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Abstract
This paper is about a real-time model predictive control (MPC) algorithm for large-scale, structured linear systems with
polytopic state and control constraints. The proposed controller receives the current state measurement as an input and
computes a sub-optimal control reaction by evaluating a finite number of piecewise affine functions that correspond to the
explicit solution maps of small-scale parametric quadratic programming (QP) problems. We provide recursive feasibility and
asymptotic stability guarantees, which can both be verified offline. The feedback controller is suboptimal on purpose because
we are enforcing real-time requirements assuming that it is impossible to solve the given large-scale QP in the given amount
of time. In this context, a key contribution of this paper is that we provide a bound on the sub-optimality of the controller.
Our numerical simulations illustrate that the proposed explicit real-time scheme easily scales up to systems with hundreds of
states and long control horizons, system sizes that are completely out of the scope of existing, non-suboptimal Explicit MPC
controllers.
Key words: model predictive control, parametric optimization, fixed memory utilization.
1 Introduction
The advances of numerical optimization methods over
the last decades [13], in particular, the development
of efficient quadratic programming problem (QP)
solvers [16], have enabled numerous industrial applica-
tions of MPC [34]. Modern real-time optimization and
control software packages [22,29] achieve run-times in
the milli- and microsecond range by generating efficient
and reliable C-code that implements problem-tailored
MPC algorithms [12,40]. However, as much as these al-
gorithms and codes perform well on desktop computers
or other devices with comparable computation power,
the number of successful implementations of MPC on
embedded industrial hardware such as programmable
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logic controllers (PLC) and field-programmable gate
arrays (FPGA) remains limited [24]. Here, the main
question is what can be done if an embedded device
has simply not enough computational power or storage
space to solve the exact MPC problem online and in
real-time.
Many researchers have attempted to address this ques-
tion. For example, the development of Explicit MPC [31]
aims at reducing both the online run-time and the mem-
ory footprint of MPC by optimizing pre-computed so-
lution maps of multi-parametric optimization problems.
However, Explicit MPC has the disadvantage that the
number of polytopic regions over which the piecewise
affine solution map of a parametric linear or quadratic
programming problem is defined, grows, in the worst
case, exponentially with the number of constraints. Some
authors [18] have suggested addressing this issue by sim-
plifying the MPC problem formulation, e.g., by using
move-blocking [9], but the associated control reactions
can be sub-optimal by a large margin. Other authors [27]
have worked on reducing the memory footprint of Ex-
plicit MPC—certainly making considerable progress yet
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failing to meet the requirement of many practical sys-
tems with more than just a few states. In fact, despite all
these developments in Explicit MPC, these methods are
often applicable to problems of modest size only. As soon
as one attempts to scale up to larger systems, an empir-
ical observation is that Explicit MPC is often outper-
formed by iterative online solvers such as active set [16]
or interior point methods for MPC [29]. In this context,
we mention that [25] has recently proposed a heuristic
for reducing the number of regions of Explicit MPC by
using neural-network approximations. The correspond-
ing controller does, however, only come along with guar-
antees on the feasibility, stability, and performance if the
exact explicit solution map happens to be recovered by
the deep-learning approach.
A recent trend in optimization based control is to solve
large MPC problems by breaking them into smaller ones.
This trend has been initiated by the enormous research
effort in the field of distributed optimization [7]. There
exists a large number of related optimization methods,
including dual decomposition [14], ADMM [7], or AL-
ADIN [23], which have all been applied to MPC in var-
ious contexts and by many authors [11,17,26,30,32,36].
Additionally, applications of accelerated variants of
ADMM to MPC can be found in [15,37].
However, modern distributed optimization methods,
such as ADMM or ALADIN, typically converge to an
optimal solution in the limit, i.e., if the number of itera-
tions tends to infinity. Thus, if real-time constraints are
present, one could at most implement a finite number of
such ADMM or ALADIN iterations returning a control
input that may be infeasible or sub-optimal by a large
margin. But, unfortunately, for such heuristic imple-
mentations of real-time distributed MPC, there are, at
the current status of research, no stability, feasibility,
and performance guarantees available.
Therefore, this paper asks the question whether it is pos-
sible to approximate an MPC feedback law by a finite
code list, whose input is the current state measurement
and whose output, the control reaction, is obtained by
evaluating a constant, finite number of pre-computed,
explicit solution maps that are associated to MPC prob-
lems of a smaller scale. Here, a key requirement is that
recursive feasibility, uniform asymptotic stability, and
performance guarantees of the implemented closed-loop
controller have to be verifiable offline. Notice that such
an MPC code would have major advantages for an em-
bedded hardware system, as it has a constant run-time
using static memory only, while, at the same time, fea-
sibility, stability, and performance guarantees are avail-
able.
The contribution of this paper is the development of
a controller, which meets these requirements under the
restricting assumption that the original MPC problem
is a strongly convex (but potentially large-scale) QP,
as introduced in Section 2. The control scheme itself
is presented in the form of Algorithm 1 in Section 3.
This algorithm alternates—similar to the distributed op-
timization method ALADIN [23]—between solving ex-
plicit solution maps that are associated with small-scale
decoupled QPs and solving a linear equation system of a
larger scale. However, in contrast to ALADIN, ADMM
or other existing distributed optimization algorithms,
Algorithm 1 performs only a constant number of itera-
tions per sampling time.
The recursive feasibility, stability, and performance
properties of Algorithm 1, which represent the main
added value compared to our preliminary work [33], are
summarized in Section 3.3, 3.4, and 3.5, respectively.
Instead of relying on existing analysis concepts from the
field of distributed optimization, the mathematical de-
velopments in this paper rely on results that find their
origin in Explicit MPC theory [4]. In particular, the
technical developments around Theorem 1 make use of
the solution properties of multi-parametric QPs in order
to derive convergence rate estimates for Algorithm 1.
Moreover, Theorem 2 establishes an asymptotic sta-
bility guarantee of the presented real-time closed-loop
scheme. This result is complemented by Corollary 1,
which provides bounds on the sub-optimality of the
presented control scheme.
Finally, Section 4 discusses implementation details
with a particular emphasis on computational and stor-
age complexity exploiting the fact that the presented
scheme can be realized by using static memory only
while ensuring a constant run-time. A spring-vehicle-
damper benchmark is used to illustrate the performance
of the proposed real-time scheme. Section 6 concludes
the paper.
2 Linear-Quadratic MPC
This paper concerns differential-algebraic model predi-
tive control problems in discrete-time form,
J(x0) = min
x,u,z
N−1∑
k=0
`(xk, uk, zk) +M(xN )
s.t.

∀k ∈ {0, . . . , N − 1},
xk+1 = Axk +Buk + Czk,
0 = Dxk + Ezk,
xk ∈ X, uk ∈ U, zk ∈ Z, xN ∈ XN ,
(1)
with strictly convex quadratic stage and terminal cost,
`(x, u, z) = xᵀQx+ uᵀRu+ zᵀSz
and M(x) = xᵀPx .
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Here, xk ∈ Rnx denotes the predicted state at time k,
zk ∈ Rnz an associated algebraic state, and uk ∈ Rnu
the associated control input. The matrices
A,P ,Q ∈ Rnx×nx , B ∈ Rnx×nu , C ∈ Rnx×nz ,
D ∈ Rnz×nx , E, S ∈ Rnz×nz , R ∈ Rnu×nu
are given and constant. Notice that (1) is a paramet-
ric optimization problem with respect to the current
state measurement x0, i.e., the optimization vari-
able x = [x1, x2, . . . , xN ] includes all but the first
element of the state sequence. The control sequence
u = [u0, u1, . . . , uN−1] and algebraic state sequence
z = [z0, z1, . . . , zN ] are defined accordingly.
Assumption 1 We assume that
a) the constraint sets U ⊆ Rnu , X,XN ⊆ Rnx , and
Z ⊆ Rnz are convex and closed polyhedra satisfying
0 ∈ U, 0 ∈ X, 0 ∈ XN , and 0 ∈ Z;
b) the matrices Q, R, S, and P are all symmetric and
positive definite;
c) and the square-matrix E is invertible.
Notice that the latter assumption implies that, at least
in principle, one could eliminate the algebraic states, as
the algebraic constraints in (1) imply
zk = −E−1Dxk . (2)
However, the following algorithmic developments exploit
the particular structure of (1). This is relevant in the con-
text of large-scale interconnected control systems, where
the matrix D is potentially dense while all other matri-
ces have a block-diagonal structure, as explained in the
sections below.
Remark 1 Assumption 1c) also implies that the equal-
ity constraints in (1) are linearly independent. Thus, the
associated co-states (dual solutions) are unique. Simi-
larly, Assumption 1a) and 1b) imply strong convexity
such that the primal solution of (1) is unique whenever
it exists.
Remark 2 The assumption that the matrices Q, R, S,
and P are positive definite can be satisfied in practice
by adding suitable positive definite regulatization to the
stage cost.
2.1 Interconnected systems
Many control systems of practical interest have a partic-
ular structure, as they can be divided into I¯ ∈ N subsys-
tems that are interconnected. A prototypical example
for such an interconnected system is shown in Figure 1,
which consists of I¯ vehicles with mass m that are linked
Fig. 1. Sketch of a spring-vehicle-damper system.
by springs and dampers. Such systems can be modelled
by a linear discrete-time recursion of the form
[xk+1]i = Aii [xk]i + Bi [uk]i︸ ︷︷ ︸
dynamics of the i-th subsystem
+
∑
j∈Ni
Aij [xk]j︸ ︷︷ ︸
contribution
from neighbors
(3)
for all k ∈ {1, . . . , N}. Here, [xk]i ∈ Xi denotes the state,
[uk]i ∈ Ui the control input of the ith subsystem, andAij and Bi system matrices of appropriate dimension.
The index j runs over Ni, the set of neighbors of the ith
node in the system’s connectivity graph.
Example 1 For the spring-vehicle-damper system in
Figure 1 the connectivity graph can be specified by setting
Ni = {i− 1, i+ 1}
for i ∈ {2, 3, . . . , I¯ − 1} and N1 = {2} and NI¯ for the
first and last trolley. In this example, the i-th subblock of
the state at time k,
[xk]i = ([pk]i , [vk]i)
ᵀ
,
consists of the position and velocity of the i-th trolley,
all relative to their equilibrium values. The control input
is the force at the last trolley. A corresponding system
model is then obtained by setting
Ai,i = I+ h
(
0 1
−2 km −2 dm
)
, Bi =
(
0
0
)
,
AI¯,I¯ = I+ h
(
0 1
− km − dm
)
, BI¯ = h
(
0
1
m
)
,
Ai−1,i = Ai,i+1 = h
(
0 0
k
m
d
m
)
,
for all i ∈ {1, . . . , I¯ − 1}. In this context, m > 0 denotes
the mass, k > 0 the spring constant, d ≥ 0 a damping co-
efficient, and h > 0 the step-size of the Euler discretiza-
tion.
System (3) can be reformulated by introducing auxiliary
variables of the form
[zk]i =
∑
j∈Ni
Aij [xk]j . (4)
3
The advantage of introducing these algebraic auxiliary
variables is that the dynamic recursion (3) can be written
in the form
xk+1 = Axk +Buk + Czk,
0 = Dxk + Ezk,
with A = diag
(A1,1, . . . ,AI¯,I¯), B = diag (B1, . . . ,BI¯),
C = I,
Di,j =
{
Ai,j if j ∈ Ni
0 otherwise,
}
andE = −I. After this reformulation, all matrices in the
algebraic discrete-time system are block diagonal except
for the matrix D, which may, however, still be sparse de-
pending on the particular definition (graph structure) of
the sets Ni. Notice that the associated state and control
constraint sets X = X1× . . .×XI¯ and U = U1× . . .×UI¯
have a separable structure, too.
2.2 Recursive feasibility and asymptotic stability
Notice that the stability and recursive feasibility prop-
erties of MPC controllers have been analyzed exhaus-
tively [35]. As long as Assumption 1 holds, these results
can be applied one-to-one for (1) after eliminating the
algebraic states explicitly.
Definition 1 A set X ⊆ X is called control invariant if
X ⊆
x ∈ Rnx
∣∣∣∣∣∣∣∣
∃x+ ∈ X, ∃u ∈ U, ∃z ∈ Z,
x+ = Ax+Bu+ Cz,
0 = Dx+ Ez
 .
Assumption 2 We assume that the terminal set XN is
control invariant.
It is well known that (1) is recursively feasible if As-
sumption 1 and Assumption 2 hold recalling that one
can always eliminate the algebraic states in order to ap-
ply the results from [35]. Another standard assumption
can be formulated as follows.
Assumption 3 The terminal cost M in (1) admits a
control law µ : XN → U such that for all x ∈ XN
`(x, µ(x), z) +M(x+) ≤M(x) ,
where z = −E−1Dx and x+ = Ax+Bµ(x)−CE−1Dx.
The MPC controller (1) is asymptotically stable if As-
sumption 1, 2, and 3 hold [35]. Notice that there exist
generic methods for both the construction of forward in-
variant sets XN and the construction of quadratic termi-
nal costs such that the above criteria are satisfied [3,35].
Moreover, tailored methods for constructing block sep-
arable terminal costs and terminal constraint sets are
available in the literature, too [10].
3 Suboptimal real-time MPC
In this section we propose and analyze a real-time al-
gorithm for finding approximate, suboptimal solutions
of (1).
3.1 Preliminaries
Let us introduce the stacked vectors
y0 = [u
ᵀ
0 , z
ᵀ
0 ]
ᵀ
, yk = [x
ᵀ
k , u
ᵀ
k , z
ᵀ
k ]
ᵀ
, yN = xN ,
and their associated constraint sets
Yk =
yk
∣∣∣∣∣∣∣∣
Axk +Buk + Czk ∈ X,
0 = Dxk + Ezk,
xk ∈ X, uk ∈ U, zk ∈ Z
 , YN = XN , (5)
for all k ∈ {0, . . . , N − 1}. Moreover, it is convenient to
introduce the shorthand notation
Fk(yk) = `(xk, uk, zk) , k ∈ {0, . . . , N − 1}
FN (yN ) = M(xN ),
(6)
as well as the matrices
Gk =
(
I 0 0
0 0 0
)
, GN = I,
for k ∈ {1, . . . N − 1} and
H0 =
(
B C
0 E
)
, Hk =
(
A B C
D 0 E
)
,
as well as h0 = [(Ax0)
ᵀ 0]ᵀ, hk = 0 for all indices k ∈
{1, . . . , N−1}. The advantage of this notation is that (1)
can be written in the form
J(x0) = min
y
N∑
k=0
Fk(yk) (7)
s.t.

∀k ∈ {0, . . . , N − 1},
Gk+1yk+1 = Hkyk + hk | λk,
yk ∈ Yk , yN ∈ YN .
Here, λ0, . . . , λN−1 denote the multipliers of the affine
constraints in (7). It is helful to keep in mind that both
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the function F0 and the vector h0 depend on x0 even
if we hide this parametric dependence for a moment in
order to arrive at a simpler notation. In addition, we
introduce a shorthand for the objective in (7),
F (y) =
N∑
k=0
Fk(yk) .
Moreover, the convex conjugate function of F is denoted
by
F ?(λ) = max
y
{
− F (y)− (Hᵀ0 λm0 )ᵀ y0
+
N−1∑
k=1
(
Gᵀkλ
m
k−1 −Hᵀkλmk
)ᵀ
yk + λ
ᵀ
N−1GNyN
}
.
Notice that the functions F and F ? are strongly con-
vex quadratic forms with F (0) = 0 and F ?(0) = 0 as
long as Assumption 1 is satisfied. The optimal primal
and dual solutions of (7) are denoted by x? and λ?, re-
spectively. It is well-known that x? and λ? are continu-
ous and piecewise affine functions of x0 on the polytopic
domain X = {x0 | J(x0) <∞}, see [5].
3.2 Algorithm
The main idea for solving (7) approximately and in real
time is to consider the unconstrained auxiliary optimiza-
tion problem
J(x0) = min
y
N−1∑
k=1
Fk(yk − yrefk ) + FN (yN − yrefN ) (8)
s.t.
 ∀k ∈ {0, . . . , N − 1},Gk+1yk+1 = Hkyk + hk | λk,
which is a standard tracking optimal control problem
without inequality constraints. Here, we have introduced
the reference trajectory yrefk . For the special case that
yref = y? is equal to the minimizer of (7), Problems (7)
and (8) are equivalent. Notice that the main motivation
for introducing the coupled QP (8) is that this prob-
lem approximates (7) without needing inequality con-
straints. Thus, this problem can be solved by using a
sparse linear algebra solver; see Section 4.2 for imple-
mentation details.
Let us assume that ym and λm are the current approx-
imations of the primal and dual solution of (7). Now,
the main idea of Algorithm 1 to construct the next it-
erate ym+1 and λm+1 by performing two main opera-
tions. First, we solve augmented Lagrangian optimiza-
Algorithm 1 Parallel real-time MPC
Initialization:
Choose initial y1 = [y10 , . . . , y
1
N ] and λ
1 = [λ10, . . . , λ
1
N−1]
and a constant γ > 0.
Online:
1) Wait for the state measurement x0 and compute
the constant
f1 = F (y1) + F ?(λ1) .
If f1 ≥ γ2xᵀ0Qx0, rescale
y1 ← y1
√
γ2‖x0‖2Q
f1
and λ1 ← λ1
√
γ2‖x0‖2Q
f1
,
where ‖x0‖2Q , xᵀ0Qx0 .
2) For m = 1→ m
a) solve the small-scale decoupled QPs in parallel
min
ξm0 ∈Y0
F0(ξ
m
0 )− (Hᵀ0 λm0 )ᵀξm0 + F0(ξm0 − ym0 )
min
ξm
k
∈Yk
Fk(ξ
m
k ) + (G
ᵀ
kλ
m
k−1 −Hᵀkλmk )ᵀξmk + Fk(ξmk − ymk )
min
ξm
N
∈YN
FN (ξ
m
N ) +
(
GᵀNλ
m
N−1
)ᵀ
ξmN + FN (ξ
m
N − ymN )
for all k ∈ {1, . . . , N − 1} and denote the optimal
solutions by ξm = [ξm0 , ξ
m
1 , . . . , ξ
m
N ].
b) Solve the coupled QP
min
y
N∑
k=0
Fk(y
m+1
k − 2ξmk + ymk ) (9)
s.t.
 ∀k ∈ {0, . . . , N − 1},Gk+1ym+1k+1 = Hkym+1k + hk | δmk ,
and set λm+1 = λm + δm.
End
3) Send u0 = (0 I 0) ξ
m
0 to the real process.
4) Set y1 = [ym1 , . . . , y
m
N , 0], λ
1 = [λm1 , . . . , λ
m
N−1, 0]
and go to Step 1.
tion problems of the form
min
ξm∈Y
F (ξm)− (Gᵀλm0 )ᵀξm + ‖ξm − ym‖2Q (10)
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with
G =

H0 −G0 0
H1 −G1
. . .
. . .
0 HN−1 −GN−1
 .
The focus of the following analysis is on the case that
the weighting matrix Q = ∇2F (0) is such that
‖ξm − ym‖2Q = F (ξm − ym)
recalling that F is a centered positive-definite quadratic
form. And second, we solve QP (8) for the reference point
yref = 2ξm − ym ,
which can be interpreted as weighted average of the so-
lution of (10) and the previous iterate ym. These two
main steps correspond to Step 2a) and Step 2b) in Al-
gorithm 1. Notice that the main motivation for intro-
ducing the augmented Lagrangian problem (10) is that
this optimization problem is separable, as exploited by
Step 2a). As explained in more detail in Section 4.1, the
associated smaller-scale QPs can be solved by using ex-
isting tools from the field of Explicit MPC.
Additionally, in order to arrive at a practical procedure,
Algorithm 1 is initialized with guesses,
y1 = [y10 , . . . , y
1
N ] and λ
1 = [λ10, . . . , λ
1
N ] ,
for the primal and dual solution of (7). Notice that Al-
gorithm 1 receives a state measurement x0 in every it-
eration (Step 1) and returns a control input to the real
process (Step 3). Moreover, Step 1) rescales y1 and λ1
based on a tuning parameter γ > 0, which is assumed
to have the following property.
Assumption 4 The constant γ in Algorithm 1 is such
that
F (y?) + F ?(λ?) ≤ γ2xᵀ0Qx0 .
Notice that such a constant γ exists and can be pre-
computed offline, which simply follows from the fact that
y? and λ? are Lipschitz continuous and piecewise affine
functions of x0, as established in [5]. The rationale be-
hind this rescaling is that this step prevents initializa-
tions that are too far away from 0. Intuitively, if the term
f1 = F (y1) + F ?(λ1) is much larger than xᵀ0Qx0, then
(y1, λ1) can be expected to be far away from the optimal
solution (y?, λ?) and it is better to rescale these variables
such that they have a reasonable order of magnitude. In
the following section, we will provide a theoretical jus-
tification of the rescaling factor
√
γ2‖x0‖2Q
f1
. Notice that
if we would set this rescaling factor to 1, Algorithm 1
is unstable in general. In order to see this, consider the
scenario that a user initializes the algorithm with an ar-
bitrary (y1, λ1) 6= 0. Now, if the first measurement hap-
pens to be at x0 = 0, of course, the optimal control input
is at u? = 0. But, if we run Algorithm 1 with m¯ <∞, it
returns an approximation u0 ≈ u? = 0, which will intro-
duce an excitation as we have u0 6= 0 in general. Thus,
if we would not rescale the initialization in Step 1), it
would not be possible to establish stability.
3.3 Convergence properties of Algorithm 1
This section provides a concise overview of the theoreti-
cal convergence properties of Algorithm 1. We start with
the following theorem, which is proven in Appendix A.
Theorem 1 Let Assumption 1 be satisfied and let (7)
be feasible, i.e., such that a unique minimizer y? and
an associated dual solution λ? exist. Then there exists a
positive constant κ < 1 such that
F (ym+1 − y?) + F ?(λm+1 − λ?)
≤ κ (F (ym − y?) + F ?(λm − λ?)) (11)
for all m ≥ 2.
Because Theorem 1 establishes contraction, an immedi-
ate consequence is that the iterates of Algorithm 1 would
converge to the exact solution of (7), if we would set
m =∞, i.e.,
lim
m→∞ ξ
m = y? and lim
m→∞λ
m = λ?
Moreover, the proof of Theorem 1 provides an explicit
procedure for computing the constant κ < 1.
3.4 Recursive feasibility and asymptotic stability of Al-
gorithm 1
The goal of this section is to establish recursive feasibility
and asymptotic stability of Algorithm 1 on X . Because
we send the control input u0 = (0 I 0) ξ
m
0 to the real
process, the next measurement will be at
x+0 = Ax0 + (B C)ξ
m
0 .
Notice that, in general, we may have
x+0 6= x?1 = Ax0 + (B C)y?0 ,
since we run Algorithm 1 with a finitem <∞. A proof of
the following proposition can be found in Appendix B.
Proposition 1 Let us assume that
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(1) Assumptions 1 is satisfied,
(2) we use the terminal region XN = X, and
(3) X is control invariant.
Then Algorithm 1 is recursively feasible in the sense that
x0 ∈ X implies x+0 ∈ X. Moreover, the equation X = X
holds, i.e., Problem (7) remains feasible.
Remark 3 The construction of control invariant sets
for interconnected systems in the presence of state con-
straints can be a challenging task and this manuscript
does not claim to resolve this problem. An in-depth dis-
cussion of how to meet the third requirement of Propo-
sition 1 is beyond the scope of this paper, but we refer
to [10], where a discussion of methods for the construc-
tion of control invariant sets for network systems can be
found.
The following theorem establishes asymptotical stabil-
ity of Algorithm 1, one of the main contributions of this
paper. The corresponding proof can be found in Ap-
pendix C.
Theorem 2 Let Assumptions 1, 2, 3, and 4 be satisfied
and let XN = X be control invariant. Let the constant
σ > 0 be such that the semi-definite inequality(
BᵀQB BᵀQC
CᵀQB CᵀQB
)
 σ
(
R 0
0 S
)
holds and let the constants η, τ > 0 be such that
|J(x+0 )− J(x?1)| ≤ η‖x+0 − x?1‖Q +
τ
2
‖x+0 − x?1‖2Q (12)
If the constant m ∈ N satisfies
m > 2
log
(
η
√
σγ(1 +
√
κ) + τσγ
2(1+
√
κ)2
2
)
log(1/κ)
, (13)
then the controller in Algorithm 1 is asymptotically stable
on X .
The constants η, τ, σ, γ, and κ < 1 in the above theorem
depend on the problem data only, but they are indepen-
dent of the initial state x0 ∈ X .
Remark 4 The lower bound (13) is monotonically in-
creasing in η, τ, σ, γ, and κ. Thus, the smaller these
constants are, the tighter the lower bound (13) will be.
For small-scale applications, one can compute these con-
stants offline, by using methods from the field of explicit
MPC [1,5]. However, for large-scale applications, the ex-
plicit solution map cannot be computed with reasonable
effort, not even offline. In this case, one has to fall back
to using conservative bounds. For example, the constants
η and τ satisfying (12) can be found by using methods
from the field of approximate dynamic programming [39].
However, if one uses such conservative bounding meth-
ods, the lower bound (13) is conservative, too.
3.5 Performance of Algorithm 1
The result of Theorem 2 can be extended in order to
derive an a-priori verifiable upper bound on the sub-
optimality of Algorithm 1.
Corollary 1 Let the assumption of Theorem 2 hold with
α = 1−
[
η
√
σγ(1 +
√
κ) +
τσγ2(1 +
√
κ)2
2
]
κ
m
2 .
If ycli =
(
xcli , u
cl
i , z
cl
i
)
denotes the sequence of closed-loop
states and controls that are generated by the controller in
Algorithm 1, an a-priori bound on the associated infinite-
horizon closed-loop performance is given by
∞∑
i=0
`(xcli , u
cl
i , z
cl
i ) ≤
J(x0)
α
.
Proof. Theorem 2 together with (C.2) and (C.3) imply
that
J(xcli+1) ≤ J(xcli )− αF0(ycli ) ,
which yields the inequality
∞∑
i=0
F0(y
cl
i ) ≤
1
α
∞∑
i=0
(
J(xcli )− J(xcli+1)
)
.
The statement of the corollary follows after simplifying
the telescoping sum on the right and substituting the
equation F0(y
cl
i ) = `(x
cl
i , u
cl
i , z
cl
i ). 2
4 Implementation on hardware with limited
memory
This section discusses implementation details for Algo-
rithm 1 with a particular emphasis on run-time aspects
and limited memory requirements, as needed for the im-
plementation of MPC on embedded hardware. Here, the
implementation of Steps 1), 3), and 4) turns out to be
straightforward, as both the CPU time requirements and
memory needed for implementing these steps is negligi-
ble compared to Step 2). Thus, the focus of the follow-
ing subsections is on the implementation of Step 2a) and
Step 2b).
4.1 Parametric quadratic programming
In Step 2a) of Algorithm 1 decoupled QPs have to be
solved on-line. To diminish the induced implementation
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effort, we propose to solve these QPs off-line using multi-
parametric programming, i.e., to pre-compute the solu-
tion maps
ξ?0(θ0, x0) = argmin
ξ0∈Y0
2F0(ξ0) + θ
ᵀ
0 ξ0,
ξ?1(θ1) = argmin
ξ1∈Y0
2F1(ξ1) + θ
ᵀ
1 ξ1,
ξ?N (θN ) = argmin
ξN∈YN
2FN (ξN ) + θ
ᵀ
NξN ,
(14)
with parameters θ0 ∈ Rnu+nz , θ1 ∈ Rnx+nu+nz , and
θN ∈ Rnx . Because these QPs are strongly convex, the
functions ξ?0 , ξ
?
1 , and ξ
?
N are piecewise affine [4]. Here,
it should be noted that ξ?0 additionally depends on x0
recalling that this dependency had been hidden in our
definition of F0 and Y0. In this paper, we use MPT [21]
to pre-compute and store the explicit solution maps ξ?0 ,
ξ?1 and ξ
?
N . Consequently, Step 2a) in Algorithm 1 can
be replaced by:
Step 2a’) Compute the parameters
θm0 = −Hᵀ0 λm0 − 2Σ0ym0 , (15a)
θmk = G
ᵀ
kλ
m
k−1 −Hᵀkλmk − 2Σkymk , (15b)
θmN = G
ᵀ
Nλ
m
N−1 − 2ΣNymN (15c)
with Σ0 = blkdiag{R,S}, Σk = blkdiag{Q,R, S} for
all k ∈ {1, . . . , N − 1}, ΣN = P and set
ξm0 = ξ
?
0(θ
m
0 , x0) , ξ
m
k = ξ
?
1(θ
m
k )
for all k ∈ {1, . . . , N} by evaluating the respective
explicit solution maps (14). In this paper, we use the
enumeration-based multi-parametric QP algorithm
from [20] for generating these maps.
Notice that the complexity of pre-processing the small-
scale QPs (14) solely depends on the maximum number
NR = max{NR,0, NR,1, NR,N} of critical regions over
which the PWA optimizers ξ?0 , ξ
?
1 and ξ
?
N are defined [1],
but NR is independent of the prediction horizon N as
summarized in Table 1; see also [33,8,6]. Here, we as-
sume that each parametric QP is post-processed, off-
line, to obtain binary search trees [38] in O(N2R) time.
Once the trees are constructed, they provide for a fast
evaluation of the solution maps in (14) in time that is
logarithmic in the number of regions, thus establishing
the O(N log2(NR)) on-line computational bound. The
memory requirements are directly proportional to the
number of regions NR with each region represented by
a finite number of affine half-spaces.
4.2 Sparse linear algebra
In Step 2b) of Algorithm 1 the large-scale, coupled
QP (9) must be solved. Because this QP has equality
Table 1
Computational and storage complexity of Steps 2a’) and
2b) of Algorithm 1.
Step Offline Online Memory
CPU time CPU time Requirement
2a’) O(N2R) O(N log2(NR)) O(NR)
2b) O(Nn3) O(Nn2) O(Nn2)
constraints only, (9) is equivalent to a large but sparse
system of equations. Moreover, all matrices in (9) are
given and constant during the online iterations. This
means that all linear algebra decompositions can be
pre-computed offline. If one uses standard Riccati re-
cursions for exploiting the band-structure of (9), the
computational complexity for all offline computations is
at most of order O(Nn3), where n = nx + nz, while the
online implementation has complexity O(Nn2) [2]. If
one considers interconnected systems this run-time re-
sult may be improved—in many practical cases, e.g., in
the example that is discussed in Section 5, one may set
n = (nx + nz)/I¯. However, in general, the choice of the
linear algebra solver and its computational complexity
depend on the particular topology of the network [6].
In summary, Algorithm 1 can be implemented by using
static memory only allocating at most O(NR + Nn2)
floating point numbers. Here, the explicit solutions maps
of both the decoupled QPs in Step 2a) as well as the
coupled QP in Step 2b) can be pre-computed offline. Be-
cause Theorem 2 provides an explicit formula for com-
puting a constant number of iterations m such that a
stable and recursively feasible controller is obtained, the
online run-time of Algorithm 1 is constant and of order
O(N log2(NR)+Nn2). Thus, Algorithm 1 may be called
an explicit MPC method—in the sense that it has a con-
stant run-time and constant memory requirements for
any given N and I¯ while stability and recursive feasibil-
ity can be verified offline. Its main advantage compared
to existing MPC controllers is that it scales up easily for
large scale interconnected networks of systems as well as
long prediction horizons N , as illustrated below.
5 Numerical example
This section applies Algorithm 1 to a spring-vehicle-
damper control system, which has been introduced in
Example 1 with state and control and constraints
X = X1 × . . .× XI¯ , U = [−2, 0.5] , Z = R2I¯ ,
where X1 = . . . = XI¯ = [−0.5, 1.5]× [−0.5, 1] .
The weighting matrices of the MPC objective are set to
Q = 10 I, R = I, and S = 10−2 I .
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The numerical values for the mass m, spring constant k,
and damping constant d are listed below.
Parameter Symbol Value [Unit]
sampling time h 0.1 [s]
spring constant k 3 [N/m]
mass of vehicle m 1 [kg]
viscous damping coefficient d 3 [N s/m]
Last but not least the matrix P is computed by solving
an algebraic Riccati equation, such that the terminal
cost is equal to the unconstrained infinite horizon cost if
none of the inequality constraints are active [35].
We have implemented Algorithm 1 in Matlab R2018a
using YALMIP [28] and MPT 3.1.5 [21]. Here, the solu-
tion maps of the QPs (14) were pre-computed using the
geometric parametric LCP solver of MPT 3.1.5 [21]. By
exploiting the separability of the cost function and con-
straints, the storage space for the parametric solutions
can be reduced to 287 kB, which corresponds to 432 crit-
ical regions. This memory requirement is independent of
the number of vehicles I¯ and the length of the prediction
horizon N . In contrast to this, the number of regions for
standard Explicit MPC depends on both I¯ and N :
(I¯, N) # of regions memory
(1, 10) 58 14 [kB]
(1, 20) 84 40 [kB]
(1, 50) 144 169 [kB]
(2, 10) 2244 877 [kB]
(3, 10) 4247 2324 [kB]
Notice that the number of regions of standard Explicit
MPC explode quickly, as soon as one attempts to choose
N ≥ 10 or more than 3 vehicles. In contrast to this,
our approach scales up easily to hundreds of vehicles
and very long horizons. Here, only the evaluation of the
solution map of (9) depends on I¯ and N . For example,
if we set I¯ = 3 and N = 30, we need 10 kB to store this
map—for larger values this number scales up precisely
as predicted by Table 1.
Figure 2 shows the total number of active constraints
of all distributed QP solvers during the MPC itera-
tions for different choices of m. In order to visualize the
performance of the proposed sub-optimal controller in
terms of the number of correctly detected active con-
straint indices, the number of active constraints of non-
suboptimal MPC (corresponding to m =∞) are shown
in the form of red crosses in Figure 2. If we compare
these optimal red crosses with the blue diamonds, which
are obtained for m = 1, we can see that the choice
0 5 10 15 20 25 30 35 40
0
10
20
30
40
50
Fig. 2. The total number of active constraints of all dis-
tributed QP solvers during the MPC iterations for different
choices of m.
m = 1 still leads to many wrongly chosen active sets—
especially during the first 10 MPC iterations. However,
for m ≥ 10 a reasonably accurate approximation of the
optimal number of active constraints is maintained dur-
ing all iterations.
-6
-5
-4
-3
-2
-1
0
Fig. 3. Closed-loop performance degradation (log scale) with
respect to the optimal objective function J∞ as a function
of the number of iterations m in Algorithm 1.
Finally, Figure 3 shows the sub-optimality of Algo-
rithm 1 in dependence on m for a representative case
study with I¯ = 3 and N = 30—for other values of I¯ and
N the convergence looks similar.
6 Conclusions
This paper has introduced a parallelizable and real-time
verifiable MPC scheme, presented in the form of Al-
gorithm 1. This control algorithm evaluates at every
sampling time a finite number of pre-computed, explicit
piecewise affine solution maps that are associated with
parametric small-scale QPs. Because solving large-scale
QPs in real-time may be impossible, the presented algo-
rithm returns suboptimal control reaction on purpose—
in order to be able to meet challenging real-time and
limited memory requirements. The theoretical contribu-
tions of this paper have been presented in Theorem 2
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and Corollary 1, which provide both asymptotic stabil-
ity guarantees as well as bounds on sub-optimality. The
presented explicit MPC approach can be used to reduce
the storage and run-time of explicit MPC by orders of
magnitude, as illustrated by applying Algorithm 1 to a
spring-mass-vehicle benchmark problem.
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A Proof of Theorem 1
As the proof of Theorem 1 is not entirely straightforward,
we first establish an intermediate results on the convergence
properties of Algorithm 1, which is then, in a second step,
used to obtain a convergence rate estimate. Therefore, this
proof is divided into two subsections: Subsection A.1 ana-
lyzes the general convergence properties of Algorithm 1 and
Subsection A.2 presents a complete proof of Theorem 1 by
using these properties.
A.1 A closer look at the convergence properties of Al-
gorithm 1
The goal of the section is to establish the following technical
result.
Lemma 1 Let Assumption 1 be satisfied and let (7) be fea-
sible, i.e., such that a unique minimizer y? and an associated
dual solution λ? exist. Then the iterates of Algorithm 1 satisfy
m∑
m=mˆ
F (ξm − y?) ≤ F (y
mˆ − y?) + F ?(λmˆ − λ?)
4
for all m ≥ mˆ and all mˆ ≥ 2.
Proof. Let us introduce the auxiliary functions
F0(φ0) = F0(φ0)− (Hᵀ0λm0 )ᵀ φm0 +∇F0(ξm0 − ym0 )ᵀφ0 ,
Fk(φk) = Fk(φk) + (Gᵀkλmk−1 −Hᵀkλmk )ᵀ φmk
+∇Fk(ξmk − ymk )ᵀφk .
Because ξmk is a minimizer of the k-th decoupled QP in Step
2a) of Algorithm 1, it must also be a minimizer of Fk on Yk.
Thus, because Fk is strongly convex with Hessian ∇2Fk, we
must have
N∑
k=0
Fk(ξmk ) +
N∑
k=0
Fk(ξ
m
k − y?k) ≤
N∑
k=0
Fk(y?k) .
On the other hand, due to duality, we have
N∑
k=0
Fk(y
?
k) + 〈λ?, y?〉+
N∑
k=0
Fk(ξ
m
k − y?k)
≤
N∑
k=0
Fk(ξ
m
k ) + 〈λ?, ξm〉,
where the shorthand notation
〈λ, y〉 = − (Hᵀ0λ0)ᵀ y0 +
N∑
k=1
(Gᵀkλk−1 −Hᵀkλk)ᵀ yk
is used to denote a weighted (non-symmetric) scalar product
of primal and dual variables. Adding both inequalities and
collecting terms yields
0 ≥
N∑
k=0
∇Fk(ξmk − ymk )ᵀ(ξmk − y?k) + 2
N∑
k=0
Fk(ξ
m
k − y?k)
+ 〈λm − λ?, ξm − y?〉 .
Let us introduce the matrices
Q = ∇2
(
N∑
k=0
Fk
)
, A = ∇λ,x〈λ, y〉
such that the above inequality can be written in the form
0 ≥ (ξm − ym)ᵀQ(ξm − y?) + 2
N∑
k=0
Fk(ξ
m
k − y?k)
+ (λm − λ?)ᵀA (ξm − y?) . (A.1)
Similarly, the stationarity condition QP (9) can be written
as
Q(ym+1 − 2ξm + ym) +Aᵀδm = 0 .
Because Q is positive definite, we solve this equation with
respect to ξm finding
ξm =
1
2
Q−1Aᵀ(λm+1 − λm) + y
m + ym+1
2
. (A.2)
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Here, we have additionally substituted the relation
δm = λm+1 − λm .
Notice that we have Aym = Aym+1 = Ay? for all m ≥ 2,
because the solutions of the QP (9) must satisfy the equality
constraints in (7). If we substitute this equation and the
expression for ξm in (A.1), we find that
− 2F (ξm − y?)
≥ (ξm − ym)ᵀQ(ξm − y?) + (λm − λ?)ᵀA (ξm − y?)
=
1
4
(λm+1 − λm)ᵀAQ−1Aᵀ(λm+1 − λm)
+
1
4
(ym+1 − ym)Q(ym − 2y? + ym+1) (A.3)
+
1
2
(λm − λ?)ᵀAQ−1Aᵀ(λm+1 − λm)
=
1
2
(
F (ym+1 − y?)− F (ym − y?))
+
1
2
(
F ?(λm+1 − λ?)− F ?(λm − λ?))
for all m ≥ 2. Now, the statement of Lemma 1 follows by
summing up the above inequalities for m = mˆ to m = m
and using that the last element in the telescoping sum on
the right hand,
F (ym+1 − y?) + F ?(λm+1 − λ?)
2
≥ 0
is non-negative.
A.2 Analysis of the convergence rate of Algorithm 1
The goal of this section is to prove the statement of The-
orem 1 by using the intermediate result from the previous
section. Let Yˆk denote the intersection of all active support-
ing hyperplanes at the solutions of the small scale QPs of
Step 2a) in Algorithm 1 for k ∈ {0, . . . , N} at a given itera-
tion m. We construct the auxiliary optimization problem
min
yˆ
N∑
k=0
Fk(yˆk)
s.t.

∀k ∈ {0, . . . , N − 1},
Gk+1yˆk+1 = Hkyˆk + hk | λˆk ,
0 = HN yˆN | λˆN ,
yˆk ∈ Yˆk , yˆN ∈ YˆN ,
(A.4)
and denote optimal primal and dual solutions of this problem
by yˆ? and λˆ?. Next, we also construct the auxiliary QPs
min
ξm0 ∈Yˆ0
F0(ξ
m
0 )− (Hᵀ0λm0 )ᵀ ξm0 + F0(ξm0 − ym0 ),
min
ξm
k
∈Yˆk
Fk(ξ
m
k ) + (G
ᵀ
kλ
m
k−1 −Hᵀkλmk )ᵀ ξmk + Fk(ξmk − ymk ) .
Because these QPs have equality constraints only, their para-
metric solutions must be affine. Thus, there exists a matrix
T1 such that
ξm − yˆ? = T1
 ym − yˆ?
λm − λˆ?
 .
Similarly, the coupled QP (9) has equality constraints only,
i.e., there exists a matrix T2 such that ym+1 − yˆ?
δm
 = T2
 ξm − yˆ?
ym − yˆ?
 .
Now, we use the equation λm+1 − λ? = λm − λ? + δ and
substitute the above equations finding that ym+1 − yˆ?
λm+1 − λˆ?
 = T
 ym − yˆ?
λm − λˆ?
 (A.5)
with
T =
 T2
 T1
(I 0)
+ (0 I)
 .
Next, we know from Lemma 1 that if we would apply Algo-
rithm 1 to the auxiliary problem (A.4), the corresponding
primal and dual iterates would converge to yˆ? and λˆ?. In
particular, inequality (A.3) from the proof of Lemma 1 can
be applied finding that(
ym+1 − yˆ?)ᵀQ (ym+1 − yˆ?)
+
(
λm+1 − λˆ?
)ᵀ
AQ−1Aᵀ
(
λm+1 − λˆ?
)
< (ym − yˆ?)ᵀQ (ym − yˆ?)
+
(
λm − λˆ?
)ᵀ
AQ−1Aᵀ
(
λm − λˆ?
)
,
(A.6)
whenever
 ym − yˆ?
λm − λˆ?
 6= 0. By substituting the linear equa-
tion (A.5), we find that this is only possible if
T ᵀ
Q 0
0 AQ−1Aᵀ
T  κAI
for a constant κA < 1. Now, one remaining difficulty is that
the constant κA (as well as the matrix T ) depends on the par-
ticular set A of active supporting hyperplanes in the small-
scale QPs. Nevertheless, because there exists only a finite
number of possible active sets, the maximum
κ = max
A
κA
must exist and satisfy κ < 1. Now, the equation ym+1 − y?
λm+1 − λ?
 = T
 ym − y?
λm − λ?
 (A.7)
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holds only for our fixed m and the associated matrix T for
a particular active set, but the associated decent condition(
ym+1 − y?)ᵀQ (ym+1 − y?)
+
(
λm+1 − λ?)ᵀAQ−1Aᵀ (λm+1 − λ?)
≤ κ [(ym − y?)ᵀQ (ym − y?)
+ (λm − λ?)ᵀAQ−1Aᵀ (λm − λ?)] ,
(A.8)
holds independently of the active set of the QPs in the m-th
iteration and is indeed valid for all m. After re-introducing
the functions F and F ?, we obtain the statement of the
theorem.
B Proof of Proposition 1
Because ξm0 is a feasible solution of the first small-scale de-
coupled QP, we have ξm0 ∈ Y0. Notice that such a feasible
solution exists due to the particular construction of the set
Y0 and our assumption that the set X is control invariant.
Consequently, the next iterate for the state,
x+0 = Ax0 + (B C)ξ
m
0
must satisfy x+0 ∈ X by construction. This is the first state-
ment of Proposition 1. In order to establish the second state-
ment, we observe that the particular construction of the sets
Yk implies that there exists a feasible point of (7) for any
choice of x0 ∈ X, because we choose XN = X, but X is con-
trol invariant. Thus, we must have X ⊆ X . The other way
around, if x0 /∈ X the state constraints are violated, i.e., we
also have X ⊆ X. Thus, we have X = X and, consequently,
X is a control invariant set, too. This is sufficient to establish
recursive feasibility of Algorithm 1.
C Proof of Theorem 2
Recall that stability proofs for standard MPC proceed by
using the inequality
J(x?1) ≤ J(x0)− F0(y?0) , (C.1)
which holds if Assumption 3 is satisfied (see, e.g., [19] for
a derivation of this inequality), i.e., J is a global Lyapunov
function on X . Now, if we implement Algorithm 1 with a
finite m, we have
J(x+0 ) ≤ J(x0)−
(
F0(y
?
0)− J(x+0 ) + J(x?1)
)
, (C.2)
i.e., J can still be used as a Lyaponov function proving
asymptotic stability as long as we ensure that
F0(y
?
0)− J(x+0 ) + J(x?1) ≥ αF0(y?0) , (C.3)
for a constant α > 0. In order to show that such an inequality
can indeed be established for a finitem, we need the following
technical result.
Lemma 2 The iterate x+0 satisfies the inequality(
x+0 − x?1
)ᵀ
Q
(
x+0 − x?1
) ≤ σγ2(1 +√κ)2κmF0(y?0) .
Proof. We start with the equation
x+0 − x?1 = (B C)(ξm1 − y?0) = PA
(
ξm − y?
)
,
which holds for the projection matrix P = diag(I, 0, . . . , 0)
that filters out the first block component of the equality
constraint residuum A (ξm − y?). Next, we substitute (A.2),
which yields
x+0 − x?1
= PA
[Q−1Aᵀ(λm+1 − λm)
2
+
ym+1 + ym
2
− y?
]
=
1
2
PAQ−1Aᵀ(λm+1 − λm) , (C.4)
where we have used that 0 = A(ym−y?) and 0 = A(ym+1−
y?) recalling that these equations follow from the equality
constraints in the coupled QP in Step 2b) of Algorithm 1.
The particular definition of σ implies that
4
(
x+0 − x?1
)ᵀ
Q
(
x+0 − x?1
)
≤(λm+1 − λm)ᵀAQ−1AᵀPᵀQPA︸ ︷︷ ︸
σQ
Q−1Aᵀ(λm+1 − λm)
≤σ(λm+1 − λm)ᵀAQ−1Aᵀ(λm+1 − λm) .
Now, we can use the result of Theorem 1 to find
(λm+1 − λm)ᵀAQ−1Aᵀ(λm+1 − λm)
≤ F ?(λm+1 − λ?) + F ?(λm − λ?)
+ 2
√
F ?(λm+1 − λ?)F ?(λm − λ?)
≤ κm(1 +√κ)2 (F (y1 − y?) + F ?(λ1 − λ?)) .
It remains to use the inequalities
F (y?) + F ?(λ?) ≤ γ2xᵀ0Qx0 ≤ γ2F0(y?0) ,
F (y1) + F ?(λ1) ≤ γ2xᵀ0Qx0 ≤ γ2F0(y?0) ,
which hold due to Assumption 4 and the particular construc-
tion in Step 1 of Algorithm 1, arriving at the inequality
4
(
x+0 − x?1
)ᵀ
Q
(
x+0 − x?1
)
≤ σ(λm+1 − λm)ᵀAQ−1Aᵀ(λm+1 − λm)
≤ σκm(1 +√κ)2 (F (y1 − y?) + F ?(λ1 − λ?))
≤ 4σκm(1 +√κ)2γ2F0y?0 .
Dividing by 4 on both sides yields the statement of the
lemma. 2
By combining the inequality from the above lemma and in-
equality (12) we find∣∣J(x+0 )− J(x?1)∣∣ (C.5)
≤
[
η
√
σγ(1 +
√
κ) +
τσγ2(1 +
√
κ)2
2
]
κ
m
2 F0(y
?
0) .
Now, the statement of Theorem 2 follows directly from (C.5),
as the construction of m ensures that the Lyapunov descent
condition (C.3) holds on X with
α = 1−
[
η
√
σγ(1 +
√
κ) +
τσγ2(1 +
√
κ)2
2
]
κ
m
2 > 0 ,
which is sufficient to establish asymptotic stability.
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