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In the game of Bulgarian Solitaire, analyzed by Akin and Davis (Amer. Math. 
Monthly 92 (1985), 237-250) a “position” consists of N “stones” divided among k 
non-empty piles in some fashion. Simple rules are then applied to move the stones 
to a succession of new positions. This present game, “Montreal Solitaire,” is similar, 
but with a different set of rules. One effect of the rule changes is to make the process 
reversible, and any given initial position is reached again after finitely many steps. 
Thus we have an example of a finite, cyclic automaton. A useful invariant, which 
helps compute many interesting properties of the game, including a count of the 
number of distinct positions, and much information on periods, is discussed. 
0 1992 Academic Press. Inc. 
1. INTRODUCTION 
The game of Bulgarian Solitaire is described and analyzed in Akin and 
Davis [l]. In that game, we begin with k non-empty piles of stones; a moue 
consists of removing one stone from each pile and placing these stones so 
as to form a new pile. Of course, some of the original piles may now be 
empty, and these are disregarded. This simple move is repeated indefinitely, 
and Akin and Davis examine the long-run evolution of the set of sizes of 
the piles. 
Here we investigate a modification’ of this game. A formal definition is 
given below (Definition 2), but we will begin with a simple example that 
’ This modification was “invented” at a conference in Montreal in 1987, attended by Akin 
and the authors. 
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illustrates this new game, and the way it differs from its parent. The essen- 
tial change is that now the piles are placed in a definite order, initially at 
some or all of the positions, marked with successive integers 1,2, . . . . k; we 
collect one stone from each pile, starting from the left, but when we come 
across an “empty place,” i.e., a position where there are no stones to 
collect, we deposit all the stones, collected but not yet deposited, in that 
place. 
EXAMPLE 1. Initially, take three piles with sizes (3, 2,2); the first six 
moves, ignoring leading and trailing zeros, give piles of respective sizes 
(2,U3), (1,0,0,2,4), U,O,L3,2), (1,0,2,1,3), (LLO,2,3), and 
(2, 1,2,2). In Bulgarian Solitaire, the successors of (3, 2,2) are (2, 1, 1, 3), 
(1,2,4), (1,2,4), (1, 3, 3) (2, 2, 3); in that game, this last is identical to the 
initial position, so this cycle of length four repeats indefinitely. 
DEFINITION 1. A position in Montreal Solitaire is a vector 
x=(x,, X,-l, . . . . xi), where each xi is a non-negative integer. We refer to 
xi as the size of the i th pile, and to N = C xi as the total size of the position. 
A position is in minimal form if both x, and x1 are at least 1. Two posi- 
tions x = (x,, x,-i, . . . . xi) and y = (yn, . . . . y, ) are equivalent if, for some a, 
b, and k, We have X,=yb, x,+l=yb+r, . . ..x.+k=yb+k and Xi=yj=o 
otherwise. 
It follows that any position is equivalent to just one positon in minimal 
form, and we shall assume that, unless otherwise stated, positions are 
reduced to minimal form, as was done in Example 1. 
DEFINITION 2. Given a position x = (x,, x, _ i, . . . . x1), where every xi is 
non-zero, define TX= (x,- 1, x,-~ - 1, . . . . xi - 1, m). For a position x 
that has some empty piles, inductively write x = (a, O’, y), where 
a=(@. a, . . . . cur) with a > 1 and every cli is non-zero, 0’ denotes r (r z 1) con- 
secutive empty piles, and y = ( yn, . . . . yl) with y, > 1 and Ty defined. Then 
TX = (Ta, Or-‘, Ty). This map T is called the Montreal Solitaire Successor 
Rule. 
It is easy to see that the position x can be deduced from TX. This is in 
contrast to Bulgarian Solitaire where, for example, both (1, 2, 3, 4) and 
(2, 3, 5) lead to (1, 2, 3, 4). 
DEFINITION 3. A position x is reducible if there are non-empty positions 
u and v so that x = (u, Ok, v) for some k B 1, and T’x = ( T’u, OkCr), Try), 
with k(r) > 1 for all r. Otherwise we say that x is irreducible. 
52 CANNINGS AND HAIGH 
EXAMPLE 2. It is easy to check that (1,2,0,0,0, 3) is reducible, but 
note that x = (1,2,0, 0, 3) is irreducible even though T’x always has at 
least one zero in the interior. 
The informal description and Definition 2, show plainly that the total 
size N of a position is invariant under T. Given N, there are only finitely 
many positions in minimal form all of whose piles are non-empty. And 
given non-empty positions u and v , it is plain that, for k sufficiently large, 
(u, Ok, v) is reducible. Hence there are only finitely many irreducible posi- 
tions of total size N. But now our remark that TX has a unique predecessor 
proves: 
THEOREM 1. Given any irreduble position x, there is a unique integer p, 
the period or cycle length of x, such that Tpx = x and Tkx # x when 
O<k<p. 
COROLLARY. If P(x) denotes the period of x, and x is reducible as 
(II, Ok, v), then P(x) is the lowest common muLtipIe of P(u) and P(v). 
(The proof of this is not entirely trivial: we must show that if T’(u) = u 
and T’(v) = v, so that Tr(x) = (u, OkCr), v), then k(r) = k. This is left as an 
exercise, but note that it follows easily from Theorem 3 below.) 
EXAMPLE 3. Suppose that 2’+’ <n < 2’ and x = (n) is a single pile of 
size n. Then P(x) = 2’. 
ProoJ: For y1= 2 the result is immediate. Suppose it is true for 
n = 2, 4, . . . . 2”, and let x = (2”+ ‘). Write y = (2”), and K= 2M - 1. 
By our inductive assumption, TK(y) = (1, 1, 1, . . . . l), the predecessor of 
(n), so TK(x) = (K+ 2, 1, 1, 1, . . . . l), and thus TK+l(x) = (K+ 1, 0, 0, . . . . 0, 
K+ 1) (there are K zeros}. But then TK(TK+‘(x)} = (1, 1, . . . . 1, 1, . . . . 1). 
One more operation by T brings us back to x, which completes the 
induction. 
Now suppose that 2”<n<2M+1; as above, TK+l(x)= (n-2”, 
0, . . . . 0, 2”) (again with K zeros). Now 2’-’ <n - 2M < 2’ for some r < h4, 
so we may inductively assume that (n - 2”) has period 2’. Since 2’ divides 
2”, the result for x follows. 1 
2. AN INVARIANT 
DEFINITION 4. Let x = (x,, x, _ r, . . . . x1) be any position. Then the digit 
representation of x is the collection 
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m m-l . . . 3 2 1 
m+l m . . . 4 3 2 
m + 2 m+l . . . 5 4 3 
m-1+x, m-2+Xx,-, ... x,+2 x,+1 Xl 
of ordered vertical columns of digits. (There is an empty column at any 
place, where xi is zero.) The digit collection of x is the set D(x) of all the 
digits in the digit representation of x, each counted according to its 
multiplicity. 
EXAMPLE 4. x = (LO, 3, 3,0, 2) has digit representation 
6.43.1 
54 2 
6 5 
with D(x) = (1, 2, 3, 42, 52, 62). 
The importance of this concept follows from the next result, that the 
digit collection of x is an invariant under the Successor Rule. 
THEOREM 2. D(x)=D(T(x)). 
Proof: Write x in its digit representation. Now get T(x) from 
Definition 2 by working from the left, removing the top digit in each 
non-empty column, and placing these accumulated “stones” in the required 
places (the first available empty columns) in the obvious order. This 
directly constructs the digit representation of T(x), from which the theorem 
follows. 1 
THEOREM 3. Giuen x, write D(x) = (l”, 2c2, . . . . rcr), where c1 = 1 and 
c, > 1. Then x is irreducible if and only if ci >, 1 for 1 < i < r. 
Proof Suppose first that cj 2 1 for 1 <j < J- 1 and cJ = 0, with JC r. 
From Definition 4 we can write x = (u, Ok, v), where k> 1 and the digit 
collection of v contains only the digits (1,2, . . . . J- l}, while that of u 
contains only {J + 1, . . . . r}. But any non-empty column in the digit 
representation of any T”(x) contains only consecutive digits, hence 
T”(x) = (T”u, 0 k(m) T”%), and x is reducible. 
Conversely, suppose x is reducible to (u, 0, v) and write J (resp. K) as 
the maximum (resp. minimum) digit in the digit collection of v (resp. u). 
Let m be any positive integer for which, in the digit representation of 
T”(v), J is at the top of a column. Then T”(x) = (T”u, Ok@), TV) with 
k(m) > 1, and so K is at least J+ 2. Hence cJ+ 1 = 0. 
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COROLLARY. Necessary and sufficient conditions for x to be an 
irreducible position of size N are that D(x) = (lC1, 2c2, . . . . rcr), where 
(i) c, = 1 
(ii) C ci= N 
(iii) ci2 lfor 1 <ibr 
(iv) c,+~<c~+ 1. 
Prooj Only (iv) needs any comment. In the digit representation of a 
position, the only places where digit i+ I can be inserted are at the head 
of the ith column (from the right), or immediately beneath digit i. Hence 
this limit on the number of times i+ 1 can appear, given the appearances 
of digit i. 1 
For x as in Theorem 3, it is convenient to write D(x) = (cl, . . . . c,) = c. To 
count the total number B(N) of irreducible positions of size N we introduce 
some notation. Write 
r-1 c,+l 
NC)= l-I 
i=l ( ) Cit1 
R(N, k) = The number of irreducible positions of size N whose 
digit collection has k copies of the largest digit 
present. 
d(N, k) = The number of irreducible positions of size N whose 
digit collection has j copies of digit j, for 1 <j < k. 
These lead to three ways to calculate B(N). 
THEOREM 4. (i) B(N)=C, A(c), the summation being over all c that 
satisfy the conditions of the CoFollary to Theorem 3. 
(ii) B(N)=C,.,R(N,k)andR(N,k)=C,,,_,R(N-k,r)( 
(iii) B(N) = d(N, 1) and 
Cl when N = k( k + 1)/2 
d(N,k+l)+ i d 
r=l 
when N > k( k + 1)/2. 
+1 
k ). 
Proof (i) Obvious, since, given any c, then A(c) is the number of 
possible positions having that digit representation. 
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(ii) Suppose that for an irreducible position, there are exactly k 
copies of the largest digit in the digit representation; thus there are N-k 
smaller digits, and the second largest digit must have some r > k - 1 copies. 
Hence the recurrence relation for R(N, k), since (r: ‘) is the number of 
ways of placing the copies of the largest digit. 
(iii) Clearly B(N) = d(N, 1) and d(N, k)= 1 when N= k(k+ 1)/2. 
Suppose that N > k(k + 1)/2 and that an irreducible position has j copies of 
digit j for 1 <j < k; it must have Y copies of digit k + 1, where 1 6 Y 6 k + 1, 
and they can be placed in (“T ‘) p osr tons. After these digits 1,2, . . . . k + 1 ‘t’ 
TABLE I 
Values of {R(N, k)} 
N \k 1 2 3 4 5 6 7 
6 
8 
9 
10 
11 
12 
13 
14 
15 
16 1916 306 449 916 26 604 487 
17 S 291223 1242 352 73 531 1360 
18 14 610 468 3 430 578 203 166 3784 
19 40 344 380 9 473 170 561242 10 496 
20 111406 090 26 159 353 1550 216 29 016 
21 307637516 
22 849 517 917 
23 2.346 x lo9 
24 6.478 x 10’ 
2s 1.789 x 10” 
26 4.94 x lOl0 
27 1.364 x 10” 
28 3.767 x 1O1’ 
29 1.04 x lOi 
30 2.87~10” 
2 
4 
11 
28 
77 
209 
573 
1576 
4340 
11964 
33004 
91080 
251407 
694065 
1 
2 
7 
17 1 
49 2 
134 7 
368 21 
1017 s7 1 
2806 162 2 
7743 452 7 
21374 1255 21 
5901s 3474 62 
162942 9621 172 
72237232 4281502 80 436 
199 478 805 11824 338 222 401 
SSO 850090 32654 467 614 652 
1.521 x IO9 90177615 1698 231 
4.20 x lo9 249028 277 4 691202 
10 
1.16~10 687 692923 12 957 443 
3.203~10~’ 1.899~10~ 35786622 
2.443~10~ 8.8 6~10;; 
5.244~10~ 98832525 
1.448~10’~ 272938512 
6.745x 10 3.999 x 10” 753 738 133 
/ 
21 
62 
178 
499 1 
1402 2 
3910 7 
10868 21 
30137 62 
83 451 178 
230855 SO6 
638259 1416 1 
1763880 3959 2 
4873326 11015 7 
Note. Not exact when exponents are given. 
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have been placed, there are M= N- r - k(k + 1)/2 further digits to be 
placed; the number of ways of placing them is now the same as if there had 
been A4 + r(r + 1)/2 digits to begin with and i copies of digit i for 1 6 i < r. 
This derives the recurrence for d(N, k). 1 
Note 1. Table I gives a range of values of R(N, k), and Table II some 
values of d(N, k), including B(N) = d(N, 1). For general calculation 
of B(N) the recurrence using R(N, k) seems most useful. None of the 
sequences {B(N)), or {R(N, k)} for fixed k, appear in the compendium 
by Sloan [2]. 
TABLE II 
Values of {d(N, k)} 
N\k 1 2 3 4 5 6 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 2393315 659 713 
17 6 608 473 1821843 
18 18 248 017 5 031071 
19 50 389 350 13 893316 
20 139 144 906 38366 206 
21 
22 
23 
24 
2s 
384 237 186 105 947 374 
1.061~10~ 292 570 493 
2.930~10’ 807 923 428 
8.091~10~ 2.231~10~ 
2.234 x lOlo 6.161 x lo9 
6.170~10: 1.701~10~~ 
1.704x 10 
4.705x1di 
4.698 x 10” 
1.297 x 10” 
1.299 x 101* 3.583 x 10” 
3.588~10’~ 9.893~10’~ 
26 
27 
28 
29 
30 
95 25 
260 70 
714 194 
1965 537 
5415 1485 
14934 4104 
41206 11338 
113 730 31318 
313 958 86 498 
866 801 238 885 
1 
4 
14 
42 
123 1 
351 5 
988 20 
2761 65 
7682 200 
21313 591 1 
59 029 1701 6 
163 314 4822 27 
451529 13 545 95 
1247 842 37818 308 
3447574 105 176 946 
9 523 375 291777 2797 1 
26 303 825 808 139 8074 7 
72646588 2235974 22964 35 
200627 795 6 182 331 64671 133 
554056 162 17 086 226 180916 455 
lS30 x lo9 47 208002 503 882 1456 
4.225 x to9 130 408008 1399 323 4438 
1.167~10’~ 360197225 3878575 13091 1 
3.222 x 10’” 994814967 10736777 37808 8 
8.898xld’ 2.474~10~ 29696880 107648 44 
Note. B(N) = d(N, 1). Not exact when exponents are given. 
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Note 2. Given N, there is a unique n such that n(n - 1)/2 6 
N-C n(n + 1)/2. It is easy to see that both R(N, k) and d(N, k) are zero if 
and only if k>n. 
Note 3. Given x with digit collection D(x), write c = (ci, . . . . c,) as 
above. Since c is invariant under T, A(c) is an upper bound for the period 
of x. Our examples show that this upper bound can be achieved, e.g., when 
x = (1, 2, . . . . m), but also that it can be a crude overestimate, e.g., when 
x = (m), m large. 
3. PERIODS 
Akin and Davis [ 1 ] show that the only invariant positions in Bulgarian 
Solitaire are the “triangular arrays” with piles of sizes 1,2, . . . . n. In 
Montreal Solitaire, the only invariant irreducible positions are those of the 
form x = (1, 2, . . . . n) for some n. The example x = (2,3, . . . . k - 1, k) shows 
that, given any k, a cycle of length k can be obtained, but we have no 
explicit formula for the period of a general x. Table III, obtained by 
complete enumeration, shows the distribution of periods for positions of a 
given total size N. 
Denote by m(N) and M(N) the minimum and maximum periods for 
irreducible positions of size N. We have noted that m(N) = 1 if and only if 
N = n(n + 1)/2 is a triangular number; we complement this by 
THEOREM 5. If N is not a triangular number, m(N) = 2. 
TABLE III 
The Entries Show How Many of the Irreducible Positions of Size N 
Have the Given Period 
Period 
N B(N) 1 2 3 4 6 8 9 12 16 18 24 27 36 
1 1 1 
2 2 .2 
3 5 1. 4 
4 13 .23 8 
s 35 2 3 8 6 16 
6 95 1 2 3 16 40 9 24 
7 260 4 24 12 112 18 72 18 
8 714 4 3 40 24 336 18 84 16 18 72 27 72 
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ProoJ For any integer k, write 
a = (LO, 3, 0, 5, 0, . . . . 0, 2k - 1) 
b = (2, 0, 4, 0, 6, 0, . . . . 0, 2k). 
It is easy to see that a and b are irreducible with period 2; the size of a is 
k*, the size of b is k(k + 1). Suppose that, for some k, k* < N < k(k + 1); we 
can thus write N=k*+r with l<rdk-1. 
If r = 224 is even, define x = (1, 2, 3,0, 5, 2, 7, 0, . . . . 2k - 1) (i.e., modify a 
by replacing the first, third, fifth, . . . . (22.4 - 1) th zero piles by piles of size 2). 
If r = 2u + 1 is odd, define x = (1, 1, 0, 3, 2, 5, 0, 7, 2, 9, 0, . . . . 2k - 1) (i.e., 
modify a by inserting an additional pile of size 1 at the front, and replacing 
the second, fourth, . . . . (2u)th zero piles by piles of size 2). In either case, x 
has size N, and is easily seen to have period 2. 
Finally, suppose k(k + 1) <N < (k + 1)2, so that N= k(k + 1) + r with 
1 < r < k. A similar argument, with insertions into b rather than a, 
constructs an x of size N and period 2. Thus, for any non-triangular N, we 
can construct an irreducible position of size N and period 2. 1 
It follows from Theorem 6 below that the sequence {M(N)} is monotone 
increasing, and the values of M(N) for N 6 8 can be found from Table III. 
Example 3 above gives a crude lower bound on M(N), and better lower 
bounds, for particular values of N, can be obtained from Tables IV, IVa, 
IVb. We have no general formula for M(N). 
Tables IV, IVa, and IVb give the periods for some simple patterns not 
covered by the few general results we have. Notice that, for many of the 
TABLE IV 
Selected Values of P(x) 
Initial position x Period P(x) 
(n, 1) Lh+f) 
(n,l,l) L(n+Z) 
(l,n,l) L(n+t) 
(i,l,n) L(n-3)x9 
(n,Z,Z) L(n-1) x9 
(2,n,2) Lh-3)x27 
(2,&n) L(n-4) x3 
h,3,3) L(n-2)x3 
(3,n.3) L(n-4)x9 
(3,3,n) L(n+lO) 
Note. Here L(k) = 2’, where 2’-I <k < 2’. 
Range verified 
isn 
15 ” I 63 
3 s n i 64 
4 5 n s 21 
2 s n s 21 
4 d n 2 21 
6 < n s 21 
5 i n 5 67 
5 i n s 37 
6 d n I ii9 
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TABLE IVa 
Values of the Period for the Pattern x = (m, m, m, _.., m) (i.e., r Piles of 
Size m) 
59 
m r / 2 3 4 S 6 
2 
3 
4 
S 
6 
8 
9 
10 
11 
12 
13 
14 
1s 
16 
17 
18 
19 
20 
2 4 
3 9 
32 12 
33 48 
34 144 
34 64 
36 384 
37 256 
3* 3x44 
38 3x4s 
3q 3x45 
3 
10 
6x4’ 
3 11 27x4= 
3 12 27x4’ 
3 12 243~4~ 
3 12 243x4 ’ 
3 
13 
162x4’ 
3 14 243~4~ 
3 15 243x4& 
3 16 729x4 7 
4 8 8 
27 81 243 
48 144 64 
20 75 375 
7s 90 360 
375 360 126 
3750 1080 245 
12 x s,’ 2160 60~7~ 
4x5 864 9ox74 
6~5~ 8640 36x7’ 
12xs8 
6xS9 
7S~6~ 
90~6~ 
1540x6~ 
18ox6s 
200x6’ 
180~7~ 
30x7” 
50x6’ 
patterns in Table IV, even if there appears to be some general formula, 
there is usually a total size below which these formulae fail to be valid. 
Where, in this table, we state a formula with a given finite range, we make 
the implicit conjecture that the formula also holds for similar patterns of 
larger total size: our presentation merely indicates the amount of computer 
checking we have done. We describe some short cuts in this computer 
work after Example 5. Large though some of these periods are (e.g., 
P( (20,20,20)) = l&943,936), they are small compared with the upper 
bound A(c) (which is more than 25,000 times as big in this example). 
The examples x = (2,0,3) and y = (1, LO, 3) show that positions with 
the same digit collection can have different periods. But we conjecture that 
all positions x with digit collection { 1, 2, . . . . n} have period 2’, where 
2’-’ <n < 2’. (See Example 3 above.) 
DEFINITION 5. Given positions x = (x,, . . . . xi) and y = (JJ,, . . . . y,) with 
respective digit collections D(x) = a = (l”‘, . . . . MMM) and D(y) = p = 
(18’, . . . . NbN), we say that x is a sub-position of y if x,<y, for 1 < i<pn 
(<n), and mj=/Ijfor l<<j<M(<N). 
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TABLE IVb 
The Periods for the Patterns {(m, m + 1, m + 2, . . . . m + r - 1)). 
mr 1 / 2 3 4 5 6 
2 3 
4 9 
4 27 
8 81 
6 8 
7 8 
8 8 
9 16 
LO 16 
ii 16 
12 16 
13 16 
14 16 
IS 16 
16 16 
17 32 
18 32 
19 32 
20 32 
243 
729 
;z 
38 
1 
4 
16 
16 
64 
128 
256 
256 
45 
3x4s 
3x4s sio 20x6’ 
9x4s 20x6’ 
27x4’ 20x6’ 
81x4’ 40x6’ 
81x4’ 160xbS 
162x4’ 
81~4~ 
243~4~ 
243~4~ 
486x4’ 
1 1 
S 6 
25 36 
12s 36 
625 144 
;: 432 
ST 2160 
;: 
10~6~ 
20~6~ 
640x6’ 
1 
7 
49 
343 
2401 
Note. In each of the columns of Tables IVa and IVb the period of 
the first pattern not given has been investigated and seen to exceed 
ten million. The largest period we have actually calculated in these 
tables is that of the patterns (20, 20) and (20, 21); this is 43,046,721. 
THEOREM 6. If x is a sub-position of y then the period of y is an integer 
multiple of the period of x. 
Proof. The definition of sub-position shows that, given the digit 
representation of x, that of y is obtained by two sorts of additions: by 
placing extra digits, all greater than those appearing in the representation 
of x either at the bottom of some existing columns of x, or in new columns 
to the left of the columns in x. In each case, when we calculate T’(x) and 
T’(y), the positions of those digits that only appear in T’(x) are clearly the 
same. Thus the period of y must exceed that of x; and when T’(y) = y, then 
T’(x) =x, from which the result follows. 1 
EXAMPLE 5. Let x = (3, 4), y = (1, 0, 0, 4, 5), and z = (3, 3). Then x is a 
sub-position of y and both have period 9; z also has period 9, but is not 
a sub-position of either x or y. 
Various shortcuts can speed up the calculation of periods. To illustrate 
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these, we describe three ways, each based on Theorem 5, that were used in 
Tables IV, IVa, and IVb: 
(i) In Table IV the factor L(n + k) appears for different k; for 
example, let x, = (n, 3, 3). The calculations of its period for the quoted 
values of n are: 
(a) direct calculation for n < 7, with P( (7, 3, 3)) = 24; 
(b) for n = 10, directly calculate the period also as 24; 
(c) hence deduce that P(n, 3, 3) = 24 for n = 8 and n = 9; 
(d) calculate P for n = 11 and n = 18, getting a period of 48 each 
time; 
(e) deduce as in (c) that P= 48 for 11 6 n d 18, etc. 
(ii) In Table IVb, suppose we have directly calculated P( (10, 11)) = 
6561= 3,’ and P((14, 15)) = 531441= 312. We know that P((n, n+ 1)) is a 
multiple of P((n - 1, n)); moreover, the extra terms in the digit collection 
of y=(n,n+l) over x=(n-1,n) are {n+l,n+l} and, given the 
placement of the digits in any T’x, these extra terms can only lit into three 
positions. Hence, since P((10, 11)) = 3*, it follows that P((n, n + 1)) < 3”-2 
when n > 11. But this inequality can never be strict for IE = 11, 12, or 13, as 
then P((14, 15)) would be less than 312. Thus P((n, n+ 1))=3”-’ for 
n= 11, 12, and 13. 
(iii) Also in this table, we calculated P((19,20)) as 315. Once we 
know that the period of (20,21) exceeds 2 x 315, no further iterations are 
necessary, as the only possibility for its period is 316. 
Notice from Tables IVa and IVb how much better behaved are the 
periods for the patterns rn(,) = (m, m + 1, . . . m + r - 1) than for the patterns 
mr = (m, m, . . . . m). For fixed Y, the periods of the former increase montoni- 
tally (by Theorem 5), whereas no such monotonicity occurs in the columns 
of Table IVa. Arguments along the lines of (iii) above can be employed for 
patterns m’, but with great care, since the successive patterns in the 
columns do not enjoy the sub-position property. In the tables, we have 
written the periods, for m large, as multiples of powers of Y + 1, both to 
bring out patterns and to show their limitations. 
THEOREM 7. Suppose x=(m, m+ 1, . . . . it- 1, n) so that D(x)=c= 
(1, 2, ..., n-m, n-m+ 1, n-m+ 1, . . . . n-m+ l), and A(c) = (n-m+Z)“-‘. 
Then we have seen that for m = 2, P(x) = n; also 
(i) When m = 3, P(x) = A(c) = (n - 1)’ 
(ii) When m = 4, A(c) = (n - 2)3, and 
if n is odd 
ifn is even. 
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ProoJ: In all cases, the digits { 1,2, . . . . n -m + 1 } remain in fixed posi- 
tions in the successive digit representations of T’(x) for r = 1,2, . . . . so we 
need only keep track of the movements of the digits n - 1 and n in (i), and 
n - 2, n - 1, and n in (ii). 
(i) Since there are n - 1 possible columns in which the n - 2 copies 
of digit n - 1 can appear, we follow the progress of the digits n - 1 by 
specifying the column k in which it does not appear; given this information, 
there are only n - 1 columns for the n - 2 copies of digit n, so we suppose 
digit n does not appear in column j (as well as not in k). The pair (k,j) 
then specifies T’(x). In one operation of T 
((k+ Lj+ 1) if k<n-2 and jdn-1 (k+ l,j+ 
(k+ 61) + ) if k<n-2 and 
6% j) -+ 
j=n 
(Lj+ 1) if k=n-1 and j<n-2 
(1, n) if k=n-1 and j= n. 
Identifying n with 1 in the first coordinate, and n + 1 with 1 in the 
second coordinate, we see that (k,j) + (k+ 1, j+ l), except only that 
(n - 1, n) -+ (1, n). 
With (k, j) = (1, n) initially, in successive blocks of n - 1 steps we reach 
(1, n - l), (1, n - 2), . . . . so that after a total of (n - 2)(n - 1) steps we reach 
(1,2). A further n - 2 steps take us to (n - 1, n), and one more step returns 
us to (1, n), clearly for the first time. The total number of steps is (n - 1)2, 
and since x (= (n - 1, n) in this notation) is on the path, the result is 
established. 
(ii) Using similar notation, we represent a position by the ordered 
triple (k, j, i), and identify n - 1, n, and n + 1 with 1 in the three positions. 
With this convention, 
(k j, 4 --) 
p(k+ l,j+ 1, is- 1) if kdn-3,j<n-2; 
ork<n-3,j=n- 1, i<n-2; 
ork=n-2,j<n-3, i<n- 1 
(k+ 1, Ln) if k<n-3,j=n-1, i=n 
(l,j+l,n-1) if k=n-2,j<n-3,i=n 
(l,n-l,i+l) if k=n-2,j=n- 1, i<n-3 
r(l, n- 1, n) if k=n-2,j=n-1, i=n. 
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Denote the value of (k,j, i) after r steps by the 3-vector y(r) so that 
y(0) = (n - 2, n - 1, n) when we begin with x = (4, 5, . . . . n). The first compo- 
nent y, (r) of y then cycles regularly around (1, 2, . . . . n - 2), and the second 
component yz(r) cycles regularly around (1,2, . . . . y1- l), except that when 
yl(r)=n--2andy,(r)=n-1, theny,(r+l)=n-1. 
Hence the first time that y1 (Y) = n - 2 and y2(r) = n - 1 is the first time 
that ~(n-2)=~(n--l)+l for K>l and Lgl, which is when K=n-2 
and L = n - 3, i.e., after J= (n - 2)* seps. Thus we have both y1 (v) = n - 2 
and y,(r) = n - 1 if and only if r is an integral multiple of 1. 
Meanwhile, the values of y3(r) cycle around (1,2, . . . . n), except when 
either 
(a) yj(r)=n when yl(r)=n-2 and y,(r)<n-3; then y3(r+l)= 
n-l or 
(b) y,(r)=n wheny,(r)=n-1; theny,(r+l)=n or 
(c) we complete the cycle. 
Suppose ‘fhat n is even. For any K with 1 <:K< (n -2)/2, let 
r = K(n - 2); then y(r) = (n - 2, n - 2 - K, n - 2 - 2K). Hence (a) occurs for 
the first time after R= (n -2)2,/2 steps. Notice that (b) has not occurred 
after time 1 before R, since, when r = 1 + L(n - l), then y,(r) = n - L - 1 (if 
L31). Thus y(R+l)=(l,n/2,n-1). 
If r=l+L(n-l)aR+l, then y,(r)=n-L-3, so (b) cannot occur 
before L = n - 3. But, when L = n - 3, i.e., at time J, so y(J) = (n - 2, n - 1, n), 
and the cycle is complete. This establishes the result for n even. 
Suppose that II is odd. After time 1, neither (a) nor (b) can occur before 
time J= (n - 2)2. This is because, if r =K(n- 2) and neither (a) nor (b) 
have occurred, then y,(r) = n - 2 - 2K (mod n), and if r = 1+ L(n - 1) then 
y,(r)=n--1-L; but, when K<n-2 or L<n-3 andn is odd, we never 
have yj (r) = 0 (mod n). Note also that the last time before J that y,(r) = n 
is at time J - 2. 
Suppose the last time before HJ that y,(r) = n is at time HJ- c; can (a) 
or (b) occur in the interval HJ < r d (H + 1) J? It is convenient to move 
the time origin to HJ so that now yl(r) =n - 2 at times K(n - 2), and 
y2(r) = n - 1 at times 1 + L(n- 1); also, prior to (a) or (b) occurring, 
y,(r) = n at times A4n - c. We list these times in the form Pn - Q, i.e., 
(i) yl(r)=n-2 at n-2,2n-4,...,(n-l)n/2-(n-l), (n+l)n/ 
2 - 3, . . . . (n - 3) n - (n - 4) 
(ii) y,(r)=n-1 at l,n,2n-1,3n-2 ,..., (n-3)n-(n-4). 
If c is odd and c < (n - 3)/2, then Mn - c does not match a time in list 
(i) before (n - 1) n/2 - (n - 1); but, by then Mn - c has already matched a 
time in list (ii). Hence, after this time, we can write the times that y3 (r) = n 
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as Mn - (c - 1); but this means that we never obtain a match with list (i), 
since now c - 1 is even, and also we obtain no second match with list (ii). 
For c odd in the range (n - 1)/2 < c < (n - 4), it is clear that any match of 
Mn - c with list (i) would be subsequent to a match with list (ii), after 
which point the relevant time alters to Mn - (c - 1). Hence when c is both 
odd and less than n - 4, there is just one match with list (ii), none with list 
(i), and the last time before J that y3(y) = iz is at J- (c+ 3). When 
c=n-4, this match with list (ii) is at time (n - 3) n - (n-4) = 
(n - 2)’ = J, thus completing the cycle. 
If c is even, a match with list (i) occurs before a match with list (ii), thus 
moving the relevant time to Mn - (c - 2). After a further (c/2 - 1) n steps 
we match with list (ii), and the relevant time moves to A4n - (c - 3). Since 
c - 3 is odd, we get a second match with list (i) and the relevant time 
becomes Mn - (c - 5). No more matches occur, and the last time before J 
that y3(Y)=n is J-(c- 1). 
Thus in real time (without the shift of the origin to HJ), the successive 
values of c for H = 1,2, 3, . . . . are 2, 1,4, 3, 6, 5, 8,7, . . . . until c = 12 - 4. Since 
n is odd, this is when H = n - 3, i.e., when H + 1 = n - 2. Hence the total 
number of steps we take to complete the cycle is (n - 2) J= (n - 2)3. 1 
It is possible to adapt this line of argument for any given m, m > 5, but 
the complications rapidly increase with m. The period will always be a 
multiple of (n-m + 2)2, but this seems a fairly weak result. However, it is 
not true that the period of x = (m, m + 1, m + 2, ,..., n) is always a power of 
(n - m + 2), as (5,6,7,8,9) has period 144. Another promising conjecture 
that turns out false is that (m, m + 1) has period 3m-‘; it holds for 
16m69, but the period of (10, 11) is 38. 
4. THE NUMBER OF POSITIONS 
Theorem 4 shows three ways to calculate B(N), the number of 
irreducible positions of size N, and Table II gives some values of B(N). 
Numerical calculations on Tables I and II suggest that the ratios of 
successive terms converge quite rapidly. Analytically, we have 
THJZOREM 8. 2<B(W+l)/B(N)< 3for Nk2. 
Proof. Theorem 4(iii), with k = 1, shows that 
B(N+1)=2B(N)+d(N+1,2) 
for N> 2. We show that 0 < d(N+ 1,2) < B(N) to establish the result. To 
do this, we set up an injection from the set of irreducible positions of size 
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N+ 1, whose digit collection has two 2s, into the set of irreducible positions 
of size N. Given an irreducible x = (x,, . . . . x1) of size N+ 1, with x2 3 1 
and x1 3 2, define x’ by 
(x,, ..., x2,x1-1) if this is irreducible x’ = 
(x m,...,x3,0,X1+X2-l) otherwise. 
The only time we use the second alternative is when xi is not the largest 
digit in the digit collection D(x) of x, and also appears once only in D(x). 
Hence digit x1 + 1 also appears once only, and xi < x1 - i for 2 < i < x1 - 1, 
x ~xl=O and .x,,+r>l. 
Suppose that the digits {x1 + 1, x1 +2, . . . . K} are in the columns 
(-%> ...2 xx, + 1 ) in the digit collection of x. Since x2 > 1, the right column of 
the “otherwise” form of x’ contains the digits (1,2, . . . . xX1} so x’ is 
irreducible, in whichever form it arises. 
If possible, suppose x # y but x’= y’. Plainly, we must have the 
“otherwise” form of x’, and so we can write y = (x,, . . . . x3, y,, x2+x1 -yZ) 
where, without loss of generality, x2 > yZ. Since x’ = y’, the digit 
x2 -t-xi -y2 is not the largest digit and arises in D(y) once only. Thus it 
cannot appear in any of the columns with subscripts m, m - 1, . . . . 3 in the 
digit representation of y, hence of x, but some larger digit does so appear. 
This contradicts the irreducibility of x and shows that the map from x 
to x’ is an injection, Thus 0 < d(N, 2) < B(N) {the strict inequality, as x’ is 
never of the form (N)}. 1 
COROLLARY. 2.532 < B(N + 1)/B(N) < 3 when N b 3. 
ProoJ Using Theorem 4(iii) with k = 1 and k = 2, we obtain 
B(N+1)=2B(N)+3B(N-l)-3B(N-2)+d(N+1,3). 
Hence B(N + 1)/B(N) > 2 + 3/U - 3/L2 whenever U is an upper bound, 
and L a lower bound, for the ratio B(K+ 1)/B(K). By iterating this as 
L(n + 1) = 2 + 3/U- 3/L(n)*, with U= 3 and initially L = L(0) = 2, we find 
the limiting lower bound 2.53208889, . . . . 1 
Note. If the inequality d(N+ 1, 3) < B(N- 2) were proven, we could 
use the method to get a better upper bound, via the iteration U(n + 1) = 
2 +3/L- 2/U(n)2, leading to the limiting upper bound of 2.95588821, . . . . 
This new value of U would give a better lower bound, and we could iterate 
the two processes indefinitely. But, in the limit, our present bounds would 
only be improved to 
2.5653 . . . < B( N + 1 )/B(N) < 2.93767, . . . . 
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The use of Theorem 4(iii) with k= 3 or k= 4 leads to expressions for 
B(N+ 1) in terms of B(N), . . . . B(N-5) and d(N+ 1,4), or B(N), . . . . 
B(N- 9) and d(N+ 1, 5), respectively; but the methods used above do not 
lead to any better bounds than those already found. The corollary leads to 
the inequalities 
A(2.532)” < B(N) < B3N 
for some positive constants A and B, for all N>, 1. 
The corollary shows that { B(N + 1)/B(N)} has at least one convergent 
subsequence, but numerical calculation suggests the far stronger result that 
the sequence is monotone increasing with limit a = 2.76145846, . . . . Using 
exact integer arithmetic, we have computed B(N) for N 6 100 and have 
seen that not only is the sequence B(N) x B(N- 2) - B(N- 1)2 strictly 
positive whenever 3 <N < 100, it is also increasing very rapidly. The 
numerical work suggests the approximation 
B(N) cz cd” (1) 
where c = 0.209256 and a is as given above. An illustration of the usefulness 
of (1) in approximating B(N) when N is large follows from the sample 
comparisons 
N 10 20 50 100 
B(N) 5415 139144906 -2.38564 x 1021 -2.71976 x 1O43 
caN 5396 139138787 2.38563 x 1021 2.71975 x 1O43 
(B(50) = 2, 385, 637, 837, 803, 250, 639, 979; B(lOO) = 27, 197, 579, 805, 
283, 954, 787, 241, 630, 104, 644, 861, 549, 031, 081). 
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