Purpose: Small-field dosimetry is challenging, and the main limitations of most dosimeters are insufficient spatial resolution, water nonequivalence, and energy dependence. The purpose of this study was to compare plastic scintillation detectors (PSDs) to several commercial stereotactic dosimeters by measuring total scatter factors and dose profiles on a CyberKnife system. Methods: Two PSDs were developed, having sensitive volumes of 0.196 and 0.785 mm 3 , and compared with other detectors. The spectral discrimination method was applied to subtractČerenkov light from the signal. Both PSDs were compared to four commercial stereotactic dosimeters by measuring total scatter factors, namely, an IBA dosimetry stereotactic field diode (SFD), a PTW 60008 silicon diode, a PTW 60012 silicon diode, and a microLion. The measured total scatter factors were further compared with those of two independent Monte Carlo studies. For the dose profiles, two commercial detectors were used for the comparison, i.e., a PTW 60012 silicon diode and Gafchromics EBT2. Total scatter factors for a CyberKnife system were measured in circular fields with diameters from 5 to 60 mm. Dose profiles were measured for the 5-and 60-mm cones. The measurements were performed in a water tank at a 1.5-cm depth and an 80-cm source-axis distance. Results: The total scatter factors measured using all the detectors agreed within 1% with the Monte Carlo values for cones of 20 mm or greater in diameter. For cones of 10-20 mm in diameter, the PTW 60008 silicon diode was the only dosimeter whose measurements did not agree within 1% with the Monte Carlo values. For smaller fields (<10 mm), each dosimeter type showed different behaviors. The silicon diodes over-responded because of their water nonequivalence; the microLion and 1.0-mm PSD under-responded because of a volume-averaging effect; and the 0.5-mm PSD was the only detector within the uncertainties of the Monte Carlo simulations for all the cones. The PSDs, the PTW 60012 silicon diode, and the Gafchromics EBT2 agreed within 2% and 0.2 mm (gamma evaluation) for the measured dose profiles except in the tail of the 60-mm cone. Conclusions: Silicon diodes can be used to accurately measure small-field dose profiles but not to measure total scatter factors, whereas PSDs can be used to accurately measure both. authors' measurements show that the use of a 1.0-mm PSD resulted in a negligible volumeaveraging effect (under-response of ≈1%) down to a field size of 5 mm. Therefore, PSDs are strong candidates to become reference radiosurgery detectors for beam characterization and quality assurance measurements.
I. INTRODUCTION
Stereotactic radiosurgery was introduced by Lars Leksell in the 1950s when he suggested the use of a high radiation dose and stereotactic frame to treat small regions in the human brain. Since then, several treatment devices have been developed, such as the Gamma Knife (Elekta, Stockholm, Sweden), Novalis radiosurgery system (Varian Medical Systems, Palo Alto, CA, USA, and Brainlab, Munich, Germany), the CyberKnife system (Accuray, Sunnyvale, CA, USA), and stereotactic accessories for conventional linear accelerator. The CyberKnife system offers several advantages over the other devices: it is a frameless, real-time image-guided, and nonisocentric treatment modality. It consists of a 6-MV linear accelerator mounted on a robotic manipulator arm that has six degrees of freedom. The CyberKnife system can deliver small fields using 12 circular tungsten cones that are 5-60 mm in diameter (i.e., 5, 7.5, 10, 12.5, 15, 20, 25, 30, 35, 40, 50 , and 60 mm). Podgorsak 1 recommended thresholds of ±1 mm and ±5% for the positioning and delivered dose accuracy, respectively, using radiosurgery techniques. Some studies have demonstrated that the CyberKnife system meets these thresholds 2, 3 even in the absence of a stereotactic frame. Each radiosurgery treatment apparatus should be modeled into the treatment planning system 4 because some parameters are specific to each accelerator. Francescon et al. 5 determined that the parameters that have the highest impact on small-field total scatter factors are the electron spot size and the nominal electron energy incident on the target. A change of ±4% was observed on the total scatter factor of the 5-mm cone with a change of ±0.5 mm on the electron spot size. 5 Moreover, conventional dosimeters often underestimate the dose delivered by small radiation fields because of volume-averaging and perturbation effects. 6, 7 Spatial resolution is thus an essential property when dealing with small fields because no flat dose region exists, resulting in the delivery of a nonuniform dose throughout the detector.
The greatest challenge associated with small-field dosimetry is the lateral electronic disequilibrium. Its impact on dosimetry has been broadly described in the literature. 4, [8] [9] [10] In a recently published quality assurance report on robotic radiosurgery, the American Association of Physicists in Medicine Task Group 135 noted that the gold standard detector for TPR, dose profile, and total scatter factor measurements for small-field dosimetry is a diode. 11 However, a sensitive volume medium denser than water, such as silicon, artificially increases the lateral electronic equilibrium at the detector location, whereas a medium that is less dense than water, such as air, reduces it, resulting in over-responses and underresponses, respectively. [8] [9] [10] In addition, silicon diodes are energy dependent and, as narrow beam collimation hardens the photon fluence spectrum, the diodes response to water is compromised in small fields. 12 Several types of single-point detector can be used and a comprehensive review on the subject can be found in Jordan (2006) . 13 In this study, we investigated whether plastic scintillation detectors (PSDs) have superior characteristics compared to commercial radiosurgery dosimeters for small-field dosimetry due to their water equivalence and the good spatial resolution possible to achieve. PSDs have been widely studied and showed excellent results for dosimetry in small and nonstandard radiation fields used in radiotherapy. [14] [15] [16] [17] [18] [19] In this work, we compared two PSDs of different dimensions with several commercial stereotactic dosimeters by measuring total scatter factors and dose profiles of a CyberKnife system. The measured total scatter factors were further compared with Monte Carlo dose calculations in water. Finally, correction factors were experimentally extracted for the commercial stereotactic detectors using the 0.5-mm PSD as the reference detector.
II. MATERIALS AND METHODS

II.A. Detectors
No commercial detector possesses all the properties necessary to perform accurate dosimetry in small fields; thus, none can be used as a reference without correction factors. We compared the total scatter factors of six detectors and compared the dose profiles of four detectors to characterize the strengths and weaknesses of each dosimeter for small-field dosimetry. All the detectors used are described below.
II.A.1. Stereotactic field diode
The stereotactic field diode (SFD; IBA Dosimetry, Schwarzenbruck, Germany) was developed specifically for small-field dosimetry by leaving the sensitive volume unshielded. The absence of a shield behind the silicon chip results in an important over-response to low-energy scattered photons, up to 15% in large fields. The sensitive volume is cylindrical with a diameter of 0.6 mm and a length of 0.06 mm (0.017 mm 3 ). Precautions must be taken with this dosimeter because the signal increases with delivered dose to the sensitive volume. This signal instability was also observed by Derreumaux et al. 
II.A.2. PTW 60008 silicon diode
The PTW 60008 silicon diode (Physikalisch-Technische Werkstätten [PTW], Freiburg, Germany) is shielded against low-energy scattered photons by a thin metallic plate. Shielded diodes are not recommended to perform small-field dose measurements because they result in unwanted filtration of the low energy spectrum and an over response from electron scattering. 21 However, this detector was included in this study because, historically, it has been widely used for smallfield quality assurance (QA) measurements. The sensitive volume is cylindrical with a diameter of 1.13 mm and length of 0.025 mm (0.025 mm 3 ).
II.A.3. PTW 60012 silicon diode
The PTW 60012 silicon diode (Physikalisch-Technische Werkstätten) was developed to succeed the PTW 60008 silicon diode for small-field dosimetry. The dimensions of the PTW 60012 are identical to those of the PTW 60008; however, the PTW 60012 silicon diode is unshielded, so it performs well for small-field measurements but not for large-field measurements. This dosimeter was used in the commissioning of the CyberKnife radiosurgery system used in the present study.
II.A.4. MicroLion chamber
The microLion (Physikalisch-Technische Werkstätten) was recently developed specifically for small-field dosimetry. The sensitive volume in this chamber is composed of isooctane (C 8 H 18 ) rather than air, enabling the sensitive volume to be reduced to 1.7 mm 3 , and a high electrical signal response is conserved for a given dose. The design is a parallel plate chamber with a diameter of 2.5 mm and electrode spacing of 0.35 mm. The entrance window is composed of polystyrene, graphite, and varnish. The central electrode is made of graphite only.
II.A.5. Gafchromic EBT2
Developed in 2009, Gafchromic EBT2 (Ashland, Calvert City, KY, USA) is the second-generation radiochromic film. The active layer is made primarily of hydrogen, carbon, and oxygen and is sandwiched between protective and polyester layers also composed of organic elements. Its overall effective atomic number is 6.84, and its density is 1.2 g/cm 2 , making this detector almost water equivalent in the megavoltage energy range, in addition to its energy independence. 22 Gafchromic film is an effective relative dose measurement technique and is often used for dose profile measurements. It has been used to that purpose in the present work. Gafchromic film dosimetry is not a real-time technique, and a long timeconsuming procedure is required to extract the results thereof. After irradiations, the films were kept in an opaque envelope for 48 h before being scanned using an Epson Expression 10000XL scanner (Seiko Epson Corporation, Nagano, Japan) in reflection mode. Each film was scanned five times before irradiation to determine the mean background value and five times after irradiation to obtain a mean image. A calibration curve was obtained by irradiating films of the same batch from 0 to 10 Gy with 13 different dose points. Gafgui is a free software program developed by Bouchard and Lacroix to analyze Gafchromic films 23 and was used in the present study. The procedure proposed by Bouchard et al. 24 was used to perform the measurements, scan the films, and analyze the images.
II.A.6. PSDs
Two PSDs were developed in this study to compare the volume-averaging effect between two detector sizes. All the characteristics of the two PSDs were identical except their diameters, thus providing different spatial resolutions perpendicular to the radiation beam. The smaller PSD was composed of a cylindrical scintillating fiber (multicladding SCSF-78M, Kuraray Co., Ltd., Tokyo, Japan) with a diameter of 0.5 mm and a length of 1.0 mm coupled with a PMMA optical fiber (Super Eska SH-2001, Mitsubishi, Rayon Co., Ltd., Tokyo, Japan) with a diameter of 0.5 mm and a length of 5 m to guide the scintillation produced to a polychromatic charge-coupled device (CCD) (U2000c, Apogee Imaging System, Roseville, CA, USA). A light collection system was developed to maximize the signal-to-noise ratio (SNR) using an optical lens (Minolta MC Rokkor-X PG, f/# = 1.4, focal length = 50 mm). The larger PSD was composed of a cylindrical scintillating fiber (BCF-12, Saint-Gobain Crystals, Paris, France) with a diameter of 1.0 mm and a length of 1.0 mm coupled with an Eska Premier GH-4001 optical fiber (Mitsubishi, Rayon Co., Ltd., Tokyo, Japan). The sensitive volumes of the smaller and larger PSDs were 0.196 and 0.785 mm 3 , respectively. A polyethylene jacket coated the scintillating and optical fibers to insulate them from ambient light. The effective point of measurement of a PSD is considered at the geometric center of the sensitive volume.
25 Figure 1 shows the whole detector and readout assembly.
FIG. 1. PSDs were composed of a cylindrical scintillating fiber coupled with a 5 m long collecting optical fiber which had the same diameter. An optical lens was used to focus the light on a CCD chip, which converted input light in electrical current. The CCD was connected to a computer via a USB cable.
II.B. Measurements
Total scatter factors and dose profiles were measured with a 3rd generation CyberKnife radiosurgery system (6 MV, 800 MU/min dose rate) using tungsten cones. A blue phantom water tank (IBA Dosimetry, Schwarzenbruck, Germany) with a spatial position accuracy of ±0.1 mm was used for scanning with all detectors except when using the radiochromic films. The latter were sandwiched between plastic water equivalent slabs (Gammex 457, Gammex, Middleton, USA) at a depth of 1.5 cm with 15 cm of backscattering material. The source-axis distance was 80 cm, and the effective point of measurement of each detector was placed at a depth of 1.5 cm. The effective point of measurement was placed at the center field position in two steps with the 5-mm cone for all the detectors in the water tank. First, the detector was crudely positioned using the laser pointer from the CyberKnife system head. Then, the detector position was fine-tuned by taking measurements at 0.2-mm increments until the maximum signal was found in the x and y directions. The positioning in the z direction was adjusted using offsets with the robotic arm of the water tank to place the effective point of measurement of each detector (provided by the manufacturers) at a depth of 1.5 cm. The uncertainties of the measurements were quoted as one standard deviation (Type A uncertainty) on the repeated measurements for all detectors.
II.B.1. Total scatter factors
Total scatter factors were measured for 10 of the 12 cone sizes available using the CyberKnife system (5, 7.5, 10, 12.5, 15, 20, 30, 40, 50, and 60 mm). Using the formalism proposed by Alfonso et al., 6 the total scatter factor (also called field output factor)
where f and Q are the collimator size in millimeters and the beam quality. The suffixes clin and msr represent the field of interest (clinical field) and the machine-specific reference (60 mm for a CyberKnife system 6 ), respectively. M represents the reading of the detector for the given field, and k
represents the correction factor needed to determine the dose to water between f clin and f msr because of the presence of the detector in water (correction factors are discussed in Sec. III.B). The ratio of the readings (M f x Q x ) for f clin to f msr is noted s c,p and is called "measured total scatter factor" for the rest of the paper to simplify the notation. The cone was changed manually between each set of measurements for a given cone, so the CyberKnife system head did not move during the entire measurement sequence.
The silicon diodes, PSDs, and microLion were used with their stems parallel to the beam axis. Silicon diodes necessitate no external bias and their signals were measured using the Fluke Biomedical Model 35040 Advanced Therapy Dosimeter electrometer (Fluke Biomedical, Everett, WA, USA). The signals of the microLion were measured using the Keithley 6517A electrometer (Keithley, Cleveland, OH, USA), which can provide ±1000 V, because an external bias of -800 V is needed with this chamber type to minimize the ion recombination. 26 PSDs produce visible light rather than an electrical current; thus, a polychromatic Apogee U2000c charge-coupled device with a light collection system were used, as explained in Sec. II.A.6. All measurements were performed three times using each detector except the PSDs, for which five measurements were performed. The dose delivered for all measurements was 200 monitor units (MU), which was equivalent to 200 cGy (1 cGy/MU to ≈0.08 MU/pulse where the latter was estimated from the manufacturer's values) using the 60-mm cone under these conditions.
As mentioned in Sec. II.A.1, a special precaution was necessary with the SFD to account for the signal increase with the total dose delivered to the sensitive volume (estimated to 1%/Gy when normalized to the dose delivered using the 60-mm cone). The approach taken consisted of performing a measurement with the reference cone (60 mm) before and after the measurements with the cones of interest (5-50 mm). The signal measured with each cone of interest was normalized to the average of these two measurements to account for the drift of the SFD response.
The 0.5 mm-PSD was used as a reference dosimeter to determine correction factors for the measured total scatter factors of the three smallest cones using the other dosimeters studied in this work.
II.B.2. Dose profiles
To compare the two extreme conditions encountered with a CyberKnife system, we measured dose profiles using the 5-and 60-mm cones. The center of the radiation field was used as the normalization point of dose. The dose profiles were measured using the two PSDs, the PTW 60012 silicon diode, and the radiochromic films. The PSDs and the diode were used with their stems parallel to the radiation field axis to provide the best spatial resolution for the smaller PSD, whereas the films were placed perpendicularly. Moreover, the orientation of the diode with respect to the radiation beam may have an impact when performing dose profile measurements. 27 In this study, all measurements were performed with the diode parallel to the beam direction (i.e., vertical in the water phantom), which should guarantee symmetrical dose profile measurements. The silicon diode dose profile measurements were performed during the commissioning of the CyberKnife system by using the dynamic scan mode of the water tank and were averaged over several directions. The PSDs dose profile measurements were performed point by point because no synchronization system has been developed between the water tank's positioning controller and the CCD to use the dynamic scan mode. The dose of each point was measured three times delivering 100 MU/measurement and 50 MU/measurement for the 5-and 60-mm cones, respectively. The increment between each point was 0.3 mm throughout the 5-mm cone dose profile. With the 60-mm cone, the increments were 1 mm from the center to 15 and 0.3 mm from 15 to 37.5 mm. The Gafchromic film dose profile measurements consisted of a single irradiation of 200 MU, and several profiles were averaged in different directions. Gamma evaluations were performed for both profiles to quantify the agreement between the detectors, and the detector of reference was the 0.5-mm PSD corrected for the volume-averaging effect.
II.C.Čerenkov calibration procedure
The PMMA optical fiber produces its own visible light spectrum when irradiated, contaminating dose readings. 28, 29 Some techniques have been developed to subtract this unwanted signal, including the subtraction ofČerenkov light using a background optical fiber not coupled with a scintillating fiber, 30 spectral discrimination using two different wavelength channels to measure light signal, [31] [32] [33] and a temporal method to measure scintillation between the pulses of the accelerator. 34, 35 The spectral discrimination procedure proposed by Guillot et al. 33 was used in the present study (method C). This method requires the knowledge of thě Cerenkov spectrum expressed as b c /g c , where b c and g c are pureČerenkov light collected in the two wavelength channels used (i.e., the blue and green channels of the U2000c polychromatic CCD camera in the present study). Only relative dose measurements were performed in the present paper, making it unnecessary to determine the gain factor in cGy/(scintillation unit). We modified the measurement procedure proposed by Guillot et al. to determine theČerenkov spectrum with the detector placed in the same orientation as the measurements of total scatter factors and dose profiles. The calibration procedure represented in Fig. 2 was applied to determine b c /g c using the 60-mm cone. Measurements A and B produced the same scintillation signal but not the sameČerenkov signal. By subtracting the signal of measurement A from the signal of measurement B, we obtained pureČerenkov signal, with which we determined b c /g c .
II.D. Reference datasets
The performance of each detector was evaluated by comparing the measured total scatter factors against published data from two independent Monte Carlo studies. In the first Monte Carlo study, Araki 8 simulated total scatter factors (
) for all 12 available cone diameters on a CyberKnife system. Calculations were further compared with SFD measurements performed at 14 CyberKnife systems located in Japan. Two parameters must be determined to adequately simulate total scatter factors by using Monte Carlo calculations. These parameters are: (1) the electron spot size and (2) the nominal electron energy. The electron spot size is defined as the full width at half maximum of a radial Gaussian distribution and the nominal electron energy is the energy of the electrons incident on the target in the accelerator head. These two parameters were adjusted by Araki by fitting measured and simulated off-axis dose profiles and central axis depth-doses. In the second Monte Carlo study, which is separated in two different papers, Francescon et al. 5, 36 developed a method to determine these two parameters for any CyberKnife system from measured tissue-phantom ratios and total scatter factors with some specific dosimeters. This method was applied in the present work to determine these parameters for our specific CyberKnife system. Then, calculated total scatter factors were determined with our specific parameters from tables obtained by Francescon et al. 5 This latter study focused on the three smallest cones (5, 7.5, and 10 mm), for which the electron spot size and the nominal electron energy incident on the target have the highest impact.
III. RESULTS
III.A. Total scatter factors
The measured total scatter factors normalized to Araki and Francescon using Eq. (2) are presented in Figs. 3 and 4 , respectively, and the raw data are presented in Table I for all the cones except the 5-mm cone, for which underresponses were evident. The best concordance with reference values was achieved with the 0.5-mm PSD. Another way to look at these data is to normalize them to Monte Carlo values as the reference dataset (as in Figs. 3 and 4) . To achieve this, we introduce the relative difference between measured and calculated total scatter factors as expressed in Eq. (2). It is important to note that the local normalization may artificially exaggerate discrepancies:
In Fig. 3 , the dotted lines represent the Monte Carlo statistical uncertainties obtained by Araki.
8 All the measured values outside these dotted lines indicate that the discrepancies were not just statistical but real volume-averaging or perturbation effects. All the detectors, except the PTW 60008 silicon diode, rendered accurate results for cones with a diameter of 10 mm or higher (Fig. 3) . The microLion and the 1.0-mm PSD showed a mean relative difference of 0.6% and 0.45% with Monte Carlo results, respectively, for all cones with a diameter larger than 5 mm. The 0.5-mm PSD measurements were inside the statistical uncertainties of the Monte Carlo simulations with all the cones with a mean relative difference of 0.44%. However, the electron spot size and the nominal electron energy incident on the target can vary from one accelerator to another, and thus influence total scatter factors for the smallest cones, as mentioned previously. 5 The electron spot size and the nominal electron energy incident on the target determined by Araki were not the same as those of the CyberKnife system used in the present study. Araki 8 fixed these parameters to 3.2 mm and 6.7 MeV, respectively, by fitting calculated and measured dose profiles and central axis depthdoses (Sec. II.D).
The procedure developed by Francescon et al. 5, 36 allowed us to find an electron spot size of 2.2 ± 0.1 mm and an electron energy incident on the target of 6.6 ± 0.1 MeV for our specific CyberKnife system. Figure 4 presents the same results as those presented in Fig. 3 but compared to Francescon's values 5 with the determined parameters of our CyberKnife system. The simulation uncertainties (Monte Carlo) in Fig. 4 arose from three sources: the Monte Carlo statistical uncertainties (0.3%), the uncertainty of the electron spot size determination (±0.1 mm), and the uncertainty of the nominal electron energy determination (±0.1 MeV). The uncertainty using the 5-mm cone was the highest because the electron spot size determination uncertainty has the most substantial effect with this cone. The behavior of each detector relative to Monte Carlo simulations (i.e., over-or underresponse) is the same for Figs. 3 and 4 , thus showing a consistency between both Monte Carlo studies used in this work. However, the magnitude of the difference between measured and actual total scatter factors in water should be more accurate using Francescon's calculations because our specific CyberKnife system parameters were determined.
Francescon et al. 5, [36] [37] [38] modeled ten commercial detectors to determine correction factors (k (1)) for the three smallest cones. Among these simulated detectors, the PTW 60008 diode, the PTW 60012 diode, and the microLion were used in the present study. These correction factors were applied to the measurements performed in this study, and the corrected values are presented in Fig. 5 . Because no calculated correction factor existed for the PSDs, the volumeaveraging effect was estimated for both PSDs by performing a two-dimensional integral, using the dose profiles measured during commissioning, as follows:
Here, F average is the average reading of the detector, d is the detector diameter perpendicular to the radiation beam, r and θ represent the position from the center in polar coordinates, and D(r, θ ) is the relative dose value at the position r and θ normalized to the dose at the center of the field. The calculated volume-averaging correction factors are shown in Table II for all the detectors used. Applying the correction factors (volume-averaging only in the case of the PSDs, but Monte Carlo correction factors for the other detectors) importantly improved the agreement among all detector measurements and Monte Carlo values except those of the PTW 60012 diode. This latter detector was corrected using the factors calculated by Francescon et al. (2008) . 5 Recently, Francescon et al. noticed that the epoxy density used to simulate the diodes to determine the correction factors was erroneous, so they performed an optimization to determine the correct density and correction factors were recalculated for the diodes considering this modification. 38 Using these new factors, a Q clin ,Qmsr for the PTW 60008 diode, the PTW 60012 diode, the SFD, and the microlion obtained using the 0.5-mm PSD as a reference dosimeter. The reference detector was corrected for the volume-averaging effect by using the calculated correction factors (Table II) better agreement was obtained between the PTW 60012 diode measurements and Monte Carlo values with relative differences of −0.09%, −0.20%, and −0.96% for the 5-, 7.5-, and 10-mm cones, respectively.
III.B. Correction factors
Correction factors were also determined experimentally for the three smallest cones and for each detector using the 0.5-mm PSD as the reference dosimeter. Moreover, volume averaging was taken into account using Eq. (3) for the reference detector. The values obtained are shown in the third column of Table III . The fourth column represents correction factors found in the literature and obtained from different Monte Carlo studies of total scatter factors in small fields. Two calculated values are presented for the PTW diodes, and they represent the calculated correction factors reported by Francescon et al. 5, 36, 38 before and after the epoxy density optimization. The last column is the difference between the correction factors reported in the literature and those obtained in this study for each detector and for each collimator diameter. The experimental correction factors obtained in this work were within 2% of those obtained in different Monte Carlo studies.
III.C. Dose profiles
The measured dose profiles for the 5-and 60-mm cones, respectively, are shown in Figs. 6 and 7. Both PSDs dose profile measurements agreed over all the positions despite the fact that they provided different spatial resolutions. The silicon diode and the radiochromic film were in good agreement for the 5-mm cone dose profile, but the PSDs' responses were slightly higher for the first 2 mm from the center. These differences did not come from detectors' dose responses, but from water tank's mechanical arm positioning uncertainties. When the nominal uncertainty of ±0.1 mm provided by the manufacturer was applied to the PSDs' measurements, very good agreement was obtained between the PSDs and the other detectors. The silicon diode dose profiles showed in Figs. 6 and 7 did not suffer from this positioning error because several dose profiles were measured and averaged, minimizing this effect. For the 60-mm cone, very good agreement was obtained between all the detectors throughout the dose profile except in the tail, where the responses of the Gafchromic film and the diode were higher than those of the PSDs. Positioning errors were not noticeable using this cone because the dose profile was composed mainly of a nearly flat region (Fig. 7) . Gamma evaluations were performed for both dose profiles measured using the 0.5-mm PSD as the reference detector (Figs. 6 and 7) . The gamma evaluation was chosen to compare the detectors by measuring dose profiles be- similar to an error of about 5%-6% on the dose (Fig. 6) . The acceptance criteria of these gamma evaluations were 2% on the local dose and 0.2 mm. The dose criterion was defined locally to verify whether the silicon diode over-responded in the tail of the dose profiles compared with the PSDs because of low photon energies. The spatial criterion was justified by the 0.1-mm uncertainty of the positioning arm (affecting the PSDs measurements).
IV. DISCUSSION
The measured total scatter factors using the PSDs showed very good agreement, within 1.5%, with those calculated in two different Monte Carlo studies. Correction factors were thus calculated for the commercial detectors used in this study using the 0.5-mm PSD as the detector of reference. These correction factors were within 2% of those calculated in different Monte Carlo studies showing the nonperturbing quality of PSD in the water-medium. Table I shows that calculated total scatter factors obtained in both Monte Carlo studies are very similar. However, we expected a difference between Araki and Francescon of ∼8% based on the work of Francescon et al., 5 because of the difference on the electron spot size. There are probably differences in Monte Carlo simulations of the accelerator head because both studies defined the electron spot size in the same way, namely, the full width at half maximum of a radial Gaussian distribution. Figure 3 suggests that the calculated
value was underestimated by about 1% by Araki for the 12.5-mm cone because all the detector measurements showed a discontinuity at this collimator size.
The behavior of the silicon diodes agreed with the results obtained by Dieterich and Sherouse 39 with the highest dose responses with the shielded diode and the lowest responses with the SFD in small fields (<20 mm). We implemented a strategy to minimize the signal drift with dose (SFD, Sec. II.B.1), thereby allowing us to compare the diodes on a similar basis. The measured total scatter factors using the SFD were lower than those using the other diodes for all the cones except the 5-mm, for which the PTW 60012 diode rendered the lowest value. Moreover, the measured total scatter factor using the PTW 60008 diode (shielded diode) was closer to the one obtained using the SFD for this cone. This effect is partially caused by the volume-averaging effect but mainly caused by the dose rate dependence of the PTW diodes. 40 The SFD is a dose rate-independent dosimeter, so its behavior in small fields is only the result of the silicon water nonequivalence and perturbation effects. Some studies have pointed out that the water nonequivalence of silicon leads to overestimation of the total scatter factors for the smallest radiosurgery fields. [8] [9] [10] The results obtained in the present study agree with those observations. Once the silicon diodes responses were corrected, good agreement was obtained between the measurements and the Monte Carlo calculations about total scatter factors for small fields (Fig. 5) . On the other hand, all the silicon diodes agreed within 1% of the calculated total scatter factors for cones with a diameter of 20 mm or greater without any correction factor. Silicon diodes are widely used for radiosurgery system commissioning and QA measurements, thereby resulting in a slightly lower actual dose delivered to the patient for the smallest cones than that predicted by the planning system when no correction factor is applied to the measurements.
The microLion measurements were consistent with Araki's results for all cones except the 5-mm cone (Fig. 3) . Considering that this dosimeter disagreed with only the smallest cone, analyzing this dosimeter using Francescon's results 5 was appropriate because of the determined electron spot size and electron nominal energy for our specific CyberKnife system. The volume-averaging effect was present for the microLion using the 5-mm cone having a dose response of about 2% under the calculated (Fig. 4) . However, it was determined by using Eq. (3) that an underestimation of 6% (F average = 0.937) should be observed because of the volumeaveraging effect with this detector and for this cone. This result implies that the dose response was partially compensated for by another effect causing an over-response, which was also slightly noticeable using the 7.5-mm cone. Francescon et al. 37, 38 observed this small over-response in Monte Carlo simulations by finding a correction factor of 0.997 for a 7.5-mm field size despite the fact that the 2.5-mm diameter surface of the microLion sensitive volume still results in a nonnegligible volume-averaging effect [estimated to 1.6% using Eq. (3)]. Ion recombination had a small effect (estimated to <1% using Fig. 2 of Pardo-Montero and Gómez 41 ), but the over-responses came principally from perturbation effects of the detector because Monte Carlo simulations detected it (Monte Carlo does not simulate ion recombination). A recent Monte Carlo study suggested that the over-responses of the microLion in small fields arose from the high-density material surrounding the sensitive volume. 42 MicroLion are good radiosurgery detectors but should be used carefully with the smallest fields because of the associated volume-averaging and perturbation effects.
PSDs measurements provided the best agreement with Monte Carlo simulations among all the detectors investigated. The volume-averaging effect probably caused the slight underestimation of the dose for the 5-mm cone using the 1.0-mm PSD because both PSDs' sensitive volumes were composed of polystyrene, and the 0.5-mm PSD dose response was within uncertainties of the calculated Fig. 5 shows that once the corrections were applied for the volume-averaging effect [Eq. (3)], the two PSDs agreed to within 0.1%. This means that the impact of a spatial resolution of 1.0-mm perpendicular to the radiation beam is about 1% on the 5-mm cone total scatter factor using a CyberKnife system. The excellent agreement obtained with Monte Carlo values suggests that PSDs are water equivalent and perturbation free detectors, theČerenkov subtraction procedure used is accurate, and Francescon's procedure 5, [36] [37] [38] for estimating the CyberKnife accelerator head parameters and correction factors is accurate. PSDs have proven that they are the only detectors that can render perturbation-free response relative to water in small radiation fields without correction factors and in real-time.
Correction factors using a PSD as the reference dosimeter were first proposed by Lacroix et al. 25, 40 for depth-dose measurements. The concept was also adopted by Ralston et al. 43 to determine correction factors for silicon diodes by measuring total scatter factors for Varian Novalis beams. The measured total scatter factors in this study confirmed the excellent accuracy of the PSDs in small fields, making this concept interesting to apply to our measurements.
By comparing the dose profiles measured with the PTW 60012 diode to those measured with the PSDs, we can conclude that the impact of the water nonequivalence of the silicon diodes is negligible for small-field dose profile measurements (5-mm cone). The silicon diode showed a number of points passing the acceptance criteria (2%, 0.2 mm) similar to that for the 1.0-mm PSD using the 5-mm cone (Fig. 6) . Moreover, Francescon et al. 37 determined, using Monte Carlo simulations, that the response of this diode model relative to water changes by less than 2% in the first 4.5 mm from the center using a 5-mm square field on a conventional linear accelerator. The results obtained in the present study agree with this observation. On the other hand, the silicon diode overresponded in the tail of the dose profile with the 60-mm cone having no point passing the acceptance criteria from about 3.1 to 3.8 mm from the center (Fig. 7) . This over-response was probably caused by the high proportion of low-energy photons in this region.
The Gafchromic film had a very good acceptance passing rate (gamma evaluation) using the 5-mm cone as well. However, two points have been suppressed on the gamma evaluation (Fig. 6 ) having values of 13 and 15 (to 0.69 and 0.84 cm, respectively) to keep a good visualization of the other detectors. Excellent agreement was obtained between the Gafchromic film and the other detectors for the 60-mm cone dose profile (Fig. 7) , but over-responses were noticeable in the tail as with the PTW 60012 diode. As explained in Sec. II.A.5, the Gafchromic film calibration curve was obtained using 13 dose points from 0 to 10 Gy. This calibration procedure did not characterize effectively the Gafchromic film response in low-dose region. Moreover, the films were used several months after the calibration curve determination. These two factors explain the discrepancies between the Gafchromic film and the PSDs measurements in the tail of the 60-mm cone dose profile.
Currently, the spatial resolution required to accurately measure small-field dose profiles is not well known, but the good agreement between the two PSDs indicates that a 1.0-mm diameter perpendicular to the radiation beam is sufficient down to a 5-mm field size. An excellent acceptance passing rate (gamma evaluation) was obtained using the 1.0-mm PSD for both profiles except in the tail of the 5-mm cone dose profile. Some points failed the gamma evaluation in this region, but the uncertainties of the 0.5-mm PSD were higher in this region.
V. CONCLUSIONS
We compared several stereotactic detectors by measuring total scatter factors and dose profiles. Currently available commercial detectors have limitations to perform accurate small-field dosimetry (≤20 mm), and these limitations have been observed in the present study. We showed herein that silicon diodes are suitable for measuring dose profiles of the smallest field using a CyberKnife system (5-mm cone) despite the fact that they are water nonequivalent. However, their water nonequivalence causes over-responses in the tails of the larger fields available using a CyberKnife system. Moreover, important overestimations of the total scatter factors have been observed in small fields (<10 mm) with silicon diodes. The microLion under-responded to about 2.5% with the 5-mm cone because of a compensation for a volumeaveraging effect and an over-response caused by the surrounding high-density material. Our findings show that small-field total scatter factors can be accurately measured using waterequivalent dosimeters like PSDs, which provided results similar to those of two independent Monte Carlo studies. Comparisons of two PSDs with different diameters perpendicular to the radiation beam suggested that using a 1.0-mm detector results in a negligible volume-averaging effect (≈1%) down to a field size of 5 mm. PSDs are good candidates for reference radiosurgery detectors for measurements requiring water equivalence, such as total scatter factors, tissue-phantom ratios, percent depth-doses, and total treatment delivery verification.
