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1 | Aim and Objectives
The primary goal of my thesis is to study the interplay between properties of physical
systems (mostly for quantum information processing) and the geometry of these systems.
The ambient spaces I have been working with are fractal-type graphs. In many cases
analytic computations can be done on these graphs due to their self-similarity. Different
scenarios are investigated.
• Perfect Quantum State Transfer on Graphs and Fractals:
The transfer of a quantum state from one location in a quantum network to an-
other is a fundamental task in quantum information technology and such a transfer
is called perfect if it is realized with probability one. Perfect quantum state transfer
(denoted PQST) has potential applications to the design of sub-protocols for quan-
tum information and quantum computation [Kay74,CVZ17,KLY17a]. Depending
on the application, various quantum systems are employed. Typical designs involve
information carriers like photons in optical systems [GKH+01] or phonons in ion
traps [LDM+03, SKHR+03]. Other promising devices are spin chains. The study
of PQST on spin chains was pioneered by S. Bose [Bos03,Bos07], who considered
a 1D chain of N qubits coupled by a time-independent Hamiltonian. Bose’s work
generated intense theoretical interest, in particular to questions concerning how to
manipulate and engineer Hamiltonians such that a PQST is achieved. Manufactur-
ing such manipulated Hamiltonians will provide pre-fabricated devices for quantum
computer architectures, which takes an input in one location and outputs it at
another without needing to interact with the device.
This approach is robust to noise and hence much less prone to error. A number of
one dimensional cases, where PQST can be achieved, have been found in some XX
chains with inhomogeneous couplings, see [Kay74,Bos07,CDEL04,BB05a,BB05b,
KS05,ACNO+10,BFF+12,God12b,BGS08,God12a,VZ12b, and references therein].
Recently there has been active interest to generalize these results to graphs with
potentials and to graphs that are not one dimensional [KLY17a,KLY17b,KMP+19,
VZ12a]. These works illustrate the fact that PQST is a rare phenomenon, for which
1
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the construction of explicit examples remains rather non-trivial.
One of the main long-term goals of this project is to investigate the interplay be-
tween quantum state transfer and geometries beyond one-dimensional graphs. The
following summary lists our contributions:
1. As a first result, we showed that PQST is possible on a large and diverse class of
fractal-type diamond graphs (see [DDMT19, Theorem 1, page 7] for details).
A significant interest in these graphs lies in the fact that their limit spaces
constitute a family of fractals, which present different geometrical properties,
including a wide range of Hausdorff and spectral dimensions. Moreover, we
provide a tool used to construct a Hamiltonian achieving PQST on such graphs
(see [DDMT19, Proposition 1, page 7] for details). Figure 1.1 shows an example
of a diamond graph.
Figure 1.1: Hambly-Kumagai Diamond graphs of level 3 and 4 with uniformly bounded
degree and the similarity dimension dim = log 6log 4 , [KT04,MT95,MT03,LP01]. (Reprinted
from [DDMT19])
2. As a second result, we extended the first result and generalized the construction
developed in [DDMT19]. We showed that our approach works for an even
larger class of graphs. More precisely, we proved that on any graph satisfying
some assumptions, a Hamiltonian can be engineered to admit a PQST (in
preparation).
3. The third result deals with the spectra of Hamiltonians achieving PQST. Ad-
vantageous settings to accomplish this task are projective limit spaces. To
this end, we first provide a discretized version of a sequence of projective limit
spaces considered in [ST19, Definition 2.1,page 3]. By doing so we are able to
construct a sequence of graphs {Gi}i≥0 and equip each Gi with a Hamiltonian
2
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Hi such that PQST can be achieved (under some additional assumptions).
Then, as a third result of this project, we provide a complete description of
the spectrum of each Hi. We state the result in the following theorem (in
preparation).
Theorem 1.0.1 Given i ≥ 1, there exists a collection of Jacobi matrices
J0, . . . , Jm such that
σ(Hi) = σ(J0) ∪ σ(J1) ∪ · · · ∪ σ(Jm).
The Jacobi matrices J0, . . . , Jm are easily determined by the construction ofGi.
They reflect geometrical properties of the Gi. Moreover, this result provides a
straightforward and simple algorithm to determine the spectrum σ(Hi).
• Toda lattices on weighted Z-graded graphs:
This project is a continuation of previous investigations in which we studied the
rich interplay between physical systems and geometries beyond one-dimensional
graphs. In [DDMT19,MDDT20] we showed that certain class of fractal-type graphs
demonstrates favorable geometrical properties when used as ambient spaces for
quantum systems. We introduced a technique on how to relate a qubit network
on a graph and an auxiliary 1D chain. By doing so, we were able to reduce some
quantum systems on graphs to one-dimensional solvable models.
In this project, we extend our approach to classical nonlinear Hamiltonian systems.
As a particular example we consider the Toda lattice dynamics, which was first
introduced in [Tod67a,Tod67b] as a model of an infinite 1D-chain of particles with
nearest-neighbor interactions. It describes a simple one-dimensional crystal com-
posed of particles that interact by nonlinear forces [Tod81]. The corresponding
equations of motion are formulated as a classical Hamiltonian system, in which
n ∈ Z corresponds to the n-th particle. The Hamiltonian function in the case of
3
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U(qZ(n+ 1, t)− qZ(n, t)). (1.0.1)
where q(n, t) defines the displacement at the moment t of the n-th particle from
its equilibrium position, p(n, t) represents the momentum and U(r) = e−r − 1
is a potential function, which accounts for the exponential interactions. Toda’s
seminal papers in 1967 generated broad interest in both mathematics as well as
physics communities. Flaschka [Fla74b], Henon [H7́4] and Moser [Mos75] proved the
complete integrability of the Toda lattice (nonperiodic and periodic Toda lattices).
Moreover, Flaschka [Fla74b] and Manakov [Man75] introduced a change of variables
and thereby reformulated the equations of motions of a Toda lattice as a Lax Pair
[Lax68]. This gives rise to an time-evolution on the vector space of real, symmetric,
tridiagonal matrices which preserves the spectrum of the initial data. Another
prominent feature of Toda lattices, which is connected to complete integrability, is
the existence of soliton solutions.
Solitons are special solutions observed in different nonlinear wave equations, in
particular, in the context of optical fibres. A key property of solitons is their shape
stability, i.e. can travel long distances without dispersion effects. Such remarkable
property indicates the potential of solitons to realize ‘’flying qubits“ for quantum
information processing, in analogy to single photons [Ste17, Bul]. In this project,
we focus on the possible soliton solutions in the context of Toda lattices on graphs.
the following summarize our approach and list our results:









µE(x, y)U(∂qt(x, y)), (1.0.2)
where ∂qt(x, y) := q(y, t) − q(x, t), (x, y) ∈ E(G), and µV , µE are measures
on the sets of vertices and edges, respectively. See Definition 3.3.3 for more
details.
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2. We compute the equations of motion and rewrite them as a flow in an appro-
priately chosen Banach space. By doing so, and under the assumption that
there exists δ > 0 such that µV (x) ≥ δ for all x ∈ V (G), we prove local in
time existence and uniqueness of solutions for the equations of motion. See
Theorem 3.3.5 for more details.
3. One of our main results in this project is Theorem 3.3.8, which states that
under the Assumption 3.2.8 on the measures we can lift any solution corre-
sponding to the Hamiltonian function (3.1.1) to a radial solution corresponding
to the Hamiltonian function (3.1.2) in the sense of Definition 3.3.7. This result
provides the main idea how to find radial soliton solutions on Z-graded graphs
(Corollary 3.4.4).
4. The last result deals with the Lax pair formalism on Z-graded graphs. We raise
the question of whether we can lift a Lax pair. We constructed an example
showing that this is not always possible (see Theorem 3.5.5).
• Snowflake Domain with Boundary and Interior Energies: The main objective of
this project is to investigate a discrete version of the eigenvalue problem ∆u = λu
on the Koch snowflake domain, which we denote by Ω. To this end, we follow





(∇u)2dL2 + E ∂Ω(u|∂Ω),
where L2 is the usual Lebesgue measure on R2 and E ∂Ω denotes the Kusuoka-
Kigami Dirichlet form on the Koch snowflake boundary ∂Ω. The novelty of this
approach is that both the Euclidean interior and the fractal boundary carry non-
trivial Dirichlet forms. We approximate the Dirichlet form E by a sequence of
discrete energies E n [GLM+20, Theorem 4.1, page 9]. This is done by constructing
an inductive mesh of Ω and hence generating a sequence of finite planar graphs Γn.
Each graph Γn is equipped with a given discrete energy E n and an inner product
〈., .〉n. In particular, we identify a discrete Laplacian as the generator of E n and
denote it by Ln, i.e.
E n(u, v) = −〈Lnu, v〉n .
5
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Note that such a discrete Laplacian takes into account both the interior of Ω and
the fractal boundary ∂Ω of the Snowflake domain. Our approach is related to sev-
eral works on diffusion problems involving fractal membranes [Lan02,CL14,LV14]
and related topics [FLV95, Lap91, LP95, SW19]. Moreover, it could be considered
as a continuation to the snowflake harmonics of Lapidus et. al. [LNRG96]. For
comparison purposes, we also study a discretized version of the eigenvalue problem
∆u = λu, where Dirichlet boundary conditions are imposed.
One of the main goals of this project is to investigate the impact of the fractal
boundary on the eigenmodes of Ln. This problem is of general interest and similar
questions are considered in physics, such as “How are ocean waves related to the
topography of the coastlines?" or “How do trees respond to the wind?" to name
a few. For more examples the reader is referred to [SG93, SGM91] and references
therein. Sapoval conducted experiments with soap bubbles placed on fractal drums
and studied their acoustic vibration modes (see [Sap89] for more details). He made
a striking observation that indeed, the fractal boundary drastically impacts the
wave excitation in a way that localizes some of the low-frequency modes. Note
that placing a soap bubble on the fractal boundary of a drum is mathematically
equivalent to imposing Dirichlet boundary conditions. Therefore we don’t intend to
reproduce the results of Sapoval by studying the eigenmodes of Ln, as our approach
generates a discrete model with non-trivial energy on the boundary. Nevertheless,
and inspired by Sapoval’s observations, we investigate in this paper if similar lo-
calization effects are observed in our discrete model. Indeed, our numerical results
confirm the existence of localized Ln-eigenmodes (for graphs up to level n = 4). We
summarize our findings:
– The eigenvalue counting function has two regimes with different scaling. The
threshold for the change in regimes is approximately the largest eigenvalue of
the Dirichlet Laplacian on Ω.
– Eigenfunctions with eigenvalues of Ln below the threshold are not localized.
– Eigenfunctions with eigenvalues of Ln above the threshold begin to show lo-
calization near ∂Ω. As the eigenvalue increases, so does this localization.
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– Eigenfunctions corresponding to eigenvalues of Ln that are significantly above
the threshold are strongly localized on ∂Ω. See Fig 4.10.
Figure 1.2: The last Ln eigenvector, λ = 524999.69. The graph splits into two parts,
above and below the Koch snowflake domain due to a high oscillation (Level 4 graph
approximation).
This process of "localization towards the boundary" is known for higher-frequency
eigenmodes and is called whispering-gallery type localization [GN13]. The discrete
Laplacian Ln encodes the geometrical information of our discrete model. As a
further result [GLM+20, Theorem 6.2, page 17] shows that Ln can be used to
predict the existence of such localized modes. More precisely, this is done by using
ideas of Filoche and Mayboroda (See [FM97]).
• Harmonic Gradients on Higher Dimensional Sierpiński Gaskets:
In the analysis on fractals, the basic differential operator is a Laplacian obtained
either by probabilistic methods [Bar98a] or as a renormalized limit of graph Lapla-
cians [Kig01]. There are various approaches to defining a gradient, such as those
in [Tep00a, Kus89, Str00, Kig08, PT08, Hin10], and related questions remain an
active area of research [Hin13, Kaj13, BK17]. In this project, we define a har-
monic gradient on higher dimensional Sierpinski gaskets following the approach of
Teplyaev [Tep00a], which is closely related to the work of Kusuoka [Kus89]. The
higher dimensional Sierpinski gaskets generalize the usual Sierpinski gasket and are
defined as follows,
Definition 1.0.2 Let N ∈ N with N ≥ 3. Let {pi}N−1i=0 be the vertices of a regular
N simplex in RN−1 such that |pj−pk| = 1 if j 6= k. Let {Fi}N−1i=0 , with Fi : RN−1 →
RN−1, be the iterated function system defined by Fj(x) = 12(x− pj) + pj. Then the
7
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N-dimensional Sierpinski gasket, denoted SGN , is the unique non-empty compact
set such that SGN =
⋃N
j=0 Fj(SGN).
Figure 1.3: First two approximations of SG4.
The first two approximations of SG4 are displayed in Figure 1.3. We call elements
of SN over S = {0, . . . , N − 1} words. A finite word of length m ∈ N is an element
of the m-fold product Sm. For w = w1w2 · · · ∈ SN the truncated word to length m,
[w]m ∈ Sm is [w]m = w1w2 · · ·wm.
We equip SGN with the standard Dirichlet form (E , domE ) with respect to a
Bernoulli measure µ with nonnegative weights {µi}N−1i=0 ,
∑
i µi = 1. The measure µ
is called standard when the weights are equal, otherwise non-uniform. In partic-
ular, we may define harmonic functions (see [BFM+19, page 3]) and the Dirichlet
µ-Laplacian (see also [Str06,Kig01]).
Definition 1.0.3 Let u ∈ domE , and let f be continuous. Then we define u ∈
dom∆µ with ∆µu = f if
E (u, v) = −

SGN
fvdµ for all v ∈ dom0E ,
where dom0E is the subspace of domE consisting of functions that vanish at the
boundary of SGN .
For ease of notation, we skip a rigorous definition of the Teplyaev harmonic gradient
and describe only the intuitive concepts behind it. Due to self-similarity, SGN




Fw(SGN), m ≥ 1.
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We denote anm-level cell by Fw(SGN) , where we use the short notation Fw = Fw1◦
. . .◦Fwm for w = w1w2 · · ·wm. A point x ∈ SGN can be assigned at least one infinite
word w = w1w2 · · · ∈ SN as an address. The truncation of this address defines a
sequence of nested cells {F[w]m(SGN)}m≥0 , i.e. F[w]m+1(SGN) ⊂ F[w]m(SGN) such
that x ∈ F[w]m(SGN) for all m ≥ 0. The m-level harmonic gradient of a function
f at w ∈ SN is defined as the harmonic function that coincides with f on the
boundary points of the cell F[w]m(SGN). We denote the m-level harmonic gradient




if the limit exists in some sense. The reader is referred to [BFM+19, Definition 3.2.,
page 4] for a precise definition. Observe that the preceeding is analogous to the
way in which secants converge to a tangent in elementary calculus, with harmonic
functions playing the role of linear functions (because the latter are harmonic on
R).
This project studies the connection between the regularity of a Laplacian of a
function and the pointwise existence of its harmonic gradient. We observe that the
situation is very different than in the setting of Euclidean spaces or manifolds. We
consider criteria for the differentiability of functions with continuous Laplacian on
the Sierpinski Gasket and its higher-dimensional variants SGN , for N > 3, proving
results that generalize those of Teplyaev [Tep00a]. The project contribution may
be summarized in the following theorems:
1. In [BFM+19, Theorem 4.1., page 5] we show that there is a class of non-
uniform measures (unequal weights) on the usual Sierpinski gasket SG3 with
the property that continuity of the Laplacian implies the harmonic gradient
exists and is continuous everywhere, in sharp contrast to the case with the
standard measure.
2. In [BFM+19, Theorem 5.5 & Theorem 5.7, pages 7-8] we show that when SGN
is equipped with the standard measure µ there is a full µ-measure set on which
9
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continuity of the Laplacian implies existence of the harmonic gradient ∇u, and
that this set is not all of SGN .
10
2 | Perfect Quantum State Transfer on Graphs and
Fractals
2.1 Introduction
The transfer of a quantum state from one location in a quantum network to another is
a fundamental task in quantum information technologies, and such a transfer is called
perfect if it is realized with probability one, that is, without dissipation. Perfect quantum
state transfer (we write shortly PQST) has potential applications to the design of sub-
protocols for quantum information and quantum computation [Kay74,CVZ17,KLY17a].
Depending on the application, various quantum systems are employed. Typical designs
involve information carriers like photons in optical systems [GKH+01], or phonons in ion
traps [LDM+03,SKHR+03]. Other promising devices are spin chains. The study of PQST
on spin chains was pioneered by S. Bose [Bos03,Bos07], who considered a 1D chain of N
qubits coupled by a time-independent Hamiltonian. His work generated intense theoreti-
cal interest, in particular in questions concerning how to manipulate and engineer Hamil-
tonians such that a PQST is achieved. Manufacturing such manipulated Hamiltonians
will provide pre-fabricated devices for quantum computer architectures, which takes in-
put in one location and outputs it at another without needing to interact with the device.
This approach is robust to noise and hence much less prone to errors. A number of one di-
mensional cases, where PQST can be achieved, have been found in some XX chains with
inhomogeneous couplings, see [Kay74,Bos07,CDEL04,BB05a,BB05b,KS05,ACNO+10,
BFF+12, God12b, BGS08, God12a, VZ12b, and references therein]. Recently there has
been active interest to generalize these results to graphs with potentials and to graphs
that are not one dimensional [KLY17a,KLY17b,KMP+19,VZ12a]. These works illustrate
the fact that PQST is a rare phenomenon, for which the construction of explicit examples
remains rather non-trivial. Intending to investigate the rich interplay between quantum
state transfer and geometries beyond one-dimensional graphs, we showed in [DDMT19]
that PQST is possible on the large and diverse class of fractal-type diamond graphs. A
significant interest in these graphs lies in the fact that their limit spaces constitute a fam-
11
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ily of fractals, which present different geometrical properties, including a wide range of
Hausdorff and spectral dimensions. These graphs have provided an important collection
of structures with interesting physical and mathematical properties and a broad variety
of geometries, see [MT95,ADT09,HK10,NT08,AR18,AR19,Tep08,MT03,BCH+17]. The
structure of these graphs is such that they combine spectral properties of Dyson hier-
archical models and transport properties of one dimensional chains. The methods that
we use are discretized versions of the methods recently developed in [AR18,AR19] (see
also [ARHTT18,ST19]), which provides a construction of Green’s functions for diamond
fractals.
In this chapter, we generalize the construction in [DDMT19] and show that it works
for any graph possessing a transversal decomposition (see assumption 2.2.10). More
precisely, on such a graph, a Hamiltonian based on nearest-neighbor coupling and with
a certain transversal projective structure (see assumptions 2.2.7) can be engineered to
admit a PQST. For more details, see Theorem 2.2.12. The primary goal is to understand
the spectrum of such Hamiltonians. Advantageous settings to accomplish this task are
projective limit spaces. Analysis on projective limit spaces is an active area of current
research [CK13b,CK13a]. Barlow and Evans used projective limits to produce a new class
of state spaces for Markov processes [BE04]. The spectra of Laplacians on Barlow-Evans
type projective limit spaces were studied in [ST19]. We proceed in the same spirit but
dealing with Hamiltonians instead of Laplacians. To this end, we provide a discretized
version of a sequence of projective limit spaces [ST19, Definition 2.1,page 3]. By doing
so, we are able to construct a sequence of graphs {Gi}i≥0 and equip each Gi with a
Hamiltonian Hi such that PQST can be achieved (under some additional assumptions).
As a main result of this work, we provide a complete description of the spectrum of Hi.
For the convenience of the reader, we state the main result in the following theorem (see
the proof of Theorem 2.4.9 for further details).
Theorem 2.1.1 Given i ≥ 1, there exists J0, . . . , Jm a collection of Jacobi matrices of
the form 2.3.2 such that
σ(Hi) = σ(J0) ∪ σ(J1) ∪ · · · ∪ σ(Jm).
12
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The Jacobi matrices J0, . . . , Jm are easily determined by the construction scheme that
generates Gi from G0. As we will see, the Jacobi matrices J0, . . . , Jm reflect geometrical
information of the graph Gi. Moreover, this result provides a straightforward algorithm
to determine the spectrum σ(Hi). In section 2.5, we demonstrate how to apply this
result on two models of Diamond-type graphs. These models are a particular case of the
Berker lattice construction [BO79] and have been initially the focus of considerable work
in statistical mechanics (see, for example [DdI83,LTS83,Col85]).
Our work is part of a long term study of mathematical physics on fractals and self-
similar graphs [BCD+08a,BCD+08b,ADT09,ADT10,ABD+12,ACD+19,Akk13,Dun12,
ARKT16,HM19,DDMT19,Ram84,FS92], in which novel features of quantum processes
on fractals can be associated with the unusual spectral and geometric properties of fractals
compared to regular graphs and smooth manifolds.
This chapter is organized as follows. Section 2.2 deals with the construction of Hamil-
tonians H satisfying the assumptions 2.2.7 on graphs satisfying the assumptions 2.2.10.
Section 2.3 gives a partial description of the spectrum of the Hamiltonian H by providing
some generic spectral statements. Section 2.4 defines a discrete version of a projective
limit space, on which the main result is stated, Theorem 2.4.9. Section 2.5 demonstrates
how to apply our main result on two models of Diamond-type graphs. Section 2.6 dis-
cusses the results in further geometrical structures.
2.2 Perfect quantum state transfer on graphs
In this section, we extend the study of PQST on diamond fractal graphs [DDMT19]
to a more general class of graphs. Let G = (V (G), E(G)) be a finite connected graph
with a vertex set V (G) and an edge set E(G). We equip G with the geodesic metric
d : V (G) × V (G) → R, i.e. for x, y ∈ V (G), d(x, y) gives the number of edges in a
shortest path connecting x and y. Suppose A ⊂ V (G) is a non-empty set of vertices. The
distance of A to a vertex x ∈ V (G) is defined as
d(x;A) = min{d(x, y) : y ∈ A}.
13
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The following definition generalizes the concept of the intrinsically transversal layers
introduced in [DDMT19]. This concept can be found in [HO07, page 76] under the name
stratification and plays a crucial role in the quantum decomposition of a graph adjacency
matrix.
Definition 2.2.1 Let A ⊂ V (G), A 6= ∅ and n ∈ N. An n-th transversal layer with
respect to A is defined as
Π−1A (n) = {x ∈ V (G) : d(x;A) = n},
where ΠA : V (G) → N, ΠA(x) = d(x;A). A transversal decomposition of G with respect
to A is defined as V (G) = ⋃n Π−1A (n). Note that Π−1A (0) = A.
A quantum state on G is represented by a complex-valued wave function on the ver-
tices V (G). The following Hilbert space will be used as a domain of the constructed
Hamiltonian, which realizes perfect quantum state transfer on G.
Definition 2.2.2 Given A ⊂ V (G), A 6= ∅. The space of quantum states is defined by





where the weights are given by µA(x) = 1|Π−1A (n)|
for n = ΠA(x) and |Π−1A (n)| denotes the
number of vertices in the transversal layer Π−1A (n) that contains x.
Another item we consider is the subspace of radial functions. We call a wave function
radial with respect to A if its values depend only on the distance from A.
Definition 2.2.3 Let V (G) = ⋃Nn=0 Π−1A (n) be a transversal decomposition of G with
respect to A, for some A ⊂ V (G), A 6= ∅. The subspace of radial functions with respect
to A is defined by
L2rad(G) = {ψ ∈ L2(G) | ψ(x) = ψ(y) if ΠA(x) = ΠA(y)}.
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The projection of L2(G) onto L2rad(G) is denoted by Proj : L2(G)→ L2rad(G).
The advantage of the transversal decomposition V (G) = ⋃Nn=0 Π−1A (n) is that it induces an
auxiliary 1D chain (path graph) DN = (V (DN), E(DN)) with a set of vertices V (DN) =
{0, . . . , N} and a set of edges E(DN) = {(n − 1, n) : 1 ≤ n ≤ N}. A transversal layer
Π−1A (n) is identified with the vertex n in the sense that the vertices n−1 and n are defined
to be adjacent in the 1D chain if and only if their corresponding transversal layers are
adjacent. To reduce the perfect quantum state transfer problem from the graph G to
the auxiliary 1D chain DN , we introduce the following Hilbert space L2(DN) = {ψ | ψ :





Moreover we project a wave function in L2(G) to a wave function in L2(DN) through
averaging its values on the transversal layers,






Lemma 2.2.4 Let P ∗ be the adjoint operator of P , i.e. 〈Pψ|ϕ〉 = 〈ψ|P ∗ϕ〉A for ψ ∈
L2(G) and ϕ ∈ L2(DN). Then P ∗ is given by
P ∗ : L2(DN)→ L2(G), ϕ 7→ P ∗ϕ(x) = ϕ(ΠA(x)).







ψ(x)ϕ(ΠA(x))µA(x) = 〈ψ|P ∗ϕ〉A .
We will use the following lemma later.
Lemma 2.2.5 Let IdDN : L2(DN)→ L2(DN) be the identity operator on L2(DN). Then
15
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1. The range of P ∗ is L2rad(G).
2. KerP = (L2rad(G))⊥.
3. PP ∗ = IdDN .
4. P ∗P = Proj.
Proof. (1) and (3) follow by definition. (2) Use KerP = (Range P ∗)⊥. (4) Decompose
ψ = Proj ψ + ψ⊥rad, i.e. Proj ψ ∈ L2rad(G) and ψ⊥rad ∈ (L2rad(G))⊥. By (2) it follows
P ∗Pψ = P ∗P Proj ψ = Proj ψ, where the last equality holds by the definitions of P
and P ∗.
The following mappings are very useful.
Definition 2.2.6 Let V (G) = Π−1A (0) ∪ Π−1A (1) . . . ∪ Π−1A (N) be a transversal decompo-
sition of G with respect to A, for some A ⊂ V (G), A 6= ∅ and N ∈ N. We define the
following mappings:
1. The left-hand side degree of a vertex deg−:
deg− : Π−1A (1) . . . ∪ Π−1A (N)→ N .
Let x ∈ Π−1A (n) for some n ∈ {1, . . . , N}. The mapping deg−(x) assigns the vertex
x the number of edges that connect x to vertices in Π−1A (n− 1).
2. The right-hand side degree of a vertex deg+:
deg+ : Π−1A (0) . . . ∪ Π−1A (N − 1)→ N .
Let x ∈ Π−1A (n) for some n ∈ {0, . . . , N − 1}. The mapping deg+(x) assigns the
vertex x the number of edges that connect x to vertices in Π−1A (n+ 1).
3. The same transversal layer degree of a vertex deg0:
deg0 : Π−1A (0) . . . ∪ Π−1A (N)→ N .
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Let x ∈ Π−1A (n) for some n ∈ {0, . . . , N}. The mapping deg0(x) assigns the vertex x
the number of edges that connect x to vertices in the same transversal layer Π−1A (n).
A Hamiltonian on G is a self-adjoint operator H acting on L2(G). It was observed
in [DDMT19] that constructing a Hamiltonian, which is not only adapted to the graph
structure but also to the given transversal decomposition of the diamond-type graphs,
leads indeed to a Hamiltonian, that realizes a perfect quantum state transfer. Motivated
by these observations, we impose the following assumptions on H:
Assumption 2.2.7 (Assumptions on the Hamiltonian) The self-adjoint operator H
acting on L2(G) is assumed to satisfy the following properties:
1. Nearest-neighbor coupling: for x, y ∈ V (G), let 〈x|H |y〉A = 0 if x and y are not
connected by an edge, i.e., the transition matrix element from the quantum state |y〉
to |x〉 is zero if the vertices y and x are not adjacent in G.
2. Radial coupling: for x1, y1, x2, y2 ∈ V (G) such that both x1, y1 and x2, y2 are adja-
cent, we set
〈x1|H |y1〉A = 〈x2|H |y2〉A
if ΠA(x1) = ΠA(x2) and ΠA(y1) = ΠA(y2),
i.e., the transition matrix elements are compatible with the transversal decomposi-
tion of F .
3. For x, y ∈ Π−1A (n), n ∈ {0, . . . , N} we assume 〈x|H |x〉A = 〈y|H |y〉A. Moreover,
if x, y ∈ Π−1A (n) are adjacent, then we assume 〈x|H |y〉A = 〈x|H |x〉A.
Remark 2.2.8 For a vertex x ∈ V (G), the quantum state |x〉 corresponds to the one-
excitation state at the vertex x, i.e.
|x〉 =

1 on vertex x
0 on V (G)\{x}.
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A Hamiltonian H on G is related to an operator on the 1D chain DN by
J = P HP ∗, (2.2.3)
which acts on L2(DN). Similarly, we denote the one-excitation states in L2(DN) by
|n〉 = (0, . . . , 1, . . . , 0) where the 1 occupies the n-th position. The following proposition
gives a simple criterion for determining whether the constructed Hamiltonian H is self-
adjoint or not.
Proposition 2.2.9 Let V (G) = ⋃Nn=0 Π−1A (n) be a transversal decomposition of G with
respect to A, for some A ⊂ V (G), A 6= ∅ and let assumptions 2.2.7 hold. Then, the
Hamiltonian H is self-adjoint with respect to the inner product 2.2.1 if and only if J is
self-adjoint with respect to the inner product 2.2.2.
Proof. Note that equation (3.2.11) implies that J satisfies the nearest-neighbor coupling
condition. Hence it is sufficient to consider adjacent vertices, x ∈ Π−1A (n) = {x1, . . . , xk}
and y ∈ Π−1A (n+ 1) = {y1, . . . , ym} for some n ∈ {0, . . . , N − 1}. We observe




deg+(xi) 〈x|H y〉A ,












holds. It gives, in fact, the number of edges between the transversal layers Π−1A (n) and
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Π−1A (n+ 1). We consider now the diagonal elements




(deg0(xi) + 1) 〈x|Hx〉A .
Similarly, we have 〈Jn|n〉 = ∑
xi∈Π−1A (n)(deg0(xi) + 1) 〈Hx|x〉A.
From now on, we require that the graph G satisfies the following assumption.
Assumption 2.2.10 (Assumptions on the graph G) Let G be a finite connected graph.
We assume there exists A ⊂ V (G), A 6= ∅ that transversally decomposes V (G) =⋃N
n=0 Π
−1
A (n) in such a way that the following holds:
1. The mappings deg+, deg− and deg0 are constant on a transversal layer, i.e., for
x, y ∈ Π−1A (n) we have





Figure 2.1: (Left) This graph doesn’t satisfy the graph assumptions 2.2.10 with respect
to A = {xL}. However, it is possible to construct a Hamiltonian that admits PQST from
A = {xL} to B = {xR}. (Right) The same graph satisfies the graph assumptions 2.2.10
with respect to A = {xL,1, xL,2}. Theorem 2.2.12 implies the possibility of constructing
a Hamiltonian that admits PQST from A = {xL,1, xL,2} to B = {xR}.
The following lemma follows in exactly the same way as [DDMT19, Lemma 2, page 8].
Lemma 2.2.11 Under the assumptions 2.2.7 and 2.2.10, we can prove that the subspace
L2rad(G) is invariant under H.
Recall that our primary motivation is to understand how quantum systems in geometries
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beyond a 1D chain can be engineered to produce sub-protocols of perfect quantum state
transfer. Let G be a graph transversally decomposed with respect to A, satisfying the
assumptions 2.2.10 and associated with the 1D chain DN . We set A = {xL,1, . . . , xL,m}
and define the quantum state |A〉 = |xL,1〉+ . . . |xL,m〉. Note that |A〉 = P ∗ |0〉 ∈ L2rad(G).
Similarly, we define the quantum state |B〉 = P ∗ |N〉 ∈ L2rad(G). The following theorem
provides a sufficient condition of how to design a Hamiltonian on G that achieves a perfect
transfer of the quantum state |A〉 into |B〉.
Theorem 2.2.12 Under the assumptions 2.2.7 and 2.2.10, if a PQST on the 1D chain
DN is achieved, i.e., there exists T > 0 such that eiTJ |0〉 = eiφ |N〉 for some phase φ,
then a PQST on G is also achieved with the same time T and phase φ, i.e.,
eiT H |A〉 = eiφ |B〉 and eiT H |B〉 = eiφ |A〉 .
Proof. In the same way as [DDMT19, Proof of Theorem 1, page 9], we show eiT H Proj |A〉−
eiφ |B〉 ∈ Ker(P ). Using |A〉 , |B〉 ∈ L2rad(G) we conclude with Lemma 2.2.11, eiT H Proj |A〉 =
eiφ |B〉. Let Proj⊥ be the projection of L2(G) onto (L2rad(G))⊥. The statement follows
by (HProj + HProj⊥) |A〉 = HProj |A〉
Remark 2.2.13 In [DDMT19], we considered the PQST from an excited state on a
single vertex xL to another excited state on a single vertex xR. Theorem 2.2.12 covers
additional situations, in which a PQST is achieved between the subsets A,B ⊂ V (G),
where A and B may contain more than a single vertex, see Figure 2.1 (right). On the other
hand, Figure 2.1 (left) shows an example of a graph that doesn’t satisfy the assumptions
2.2.10 with respect to A = {xL}. However, it is possible to construct a Hamiltonian that
admits a PQST from A = {xL} to B = {xR}.
Let [H(x, y)]x,y∈V (G) be the matrix representation of H with respect to the canonical
basis {|x〉}x∈V (G). The following result relates the matrix elements of H to J and can be
proved similarly to Proposition 1 in [DDMT19].
Proposition 2.2.14 Let x, y ∈ V (G),
20
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1. H(x, x) = 1deg0(x) + 1
〈ΠA(x)|J |ΠA(x)〉.
2. Let y be adjacent to x and ΠA(y) = ΠA(x)±1, then H(x, y) = 1deg±(x) 〈ΠA(x)|J |ΠA(x)± 1〉.
2.3 Generic spectral properties of H
2.3.1 Radial eigenvectors of H
The goal in this section is to give a partial description of the spectrum of a HamiltonianH
satisfying the assumptions 2.2.7. This part of the spectrum is related to the transversal
decomposition of G and consequently can be described for a generic G satisfying the
assumptions 2.2.10. The following lemmas reveal some advantages for considering the
induced 1D chain and the Jacobi matrix J while investigating the Hamiltonian H. In
section 2.4.1, we will see that this approach is very fruitful. In fact, we will develop this
approach further to give a complete description of the spectrum σ(H) on a broad class
of graphs.
Lemma 2.3.1 Let J = P HP ∗, then σ(J) ⊂ σ(H). Moreover, if λ ∈ σ(J) is an eigen-
value with the eigenvector vλ, then P ∗vλ is a corresponding H-eigenvector.
Proof. Let λ ∈ σ(J) be an eigenvalue corresponding to the eigenvector vλ ∈ L2(DN).
Then
λP ∗vλ = P ∗ J vλ = P ∗P HP ∗vλ = Proj HP ∗vλ = HP ∗vλ,
where the last equality holds as HP ∗vλ ∈ L2rad(G).
Note that P ∗vλ ∈ L2rad(G) and hence we denote it as a radial eigenvector.
Lemma 2.3.2 Let z /∈ σ(H). Then the resolvent operators satisfy (J−z)−1 = P (H−z)−1P ∗.
Proof. Note z /∈ σ(H) implies z /∈ σ(J) by Lemma 2.3.1. We prove that P (H−z)−1P ∗ is
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the inverse operator of J−z. We have
(J− z)P (H−z)−1P ∗ = P (H−z)P ∗P (H−z)−1P ∗
= P (H−z)Proj(H−z)−1P ∗
= IdDN
where the equalities hold by Lemmas 3.2.7 and 2.2.11. A similar argument shows that
P (H−z)−1P ∗ is also a left inverse of J−z.
Let PJ,λ and PH,λ be the eigenprojections corresponding to λ ∈ σ(J) and λ ∈ σ(H),
respectively.
Theorem 2.3.3 Let λ ∈ σ(J). Then PJ,λ = P PH,λP ∗.










Multiplying both sides of equation (2.3.1) by z − λ and subsequently taking the limit
z → λ will give the result.





J1 B2 J2 0
0 J2 B2
. . .
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where B1, . . . , BN+1 ∈ R and Ji > 0 for i ∈ {1, . . . , N}. Let {p0(z), . . . , pN+1(z)} be
monic polynomials defined by the following recurrence relations:

p0(z) = 1, p1(z) = z −B1,
pk(z) = (z −Bk)pk−1(z)− J2k−1pk−2(z), k = 2, 3, . . . , N + 1
(2.3.3)
The following proposition summarizes some useful spectral properties of J. For details,
the reader is referred to [HO07, p. 48].
Proposition 2.3.4 Every zero of pN+1(z) is real and simple. Moreover, σ(J) = {λ ∈







, . . . ,
pN(λ)
J1 · · · JN
)t
(2.3.4)
Corollary 2.3.5 Let λ ∈ σ(J). The corresponding H-eigenvector is given P ∗vλ, where







0 1w2 2w2 3w2 4
1w3 2w3 3w3
0 1 2 3 4
0 1 2 3 4
0 1 2 3 4
Figure 2.2: (Left) Three copies of the 1D chain D4 with V (D4) = {0, . . . , 4}. The i-th
copy is denoted by D4 × {wi}, where wi is a letter in the alphabet W = {w1, w2, w3}.
(Right) The graph GD is constructed by gluing the three copies at the boundary points.
Another way of saying this is that the graph GD is made up of three branches, the
w1-branch, w2-branch and w3-branch.
This section is devoted to a lemma that will be needed throughout the paper. We consider
a 1D chain DN equipped with a Jacobi matrix J. When Dirichlet boundary conditions
are imposed, we write JD for the Jacobi matrix. For a given k ∈ N, k ≥ 2 we define GD
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to be the graph that is constructed by taking k copies of DN and gluing their boundary
vertices together as shown in Figure 2.2. To distinguish between the copies, we use the
following notation. Given a k-letter alphabet {w1, . . . , wk}, we denote the i-th copy of
DN by DN × {wi} and refer to the associated subgraph in GD as the wi-branch of GD.
The graph GD satisfies the assumptions 2.2.10 with respect to A = {0} and DN is the
auxiliary 1D chain. Moreover, the Jacobi matrix J provides the ingredient needed in
Proposition 2.2.14 to lift and define a Hamiltonian H on GD. The following result is very
useful.
Lemma 2.3.6 (Lifting-&-Gluing Lemma) Let λ ∈ σ(JD) and vDλ be the correspond-
ing JD-eigenvector. We define vλ to be the vector on GD that coincides with vDλ on a




vDλ on the wi-branch
−vDλ on the wj-branch
0 elsewhere
(2.3.5)
Then λ ∈ σ(H) and vλ is a corresponding H-eigenvector. Moreover, vλ ∈ (L2rad(GD))⊥.
In other words, if we lift a JD-eigenvector (Dirichlet eigenvector of J) to a branch and
lift the same vector with the opposite sign to another branch, then assigning zero to the
remaining branches and gluing them together, this will result in an eigenvector of H on
GD with the same eigenvalue. An immediate consequence of Lemma 2.3.6 is that the
spectrum of H is determined by the spectra of J and JD.
Corollary 2.3.7 σ(H) = σ(J) ∪ σ(JD)
Proof. The radial eigenvectors are constructed according to Lemma 2.3.1, which implies
σ(J) ⊂ σ(H). The remaining eigenvectors are elements of (L2rad(GD))⊥ and constructed
by the Lifting-&-Gluing Lemma 2.3.6. Note that for the 1D chain DN the Jacobi matrices
J and JD have N + 1 and N − 1 eigenvectors, respectively. Each J-eigenvector is lifted
to a radial H-eigenvector on GD and each JD-eigenvector generates k − 1 different H-
eigenvectors on GD. Note the graph GD has (N + 1) + (N − 1)(k − 1) vertices.
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The observation in Corollary 2.3.7 is the first step in an approach that we will develop
further next section. Indeed, we will show that the H-spectra on a broad class of graphs
are determined by the spectra of a collection of Jacobi matrices.
2.4 Projective limit constructions
The following definitions are roughly speaking a discrete version of [ST19, Definition
2.1,page 3].
Definition 2.4.1 Let k ≥ 2. We refer to a k-letter alphabet {w1, . . . , wk} as a vertical
multiplier space. A word of length m is an element of the m-fold product Wm = W1 ×
· · ·×Wm, for some vertical multiplier spaces W1, . . . ,Wm. For a word w ∈ Wm, we write
shortly w = w1 . . . wm instead of w = (w1, . . . , wm).
Note that the vertical multiplier spaces W1, . . . ,Wm are not assumed to have the same
number of letters.
Definition 2.4.2 We initialize the graph G0 = (V (G0), E(G0)) to be a 1D chain DN for
some N ≥ 1. We call G0 the horizontal base space.
Remark 2.4.3 The assumptions on the horizontal base space in [ST19] are very gen-
eral (local compact second countable Hausdorff space). In this sense, definition 2.4.2
represents a discretization of a specific case.
Definition 2.4.4 Given a sequence of vertical multiplier spaces {Wi}i≥1 and a horizontal
base space G0 = DN . We define a sequence of graphs {Gi}i≥0 inductively.
1. Suppose Gi−1 = (V (Gi−1), E(Gi−1)) is given for i ≥ 1.
2. Choose a subgraph Bi = (V (Bi), E(Bi)) of Gi−1, such that Gi−1\Bi is a collection
of 1D chains. Note Bi may be an edgeless or a disconnected subgraph.
3. For a 1D chain D in Gi−1\Bi, we set GD to be the graph that is constructed by
taking the copies D×{wk} for wk ∈ Wi and gluing their boundary vertices together
as shown in Figure 2.2.
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4. We construct Gi by replacing each 1D chain D in Gi−1\Bi with the corresponding
GD.
As a convenient notation, we set V (Gi) = [(V (Gi−1) \ V (Bi)) ×Wi]
⋃
V (Bi) for the set
of vertices of Gi and E(Gi) = [(E(Gi−1) \ E(Bi)) ×Wi]
⋃
E(Bi) for the set of edges of





























Figure 2.3: (Left) To construct the graph G1, we initialize the horizontal base space G0
to be the 1D chain D4 with the vertices {0, . . . , 4}. For the vertical multiplier space,
we set W = {w1, w2}. Then G1 is constructed as in Definition 2.4.4, where we choose
the subgraph B1 such that V (B1) = {0, 4} and E(B1) = ∅. Note that the address
assignments of the vertices described in definition 2.4.4 are shown on the graph of G1.
(Right) A diagram to display how the different mappings from definition 2.4.5 are related
to each other.
Definition 2.4.5 Let {Gi}i≥0 be constructed as described in Definition 2.4.4. We define
πi : V (Gi−1)×Wi −→ V (Gi) by
πi(x,w) =
 (x,w) if x ∈ V (Gi−1) \ V (Bi)x if x ∈ V (Bi),
and the map φi : V (Gi)→ V (Gi−1) by
φi(x, g) = x if x ∈ V (Gi−1) \ V (Bi)
φi(x) = x if x ∈ V (Bi).
The following proposition shows that each graph in {Gi}i≥0 admits a natural transversal
decomposition, where the horizontal base space G0 is used as the common auxiliary 1D
chain for the entire sequence {Gi}i≥0.
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Proposition 2.4.6 Let {Gi}i≥0 be constructed as described in Definition 2.4.4. Then
for each i ≥ 1, the graph Gi can be transversally decomposed with respect to Ai = (φi)−1 ◦
· · · ◦ (φ1)−1(0) ⊂ V (Gi). Moreover, for ΠAi(x) = d(x;Ai) (see Definition 2.2.1) we have
ΠAi(x) = φ1 ◦ · · · ◦ φi(x).
Proof. Note that a vertex in Gi is denoted by nw1w2 . . . wk, where n ∈ {0, . . . , N} and
w1w2 . . . wk ∈ W k. The word w1w2 . . . wk can be considered as a vertical coordinate
which gives the address of the branch that contains this vertex. On the other hand,
the integer n can be considered as a radial coordinate, which gives the distance to Ai =
(φi)−1 ◦ · · · ◦ (φ1)−1(0). By Definition 2.4.5 we have φ1 ◦ · · · ◦ φi(nw1w2 . . . wk) = n and
therefore, this implies ΠAi(x) = φ1 ◦ · · · ◦ φi(x). Now G0 as a 1D chain, it admits a
trivial transversal decomposition with respect to {0} i.e., V (G0) = Π−10 (0)∪Π−10 (1) . . .∪
Π−10 (N), Π−10 (n) = {n}. Similarly, Gi admits a transversal decomposition with respect
to Ai,
V (Gi) = Π−1Ai (0) ∪ Π−1Ai (1) . . . ∪ Π−1Ai (N),
where for x ∈ V (Gi), we have x ∈ Π−1Ai (n) ⇐⇒ φ1 ◦ · · · ◦ φi(x) ∈ Π−10 (n).
Each graph in {Gi}i≥0 admits a natural transversal decomposition. One may wonder if
these graphs also satisfy the graph assumptions 2.2.10 with respect to this decomposition.
The following example shows that this is not true in general.
Example 2.4.7 Let the graph G̃2 be constructed as described in Figure 2.4. G̃2 does not
satisfy the graph assumptions 2.2.10, as the mappings deg+ and deg− are NOT constant
on the transversal layer Π−10 (2) = {2w2w2, 2w1, 2w2w1},
2 = deg+(2w1) 6= deg+(2w2w2) = deg+(2w2w1) = 1,
2 = deg−(2w1) 6= deg−(2w2w2) = deg−(2w2w1) = 1
2.4.1 Main Inductive Result
1. Given a sequence of vertical multiplier spaces {Wi}i≥1 and a 1D chain G0.
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Figure 2.4: The graphs G̃2 and G2 are constructed as described in Definition 2.4.4. While
G2 satisfies the graph assumptions 2.2.10, G̃2 does not. For the construction of G̃2 and G2,
we set G1 to be the graph shown in Figure 2.3. (Left) G̃2 is constructed by taking the two
copies G1 × {w1}, G1 × {w2} and choosing the subgraph B̃2 such that V (B̃2) = {0, 2w1}
and E(B2) = ∅. (Right) G2 is constructed by taking the two copies G1×{w1}, G1×{w2}
and choosing the subgraph B2 such that V (B2) = {0, 2w1, 2w2, 4} and E(B2) = ∅. Note
that G2 is the level-2 Hambly-Kumagai Diamond graph and denoted by HK2. For more
details see Section 2.5.1.
2. Let {Gi}i≥0 and {Bi}i≥1 be constructed as described in Definition 2.4.4.
3. We transversally decompose {Gi}i≥0 as described in Proposition 2.4.6 and require
that each Gi satisfies the graph assumptions 2.2.10 with respect to this decomposi-
tion.
The horizontal base space G0 plays the role of the auxiliary 1D chain and will be used
to lift a Hamiltonian to each Gi, i ≥ 1. To this end, we equip G0 with a Jacobi matrix
J of the form (2.3.2). The Jacobi matrix acts on the Hilbertspace L2(G0) = {ψ | ψ :
V (G0) → C}, 〈ψ|ϕ〉 =
∑N
n=0 ψ(n)ϕ(n). Recall, the transversal decomposition of Gi
is with respect to Ai = (φi)−1 ◦ · · · ◦ (φ1)−1(0) ⊂ V (Gi). Hence, we proceed as in
Section 2.2 and equip each Gi with the Hilbert space L2(Gi) = {ψ | ψ : V (Gi) → C},
〈ψ|ϕ〉Ai =
∑
x∈V (Gi) ψ(x)ϕ(x)µAi(x), where the weights are given by µAi(x) = 1/|Π−1Ai (n)|
for n = ΠAi(x) and |Π−1Ai (n)| denotes the number of vertices in the transversal layer
Π−1Ai (n) that contains x. Another useful item is the pullback operator induced by φi :
V (Gi) −→ V (Gi−1), defined by
φ∗i : L2(Gi−1) −→ L2(Gi), ϕ −→ φ∗iϕ(x) = ϕ(φi(x)).
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The averaging operator and its adjoint are given by




P ∗i : L2(G0)→ L2(Gi), ϕ 7→ P ∗i ϕ(x) = φ∗1 . . . φ∗iϕ(x) = ϕ(φ1 ◦ · · · ◦ φi(x)).
We are now in a position to construct a Hamiltonian Hi on Gi, i ≥ 1:
1. Let Hi be a Hamiltonian on Gi, that satisfies the assumptions 2.2.7.
2. Let Hi be lifted from G0 to Gi via, J = PiHi P ∗i .
The following result is a straight forward generalization of Lemma 2.3.1.
Lemma 2.4.8 σ(Hi−1) ⊂ σ(Hi). Moreover, if λ ∈ σ(Hi−1) is an eigenvalue correspond-
ing to the eigenvector vλ, then φ∗i vλ is an Hi-eigenvector with the same eigenvalue.
The following theorem is our main result and characterizes the spectrum of the Hamil-
tonian Hi on Gi, i ≥ 1.
Theorem 2.4.9 Given i ≥ 0, there exists J0, . . . , Jm a collection of submatrices of J
such that
σ(Hi) = σ(J0) ∪ σ(J1) ∪ · · · ∪ σ(Jm)
Proof. Assume that the statement is correct for σ(Hi−1). By definition Gi is constructed
by replacing each 1D chain in Gi−1\Bi with multiple copies glued together at their bound-
ary vertices. Let J0, . . . ,Jk be the collection of the Jacobi matrices associated with the
1D chains in Gi−1\Bi. Using Lemma 2.4.8 combined with Lemma 2.3.6 (Lifting-&-Gluing
Lemma), we imply σ(Hi) = σ(J0) ∪ σ(J1) ∪ · · · ∪ σ(Jk) ∪ σ(Hi−1).
2.5 Two examples
In this section, we demonstrate the applicability of theorem 2.4.9 on two models of
Diamond-type graphs. A transversal decomposition of each of these models induces a
1D chain DN . We equip DN with a Jacobi matrix J of one of the simplest cases of spin
29





































Figure 2.5: Hambly-Kumagai diamond graphs level 2 : (Left) H2-eigenvector for the
eigenvalue
√
3. (Middle) H2-eigenvector for the eigenvalue 0. Both eigenvectors are
examples for the construction method described in step 2. (Right) H2-eigenvector for the
eigenvalue 0. This eigenvector is an example for the construction method described in
step 3. The number assigned to a vertex is the value of the eigenvector at this vertex.
chains with perfect state transfer discussed in [CDEL04]. To this end, we set
Jn =
√
n(N + 1− n)
2 , Bn = 0, n = 0, 1, . . . N, BN+1 = 0, (2.5.1)
for the entries in (2.3.2). The underlying Jacobi matrix is mirror symmetric and it corre-
sponds to the symmetric Krawtchouk polynomials [Sze75]. Following Proposition 2.2.14,
we lift this Jacobi matrix to Hamiltonians on these models of Diamond-type graphs. Note
that the magnetic field on the 1D chain nodes is assumed to vanish B0 = . . . = BN+1 = 0,
resulting in a Hamiltonian whose diagonal elements are all equal to zero. Moreover, The-
orem 2.2.12 implies that such Hamiltonians achieve a perfect quantum state transfer. We
investigate the Hamiltonians explicitly provide a complete description of their spectra.
2.5.1 Hambly-Kumagai diamond graphs
The first model is an example of a two-point self-similar graph in the sense of [MT95].
It is a particular sequence of Diamond-type graphs, that was investigated in [HK10]. We
will refer to this model as Hambly-Kumagai diamond graphs. The following definition
gives a formal description of the Hambly-Kumagai diamond graphs.
Definition 2.5.1 We refer to a sequence of graphs {HK`}`≥0 as Hambly-Kumagai Dia-
mond graphs, when it is constructed as follows.
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• HK0 is initialized as the one edge graph connecting a node xL with another node
xR.
• At level ` we construct HK` by replacing each edge from the previous level HK`−1
by two new branches, whereas each new branch is then segmented into two edges
that are arranged in series.
The first three levels of the Hambly-Kumagai diamond graphs are displayed in [DDMT19,
Figure 2, page 5]. Let V (HK`) be the vertices set of HK`. It is easily seen that the
transversal decomposition V (HK`) = Π−1A (0) ∪ Π−1A (1) . . . ∪ Π−1A (N) with respect to
A = {xL} induces a 1D chain DN , such that N = 2`. The Jacobi matrix associated
with DN , N = 2` is denoted by J`. For example J2 is given in equation (2.5.2). We lift
J` to a Hamiltonian H` on HK`. The Hamiltonian H2 on the Hambly-Kumagai diamond
graph of level 2 is given in equation (2.5.3).
J2 =































Figure 2.6: An example of a radial eigenvec-
tor of H2. It corresponds to the eigenvalue
1. The number assigned to a vertex is the
value of the eigenvector at this vertex.
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Figure 2.7: (Right) We set G1 to be the graph shown in Figure 2.3. G2 is constructed as
described in Figure 2.4 (Right), namely by taking the two copies G1 × {w1}, G1 × {w2}
and choosing the subgraph B2 such that V (B2) = {0, 2w1, 2w2, 4} and E(B2) = ∅. Note
that G2 is the level-2 Hambly-Kumagai Diamond graph and denoted by HK2. (Left)
It is easy to see that G1\B2 is a collection of four 1D chains. The two copies of each
1D chain in G1\B2 are displayed in Figure. Each 1D chain in G1\B2 is associated with
a Jacobi matrix. Due to the mirror symmetry assumption, there are only two different
Jacobi matrices. We denote them by J2,1 and J2,2.
H2 =

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2 0 0 0 0 0 0 0 0

(2.5.3)
2.5.1.1 Spectrum of the Hamiltonian H2
In this section we demonstrate how to apply Theorem 2.4.9 and determine the spectrum
of H2. To this end, we construct the level-2 Hambly-Kumagai diamond graph HK2 using
a sequence of discretized projective limit spaces {G0, G1, G2} (see Definition 2.4.4) such
that HK2 = G2. We proceed with the following steps:
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• (Step 1):
G0 is initialized to be the induced auxiliary 1D chain D4 equipped J2 given in
(2.5.2). Let λ ∈ σ(J2) with vλ as the corresponding eigenvector. Then P ∗2 vλ =
φ∗1φ
∗
2vλ gives a corresponding radial H2-eigenvector on HK2 (by Lemma 2.3.1 or
2.4.8). Figure 2.6 displays a radial eigenvector ofH2 corresponding to the eigenvalue
1. It describes the oscillations of the transversal layers. This step shows σ(J2) ⊂
σ(H2) and generates five radial eigenvectors. Note that σ(J2) = {−2,−1, 0, 1, 2},
see Table 2.1 (Left).
• (Step 2):
To construct the graph G1, we proceed as described in Figure 2.3 (Left). This is
precisely the situation described in Lemma 2.3.6 (Lifting & Gluing Lemma), where
G1 plays the role of GD with two branches. Hence, we can lift an eigenvector
from G0 to G1 as follows. Recall, when Dirichlet boundary conditions are imposed,
we write JD2 for the Jacobi matrix. Let λ ∈ σ(JD2 ) with vDλ as the corresponding
JD2 -eigenvector. Then, the vector
vλ =

vDλ on the w1-branch
−vDλ on the w2-branch
defines an eigenvector on G1. Lifting vλ to HK2 via φ∗2vλ gives an eigenvector of
H2 (see Lemma 2.4.8). Figures 2.5 (left) & (middle) display eigenvectors of H2
constructed as described in step 2. This step shows σ(JD2 ) ⊂ σ(H2) and generates




3}, see Table 2.1
(Middle).
• (Step 3):
To construct the level-2 Hambly-Kumagai graph G2 = HK2, we proceed as de-
scribed in Definition 2.4.4 and Figure 2.7. For the vertical multiplier space, we set
W = {w1, w2}. We choose the subgraph B2 to be edgeless with the vertices set
V (B2) = {0, 2w1, 2w2, 4}. In this case, G1\B2 is a collection of four 1D chains. The
two copies of each 1D chain in G1\B2 are displayed in Figure 2.7 (Left). Gluing the
copies at the common boundary vertices gives G2 = HK2, see Figure 2.7 (Right).
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Each 1D chain in G1\B2 is associated with a Jacobi matrix. Due to the mirror
symmetry assumption, it is sufficient to consider one of the four Jacobi matrices.
We denote this Jacobi matrix by J2,1, see Figure 2.7 (Left). It is easy to check that













Gluing two copies of a 1D chain in G1\B2 generates a similar situation to Lemma
2.3.6 (Lifting & Gluing Lemma). Hence, we can lift an eigenvector to G2 as follows.
Let λ ∈ σ(JD2,1) with vDλ as the corresponding JD2 -eigenvector. We define
vλ =

vDλ on the w1-branch of a 1D chain in G1\B2
−vDλ on the w2-branch of the same 1D chain in G1\B2
0 elsewhere
It is easy to see that vλ defines an eigenvector on H2. This step shows σ(JD2,1) ⊂
σ(H2) and generates four additional eigenvectors, one eigenvector for each 1D chain
in G1\B2. Note that σ(JD2,1) = {0}.




























Table 2.1: Hambly-Kumagai diamond graph of level 2: Eigenvalues table of J2 (Left),
JD2 (Middle) and of H2 (Right).
Proposition 2.5.2 Let ` ≥ 3. There exists λ ∈ σ(H`), such that the multiplicity of λ is
5.
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Figure 2.8: Eigenvalues of multiplicity five: (Left) With an argument similar to Lemma
2.3.6 (Lifting-&-Gluing), we can lift a Dirichlet eigenvector f of a particular Jacobi sub-
matrix to the subgraph colored blue. Moreover, we lift the same eigenvector but with the
opposite sign to the subgraph colored gray. The constructed vector is then an eigenvector
of H` with the same eigenvalue. In this way, we can construct a total of four eigenvec-
tors to the same eigenvalue. (Right) Lifting the same eigenvector as described in the
right-hand side Figure will result in the fifth eigenvector of H` with the same eigenvalue.
Proof. Using an argument similar to Lemma 2.3.6 (Lifting-&-Gluing) and Figure 2.8.
We will refer to eigenvectors of H` that are supported on a proper subset of V (HK`) as
localized eigenvectors.




Proof. The number of vertices of HK` at level ` ∈ N is |V (HK`)| = 2·4
`+4
3 . The algorithm
or ideas above illustrates how to construct the eigenvectors. In particular, it shows that
the only non-localized eigenvectors are the 2` + 1 radial eigenvectors and the 2`−1 − 1
“fifth” eigenvectors in Figure 2.8 (Right) .
We can proceed similarly for higher levels and compute the spectrum by considering a
collection of Jacobi matrices. A convenient representation of the higher levels spectrum
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is to plot the integrated density of states of H`, that is defined as
N`(x) :=
#{λ ≤ x | λ is an eigenvalue of H`}
|V (HK`)|
,
where # counts the number of eigenvalues of H` less or equal than x. Figure 2.9 shows
the integrated density of states of H` for both level 6 (Left) and level 7 (Right).
Figure 2.9: Integrated density of states of H`: Hambly-Kumagai diamond graph of level
6 (Left) and level 7 (Right) .




Figure 2.10: (Left) To construct G1 we take two copies of the 1D chain G0 = D16 (Recall
the vertices set is V (D16) = {0, . . . , 16}) and choose the subgraph B1 such that G0\B1
contains only the 1D chain with the set of vertices V (D4,12) = {4, 5, . . . , 12}. We will
refer to this 1D chain as D4,12. For the vertical multiplier space we set W = {w1, w2}.
(Right) G1 is given by gluing the two copies D4,12×{w1} and D4,12×{w2} together with
B1 at their boundary points.
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Figure 2.11: (Left) The Jacobi matrices J2,3 and J2,2 are relevant for the computation of
σ(H2) . (Right) Lang-Plaut diamond graphs of level-2, G2 = HK2.
The second model is also an example of a two-point self-similar graph in the sense of
[MT95]. It is another prominent example of Diamond-type graphs, that was investigated
in [LP01]. We will refer to this model as Lang-Plaut diamond graphs. The following
definition gives a formal description of the Lang-Plaut diamond graphs.
Definition 2.5.4 We refer to a sequence of graphs {LP`}`≥0 as Lang-Plaut diamond
graphs, when it is constructed as follows.
• LP0 is initialized as the one edge graph connecting a node xL with another node xR.
• At level `, we construct LP` by segmenting each edge from the previous level LP`−1
into three new edges. The inner edge of the three new edges is then replaced by two
new branches, whereas each new branch is then segmented into two edges.
The first four levels of the Lang-Plaut diamond graphs are displayed in [DDMT19, Figure
4, page 10]. Let V (LP`) be the vertices set of LP`. In the same manner as the Hambly-
Kumagai diamond graphs, it is easily seen that the transversal decomposition V (LP`) =
Π−1A (0) ∪ Π−1A (1) . . . ∪ Π−1A (N) with respect to A = {xL} induces a 1D chain DN , such
that N = 4`. The Jacobi matrix associated with DN , N = 4` is denoted by J`. We lift
J` to a Hamiltonian H` on LP`.
2.5.2.1 Spectrum of the Hamiltonian H2
We proceed as in the first model and demonstrate how to apply Theorem 2.4.9 while
determining the spectrum of H2. Similarly, we construct the level-2 Lang-Plaut dia-
mond graph LP2 using a sequence of discretized projective limit spaces {G0, G1, G2} (see
Definition 2.4.4) such that LP2 = G2. We proceed with the following steps:
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• (Step 1):
G0 is initialized to be the induced auxiliary 1D chain D16 equipped J2, with entries
given in (2.5.1). Similar to the first model we can show σ(J2) ⊂ σ(H2) and generate
17 radial eigenvectors. Note that σ(J2) = {−8,−7, . . . , 7, 8}, see Table 2.2 (Left).
• (Step 2):
To construct the graph G1, we proceed as described in Figure 2.10. Again, with a
similar argument to the Lifting & Gluing Lemma, we lift an eigenvector from the
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Similar to the first model we can show σ(JD2,1) ⊂ σ(H2) and generate 7 additional
eigenvectors. The eigenvalues JD2 are listed in Table 2.2 (Middle).
• (Step 3):
To construct finally the level-2 Lang-Plaut diamond graphs G2 = HK2, we proceed
similarly to the first model. The relevant Jacobi matrices J2,2 and J2,3 are indicated
in Figure 2.11 (Left). Again, due to the mirror symmetry, it is sufficient to consider
two out of six matrices. We can show σ(J2,2), σ(J2,3) ⊂ σ(H2) and generate 6
additional eigenvectors. Note that σ(JD2,2) = σ(JD2,3) = {0}.
The generated 30 eigenvectors are orthogonal. Hence σ(H2) = σ(J2)∪σ(JD2,1)∪σ(JD2,2)∪
σ(JD2,3). Figure 2.12 shows the integrated density of states of H` for both level 4 (Left)
and level 5 (Right).
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Figure 2.12: Integrated density of states of H`: Lang-Plaut diamond graph of level 4



















































Table 2.2: Lang-Plaut Diamond graphs of level 2: Eigenvalues table of J2 (Left), JD2,1
(Middle) and of H2 (Right).
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2.6 Further General Geometric Constructions: Two-
point self similar graphs
In [MT95] a broad class of infinite self-similar graphs called two-point self-similar fractal
graphs was introduced and the spectra of the combinatorial- and probabilistic-Laplacians
on such graphs were described. The two-point self-similar fractal graphs are related to
the nested fractals with two essential fixed points [LL90]. A generalization to self-similar
graphs based on a finite symmetric M -point model (instead of two points) is constructed
in [MT03].
Following [MT95], we setM = (VM , EM) and G0 = (V0, E0) to be finite connected graphs,
where M is an ordered graph. We fix some e0 ∈ EM , which is not a loop, and vertices
α, β ∈ VM and α0, β0 ∈ V0, α 6= β, α0 6= β0.
Definition 2.6.1 ( [MT95], page 393) A graph G is called two point self-similar graph
with model graph M and initial graph G0 if the following holds:
1. There are finite subgraphs {Gn}n≥0, Gn = (Vn, En) such that Gn ⊂ Gn+1, n ≥ 0,
and G = ∪n≥0Gn.
2. For any n ≥ 0 and e ∈ EM there is a graph homomorphism Ψen : Gn → Gn+1 such
that Gn+1 = ∪e∈EMΨen(Gn) and Ψe0n is the inclusion of Gn to Gn+1.
3. For all n ≥ 0 there are two vertices αn, βn ∈ Vn such that Ψen restricted to Gn\{αn, βn}
is a one-to-one mapping for every e ∈ EM . Moreover Ψe1n (Vn\{αn, βn})∩Ψe2n (Vn\{αn, βn}) =
∅ if e1 6= e2.
4. For n ≥ 1, there is an injection κn : VM → Vn such that αn = κn(α), βn = κn(β)
and for every edge e = (a, b) ∈ EM , Ψen−1(αn−1) = κn(a) and Ψen−1(βn−1) = κn(b).
We say that the vertices αn, βn are the boundary vertices of Gn, i.e. ∂Gn = {αn, βn} and
int(Gn) = Vn\{αn, βn} are the interior vertices of Gn.
Proposition 2.6.2 Suppose that the graphs M and G0 satisfy the assumptions 2.2.10,
where the transversal decomposition ofM and G0 are with respect α (or β) and α0 (or β0),
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respectively. Moreover, we assume deg0(x) = 0 for all x ∈ VM . Then the assumptions
2.2.10 hold for each Gi, i ≥ 0. And the transversal decomposition of Gi is with respect
αi (or βi).
Proof. G`+1 is obtained by replacing every edge in M by a copy of G`. Under the
assumptions, the transversal decomposition of M with respect α (or β) is modified by
adding the transversal layers of G` resulting in a transversal decomposition of G`+1 with
respect α`+1 (or β`+1).
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3 | Toda lattices on weighted Z-graded graphs
3.1 Introduction
This project is a continuation of previous investigations in which we studied the rich
interplay between physical systems and geometries beyond one-dimensional graphs. In
[DDMT19,MDDT20] we showed that certain class of fractal-type graphs demonstrates
favorable geometrical properties when used as ambient spaces for quantum systems. To
summarize some of these findings, we considered finite graphs that can be decomposed
into layers. We refer to such a graph as a graph that admits a transversal decomposition
[MDDT20, Definition 2.1]. We point out that similar concepts can be found, for instance
in [Fom94] under the name “graded graphs” or in [HO07, page 76] as a “stratification” of
a graph. We interpreted these graphs as qubit networks, in which each vertex represents
a spin. The spin-spin interaction is described by a given Hamiltonian operator. The
transversal decomposition of such a graph provides an auxiliary 1D chain. We interpret
this 1D chain in a similar manner as a 1D qubit chain, where the spin-spin interaction is
described by a given Jacobi matrix. In [DDMT19,MDDT20] we introduced a technique
on how to relate the qubit network on the graph and the auxiliary 1D chain. By doing
so, we were able to reduce some quantum systems on graphs to one-dimensional solvable
models. These methods have been applied successfully to analyze perfect quantum state
transfer on graphs. In particular, we were able to give an algorithm on how to design
Hamiltonians on a large class of graphs, such that a perfect quantum state transfer is
achieved. This result was established by reducing the perfect quantum state transfer to
the auxiliary 1D chain and subsequently lift the known results of the one-dimensional
case to the graph.
In this chapter, we extend our approach to classical nonlinear Hamiltonian systems. As
a particular example we consider the Toda lattice dynamics, which was first introduced
in [Tod67a,Tod67b] as a model of an infinite 1D-chain of particles with nearest-neighbor
interactions. It describes a simple one-dimensional crystal composed of particles that
interact by nonlinear forces [Tod81]. The corresponding equations of motion are formu-
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Figure 3.1: Hambly-Kumagai Diamond finite Z-graded graphs of level 3 and 4 with
uniformly bounded degree and the asymptotic similarity dimension dim = log 6log 4 , [KT04,
MT95,MT03,LP01].
. . . . . .
. . . . . .
. . . . . .
Figure 3.2: Three simple examples of infinite Z-graded graphs where our methods are
applicable.
lated as a classical Hamiltonian system, in which n ∈ Z corresponds to the n-th particle.








U(qZ(n+ 1, t)− qZ(n, t)). (3.1.1)
where q(n, t) defines the displacement at the moment t of the n-th particle from its
equilibrium position, p(n, t) represents the momentum and U(r) = e−r − 1 is a potential
function, which accounts for the exponential interactions. Note that the Hamiltonian
function defined in (3.1.1) is a rescaled variant of the original version introduced by M.
Toda. For details, the reader is referred to [Tes00, Chapter 12]. Toda’s seminal papers
in 1967 generated broad interest in both mathematics as well as physics communities.
Flaschka [Fla74b], Henon [H7́4] and Moser [Mos75] proved the complete integrability of
the Toda lattice (nonperiodic and periodic Toda lattices). Moreover, Flaschka [Fla74b]
and Manakov [Man75] introduced a change of variables and thereby reformulated the
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equations of motions of a Toda lattice as a Lax Pair [Lax68]. This gives rise to an time-
evolution on the vector space of real, symmetric, tridiagonal matrices which preserves
the spectrum of the initial data. Another prominent feature of Toda lattices, which is
connected to complete integrability, is the existence of soliton solutions.
We denote a graph by G = (V (G), E(G)), where V (G) and E(G) represent the set of
vertices and directed edges, respectively. We equip the set of vertices and edges with
measures,
µV : V (G)→ (0,∞), x 7→ µV (x), µE : E(G)→ (0,∞), (x, y) 7→ µE(x, y).
The potential energy term in the Hamiltonian function will be expressed in terms of the
graph edges. In this way, the particle interactions are reflected in the graph adjacency
relations. For a potential, we set a function U : R → R, which is assumed to be twice
continuously differentiable, i.e. U ∈ C2(R). A Hamiltonian function on a Z-graded graph









µE(x, y)U(∂qt(x, y)), (3.1.2)
where ∂qt(x, y) := q(y, t)−q(x, t), (x, y) ∈ E(G), see Definition 3.3.3. Having introduced
a Hamiltonian function on a graph, we then compute the corresponding equations of
motion. Subsequently, we rewrite the equations of motion as a flow in an appropriately
chosen Banach space. By doing so, and under the assumption that there exists δ > 0
such that µV (x) ≥ δ for all x ∈ V (G), we prove local in time existence and uniqueness of
solutions for the equations of motion in Theorem 3.3.5. We note that the considerations
so far are true for general graphs as there was no particular use of the Z-graded graph
definition. An essential aspect of Z-graded graphs, see Figures 3.1 and 3.2, is that they
admit a natural “radial direction”, which gives rise to the transversal decomposition
and the auxiliary 1D chain. We equip the Z-graded graph and the associated 1D chain
with the Hamiltonian functions (3.1.2) and (3.1.1), respectively. One of our main results
in section 3.3 is Theorem 3.3.8, which states that under the Assumption 3.2.8 on the
measures we can lift any solution corresponding to the Hamiltonian function (3.1.1) to a
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radial solution corresponding to the Hamiltonian function (3.1.2) in the sense of Definition
3.3.7. Theorem 3.3.8 provides a way to find soliton solutions on Z-graded graphs. Note
that this result is very general and does not make any explicit reference to the type of
the potential U , except the regularity assumption, U ∈ C2(R). Another implication of
Theorem 3.3.8 is that the radial solutions are locally stable in time, i.e., if the initial
value is taken in the subspace of radial functions, then the corresponding solutions stay
in this subspace. The stability of radial solutions will be used in the last section when
investigating the Lax pair formalism on Z-graded graphs. In Section 3.4, we specialize to
the case of Toda lattices. Using known results about the one-dimensional Toda lattice,
Corollary 3.4.4 extends the result in Theorem 3.3.8 and provides a global radial solution,
i.e., it exists for all t ∈ R. In particular, an N-soliton solution can be lifted with the
same argument to a radial solution on a Z-graded graph G.
The last section, Section 3.5, deals with the Lax pair formalism on Z-graded graphs. The
intuition behind our approach is the following. We transform the equations of motion for
the 1D chain via the Flaschka variables (see Definition 3.4.1). We obtain an equivalent
system of equations, which is a time evolution given by a Lax pair {L(t),J(t)}, namely
d
dt
J(t) = [L(t),J(t)] := L(t)J(t)− J(t)L(t), t ∈ R, (3.1.3)
where J(t) is an infinite Jacobi matrix and L(t) := [J(t)]+ − [J(t)]−, such that [J(t)]+
and [J(t)]− define the upper and lower triangular parts of J(t) respectively. In Theorem
3.2.12 we proved that under some assumptions each Jacobi matrix could be lifted to an
operator on a Z-graded graph. We call such an operator a lifted Jacobi matrix and denote
it by H(t). We raise the question of whether we can find a skew-adjoint operator LG(t)
acting on G such that
d
dt
H(t) = [LG(t), H(t)]. (3.1.4)
In such a case we can imply that the pair {LG(t),H(t)} satisfies the isospectral property.
We constructed an example showing that this is not always possible (see Theorem 3.5.5).
Our work is part of a long term study of mathematical physics on fractals and self-
similar graphs [BCD+08a,BCD+08b,ADT09,ADT10,ABD+12,ACD+19,Akk13,Dun12,
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ARKT16,HM19,DDMT19,Ram84,FS92], in which novel features of quantum processes
on fractals can be associated with the unusual spectral and geometric properties of fractals
compared to regular graphs and smooth manifolds.
The chapter is organized as follows. In Section 3.2 we develop tools how to lift operators
from a 1D chain to Z-graded graphs. Section 3.3 introduces classical Hamiltonian systems
on Z-graded graphs and provides existence and uniqueness statements for the equations
of motion. In Section 3.4 some of the known results of the one-dimensional Toda lattice
are lifted to Z-graded graphs. In Section 3.5 we provide an example showing that a Lax
pair formalism can not be lifted in general to a Z-graded graph G.
3.2 Lifting Operators to a Z-Graded Graph
In this section, we mostly extend our techniques developed in previous work [DDMT19,
MDDT20] to the case of infinite graphs. We follow [Fom94] and define a Z-graded graph.
We refer to the triple G = (V (G), E(G),Π) as a Z-graded graph, where
1. (V (G), E(G)) is a connected graph with a countable vertex set V (G) and an edge
set E(G),
2. Π : V (G)→ Z is a rank function,
3. for an edge (x, y) ∈ E(G), we have Π(y) = Π(x) + 1.
This definition is illustrated in Figures 3.1, 3.2 and 3.3. We call Π−1(n) the n-th
transversal layer. The graph G is said to admit a countable transversal decomposition,
V (G) = ⋃n∈Z Π−1(n).
Remark 3.2.1 The rank function is commonly denoted by ρ (see [Sta88, page 99]). Sim-
ilarly, the n-th transversal layer Π−1(n) is often called the n-th level of G (see [BO16, page
86]).
Given G = (V (G), E(G),Π) a Z-graded graph. We equip G with a measure, µV : V (G)→
[0,∞].
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Assumption 3.2.2 We assume µV (x) > 0 for all x ∈ V (G) and that the restriction of
µV to a transversal layer is a probability measure, i.e , µ(Π−1(n)) = 1, ∀ n ∈ Z.
We showed in [DDMT19,MDDT20] that a transversal decomposition V (G) = ⋃n Π−1(n)
relates the graph G in a natural way to an auxiliary 1D chain. The 1D chain in the case of
a Z-graded graph is simply the set of integers Z considered as a path graph (V (Z), E(Z))
with the vertex set V (Z) = Z and an edge set E(Z) = {(n− 1, n) : n ∈ Z}. The graph
G and the associated 1D chain Z are equipped with the following Hilbert spaces.








Similar to the set of vertices, the Z-graded graph structure induces a natural transversal
decomposition of the set of edges. We equip the set of edges with a measure µE : E(G)→
[0,∞], (x, y) 7→ µE(x, y).
Assumption 3.2.3 We assume µE(x, y) > 0 for all (x, y) ∈ E(G) and that the restric-
tion of µE to a transversal layer of edges is a probability measure.
We will consider functions defined on edges and therefore introduce the following Hilbert
spaces.
`2(E(G)) = {ψ : E(G)→ C | 〈ψ|ψ〉E <∞}, 〈ψ|ϕ〉E =
∑
(x,y)∈E(G)
ψ(x, y)ϕ(x, y)µE(x, y),
(3.2.3)
`2(E(Z)) = {ψ : E(Z)→ C | 〈ψ|ψ〉 <∞}, 〈ψ|ϕ〉 =
∑
(n,n+1)∈E(Z)
ψ(n, n+ 1)ϕ(n, n+ 1).
(3.2.4)
Let X be either V (G), V (Z), E(G) or E(Z), we denote the Banach spaces of bounded
functions on X by
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Definition 3.2.4 Given G = (V (G), E(G),Π) a Z-graded graph. The subspace of radial
functions is defined as `2rad(G) = {ψ ∈ `2(G) | ψ(x) = ψ(y) if Π(x) = Π(y)}. We denote
the projection of `2(G) onto `2rad(G) by Proj : `2(G) → `2rad(G). In addition, we define
the averaging operator as the following mapping




Remark 3.2.5 A simple computation shows that Proj is an orthogonal projection.
Proposition 3.2.6 The averaging operator P is bounded with ||P || = 1. Let P ∗ be the
adjoint operator of P , then P ∗ is given by P ∗ : `2(Z)→ `2(G), ϕ 7→ P ∗ϕ(x) = ϕ(Π(x)).
Moreover, `2rad(G) is a closed subspace of `2(G).
Proof. Using |Pψ(n)| ≤ ∑











Hence, ||Pψ||2 = 〈Pψ|Pψ〉 = ∑n∈Z |Pψ(n)|2 ≤ ∑n∈Z∑x∈Π−1(n) |ψ(x)|2µV (x) = 〈ψ|ψ〉G =
||ψ||2G and ||P || ≤ 1. Equality holds by choosing ψ, for example, to be one on a single
transversal layer and zero elsewhere. The second statement follows from [MDDT20,
Lemma 2.4, page 3]. We prove now that `2rad(G) is a closed subspace of `2(G). Let
ψ ∈ `2(G) and {ψm}m∈N ⊂ `2rad(G) such that limm→∞ ||ψm − ψ||G = 0. By the nonnega-





|ψm(x)− ψ(x)|2µV (x) = 0, ∀n ∈ Z . (3.2.7)
Recall Assumption 3.2.2, we have µV (x) > 0 for all x ∈ V (G). Equation (3.2.7) implies
for a fixed transversal layer n ∈ Z,
lim
m→∞
|ψm(x)− ψ(x)| = 0, ∀x ∈ Π−1(n). (3.2.8)
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Let x, y ∈ Π−1(n), note that ψm(x) = ψm(y) for all m ∈ N. We observe
|ψ(x)− ψ(y)| ≤ |ψ(x)− ψm(x)|+ |ψ(y)− ψm(y)|, ∀m ∈ N . (3.2.9)
Taking the limit of inequality (3.2.9) gives ψ(x) = ψ(y). Hence ψ ∈ `2rad(G).
We will use the following lemma frequently.
Lemma 3.2.7 Let Id`2(Z) : `2(Z)→ `2(Z) be the identity operator on `2(Z). Then
1. The range of P ∗ is `2rad(G).
2. KerP = `2rad(G)⊥ and KerP⊥ = `2rad(G)
3. PP ∗ = Id`2(Z)
4. P ∗P = Proj
Proof. It follows by a similar argument for the case of finite graphs in [MDDT20, Lemma
2.5, page 4]. The second statement of part (2) holds by KerP⊥ = `2rad(G) = `2rad(G) and
Proposition 3.2.6.
The following considerations are relevant for lifting the Lax pair formalism from the
auxiliary 1D chain to a Z-graded graph (see section 3.5). Let {a(n, n+ 1)}(n,n+1)∈E(Z) ∈
`∞(E(Z)) and {b(n)}n)∈V (Z) ∈ `∞(E(Z)). We denote an infinite Jacobi matrix by J
J : `2(Z)→ `2(Z), ϕ(n) 7→ a(n, n+ 1)ϕ(n+ 1) + b(n)ϕ(n) + a(n− 1, n)ϕ(n− 1),
(3.2.10)
We require that both sequences are real-valued and a(n, n + 1) 6= 0 for all n ∈ Z. The
Jacobi matrix J is bounded and self-adjoint on `2(Z).
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µE(x, y) = 1.
The assumption 3.2.8 arises naturally in the context of [ST19,AR18,AR19].
Definition 3.2.10 Let A : `2(G) → `2(G). If A reflects the adjacency relation of the
graph G, in the sense that its off-diagonal elements are zero whenever they correspond to
non-adjacent vertices, then we say A acts on G. Moreover, we define B : `2(Z)→ `2(Z)
such that B = PAP ∗. In this case we say, the operator A acts on G and lifts B.
An operator H acting on `2(G) is said to satisfy the Separation Ansatz if the following
holds.
Assumption 3.2.11 (Separation Ansatz) An bounded linear operator H : `2(G) →
`2(G) satisfies
1. H(KerP ) ⊂ KerP , i.e. the subspace KerP is invariant under H,
2. H(`2rad(G)) ⊂ `2rad(G), i.e. the subspace `2rad(G) is invariant under H.
Theorem 3.2.12 Given G = (V (G), E(G),Π) a Z-graded graph. Under the Assump-
tions 3.2.2, 3.2.3 and 3.2.8 for each bounded infinite Jacobi matrix J there exists an
operator H acting on G in the sense of Definition 3.2.10 such that
J = P HP ∗. (3.2.11)
Moreover, H can be directly computed with the formula (3.2.12), which satisfies the Sep-
aration Ansatz 3.2.11.
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Proof. We define H = [H(x, y)]x,y∈V (G) with the following matrix elements.
H(x, y) =

b(n) , if x = y and Π(x) = n,
µE(x,y)
µV (x) a(n, n+ 1) , if (x, y) ∈ E(G) and Π(x) = n,
µE(y,x)
µV (x) a(n− 1, n) , if (y, x) ∈ E(G) and Π(y) = n− 1,
0 , otherwise.
(3.2.12)
The matrix product HP ∗ has an intuitive meaning, namely, it adds all columns corre-
sponding to vertices in the same transversal layer to a single column. For example, let
x ∈ Π−1(n). Recall that the adjacent vertices of x are in Π−1(n+ 1). In other words, the
non-zero off-diagonal elements in the row corresponding to the vertex x are of the form
µE(x,y)
µV (x) a(n, n+ 1), where y ∈ Π





a(n, n+ 1) = a(n, n+ 1), (3.2.13)
where the equality holds, due to assumptions 3.2.8. A similar argument using the aver-
aging of rows instead of adding columns proves equation (3.2.12). To prove the second
statement, we show first that the subspace `2rad(G) is invariant under the matrix given
in (3.2.12). Let {nrad(x)}x∈V (G) be a basis vector of `2rad(G), such that the vector com-




1 , if x ∈ Π−1(n),
0 , otherwise.
(3.2.14)
A similar computation as in equation (3.2.13) shows that applying the matrix given in
(3.2.12) on nrad results in the following vector
(Hnrad)(x) =

a(n− 1, n) , if x ∈ Π−1(n− 1),
b(n) , if x ∈ Π−1(n),
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which is again in `2rad(G). To show that the subspace KerP is invariant under H, we
proceed similarly and consider the vector {n⊥(x)}x∈V (G), given by n⊥(x) = 0 for all
x /∈ Π−1(n) and satisfies the following condition
∑
x∈Π−1(n)
n⊥(x)µV (x) = 0. (3.2.16)
Last equation implies that n⊥ is orthogonal on `2rad(G), and hence n⊥ ∈ KerP due to










µE(x, y)n⊥(y) = 0. (3.2.17)






µV (x) n⊥(y)a(n− 1, n) , if x ∈ Π
−1(n− 1),
n⊥(x)b(n) , if x ∈ Π−1(n),∑
(y,x)∈E(G)
µE(y,x)




Equations (3.2.17) imply Hn⊥ ∈ KerP .
The definition of a Z-graded graph implies that two vertices x, y ∈ V (G) in the same
transversal layer can not be adjacent, i.e., (x, y) /∈ E(G). This would contradict Π(y) =
Π(x) + 1. The following mappings are useful.
Definition 3.2.13 Given G = (V (G), E(G),Π) a Z-graded graph we define the following
mappings.
1. The left-hand side degree mapping deg− : V (G)→ N is defined as follows. Assume
that x ∈ Π−1(n) for some n ∈ Z, then deg−(x) assigns the vertex x the number of
edges that connect x to vertices in Π−1(n− 1).
2. The right-hand side degree mapping deg+ : V (G)→ N is defined as follows. Assume
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x ∈ Π−1(n) for some n ∈ Z, then deg+(x) assigns the vertex x the number of edges
that connect x to vertices in Π−1(n+ 1).
In [DDMT19,MDDT20] we considered graphs with uniform transversal degrees, which is
a particular case of the following assumption.
Assumption 3.2.14 Let G = (V (G), E(G),Π) a Z-graded graph. For x1, y1, x2, y2 ∈
V (G) such that both x1, y1 and x2, y2 are adjacent, we set
µE(x1, y1) = µE(x2, y2), if Π(x1) = Π(x2) and Π(y1) = Π(y2).
Corollary 3.2.15 We impose the additional Assumption 3.2.14 in Theorem 3.2.12. Then
the lifted Jacobi matrix defined in (3.2.12) takes the form
H(x, y) =

b(n) , if x = y and Π(x) = n,
1
deg+(x)
a(n, n+ 1) , if (x, y) ∈ E(G) and Π(x) = n,
1
deg−(x)
a(n, n+ 1) , if (y, x) ∈ E(G) and Π(y) = n,
0 , otherwise.
(3.2.19)
Proof. The statement follows from a direct computation. Note that Assumption 3.2.14
implies µV (x) = deg+(x)µE(x, y), if (x, y) ∈ E(G) and µV (x) = deg−(x)µE(y, x) for
(y, x) ∈ E(G).
3.3 Classical Hamiltonian Systems on Z-Graded Graphs
In this section, we introduce a classical Hamiltonian system on Z-graded graphs. We
start with some preliminary notation and assumptions.
1. A vertex x ∈ V (G) corresponds to a particle, and µV (x) represents its mass.
2. Let x ∈ V (G), then q(x, t) defines the displacement of the x-th particle at the
moment t (displacement from its equilibrium position). We will utilize the notation
qt as an abbreviation for the sequence {q(x, t)}x∈V (G) and assume qt ∈ `∞(V (G))
for all t ∈ R.
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3. Similarly, let p(x, t) be the momentum of the x-th particle. The sequence pt =
{p(x, t)}x∈V (G) is assumed to be in `∞(V (G)) for all t ∈ R. Note that p(x, t) =
µV (x)q̇(x, t), where a superimposed dot indicates a derivative taken with respect to
time t.
4. We assume that R 3 t 7→ (qt, pt) ∈ `∞(V (G))⊕ `∞(V (G)) is continuously differen-
tiable.
5. We introduce the difference expression ∂ : `2(V (G)) → `2(E(G)), f 7→ ∂f , where
∂f(x, y) := f(y)− f(x), (x, y) ∈ E(G).
Definition 3.3.1 (U-potential) Let U : R → R be twice continuously differentiable,
i.e. U ∈ C2(R). The U-potential on a Z-graded graph G is defined as the sequence
U(∂qt) := {U(∂qt(x, y))}(x,y)∈E(G), i.e.
E(G) 3 (x, y) 7→ U(∂qt(x, y)) = U(q(y, t)− q(x, t))
Remark 3.3.2 Note that the sequence U(∂qt) = {U(∂qt(x, y))}(x,y)∈E(G) is bounded, i.e.
U(∂qt) ∈ `∞(E(G)). It follows by the continuity assumption on U and the boundedness
of qt.
Definition 3.3.3 (Classical Hamiltonian) For a given U-potential, we define a Hamil-









µE(x, y)U(∂qt(x, y)), (3.3.1)
where (qt, pt) ∈ `∞(V (G)) ⊕ `∞(V (G)). We compute the corresponding equations of
motion and obtain




µE(x, y)U ′(∂qt(x, y))−
∑
(y,x)∈E(G)
µE(y, x)U ′(∂qt(y, x))
(3.3.2)
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To rewrite the equations of motion (3.3.2) and (3.3.3) as a flow on the Banach space
`∞(V (G))⊕ `∞(V (G)), we introduce the vector field
X(qt, q̇t) :=



















 = X(qt, q̇t). (3.3.5)
Remark 3.3.4 Note that we will assume the existence of a δ > 0 such that µV (x) ≥ δ for




and hence q̇t ∈ `∞(V (G))
for all t ∈ R. By the continuity assumption on U ′ we can verify X(qt, q̇t) ∈ `∞(V (G))⊕
`∞(V (G)).
Theorem 3.3.5 We assume, there exists δ > 0 such that µV (x) ≥ δ for all x ∈ V (G).
Given an initial value (q0, q̇0) ∈ `∞(V (G)) ⊕ `∞(V (G)), there exists a unique integral
curve of X at (q0, q̇0), i.e.,
c : I → `∞(V (G))⊕ `∞(V (G)), t 7→ (qt, q̇t),
where I is an interval, 0 ∈ I, such that d
dt
c(t) = X(c(t)) ∀t ∈ I, and c(0) = (q0, q̇0).
Proof. The reader is referred to Lemma 4.1.6 (page 242), Lemma 4.1.9 (page 244) and
Theorem 4.1.11 (page 246) in [Abr]. It suffices to show that the vector field X is locally
Lipschitz. Observe that U ′ is locally Lipschitz due to the assumption U ∈ C2(R). Hence,
choose qt and q̃t such that
|U ′(∂qt(x, y))− U ′(∂q̃t(x, y))| ≤ K1|∂qt(x, y)− ∂q̃t(x, y)| (3.3.6)
holds for all (x, y) ∈ E(G). This implies, |U ′(∂qt(x, y)) − U ′(∂q̃t(x, y))| ≤ 2K1||qt −
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(x,y)∈E(G) µE(x, y) ≤ 1 and
∑
(y,x)∈E(G) µE(y, x) ≤ 1 (sum over y). Hence, 4K1δ ||qt −
q̃t||`∞(V (G)) provides an upper bound for the second component ofX. LetK = max{4K1δ , 1},
then
||X(qt, q̇t)−X(q̃t, ˙̃qt)|| ≤ K
(
||qt − q̃t||`∞(V (G)) + ||q̇t − ˙̃qt||`∞(V (G))
)
(3.3.7)
Example 3.3.6 The simplest Z-graded graph is Z itself considered as a path graph (V (Z), E(Z))
with the vertex set V (Z) = Z and an edge set E(Z) = {(n − 1, n) : n ∈ Z}. The iden-
tity function plays the role of the rank function Π. Each transversal layer contains a
single vertex, Π−1(n) = {n} and as a probability measure on a transversal layer, we
have µV (n) = 1 for each n ∈ Z. Similarly, we have µE(n, n + 1) = 1 for all edges
(n, n + 1) ∈ E(Z). Every function in `2(Z) is radial, i.e., `2rad(Z) = `2(Z) and definition








U(qZ(n+ 1, t)− qZ(n, t)). (3.3.8)
The equations of motion that govern this one-dimensional system are given by
ṗZ(n, t) = U ′(qZ(n+ 1, t)− qZ(n, t))− U ′(qZ(n− 1, t)− qZ(n, t)), q̇Z(n, t) = pZ(n, t).
(3.3.9)
For a given (qZ,0, q̇Z,0) ∈ `∞(V (Z)) ⊕ `∞(V (Z)), we apply Theorem 3.3.5 and solve the
equations of motion (3.3.9). For later use, we denote the solution by
cZ : I → `∞(V (Z))⊕ `∞(V (Z)), t 7→ cZ(t) := {qZ(n, t), q̇Z(n, t)}n∈Z, cZ(0) = (qZ,0, q̇Z,0).
(3.3.10)
We lift the curve cZ given in (3.3.10) to a Z-graded graph G in the following sense.
Definition 3.3.7 Let P ∗ be the adoint of the averaging operator P . We lift the one-
dimensional solution given in (3.3.10) to a radial curve crad : I → `∞(V (G))⊕ `∞(V (G))
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defined by
t 7→ crad(t) := {P ∗(qZ(., t))(x), P ∗(q̇Z(., t)(x)}x∈V (G). (3.3.11)
Note that crad(0) = {P ∗(qZ(., 0))(x), P ∗(q̇Z(., 0)(x)}x∈V (G) = (P ∗(qZ,0), P ∗(q̇Z,0)). It is
easily seen that crad(t) ∈ `∞rad(V (G)) ⊕ `∞rad(V (G)) for all t ∈ I, as the range of P ∗ is
`2rad(G) (see Lemma 3.2.7).
Theorem 3.3.8 Under the Assumption 3.2.8 the curve crad(t), defined in (3.3.11) on
an interval I 3 0, uniquely solves the initial value problem given in equation (3.3.5), i.e
d
dt
crad(t) = X(crad(t)) for all t ∈ I, and crad(0) = (P ∗(qZ,0), P ∗(q̇Z,0)). In particular, if
c(t) is a solution of the initial value problem and c(0) ∈ `∞rad(V (G)) ⊕ `∞rad(V (G)), then
c(t) ∈ `∞rad(V (G))⊕ `∞rad(V (G)) for all t ∈ I.
Proof. Let x ∈ Π−1(n), then ∂P ∗(qZ(., t))(x, y) := P ∗(qZ(., t))(y) − P ∗(qZ(., t))(x) =
qZ(n+ 1, t)− qZ(n, t). In particular,
U ′(∂P ∗(qZ(., t))(x, y)) = U ′(qZ(n+ 1, t)− qZ(n, t)). (3.3.12)
Assumptions 3.2.8 gives 1 = 1
µV (x)
∑











U ′(∂P ∗(qZ(., t))(y, x)) = U ′(qZ(n− 1, t)− qZ(n, t)). (3.3.14)
Hence, this shows that the second component in the vector field (3.3.4) is equivalent to
the right-hand side of the first equation in (3.3.9). To verify the left-hand side, note that
q̇Z(n, t) = pZ(n, t).
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3.4 Toda Lattices on Z-Graded Graphs
Our primary goal is to extend the definition of a one-dimensional Toda lattice to a Z-
graded graph G. To this end, we introduce the Flaschka’s variables [Fla74a, Fla74b].
These variables represent a transformation of the phase space variables (qt, pt) to coordi-
nates, which give the dynamics in the Lax pair formalism.















, (x, y) ∈ E(G), (3.4.1)
b(x, t) := − p(x, t)2µV (x)
, x ∈ V (G). (3.4.2)
Due to the continuity of U ′ as well as boundedness of qt and pt, we imply at = {at(x, y)}(x,y)∈E(G) ∈
`∞(E(G)) and bt = {b(x, t)}x∈V (G) ∈ `∞(V (G)). We call at and bt Flaschka’s variables.
Proposition 3.4.2 We assume that the restriction of U ′ to its range, i.e., U ′|range(U ′) :
range(U ′)→ R is injective. In the Flaschka’s variables, the equations of motion (3.3.2)
and (3.3.3) take the form
ȧt(x, y) = −
1
2U












U ′[2(U ′)−1(2at(x, y))].
(3.4.4)
Proof. Note that equation (3.3.3) implies q̇(x,t)2 =
p(x,t)
2µV (x) = −b(x, t). We observe that
at(x, y) ∈ range(U ′) and hence equation (3.4.1) is equivalent to ∂qt(x,y)2 = (U ′)−1 (2at(x, y)).












′′◦(U ′)−1(2at(x, y)) (b(y, t)− b(x, t)) .
(3.4.5)
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Using ∂bt(x, y) = b(y, t) − b(x, t) implies equation (3.4.3). Similarly, we differentiate
equation (3.4.2) with respect to t and substitute equation (3.3.2). We obtain













We observe U ′(∂qt(x, y)) = U ′[2(U ′)−1(2at(x, y))] and hence imply equation (3.4.4).
In our investigations on Hamiltonians of particle systems with exponential interactions
we follow [Tes00, Chapter 12] and introduce the potential
U(r) := e−r − 1. (3.4.7)
Note that the potential defined in (3.4.7) is a rescaled variant of the original potential
introduced by M. Toda. For details the reader is referred to [Tes00, page 223]. A Toda






















q̇(x, t) = p(x, t)
µV (x)
. (3.4.10)
The same equation when expressed in the Flaschka coordinates are given by

ȧt(x, y) = at(x, y)(b(y, t)− b(x, t)),
ḃ(x, t) = ∑(x,y)∈E(G) µE(x,y)µV (x) 2a2t (x, y)−∑(y,x)∈E(G) µE(y,x)µV (x) 2a2t (y, x).
(3.4.11)
Example 3.4.3 (Continuation of Example 3.3.6) The Hamiltonian HZ(q, p) in this
case describes nothing else but the one-dimensional Toda lattice [Tes00, Equation (12.3),
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page 223]. The equations of motion are transformed into the following form

ȧZ,t(n, n+ 1) = aZ,t(n, n+ 1)(bZ(n+ 1, t)− bZ(n, t)),
ḃZ(n, t) = 2a2Z,t(n, n+ 1)− 2a2Z,t(n− 1, n).
(3.4.12)
Reformulating equations (3.4.12) as a Lax Pair and employing arguments from the inverse
spectral theory, one can write the general N-soliton solution [Tes00, Equation (12.16),
page 225],
qN(n, t) = q0 − ln
det(I + CN(n, t))











and κj, γj > 0, σj ∈ {±1}.
Corollary 3.4.4 Let U be a Toda potential given in (3.4.7). For such a potential, the
solution given in Theorem 3.3.8 is global, i.e., it exists for all t ∈ R. Moreover, we lift the
N-soliton solution {qN(n, t)}n∈Z given in (3.4.13) to a radial solution on a Z-graded graph
G in the sense of definition 3.3.7. We set qG,N : R→ `∞(V (G))⊕ `∞(V (G)), qG,N(t) :=
{P ∗(qN(., t))(x), P ∗(q̇N(., t)(x)}x∈V (G). Then qG,N defines an N-soliton solution on the
Z-graded graph G.
Proof. The first statement follows by [Tes00, Theorem 12.6, page 232]. The second state-
ment is verified with a similar argument as in the proof of Theorem 3.3.8.
Example 3.4.5 (Figure 3.3) We consider the simplest nontrivial infinite Z-graded graph
G displayed in Figure 3.3 on page 61. As indicated in the figure, we denote the ver-
tices by V (G) = {. . . ,−2,−1, 0w1, 0w2, 1, 2, . . . }. The transversal layers are Π−1(0) =
{0w1, 0w2} and Π−1(n) = {n} ∀n ∈ Z \{0}. For the measure, we have µV (x) = 1 for
x ∈ V (G)\{0w1, 0w2} and we set µV (x) = 12 for x ∈ {0w1, 0w2}. The corresponding
averaging operator P , its adjoint P ∗, and the projector Proj are computed and given in
the appendix. Similarly, for the measure on the edges, we have µE(n, n + 1) = 1 for all
n ∈ Z \{0,−1} and we set µE(−1, 0w1) = µE(−1, 0w2) = µE(0w1, 1) = µE(0w2, 1) = 12 .
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In particular, the assumptions 3.2.8 are satisfied, i.e.
µV (−1) = µE(−1, 0w1) + µE(−1, 0w2), µV (0wi) = µE(0wi, 1),
µV (1) = µE(0w1, 1) + µE(0w2, 1), µV (0wi) = µE(−1, 0wi),
for i ∈ {1, 2}. A direct computation of the equations of motion (3.4.11) expressed in the
Flaschka coordinates gives for n ∈ Z \{−1, 0, 1}

ȧt(n, n+ 1) = at(n, n+ 1)(b(n+ 1, t)− b(n, t)),
ḃ(n, t) = 2a2t (n, n+ 1)− 2a2t (n− 1, n).
(3.4.15)
For the vertices −1, 1, we obtain

ȧt(−1, 0wi) = at(−1, 0wi)(b(0wi, t)− b(−1, t)),
ḃ(−1, t) = a2t (−1, 0w1) + a2t (−1, 0w2)− 2a2t (−2,−1),
(3.4.16)

ȧt(1, 2) = at(1, 2)(b(2, t)− b(1, t)),
ḃ(1, t) = 2a2t (1, 2)− a2t (0w1, 1)− a2t (0w2, 1),
(3.4.17)
with i ∈ {1, 2}. Similarly, for the vertices 0wi, we have

ȧt(0wi, 1) = at(0wi, 1)(b(1, t)− b(0wi, t)),
ḃ(0wi, t) = 2a2t (0wi, 1)− 2a2t (−1, 0wi).
(3.4.18)
with i ∈ {1, 2}.
. . . . . .G −4 −3 −2 −1
0w1
0w2
1 2 3 4
. . . . . .Z −4 −3 −2 −1 0 1 2 3 4
Figure 3.3: The simplest nontrivial infinite Z-graded graph G and its projection on
Π(G) = Z.
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3.5 Non-existence of Lifted Lax Pairs
The Lax approach starts with the observation that we can find two time-dependent




J(t) = [L(t),J(t)] := L(t)J(t)− J(t)L(t), t ∈ R . (3.5.1)
is equivalent to (3.4.12). The J(t) is the infinite Jacobi matrix,
J(t) : `2(Z)→ `2(Z), ϕ(n) 7→ aZ,t(n, n+1)ϕ(n+1)+bZ(n, t)ϕ(n)+aZ,t(n−1, n)ϕ(n−1),
(3.5.2)
and L(t) := [J(t)]+− [J(t)]−, where [J(t)]+ and [J(t)]− define the upper and lower trian-
gular parts of J(t) respectively. Equation (3.5.1) is called the Lax equation corresponding
to {L(t),J(t)} and we refer to L(t) and {L(t),J(t)} as a Lax operator and a Lax Pair, re-
spectively. A crucial aspect of the Lax method is that the dynamics of the system (3.5.1)
evolve J(t) in such a way that its spectrum is invariant. For this choice {L(t),J(t)}, it
can be shown that the Lax equation (3.5.1) indeed reproduces (3.4.12). Note that L(t) is
skew-adjoint for t ∈ R. We lift J(t) to an operator on the Z-graded graph G in the sense
of Definition 3.2.10. We impose Assumption 3.2.8 on the measures µV and µE to justify
this lift (see Theorem 3.2.12). Let {H(t)}t∈R be a family of lifted Jacobi operators on G.
Definition 3.5.1 The radial Lax operator on G is defined as Lrad(t) : `2(G) → `2(G),
Lrad(t) := P ∗L(t)P .
Proposition 3.5.2 Let {H(t)}t∈R be a family of lifted Jacobi operators. Suppose that
Assumption 3.2.11 (Separation Ansatz) holds for each H(t) and that J(t) satisfies the
Lax equation (3.5.1). Then, the following equation holds for all t ∈ R.
d
dt
H(t)Proj = [Lrad(t), H(t)]. (3.5.3)
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H(t)P ∗ = d
dt
J(t) = L(t)J(t)− J(t)L(t),
= P (P ∗L(t)P )Proj (P ∗ J(t)P )P ∗ − P (P ∗ J(t)P ) (P ∗L(t)P )ProjP ∗,
= P (Lrad(t)Proj) (H(t)Proj)P ∗ − P (H(t)Proj) (Lrad(t)Proj)P ∗,
= P [Lrad(t)Proj, H(t)Proj]P ∗. (3.5.4)
The second equality holds as J(t) satisfies the Lax equation (3.5.1). The third equality
holds by Lemma 3.2.7, (range(P ∗) = `2rad(G)). The fourth equality holds asH(t) satisfies
the assumption 3.2.11 (Separation Ansatz) and the following observation P ∗ J(t)P =
P ∗P H(t)P ∗P = ProjH(t)Proj = H(t)Proj. We right-multiply the equation (3.5.4)




H(t)Proj = P [Lrad(t)Proj, H(t)Proj]. (3.5.5)
Hence, for an arbitrary ϕ ∈ `2(G), we have d
dt
H(t)Proj ϕ− [Lrad(t)Proj, H(t)Proj] ϕ ∈
KerP . On the other hand, we can verify that d
dt
H(t)Proj ϕ−[Lrad(t)Proj, H(t)Proj] ϕ ∈
`2rad(G), therefore ddt H(t)Proj = [Lrad(t)Proj, H(t)Proj]. Recall `2(G) = `2rad(G) ⊕
KerP and define Proj⊥ : `2(G)→ KerP . As Lrad(t)Proj⊥ = 0, it follows
[Lrad(t)Proj⊥, H(t)] = 0.
Moreover, the Assumption 3.2.11 implies [Lrad(t)Proj, H(t)Proj⊥] = 0.
As a consequence of the skew-adjointness of L(t), we have
Lemma 3.5.3 Lrad(t) is a skew-adjoint bounded operator for all t ∈ R.
Proof. The boundedness follows by the boundedness of L(t). Moreover, we have 〈Lrad(t)ψ|ϕ〉G =
〈L(t)Pψ|Pϕ〉 = −〈Pψ|L(t)Pϕ〉 = −〈ψ|Lrad(t)ϕ〉G, ∀ ψ, ϕ ∈ `2(G).
63
CHAPTER 3. TODA LATTICES ON WEIGHTED Z-GRADED GRAPHS












In particular, we raise the question of whether we can find a skew-adjoint operator L⊥(t)
such that d
dt
H(t)(I − Proj) = [L⊥(t), H(t)]. In such a case, equation (3.5.6) would give
d
dt
H(t) = [LG(t), H(t)], where we set LG(t) = Lrad(t) + L⊥(t) and consequently imply
that the pair {LG(t),H(t)} satisfies the isospectral property. The following example
shows that this is not always possible.
Example 3.5.4 (Continuation of Example 3.4.5) The assumption 3.2.14 holds. Us-
ing Corollary 3.2.15, we compute the lifted Jacobi operator H. The operator H is al-
most identical with J, except at the rows and columns corresponding to the vertices
{−1, 0w1, 0w2, 1}. The corresponding submatrix is indicated inside a rectangle in the










. . . bZ(−2, t) aZ,t(−2,−1) 0 0 0 0 0 . . .
. . . aZ,t(−2,−1) bZ(−1, t) aZ,t(−1,0)2
aZ,t(−1,0)
2 0 0 0 . . .
. . . 0 aZ,t(−1, 0) bZ(0, t) 0 aZ,t(0, 1) 0 0 . . .
. . . 0 aZ,t(−1, 0) 0 bZ(0, t) aZ,t(0, 1) 0 0 . . .
. . . 0 0 aZ,t(0,1)2
aZ,t(0,1)
2 bZ(1, t) aZ,t(1, 2) 0 . . .
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We compute d
dt








. . . ḃZ(−2, t) ȧZ,t(−2,−1) 0 0 0 0 . . .
. . . ȧZ,t(−2,−1) ḃZ(−1, t) ȧZ,t(−1,0)2
ȧZ,t(−1,0)
2 0 0 . . .
. . . 0 ȧZ,t(−1, 0) ḃZ(0,t)2
ḃZ(0,t)
2 ȧZ,t(0, 1) 0 . . .
. . . 0 ȧZ,t(−1, 0) ḃZ(0,t)2
ḃZ(0,t)
2 ȧZ,t(0, 1) 0 . . .
. . . 0 0 ȧZ,t(0,1)2
ȧZ,t(0,1)
2 ḃZ(1, t) ȧZ,t(1, 2) . . .








The radial Lax operator on G is directly computed via Lrad(t) = P ∗L(t)P (see section
3.6.2). We obtain the following matrix elements for the commutator [Lrad,H]. Note that
we restrict ourselves to the submatrix corresponding to the vertices {−1, 0w1, 0w2, 1}.
2aZ,t(−1, 0)2 − 2aZ,t(−2,−1)2 aZ,t(−1,0)2 (bZ(0, t)− bZ(−1, t))
aZ,t(−1,0)
2 (bZ(0, t)− bZ(−1, t)) 0
aZ,t(−1, 0)(bZ(0, t)− bZ(−1, t)) aZ,t(0, 1)2 − aZ,t(−1, 0)2 aZ,t(0, 1)2 − aZ,t(−1, 0)2 ∗
aZ,t(−1, 0)(bZ(0, t)− bZ(−1, t)) aZ,t(0, 1)2 − aZ,t(−1, 0)2 aZ,t(0, 1)2 − aZ,t(−1, 0)2 ∗
0 aZ,t(0,1)2 (bZ(1, t)− bZ(0, t))
aZ,t(0,1)
2 (bZ,t(1, t)− bZ,t(0, t)) ∗
Comparison of matrix elements from d
dt
HProj with [Lrad,H], we obtain a system of
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equations that indeed reproduce the equations of motion (3.4.15), , (3.4.17) and (3.4.18)
with radial initial data, i.e.,
at(−1, 0w1)|t=0 = at(−1, 0w2)|t=0, at(0w1, 1)|t=0 = at(0w2, 1)|t=0, b(0w1, t)|t=0 = b(0w2, t)|t=0.
This is a consequence of Theorem 3.3.8 and can be directly verified when simplifying the
notation in equations (3.4.15), (3.5.4), (3.4.17) and (3.4.18). To this end, we set
• aZ,t(−1, 0) := at(−1, 0w1) = at(−1, 0w2),
• aZ,t(0, 1) := at(0w1, 1) = at(0w2, 1),
• bZ(0, t) := b(0w1, t) = b(0w2, t).
• aZ,t(n, n+ 1) := at(n, n+ 1) for n ∈ Z \{−1, 0}
• bZ(n, t) := b(n, t) for n ∈ Z \{0}
We turn back now to our original question: Can we find a skew-adjoint operator L⊥(t)
such that d
dt
H(t)(I−Proj) = [L⊥(t), H(t)]? If the answer is in the affirmative, then the
isospectral property will imply that the H(t)-spectrum is t-independent, i.e., σ(H(t)) =
σ(H(0)). But this is not true in general.
Theorem 3.5.5 Let H be the operator given in (3.5.7) acting on G and lifting J (given
in 3.5.2) in the sense of Definition 3.2.10. Then any isospectral dynamic of H(t) will
impose the constraint d
dt
b(0, t) = 0.
Proof. It is sufficient to investigate the restriction of H(t) to the subspace KerP (Due
to Corollary 3.2.15, H(t) satisfies the Separation Ansatz, i.e., Assumption 3.2.11). For a
vertex x ∈ V (G), the vector ex corresponds to
ex =

1 on vertex x
0 on V (G)\{x}.
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Now, it can be shown that KerP = span{ e0w1 − e0w2 }. We compute










. . . 0 0 0 0 0 0 . . .
. . . 0 0 0 0 0 0 . . .
. . . 0 0 b(0,t)2 −
b(0,t)
2 0 0 . . .
. . . 0 0 − b(0,t)2
b(0,t)
2 0 0 . . .
. . . 0 0 0 0 0 0 . . .










and obtain for the restriction H⊥(t) = H |KerP , H⊥(t) : KerP → KerP, v 7−→ b(0, t)v.
Then we have spectrum of H⊥(t),
σ(H⊥(t)) = {b(0, t)}. (3.5.8)
Hence, achieving isospectrality would impose the constraint d
dt
b(0, t) = 0.
In terms of physics, this constraint means that the momenta of the particles at the vertices
0w1 and 0w2 are time-independent. Moreover, the interactions between the particles at
0w1 and 0w2 and the particles at the vertices −1 and 1 are equal at all times,
aZ,t(−1, 0) = aZ,t(0, 1).
Note that the constraint d
dt
b(0, t) = 0 implies d
dt
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3.6 Matrices
3.6.1 The averaging operator P , its adjoint P ∗ and the projector
Proj for Example 3.4.5
The averaging operator P (see Definition 3.2.4), its adjoint P ∗ (see Proposition 3.2.6),
orthogonal projection Proj onto the subspace of radial functions `2rad(G) (see Definition










. . . 1 0 0 0 0 0 . . .
. . . 0 1 0 0 0 0 . . .
. . . 0 0 12
1
2 0 0 . . .
. . . 0 0 0 0 1 0 . . .
. .















. . . 1 0 0 0 . . .
. . . 0 1 0 0 . . .
. . . 0 0 1 0 . . .
. . . 0 0 1 0 . . .
. .

















. . . 1 0 0 0 0 0 . . .
. . . 0 1 0 0 0 0 . . .
. . . 0 0 12
1
2 0 0 . . .
. . . 0 0 12
1
2 0 0 . . .
. . . 0 0 0 0 1 0 . . .
. .









3.6.2 The radial Lax operator Lrad(t) for Example 3.4.5
Recall L(t) := [J(t)]+ − [J(t)]−, where [J(t)]+ and [J(t)]− define the upper and lower
triangular parts of J(t) respectively. The corresponding radial Lax operator on G is is
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. . . 0 aZ,t(−2,−1) 0 0 0 0 . . .
. . . −aZ,t(−2,−1) 0 aZ,t(−1,0)2
aZ,t(−1,0)
2 0 0 . . .
. . . 0 −aZ,t(−1, 0) 0 0 aZ,t(0, 1) 0 . . .
. . . 0 −aZ,t(−1, 0) 0 0 aZ,t(0, 1) 0 . . .
. . . 0 0 −aZ,t(0,1)2 −
aZ,t(0,1)
2 0 aZ,t(1, 2) . . .









The radial Lax operator Lrad(t) is almost identical with L(t), except at the rows and
columns corresponding to the vertices {−1, 0w1, 0w2, 1}. The corresponding submatrix is
indicated inside a rectangle in the middle of the matrix.
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4 | Discretization of the Koch Snowflake Domain with
Boundary and Interior Energies
4.1 Introduction
Our main objective in this chapter is to investigate a discrete version of the eigenvalue
problem ∆u = λu on the Koch snowflake domain, which we denote by Ω. To this end,




(∇u)2dL2 + E ∂Ω(u|∂Ω),
where L2 is the usual Lebesgue measure on R2 and E ∂Ω denotes the Kusuoka-Kigami
Dirichlet form on the Koch snowflake boundary ∂Ω. The novelty of this approach by
comparison with past work [FLV95, GN13, Lap91, LNRG96, LP95, SW19] is that both
the Euclidean interior and the fractal boundary carry non-trivial Dirichlet forms. We
approximate the Dirichlet form E by a sequence of discrete energies E n (Theorem 4.4.1).
This is done by inductively constructing trianguations of Ω = Ω ∪ ∂Ω, the edges of
which are then treated as a sequence of finite planar graphs Γn equipped with a discrete
energy E n and measure mn, and hence an inner product 〈·, ·〉. We then define a discrete
Laplacian Ln such that
E n(u, v) = −〈Lnu, v〉n . (4.1.1)
Note that Ln takes into account both the interior Ω and fractal boundary ∂Ω. Our
approach is related to several recent works on diffusion problems involving fractal mem-
branes [Lan02, CL14, LV14]. Moreover, it can be viewed as a generalization of work of
Lapidus et. al. [LNRG96] on the eigenstructure of the Dirichlet Laplacian on Ω. Indeed,
our numerical results on the spectra of Ln are closely related to those for a discretiza-
tion of the eigenvalue problem ∆u = λu with Dirichlet boundary conditions due to a
localization phenomenon that will be explored in Section 4.5.
One of the main goals of this project is to investigate the impact of the fractal boundary
on the eigenmodes of Ln. This problem is of general interest, particularly in physics
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where questions like “How do ocean waves depend on the topography of the coastlines?”
and “How do trees and wind interact?” have already been studied. For these and more
examples the reader is referred to [SG93,SGM91] and references therein. We note in par-
ticular that Sapoval [Sap89] conducted an experimental investigation of acoustic vibration
modes of with soap bubbles placed on fractal drums, and made the striking observation
that the fractal boundary causes some low-frequency wave modes to localize. Placing a
soap bubble on the fractal boundary of a drum is mathematically equivalent to imposing
Dirichlet boundary conditions; our situation is somewhat different, in that our model
allows for non-trivial boundary energy, but nevertheless we find significant localization
effects, which may be summarized as follows:
• The eigenvalue counting function has two regimes with different scaling. The thresh-
old for the change in regimes is approximately the largest eigenvalue of the Dirichlet
Laplacian on Ω.
• Eigenfunctions with eigenvalues of Ln below the threshold are not localized.
• Eigenfunctions with eigenvalues of Ln above the threshold begin to show localization
near ∂Ω. As the eigenvalue increases, so does this localization.
• Eigenfunctions corresponding to eigenvalues of Ln that are significantly above the
threshold are strongly localized on ∂Ω.
A class of boundary-localized high-frequency eigenmodes known as whispering-gallery
modes are well-understood for convex domains, though an analytic explanation for their
appearance in more general domains is not yet known [GN13]. However, our boundary
modes do not seem to be whispering gallery modes, or any other known class of localized
high-frequency modes. Rather, they appear to arise because the boundary part of the
Dirichlet form and the interior part have different scalings and hence interact only weakly.
An elementary way to see that such modes should appear in our model is given using a
variant of the landscape map of Filoche and Mayboroda [FM97,ADF+19] in Section 4.6.
The results given here are part of a long term study that aims to provide robust compu-
tational tools to address, in a fractal setting, a number of linear and nonlinear problems
arising from physics [GDG+00, BCP04, AM99, Akk13, Dun12, ADT10]. The physics of
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magnetic fields, and of vector equations more generally, are particularly challenging on
fractal spaces. Moreover, a discretization of the type considered here is expected to
be essential in studying quantum walks [ABM10,Ord83, APSS12, ADZ93, Kem03]. On
the abstract mathematical side, our work is related to [AST06,AST07,HKM18,CAV14,
CLV+18, BCH+17, RT10, HR16, HT13, SST13, ADS13, FS12, Mos97, Mos94] and to the
classical Venttsel’s problem [AN00,Ven59].
The chapter is organized as follows. Section 4.2, follows the treatment in [HLTV18] to
introduce a Dirichlet form on the Koch snowflake. In Section 4.3 we give the Dirichlet form
on the snowflake domain and discuss some of its properties, such as the Hölder continuity
and uniform approximation of eigenfunctions. In Section 4.4 we construct a triangular
grid to approximate the Koch snowflake domain and introduce the discrete Laplacian Ln.
Section 4.5 is concerned with our algorithm and numerical results, including the existence
of boundary-localized eigenfunctions and their effect on the eigenvalue counting function.
Finally, in Section 4.6 we show that the localized eigenfunctions Ln can be predicted
numerically using a variant of an argument from [FM97].
4.2 Dirichlet form on the Koch snowflake
The Koch snowflake and the associated snowflake domain are well-known. Here we intro-
duce some notation and foundational results for our analysis, following [HLTV18]. Let
















The Koch curve is the unique nonempty compact subsetK of C such thatK = ⋃4i=1 Fi(K).
It can be approximated by a sequence of finite graphs for which the following notation is
convenient.
Definition 4.2.1 Let S = {1, 2, 3, 4}. We define W = SN and call ω ∈ W an infinite
word. Similarly, a finite word of length n ∈ N is w ∈ Sn; we write |w| = n for its length.
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We write Fw := Fwn ◦ . . . ◦ Fw1 , where w = w1 . . . wn ∈ Sn and introduce finite graphs
approximating the Koch curve as follows.









We consider the points of Vn(K) as vertices of a graph in which adjacency, denoted by
p ∼n q, means that there is a word w of length n such that p, q ∈ Vw(K).
On each of these graphs we define a graph energy for u : V∗(K)→ R by









(u(q)− u(p))2 . (4.2.1)
Following the general treatment in [Kig01], to which we refer for all omitted details,
we see that {E (n)K (u)} is nondecreasing, so E (u) = limm→∞ Em(u) is well-defined; set-
ting its domain to be {u : V∗(K) → R | E K(u) < ∞} one obtains a resistance
form. This non-negative definite, symmetric quadratic form extends to D (E K) := {u ∈
C (K) | E K(u|V∗) <∞}, where C (K) is the space of continuous functions on K. There
is a resistance metric R(x, y) on K defined from E K and with the property that points
x, y ∈ Vn with x ∼n y have R(x, y) comparable to 4−n, and thus R(x, y) is bi-Hölder to
the Euclidean metric on K with R(x, y)  |x− y|
log 4
log 3 . There is a resistance estimate for
f ∈ D (E K)
|f(x)− f(y)|2 ≤ R(x, y) E K(f) (4.2.2)
so in particular these functions are log 2log 3 -Hölder in the Euclidean metric, see also [FL04,
Corollary 4.8].
Continuing our use of results from [Kig01], we see that if equip the Koch curve with the
standard Bernoulli probability measure µK , i.e. the self-similar measure with weights
{µi}4i=1 and µi = 14 for i ∈ {1, 2, 3, 4} then (D (E K),E K) gives a strongly local regular
Dirichlet form on L2(K,µK).
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A particular collection of functions in D(E K) of E K will be useful in what follows. A
function h on K is called harmonic if it minimizes the graph energies E (n)K (h) for all n ≥ 1.
It is called piecewise harmonic at scale n if it is harmonic on the complement of Vn, or
equivalently if h ◦ F−1w is harmonic for each word w of length n. Piecewise harmonic
functions are uniform-norm dense in C (K) and dense in D(E K) with respect to the norm(
||u||2L2(K,µK) + E K(u)
)1/2
.
As in [FL04], we transfer the above definitions for the Koch curve to the boundary of the
snowflake domain Ω in a the obvious manner. Write the boundary ∂Ω as a union ∪jKj
of three congruent copies of K. Specifically, let Kj = ϕj(K) where ϕj is the Euclidean
translation and rotation such that 0 7→
√
3ei(4j−3)π/6 and 1 7→
√
3ei(4j+1)π/6.
Definition 4.2.3 The boundary energy and its domain are defined by:
D (E ∂Ω) :=
{
u : ∂Ω→ R | u|Ki ◦ ϕ−1i ∈ D(E K), i = 1, . . . , 3
}
,
E ∂Ω(u) := E K(u|K1 ◦ ϕ−11 ) + E K(u|K2 ◦ ϕ−12 ) + E K(u|K3 ◦ ϕ−13 ) if u ∈ D(E ∂Ω).
We then let
µ(·) := µK(ϕ−11 (·)) + µK(ϕ−12 (·)) + µK(ϕ−13 (·)) (4.2.3)
so that (E ∂Ω,D (E ∂Ω)) is a strongly local Dirichlet form on L2(∂Ω, µ). Since µK(K) = 1
we have µ(∂Ω) = 3.
4.3 Dirichlet form on the snowflake domain
We wish to consider a Dirichlet form on Ω that incorporates our form E ∂Ω as well as the
classical Dirichlet energy on Ω. The latter is, of course, simply

Ω |∇f |2 dL2, where L2 is
Lebesgue measure. The domain is the Sobolev space H1. The fact that a nice Dirichlet
form of this type exists depends on results of Wallin [Wal91] and Lancia [Lan02], which
we briefly summarize.
The trace of H1(Ω) to ∂Ω is well defined and can be identified with a Besov space B, the
details of which will not be needed here [Wal91]. Moreover, the kernel of the trace map is
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H10 (Ω), the H1-closure of C∞ functions with compact support in Ω. The domain D (E ∂Ω)
can be identified with a closed subspace of B, and there is a bounded linear extension
operator from D (E ∂Ω) to H1(Ω), see [Lan02]. Writing u|∂Ω for the trace of u we see that
the following defines a Hilbert space and inner product, see [LV14, Proposition 3.2].
W (Ω, ∂Ω) = {u ∈ H1(Ω) : u|∂Ω ∈ D (E ∂Ω)}
〈u, v〉V (Ω,∂Ω) = 〈u, v〉H1(Ω) + E ∂Ω(u|∂Ω, v|∂Ω) + 〈u|∂Ω, v|∂Ω〉L2(∂Ω,µ).
One consequence of the preceding is that if we let m = L2|Ω +µ|∂Ω where L2 is Lebesgue




(∇u)2dL2 + c0 E ∂Ω(u|∂Ω). (4.3.1)
with domain W (Ω, ∂Ω)) in L2(Ω,m) is a Dirichlet form.
Another consequence that will be significant in the next section is that W (Ω, ∂Ω)) may
be written as the sum of H10 (Ω) and the subspace of H1(Ω) obtained by the extension
operator from D (E ∂Ω). In this context it is useful to describe an explicit extension
operator given in [HLTV18] as the “second proof” of their Theorem 6.1, and to extract
some further features of the extension and their consequences. We refer to [HLTV18] for
a more detailed exposition of the construction, including diagrams of the hexagons and
the triangulation.
The extension operator for a function f on ∂Ω is defined as follows. There is an induction
over n = 0, 1, 2, . . . that defines an exhaustion of Ω by regular hexagons of sidelength 3−n
which meet only on edges. As the induction proceeds, each new hexagon is subdivided
into 6 equilateral triangles meeting at the center and a piecewise linear function is defined
on each triangle by linear interpolation of the values at the vertices. The value at the
center of the hexagon is defined to be the average of its vertices, and the induction is
such that the hexagon vertices either lie on edges of the triangles from the previous
stage of the construction, which provides the values at these points, or lie on ∂Ω. In the
latter case the values of f are used at these vertices, and we note that those vertices of
a hexagon with sidelength 3−n that come from ∂Ω are points from the vertex set Vn+1,
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see Definition 4.2.2. The resulting piecewise linear function is the extension of f to Ω,
which we call g. It is a special case of the result in [HLTV18, Theorem 6.1] that if f is a
piecewise harmonic function then g is Lipschitz in the Euclidean metric on Ω.
With regard to the following theorem, we note that the existence of a bounded linear
extension in this setting is known [Lan02], and we could develop the corollaries from this,
but it will be useful for us to know the result for this specific extension.
Theorem 4.3.1 The extension operator described above is a bounded linear extension
operator from D (E ∂Ω) with norm (|| · ||2L2(∂Ω,µ) + E ∂Ω(f))1/2 to H1(Ω) with its usual
norm, and satisfies the seminorm bound

Ω







|f(x)− f(y)|2 ≤ C E ∂Ω(f). (4.3.2)
We need the following elementary lemma.




over the triangle is a constant multiple of the sum of the squared differences between
vertices, independent of the size of the triangle. Thus

|∇g|2 over a hexagon in the
extension construction is bounded by a constant multiple of the squared vertex differences
summed over all pairs of vertices of the hexagon.
Proof. The first statement follows from a direct computation for a triangle of sidelength
1 that is left to the reader, combined with the observation that when rescaling length the
scaling of |∇h|2 cancels with that for the area of the triangle. For the second, write the
integral as a sum over the triangles, use the first statement on each triangle and apply
the Cauchy-Schwarz inequality.
Proof of Theorem 4.3.1. We begin by observing that all operations in the definition of
the extension are linear in f , and consequently so is the extension operator. In the
following argument C is a constant that may change value from step to step, even within
an inequality.
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Observe that in the construction, the vertex values of a hexagon of sidelength 3−n come
either from values at f at points of Vn, or from linear interpolation of values of f at vertices
from Vn−1 on the side of a hexagon of the previous scale, or from linear interpolation
between a value at a point in Vn−1 and a value obtained as an interpolant between values
at vertices from Vn−2. The observation that drives the Lipschitz bound in [HLTV18]
is that in any of these cases we can bound the pairwise difference between values at
vertices by C∑ |f(x) − f(y)| where the sum ranges over neighbor pairs in Vn that are
within a bounded distance from the hexagon. It follows that the number of terms in
the sum has a uniform bound, and thus the squared pairwise differences are bounded
by C∑ |f(x) − f(y)|2. In view of Lemma 4.3.2, the left side of (4.3.2) is bounded by a
constant multiple of the sum of squares over edges in the triangulation. The preceding
argument gives a bound for the sum over the edges that are in a hexagon of size 3−n, and
summing over the hexagons yields (4.3.2).
For the norm bound we must control ||g||L2(Ω). It is immediate from the construction that
||g||L∞(Ω) ≤ ||f ||L∞(∂Ω). However the latter can be bounded in a standard manner from
the resistance bound (4.2.2), because it implies that |f(x)| ≥ 12 ||f ||∞ on an interval of size
controlled by E ∂Ω. Direct computation then gives ||f ||2∞ ≤ 2(||f ||2L2(∂Ω) + E ∂Ω(f)). Since
||g||L2(Ω) ≤ C||g||L∞(Ω) we obtain ||g||L2(Ω) ≤ C||f ||L2(∂Ω). Together with the seminorm
bound (4.3.2) this proves the extension operator is bounded.
Corollary 4.3.3 The domain of the Dirichlet form E (u) :=

Ω(∇u)2dL2 + c0 E ∂Ω(u|∂Ω)
may be written as a sum of compact subspaces of L2(Ω)
W (Ω, ∂Ω) = H10 (Ω) +H1E (∂Ω)(Ω)
where H1E (∂Ω)(Ω) is the image of D(E ∂Ω) under the extension map.
Proof. The decomposition as a sum of closed subspaces follows fromWallin’s result [Wal91]
that the kernel of the trace map is H10 (Ω), and from Lancia’s bounded linear exten-
sion [Lan02] (or from Theorem 4.3.1 above). Compactness of H10 (Ω) is from the classical
Rellich-Kondrachov theorem. Compactness of H1E (∂Ω)(Ω) is an immediate consequence
of the density of the finite dimensional space of harmonic functions in D(E ∂Ω) and the
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boundedness of the extension map in Theorem 4.3.1 because it exhibits H1E (∂Ω)(Ω) as the
completion of a sequence of finite dimensional spaces in H1(Ω).
The following consequence is standard.
Corollary 4.3.4 The non-negative self-adjoint Laplacian L associated to the Dirichlet
form by E (u, v) = −

Ω(Lu)v dm has compact resolvent and thus its spectrum is a sequence
of non-negative eigenvalues accumulating only at ∞.
We also note that the extension construction gives us an explicit Hölder estimate.
Corollary 4.3.5 Functions in H1E (∂Ω) are log 2log 3-Hölder in the Euclidean metric on Ω.
Proof. The resistance estimate (4.2.2) says that a function f ∈ D(E ∂Ω) is 12 -Hölder in the
resistance metric. A pair of neighboring points in x, y ∈ Vn are separated by resistance
distance R(x, y) ∼ 4−n, so |f(x) − f(y)| ≤ C2−n for such points. Moreover these points
are separated by Euclidean distance 3−n, so f is log 2log 3 -Hölder in the Euclidean metric.
The values of f on Vn are those used as boundary data on hexagons of sidelength 3−n in
the extension construction, and they obviously contribute a term with gradient bounded
by 2n3−n. Since the extension g on such a hexagon involves terms from the extensions to
hexagons of scale 3−m for m ≤ n, we may sum these to see that |∇g| ≤ C2n3−n on this
hexagon. In particular, |g(x)− g(y)| ≤ C|x− y|log 2/ log 3. This is true for hexagons of all
scales, hence for all points in Ω, and was already known for points on ∂Ω, so the proof is
complete.
There are discontinuous functions in W (Ω, ∂Ω) because it contains H10 (Ω). However,
eigenfunctions of E , which exist by Corollary 4.3.4, can be shown to be Hölder continuous.
Theorem 4.3.6 Eigenfunctions of the Dirichlet form (4.3.1) (equivalently of L as in
Corollary 4.3.4) are Hölder continuous.
Sketch of the proof. Suppose u is an eigenfunction with eigenvalue λ, so E (u, v) = −λ〈u, v〉L2(dm)
for all v ∈ D(E ), so by Corollary 4.3.3 it is in particular true for all v ∈ H10 (Ω). We will
write E Ω(u, v) =

Ω∇u · ∇v dL2 for the usual seminorm in H1(Ω).
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Let hu be the harmonic function on Ω with boundary data u|∂Ω, where we recall that
the latter denotes the trace. Since hu is the extension of u|∂Ω that minimizes E Ω and
we know u is an extension for which E Ω(u, u) < ∞, we have hu ∈ H1(Ω) and it follows
immediately that hu ∈ D(E ), and in fact u− hu ∈ H10 (Ω).
Then for v ∈ H10 (Ω) we compute
E Ω(u− hu, v) = E Ω(u, v) = E (u, v) = −λ〈u, v〉L2(dm) = −λ〈u, v〉L2(Ω,dL2).
This uses the fact that E Ω(hu, v) = 0 because hu is harmonic and that boundary terms
vanish because u− hu = 0 on ∂Ω and v|∂Ω = 0, the latter because H10 (Ω) is the kernel of
the trace map.
This shows that u − hu ∈ H10 (Ω) satisfies ∆0(u − hu) = λu, where ∆0 is the Dirichlet
Laplacian. This reduces the problem to determining the regularity of the harmonic
function hu and u− hu = λG0u, where G0 is the Dirichlet Green’s operator on Ω.
It is proved in [Nys96] that the kernel g(x, y) of the Green’s operator is in a Sobolev
space W 1,q(Ω) with q > 2, and it follows that g(x, y) is Hölder continuous. Hence so is
u − hu = λG0u. The Hölder continuity depends on the regularity of the boundary ∂Ω
and can, in principle, be estimated using the quantity Iq(Ω) on page 337 of [Nys96].
The function hu is the harmonic extension of the trace u|∂Ω. The latter is in D(E ∂Ω) and
is therefore log 2log 3 -Hölder. Moreover, the Riemann mapping on Ω has Hölder continuous
extension to ∂Ω, see [NP86a,NP86b,KR93], so hu is Hölder continuous and the proof is
complete.
Remark 4.3.7 The proof of the Hölder continuity of hu discussed above admits a gener-
alization which does not involve the Riemann mapping and is applicable in any dimension.
We refer to [Ken94, Chapter 1 Section 2] for the following reasoning; all references are to
the definitions and results stated there. Our domain is class S as in Definition 1.1.20, so
a Lipschitz function on ∂Ω has harmonic extension in a Hölder class Cβ by Lemma 1.2.4.
Taking a sequence of Lipschitz approximations to out boundary data u|∂Ω and examining
the constants in the proof of Lemma 1.2.4 we discover that these blow-up in manner re-
flecting the Hölder continuity of u|∂Ω, and in particular that hu is Hölder continuous with
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exponent the worse of the Hölder exponent of the boundary data and the exponent for a
Lipschitz function. A particular case is Remark 1.2.5. We are indebted to Tatiana Toro
for pointing out this reference and sketching the argument.
A final consequence of Theorem 4.3.1 which will be significant later is that when high
frequency oscillations on ∂Ω are extended to Ω they do not penetrate the domain very
far and the energy of the extended function is very close to the energy of
Corollary 4.3.8 If the best piecewise harmonic approximations to f ∈ D(E ∂Ω) at scale
n is the zero function then the extension g is supported within distance C13−n of the
boundary and satisfies a seminorm bound of the form

Ω
|∇g|2 ≤ C24−n E ∂Ω(f).
Proof. We saw in the construction that the values from Vn were the only interpolation
data for hexagons of sidelength 3−m, m ≤ n. If f is zero at these points then g ≡ 0 on
these hexagons, so its support is within distance at most C13−n from ∂Ω. Moreover, the
terms corresponding to Vm, m ≤ n in the middle term of the seminorm bound (4.3.2) are
zero, in which case comparing this to the definition (4.2.1) of the boundary energy we
see that the energy scaling factor provides an additional factor of 4−n.
4.4 Inductive mesh construction and discrete energy
forms
We inductively construct the usual approximations to the closed snowflake domain Ω,
along with a triangulating mesh, in the following manner. The scale n approximation
consists of a collection of equilateral triangles with side length 3−n, the mesh is their
edges, and those edges which belong to only one triangle are called boundary edges.
When n = 0 there is exactly one equilateral triangle. The scale n + 1 approximation is
obtained as shown in Figure 4.1: each scale n triangle is subdivided into nine triangles as
on the left, and triangles are appended to the centers of boundary edges as on the right.
(The figure shows the case n = 0; at future steps at most two edges of a triangle can be
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Figure 4.1: Mesh construction through scaled equilateral triangles.
boundary edges.) The n = 2 approximation is (f) in Figure 4.2.
The mesh is treated as a graph Γn with vertices Vn. Note that the the vertices Vn in
the graphs in Section 4.2 are a subset of Vn and indeed the graphs constructed there are
simply the boundary subgraphs of the Γn. Evidently, two vertices p, q ∈ Vn are connected
by an edge of the mesh if and only if |p− q| = 3−n, where | · | is the Euclidean norm, in
which case we write p ∼n q. The vertices contained in boundary edges of Γn are called
boundary vertices, all other vertices are interior vertices.




cn(p1, p2)(u(p1)− u(p2))2 (4.4.1)
where cn(p1, p2) is the conductance between points p1, p2, and is given by
cn(p1, p2) =

1 if p1 and p2 are connected by an interior edge,
4n if p1 and p2 are connected by a boundary edge,
0 if p1 and p2 are not connected by an edge.
(4.4.2)
Note that for boundary vertices both (4.4.2) and (4.4.3) agree with those in Section 4.2
and therefore the restriction of (4.4.1) to edges in the boundary of Γn coincides with
the energy defined in (4.2.1). Moreover, the terms corresponding to edges in Ω have
weight 1, and it follows from Lemma 4.3.2 that for a function g which is piecewise linear
on equilateral triangles the sum of squared differences of the function over edges in the
triangulation is a constant multiple of the Dirichlet energy

Ω |∇g|2. After computing this
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constant and verifying that our triangulation by Γn is obtained from the nth triangulation
in the extension of Theorem 4.3.1 simply by dividing all triangles of sidelength larger than
3−n into subtriangles of sidelength 3−n the following consequence is immediate.
Theorem 4.4.1 If u ∈ H1∂Ω is the extension of f ∈ D(E ∂Ω) by the extension procedure
of Theorem 4.3.1 then E (u) = limn→∞ E n(u).
Remark 4.4.2 E n(u) should be thought of as the graph energy of the restriction of u to
Vn.
We now introduce a measure on Vn by
mn(p) =

9−n if p is an interior vertex
4−n if p is a boundary vertex.
(4.4.3)
This equips l(Vn) with an inner product





and we can then define a discrete Laplacian Ln so that E n(u, v) = −〈Lnu, v〉n as follows.








with conductances cn(p1, p2) from (4.4.2) and vertex measure mn(p) from (4.4.3).
4.5 Numerical Results
In order to investigate the spectral properties of the Dirichlet form E we constructed the
discrete Laplacian matrix Ln from Definition 4.4.3 and solved Lnφ = λφ numerically. We
compared the resulting eigenvalues and eigenvectors with those of the Dirichlet Laplacian,
which we denote L̃n. In this section we almost exclusively present data for n = 4, and
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denote the jth eigenvector and eigenvalue of L4 by φj and λj, where λj ≤ λj+1 for all j
and eigenvalues are repeated according to their multiplicity. We label the eigenvectors
φ̃j and λ̃j in the same manner.
In order to justify the above numerical approach to investigating the spectrum of E we
should like to prove a result of the following kind. We believe this ought to be possible
by methods analogous to those in [LVSV19,CLVSV18,LVSV17,Eva12].
Conjecture 4.5.1 Our discrete and finite element approximations to eigenfunctions of
E converge uniformly, and hence the spectrum of Ln converges to that of L.
4.5.1 Algorithm and Implementation












































Figure 4.2: Algorithm to generate the vertices of the graph Γn
We constructed Ln by an iterative procedure written in the programming language
Python and then computed and graphed the eigenvalues and eigenfunctions of Ln us-
ing Mathematica. We also computed the matrix L̃n of the Dirichlet Laplacian so that
comparison of Ln and L̃n could be used to identify effects of the boundary Dirichlet form.
The construction of Ln involved constructing the mesh graphs Γn. The vertices of Γ1,
which is shown in Figure 4.2(a), were hard-coded. Construction of the vertices of Γ2 was
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achieved by the steps (b)–(f) of Figure 4.2: specifically, Γ1 was scaled by 13 , translated
to cover the region in the first quadrant and reflected to the other quadrants. Duplicate
vertices were deleted and the process repeated to construct the vertices of Γn for n = 3
and n = 4.
Construction of Ln is equivalent to finding the vertex adjacencies of Γn; an elementary
way to do this is to find pairs of points separated by distance 3−n. However it was not
efficient to identify boundary vertices in this manner, and we used KD trees to improve
run times for this aspect of the problem. With the adjacencies and boundary edges
identified it is easy to weight these and construct the matrix Ln. The matrix L̃n of
the Dirichlet Laplacian is obtained by deleting the rows and columns corresponding to
boundary vertices.
4.5.2 The eigenvalue counting function
The eigenvalue counting function for a general symmetric matrix M is defined by
NM(x) := #{λ ≤ x | λ is an eigenvalue of M}
where eigenvalues are counted with multiplicity. This generalizes to operators with dis-
crete spectrum in [0,∞). It is well-known that if the operator in question is the (positive)
Laplacian ∆ on a Euclidean domain then N∆ encodes a great deal of geometric informa-
tion: for example, the Weyl law says that it grows as Cdxd/2, where d is the dimension
and Cd encodes the volume of the domain; more precise asymptotics can be obtained for
certain classes of domains.
The eigenvalue counting functions of Ln and the Dirichlet Laplacian L̃n for the n = 4
approximation are displayed in Figure 4.3, along with Log-Log plots that identify their
growth behavior. It is immediately apparent that NL4 has two regimes, a low eigenvalue
regime in which it fairly closely tracks the behavior of NL̃4 , though with a lower initial
rate of growth, and a high eigenvalue regime in which its growth is entirely different.
Moreover, there is an additional feature which is not apparent from the graphs. The
largest eigenvalue of L̃4 is λ̃4789 = 118039.37, and the regime-change point on the L4
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Figure 4.3: Left: Eigenvalue counting functions NL4 (blue) and NL̃4 (orange)
Right: Log-Log plots of NL4 (blue) and NL̃4 (orange)
φ5028, λ5028 = 118038.02 φ̃4789, λ̃4789 = 118039.37
Figure 4.4: The eigenvector φ5028 of Ln at the regime change λ ∼ 118038.5 is qualitatively
similar to the last Dirichlet eigenvector φ̃4789
graph occurs at the almost identical value λ5028 = 118038.02. Graphs of the corresponding
eigenfunctions are also very similar; they are both highly oscillatory, so their graphs look
multi-valued, but the similarity in the macroscopic profile of the oscillations is readily
apparent in Figure 4.4.
4.5.3 Eigenvectors and eigenvalues in the low eigenvalue regime
The eigenstructure of Ln in the low eigenvalue regime holds few surprises. Comparing
it to that for L̃n we found that the boundary Dirichlet form permitted many additional
low-frequency configurations, some of which are shown in Figure 4.5. It is apparent from
the counting function plots in Figure 4.3 that this difference in the growth of NLn and
NL̃n decreases as λ increases.
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φ1, λ1 = 0 φ2, λ2 = 15.1 φ4, λ4 = 48.1
φ̃1, λ̃1 = 118.8 φ̃2, λ̃2 = 294.5 φ̃4, λ̃4 = 499.8
Figure 4.5: Selected eigenvectors of L4 (above) and L̃4 (below).
Eigenvalues of L4 Eigenvalues of L̃4
j λj j λj j λj j λj j λj j λ̃j j λ̃j
1 0 8 125.4 15 344.8 22 617.9 29 880.9 1 118.8 8 822.7
2 15.1 9 171.6 16 363.6 23 651.6 30 880.9 2 294.5 9 822.7
3 15.1 10 171.6 17 482.0 24 651.6 31 1007.2 3 294.5 10 941.7
4 48.1 11 238.5 18 482.0 25 743.8 32 1014.9 4 499.8 11 950.5
5 48.1 12 238.5 19 490.9 26 787.9 33 1014.9 5 499.8 12 950.5
6 85.1 13 313.0 20 490.9 27 851.2 34 1098.6 6 575.1 13 1084.6
7 119.2 14 313.0 21 609.5 28 851.2 7 630.5
Table 4.1: Eigenvalues of L4 and L̃4.
The eigenvalues less than λ = 1100 for each operator are in the Table 4.1. It is evident that
for both operators some eigenvalues occur with multiplicity 1 and some with multiplicity
2. This is true throughout the spectrum (not just in the low frequency regime) and is
explained by symmetries of Ω; this may be verified by the argument given in [LNRG96].
At higher frequencies these symmetries are difficult to see from the graphs but readily
apparent in contour plots, as illustrated in Figure 4.6.
One striking observation about the spectra of Ln and L̃n was the existence of eigenvectors
and eigenvalues that were very similar in both. An example is shown in Figure 4.7, where
it is apparent that φ34 with eigenvalue λ34 = 1098.6 is very similar to φ̃13 with eigenvalue
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φ4, λ4 = 48.1 φ5, λ5 = 48.1 φ8, λ8 = 125.4
φ1153, λ1153 = 49965.7 φ1161, λ1161 = 50188.8 φ1162, λ1162 = 50188.83
Figure 4.6: Contour plots illustrating symmetries of some eigenvectors of L4. Blue indi-
cates |φ| ≤ ε, red is φ > ε and green is φ < ε, for ε = 0.01.
λ̃13 = 1084.6. Such “pairs” of eigenvectors, one from Ln and one from L̃n, both with
the same symmetries and similar eigenvalues, were found throughout the low eigenvalue
regime. One possible explanation is that there might be Dirichlet eigenfunctions with
symmetries that imply they are close to being eigenfunctions of L.
To see this, let us try to compute how far a Dirichlet eigenfunction might be from being
an eigenfunction of L. Making a computation like that in Theorem 4.3.6 we see that a
Dirichlet eigenfunction is u ∈ H10 (Ω) such that E Ω(u, v) = λ〈u, v〉L2(Ω) for all v ∈ H10 (Ω).
A general element of D(E ) can be written as v + hf , where f ∈ D(E ∂Ω) denotes the
boundary values and hf is harmonic. Since u ∈ H10 (Ω) has zero boundary trace we have
E (u, v + hf ) = E Ω(u, v) = λ〈u, v + hf〉L2(Ω,dm) − λ〈u, hf〉L2(Ω)
so u would also be an eigenfunction of L if 〈u, hf〉L2(Ω) = 0 for all hf . Therefore, we would
expect to find an eigenfunction and eigenvalue near (u, λ) if 〈u, hf〉L2(Ω) is small for all f ∈
D(E ∂Ω) normalized so that E ∂Ω(f) + ||f ||2L2(∂Ω) = 1. In consideration of Corollary 4.3.8
we might expect highly oscillatory f to produce hf with support close to the boundary,
where u is small because it has Dirichlet boundary values. This heuristic suggests that we
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φ34, λ34 = 1098.6 φ̃13, λ̃13 = 1084.6.
Figure 4.7: A “pair” of eigenvectors, one for L4 and one for L̃4, with similar symmetry
structure and eigenvalues.
need only consider slowly varying f , and, moreover, that if the symmetries of u are such
that it is nearly orthogonal to a large enough subspace of harmonic extensions of slowly
varying boundary value functions, then u should be very close to being an eigenfunction
of L as well as L̃. We do not know if this heuristic is the correct explanation for the
observed phenomenon, or have estimates that would make the explanation precise.
4.5.4 Localization in the high eigenvalue regime
The high eigenvalue regime contains the eigenvalues of Ln that are larger than the largest
Dirichlet eigenvalue. In this regime we see a dramatic transition from eigenfunctions that
are supported throughout the domain to eigenfunctions localized near the boundary.
Figure 4.8 illustrates this change using contour plots for eigenfunctions of L4: the first
row of images are of eigenfunctions just inside the regime, while the second row shows
the progression of localization with increasing frequency. The last image is the highest
eigenvalue eigenfunction of L4. Note that the onset of the localization phenomenon is
rapid, occurring across just a few eigenfunctions, and that continues to sharpen as the
frequency increases, but at a decreasing rate.
Several phenomena in physics involve the localization of eigenmodes (e.g. Anderson lo-
calization due to a random potential in the Schrödinger equation). A nice survey from a
mathematical perspective is in [NG13]. Some involve low frequency modes (e.g. weak lo-
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φ5030, λ5030 = 118048.66 φ5031, λ5031 = 119678.65 φ5033, λ5033 = 121460.72
φ5100, λ5100 = 185367.41 φ5200, λ5200 = 291364.38 φ5557, λ5557 = 524999.69
Figure 4.8: Contour plots of L4 eigenvectors illustrating localization. Blue indicates
|φ| ≤ ε, red is φ > ε and green is φ < −ε, for ε = 0.01.
calization due to irregular or complex geometry of the domain) and some involve high fre-
quency modes (e.g. whispering-gallery modes, bouncing ball modes and focusing modes).
The type that looks most similar to those observed for Ln are the whispering-gallery
modes. These are well understood for convex domains [KR60], but despite the fact
that for many years similar modes have been observed in non-convex domains, including
domains with pre-fractal boundaries, our understanding of why these occur is incom-
plete. One approach to high-frequency localized eigenmodes uses quantum billiards,
but studying quantum billiards on sets with fractal boundaries seems to be a difficult
problem [LN13a]. The only literature we are aware of for the Koch snowflake domain
is [LN10,LN13b], and it does not include modes of the type we see for Ln.
We believe that in our setting the high frequency boundary localizations are not due
to a whispering gallery effect, but rather to the relatively weak coupling between the
boundary energy and the domain energy. We can see this, at least heuristically, by
repeating the sort of calculation done at the end of subsection 4.5.3 above, but this time
considering how close a high frequency eigenfunction of the boundary energy E ∂Ω might
be to an eigenfunction of L. Suppose u ∈ D(E ∂Ω) satisfies E ∂Ω(u, v) = λ〈u, v〉L2(Ω,µ) for
all v ∈ D(E ∂Ω). If we extend u and v harmonically to Ω, obtaining hu and hv respectively,
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and add an arbitrary ṽ ∈ H10 (Ω) to hv so that hv + ṽ ranges over D(E ), we obtain
E (hu, hv + ṽ) = E ∂Ω(u, v) + E Ω(hu, hv) + E Ω(hu, ṽ)
Now if u is of high frequency it is highly oscillatory and it is not unreasonable to expect
that its piecewise harmonic approximation at large scales is small. In consideration of
Corollary 4.3.8 one might expect that then E Ω(hu, hu) is small, and therefore E (hu, hv +
ṽ) ≈ E ∂Ω(u, v). Moreover, we have
〈hu, hv + ṽ〉L2(Ω,dm) = 〈hu, hv + ṽ〉L2(Ω,dL2) + 〈u, v〉L2(∂Ω,dµ)
and again we see from Corollary 4.3.8 that one should expect ||hu||L2(Ω,dL2) to be small
if u is high frequency, leading to 〈hu, hv + ṽ〉L2(Ω,dm) ≈ 〈u, v〉L2(∂Ω,dµ). Combining this
with the corresponding statement for the energies and the assumption that u was an
eigenfunction of E ∂Ω we have
E (hu, hv + ṽ) ≈ E ∂Ω(u, v) = λ〈u, v〉L2(Ω,µ) ≈ 〈hu, hv + ṽ〉L2(Ω,dm)
which, if exactly true, would say that hu was an eigenfunction of E with eigenvalue λ.
This argument is consistent with what we observe, especially the fact that oscillations of
the most localized of the high frequency eigenvectors of Ln appear to have wavelength
approximately the length of an edge of Γn and are indeed localized very closely to the
boundary curve, as seen in Figure 4.10. However we do not have precise arguments or
estimates to justify this heuristic reasoning. A less regular looking eigenfunction localized
on the boundary is shown in Figure 4.9.
4.6 A landscape approach to high frequency local-
ization
Although many aspects of wave localization problems remain open, pioneering work of
Filoche and Mayboroda [FM97, FM12,ADF+19] has led to a great deal of progress on
low-frequency localization problems. For a suitable elliptic differential operator L on a
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Computations on the Koch Snowflake
Carlos D. Lima, Malcolm H. Gabbard, Gamal Mograby, Luke Rogers, Alexander Teplyaev
University of Connecticut 2018
Abstract
A Laplacian is applied to graph approximations
of the Koch Snowflake. Numerical approxima-
tions indicate a localization of the Laplacian
eigenfunctions at high energies.
Constructing the Snowflake
The Koch Curve K is approximated by a se-
quence of finite graphs, Kn [4]:
(a) K1 (b) K2
Figure 1: First and Second Level Approximations
TheKoch Snowflake, denoted Ω̄, is given by tak-
ing a union of three copies the Koch Curve K.
Energies on Ω̄
We consider a graph Laplacian L generated by the




cn(p1, p2)(f (p1) − f (p2))2





1 if p1,p2 share an interior edge
4n if p1,p2 share an outer boundary edge
0 if p1,p2 not connected by an edge.




9n if p is an interior vertex
1
4n if p is an outer boundary vertex
Eigenfunctions of L on Ω̄












Figure 2: First (left) and Thirteenth (right) eigenvectors with
Dirichlet B.C.
The eigenvalues and eigenvectors of L change dras-


























Figure 3: Contour plots of eigenvectors without Dirichlet B.C.
Localization of Energy
Motivated through experiments by Sapoval[1] where
they showed focused localization for a similar fractal,
the question was posed as to whether there existed
localization for eigenfunctions of L. Approximations
indeed indicate a form of localization on Ω̄, unlike
the results from [3] with Dirichlet B.C.
Figure 4: First sign of energy localization to the boundary of Ω̄
(left) and a continued “zeroing out" of the inner region(middle
and right) at higher energies.
Features of Localization
The counting function (a) gives a characterizing fea-
ture, a kind of inflection point, indicating a localiza-
tion of energy to the boundary of Ω̄.









Figure 5: Localization of Eigenvectors on Ω̄
The “zeroing out” of the inner region may be due
to the high-frequency oscillations happening on the
boundary of Ω̄.
Figure 6: 2D plot of boundary for eigenvector 5550
The localization on ∂ is qualitatively similar
to high-frequency localization seen in whispering
gallery modes. A landscape function, in the style
of Filoche and Mayboroda [2], is generated and cor-
rectly predicts where eigenfunctions localize, seen in
Figure 7.
Figure 7: Landscape Function
Future Work
A more robust characterization of this high-
frequency localization is needed, and more mathe-
matically rigorous formulations are under way.
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Figure 4.9: The 5550th L4 eigenfunction, φ5550.
Figure 4.10: The last L4 eigenfunction, φ5557 with λ5557 = 524999.69 oscillates so rapidly
and is so small away from ∂Ω that its graph appears to split into copies of ∂Ω at a positive
and negative height and Ω at height zero.
bounded open set U ⊂ Rn, they introduce a “landscape” function u : U → R by u =
U
|G(x, y)|, where G is the Dirichlet Green’s function, and show that an L∞ normalized
Dirichlet eigenfunction φ with Lφ = λφ satisfies |φ(x)| ≤ λu(x). In consequence, if there
is a region where u is small (a valley) that is enclosed by a set where u is large (a set of
peaks), then a low frequency eigenfunction that is non-zero in the valley must be confined
to that valley. This reduces the problem of low frequency eigenfunction localization to
studying the structure of the landscape function, and especially its level sets. The latter
involves a great deal of sophisticated mathematics, but is numerically very simple to
implement.
Our purpose here is to write a high frequency variant of the argument of Filoche and
Mayboroda, and to see that its numerical implementation predicts the high frequency
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Figure 4.11: The high frequency landscape for L4
localization seen in our data. We do so by introducing a high frequency landscape function
associated to a linear map L.





respect to the standard basis, we let |L| : Rd → Rd denote the linear map with matrix[
|Lij|
]
and define the high frequency landscape vector to be u = |L|(1, · · · , 1)T . Thus
u = (u1, · · · , ud) with ui =
∑
j |Lij|.
We remark that the high frequency landscape depends on |L| whereas the low frequency
landscape function depended on |G| = |L−1|. The following elementary theorem is the
analogue of the Filoche-Mayboroda bound using the high frequency landscape function.
Theorem 4.6.2 Let φ = (φ1, . . . , φd)T ∈ Rd be an eigenvector of L corresponding to an





Proof. Since λφ = Lφ we may compute using the standard basis {ei}










where the inequality used the normalization that |φj| ≤ 1 for all j.
The result of numerical computation of the high frequency landscape function for L = L4,
our discrete Laplacian, is shown in Figure 4.11. It appears to be constant on Ω and on
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∂Ω, but in fact we find that it attains two values on ∂Ω. This can be computed directly
from the formula in Definition 4.4.3.
Lemma 4.6.3 The high frequency landscape function u for Ln has constant value 8·32n+1
on Ω and attains the two values 24n+3 and 24n+3 + 3 · 22n+2 on ∂Ω.
In consideration of the L∞ normalization of the eigenvector φ the following is immediate
from the lemma and Theorem 4.6.2.
Corollary 4.6.4 The constraint (4.6.1) is effective in Ω if λ ≥ 8 · 32n+1.
Observe that for L4 this constraint is λ ≥ 157464. As expected, this is somewhat higher
than the value λ = 118038.02 at which we identified the regime change in the spectrum,
because we did not have complete localization at the regime change.
Remark 4.6.5 It should be noted that Theorem 4.6.2 works well in our setting simply
because the values in the matrix Ln are very different on boundary edges than on interior
edges. This is the same reason that drove our heuristic reasoning in Section 4.5 regarding
the decoupling of the interior and boundary energies and their effect on the spectrum of
L. The high frequency landscape approach would not be expected to predict whispering
gallery modes, or localized modes due to quantum scarring, as these are not due solely to
local properties of the Laplacian.
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5 | Harmonic Gradients on Higher Dimensional Sier-
piński Gaskets
5.1 Introduction
In analysis on fractals the basic differential operator is a Laplacian obtained either by
probabilistic methods [Bar98b] or as a renormalized limit of graph Laplacians [Kig01].
There are then various approaches to defining a gradient, or first derivative, such as
those in [Kus89, Str00,Kig08,PT08,Hin10], and related questions remain an active area
of research [Hin13, Kaj13, BK19]. The results of this project are a contribution to un-
derstanding what connection there is between smoothness measured using the Laplacian
and the pointwise existence of a gradient, as the situation is very different than in the
setting of Euclidean spaces or manifolds.
A fundamental result relating the regularity of the Laplacian and existence of a gradient
was proven by Teplyaev in [Tep00b], who gave an example in which functions with con-
tinuous Laplacian are differentiable a.e. but can fail to be differentiable at a countable
dense set of points. The innovative idea was not the example itself, which was just the
standard Sierpiński gasket with its usual Laplacian and Bernoulli measure, but a concrete
description of the gradient which allowed the points of differentiability to be described
fairly precisely. It should be noted that, on the Sierpiński gasket, Teplyaev’s gradient can
be identified with that of Kusuoka [Kus89].
In Section 5.2 we introduce the N -vertex Sierpiński Gasket SGN and its analytic struc-
ture, and in Section 5.3 we review Teplyaev’s gradient and some basic results from [Tep00b].
In Section 5.4 we then build on Teplyaev’s work to show how the structure of the measure
affects the connection between Laplacian regularity and existence of a gradient. Theo-
rem 5.4.1 shows that, in contrast with the previously mentioned results from [Tep00b], if
we equip the Sierpiński gasket with a suitably chosen self-similar measure having unequal
weights, then we find that functions with continuous Laplacian are not only differentiable
everywhere but the gradient is continuous. The discontinuity of natural gradients in the
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case of the standard measure is well-known, and it is rather unexpected that a continuous
gradient can be obtained with such a simple modification of the measure.
Section 5.5 is concerned with differentiability results on the gaskets SGN . We show
that if the self-similar Laplacian and measure are symmetric under the symmetries of
the underlying simplex then the results proved in [Tep00b] can be generalized to SGN ,
though the description of the points of differentiability is less explicit and some proofs
are correspondingly more complicated.
5.2 Higher Dimensional Sierpiński Gaskets
Let N ∈ N with N ≥ 3. We largely follow [Kig08,CFKR] in the following definitions and
basic results. Note that, in the definition below, SG3 is the usual Sierpiński Gasket.
Definition 5.2.1 Let {pi}N−1i=0 be the vertices of a regular N simplex in RN−1 such that
|pj − pk| = 1 if j 6= k. Let {Fi}N−1i=0 , with Fi : RN−1 → RN−1, be the iterated function
system defined by Fj(x) = 12(x − pj) + pj. Then the N-dimensional Sierpiński Gasket,
denoted SGN , is the unique non-empty compact set such that SGN =
⋃N
j=0 Fj(SGN).
Definition 5.2.2 Let SN = {0, 1, . . . , N−1} and ΩN = SNN be the collection of one-sided
infinite words over SN . Similarly, a finite word of length m ∈ N is an element of the
n-fold product SmN .
For simplicity, we often omit the index N in ΩN and SN and write Ω, S respectively.
SGN is post-critically finite with post-critical set V0 = {p0, . . . , pN−1}. We write Fw =
Fw1 ◦ . . .◦Fwm , where w = w1 . . . wm is a finite word of length m over the alphabet S. Let
Vm =
⋃
w∈Sm Fw(V0) and consider these points as vertices of a graph in which adjacency
x ∼m y means there is a word w of length m such that x, y ∈ Fw(V0). A non-negative
definite, symmetric, quadratic form on SGN may be defined as a limit of graph energies
as follows.
96
CHAPTER 5. HARMONIC GRADIENTS ON HIGHER DIMENSIONAL SIERPIŃSKI
GASKETS









(u(x)− u(y)) (v(x)− v(y))
defines the graph energy of level m.
We write Em(u) = Em(u, u). Then {Em(u)} is a nondecreasing sequence of graph energies,
so E (u) = limm→∞ Em(u) is well-defined; setting its domain to be domE = {u : SGN →
R|E (u) <∞} one obtains a non-negative definite, symmetric quadratic form that extends
to the completion of ∪mVm, which can be shown to be SGN , and the domain is uniform-
norm dense in the continuous functions. For proofs of these facts see [?]. By construction
this form is also self-similar in the sense that






E (f ◦ Fi, f ◦ Fi) (5.2.1)
We equip SGN with a Bernoulli measure µ with weights {0 < µi < 1}N−1i=0 ,
∑
i µi = 1, at
which point (E , domE ) is a Dirichlet form and we may define the Dirichlet µ-Laplacian
as follows (see [Kig01,Str06]):
Definition 5.2.4 Let u ∈ domE , and let f be continuous. Then u ∈ dom∆µ with
∆µu = f if
E (u, v) = −

SGN
fvdµ for all v ∈ dom0 E ,
where dom0 E is the subspace of domE consisting of functions that vanish at V0.
A function h ∈ domE is called harmonic if it has specified values on V0 and minimizes
the graph energies En(u) for all n ≥ 1. We can calculate h|Vm+1 from h|Vm using harmonic
extension matrices.
Definition 5.2.5 Let h be a harmonic function on SGN . The harmonic extension ma-
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N + 2 0
2 IN−1 + JN−1
 (5.2.2)
where IN−1 is the (N−1)× (N−1) identity matrix, JN−1 is the (N−1)× (N−1) matrix
with all entries equal 1, and 0 and 2 are the (N − 1) size vectors with all entries 0 and
2 respectively. All other harmonic extension matrices can be found with cyclic row and
column permutations.
Let Ai be a harmonic extension matrix of SGN and σ(Ai) the set of eigenvalues of Ai.
Then the eigenspace of λ ∈ σ(Ai), denoted by Ei[λ], is the subspace of RN spanned by
the eigenvectors of Ai corresponding to λ. We need an elementary lemma.
Lemma 5.2.6 Let Ai be a harmonic extension matrix for SGN . Then, the eigenval-
ues of Ai are σ(Ai) = {1, NN+2 , 1N+2}. The corresponding eigenspaces have the following
dimensions:












= N − 2.
Proof. It can be easily verified that that (1, . . . , 1)T is a simple eigenvector with eigenvalue
1, (0, 1, . . . , 1)T is a simple eigenvector with eigenvalue N
N+2 and that (. . . , 0, 1,−1, 0, . . .)T
are N − 2 eigenvectors corresponding to the eigenvalue 1
N+2 .
Let H denote the space of harmonic functions. Since these are determined by their
values on V0 this space is N -dimensional. Let W ⊂ H be the subspace of constant
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functions and P : H → H /W =: H̃ be the quotient map. As W is the eigenspace
for the eigenvalue 1 we have Ai(W ) = {Aiw | w ∈ W} ⊆ W for i ∈ {0, . . . , N − 1} and
thus there is Ãi : H̃ → H̃ , such that Ãi ◦ P = P ◦ Ai. We call {Ãi}N−1i=0 the induced
harmonic extension matrices. The energy E (·, ·) is a bilinear form on H and E (u, u) = 0
if and only if u is a constant function on SGN , so the restriction of E (·, ·) on H̃ is a
well-defined inner product that makes H̃ a Hilbert space. The following is an immediate
consequence of Lemma 5.2.6.
Corollary 5.2.7 Let Ãi be a induced harmonic extension matrix for SGN . Then, the












= N − 2.









of Ã−1i are orthogonal subspaces in (H̃ ,E ).
5.3 Harmonic Gradients in the sense of Teplyaev
We define a harmonic gradient on SGN following the approach and notation of Teplyaev [Tep00b],
which is closely related to work of Kusuoka [Kus89]. We require some notation for a cell
containing a point described by an infinite word and for a harmonic approximation to
the function on such a cell.
Definition 5.3.1 For ω = ω1ω2 · · · ∈ ΩN the truncated word [ω]n ∈ SnN is [ω]n =
ω1ω2 · · ·ωn.
Definition 5.3.2 The n-level harmonic approximation at word ω ∈ Ω is
∇nf(ω) = Ã−1[ω]nH̃(f ◦ F[ω]n),
where H̃(g) = PH(g), and H(g) is the unique harmonic function that coincides with g
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if the limits exist in H̃ .
Observe that the preceeding is analogous to the way in which secants converge to a tan-
gent in elementary calculus, with harmonic functions playing the role of linear functions
(because the latter are harmonic on R). The n-level harmonic gradient of f at a point
x is akin to a secant modulo constant functions because it is the unique globally har-
monic function modulo constants that agrees with f at the boundary points of a cell
containing the point. The matrices Ã−1[ω]n are used simply to find the boundary values of
this harmonic function from data on the cell at scale n. Then the limit of the harmonic
approximations as the scale goes to zero is the harmonic gradient.
The following theorems are essential to our treatment of the topic, and were proved for
a resistance form satisfying the identity
E (f, f) =
N−1∑
i=0
r−1i E (f ◦ Fi, f ◦ Fi) (5.3.1)
and a Bernoulli measure with weights 0 < µi < 1 in [Tep00b].
Theorem 5.3.3 ( [Tep00b, Theorem 1]) Suppose f ∈ dom ∆µ. Then, ∇f(ω) exists
for every ω ∈ Ω such that ∑
n≥1
r[ω]nµ[ω]n ||Ã−1[ω]n|| <∞
Corollary 5.3.4 ( [Tep00b, Corollary 5.1]) Suppose that f ∈ dom ∆µ. Then, ∇f(ω)
exists for all ω ∈ Ω if
rjµj||Ã−1j || < 1
For j = 1, . . . , N . Moreover, in this case, ∇f(ω) is continuous in Ω.
Teplyaev [Tep00b] points out that Corollary 5.3.4 is not applicable to the Sierpiński
Gasket when µ is the standard (uniform) Bernoulli measure. The same is true for SGN for
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Figure 5.1: SG3 Level 1 (left) and 2 (right) with respect to the IFS {Fij}i,j∈S. Cells
shaded according to their measure weights.
anyN ≥ 3 because one may readily compute that ||A−1j || = N+2 for each j = 0, . . . , N−1,
while each µj = N−1 and, as previously noted (see (5.2.1)), each rj = NN+2 , so that
rjµj||Ã−1j || = 1. Teplyaev shows that one can apply Theorem 5.3.3 to certain points on
the Sierpiński Gasket, but their description is rather complicated.
5.4 A measure on SG3 for which functions with con-
tinuous Laplacian have continuous gradient
On the standard Sierpiński Gasket SG3 with its usual self-similar resistance form (as
defined in Section 5.2) we consider the Laplacian associated to a non-uniform Bernoulli
measure defined using the iterated function system of the second level, meaning that the
similarities are compositions Fij = Fi ◦ Fj of the usual three contractions on SG3. The
following theorem gives a condition on the measure sufficient to ensure functions with
continuous Laplacian have continuous gradients.
Theorem 5.4.1 Let µ be the Bernoulli measure on SG3 with the weights {µij}i,j∈S cor-
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then u ∈ dom ∆µ implies that ∇u(ω) exists and is continuous for all ω ∈ Ω.




13 < 9, so there are
many choices of µij satisfying both (5.4.1) and
∑
i,j∈S µij = 1.
Proof. We apply Corollary 5.3.4, for which purpose we need the values of rij, µij and an
estimate of the norms of the matrices Ã−1ij where Ãij is the reduced harmonic extension
matrix of the composition Fij = Fi ◦Fj. The µij values are given in (5.4.1) and rij = (35)2
because the energy scaling for any Fi is 35 , as is apparent by comparing equations (5.2.1)
and (5.3.1).
We can calculate the spectral radius ρ((Ã−1ij )∗Ã−1ij ) for each i and j, using the description
in Corollary 5.2.7 and Mathematica, to obtain
√
ρ[(Ã−1ij )∗Ã−1ij ] =
√
ρ[(Ã−1i Ã−1j )∗(Ã−1i Ã−1j )] =







13 i 6= j
.
Thus, we see that
rijµij
√
ρ[(Ã−1ij )∗Ã−1ij ] =






13 i 6= j
,
and hence from (5.4.1) that Corollary 5.3.4 is applicable because the spectral radius
dominates the norm. It follows that if u ∈ dom ∆µ then ∇u(ω) exists and is continuous
for all ω ∈ Ω.
A similar argument works on SGN for any N ≥ 3, though we do not know a convenient
procedure for determining the optimal weights (corresponding to those in (5.4.1)) if N >
3.
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5.5 Gradients on SGN with the Standard Bernoulli
Measure
As we noted at the end of Section 5.3, Corollary 5.3.4 is not applicable to the Sierpiński
gasket or any SGN , N ≥ 3 when they are equipped with the standard (fully symmet-
ric) measure and Dirichlet form. Hence in this setting there may be functions u with
continuous Laplacian but for which ∇u fails to exist, at least at some points. Indeed,
in [Tep00b], Teplyaev gives an example which may be used to construct a function u with
continuous Laplacian such that ∇u is undefined on a countable dense set. This example
may readily be generalized to SGN , N > 3. However, Teplyaev also proves there is a full
µ-measure set of words ω ∈ Ω for which continuity of ∆u implies existence of ∇u(ω).
The purpose of this section is to prove a generalization of this result to SGN , N > 3.
The key idea in Teplyaev’s proof of the result mentioned above is that harmonic functions
have an improved scaling behavior near points defined by words that are asymptotically
sufficiently non-constant. An appropriate generalization to our context uses the following
concept.
Definition 5.5.1 A k-block for an alphabet SN = {0, 1, ..., N − 1} is a length k word w
with k distinct letters, meaning w = w1w2 · · ·wk such that each wi ∈ SN and wi 6= wj for
all i 6= j.
The key scaling behavior for an (N − 1)-block is the following estimate.
Lemma 5.5.2 Fix N . There is βN < 1 such that for any (N − 1)-block w ∈ SN−1N
1
N + 2 ||Ã
−1
w ||1/(N−1) ≤ βN .
Proof. Since the set of (N − 1)-blocks is finite it suffices to show the estimate for an
arbitrary (N − 1)-block w = w1 . . . wN−1. Then Ã−1w = Ã−1wN−1 · · · Ã−1w1 and the maximal
eigenvalue for each Ã−1wj is N + 2, so the result is true unless there is a vector common
to the (N + 2)-eigenspaces of all of the Ã−1wj . However we determined these eigenspaces
explicitly in the proof of Lemma 5.2.6. Recalling that passage from Ai to Ãi eliminated
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the constant eigenspace (which was common to all Ai), we see that the eigenvectors of Ã−1i
with eigenvalue N + 2 correspond to vectors in RN that are orthogonal to the constants
and to the unit vector in the ith direction. A vector common to the eigenspaces of all
Ã−1wj would then need to be orthogonal to the constants and to the unit vector in the wj
direction for j = 1, . . . , N −1, thus to all of RN . This shows the estimate for an arbitrary
(N − 1)-block and proves the lemma.
Remark 5.5.3 One can compute βN explicitly, but we do not know an elementary way






The significance of a (N − 1)-block from our perspective is that the harmonic gradient
exists at the point Fw(X) if w has sufficient asymptotic density of (N − 1)-blocks. The
density is counted using the following.
Definition 5.5.4 The block counting function CN : Ω × N → N∪{0} is defined for
ω ∈ Ω by
CN(ω, n) = #{i ∈ N | i ≤ n− (N − 2), [i, i+N − 2] is an (N − 1)-block}.
The following theorem now provides a criterion sufficient for existence of the harmonic
gradient.
Theorem 5.5.5 Let u : SGN → R and suppose ∆µu is continuous, where µ is the stan-






| log βN |
. (5.5.1)
Lemma 5.5.6 Let ω ∈ ΩN . Then




Proof. The proof is inductive with base case n = 1, for which CN(ω, 1) = 0 (by definition)
and we are bounding the norm of Ã−1w1 by its maximal eigenvalue. For the inductive step
we consider two cases.
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If the last N−1 letters of [ω]n+1 do not form a (N−1)-block then CN(ω, n) = CN(ω, n+1)
and bounding the norm of Ã−1wn+1 by the maximal eigenvalue (N + 2) we have from the
induction hypothesis
∥∥∥Ã−1[ω]n+1∥∥∥ ≤ (N + 2)∥∥∥Ã−1[ω]n∥∥∥ ≤ (N + 2)n+1βCN (ω,n)N = (N + 2)n+1βCN (ω,n+1)N .
In the other case, where the last N − 1 letters form a (N − 1)-block, we instead use
Lemma 5.5.2 on this block and the inductive bound on for n+ 1− (N − 1) to obtain
∥∥∥Ã−1[ω]n+1∥∥∥ ≤ ∥∥∥Ã−1[ω]n−N+2∥∥∥∥∥∥Ã−1ωn−N+3 . . . Ã−1ωn+1∥∥∥
≤ (N + 2)n−N+2βCN (ω,n−N+2)N (N + 2)N−1βN−1N
≤ (N + 2)n+1βCN (ω,n−N+2)+N−1N
≤ (N + 2)n+1βCN (ω,n+1)N ,
where we also used the fact that CN(ω, n + 1) − CN(ω, n − N + 2) ≤ N − 1, which is
immediate from the definition.
Proof of Theorem 5.5.5. For the standard Bernoulli measure and Dirichlet form on the
higher dimensional Sierpiński Gasket we have r[ω]nµ[ω]n = 1(N+2)n , as noted after Corol-












n−CN (ω,n)| log βN |/ logn
which is convergent because





1 + lim inf
n




for all sufficiently large n. This gives the result by Theorem 5.3.3.
Theorem 5.5.7 Let u : SGN → R and suppose ∆µu is continuous, where µ is the stan-
dard Bernoulli measure. Then ∇u(ω) is defined µ-a.e.
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Proof. We give a crude but sufficient lower bound on the set of words for which C(ω, n)
satisfies the estimate in Theorem 5.5.5. Suppose we split a word of length n − (N − 2)
up into disjoint intervals of length N − 1. Evidently there are at least k = n
N−1 − 2 of
these. The probability of any one such interval being an N − 1 block is pN = (N !)N−N ,
so the probability that CN(ω, n) < logn| log βN | := l does not exceed that of having l successes
in k binomial trials where success has probability pN . Using Chernoff’s inequality to




and taking n large enough
that kpN > 2l we have probability less than exp(−kpN/8) = exp(−nqN) for a qN > 0
that does not depend on n. The latter is summable over n, so the bound required in
Theorem 5.5.5 follows from the first Borel-Cantelli lemma.
It is perhaps interesting to note that the preceding reasoning allows one to bound the
Hausdorff dimension of the set of points at which ∇u is undefined by a value strictly less
than the Hausdorff dimension of SGN ; we omit the details.
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