Abstract-Local search techniques have proved to be very efficient in evolutionary multi-objective optimization(MO0). However, the reasons behind the success of local search in MOO have not yet bein well discussed. This paper attempts to investigate empirically the main factors that may have contributed significantly to the success of local search in MOO. It is found that for many widely used test problems, the Pareto optimal solutions are connected both in objective space and parameter space. Besides, the Pareto-optimal solutions often distribute so regularly in parameter space that they. can be defined by piecewise. linear functions. By constructing an approximate model using the solutions produced by an optimizer, the quality of the non-dominated solution set can be further improved.
Introduction
Local search techniques for evolutionary multi-objective optimization have received increasing attention in the recent years. Generally, multi-objective local search can he divided into,three categories. First, multi-objective search is carried out by heuristic local search methods, such as simulated annealing [4, 271, 'Tabu search [9] , particle swarm optimization [231 or other techniques [I I] . Second, local search is combined with global search either during the optimization [12, 19, 14, 201 or at the end of optimization [IS, 281. Third, one or a part of the Pareto-optimal solutions are found first and then the further search is continued starting from these solutions [24, 22, 
251.
The dynamic weighted aggregation (DWA) method [ 15,
161 has shown to be effective for multi-objective optimization using evolution strategies [I71 and Inspired from the above discussions, it has been speculated that the success of the DWA.method can also partly be attributed to the connectedness of the Pareto optimal solutions.for many continuous optimization problems i161. Another important factor 'that makes the DWA successful is that evolution strategies are able to conduct local search at the late stage of the optimization when the population has reached the Pareto front. On the contrary, canonical genetic algorithms (GA) are not able to conduct local search in multi-objective optimization even when they are converged to the Pareto front. To enhance GAS' local search ability, mating restriction should.be introduced [lO, 29, 
131.
This paper aims to'show empirically that connectedness holds also for many continuous optimization problems. Besides, it demonstrates that the distribution of the Pareto optimal solutions in parameter space exhibits high sjmplicity and regularity. In some cases, the Pareto optimal solutions can be fully defined by a number of piecewise linear functions. Once a model is constructed from the solutions generated by an optimizer, we are able to refine the quality of solutions significantly.
In. the following Section, the local search method used in the empirical studies in this paper, i.e., the DWA using an evolution strategy, will be briefly reviewed. ~ Illustrative simulation results are provided in Section 3 with observations of typical behavior of individuals on convex and concave Pareto fronts. In Section 4, the connectedness of Pareto optimal solutions is discussed by showing empirical results from some test functions. The regularity in distribution of Pareto optimal solutions is addressed in Section 5, where piecewise linear models are constructed to approximate Pareto optimal solutions in parameter space. Section 6 concludesthe paper with discussions of some open issues.
Dynamic Weighted Aggregation
The central idea behind the dynamic weighted aggregation method is, to use. variable weights during the'evolutionaq optimization to obtain multiple non-dominated,solutions in one run. A simple approach to realizing this i s to change weights gradually from generation to generation during optimization, which is termed as dynamic weighted aggregation (DWA) in [ 16j,Although there are no specific requirements on how the weights should be changed, <he following two factors should be taken into account:
Each weight should tie changed from O'to 1 or from 1 to 0 once to ensure that the whole Pareto front can be searched. ' ' The speed of the weight change shouldbe sufficiently slow so that the evolutionary algorithm isable to converge to the Pareto front. One practice is to fix-the weight first and let the population converge. to one point of the Pareto front. However, if evolution strategies are used, the step-sizes.should be prevented from converging.to zero so thai the population can move fast enough to follow the change of the weights. , .
.~ .
tirnization problems is as follows :
:
where t is the generation index,-/. 1 takes the absolute value, F is the weight change frequency,'usually between 50 and 200. For example, if F '= ZOO; the weigtits will change twice between 0 and 1 within 100 generations.
The dynamic weighted aggregation method can be extended to three-objective problems in a straightforward
way. An example of the weight change is as follows:
Let tl = 0, t z = 0, and t = tl + tz
A special case of the DWA method is to switch the weights between 0 and 1, which has beentermed the bangbang weighted aggregation (BWA) in 1161. Empirical studies have shown that the BWA method exhibits very good performance if the Pareto front is concave.
In DWA, the population is not able to keep all found nondominated solutions. Therefore, it is necessary to store the non-dominated solutions found so far. However,the archive has no influence on the search behavior.
. .
Simulations and Observations

Evolution Strategy , . .
A standard ES 1261 with comma selection is adopted in the simulations: The parent and offspring population sizes are set-to 15 and.100, respectively. The initial stepsizes are set to 0.1 and 400 generations are run for each test function.
The weights arechanged periodically according to equation (I) , where F is set to 200. No recombination operation has been implemented. During optimization; the step-sizes are checked in each generation and are re-initialized if they are smaller than a prescribed value. .This is important particularly in tracking a concave Pareto front because if the stepsizes converge to 0, the population will lose its ability to move. Meanwhile, the step-sizes should not be too large so that the population can keep moving along the Pareto front.
Test Functions
To show the effectiveness of the method, two bi-objective and two three-objective test functions have been used in .
Simulation Results and Observations
The found non-dominated solutions for the four test functions are provided in Figures 1.2.3 and 4, respectively.
The following two important observations can be made from the optimization processes using the EDWA method. reached the Pareto front, it will keep moving on it as the weights change. The speed of movement can be controlled by the frequency of the weights change. If the Pareto front is concave, the population will converge to one of the two ends of the concave Pareto front. Thereafter, the population will remain on this Pareto optimal point until the weights are changed to a threshold value, which is determined by the characteristics of the Pareto front. Then, the population will move along or close to the Pareto front very quickly to The effectiveness of the DWA method, as well as other local search techniques, may probably be attributed to the connectedness and regularity of Pareto optimal solutions in many MOO problems, which will be discussed in more details in the following sections.
. ? 
Connectedness and Search Efficiency
Consider the multi-objective optimization problem:
where S C R" is non-empty, compact, and convex, the The convexity condition for the conneciedness 'can be relaxed. For example, it has been shown that the connectedness holds if the objective functions are semi-convex [5] . Refer to [5, 71 and the references therein for detailed discussions on connectedness.
If connectedness holds, a local search algorithm will be able to get all Pareto optimal solutions very efficiently starting from a single Pareto optimal point. However, the above definition of connectedness is very strict. Fortunately, a local search algorithm can benefit much even if the strict connectedness does not hold. For example, a local search algorithm is able to find all solutions efficiently that are connected, although the whole Pareto front is disconnected. In case a Pareto front is composed of a finite number of disconnected sections, we say that the Pareto optimal solutions are loosely connected.
It is also found in evolutionary DWA based search, the population is able to move along the boundary of the feasible region, such as section BC in Fig. 7(a) , which connects different sections of the Pareto front. This is very interesting because it means that the optimizer is able to find a pathway that bridges the gap between the disconnected pieces of the Pareto front. To show this phenomenon, the DWA algorithm is applied to the third test function used in [31], whose
Pareto optimal front consists of five disconnected sections.
It can be seen from Fig. 8 that the population is moving along the boundaries that connect the Pareto optimal sections, although solutions on these boundaries are not Pareto optimal themselves. 
Regularity and Approximation of the Pareto Optimal Solutions
Conjectures on Regularity
One of the important aspects of global convexity is that Pareto-optimal solutions'are concentrated in a very small region of parameter space. In addition, Pareto optimal solutions are loosely connected for a large number of MOO problems, which can be taken advantage of by local search methods.
In this section, we will look into regularity of the distribution of Pareto optimal solutions in parameter space. Before going into details, we start with the following conjectures concerning the properties of the distribution of Paretooptimal solutions. These conjectures can be empirically verified on many popular multi-objective test problems.
If the Pareto front is a curve in objective space, the Pareto optimal solutions can also be defined by a curve in parameter space..If the Pareto front is a sur-face in objective space, the Pareto optimal solutions are also a sukace.
e The order of the function that defines the Pareto optimal se[ in parameter space is equal to or lower than that of the function describing the Pareto front in objective space. Thus, if the Pareto front consists of lower order curves. the solutions in parameter space can most probably be described by piecewise linear functions.
Note that it can be shown that a Pareto optimal surface is at most an m -1 dimensional surface, where m is the number of objectives. Therefore,'if m is less than or equal to 3, the Pareto front is at most a two-dimensional surface.
If the conjectures about the regularity hold for an unknown optimization task, it will be very helpful in improving the quality of the solutions obtained from an optimizer. Besides, it will be theoretically possible to recover more Pareto optimal solutions from a limited number of Pareto solutions achieved by an optimizer. Since the conjectures suggest that the complexity of the function that defines the Pareto optimal solutions in the parameter space (we will call it dejnirion funcrioii hereafter) is simpler than that defines the Pareto front in objective space, it will be more effective to approximate the definition function than to approximate the Pareto front as done in [30] .
In the following, approximate models for the definition function will be constructed for the test problems on the basis of the previous conjectures. It will be shown that in all the cases, the accuracy of the solutions will be improved significantly. Furthermore, missing solutions could be recovered through such analysis.
Test Function Fl
Using the solutions obtained in Section 3, it is straightforward to get the following linear model, which is illustrated in Fig. 9 (a) . The Pareto front directly generated from the approximate model as well as the solutions achieved by the optimizer is plotted in Fig. 9 (b) .'Obviously, the accuracy of the solutions has been improved through the linear approximation.
(3) 22 = 0.0296 + 0.981~1.
Test Function FZ
Similarly, the following linear model has been obtained for The solutions achieved by the optimizer, its approximate model and the Pareto front generated from the model are shown in Fig. 10 . 
Test Function F3
The regularity of the distribution of the solutions in parameter space can easily be observed. It is found that the bound-I ary of Pareto optimal solution region can be defined by the following three lines:
Using these linear curves, it is straightforward to get the boundary of the Pareto surface, as shown in Fig. 11 , where the approximated solutions are also provided. In this way, it is easy to get rid of the solutions that are not Pareto-optimal. Meanwhile, it is interesting to find out that the boundary of the Pareto optimal solutions in parameter space corresponds nicelyto that in objective space.
Test Function F4
From the distribution.of the obtained solutions in parameter space, refer to Fig. 12 , the definition function of this test problem consists of more than one linear sections plus a . Fig. 13 and the two sections of the P i e t o front generated by line sections 2 and 3 are illustrated in Figures 14, 15 and 16 respectively.
When we take a closer look at the solutions reconstructed from the approximate-definition functions, we notice that the Pareto front has richer features than what has been obtained in existing work [6, erated by line section 2 are so close to those generated by line section 3 that it is difficult to distinguish them without zooming in. The solutions generated by line section 4 are illustrated in Figures 17, ,18 and 19 .
Finally, the complete Pareto front generated from-the approximate definition function in parameter space is presented in Fig. 20 . Compared to the results shown in Fig. 4(b) , it can he seen that the Pareto-optimal solutions generated by line section 4 have heen completely missing in the Pareto front obtained using the optimization algorithm.
,Discussions and Conclusions
The main target of the paper is to suggest that connectedness and regularity can he the most important reasons behind the success of local search algorithms in MOO. It is shown that local search algorithms, such as the DWA method, can effectively take advantage of the connectedness and consequently its search efficiency is high. It is also shown that the distribution of he Pareto optimal set exhibits surprising regularity and simplicity in parameter space, which is very interesting and could be very helpful. By taking advantage of such regularities, it is possible to build simple models from the obtained Pareto-optimal solutions. Such an approximate model can he of great significance in improving the accuracy and distribution of Pareto optimal solutions. It should he pointed out that strict connectedness holds only for some particular class of MOO problems. Whether connectedness in a loose sense holds for all MOO problems is still unclear. Besides, the regularity and simplicity observed in the test functions needs to be verified for a wider range of MOO problems. It is thus important to check if most real-world applications also show connectedness and regularity. If this is not the case, it would be a critical issue in constructing test functions to avoid this kind of regularity.
Another issue that deserves further research is to investigate whether.self-adaptation mechanism of the ES works properly for multi-objective optimization. When ES is combined with DWA, it can' be seen as to track a moving minimum, in which case the self-adaptation behavior is not well understood yet [ I ] . 
