Equilibrium adjustment of disequilibrium prices. by Herings, P.J.J. et al.
Equilibrium Adjustment of Disequilibrium Prices 1
Jean-Jacques Herings 2




1This research is part of the VF-program ”Competition and Cooperation”. To appear in
Journal of Mathematical Economics
2P.J.J. Herings, Department of Econometrics and CentER, Tilburg University, P.O. Box 90153,
5000 LE Tilburg, The Netherlands. This author is ﬁnancially supported by the Cooperation
Centre Tilburg and Eindhoven Universities
3G. van der Laan, Department of Econometrics and Tinbergen Institute, Free University, De
Boelelaan 1105, 1081 HV Amsterdam, The Netherlands
4A.J.J. Talman, Department of Econometrics and CentER, Tilburg University, P.O. Box
90153, 5000 LE Tilburg, The Netherlands
5R.J.G. Venniker, Department of Econometrics and Tinbergen Institute, Free University, De
Boelelaan 1105, 1081 HV Amsterdam, The Netherlands. This author is ﬁnancially supported by
the Netherlands Organization for Scientiﬁc Research (NWO)Abstract
We consider an exchange economy in which price rigidities are present. An always converg-
ing price and quantity adjustment process for such an economy is presented that is based
on a discrete algorithmic procedure rather than more traditional adjustment processes,
which are based on diﬀerence or diﬀerential equations. In the short run all non-numeraire
commodities have a ﬂexible price level with respect to the numeraire commodity but their
relative prices are mutually ﬁxed. In the long run prices are assumed to be completely ﬂex-
ible. The adjustment process starts with a trivial equilibrium with low enough price level
and complete demand rationing on all markets. Along the path followed by the adjustment
process, initially all relative prices of the non-numeraire commodities are kept ﬁxed and
the price level is increased. Rationing schemes are adjusted to keep markets in equilibrium.
Doing so the process reaches a short run equilibrium with only demand rationing and no
rationing on the numeraire and at least one of the other commodities. In the long run the
process allows for a downward price adjustment of unrationed non-numeraire commodities
and reaches a Walrasian equilibrium eventually.
Key words: Exchange economy, Price rigidities, Disequilibrium, Simplicial Algorithm,
Adjustment process, Dr` eze equilibrium, Walrasian equilibrium1 Introduction
Consider an economy where trade has to take place against a non-Walrasian price system.
Then demand is not equal to supply on the markets of some commodities. A Dr` eze equi-
librium can now be obtained by demand and supply rationing on the commodity markets,
see Dr` eze [3]. However, due to the demand and supply rationing, prices have a tendency
to change. A well-known price adjustment process is the classical Walrasian tatonnement
process. This process adjusts at any point in time the prices of the commodities according
to their notional excess demand at that point in time.
The Walrasian tatonnement process has a number of drawbacks. First, the adjust-
ment of the prices according to this process does not guarantee convergence to a Walrasian
equilibrium price system. In Scarf [16] examples of economies have been given for which
the Walrasian tatonnement process fails to converge to an equilibrium price vector. It has
been shown in Saari [15] that any process based on a ﬁnite amount of local information
fails to converge for a substantial class of economies. This lack of convergence has been
solved in Smale [18], van der Laan and Talman [9,10], and Kamiya [7], where several price
adjustment processes with much better convergence properties have been presented.
The second drawback of the Walrasian tatonnement process as well as of the other
processes mentioned in the previous paragraph is that demand and supply are not in
equilibrium as long as the process has not achieved a Walrasian equilibrium price system.
So, trade must be excluded until equilibrium is reached. Moreover, as has been noticed
in Veendorp [19], the relevant market signals for an adjustment process in an economy
are based on the eﬀective demand associated with a Dr` eze equilibrium instead of the
notional demand used in the adjustment processes described above. Therefore, in Veendorp
[19] an adjustment process is considered which follows a path of Dr` eze equilibria and
where prices are adjusted as in the Walrasian tatonnement process, with notional excess
demand replaced by eﬀective excess demand. In Veendorp [19] (see also the correction in
Laroque [11]) a proof of the convergence of this process is given in a model with three
commodities and two consumers in case the total excess demand function satisﬁes a gross
substitutability condition. In general, however, such a process does not necessarily converge
to a Walrasian equilibrium price system and even chaotic behaviour may be expected
(see Day and Pianigiani [2]). The possibility of chaotic behaviour has been conﬁrmed in
B¨ ohm [1] in a more complicated model with overlapping generations, producers, and a
government.
In this paper a price and quantity adjustment process is presented, which does not
suﬀer from the drawbacks mentioned before. At any point along the path of this adjustment
process the economy attains a Dr` eze equilibrium as in Veendorp [19]. Therefore, trade is
possible at each point in time. Furthermore, prices are adjusted according to the market
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the adjustment of prices is based on the relevant market signal. Moreover, the adjustment
process does not suﬀer from lack of convergence, but instead converges to a Walrasian
equilibrium in the long run. An artiﬁcial function, called the reduced total excess demand
function, will be constructed in such a way that the path of zero points of this function
yields the path of points followed by the desired adjustment process. The adjustment
process will be based on discrete algorithmic procedures as initiated by Scarf [17], called
simplicial algorithms, rather than more traditional adjustment processes, which are based
on diﬀerence or diﬀerential equations. A modiﬁcation of a simplicial algorithm introduced
in van der Laan [8] will be presented and will be applied to the reduced total excess
demand function. The path of points generated by this simplicial algorithm yields an
approximation of the desired adjustment process. The inaccuracy of the approximation
can be made arbitrarily small.
The economic interpretation of the adjustment process of this paper is inspired by
recent experiences in Eastern European countries and the former Soviet Republic. For
general equilibrium type models of the situation in these countries we refer to Polterovich
[14]. In these models markets are cleared by means of demand rationing. Thus far this
type of equilibrium has not been used in an adjustment process to obtain a Walrasian
equilibrium. We assume that one of the commodities is the numeraire having ﬁxed price
equal to one. The other commodities, called real commodities, have in the short term
a ﬂexible price level with respect to this numeraire commodity, but have mutually ﬁxed
relative prices. When the price level is so low that no consumer wants to sell any amount
of the real commodities, a trivial equilibrium is obtained by complete demand rationing on
all the non-numeraire commodities. We introduce an adjustment process that starts with
such a trivial equilibrium and subsequently adjusts prices and rationing schemes in such a
way that at any moment during the adjustment process it holds that the markets are kept
in equilibrium by rationing the demand for the non-numeraire commodities, while there is
no rationing on the supply side of the markets. In the beginning of the process only the
price level of the real commodities and the rationing schemes are adjusted simultaneously
until at least one of the non-numeraire commodities is no longer rationed in its demand.
This part of the process can be seen as the short term adjustment of the rationing scheme
given the ﬁxed relative prices of the non-numeraire commodities. Starting from the trivial
equilibrium with complete demand rationing, the rationing on demand is reduced until
an equilibrium is found in which the rationing on the demand can not be reduced any
further without allowing for more price ﬂexibility or supply rationing. From this short
term equilibrium at given ﬁxed relative prices, the prices of the unrationed non-numeraire
commodities are allowed to decrease relatively with respect to the price level of the real
2commodities. The process therefore continues by simultaneously changing the price level,
the prices of the unrationed commodities at levels below their relative maxima, and the
demand constraints of the rationed commodities, in order to keep all markets in equilibrium.
It will be shown that this long term process continues until none of the commodities is
rationed and a Walrasian equilibrium has been obtained.
This paper is organized as follows. In Section 2 we introduce the model and deﬁne
the concept of a real demand-constrained equilibrium with given price level. In such an
equilibrium the numeraire commodity is not rationed, there may be demand rationing on
the other markets, and the price level equals a given value. We show the existence of a
trivial equilibrium with complete demand rationing on the markets of all non-numeraire
commodities for price levels low enough. In Section 3 we construct the reduced total excess
demand function by relating to any element of an (n +1)-dimensional set the total excess
demand at some price vector and some rationing scheme and we discuss the behaviour of
this function. In Section 4 we discuss and illustrate the adjustment process. Starting from
the trivial equilibrium this process follows a path of real demand-constrained equilibria
until a Walrasian equilibrium is found. In Section 5 we prove by means of simplicial
approximation that there indeed exists a path of prices and rationing schemes yielding
approximate real demand-constrained equilibria and show that this path connects a trivial
real demand-constrained equilibrium with complete demand rationing on the markets of
all non-numeraire commodities with an approximate Walrasian equilibrium, whereas the
inaccuracy of the approximation can be made arbitrarily small. To relate this path to the
set of exact real demand-constrained equilibria, in Section 6 the latter set is considered. It
is shown that there exists a connected set of real demand-constrained equilibria containing
both a trivial real demand-constrained equilibrium and a Walrasian equilibrium.
2 The model
We consider an exchange economy E =( {Xi, i,w i}m
i=1, ￿ r). In this economy there are m
consumers, indexed i =1 ,...,m,a n dn + 1 commodities, indexed j =1 ,...,n+1 . F o r
ease of notation, in the sequel we denote the set of indices {1,...,k} by Ik. Each consumer
i ∈ Im is characterized by a consumption set Xi, a preference preordering  i on Xi, and
a vector of initial endowments wi. We take one of the commodities, say commodity n+1,
as the numeraire commodity, having a price equal to 1. In this paper we assume that the
economy E is initially faced with completely ﬁxed relative prices for the non-numeraire
or real commodities, determined by the vector ￿ r ∈ IR
n
++. For a given price level α>0,
the short term vector of prices is given by ￿ p(α) deﬁned by ￿ pj(α)=α￿ rj,f o rj ∈ In,a n d
￿ pn+1(α) = 1. By varying the price level, in the short run all the prices of the non-numeraire
3commodities can simultaneously be adjusted upwards or downwards with respect to the
price of the numeraire commodity. In the long term the vector ￿ p(α) serves as an upper
bound on the prices of the real commodities and for given price level α>0 the set of
admissible prices is given by the set P(α)d e ﬁ n e db y
P(α)={p ∈ IR
n+1
++ | pj ≤ α￿ rj, ∀j ∈ In, and pn+1 =1 }.
The following assumptions with respect to the economy E are made:
Ass 2.1 For every consumer i ∈ Im the consumption set Xi belongs to IR
n+1
+ ,i sc l o s e d
and convex, and Xi +I R
n+1
+ ⊂ Xi.
Ass 2.2 For every consumer i ∈ Im the preference preordering  i on Xi is complete,
continuous, strongly monotonic, and strongly convex.
Ass 2.3 For every consumer i ∈ Im the vector of initial endowments wi belongs to the
interior of Xi.
Notice that the assumption of strong convexity in 2.2 allows us to work with demand
functions instead of demand correspondences.
In general the short term ﬁxed relative prices will not be equal to the relative
prices in any Walrasian equilibrium of the economy E, being a price vector p∗ ∈ IR
n+1
++




i=1 wi and x∗i
is a best element for  i in the budget set {xi ∈ Xi | p∗ xi ≤ p∗ wi} for every i ∈ Im.
Hence, there may not exist an α∗ > 0 such that the price vector p∗ = ￿ p(α∗) supports a
Walrasian equilibrium. To equilibrate the demand and the supply under price restrictions
one may introduce an equilibrium concept involving vectors of quantity constraints on the
net demand. Given a price vector p ∈ IR
n+1
+ and a rationing scheme on demand L ∈ IR
n+1
+ ,











The corresponding constrained demand di(p,L)o fc o n s u m e ri is deﬁned as a best element
for  i in Bi(p,L). Because of the strong convexity and strong monotonicity assumptions
this element is unique and lies on the budget hyperplane, i.e., p di(p,L)=p wi.Ar e a l
demand-constrained equilibrium with respect to a given price level α>0i sd e ﬁ n e da s
follows.
Deﬁnition 2.4 Real demand-constrained equilibrium
For given α>0,areal demand-constrained equilibrium with price level α (RDEα)
for the economy E =( {Xi, i, wi}m
i=1, ￿ r) is a price system p∗ ∈ IR
n+1
++ , a rationing scheme
on demand L∗ ∈ IR
n+1
+ , and, for every consumer i ∈ Im, a consumption bundle x∗i ∈ Xi
such that







j ≤ α￿ rj, ∀j ∈ In, and p∗
n+1 =1 ;
• for all j ∈ In, p∗
j <α ￿ rj implies L∗
j >x ∗i
j − wi
j for all i ∈ Im;




A real demand-constrained equilibrium with price level α coincides with the deﬁnition of
a constrained equilibrium given in Dr` eze [3] for the set P(α) of admissible prices for given
price level α. The rationing scheme on demand is assumed to be uniform, i.e., the same
for each consumer. This assumption can easily be relaxed. Condition 2.4 requires that
the consumption of each consumer equals his constrained demand while condition 2.4 is
the market clearing condition. Condition 2.4 requires that the price vector p∗ lies in the
set P(α), i.e., for every commodity j ∈ In the price is relatively equal to or smaller than
the price level α, whereas the price of the numeraire commodity equals one. Condition 2.4
reﬂects the natural property that demand rationing on the market of a commodity will
only occur if its price is maximal. Condition 2.4 implies that there is no rationing on the
market of the numeraire commodity.
A real demand-constrained equilibrium without rationing yields a Walrasian equi-
librium. For given price level α, there will indeed exist such an equilibrium for α large
enough. On the other hand, it will be shown that for small enough α there exists a uniquely
determined trivial RDEα at which all real commodities are completely rationed and that
for α chosen large enough any RDEα yields a Walrasian equilibrium. In this paper it is
shown by means of simplicial approximation that a Walrasian equilibrium can be reached
by generating a path of RDEα’s, i.e., at any point on the path all markets are in equilibrium
and hence trade is possible, in the following way. The path starts with a trivial RDEα for α
chosen small enough. In the short term, by increasing α and adjusting simultaneously the
rationing schemes a path of RDEα’s is generated where all real commodities are demand-
rationed and prices are relatively ﬁxed, i.e., in each equilibrium all the price constraints in
condition (iii) of Deﬁnition 2.4 are binding. In the long term the price constraints will be-
come non-binding and a path of RDEα’s is generated, where the price of a real commodity
becomes lower than the maximum price as soon as there is no longer demand rationing
on the market of this commodity. To keep all markets in equilibrium, along the path the
price level, prices and rationing schemes are adjusted simultaneously. Once the price of a
commodity without demand rationing reaches again its maximum price, this commodity
becomes demand rationed again and the price is kept equal to its maximum. As soon as no
5commodity is rationed, a Walrasian equilibrium has been reached. It will be shown that
this will indeed be the case eventually.
Deﬁne the vector w by w =
￿
i∈Im wi. Since at an RDEα (p∗,L ∗,x ∗1,...,x ∗m)i t
holds that x∗i
j −wi
j <w j, ∀i ∈ Im, ∀j ∈ In+1, and since there is no rationing on the market
of the numeraire commodity, it is useful to consider only demand rationing schemes L
satisfying Ln+1 = wn+1 and 0 ≤ Lj ≤ wj, ∀j ∈ In. The set of these rationing schemes is
denoted by L,s o
L = {L ∈ IR
n+1
+ | Lj ≤ wj, ∀j ∈ In,a n dLn+1 = wn+1}.
In order to show the existence of an RDEα for any α>0 the following lemma gives a
result about the values of the demand if the price of some commodity is relatively low. The
lemma states that for every consumer i ∈ Im it holds that if the price ratio
pj
pk for any two
commodities j,k ∈ In+1 is suﬃciently small, then his constrained demand for commodity
j exceeds the total initial endowments of this commodity if the demand constraint for it
is equal to these total initial endowments. Deﬁne the set L by L = {L ∈ IR
n+1
+ | Lj ≤
wj, ∀j ∈ In+1}.
Lemma 2.5
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then for every
i ∈ Im there exists a number βi > 0 such that for all j ∈ In+1 it holds that di
j(p,L) >w j
for every (p,L) ∈ IR
n+1
+ × L satisfying both
pj
pk ≤ βi for some k ∈ In+1 and Lj = wj.
Proof
Suppose that there exists a consumer i ∈ Im for which the lemma does not hold. Then
without loss of generality there exists a commodity j ∈ In+1 and a sequence (pr,L r)r∈IN
of prices and rationing schemes in I R
n+1






r for some kr ∈ In+1,a n ddi
j(pr,L r) ≤ wj. Because of the homogeneity of degree
zero of the demand function we may assume without loss of generality that for any r ∈ IN ,
￿n+1
h=1 pr






+ satisfying pj =0 ,Lj = wj,a n dd
i
j ≤ wj. Since
￿n+1
h=1 ph =1
and there is no supply rationing, the demand function is continuous at (p,L) according
to the lemma on page 304 in Dr` eze [3]. Consequently, d
i
j = di
j(p,L). Since pj =0a n d
Lj = wj, it follows from the monotonicity of the preferences that d
i
j = wi
j + wj, which
contradicts d
i
j ≤ wj. 
Given an economy E =( {Xi, i,w i}m
i=1, ￿ r), let the numbers βi, i ∈ Im,b es os m a l lt h a t





6Then α corresponds to a price level in the economy which is so low that under the conditions
of Lemma 2.5 all consumers are demanding net amounts of all real commodities. This gives
us the next theorem.
Theorem 2.6
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then for any
α ∈ (0,α] there exists an RDEα. Moreover, for any RDEα (p∗,L ∗,x ∗1,...,x ∗m) with 0 <
α ≤ α it holds that p∗ = ￿ p(α),L ∗
j =0 , ∀j ∈ In, and x∗i = wi, ∀i ∈ Im.
Proof





i∈Im Xi such that the ﬁrst four conditions of Deﬁnition 2.4 are satisﬁed and, more-
over, there exists j ∈ In+1 such that L∗
j >x ∗i
j − wi
j, ∀i ∈ Im. Let any α ∈ (0,α]a n da n y
(p∗,L ∗,x ∗1,...,x ∗m) with these properties be given.
Suppose i ∈ Im and k ∈ In satisfy L∗
k >x ∗i
k − wi
k. Then x∗i = di(p∗,L ∗)=di(p∗, ￿ L∗) with
￿ L∗
j = L∗
j, ∀j ∈ In+1 \{ k}, and ￿ L∗




n+1 ≤ α￿ rk ≤ α￿ rk ≤ βi and ￿ L∗
k = wk it
follows from Lemma 2.5 that x∗i




j, ∀i ∈ Im, ∀j ∈ In, and p∗ = ￿ p(α) due to equilibrium condition 2.4.







j =0a n dx∗i
j = wi




j, ∀i ∈ Im, it holds that L∗
n+1 >x ∗i
n+1 − wi
n+1, ∀i ∈ Im. Consequently,
(p∗,L ∗,x ∗1,...,x ∗m)i sa nR D E α. 
For α ∈ (0,α], Theorem 2.6 shows the existence of a trivial RDEα in the sense that the
price ratio between the numeraire and any other commodity becomes so high that nobody
supplies a non-numeraire commodity and therefore equilibrium is sustained by complete
demand rationing on the markets of the non-numeraire commodities.
3 The reduced total excess demand function
To describe the price and quantity adjustment process, we relate to any element of the
(n + 1)-dimensional set Cn+1 given by
C
n+1 = {q ∈ IR
n+1 | 0 ≤ qn+1 < 1, 0 ≤ qj ≤ 2, ∀j ∈ In, and ∃k ∈ In,q k ≤ 1},
a price and a rationing vector. The set Cn+1 is illustrated in Figure 1 for n =2 . Observe















































































































































Figure 1: The set C3.
For q ∈ Cn+1, the price level ￿ α(q) > 0, the price system ￿ p(q) ∈ IR
n+1
++ , and the





￿ pj(q)=m i n {1,2 − qj}￿ α(q)￿ rj, ∀j ∈ In, (3.2)
￿ pn+1(q)=1 , (3.3)
￿ Lj(q)=m i n {1,q j}wj, ∀j ∈ In, (3.4)
￿ Ln+1(q)=wn+1. (3.5)
Notice that ￿ α(q) is well-deﬁned because qn+1 < 1f o ra l lq ∈ Cn+1. Furthermore,
for every j ∈ In, ￿ Lj(q)=0i fqj =0 , and ￿ Lj(q)=wj if qj ≥ 1. Moreover, for every j ∈ In,
￿ pj(q)=￿ α(q)￿ rj if qj ≤ 1, and ￿ pj(q) < ￿ α(q)￿ rj if qj > 1. If qn+1 =0t h e n￿ α(q)=α, and if
qn+1 > 0 then ￿ α(q) >α .
For q ∈ Cn+1 we call ￿ Bi(q)=Bi(￿ p(q), ￿ L(q)) the constrained budget set of consumer




i | ￿ p(q)
 x






j ≤ ￿ Lj(q), ∀j ∈ In+1}.
8Let ￿ di(q) denote the best element for  i in the constrained budget set ￿ Bi(q)o fc o n s u m e r










The function ￿ z : Cn+1 → IR
n+1 is called the reduced total excess demand function.
For q∗ ∈ Cn+1, it holds that (￿ p(q∗), ￿ L(q∗), ￿ d1(q∗),..., ￿ dm(q∗)) is an RDE￿ α(q∗) if and
only if ￿ z(q∗)=0 . Clearly, q∗ =0corresponds to the trivial RDEα given by (￿ p(α),
(0 ,w n+1) ,w 1,...,w m). Finally, deﬁne the set ￿ Cn+1 by ￿ Cn+1 = {q ∈ Cn+1 | minj∈In qj =
1}. The set ￿ Cn+1 corresponds to the crossed area in Figure 1 for n =2 .I fq ∈ ￿ Cn+1 then
￿ L(q)=w and hence the rationing constraints are non-binding. So, we have that for every
q ∈ ￿ Cn+1 it holds that any RDE￿ α(q) (￿ p(q), ￿ L(q), ￿ d1(q),..., ￿ dm(q)) is a WE.
In Section 5 a constructive proof is given of the existence of a path of approximate
zeros of ￿ z in Cn+1 corresponding to approximate RDEα’s. This path connects q =0 ,
corresponding to the trivial RDEα for α = α, with an approximate zero point q∗ of ￿ z on
the boundary ￿ Cn+1 of Cn+1, inducing an approximate Walrasian equilibrium. In Section 6
we will show the existence of a connected set of RDEα’s connecting the trivial RDEα and
a Walrasian equilibrium by considering the limit of a sequence of paths of approximate
RDEα’s. The price and quantity adjustment process follows the path of zero points of ￿ z.
Starting from the trivial RDEα at the point q =0 , it proceeds with increasing the price
level by increasing the variable qn+1. Since, initially, all consumers are net demanders of all
real commodities, the only way to maintain equilibrium is to ration all demands completely,
i.e., q1,...,q n are initially all kept equal to zero. At some point some consumer will start
to supply some commodity k ∈ In. Then it is possible to weaken the demand rationing
on the market of commodity k, i.e., to increase qk. Continuing the adjustment of the
price level, there will also become supply by some consumers on other markets, making it
possible to decrease the amount of demand rationing on these markets too. Continuing this
adjustment of the price level by adjusting qn+1 and keeping the markets of all commodities
in equilibrium by adjusting qj, ∀j ∈ In, it will be shown that at some point a short term
equilibrium is reached at which there is no longer demand rationing on the market of at
least one real commodity, say, commodity j1 ∈ In. From this point in time it is allowed that
the price of commodity j1 decreases relative to the price level and is adjusted in such a way
that the market of this commodity is kept in equilibrium. Next, at some point in time it
will either happen that there is no demand rationing on the market of another commodity,
say, commodity j2 ∈ In, or in order to keep the market of commodity j1 in equilibrium,
its price has to be increased above the maximum price on the market of commodity j1
indicated by the price level. In the former case the price of commodity j2 is also allowed
to decrease from the maximum price and together with the price level and the rationing
9schemes of the other commodities the prices of the commodities j1 and j2 are adjusted
simultaneously such that the markets of these commodities are kept in equilibrium. In the
latter case the price of commodity j1 is kept equal again to the maximum price, whereas
t h em a r k e to fc o m m o d i t yj1 is equilibrated by introducing demand rationing again. More
generally, at some point in time let J ⊂ In be the subset of commodities with no demand
rationing. Then the process proceeds by adjusting simultaneously the price level, the prices
of the commodities in J, and the demand rationing schemes of the real commodities in the
set In\J, such that all markets are kept in equilibrium. As soon as for some j ∈ J the price
reaches its maximum, the price of this commodity is kept equal again to the maximum price
and the process proceeds as above with J \{j} as the set of unrationed real commodities,
whereas the process proceeds with the set J ∪{ k} as the set of unrationed commodities
as soon as there is no longer demand rationing for some commodity k ∈ In \ J. It will be
shown that eventually there will be no demand rationing on any market and therefore a
Walrasian equilibrium will be reached. Before we give more details of the process, in the
following lemmas we describe some properties of the reduced total excess demand function
￿ z.
Lemma 3.1
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then the reduced
total excess demand function ￿ z is continuous on Cn+1 and ￿ p(q) ￿ z(q)=0 , ∀q ∈ Cn+1.
Proof
By the lemma in Dr` eze [3] (p. 304) it follows that, for every i ∈ Im,B i is continuous on
IR
n
+×{1}×L, using that pn+1 = 1 and there is no supply rationing on the market of the nu-
meraire commodity. Using the continuity and the strong convexity of the preferences, and
the maximum theorem it follows that, for every i ∈ Im,d i is continuous on I R
n
+ ×{1}×L.
By the continuity of the functions ￿ p and ￿ L in q it follows that ￿ z is continuous on Cn+1.
The strong monotonicity of the preferences yields that ￿ p(q) ￿ z(q)=0 , ∀q ∈ Cn+1. 
When q =0 , each consumer wants to sell the numeraire commodity in exchange for any of
the other commodities. However, as long as qj =0f o ra l lj ∈ In, none of the non-numeraire
commodities can be bought. So, the consumers must keep their initial endowments of the
numeraire commodity and we have an equilibrium. When qk > 0 for just one commodity
k ∈ In, there is no longer complete demand rationing and the consumers want to buy good
k against the numeraire. We then have that ￿ zn+1(q) < 0a n d￿ zk(q) > 0 and therefore the
economy is out of equilibrium. In the following lemma this reasoning is generalized to the
case that qj > 0 for at least one j ∈ In.
10Lemma 3.2
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then, for every
j ∈ In, if q ∈ Cn+1 and qj =0 , then ￿ zj(q) ≤ 0. Furthermore, if q ∈ Cn+1 and qn+1 =0 ,
then ￿ zj(q) ≥ 0, ∀j ∈ In. Moreover, for every k ∈ In, if q ∈ Cn+1,q n+1 =0 , and qk > 0,
then ￿ zk(q) > 0.
Proof




j) ≤ m￿ Lj(q)=0 .
Let q ∈ Cn+1 with qn+1 = 0 be given and suppose that ￿ zk(q) ≤ 0f o rs o m ek ∈ In with
qk > 0. Then, for some i ∈ Im, ￿ di
k(q) ≤ wi
k. Since qk > 0 and hence ￿ Lk(q) > 0 we have that
￿ Lk(q) is non-binding for this consumer. Therefore, ￿ di(q)=di(￿ p(q), ￿ L) with ￿ L ∈Ldeﬁned
by ￿ Lj = ￿ Lj(q), for all j ∈ In+1 \{ k},a n d￿ Lk = wk.M o r e o v e r , ￿ pk(q)
￿ pn+1(q) ≤ α￿ rk ≤ βi. By
Lemma 2.5, di
k(￿ p(q), ￿ L) >w k, a contradiction. Consequently, for every k ∈ In, if q ∈ Cn+1,
qn+1 =0 , and qk > 0, then ￿ zk(q) > 0. From the continuity of ￿ z it follows that q ∈ Cn+1
and qn+1 = 0 implies ￿ zj(q) ≥ 0, ∀j ∈ In. 
We now want to consider the behaviour of ￿ z near the boundary of Cn+1 where qj =2
for some j ∈ In or where qn+1 = 1, i.e., when the numeraire commodity is relatively very
cheap. To do so, deﬁne the positive number δ by






Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then, for every
j ∈ In,i fq ∈ Cn+1 and qj =2 , then ￿ zj(q) > 0. If q ∈ Cn+1 and qn+1 ≥ 1 − δ, then
￿ zn+1(q) > 0.
Proof
When qj = 2 then ￿ pj(q)=0a n d ￿ Lj(q)=wj > 0. From the monotonicity of preferences it
follows that ￿ zj(q) > 0.
















Hence, by Lemma 2.5, di
n+1(￿ p(q), ￿ L(q)) >w n+1, for all i ∈ Im, and so ￿ zn+1(q) >m w n+1 −
wn+1 ≥ 0. 
114 An illustration of the price and quantity adjustment
process
In this section we consider the adjustment process induced by following the path of real
demand-constrained equilibria. The path ﬁrst proceeds from the trivial RDEα to an RDEα,
where at least one real commodity is not being rationed. At this point qj = 1 holds for at
least one j ∈ In. Then the process continues by keeping the relative prices of the rationed
commodities maximal and by allowing a decrement of the relative price of the unrationed
commodity by increasing the corresponding value of the variable qj.C o n t i n u i n gw eh a v e
that in order to keep total excess demand equal to zero the process adjusts simultaneously
the prices of the unrationed commodities (corresponding to the indices j with qj > 1)
below their relative upper bound, the price level ￿ α(q), and the rationing schemes of the
commodities with prices still on their relative upper bound (corresponding to the indices j
with qj < 1 ) .A ss o o na sf o rs o m ej ∈ In the value of qj increases to one, the corresponding
regime switches from rationing adjustment under ﬁxed relative price to price adjustment
without rationing, while the reverse happens if the value of qj becomes equal to one from
above. Eventually, the process reaches a point in which all values of qj, j ∈ In, are equal
to or greater than one and hence a Walrasian equilibrium has been obtained.
A typical example of the process is illustrated in Figure 2 for n = 2 by drawing the
projection of the path in the (q1,q 2)-space. From Theorem 2.6 it follows that the point
q =0induces the trivial RDEα. Moreover, it follows from Lemma 3.2 that any other
point q with qn+1 = 0 can not induce an equilibrium. Therefore, to keep all markets in
equilibrium, initially we have to increase the value of q3 inducing an increase of the price
level. This means that the projection does not change and remains equal to the point 0
in the (q1,q 2)-space. Suppose next that a consumer starts to supply commodity 1. Then
also the value of q1 starts to increase. So, the projection goes from 0 in the direction of the
point A, generating RDE￿ α(q)’s by relaxing the constraint on the demand of commodity 1
according to the value of q1 and changing the price level according to q3.A tp o i n tA also
the value of q2 becomes positive, inducing a non-zero demand constraint on the market of
commodity 2. At point B the path reaches an RDE￿ α(q) with no rationing on the market
of commodity 1. Then the path continues with values of q1 above one. This part of the
path induces RDE￿ α(q)’s in which for commodity 1 a situation corresponding to condition
2.4 of Deﬁnition 2.4 occurs, i.e., no rationing on the demand of commodity 1, while the
price of this commodity is relatively below the price level ￿ α(q), which is determined by
the value of q3. From Lemma 3.3 we know that ￿ z1(q) > 0i fq1 =2a n dt h a t￿ z3(q) > 0i f
q3 ≥ 1 − δ. Since at the path all markets are in equilibrium the path can neither reach
values of q3 above 1 − δ nor the boundary of C3 where q1 =2 . M o r e o v e r ,i fq2 becomes
12Figure 2: Illustration of the adjustment path; n =2 .
equal to zero, the path is continued along this boundary of C3 by adjusting q1 and q3 and
complete demand rationing on the market of commodity 2. Therefore, by continuing the
process in the region where q1 > 1, the path has to reach either a point on the boundary
of C3 where q2 =1o rq1 must become equal to one again. The former case is similar to
point W and is discussed below. The latter case is illustrated in the ﬁgure where the path
reaches point C. At this point a second RDE￿ α(q) with q1 = 1 is reached. From this point
on the path induces again RDE￿ α(q)’s with rationing on both commodities. By continuing
the process the path must reach again a point q with qj = 1 for either j =1o rj =2 .
This happens at point D where q2 = 1. From this point on the path induces RDE￿ α(q)’s
with no rationing on the market of commodity 2. Similarly to the reasoning given before,
the path must reach either a point where q2 = 1 or a point where q1 = 1. In the former
case the path continues as in point C. The latter case is illustrated in the ﬁgure by point
W, where the process reaches a WE. Notice that along the path initially the value of q3
increases. However, in general it is not guaranteed that this value increases monotonically.
Along some parts of the path it is possible that the value of the variable q3 determining
the price level will decrease and hence the price level α(q) will decrease in order to keep
the total excess demand equal to zero.
Using the deﬁnition of ￿ p(q) we can translate the picture of Figure 2 in the (q1,q 2)-
13Figure 3: The partition of the price space in disequilibrium regimes; n =2 .
space to a picture in the (p1,p 2)-space. Recall that p3 = 1 is ﬁxed. To do so, we ﬁrst
consider Figure 3. Assuming that there is no rationing on the market of the numeraire
commodity, in Figure 3 we have drawn the diﬀerent rationing regimes according to the
values of p1 and p2. The point W   denotes the Walrasian equilibrium values of the prices.
The curves going through this point separate the diﬀerent regimes of rationing. At a point
in Region IV the values of p1 and p2 are rather high and supply rationing on both markets
is needed in order to equilibrate the markets. In Region II (III) the value of p2 (p1)i s
rather low and the value of p1 (p2) high and therefore demand rationing on market 2
(market 1) and supply rationing on market 1 (market 2) is needed. At a point in Region I
demand rationing on both markets is necessary. At the intersection of two regions we need
only rationing on one of the markets, for instance there is no rationing on the market of
commodity 1 where the Regions I and II meet. At such a point market 1 switches from
demand rationing in Region I to supply rationing in Region II. Of course, at point W   the
markets are equilibrated without rationing. The regions are drawn again in Figure 4. In
this ﬁgure the straight line leaving the origin represents the initially ﬁxed relative prices of
the non-numeraire commodities. At any point on this line we have that p = ￿ p(α)f o rs o m e
price level α>0. Point O reﬂects the price level α. At this point the trivial equilibrium
is obtained with complete demand rationing on both commodities.
14Figure 4: Illustration of the adjustment path in the price space; n =2 .
Translating Figure 2 to Figure 4 the path starts at the point O. Increasing the
value of q3 corresponds to an increase of the price level and hence in Figure 4 the path goes
upwards along the ray of ﬁxed relative prices, until at the point O  some consumer starts to
supply commodity 1. This point still corresponds with the point 0 in Figure 2, because this
latter point is the projection of the part of the path along which only q3 increases. At the
point O  the complete demand rationing is relaxed and q1 becomes positive. Going from 0
to A in Figure 2 corresponds to going from O  to A  in Figure 4. The path from 0 to A shows
that the demand rationing on commodity 1 is relaxed from zero, while the path from O  to
A  shows that the price level increases simultaneously. At point A also q2 becomes positive.
Continuing along the path in Figure 2 from A to B, Figure 4 shows that simultaneously
the price level (i.e. ￿ α(q)) increases until at point B  corresponding to point B in Figure 2
the boundary between Region I and Region II is reached, at which the market regime for
commodity 1 switches from demand rationing into supply rationing. At this point the path
in Figure 2 continues with values of q1 above 1 and hence with price p1 below the maximum
according to the price level, while the markets are kept in equilibrium without rationing
on the market of commodity 1. In Figure 4 this is illustrated by the fact that the path
leaves the ray through O in upward direction, inducing a price ratio
p1
p2 < ￿ r1
￿ r2, by following
the curve between Region I and Region II. At point C  corresponding to point C in Figure
152 this curve again meets the ray of ﬁxed relative prices. Observe that going along this
curve from B  to C  the absolute value of p2 ﬁrst is increasing and afterwards decreasing,
showing that the price level and hence q3 does not increase monotonically. Continuing
at point C the path in Figure 2 again induces an equilibrium with ﬁxed relative prices
and demand rationing on both markets, and hence the corresponding path in Figure 4
continues along the ray through O going further upwards in Region I. At this part of the
path the price level increases again. At point D  corresponding to the point D in Figure 2
the border between Region I and Region III is reached. Now the path continues along the
curve between these regions, keeping the markets in equilibrium by allowing the price of
commodity 2 to vary below the allowed maximum value (q2 > 1) and imposing a demand
constraint on the market of commodity 1 (q1 < 1), until at point W  corresponding to W
in Figure 2 the Walrasian equilibrium values of the prices are reached.
5 Approximate real demand-constrained equilibria
In this section attention is focused on approximate real demand-constrained equilibria. By
using simplicial techniques we give a constructive proof of the existence of a path of points
in Cn+1 inducing a path of approximate equilibria connecting the trivial RDEα induced by
q =0with an approximate WE induced by some point q ∈ Cn+1 such that minj∈In qj =
1. Applying the simplicial technique provides us with the possibility to follow the path
described in the previous section. By taking the mesh size of the underlying triangulation
small enough the excess demand at the approximate equilibria being generated can be
made arbitrarily close to zero. In the following deﬁnition an approximate RDEα, for any
price level α>0, is introduced.
Deﬁnition 5.1 ε-RDEα and ε-WE
For a given price level α>0 and a real number ε ≥ 0, an ε-RDEα (ε-WE) for the econ-
omy E =( {Xi, i,w i}m
i=1, ￿ r) is a price system p, a rationing scheme L, and consumption
bundles x1,...,x m such that all conditions of an RDEα (WE) are satisﬁed, except that the
condition of equality of demand and supply is replaced by  
￿m
i=1 xi − w ∞ ≤ ε.
Clearly, an 0-RDEα is an RDEα and an 0-WE is a WE. In order to show the existence
of a path of ε-RDEα’s connecting the trivial RDEα and an ε-WE for arbitrary ε>0, we
will use some techniques of simplicial approximation of functions. This approach is also
used in van der Laan [8] and Herings [6]. For given t ∈ IN , 0 ≤ t ≤ k, a t-dimensional
simplex or t-simplex is deﬁned as the convex hull of t + 1 aﬃnely independent vectors in
IR
k,q 1,...,qt+1, and is denoted by σ(q1,...,qt+1)o rs h o r t l yb yσ. The vectors q1,...,qt+1
are called the vertices of σ. A( t − 1)-simplex τ being the convex hull of t vertices of
16σ(q1,...,qt+1)i sc a l l e daf a c e to fσ. For h ∈ In+1 the facet τ(q1,...,qh−1,qh+1,...,qt+1)
is called the facet of σ opposite to the vertex qh. For 0 ≤ j ≤ t, a j-simplex being the
convex hull of j + 1 vertices of a t-simplex σ is called a face of σ. A ﬁnite collection T of
k-simplices is a triangulation of a compact subset S of some Euclidean space if:
1. S is the union of all simplices in T ;
2. the intersection of two simplices in T is either empty or a common face of both.
It can be shown that if S is homeomorphic to a convex set, then each facet τ of a k-
simplex σ ∈T either lies in the relative boundary of S and is only a facet of σ or it is
a facet of exactly one other k-simplex in T . The mesh of a triangulation T is deﬁned by
mesh(T )=m a x σ∈T max{ ￿ q − ￿ q ∞ | ￿ q, ￿ q ∈ σ}.
In this section the set C
n+1
δ = {q ∈ Cn+1 | qn+1 ≤ 1 − δ} will be triangulated,
where δ is as deﬁned in equation (3.6) of Section 3. It is also useful to deﬁne the set
￿ C
n+1
δ = {q ∈ C
n+1
δ | minj∈In qj =1 }. An example of a triangulation of C
n+1
δ with arbitrarily
small mesh size is obtained by using the K-triangulation described in Freudenthal [4]. The
K-triangulation of C
n+1
δ is obtained as follows. For k ∈ In, let ek denote the vector in
IR
n+1 with ek
k =1a n dek




n+1 =1− δ and e
n+1
j =0 , for all j ∈ In. Let r ∈ I N be given, then the
K-triangulation of C
n+1
δ with grid size r−1 is the collection of all simplices σ(q1,π) with
vertices q1,...,qn+2 in C
n+1
δ such that q1
j is a multiple of r−1 if j ∈ In,q 1
n+1 is a multiple
of (1 − δ)r−1,π=( π1,...,π n+1) is a permutation of the elements of In+1, and for every
h ∈ In+1,q h+1 = qh +r−1eπh. The mesh size of the K-triangulation of C
n+1
δ with grid size
r−1 is r−1.
Let the labelling function φ : C
n+1
δ → In+1 be deﬁned by φ(q) = max[argmin{￿ zj(q) |
j ∈ In+1}], i.e., the last component for which the total excess demand at q is minimal. Let
some triangulation T of C
n+1
δ be given. Now a procedure is used which starts at q =0and
generates a sequence of simplices of varying dimension being faces of simplices in T . For
as i m p l e xσ(q1,...,qt+1) in this sequence it holds for every j ∈ In+1 that qj =0f o re v e r y
q ∈ σ or j ∈ φ({q1,...,q t+1}). In the ﬁrst case ￿ zj(q) ≤ 0 for every q ∈ σ by Lemma 3.1
and Lemma 3.2, and in the second case ￿ zj(qi) ≤ 0 for a vertex qi of σ with φ(qi)=j by
the deﬁnition of the labelling function φ and the fact that ￿ z satisﬁes Walras’ law. It will
be shown below that these properties guarantee that for a point q in such a simplex ￿ z(q)
is approximately zero. Two subsequent simplices in the sequence either share a common
facet, or one simplex is a facet of the other. Such simplices are said to be adjacent. The
procedure used is closely related to the one given in van der Laan [8] and is described
below. For J ⊂ In+1, deﬁne the sets
A(J)={q ∈ C
n+1
δ | qj =0 , ∀j ∈ In+1 \ J},
17T (J)={σ ∩ A(J) | σ ∈T and dim(σ ∩ A(J)) = |J|},
with |J| denoting the number of elements of the set J. It can be shown that T (J)i s
a triangulation of A(J). Denote by C
n+1
δ the part of the boundary of C
n+1
δ where some
component of q is maximal, so
C
n+1
δ = {q ∈ C
n+1
δ |∃ k ∈ In,q k =2 , or min
j∈In
qj =1 , or qn+1 =1− δ}.
The set C
n+1
δ \ ￿ C
n+1
δ corresponds to the striped area in Figure 1. In the description of
the procedure given below, σj will denote a simplex and qi a vertex generated by the
procedure. Jk is a subset of labels of In+1 generated by the procedure and induces a set
A(Jk) and a triangulation T (Jk) in which the procedure generates simplices. Given a set
S ⊂ IR
k, co(S) denotes the convex hull of the set S. The procedure operates as follows.
Procedure
Step 0. Set t =0 ,q 1 =0 ,σ 1 = σ(q1),J 1 = ∅,i = j = k =1 . Go to Step 1.
Step 1. If φ(qi) / ∈ Jk, then go to Step 3. Otherwise there is a unique vertex q of σj such
that q  = qi and φ(q)=φ(qi). Go to Step 2.
Step 2. Let τ be the facet ofσj opposite q. If there exists h ∈ Jk such that τ ⊂ A(Jk\{h}),
then go to Step 4. If τ ⊂ C
n+1
δ , then stop. Otherwise there is a unique point
qi+1 ∈ A(Jk) such that σj+1 =c o( τ ∪{ qi+1})i sat-simplex of T (Jk)a n dσj+1  = σj.
Increase the values of i and j by 1. Go to Step 1.
Step 3. Deﬁne Jk+1 = Jk ∪{ φ(qi)}. There is a unique point qi+1 ∈ A(Jk+1) such that
σj+1 =c o( σj ∪{ qi+1})i sa( t+1)-simplex of T (Jk+1). Increase the values of i, j, k, t
by 1. Go to Step 1.
Step 4. Let q be the unique vertex of σj such that φ(q)=h and q  = q. Deﬁne Jk+1 =
Jk \{h}. Deﬁne σj+1 = τ.Increase the values of j and k by 1 and decrease the value
of t by 1. Let q be the element q. Go to Step 2.
The procedure is illustrated in Figure 5 for n =1a n dr =3 . The procedure starts
with the 0-dimensional simplex σ1 = {0} in A(∅) and terminates with a simplex having
af a c e ti nC
n+1
δ ∩ A({2}). After the starting simplex {0} the procedure generates a 1-
simplex in A({2}). Then two adjacent 2-simplices in A({1,2}) are generated. Subsequently,
two adjacent 1-simplices in A({1}) are obtained, followed by eight adjacent 2-simplices in
A({1,2}). Finally two adjacent 1-simplices in A({2}) are generated, with the last simplex
having the facet determined in Step 2 in the set C
n+1
δ . It is easily veriﬁed that the properties


















































































Figure 5: Illustration of the procedure; n =1 ,r=3 .
Deﬁnition 5.2 J-completeness




A J-complete simplex τ in A(J) and a J-complete simplex τ in A(J) are said to be adjacent
complete simplices if either J = J and τ and τ are both facets of a same simplex σ in
T (J), or if τ is a facet of τ and τ is a simplex in A(J), or if τ is a facet of τ and τ is
a simplex in A(J). It is easily veriﬁed that if two simplices σj ∈T(J)a n dσj+1 ∈T(J)
are subsequently generated by the procedure then τj = σj ∩ σj+1 is a (J ∪ J)-complete
simplex in A(J∩J). Let σ1,σ 2,...be the sequence of simplices generated by the procedure
and consider the sequence τ1,τ2,...given by τj = σj ∩ σj+1,f o rj ≥ 1. The subsequent
simplices in the latter sequence are adjacent complete simplices. It will be shown that by
generating a ﬁnite number of simplices in ∪J⊂In+1T (J) the procedure terminates in Step 2
with a simplex having, for some J ⊂ In+1,aJ-complete facet in ￿ C
n+1
δ . To prove this, we
ﬁ r s tg i v et h en e x tl e m m a .
Lemma 5.3
Let a triangulation T of C
n+1
δ and a labelling function φ : C
n+1
δ → In+1 be given. Let τ be a
J-complete simplex in A(J) for some J ⊂ In+1. Then τ has exactly one adjacent complete
simplex if τ = {0} or if τ lies in C
n+1
δ . Otherwise, τ has two adjacent complete simplices.
Proof
First, consider the simplex σ1 = τ1 = {0}. This is a J-complete simplex in A(J)i fa n d
19only if J = {φ(0)}. Since T ({φ(0)}) is a triangulation of A({φ(0)})a n dτ1 is a facet in
the relative boundary of A({φ(0)}), there is a unique 1-simplex σ2 = σ(0,q)i nA({φ(0)})
such that τ1 is a facet of σ2. Either φ(q)=φ(0)a n dτ2 = {q} is a {φ(0)}-complete
simplex in A({φ(0)}), or φ(q)  = φ(0)a n dτ2 = σ2 is a {φ(0),φ(q)}-complete simplex in
A({φ(0),φ(q)}). Hence, τ1 has exactly one adjacent complete simplex.
Secondly, let τ∗ = τ(q1,...,qt)b eJ-complete in A(J) with |J| = t, while τ∗ is a subset
of C
n+1
δ , so τ∗ lies in the relative boundary of A(J). It is easily shown that τ∗ cannot
lie in A(J )f o rap r o p e rs u b s e tJ  of J. Since T (J) is a triangulation of A(J) there is a
unique simplex σ∗ = σ(q1,...,qt+1)i nT (J) containing τ∗ as a facet. Either φ(qt+1) ∈ J
and σ∗ has a unique J-complete facet in A(J) not equal to τ∗, or φ(qt+1)  ∈ J and σ∗ is a
J ∪{φ(qt+1)}-complete simplex in A(J ∪{φ(qt+1)}). Since τ∗ does not lie in A(J ) for any
proper subset J  of J this shows that τ∗ has exactly one adjacent complete simplex.
Now let τ(q1,...,qt)b eaJ-complete simplex in A(J) with |J| = t, τ  = {0}, and τ not
being a subset of C
n+1
δ . There are two possibilities, either τ lies in A(J ) for some uniquely
determined proper subset J  of J or τ does not lie in the relative boundary of A(J). In the
ﬁrst case, by the properties of a triangulation, there is a unique t-simplex σ(q1,...,qt+1)i n
T (J)h a v i n gτ as a facet. As in the previous paragraph, either σ is J ∪{φ(qt+1)}-complete
in A(J ∪{ φ(qt+1)})o rσ has a J-complete facet τ   = τ in A(J). This yields exactly one
adjacent complete simplex to τ.The other adjacent complete simplex is given by the unique
J -complete facet of τ. Hence, τ has exactly two adjacent complete simplices. In case τ
does not lie in the relative boundary of A(J), then by the properties of a triangulation
there are exactly two diﬀerent simplices in T (J) containing τ as a common facet, and as
before this yields exactly two adjacent complete simplices to τ. It is easily veriﬁed that
there can not be any other adjacent complete simplex to τ. 
Theorem 5.4
Let a triangulation T of C
n+1
δ and a labelling function φ : C
n+1
δ → In+1 be given. Then
the procedure terminates, after generating a ﬁnite number of simplices in ∪J⊂In+1T (J), in





Let σ1,σ 2,... be the sequence of adjacent simplices generated by the procedure. Either
the procedure terminates, after generating a ﬁnite number of simplices, in Step 2 with
a t-simplex in A(J)h a v i n gaJ-complete facet in A(J) ∩ C
n+1
δ , or due to the ﬁniteness
of the number of simplices in ∪J⊂In+1T (J), after a ﬁnite number of steps a J-complete
simplex in A(J) is generated which already has been generated before. However, applying
the well-known door-in-door-out principle of Lemke and Howson [12] (see also Scarf [17])
20it follows from Lemma 5.3 that each J-complete simplex in A(J) can be visited at most
once. Hence, the procedure must terminate. 
So given any triangulation of C
n+1
δ the procedure generates a ﬁnite number, say M,o f
simplices σ1, ..., σM and a corresponding sequence of adjacent complete facets τ1, ..., τM
with σ1 = τ1 = {0},τ j = σj ∩ σj+1, ∀j ∈ IM−1, and τM = σM ∩ C
n+1
δ . The simplex σ1
induces the trivial RDEα with complete demand rationing on all non-numeraire commodi-
ties. In the following theorem it is shown that the maximal absolute value of the total
excess demand,  ￿ z(q) ∞, at any point q in any simplex generated by the procedure can be
made arbitrarily small by taking the mesh size of the triangulation small enough.
Theorem 5.5
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then for every
ε>0, there exists γ>0 such that for every triangulation T with mesh(T ) ≤ γ, for every
point q in any simplex generated by the procedure it holds that  ￿ z(q) ∞ <ε .
Proof
Let σ be any simplex generated by the procedure and take any point q  in σ.F o r s o m e
J ⊂ In+1, σ contains a J-complete simplex τ in A(J) with vertices q1,...,q|J|. It will be
shown that n +1∈ J. Suppose not, then qn+1 =0 , for all q ∈ τ. By Lemma 3.2 it holds
then for any vertex qh of τ that ￿ zj(qh) ≥ 0, for all j ∈ In. By Lemma 3.1, ￿ p(qh) ￿ z(qh)=0
and hence ￿ zn+1(qh) ≤ 0. So φ(qh)=n +1 , a contradiction with n +1 ∈ J. Moreover, for
every k ∈ J there exists some vertex qh of τ such that ￿ zk(qh) ≤ 0. If k ∈ In+1 \ J = In \J,
then for every q ∈ τ, qk =0 , and by Lemma 3.1, ￿ zk(q) ≤ 0. Consequently, for every
j ∈ In+1 there exists a point q ∈ τ with ￿ zj(q) ≤ 0. Deﬁne ε =
minj∈In+1 ￿ pj(α)
￿n+1
j=1 ￿ pj(α/δ) ε. Since ￿ z
is a continuous function on a compact set C
n+1
δ there exists γ>0 such that for every
￿ q, ￿ q ∈ C
n+1
δ it holds that  ￿ q − ￿ q ∞ ≤ γ implies  ￿ z(￿ q) − ￿ z(￿ q) ∞ < ε. Hence, mesh(T ) ≤ γ
implies ￿ zk(q ) < ε ≤ ε, for all k ∈ In+1. Since by Lemma 3.1, ￿ p(q ) ￿ z(q ) = 0 it holds for








j∈In+1\{k} ￿ pj(q )
￿ pk(q )
> −ε.
Hence,  ￿ z(q ) ∞ <ε . 
The next corollary follows immediately from the fact that ￿ z(0)=0 . The corollary implies
that initially only the price level is increased.
21Corollary 5.6
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then φ(0)=
n +1 .
If  ￿ z(q) ∞ <ε ,then it is easily veriﬁed that (￿ p(q), ￿ L(q), ￿ d1(q),..., ￿ dm(q)) satisﬁes all
properties of an ε-RDE￿ α(q), except possibly the requirement that demand rationing on
commodities with a price below the maximum price or demand rationing on the numeraire
commodity is non-binding. However, recall that we deﬁned ￿ Lj(q)=wj if q ∈ Cn+1 and
qj ≥ 1, and ￿ Ln+1(q)=wn+1, for every q ∈ Cn+1. So, if ε<mini∈Im minj∈In+1 wi
j, then
for every consumer i ∈ Im, for every commodity j ∈ In, ￿ di
j(q) − wi
j ≤ ￿ zj(q)+wj − wi
j ≤
ε + wj − wi
j <w j, and an ε-RDE￿ α(q) is obtained. Deﬁne ￿ ε =m i n i∈Im minj∈In+1 wi
j. Since
qj ≥ 1 implies that ￿ Lj(q)=wj, we now have that for every ε<￿ ε,  ￿ z(q) ∞ <εand
q ∈ ￿ C
n+1
δ implies (￿ p(q), ￿ L(q), ￿ d1(q),..., ￿ dm(q)) is an ε-WE. We are now able to prove the
next theorem, saying that there indeed exists a path of approximate equilibria.
Theorem 5.7
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then for every
ε>0 there exists a piecewise linear, continuous function π :[ 0 ,1] → C
n+1
δ satisfying
(i ) (￿ p(π(0)), ￿ L(π(0)), ￿ d1(π(0)),..., ￿ dm(π(0))) is the trivial RDEα,
(i i )(￿ p(π(1)), ￿ L(π(1)), ￿ d1(π(1)),..., ￿ dm(π(q))) is an ε-WE, and
(iii) (￿ p(π(t)), ￿ L(π(t)), ￿ d1(π(t)),..., ￿ dm(π(t))) is an ε-RDE￿ α(π(t)), for all t ∈ [0,1].
Proof
Without loss of generality take ε<￿ ε. Choose γ as in Theorem 5.5 and consider the sequence
τ1,...,τM of adjacent complete simplices obtained by using the procedure. Each simplex
in this sequence is J-complete in A(J)f o rs o m eJ ⊂ In+1. For j ∈ IM,l e tbj denote the
barycentre of τj. Clearly, b1 =0 . Since for every j ∈ IM−1 the convex hull of the union of
τj and τj+1 equals σj+1 and a simplex is convex, it holds that convex combinations of the




π(t)=( 1− Nt+  Nt )b
 Nt +1 +( Nt−  Nt )b
 Nt +2, for all t ∈ [0,1],
where  r  denotes for any real number r the greatest integer less than or equal to r. No-
tice that in case t =1 ,b N+2 = bM+1 can be taken equal to an arbitrary vector. Clearly,
π is a continuous, piecewise linear function, π(0) yields the trivial RDEα, and for all
t ∈ [0,1],π (t) induces an ε-RDE￿ α(π(t)). It remains to be veriﬁed that π(1) induces an
ε-WE, or equivalently π(1) ∈ ￿ C
n+1
δ . Clearly π(1) ∈ C
n+1
δ , so it is suﬃcient to show that
maxj∈In πj(1) < 2a n dπn+1(1) < 1 − δ. Let q1,...,qt be the vertices of τM. Suppose
πn+1(1) = 1 − δ. Then since πn+1(1) = bM, being the barycentre of τM, it holds for every
22j ∈ It that q
j
n+1 =1− δ and by Lemma 3.3 that ￿ zn+1(qj) > 0, so φ(qj)  = n + 1. But then
τM is J-complete in A(J)f o rs o m eJ not containing n+1, implying q
j
n+1 =0 , for all j ∈ It,
a contradiction.
Finally, suppose πk(1) = 2 for some k ∈ In. Then k ∈ J and qh
k =2 , for all h ∈ It. By
Lemma 3.3 ￿ zk(qh) > 0a n ds oφ(qh)  = k, for all h ∈ It, yielding again a contradiction.
Consequently, π(1) = bM ∈ ￿ C
n+1
δ . 
6 Real demand-constrained equilibria
So far the existence of a continuous piecewise linear path of ε-RDEα’s has been shown
for every ε>0. Moreover, this path has been constructed by applying the technique of
simplicial approximation. In this ﬁnal section the case ε = 0 will be considered. We
conjecture that under suitable diﬀerentiability conditions on utility functions the path of
points q∗ ∈ C
n+1
δ satisfying ￿ z(q∗)=0is generically a piecewise diﬀerentiable 1-manifold
with boundary. Moreover, one of the components of this 1-manifold is homeomorphic to
the unit interval and has two boundary points, q∗ =0inducing the trivial RDEα,a n d
ap o i n ti n ￿ C
n+1
δ inducing a WE. To substantiate this conjecture, notice that the ﬁrst n
components of the function ￿ z map an (n + 1)-dimensional set into an n-dimensional set,
thereby leaving one degree of freedom. Clearly, a zero point of the ﬁrst n components of
the function ￿ z yields a zero point of ￿ z by Walras’ law.
In this section we will take another approach. We will not make any diﬀerentiability
assumptions, instead we only make the Assumptions 2.1-2.3. The result, being that the set
of points q∗ ∈ C
n+1
δ satisfying ￿ z(q∗)=0contains a component containing both the point
q∗ =0and a point in ￿ C
n+1
δ , holds for every economy satisfying the previously mentioned
assumptions. The proof of the result follows the approach of Herings [6]. Given an economy
E =( {Xi, i,wi}m




δ | ￿ z(q
∗)=0 }.
A topological space is connected if it is not the union of two non-empty, disjoint, closed
sets. A subset of a topological space is connected if it becomes connected when given
the induced topology. The component of a point in a topological space equals the union
of all connected subsets of the topological space containing the point. It is not diﬃcult
to show that the component of a point is the largest connected subset of the topological
space containing the point. The collection of components of a set partitions the set. For a
non-empty compact set S ⊂ IR
k deﬁne the distance function gS :I R
k → IR by
gS(￿ s)=m i n
s∈S  s − ￿ s ∞, ∀￿ s ∈ IR
k.
23It is easily shown that the function gS is continuous. Let S1 and S2 be non-empty, compact
subsets of I R
k. Deﬁne e(S1,S2)b y
e(S
1,S




Obviously, S1 and S2 being disjoint implies e(S1,S2) > 0.
Theorem 6.1
Let the economy E =( {Xi, i,w i}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then Q has a
component containing 0 and an element in ￿ C
n+1
δ , i.e., there exists a connected set of points
in C
n+1
δ inducing a set of RDEα’s containing both the trivial RDEα and some WE.
Proof
Let πr, r ∈ I N, denote a function π as deﬁned in Theorem 5.7 satisfying  ￿ z(πr(t)) ∞ < 1
r,
for all t ∈ [0,1]. Consider an accumulation point of the sequence {πr(1)}r∈IN, say q∗.
Clearly, q∗ ∈ ￿ C
n+1
δ and ￿ z(q∗)=0 , so q∗ induces a WE. So, 0 ∈ Q and q∗ ∈ Q. Exercise
4c of Section 5.1 in Munkres [13] (p. 235) states that the component of a point in a
compact Hausdorﬀ space equals the intersection of all sets containing the point which are
both open and close in the compact Hausdorﬀ space. Suppose q∗ is not an element of the
component of 0. From the fact that ￿ C
n+1
δ is a compact Hausdorﬀ space when given the
induced topology, it follows that there exist compact disjoint sets Q1 and Q2 such that
0 ∈ Q1,q ∗ ∈ Q2, and Q1 ∪ Q2 = Q. Hence, there exists ε>0 such that e(Q1,Q 2) >ε .
Consider a subsequence (πrs)s∈IN with  πrs(1) − q∗ ∞ < ε
2 for all s ∈ IN . Fo r s ∈ I N deﬁne




rs(t)), ∀t ∈ [0,1].
By the continuity of the functions gQ1,g Q2, and πrs it follows that, for any s ∈ IN , t h e
function fs is continuous. Moreover, fs(0) < −ε and fs(1) > 0. Let ts ∈ [0,1] satisfy
fs(ts) = 0. Then gQ1(πrs(ts)) = gQ2(πrs(ts)) = gQ(πrs(ts)) > ε
2. Consider the sequence
(πrs(ts))s∈IN in the compact set C
n+1
δ . Without loss of generality lims→∞πrs(ts) exists and
is equal to, say, π ∈ C
n+1




















a contradiction is obtained. 
24Corollary 6.2
Let the economy E =( {Xi, i,wi}m
i=1, ￿ r) satisfy the Assumptions 2.1-2.3. Then there exists
ac o n n e c t e ds e to fR D E α’s of E containing the trivial RDEα and some WE.
Proof
Consider the set of RDE￿ α(q)’s











+ | q ∈ Q
0},
with Q0 the component of the set Q containing 0. By Theorem 6.1 the set above contains
the trivial RDEα and a WE, and since the image of a connected set by a continuous function
is connected, the corollary follows. 
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