AA-stacked bilayer graphene in an applied electric field: Tunable
  antiferromagnetism and coexisting exciton order parameter by Akzyanov, R. S. et al.
ar
X
iv
:1
40
6.
73
68
v1
  [
co
nd
-m
at.
str
-el
]  
28
 Ju
n 2
01
4
AA-stacked bilayer graphene in an applied electric field: Tunable antiferromagnetism
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We study the electronic properties of AA-stacked bilayer graphene in a transverse electric field.
The strong on-site Coulomb repulsion stabilizes the antiferromagnetic order in such a system. The
antiferromagnetic order is suppressed by the transverse bias voltage, at least partially. The inter-
plane Coulomb repulsion and non-zero voltage stabilize an exciton order parameter. The exciton
order parameter coexists with the antiferromagnetism and can be as large as several tens of meV for
realistic values of the bias voltage and interaction constants. The application of a transverse bias
voltage can be used to control the transport properties of the bilayer.
PACS numbers: 73.22.Pr, 73.22.Gk, 73.21.Ac
I. INTRODUCTION
The electronic properties of graphene are a subject of
active theoretical and experimental studies1–3. In addi-
tion to single-layer graphene, bilayer graphene also at-
tracts significant research attention. This interest is
partly driven by the desire to extend the family of
graphene-like materials, and to create materials with a
controllable gap in the electronic spectrum.
The most studied form of bilayer is the AB (or Bernal)
stacked bilayer graphene (AB-BLG)4–8. The biased AB-
BLG has a tunable gap9,10. Excitons can exist in the
AB-BLG under certain conditions11,12.
The AA-stacked bilayer graphene (AA-BLG) has re-
ceived less attention13–22. However, samples of AA-BLG
have recently been produced17–19 and a detailed study of
this system becomes necessary. A significant feature of
the AA-BLG is the perfect nesting of the hole and elec-
tron Fermi surfaces. These degenerate Fermi surfaces
are unstable with respect of an arbitrarily weak electron
interaction, and the AA-BLG becomes an antiferromag-
netic (AFM) insulator with a finite electron gap20. This
electronic instability is strongest at zero doping, when
the bands cross at the Fermi level.
An interesting phenomenon, which occurs in bilayer
graphene systems, is exciton condensation23,24. In
graphene bilayers, exciton condensation attracted atten-
tion for both fundamental reasons25–29 and possible ap-
plications in devices, including ultra-fast switches and
dispersionless field-effect transistors30.
The purpose of this paper is to investigate the influ-
ence of a transverse electric field on the properties of the
AA-BLG. We show that such a field can partially sup-
press the AFM order parameter. However, the degree of
suppression heavily depends on the effective value of the
on-site Coulomb repulsion. Moreover, the transverse bias
stabilizes the exciton order parameter. Namely, we found
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FIG. 1: (Color online) Crystal structure of the AA-stacked
bilayer graphene. The circles denote carbon atoms in the
A (red) and B (blue) sublattices in the bottom (1), in grey,
and top (2), in yellow, layers. The unit cell of the AA-BLG
consists of four atoms A1, A2, B1, and B2. The hopping
integrals t and t0 correspond to the in-plane and inter-plane
nearest-neighbor hopping. A transverse electrical voltage V0
is applied to the planes.
that the exciton order parameter coexists with the AFM
order if a transverse electric field is applied. The exciton
order is tuned by the voltage and tied to the AFM order.
Since the magnitude of the gap is sensitive to the trans-
verse field, it appears possible to control the transport
properties of the bilayer with the help of a transverse
bias, which can be created by, e.g., a gate electrode.
The paper is organized as follows. In section II we
analyze the single-electron part of our model. Within
the tight-binding approach we derive the degenerate elec-
tronic spectrum of the model. In section III we consider
the on-site and inter-site inter-plane Coulomb repulsion
using a mean-field theory. The electronic interaction re-
moves the degeneracy of the single electron spectrum cre-
ating a gap. We found that the phase with coexisting
AFM and exciton orders is the most stable one. We ob-
tain the equations for the order parameters and solve
them using both analytic and numerical methods.
2II. TIGHT-BINDING HAMILTONIAN
The crystal structure of the AA-BLG is shown in
Fig. 1. The AA-BLG consists of two graphene layers,
1 and 2. Each carbon atom of the upper layer is located
above the corresponding atom of the lower layer. Each
layer consists of two triangular sublattices A and B. The
elementary unit cell of the AA-BLG contains four carbon
atoms A1, A2, B1, and B2.
We write the single-particle tight-binding Hamiltonian
of the AA-BLG in the form
H0 = −t
∑
〈nm〉iσ
(
d†
niAσdmiBσ +H.c.
)
+
t0
∑
naσ
(
d†
n1aσdn2aσ +H.c.
)
+ (1)
V0
2
∑
naσ
(
d†
n1aσdn1aσ − d†n2aσdn2aσ
)
.
Here d†
niaσ and dniaσ are the creation and annihilation
operators of an electron with spin projection σ in the
layer i = 1, 2 on the sublattice a = A,B at the posi-
tion n, and 〈...〉 denotes a nearest-neighbor pair inside a
layer. The amplitude t (t0) in Eq. (1) describes the in-
plane (inter-plane) nearest-neighbor hopping, V0 is the
voltage applied perpendicular to the layers. We assume
that V0 ≪ t, which corresponds to typical experimental
conditions9,10. For calculations, we use the values of the
hopping integrals t = 2.57 eV, t0 = 0.36 eV, computed
by the DFT method for multilayer carbon systems in
Ref. 31.
After diagonalizing the Hamiltonian (1) we obtain four
bands ε
(s)
0k (s = 1, . . . , 4), which can be written as
ε
(1)
0k = −
√
t20 +
V 20
4
− tζk , ε(2)0k = −
√
t20 +
V 20
4
+ tζk ,
ε
(3)
0k =
√
t20 +
V 20
4
− tζk , ε(4)0k =
√
t20 +
V 20
4
+ tζk , (2)
where
ζk = |fk| , fk=1 + 2 exp
(
3ikxa0
2
)
cos
(√
3kya0
2
)
, (3)
and a0 = 1.42 A˚ is the in-plane carbon-carbon dis-
tance. The bands s = 2 and s = 3 cross the Fermi
level near the Dirac points K = 2pi(
√
3, 1)/(3
√
3a0) and
K
′ = 2pi(
√
3, −1)/(3√3a0). As it follows from Eqs. (2),
the band s = 2 is electron-like, while the band s = 3 is
hole-like. The band s = 1 lies below and the band s = 4
lies above the Fermi energy and, consequently, they do
not form a Fermi surface.
In contrast to the Bernal stacking (where the bias volt-
age opens a gap at the Fermi level9,10), the application
of a transverse bias voltage does not qualitatively change
the spectrum of the AA-BLG. The Fermi surface is given
by the equation ζk = t
−1
√
t20 + V
2
0 /4 = ζ0. Since ζ0 ≪ 1,
we can expand the function ζk near the Dirac points and
find that the Fermi surface consists of two circles with
radius kr = 2ζ0/(3a0).
One of the most important features of this tight-
binding band structure is that the Fermi surfaces of both
bands coincide. That is, the electron and hole compo-
nents of the Fermi surface are perfectly nested. This
property of the Fermi surface is quite robust against
changes in the tight-binding Hamiltonian. It survives
even if longer-range hoppings are taken into account, or a
system with two non-equivalent layers is considered (e.g.,
the single-side hydrogenated graphene32). However, the
electron interactions can remove the degeneracy in the
spectrum, creating a finite gap20.
III. ELECTRON-ELECTRON INTERACTION
The electronic spectrum changes drastically when con-
sidering the Coulomb interaction. To study the effects of
this interaction on the electronic properties of our sys-
tem, we use the following Hubbard-like Hamiltonian
Hint = HU +HV . (4)
The first term, HU, is the on-site Coulomb repulsion be-
tween the electrons,
HU = U0
∑
nia
(
nnia↑ − 1
2
)(
nnia↓ − 1
2
)
, (5)
where nniaσ = d
†
niaσdniaσ is the operator of the occu-
pation number. The second term, HV, describes the
nearest-neighbor Coulomb repulsion. It has a form
HV = U12
∑
na
σσ′
(
nn1aσ − 1
2
)(
nn2aσ′ − 1
2
)
+
Uab
∑
〈nm〉
iσσ′
(
nniAσ − 1
2
)(
nmiBσ′ − 1
2
)
, (6)
where the first term is the nearest-neighbor interaction
between the electrons in different layers, while the second
term describes the in-plane nearest-neighbor interaction.
The terms 1/2 in the brackets in Eqs. (5) and (6) are
added to keep the chemical potential corresponding to
the half-filling (zero doping) equal to zero.
The value of the electron-electron interaction in
graphene is relatively strong. According to DFT cal-
culations33, the on-site repulsion energy, U0, is about
9–10 eV, while the in-plane inter-site repulsion, Uab, is
about 5–6 eV. The nearest-neighbor inter-plane interac-
tion in the bilayer graphene is unknown. We can esti-
mate it as U12 ≈ Uab a0/c ≈ 2.5 eV, where c = 3.35 A˚
is the distance between the layers. It is commonly ac-
cepted that the mean-field calculations overestimate the
3resulting value of the antiferromagnetic (AFM) order pa-
rameter driven by the electron-electron interaction. In
addition, the long range Coulomb interaction can effec-
tively reduce34 the on-site repulsion energy U0. Keeping
all this in mind, we use for further estimates the values
of U0, Uab, and U12 smaller than those obtained in the
DFT calculations. We will use U0/t ≃2–3.5, Uab/t ≃1–2,
and U12/t ≃0.5–1.
A. Mean-field equations
We analyze the properties of the total Hamiltonian
H = H0 +Hint in the mean-field approximation. It was
shown previously for zero bias voltage that the on-site
Coulomb repulsion stabilizes the AFM ground state in
the AA-BLG20–22. We will show below that the AFM
order also exists for V0 6= 0. We fix the spin quantization
z-axis perpendicular to the layers in the xy plane. In this
case the AFM order parameter can be written as
∆iaAFM =
U0
2
(〈
d†
nia↑dnia↑
〉
−
〈
d†
nia↓dnia↓
〉)
, (7)
∆1AAFM = ∆
2B
AFM = −∆1BAFM = −∆2AAFM ≡ ∆AFM , (8)
and the ∆AFM is real. Such an AFM order, when the spin
at any given site is antiparallel to spins at all its nearest-
neighbor sites, is referred as G-type AFM. In the mean-
field approximation, the on-site interaction Hamiltonian,
HU, takes the form
HMFU = −
NU0∆n2
4
+
U0∆n
4
∑
naσ
(nn1aσ − nn2aσ) +
4N∆2AFM
U0
−
∑
nia
∆iaAFM(nnia↑ − nnia↓), (9)
where ∆n =
∑
σ(〈nn1aσ〉 − 〈nn2aσ〉) is the difference in
the electron densities in two graphene layers induced by
the applied voltage V0 and N is the number of unit cells
in the sample.
Let us consider now the inter-site part of the interac-
tion. The Hamiltonian HV can produce several order pa-
rameters in the system. However, for zero-bias voltage all
of them compete with the antiferromagnetism and only
the antiferromagnetic order parameter survives, because
U0 is the strongest interaction constant. A nonzero bias
voltage breaks the symmetry between two graphene lay-
ers. In this case, there exists an order parameter driven
by the inter-layer interaction, which coexists with anti-
ferromagnetism. An analysis based on symmetry consid-
erations, similar to that presented in Ref. 20, shows that
this order parameter should have a form
∆aexc =
U12
2
(〈
d†
n1a↑dn2a↑
〉
−
〈
d†
n1a↓dn2a↓
〉)
, (10)
∆Aexc = −∆Bexc ≡ ∆exc , (11)
and the ∆exc is real. This order parameter corresponds
to the bound state of the electron and the hole in dif-
ferent layers. We call it the exciton order parameter.
The mean-field expression for the inter-site part of the
Hamiltonian has the following form
HMFV = N
[
− (3Uab − U12)∆n
2
2
+
4∆2exc
U12
]
+ (12)
(3Uab − U12)∆n
2
∑
naσ
(nn1aσ − nn2aσ)−
∑
naσ
[
∆aexc
(
d†
n1a↑dn2a↑ − d†n1a↓dn2a↓
)
+H.c.
]
.
We introduce the four-component spinor
ψ†
kσ = (d
†
k1Aσ, d
†
k2Aσ, d
†
k1Bσ, d
†
k2Bσ) . (13)
In terms of this spinor, the mean field Hamiltonian
HMF = H0 +H
MF
U +H
MF
V (14)
can be written as
HMF = NE0 +
∑
kσ
ψ†
kσ(Hˆ0k + ∆ˆσ)ψkσ , (15)
where E0 is a c-number
E0 = − (U0 + 6Uab − 2U12)∆n
2
4
+
4∆2AFM
U0
+
4∆2exc
U12
,
(16)
and Hˆ0k and ∆ˆσ are the 4× 4 matrices
Hˆ0k = −


−V/2 t0 tfk 0
t0 V/2 0 tfk
tf∗
k
0 −V/2 t0
0 tf∗
k
t0 V/2

, (17)
∆ˆ↑ =


∆AFM ∆exc 0 0
∆exc −∆AFM 0 0
0 0 −∆AFM −∆exc
0 0 −∆exc ∆AFM

, ∆ˆ↓ = −∆ˆ↑.
(18)
In Eq. (17) the quantity V is the effective bias voltage
given by the relation
V = V0 + α∆n , α =
U0 + 6Uab − 2U12
2
> 0 . (19)
This equation describes the screening of the applied volt-
age due to the electron-electron interaction. Indeed, since
∆n < 0 for V0 > 0, we have V < V0. For the parame-
ters U0, Uab, and U12 under study the constant α can be
estimated as 3.5t–7t.
The mean-field spectrum is obtained by the diagonal-
ization of two 4 × 4 matrices in Eq. (15). It consists of
four bands doubly-degenerate with respect to spin
ε
(1)
k
= −
√
Ak + 2Bk , ε
(2)
k
= −
√
Ak − 2Bk ,
ε
(3)
k
=
√
Ak − 2Bk , ε(4)k =
√
Ak + 2Bk , (20)
4where
Ak = ∆
2
AFM +∆
2
exc + t
2ζ2k + t
2
0 +
V 2
4
, (21)
Bk =
√[
−∆exct0 +∆AFMV
2
]2
+ t2ζ2
k
[
t20 +
V 2
4
]
.
The full gap in the spectrum ∆ is defined as ∆ =
mink
(
ε
(3)
k
− ε(2)
k
)
/2. It relates to the AFM and exciton
order parameters as
∆ =
2∆AFMt0 +∆excV√
4t20 + V
2
. (22)
To determine the values of the order parameters ∆AFM
and ∆exc we should minimize the grand potential Ω. The
grand potential per unit cell is
Ω = E0 − 2T
4∑
s=1
∫
dk
VBZ
ln
[
1 + e−ε
(s)
k
/T
]
, (23)
where VBZ is the volume of the first Brillouin zone.
To calculate the integrals over the Brillouin zone, it is
convenient to introduce the density of states
ρ0(ζ) =
∫
dk
VBZ
δ(ζ − ζk) . (24)
This function is non-zero only if 0 < ζ < 3. It is related
to the single layer graphene density of states ρgr(ζ) as
ρgr(ζ) = ρ0(ζ)/t (see Ref. 1).
Minimization of Ω with respect to ∆AFM and ∆exc
gives the equations
4∆AFM
U0
=
3∫
0
dζ ρ0(ζ)
[
∆AFM +
V
2
θ(ζ)
]
F
(
ε(1)(ζ)
)
+
3∫
0
dζ ρ0(ζ)
[
∆AFM − V
2
θ(ζ)
]
F
(
ε(2)(ζ)
)
, (25)
4∆exc
U12
=
3∫
0
dζ ρ0(ζ)[∆exc − t0θ(ζ)]F
(
ε(1)(ζ)
)
+
3∫
0
dζ ρ0(ζ)[∆exc + t0θ(ζ)]F
(
ε(2)(ζ)
)
, (26)
where
F (ε) =
f(−ε)− f(ε)
ε
, f(ε) =
1
eε/T + 1
,
θ(ζ) =
2∆exct0 −∆AFMV√
(2∆exct0 −∆AFMV )2 + t2(4t20 + V 2)ζ2
, (27)
and ε(s)(ζ) are given by Eqs. (20) and (21), in which ζk
is replaced by ζ.
Equations (25) and (26) define the AFM and exciton
order parameters as functions of the effective bias voltage
V . In order to find the dependencies of ∆AFM and ∆exc
on the applied voltage V0 we should use Eq. (19). To find
the charge imbalance between two graphene layers ∆n,
we apply the Hellman-Feynman theorem35
∆n = 2
〈
∂HMF
∂V
〉
= 2
∂E
∂V
, (28)
where E is the energy of the system per unit cell. It can
be written as
E = E0 +
4∑
s=1
3∫
0
dζ ρ0(ζ) ε
(s)(ζ)f
(
ε(s)(ζ)
)
. (29)
As a result, the expression for the renormalized bias V
takes the following form
V = V0 + 2α
∂E(V )
∂V
. (30)
This equation, together with Eqs. (25) and (26), define
the AFM and exciton order parameters as functions of
the applied voltage.
B. Analytical results
In this subsection we obtain the solution of Eqs. (25),
(26), and (30) in the limits ∆exc ≪ ∆AFM ≪ t0 and T =
0. When these conditions hold, the functions ε(1,2)(ζ)
and θ(ζ) become
ε(1)(ζ) ∼= −
√
∆2AFM + t
2(ζ − ζ0)2 ,
ε(2)(ζ) ∼= −t(ζ + ζ0) , (31)
θ(ζ) ∼= 2∆exct0 −∆AFMV
2t2ζ0ζ
,
where
ζ0 =
√
t20 + V
2/4
t
. (32)
Substituting ε(1,2)(ζ) with ∆AFM = 0 in Eq. (29), we
obtain the following relation between V and V0
V =
V0t
t+ Cαζ0
, C =
∂ρ0(ζ)
∂ζ
∣∣∣∣
ζ→0
≃ 0.37 . (33)
For realistic parameter values, the renormalized bias volt-
age V depends almost linearly on V0. Taking α = 10 eV,
we obtain from Eq. (33) that V = 0.83V0, if V0 ≪ t0. The
numerical analysis shows that the estimation V ≈ V0
becomes even better for larger values of ∆AFM/t and
∆exc/t.
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FIG. 2: (Color online) AFM order parameter ∆AFM versus
the on-site interaction U0, for zero bias V0 = 0.
The analytical expressions for the order parameters are
derived in the Appendix. The results can be rewritten as
∆AFM=2t
√
ζ0(3−ζ0)exp

− 4tU0 − η1(ζ0)− η2(ζ0)V
2
4t2ζ20
2ρ0(ζ0)
t20
t2ζ20

,
∆exc=∆AFM
V
2t0
4t
U0
− η1(ζ0)− η2(ζ0)ζ0
4t
U12
− 4tU0
t2ζ20
t20
+ V
2(η1(ζ0)+η2(ζ0)ζ0)
4t20
, (34)
where η1(ζ0) and η2(ζ0) are defined in the Appendix by
Eqs. (A5). We see that ∆exc is proportional to the ∆AFM.
When V0 ≪ t0, the exciton order parameter depends
linearly on V0.
C. Gap suppression by the transverse bias
The total gap in the spectrum is given by Eq. (22).
It coincides with the AFM order parameter if the bias
voltage is zero. The dependence of the gap on the ratio
U0/t for zero bias is shown in Fig. 2. The analytical
expression Eq. (34) works well for U0 ≤ 2.3t.
If V0 6= 0, the exciton order parameter becomes non-
zero. The full gap ∆, however, decreases when V0 in-
creases. The dependence of the full gap ∆ on V0 calcu-
lated for three different values of U0 is shown in Fig. 3. As
it follows from this figure, the gap suppression is stronger
for smaller U0.
We consider here only the case of zero temperature.
In this case the full gap never reaches zero for realistic
values of the applied voltage. At finite temperatures,
however, it can be fully suppressed by the bias voltage.
This makes it possible to observe a voltage-driven metal-
insulator transition.
Let us analyze now the dependencies of the AFM and
exciton order parameters on the applied voltage. For
the typical values of the system parameters U0 ≃ 2.2t,
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FIG. 3: (Color online) Full gap ∆ versus the applied bias V0,
for different values of the on-site Coulomb repulsion U0. The
value ∆0 is equal to the full gap if V0 = 0, that is, it is the
AFM gap ∆AFM for zero bias.
U12/U0 ≃ 1/4, and V0/t0 ≃ 1, the values of the order
parameters are ∆AFM ≃ 0.17 eV and ∆exc ≃ 8meV. We
can rewrite the expressions for the order parameters in
terms of magnetizations
Sz =
2∆AFM
U0
= 〈nn1A↑〉 − 〈nn1A↓〉, (35)
φ =
2∆exc
U12
= 〈d†n1A↑dn2A↑〉 − 〈d†n1A↓dn2A↓〉.
In these equations, the AFM magnetization Sz is equal
to the magnetization per site of the sublattice A in layer
1. For the G-type AFM order, the magnetizations of
electrons located at neighboring sites have opposite signs.
The exciton magnetization φ can be viewed as the spin
located on the link connecting the sites A1 and A2 (for
definitions of A1 and A2, see Fig. 1). The spin on the link
connecting carbon atoms B1 and B2 has oppposite sign.
The dependence of Sz on the applied bias voltage calcu-
lated for three different values of the on-site interaction
constant U0 is shown in Fig. 4 by the solid lines. This
magnetization is suppressed by the bias voltage. The
suppression is stronger for smaller U0. When U0 > 2.4t,
the magnetization Sz only slightly depends on V0. The
exciton magnetization φ is shown in Fig. 4 by dashed
lines. It increases almost linearly with V0. Nevertheless,
φ is much smaller than Sz, even for relatively large V0.
D. Exciton order parameter
In the limit of small interactions U12, U0 ≪ t, the sec-
ond equation in (34) simplifies and reduces to
∆exc = ∆AFM
V
2t0
U12
U0
. (36)
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FIG. 4: (Color online) The dependence of the AFM magne-
tization Sz and of the exciton magnetization φ on the bias
voltage V0 for three different values of the on-site interaction
U0. The blue continuous curves are the AFM magnetization
Sz, while the red dashed curves are for the exciton magneti-
zation φ. For all panels we use the value U12 = U0/4.
In this limit the value of the exciton order parameter
depends linearly on the inter-plane repulsion U12. Ref-
erences 25–29,36 considered a system with two graphene
layers separated by an insulating layer. The dielectric
barrier between the layers completely suppresses the in-
terlayer tunneling and destroys the AFM order. In this
case, the value of the exciton order parameter depends
exponentially on the Coulomb interaction between the
layers. Under such conditions, according to Ref. 36, the
exciton gap becomes exponentially small around 1 mK.
In this case, a small amount of disorder makes exciton
condensation impossible37. In our case, the exciton or-
der parameter depends almost linearly on U12. Thus, the
exciton order parameter can exist in our system even if
the inter-plane interaction is rather small.
Can we detect this order parameter? In principle, the
exciton condensation can be observed experimentally by
measuring the Coulomb drag24,38,39. The experimental
observation of Coulomb drag in bilayer graphene systems
with a dielectric barrier between the layers has been re-
ported40. The execution and interpretation of similar
experiment on bilayer graphene without the insulating
layer might be a much more complicated issue.
All the above results were obtained at zero tempera-
ture. The detailed study of the temperature dependence
of the AFM order parameter at zero bias voltage was
performed in Ref. 22. Since the graphene bilayer is a two
dimensional system, it does not have a distinct magnetic
phase transition. However, we can define a crossover
temperature T ∗ between the short-range antiferromag-
netic and paramagnetic states. The calculations done in
Ref. 22 show that T ∗ ≈ 0.5∆AFM. For realistic values of
the applied voltage the exciton order parameter is much
smaller than the AFM order parameter. Consequently,
∆exc ≪ T ∗. However the exciton order parameter is tied
with the AFM order parameter, and we expect that they
both have the same crossover temperature about, T ∗ at
V0 = 0. Since the AFM order parameter can be high
enough, the exciton order parameter can survive at rela-
tively high temperatures.
IV. CONCLUSIONS
In this paper we have studied theoretically the elec-
tronic properties of biased AA stacked bilayer graphene.
The model Hamiltonian was analyzed in the mean-field
approximation. At zero bias, the ground state of the
system is antiferromagntic. We found that the applied
transverse voltage stabilizes the exciton order parameter
coexisting with the AFM order. This new order parame-
ter couples the electrons and holes in different graphene
layers. The AFM phase with the coexisting exciton or-
der parameter is the most stable phase if the bias voltage
is non-zero. The electronic gap is partially suppressed
by the bias voltage leading to a tunable metal-insulator
transition. The value of the exciton order parameter can
be about several tens of meV. Despite this small value,
the exciton order parameter can survive at relatively high
temperatures due to its coexistence with the AFM phase.
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Appendix A: Analytic solution
Here we derive the analytical formulas for the AFM
and exciton order parameters. We introduce dimension-
less quantities δAFM = ∆AFM/t and δexc = ∆exc/t. It is
convenient to rewrite the exciton order parameter in the
following form
δexc = δAFM
V
2t0
b , (A1)
8where b is the new variable. Using this substitution we
can rewrite Eqs. (25) and (26) in the form
4t
U0
=
3∫
0
dζ ρ0(ζ)
[
1√
δ2AFM + (ζ − ζ0)2
+
1
ζ + ζ0
]
− (A2)
3∫
0
dζ ρ0(ζ)
V 2(1− b)
4t2ζ0ζ
[
1√
δ2AFM + (ζ − ζ0)2
− 1
ζ + ζ0
]
,
4t
U12
=
3∫
0
dζ ρ0(ζ)
[
1√
δ2AFM + (ζ − ζ0)2
+
1
ζ + ζ0
]
+ (A3)
3∫
0
dζ ρ0(ζ)
t20(1− b)
t2ζ0ζb
[
1√
δ2AFM + (ζ − ζ0)2
− 1
ζ + ζ0
]
,
Taking the integration in Eq. (A2) we obtain in the limit
δAFM ≪ 1
4t
U0
= ρ0(ζ0)
(
1− V
2(1− b)
4t2ζ20
)
ln
(
4ζ0(3− ζ0)
δ2AFM
)
+
η1(ζ0) +
V 2(1− b)
4t2ζ0
η2(ζ0) +O(δ
2
AFM) , (A4)
where
η1(ζ0) =
3∫
0
dζ
[
ρ0(ζ)
ζ + ζ0
+
ρ0(ζ)− ρ0(ζ0)
|ζ − ζ0|
]
,
η2(ζ0) =
3∫
0
dζ
ζ
[
ρ0(ζ)
ζ + ζ0
− ρ0(ζ)ζ0 − ρ0(ζ0)ζ
ζ0 |ζ − ζ0|
]
. (A5)
Performing the similar integration in Eq. (A3) and ex-
pressing the logarithmic term using Eq. (A4) we obtain
in the limit of small b≪ 1 the following equation for b
b=
4t
U0
− η1(ζ0)− η2(ζ0)ζ0
4t
U12
− 4tU0
t2ζ20
t20
+ V
2(η1(ζ0)+η2(ζ0)ζ0)
4t20
. (A6)
For the range of parameters U0 and U12 under study, we
have b < 0.05, so the assumption b ≪ 1 is well satisfied.
The expression for ∆exc is written as follows
∆exc=∆AFM
V
2t0
4t
U0
− η1(ζ0)− η2(ζ0)ζ0
4t
U12
− 4tU0
t2ζ20
t20
+ V
2(η1(ζ0)+η2(ζ0)ζ0)
4t20
. (A7)
The antiferromagnetic gap is found from Eq. (A4), where
we can neglect b in the first and third terms. As a result,
we obtain
∆AFM=2t
√
ζ0(3−ζ0)exp

η1(ζ0) + η2(ζ0)V
2
4t2ζ20
− 4tU0
2ρ0(ζ0)
t20
t2ζ20

.
(A8)
