A Comparison of Iterative and Direct Methods in Compositional Ano Geopressureo-Geothermal Simulators by Ply, Janet Kay
A COMPARISON OF ITERATIVE AND DIRECT METHODS IN 
COMPOSITIONAL ANO GEOPRESSUREO-GEOTHERMAL SIMULATORS 
BY 
JANET KAY PLY, B.A., MATHEMATICS 
THESIS 
Presented to the Faculty of the Graduate School of 
The University of Texas at Austin 
in Partial Fulfillment 
of the Requirements 
for the Degree of 
MASTER OF SCIENCE IN ENGINEERING 
THE UNIVERSITY OF TEXAS AT AUSTIN 
DECEMBER, 1984 
A COMPARISON OF ITERATIVE AND DIRECT METHODS IN 





The author would like to extend thanks to the Society of Petroleum 
Engineers for the financial support they gave. 
Special appreciation is extended to Ur. Kamy Sepehrnoori, the 
supervising professor and Dr. D. M. Young, who served on the author's 
graduate cotmlittee for their valuable comments and criticism. 
A very special thanks goes to Kent Thele and Hiroshi Ohkuma for 
their never-ending guidance, support, understanding and patience. 
Gratitude is extended to Shell California Production, Inc. for the 
use of equipment and for allowing the completion of this project during 
my employment. 
The University of Texas 
Austin, Texas 78712 
December, 1984 
Janet K. Ply 
ABSTRACT 
The use of fluid flow simulation programs has greatly increased as 
high speed computers have become more available. The growing complexity of 
these simulators arises from handling larger and more difficult problems 
while maintaining reliability and efficiency. (l) Accompanying more compli-
cated models are longer execution ti mes and greater amounts of storage. 
The most important factors contributing to computing time and storage 
are the solution and representation of a larger system of equations. This 
system of equation is generated by approximating governing partial differen-
tial equations using finite differences . 
. In this study, several iterative and direct methods for solving 
. large systems of equations and different techniques of matrix representation 
were used for comparison of execution ti mes and storage requirements of 
three models. Two compositional simulators c2,3,4) and a geopressured-
geothermal simulator (S) modeling isothermal, two-dimensional, two phase 
flow in a porous medium were utilized for this purpose. 
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The purpose of this study is to compare computing times and 
storage requirements of several iterative and direct methods for solving 
large systems of equations of the form Au = b, where A is an N x N matrix, b 
is a known vector of length N, and u is the solution vector also of length 
· N. For this, two compositional simulators and a'· geopressured-geothermal 
simulator modeling two dimensional flow are used. The compositional models 
are bas.ed on the Young and Stephenson formul ation(2) (YS), and the other on 
the Nghiem, Fong and Aziz formulation C3) (NFA), both written at The Univer-
~ity of Texas.<4) The geopressured-geothermal (GPGTSIM) model comes from a 
formulation by Ohkuma C5), also written at The University of Texas at 
Austin. All runs were performed on a CDC CYBER 170/750 computer. 
Two compositional models solve the pressure equation first, and 
then determine saturations and compositions. It is during the solution 
of the pressure equation that the matrix solver is required. For a two-
dimensional case, the matrix has five nonzero diagonals (pentadiagonal) and 
the NFA matrix is symmetric positive definite (SPD). The geopressured 
aquifer model solves the water and gas conservation equations simultaneously 
for liquid pressures and saturations. Hence, the two dimensional case 
generates a pentadiagonal matrix where each element is a 2 x 2 submatrix. 
The effects on each of these different matrices using iterative and direct 
methods are examined. 
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The seven iterative methods utilized in this study are fully 
adaptive procedures in ITPACK(G): Jacobi-Conjugate Gradient (J-CG), Jacobi-
Semi-Iteration (J-SI), Successive Overrelaxation (SOR), Symmetric Successive 
Overrelaxation-Conjugate Gradient(SSOR-CG), Symmetric Successive Overrelaxa-
tion-Semi-Iteration (SSOR-SI), Reduced System-Conjugate Gradient (RS-CG), 
and Reduced System-Semi-Iteration (RS-SI). In addition, line successive 
overre 1 axat ion ( LSOR) has been used as the 1 i near equation so 1 ver in the 
GPGTSIM model. The direct methods used in this study are Gaussian elimina-
tion with an LU-decomposition banded matrix solver(]) and Yale Sparse 
package. (S) 
Variations in permeabilities and the number of grids are used to 
determine convergence effects of the iterative methods. 
Prior work for improving simulator efficiency has been reported by 
several others. Different ordering schemes for Gaussian elimination were 
examined by Price and Coats(l). Tan and Letkeman(9) present an algorithm 
for solving systems of equations using minimization and a partial decomposi-
tion of the matrix resulting from an alternate diagonal scheme described by 
Price and Coats(l). Cheng(lO) has studied the effects of diagonal, alterna-
-ting point, and alternating diagonal ordering schemes on point successive 
overrelaxation. ·Aziz and Settari(ll) have compared several iterative 
methods, including Line Successive Overrelaxation (LSOR), Alternating 
Direction Implicit Method (ADI), Strongly Implicit Method (SIP), and LSOR 
with various correction schemes. 
The fo 11 owing chapter gives an overview of different ways to 
store the coefficient matrix and a description of the various methods, 
both iterative and direct, used to solve the system of equations. 
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Chapter 3 discusses each of the models used, input data, and brief formula-
tions. (More detailed formulations are presented in Appendix I and II.) 
The- last two chapters report the results and conclusions. 
2.1 Matrix Representations 
CHAPTER 2 
SOLUTION METHODS 
The compositional simulators generate a system of equations 
in which the matrix A is banded and pentadiagonal. The GPGTSIM model 
generates a pentadiagonal matrix when viewed with the partition into 
two by two submatrices. The bandwidth of matrix A of the cqmpositional 
models is given by 2Nx + 1, where Nx is the number of grid blocks in 
the x direction. The bandwidth of the geopressured model matrix is 
2 * (2Nx + 1) or 4Nx + 2. 
The two different methods of storing the coefficient matrix 
generated by the simulators are nonsymmetric sparse matrix storage and 
economized banded storage. A description of each is given in the 
following two sections. 
2.1.1 Nonsymmetric Sparse Matrix Storage 
The nonsymmetric sparse matrix storage scheme(G,B) is used by 
ITPACK and YALEPACK. It is designed so that only the nonzero elements 











would be stored in these vectors: 
A' = (4, 1, 1, 4, 1, 1, 4, 1, 1, 4) 
JA = ( 1, 2 , 1, 2 , 3, 2 , 3 , 4 , 3 , 4) 
IA = (1, 3, 6, 9, 11) 
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where A' consists of the nonzero elements of the matrix A, JA stores 
the columns of the nonzero elements, and IA is a mapping vector used to 
denote the starting location of each row in the A matrix. The begin-
ning for row I is given by IA(!), ending with IA (I+l)-1, and its 
length is IA (I+l) - IA(!). Two other vectors are necessary for integer 
and real workspace, denoted IWKSP and WKSP,. respectively, when using 
sparse matrix storage. ITPACK allows the user to specify several 
solution parameters that are stored in two vectors, each of dimension 
twelve, called !PARM and RPARM. The A' and JA vectors are both dimen-
sioned to the number of nonzero elements. 
Since the matrix generated by the compositonal models is 
pentadiagonal, the dimension of the matrix is SNB, where NB represents 
the total number of grid blocks. It was twice as much for the geo-
pressured model because of the simultaneous solution of two partial 
differential equations. IA must be dimensioned the number of rows plus 
one. This would be NB + 1 for the compositional model and 2NB + 1 for 
the geopressured model. IWKSP is dimensioned 3NB for the compositional 
and twice this for the geopressured model. The amount of real work-
space varies in each method and is listed a 1 ong with the amount of 
storage required for each vector in Tables 3a and 4a. (See Figures 
1-10). 
2.1.2 Economized Banded Storage 
The LU-decomposition bandsolver utilizes the economized 
banded storage scheme. Here, the zeroes outside the outermost 
diagonals are not stored and the remainder of the matrix is stored 
in column form. For example, given matrix A of bandwidth 7: 
/ 
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x x 0 x 0 0 0 0 0 
x x x 0 x 0 0 0 0 
0 x x 0 0 x 0 0 0 
x 0 0 x x 0 x 0 0 
A - 0 x 0 x x x 0 x 0 
0 0 x 0 x x 0 0 x 
0 0 0 x 0 0 x x 0 
0 0 0 0 x 0 x x x 
0 0 0 0 0 x 0 x x 
would be stored in economized form as: 
0 0 0 x x 0 x 
0 0 x x x 0 x 
0 0 x x 0 0 x 
Ae = 
x 0 0 x x 0 x 
x 0 x x x 0 x 
x 0 x x 0 0 x 
x 0 0 x x 0 0 
x 0 x x x 0 0 
x 0 x x 0 0 0 
The equation to convert from the convent i ona 1 storage of 
matrix A to the economized storage is given by(]) : 
Ae .. =A., 1·. 
1 J 1 p+ -1+J 
where p is equal to Nx for the compositional matrices and twice 
that for the matrix generated by GPGTSIM. 
The ordering of the matrix should be in such a manner 
that the number of grid blocks in the x-direction is less than or 
equal to the number in the y-direction. This will ensure that the 
bandwidth is smaller, requiring less storage. 
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2. 2 ITPACK 2C 
2.2.1 Background Information 
ITPACK 2C(G) is a package containing seven iterative 
algorithms for solving large sparse linear systems of equations. 
These subroutines can be called with any linear system with positive 
main diagonal elements but is most successful in solving symmetric 
positive definite matrices (SPD) or mildly nonsymmetric matrices. 
Given the system Au = b, the coefficient matrix A can 
be written: 
A = D - CL - Cu 
where D is a diagonal matrix made up of the diagonal elements of 
A, -CL is the strictly lower triangular part of A, and -Cu is the 
strictly upper triangular part of A. ITPACK assumes A is symmetric 
and positive definite so that Equation 1 can be changed so that the 
diagonal elements are all ones by scaling: 
(D-~ AD-~) (D~u) = (0-~b) 
This scaling is the first step in each of the ITPACK algorithms 
and the following scaled related system is used: 
where 
u* = Bu* + c 
B = L + LT 
L - 0-~ C 0-~ - L 
1 
u*= D~ u 
c = 0-~b 
This scaled system is then used by the .methods in ITPACK. 
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The system of equations generated by GPGTSIM that is given 
to the ITPACK routines has positive main diagonal elements but is 
not symmetric or positive definite. When the coefficient matrix is 
viewed with the partition into two by two submatrices, the matrix is 
only slightly non-symmetric. However, the algorithms in ITPACK are 
not designed to handle nons~metric systems. Consequently, the 
iterative methods may not converge when applied to a coefficient 
matrix of this type. 
2.2.2 Jacobi - Conjugate Gradient Method 
The J-CG(G) method in matrix notation is: 
where 
u(n+l) _ 'l ' 
{
v o(O) + u(O) if n = 0 





Pn+l) u ' 
-1 
if n > 0 
if n > 0 





ME is determined by ITPACK. 
2.2.3 Jacobi - Semi-Iterative Method 
< t, exit 
The J-SI(G), also called Jacobi-Chebyshev Acceleration, can 










yo(n) + u(n) , . 
P (yo(n) + u(n)) + (1-p )u(n-1) n+l n+l • 
{
yo(n) + (1-y) o(n-l), if n = s+l 
Bu(n) + c - u(n) , if n 1- s+l 








if n = s+l 
if n = s+l 
if n > s+l 
if n = s 
if n > s+l 
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If 1 II o< n) II 2 
1-M II u(n)I[ 2 E 
< C, exit. 
ME and mE are the largest and smallest eigenvalues of B and are 
determined by IT PACK. The counter s, is initially zero and is then 
the iterative step at which the acceleration process is restarted in 
the adaptive procedure. The adaptive process automatically deter-, 
mines estimates for the largest and smallest eigenvalues. If para-
meters are changed, s is set equal to n. 
2.2.4 Successive Overrelaxation Method 
In matrix notation, the SOR(G) method can be represented as: 
u(n+l) = L u(n) + k 
w w 
where Lw is the SOR iteration matrix defined as: 
and 
-1 -1 -1 Lw (I - w D CL) (w D. Cu+ (1-w) I) 
-1 -1 -1 
kw = (I - w D CL) w D b 
R(n) = o(n) 2 
0(n-l) 2 
If R(n) > 1, no test 
If w-1 < 
If 1 
(1-H) 
< w-1, H = w-1 
R(n) < 1, set H = R(n) 
0(n) < t, exit 2 
u(n+l) 2 
2.2.5 Symmetric Successive Overrelaxation - Conjugate Gradient Method 




v o ( n) + u ( n) i f n = s+ 1 
= 




1 if n = s+l 
-1 
if n > s+l 
= U (L u(n) + k (F)) + k (B) - u(n) 
w w w ·w 
{
a(n) - y L (n) if n = s+l _ n+l w 6 ' 
- (n) (n) + (n-1) 
Pn+l (a - Yn+l Lw o ) (l-pn+l) a ' 
if n > s+l 
< t, exit 
2.2.6 Symmetric Successive Overrelaxation-Semi-Iteration Method 
The SSOR-SI(G) method can be expressed as: 






- 2-S(S ) 
w 
= U (L u(n) + k (F)) + k (O) - u(n) 
w w w w 
f 
1, 
= (1 - ~E2)-1, 
(1 - ~crE2 Pnfl, 
= w - 1 
if n = s 
if n = s+l 
if n > s+l 
= (I - wLT)-l (wl + (1-w)I) 
= (I - wl)-l (wLT + (1-w)I) 
= D-~ c D-~ 
L 
= w (I - wl)-l c 
= D-1 b 
= 
< t, exit 
2.2.7 Reduced System-Conjugate Gradient Method 
The RS-CG(G) method requires.the system of equations 
Au= b to be in a 11 red/black11 system,(12) and that 




where DR and D8 are diagonal matrices of order R and B, respec-
tively, and the sum of R and B equals the number of rows in the A 
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matrix. Similary, uR and·bR are R-component vectors and uB and 
bB by 8-component vectors. Using the scaling matrix 
D = [:R :J 
the scaled related 1 i near system, u*=Bu+c, can be expressed: 
[~:] = [:RT :RJ l::J + ~:] 
where 
FR = DR 




DR UR CR = 
F T -~ HT D -~ = DB R R UB = 
~ 
DB uB CB = 
Thi.s system can be written as: 
UR = FR UB + CR 
UB = 
T 
FR UR + CB 
Eliminating uR, the reduced system is obtained: 
T 
UB = FR FR UB + FB CR + CB 
The equations for the RS-CG method are given as: 
= 1 B B ' (n+l) UB { 
Y o (O) + u (O) if n = 0 
(n) (n) (n-1) 




= F (0) 
B UR 
= 







if n > 0 




{o (n) 0 (n)) ~ -1 Yn+l B ' B 
(0 n-1) 0 (n-1)) YnPn B ' B 
if n > 0 
if n = 0 
6 (n)) + (1-p ) 6 (n-1) 
B n+l B ' 
if n > 0 
2.2.8 Reduced System-Semi-Iteration Method 
The RS-SI(G) m~thod can be expressed as: 
u (n+l) _ yo8 + u8 , if n - s l 
(n) (n) . _ 
B - p (vo {n) + u (n)) + (1 - p ) u (n-1) 




2-M 2 E 
o (n) = F u (n} 
B B R + c -B 
U (n) = F u (n} + c R R B R 
1, if n = s 
u (n) 
B 
= (1 - ~EZ)- 1 , if n = s+l 
2 -1 
(1 - !.ioE pn) , if n > s+l 
M 2 
= E GE 
2-M 2 E 
If 2 ll0s (n) f(2 < ~. exit 
1-M 2 E 11uB(n) ll 2 
if n > s+l 
2.2.9 
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ME represents the largest eigenvalue of B in the scaled 
related linear system described in the previous system. 
Usage of ITPACK 
The user must provide the coefficient matrix in either 
symmetric or nonsymmetric sparse storage along with the right hand 
values. Default values can be used for integer and real parameters 
controlling the iterative procedure. 
Parameters that the user can specify include setting of the 
maximum number of iterations, levels of output, the output unit number, 
symmetric or nonsymmetric sparse storage, fully or partially adaptive 
procedures, matrix ordering switch (red-black ordering or natural 
'ordering), stopping criteria, estimates of the largest and smallest 
eigenvalues, spectral radius, and the overrelaxation factor for SOR and 
SSOR methods. 
Storage requirements for each of the ITPACK methods varies, 
with the conjugate gradient methods re quiring the most and the SOR 
method needing the least storage. Table Tables 3a and 4a and Figures 1 
- 10 depict the storage requirements for the different grid systems of 
the three models used in this study. 
2.3 Line Successive Overrelaxation Method 
The matrix no tat ion for LSOR is the same as that for the 
point SOR method with the difference in the two methods occurring in 
the line and point partitioning. (l2) 
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For point partitioning, the system of equations Au = b 





x 0 x ul bl 
x x 0 x 0 U2 b2 
x x 0 0 x U3 b3 
0 0 x x 0 x U4 b4 
x 0 x x x 0 x ~5 = b5 
x 0 x x 0 0 x u6 b6 
x 0 0 x x 0 U7 b7 
0 x 0 x x x us ba 
x 0 x x Ug bg 
For line partitioning, given the unknowns on line k, 
denoted as uk, and moving the boundary terms to the right hand side, 
the system of equations for a 3 X 3 system can be expressed as: 
Al 1 Al,2 0 u1 f 
' 1 
A2 1 A2 2 A2 3 u2 = f 2 
' ' , 
0 A2 3 A3 3 U3 F3 , 
' 
where the submatrix Ak,j represents the influence of the unknowns 
on the (k + j-l)st line to the phenomena on the kth line. 
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The Line SOR(l2) method can be expressed as: 
A .. u.Cn+l) = w (-I A .. U.(n+l) - I A .. U.(n) + F.) 
1,1 1 1,J J 1,J J 1 
+ (1-w) A .. U.(n), 
11 1 
i = 1,2 ... N 
The LSOR method used for solving the system of equations in 
GPGTSIM takes advantage of the matrix structure. The bi-tridiagonal 
matrix is decomposed into upper and lower triangular matrices. The 
decomposition process is done with two rows at a time using Cramer's 
rule. Use of the LU decomposition instead of conventional Gaussian 
elimination simplifies the inversion needed for each LSOR iteration. 
The bi-tridiagonal matrix does not change from one LSOR iteration to 
the next, only the right hand side does. Thus, the inversion with LU 
decomposition needs to be done only once at the first interation and 
the result can be used in the following iterations. 
2.4 Gaussian Elimination 
Given a system of equations of the form Ax=b, and assuming A 
is a nonsingular N X N banded matrix .. of bandw·idth 2p+l, A can be 
expressed as ·the product of L and U, where L and U are lower and upper 
triangular matrices, respectively. Since A is banded, L and U are also 
banded and can be expressed: 
L .. = 0 
1J 
u .. = 0 
1J 
for j > i, j < i-p 
for i > j i < j-p 
The remaining nonzero elements of L and U are given by: 
i-1 
u .. = a .. - I 1 i k ukj j = i ' i+l, i+p lJ lJ • • • I k 
i-1 ' 




i = 1, 2, ... , N 
k =max (1, j-p), ... , i-1) 
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Since L and U are both triangular matrices, the solution 
vector can be computed in two parts. Given Ly= b and Ux = y, y and x 
can be determined by using forward and backward substitution, 
respectively. This can be expressed: 
i-1 
y. = b. - I 1 i kyk 1 1 k=max(l,i-p) 
min (N,i+p) 
y. - I u.xk 
1 k=i+l 1 x. = 
1 ------u .. 
11 
2.5 YALEPACK 
i = 1, 2, ... , N 
i = N , N-1, ..• , 1 
YALEPACK(B) is a subroutine written at the Yale University 
for solving large sparse systems of equations directly using sparse 
matrix storage. The direct method used is Gaussian elimination with 
28 
LU-decomposition. The equations for this are the same as in the 
previous section. 
YALEPACK uses the same method of sparse matrix storage as 
that described in Section 2.1 and will not be repeated here. 
3.1 General Overview 
CHAPTER 3 
MODELS 
Compositional models are used when the in-place or injected 
fluid causes fluid properties to be dependent on composition. This 
occurs when injecting into gas condensate and volatile oil reservoirs 
and during enhanced oil recovery from oil reservoirs by co2 or enriched 
ga~ injection. (2). With deeper and deeper d~illing, more gas conden-
sate and volatile reservoirs are being discovered, necessitating an 
increased usage of compositional simulators. 
The geopressured-geothermal reservoir is considered over-
pressured and is composed of sand bodies surrounded by shale beds. (l3) 
The problem associated with geopressured reservoirs is essentially the 
same as that of the conventional petroleum reservoir with the exception 
that water expansion and formation compaction play a more important 
role as primary producing mechanisms in the geopressured reservoir. 
The total driving energy of this type reservoir is very limited and 
neglecting these two deformation factors would lead to erroneous 
results. 
Section 3.2 gives a description of the compositional models 
followed by a description of the geopressured model in Section 3.3. 
The matrix structures of each of the three models is given in Section 
3.4 Implemention of the solution methods and the input data for each 
model are found in Sections 3.5 and 3.6, respectively. 
29 
30 
3.2 Compositional Simulators 
The two compositional simulators used in this study are 
based on the Young and Stephenson (YS) formulation and the Nghiem, Fong 
and Aziz (NFA) formulation and were written at The University of Texas 
at Austin. C4) These two models simulate isothermal, two dimensional 
fluid flow in a porous medium. Three phases can coexist: two hydro-
carbon phases (oil and gas) consisting of Ne hydrocarbon components and 
an aqueous phase consisting only of water. 
Both models use the Peng-Robinson equation of stateCl4) for 
phase equilibrium and density calculations. Two point upstream weight-
ing is used in determining compositions to reduce numerical dispersion. 
Formulation of the pressure equation in the NFA model results 
in a symmetric positive definite matrix. The pressure equation is 
solved implicitly while saturatons and compositions are solved explic-
itly after each pressure iterate. These explicit solutions impose a 
time step limitation for solution stability. 
In some cases using the NFA formulation, oscillations occur 
in the iterate values and convergence is not reached. As remedies 
for this, Mansoori(lS) suggested computing partial derivatives of 
saturations with respect to pressure numerically and Nghiem {lG) 
suggested using a damping function for the pressure iterates. Both 
were necessary for convergence for grids 1 arger than 5 x 5 with the 
input data used in this study. 
The YS model is based on the Newton-Raphson iteration method. 
This specifies the formulation of the the pressure equation, resulting 
in a nonsymmetric matrix. After the pressure equation is solved, 
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either directly or iteratively, back substitution is used to compute 
compositions and saturations. 
An overall formulation for the compositional simulators 
is given in Appendix I. For more detail, the reader is referred to 
The le. <4) 
3.3 Geopressured-Geothermal Simulator 
The simulator used in this study models isothermal, two-
, dimensional, two phase fluid flow associated with geopressured-
geothermal reservoirs(S). The two phases are liquid and vapor denoted 
by subscripts l and v. The liquid phase consists of water and hydro-
carbon gas. The vapor phase consists only of the gas component. 
The model assumes that permeabi 1 ity and porosity are func-
tions of pressure and position, and that fluid properties are functions 
of pressure only. Capillary pressure and relative permeability are 
given as functions of saturation. 
Space and time derivatives are approximated using finite 
difference equations. The resulting discretized system of equations is 
then solved for changes in liquid phase pressures and saturations. 
Nonlinear coefficients are handled by a semi-implicit method which 
causes slight non-symmetry when viewed with the 2 X 2 submatrix 
partition. Flowing bottomhole pressures and well rates are calculated 
using Peaceman's results. (ll) 
The simultaneous solution of the two mass conservation 
equations for the liquid pressure and saturation results in two equa-
tions for each grid node. Hence, a two by two matrix containing 
pressure and saturation coefficients is associated with each node. In 
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the two dimensional case, the coefficient matrix A becomes a 2N x 2N 
matrix containing 10 nonzero diagonals. 
The assumptions and equations used in the formulation 
of the GPGTSIM model are given in Appendix II. For more detail the 
reader is referred to Ohkuma(5). 
3.4 Matrix Structures 
3.4.1 NFA and YS Matrices 
Both of the compositional models used in the study gene-
rate a pentadiagonal matrix for the two dimensional case. For a 3 
x 3 grid system, the pressure matrix would have the form: 
)( x x 
x x x x 
x x x 
x x x x 
x x x x x 
x x x 
x x x 
x x x x 
x x x .-
The formulation of the pressure equation in the NFA model results 
in a symmetric positive definite matrix better suited for iterative 
methods. The YS pressure matrix is nonsymmetric. 
3.4.2 GPGTSIM Matrix 
The simultaneous solution for pressure and saturations in 
the geopressured reservoir model results in a pentadiagonal matrix 
in which each element is a two x two submatrix. The matrix associated 
with a 3 x 3 grid system has the form: 
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x x x x x x 
x x x x x x 
x x x x x x x x 
x x x x x x x x 
x x x x x x 
x x x x x x 
x x x x x x x x 
x x x x x x x x 
x x x x x x x x x x 
x x x x x x x x x x 
x x x x x x x x 
x x x x x x x x 
x x x x x x 
x x x x x x 
x x x x x x x x 
; x x x x x x x x 
x x x x x x 
x x x x x x 
Each two by two submatrix consists of pressure and saturation terms 
associated with the two mass conservation equations. The matrix is 
strongly diagonally dominant when viewed with the two by two 
partitions. 
Red/black ordering done by ITPACK is not possible for even 
numbered matrices. Thus, the RS-CG and RS-SI methods cannot be applied 
to the GPGTSIM model. 
3.5 Implementation of the Solution Methods 
In solving the system of equations Au = b, the compositional 
simulators store the A matrix in economized banded form with b and the 
solution u stored vectorially. To convert from economized to nonsymme-
tric sparse matrix storage, the vectors A' JA, and IA are introduced, 
with A' containing the nonzero elements of the A matrix, JA containing 
the column location of the nonzero elements, and IA denoting the start-
ing location of each of the rows in the matrix. The length of each row 
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is given by IA (I+l) - IA(I). A' and JA are dimensioned to the number 
of nonzero elements while IA is dimensioned to the number of rows in 
the A matrix plus one. 
To change from economized storage to sparse storage, a 
subroutine is called after the coefficient matrix has been set. This 
subroutine is based on the a pentadiagonal matrix. The elements 
falling on each of the five bands are stored in the A' vector, with the 
JA and IA vectors containing the locations of the nonzero elements in 
the A matrix. The b vector, or right hand side is al ready in the 
correct form and no modifications are required. 
The geopressured reservoir simulator uses the economized 
banded storage for the Gaussian elimination solution method. The 
GPGTSIM stores the nonzero diagonals in column form. Again, after 
the coefficient matrix is set, a subroutine is called to store the 
A matrix in the A' vector, with JA and IA keeping track of the loca-
tions of nonzero elements. The right hand side of the equation con-
tains both vectors associated with the known pressure and saturation 
terms. The solution vector u consists of alternating pressure and 
saturation unknowns. It should be pointed out that the solution 
methods in ITPACK solve the system of equations after the coefficient 
matrix has been set whereas the LSOR subroutine modifies the system 
before beginning the iterative process. 
To minimize the effort to modify the simulators for this 
study, the matrix is stored in economized form as the original programs 
have been designed and converted to sparse matrix storage. If the 
sparse matrix storage had been used when the matrix was originally set, 
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less storage would have been possible for an entire simulator and 
larger grid systems could be used. However, enough storage was avail-
able to conduct the cases in which this study was intended. If a 
solution method in the packages is found to be more efficient than the 
method already coded in the simulators, the programs should be modified 
to reduce the storage for the system of equations. 
3.6 Input Data 
The input data for the compositional mode 1 s were the same 
with the except ion of to 1 erances for the stopping tests in ITPACK. 
Section 3.6.1 gives a description of the data used for the YS and NFA 
models. Data from Sweet Lake Reservoir in Louisiana were used as the 
input for GPGTSIM and is described in Section 3.6.2. 
3.6.1 Compositional Models 
The compositional simulators model isothermal two dimensional 
flow in a quarter five-spot of 10 acres. All reservoir properties and 
parameters are constant with the exception of absolute permeabilities 
and grid block systems. (See Table 1 a-c for constant reservoir proper-
ties and Table ld for permeability values.) 
Permeabilities used in the study are specified so that 
kx/ky = 1, 10, 100, and 1000. This variation is used to determine 
the effects on convergence of the iterative methods. 
The grid b 1 ock systems are 5 x 5, 10 x 10, 15 x 15, 
19 x 19, 25 x 5 and 30 x 5. The latter two are used to compare comput-
ing times of the iterative methods to that of the direct methods having 
very large bandwidths. Storage was limited since the matrix is stored 
in economized form as well as using the sparse matrix format. In each 
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of the square grids, each of the different permeability ratios are 
used, giving a total of 18 runs for each model. Only the isotropic 
case is used for the rectangular grid systems. 
3.6.2 Geopressured-Geothermal Model 
GPGTSIM models isothermal, two-dimensional two phase flow 
through a porous medium. A single producing well is located in the 
center of the grid system. Again, the same reservoir properties and 
parameters are used for each run with the exception of permeabilities 
and grid block systems. The same permeability ratios are used as in 
the compositional models. 
The variations in permeabilities are expected to alter the 
matrix characteristics and hence the convergence rates of the iterative 
methods. Grid systems are 5 x 5, 10 x 10, 13 x 13, and 15 x 15. Only 
the iterative methods are used for the 15 x 15 system because of 
storage limitations imposed on the Gaussian elimination. Each permea-
bility ratio is used for each of the four grid systems, giving a total 
of 16 runs. 
Constant reservoir parameters and properties are given in 
Table 2a. Porosity and permeability are initially constant but change 
during the simulation run. Fluid properties are listed in Table 2b and 
capillary pressures and relative permeabilities are in Table 2c. 




4.1 Storage Comparisons of the Solution Methods 
4.1.1 Compositional Models 
In the 5 x 5 grid system, the economized banded storage 
used for Gaussian elimination required the least amount of storage 
' which the conjugate gradient methods (J-CG, S~ORCG, and RS-CG) requir-
ing the most. The sparse matrix storage used in YALEPACK required 
more storage than the ITPACK sparse matrix storage used for J-SI, 
SOR, SSORSI, and RS-SI due to a large demand for workspace. 
YALEPACK needed more storage than any of the other methods 
for the 10 x 10 system. The conjugate gradient methods still required 
more storage than needed by the Gaussian elimination but the remaining 
ITPACK methods needed less. 
Gaussian elimination required the most storage for systems 15 
x 15 or greater followed by Yalepack. The ITPACK methods required less 
storage than the other methods for systems 15 x 15 or greater. Even 
1 ess storage is necessary if symmetric sparse storage can be used 
instead of nonsymmetric storage. 
Overall, for larger systems, storage requirements are 
much less for ITPACK methods. Even though YALEPACK uses sparse 
. matrix storage also, the amount of workspace required is consider-
ably greater than that needed by ITPACK. The amount of storage 
for a matrix in economized banded form increases rapidly since all 
the zeroes between outer diagonals must also be stored. 
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For a summary of the storage requirements for solving the 
pressure equation in the compositional models, refer to Table 3a and 3b 
and Figures 1-6. 
4.1.2 Geopressured Reservoir Model 
In all cases, the method of storage used by LSOR in which 
only the nonzero diagonals are stored, required the least amount of 
storage. This should be expected since there is no need for vectors 
to keep track of nonzero elements or for additional workspace. 
The conjugate gradient methods, J-CG and SSOR-CG, require 
the most storage of the ITPACK methods. This is because more work 
space is required. For the 5 x 5 grid, the economized banded storage 
needed more storage than J-SJ, SOR, or SSOR-SI but less than that 
needed for the conjugate gradient methods. 
For 10 x 10 grid systems or larger, the economized storage 
used in the Gaussian elimination required the most storage. For a 15 x 
15 grid, the economized storage requirements are more than two and a 
half time greater than that of the conjugate gradients methods and 
almost five times that needed for the LSOR method. The amount of 
storage required for the economized fcrmat increases quickly as the 
grid system · becomes 1 arger s i nee the zeroes between the nonzero di a-
gona ls are also stored. 
Overa 11 , the economized storage requires cons i derab 1 e more 
storage for grid systems 1 arger than 5 x 5. Storage of only the 
nonzero diagonals used by LSOR is the most efficient since no pointers 
are necessary for nonzero locations. 
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For a summary of the storage requirements for solving the 
pressure and saturation coefficient matrix in the geopressure-
geothermal reservoir model, refer to Tables 4a and band Figures 7-10. 
4.2 Computation Time Comparisons of the Solution Methods 
The following section gives the results of the runs using 
the compositional models. Section 4.2.2 describes the results of the 
GPGTSIM runs. These results are summarized in Tables 5-16 and Figures 
11-58 and represent the average time required to solve the system of 
equations. The average time is determined by d;ividing the total amount 
of computing time used solving the system of equations by the number of 
calls made to the matrix solver. 
4.2.1 Compositional Models 
The NFA model was more successful with the ITPACK methods 
than the YS model. This was expected since the pressure matrix genera-
ted by the NFA simulator is symmetric positive definite. However, as 
the system becomes more anisotropic, more iterations were required for 
convergence and some of the iterative methods failed to converge at 
all. This was particularly true of the YS formulation. Even though 
the NFA model was more successful with the iterative methods, its 
formulation led to problems for larger systems and higher permeability 
ratios. For systems larger than a 5 x 5 grid, a damping function and 
numerical derivatives had to be used along with tighter tolerances for 
the stopping test for the iterative methods.( 3) 
In the YS model, the iterative methods were successful 
for runs of kx/ky = 1 and kxfky = 10. For kx/ky = 100, the succes-
sive overrelaxation methods converged for the 5 x 5 and 10 x 10 grids. 
/ 
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For k/ky = 1000, none of the iterative methods converged. Refer to 
Tables 5-8 and Figures 11-24 for a surrmary. 
Better results were found using the NFA model. A 11 the 
methods tested converged for the isotropic 5 x 5 and 10 x 10 grids 
and all but J-SI converged for the larger isotropic grids. The con-
jugate gradient methods were successful for all the different permea-
bility ratios with the exceptions of k/ky = 1000 for the 15 x 15 and 
19 x 19 grids. This is due to the sensitivity to round-off error in 
the NFA formulation. For a surrrnary of these results, see Tables 9-12 
and Figures 25-42. 
The IT PACK methods that converged required 1 ess execution 
time than the Gaussian elimination for bandwidth of 31 or greater in 
both formulations. Similarly, Nghiem reported that the iterative 
methods were faster for bandwidth of 35 or more. (2 ) Yalepack was 
very close to the same execution times of Gaussian elimination for 
all cases tested in the YS model. 
Overal 1, the NFA model was better suited for the iterative 
methods, as expected. Fewer matrix iterations were necessary in the 
NFA simulator but more pressure iterates were required than for the YS 
simulator. In the larger grid sizes, a damping function and calcula-
tion of numerical derivatives was necessary so that the pressure 
iterates in the NFA mode1 converge, increasing the total computing 
time drastically. This is a factor caused by the NFA formulation, not 
the solution to the pressure equation. 
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4.2.2 Geopressured-Geothermal Reservoir Models 
In all runs, the LSOR method was the fastest for solving 
the system of equatons as well as converging in every case. This is 
due to the conditioning of the matrix as described in Section 2.3. 
Gaussian elimination was superior to the point iterative methods for 
the sma 11 5 x 5 system but this was reversed as the number of grid 
blocks increased. 
The system of nonlinear differenc~ equations for liquid 
phase pressures and saturations are 1 inearized at the beginning of 
each time step. In each of the convergent ITPACK methods, the number 
of matrix iterations necessary for convergence remained constant. 
However, for the LSOR method, the number of matrix iterations decreased 
with each solution to the equations. The average number of iterations 
for LSOR and ITPACK methods is listed in Tables 13-16. 
The matrix structure generated by the simultaneous solution 
of the 1 iqui d and vapor mass conservation equations for the 1 iquid 
pressures and saturations is diagonally dominant when viewed with the 
two by two submatri ces. However, ITPACK is not coded to make use of 
this and found it a difficult system to solve. The "point" of the 
point iterative methods in ITPACK does not coincide with a single 
grid point but rather with a single unknown at a grid point. If the 
water and gas conservation equations were solved for pressures and 
saturations of a grid using the inverse of the two by two main dia-
gonal, the convergence of the point iterative methods would be 
improved. J-SI and J-CG would not converge for any case with this set 
of input data. 
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Anisotropic effects were more noticeable on the smaller 
grid systems of 5 x 5 and 10 x 10, with fewer point iterative methods 
converging for kx/ky = 100 and kx/ky = 1000. For the larger 13 x 13 
and 15 x 15 systems, anisotropy appears to have no effect with SOR, 
SSOR-CG, and SSOR-SI converging for all values of k/ky. This is 
because the point iterative methods did not take advantage of the 
matrix structure. 
The iterative methods in ITPACK were faster than Gaussian 
elimination for systems greater than 5 x 5 but could not compete with 
LSOR in any case. However, this is not a fair comparison since the 
LSOR makes use of the two by two partitioning. 
Overa 11 , LSOR was the fastest method of so 1 ut ion with SOR, 
SSOR-CG and SSOR-SI faster than Gaussian elimination for larger 
systems. The matrix structure makes the solution difficult for the 
point iteration methods to handle in some cases. 
For a surrmary of convergence and computing times of each of 
these methods, refer to Tables 13-16 and Figures 43-58. 
CHAPTER 5 
CONCLUSIONS 
The economized banded matrix storage worked well for the 
smaller 5 x 5 and 10 x 10 grids. Sparse matrix storage required less 
storage than the economized one for systems 15 x 15 and larger. Hence, 
for these larger systems the convergent iterative methods were more 
efficient. In the event the iterative methods do not converge, use of 
a direct method, such as YALEPACK using sparse\matrix storage could be 
used. 
Variations in permeabilities and grid sizes had major effects 
on the compositional models. Anisotropy and larger grids became harder 
for the ITPACK methods to handle, especially noticeable in the YS 
model. The NFA formulation was less sensitive to these effects and 
the matrix solution with iterative techniques was more successful, 
especially the gradient methods. 
ITPACK methods were very successful in the NFA formulation, 
especially the conjugate gradient methods. These methods could be used 
for matrices of bandwidth 15 or greater, resulting in faster execution 
times and less storage requirements. 
The successive overrelaxation methods in ITPACK were the most 
promising in the YS formulation. These methods were faster than any 
of the other ITPACK methods, especially the Jacobi algorithms. Imple-
menting the successive overrelaxation methods would ·be beneficial 
for the YS model. 
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Effects due to changes in penneability ratios and grid sizes 
were hardly a factor with the point iterative methods found in ITPACK 
used in the geopressured-geothermal reservoir model due to the poorly 
conditioned matrix. Line SOR was convergent in every case tested and 
faster than Gaussian elimination for all grid sizes. LSOR also required 
less storage than economized banded or sparse matrix storage, since 
only the nonzero diagonal elements are stored.and there is no need for 
pointers to keep track of nonzero elements. 
Overall, LSOR is the most efficient solution method for the 
geopressured model but should have a direct method as a backup in the 
event it does not converge. The point iterative methods were no match 
for this type of matrix unless possibly some matrix modification was 
carried out beforehand. 
Overall, the iterative methods are faster and require less 
storage than a direct method using economized storage for larger grid 
block systems. For maximum efficiency a simulator should implement 
both direct and iterative methods. 
TABLES 
Table la 
Constant Data for All Runs of YS and NFA Simulators 




Number of Grid blocks 








Water density at 14.7 psia (lbs/ft3) 
Water compressibility (psi-1) 
Water viscosity (cp) 
Capillary pressure (psi) 
Temperature (°F) 
Initial water saturation (fraction) 
Initial Hydrocarbon composition 

































Injection fluid (mole fractions) 
co2 
cl 
Injection rate (MSCF/O) 







Individual Component Data for YS and NFA Simulators 
Critical Critical Critical Accen-
Pressure Temp. volume Molecular tric 
(psia) (deg R) (cu ft./lb. mol) Weight Factor 
220.0 1273.0 14.10 212.421 0.706 
667.8 343.1 1.59 16.043 0.008 
1073.0 547.6 1.51 44.010 0.225 
Table le 
Binary Interaction Coefficients for YS and NFA Simulators 
c15 cl co2 
c15 0.0 
cl 0.410 0.0 
co2 0.306 0.107 0.0 
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Fluid Properties for GPGTSIM Input 
Pressure Liquid form. Solution gas Liquid Vapor Form. Vapor 
{psia) vol. factor ratio viscosity volume factor viscosity 
(bbl/STB) (SCF/STB) (cp) (bbl/MCF) (cp) 
5000 1.0700 18.500 0.3700 0.819 0.02170 
5500 1.0698 21.000 0.3170 0.765 0.02250 
6000 1. 0695 21.500 0.3720 0.717 0.02300 
6500 1.0685 23.500 0.3725 0.674 0.02400 
7000 0.0680 24.000 0.3750 0.637 0.02550 
7500 1.0670 25.000 0.3765 0.615 0.02650 
8000 1.0660 26.500 0.3780 0.588 0.02730 
8500 1.0650 27.000 0.3800 0.567 0.02820 
9000 1.0630 29.000 0.3835 0.548 0.02900 
9500 1.0625 30.500 0.3850 0.532 0.03000 
JOOOO 1.0618 31.500 0.3860 0.517 0.03100 
10500 1.0600 33.000 0.3880 0.500 0.03300 
11000 1.0590 34.000 0.3900 0.494 0.03520 
11500 1.0580 35.500 0.3920 0.482 0.03600 
12000 1.0575 37.000 0.3950 0.475 0.37500 
12500 . 1.0570 38.000 0.3970 0.467 0.03880 
13000 1.0560 39.500 0.3990 0.456 0.03900 
13500 1.0555 40.500 0.4050 0.451 0.03910 
14000 1.0470 41.500 0.4200 0.443 0.03920 
Table 2a 
Constant Data For All Runs of GPGTSIM Simulator 





Depth: (ft) : 
Rock Compressibility (1/psi): 
Uniaxial Compaction Coefficient (1/psi}: 
Initial Pressure: (psia) 
Initial Liquid Saturation (fraction) 
Time Step Size: (days) 
Number of Time Steps: 
Density of Water (lb/SCF) 
















Capillary Pressures and Relative Permeabilities for GPGTSIM 
s Pc k k 
(fr~c) (psia) (fFdc) (fF~c) 
1.0 3.20 1.000 0.000 
0.959 9.25 0.564 0.036 
0.935 12.27 0.415 0.063 
0.911 15.20 0.322 0.122 
0.880 17. 72 0.249 0.228 
0.848 21.35 0.164 0.330 
0.820 24.98 0.106 0.442 
0.802 27.39 0.084 0.559 
0.788 29.82 0.078 0.687 
0.764 31. 76 0.061 0.817 
0. 719 32.21 0.035 0.915 
Table 2d 












Matrix A Storage Requirements 
for 
Iterative and Direct Methods 
METHOD A JA IA INKSP WKSP I PARM RP ARM TOTAL 
JCG 5NB 5NB NB+l 3NB 4NB+4ITMAX 12 12 18NB+4 ITMAX +25 
JSI 5NB 5NB NB+l 3NB 2NB 12 12 16NB+25 
SOR 5NB 5NB NB+l 3NB NB 12 12 15NB+25 
SSORCG 5NB 5NB NB+l 3NB 6NB+4ITMAX 12 12 20NB+4ITMAX+25 
SSORSI 5NB 5NB NB+l 3NB 5NB 12 12 19NB+25 
RSCG 5NB 5NB NB+l 3NB NB+4ITMAX-3 12 12 15NB+4.ITMAX+25 
RSSI 5NB 5NB NB+l 3NB NB-3 12 -·· 12 15NB+22 
BAND SR NB+2Nx+l - - - - - - NB*(2Nx+l) 
yp 5NB 5NB NB+l 9NB+2 9NB+2 - - 29NB+5 
NB = number of block 
Nx = number of blocks in the x-direction 
ITMAX = maximum number of iterations allowed (200) <J'I : ..... 
METHOD _________ JCG-- ----~T-
GRID SIZE 
5 x 5 1275 425 
10 x 10 2625 1625 
15 x 15 4875 3625 
19 x 19 7323 5801 
25 x 5 3075 2025 
30 x 5 3525 2425 
Table 3b 
Compositional Simulations 
Matrix A Storage Requirement 
for 
Iterative and Direct Methods 
SOR SSORCG SSORSI 
400 1325 500 
1525 2825 1925 
3400 5325 4300 
5440 8045 6884 
1900 3325 2400 
























METHOff___ -----A JA ___ 
JCG lONB lONB 
JSI lONB lONB 
SOR lONB lONB 
SSORCG lONB lONB 
SSORSI lONB lONB 
LSOR 2NB*10 -
GAUSS 2NB*2(2Nx+l) -
NB = Number of grid blocks 
Table 4a 
GPGTSIM 
Matrix A Storage Requirements 
for 
Iterative and Direct Methods 
---------- IA -- IWKSP· WKSP 
2NB+l 6NB 8NB-4ITMAX 
2NB+l 6NB 4NB 
2NB+l 6NB 2NB 
2NB+l 6NB 12NB+4ITMAX 
2NB+l 6NB lONB 
- - -
- - -
Nx = Number of blocks in x-direction 





















5 x 5 
10 x 10 
13 x 13 











































Permeability Effects on a 5 x 5 grid 
KX/KY =--1 --- -KX/KY- = 10 - KX7KY = HHJ 
AVG TIME AVG ITER -AVG TIME AVG ITER AVG TIME 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
JCG * * * * * 
JSI 0.066 78.5 0.086* 105.7 * 
SOR 0.035 47.0 0.043 59.2 0.091 
SSORCG 0.432 14.3 0.068 24.3 0.137 
SSORSI 0.043 24.0 0.058 34.6 * 
RSCG 0.061 14.5 * * * 
RSSI 0.057 38.7 0.073 62.0 * 
BAND SR 0.012 0.012 0.012 
YALEPACK 0.023 0.023 0.023 
*Failure to converge after 200 iterations 
**ITPACK requires red/black ordering for RS methods. For a 10 x 10 










KX/KY = 1000 















Permeability Effects on a 10 x 10 grid 
KX/KY-=-1-·· - ----------- KX/KY= 10 ----- -- ---KX/KY = 100-
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
JCG * * * * * 
JS! 0.289 140.7 * * * 
SOR 0.172 83.4 0.227 112.4 * 
SSORCG 0.174 22.8 0.293 41.0 0.617 
SSORSI 0.191 36.3 0.264 52.1 0.498 
RSCG ** ** ** ** ** 
RSSI ** ** ** ** ** 
BAND SR 0.142 0.142 0.142 
YALEPACK 0.173 0.173 0.173 
*Failure to converge after 200 iterations 
**ITPACK requires red/black ordering for RS methods. For a 10 x 10 


























Permeability Effects on a 15 x 15 grid 
KX/KY = 1 .. KX/K'f =-10 KX/KY = 100 
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME AVG ITER 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
JCG * * * * * * 
JSI * * * * * * 
SOR 0.440 104.6 * * * * 
SSORCG 0.411 27.8 0.680 48.7 * * 
SSORSI 0.419 38.6 0.616 59.4 1.164 119.2 
RSCG 0.493 45.8 * * * * 
RSSI 0.492 88.6 * * * * 
BAND SR 0.652 0.653 0.653 
YALE PACK 0.626 0.625 0.626 
*Failure to converge after 200 iterations 
KX/KY = 1000 















Permeability Effects on a 19 x 19 grid 
KX/KY = 1 . KX/KY. ;--ro KXlKY-=-TOO 
AVG TIME AVG ITER AVG TIME 
METHOD SOLUTION SOLUTION SOLUTION 
JCG * * * 
JSI * * * 
SOR 0.894 137.6 * 
SSORCG ** ** ** 
SSORSI 0.880 52.8 ** 
RSCG * * * 
RSSI * * * 
BANDSR 1.605 1.604 
YALE PACK ** ** 
*Failure to converge after 200 iterations 
**Storage requirements exceeded 
AVG ITER ""fi.VG TIME AVG ITER 
SOLUTION SOLUTION SOLUTION 
* * * 
* * * 
* * * 
** ** ** 
** ** ** 
* * * 
* * * 
1.604 
** 
KX/KY = 1000 
























Permeability Effects on a 5 x 5 grid 
KXTKY = I -- - -- --- -RXTRY =!U-~-- KX/RY = 100 
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME AVG ITER 
SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
0.029 13.0 0.075 25.0 0.105 25.0 
0.056 66.0 0.083 101.1 * * 
0.030 40.3 0.037 53.1 0.079 122.8 
0.036 11.9 0.061 21.6 0.133 43.9 
0.038 20.9 0.056 34.0 0.126 85.4 
0.036 6.0 0.050 12.0 0.059 12.0 
0.052 33.1 0.065 51.4 0.119 128.2 
,-
0.012 0.012 0.012 
*Failure to converge after 200 iterations 
























Permeability Effects on a 10 x 10 grid 
KX/KY = 1 RX7KY = 10 ----~ -KX/KY:::!ITff ________ ----KXTKY-= 100-U 
AVG TIME AVG ITER 7'\VG TIME 7'\VG ITER AVG TI~E 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
JCG 0.175 37.2 0.366 59.4 0.498 
JSI 0.319 154.1 * * * 
SOR 0.169 83.1 0.148 71.5 * 
- SSORCG 0.191 25.9 0.222 30.7 0.587 
SSORSI 0.193 37.2 0.189 36.2 0.517 
RSCG ** ** ** ** ** 
RSSI ** ** ** ** ** 
BAND SR 0.143 0.143 0.143 
*Failure to converge after 200 iterations 
**ITPACK requires red/black ordering for RS methods. For a 10 x -io 
grid, this ordering is not possible. 
7'\VG ITER "AVG TIME 7'\VG ITER 
SOLUTION SOLUTION SOLUTION 
99.1 * * 
* * * 
* * * 
80.1 * * 
110.8 * * 
** ** ** 














Penneability Effects on a 15 x 15 grid 
AVG ~f~~'f=-J~-1~£~- - -;-~~~Q'Y =- 17~--I-;ER-- AVG T~~'KY = lijg ITER 
SO[OTIOR SO[UTIOR SO[UTtOR SO[OTIOR SO[UTIOR SO[OTIOR 
0.574 62.1 1.526 110.7 * * 
* * * * * * 
0.523 123.5 0.670 160.6 * * 
0.518 35.6 0.866 62.0 1.675 119.3 
0.518 48.8 0.799 78.8 * * 
0.443 30.8 0.665 55.4 2.109 93.9 
0.672 112.8 0.820 155.9 * * 
0.653 0.653 0.653 
*Failure to converge after 200 iterations 






















Permeability Effects on a 19 x 19 grid 
KX/KY = 1 ------ ---KX7KY-= 10______ ---- --KX/KY-= lffO -- -- KX/KY- = rooo 
AVGUIIME AvG-TIER--AvG-TIME ____ AVG TITR ---Avr; TIME AVG ITER AVG TIME AVG rrER 
SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
f:W5- ---78. 4 - 2.667-- 131~-o-----*- -----*-------~--------* 
* * * * * * * * 
0.849 127.0 1.157 175.7 * * * * 
0.903 40.0 1.390 64.4 2.701 125.8 * * 
0.912 54.4 1.220 75.4 * * * * 
0.750 37.5 1.159 69.0 5.022 126.3 * * 
l.101 118. 7 1.352 166.1 * * * * 
1.610 1.610 1.608 0.610 





Permeability Effects on a 5 x 5 Grid 
KX/Kr--=r- -- -- - .. - KX7KY-= . IO -- - . -- . -- -KX7KY = 100 
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME AVG ITER 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
SOR 0.064 8.2 * * * * 
SSORCG 0.114 4.8 0.115 4.8 * * 
SSORSI 0.101 4.8 * * * * 
LSOR 0.019 4.2 0.019 4.3 0.019 4.2 
GAUSS 0.055 0.055 0.055 
*Failure to converge after 300 iterations 
KX/KY = TOOO 











Permeability Effects on a lO x 10 Grid 
KX/KY = 1 KX/KY = 10 KX/KY = 100 
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME AVG ITER 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
SOR o.:w2 15.7 0.213 8.7 0.244 11.1 
SSORCG 0.449 7.6 0.335 4.0 0.339 4.1 * 
SSORSI 0.445 8.9 0.357 5.8 * * 
LSOR 0.068 4.7 0.071 5.0 0.072 5.1 
GAUSS 0.583 0.583 0.583 
*Failure to converge after 300 iterations 
KX/KY. :: TOUU 
AVG TIME AVG ITER 
SOLUTION SOLUTION 
* * 







Permeability Effects on 13 x 13 Grid 
KX/KY = T ... KX/KY = 10 KX/KY = 100 
"'AVG TIME "'AVG ITER "'AVG TIME AVG ITER AVG TIME AVG ITER 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
SOR * * 0.364 9.4 0.362 9.3 
SSORCG 0.878 10. 2 0.619 5.3 0.557 4.1 
SSORSI 1.130 15.3 0.539 4.7 0.588 5.8 
LSOR 0.114 4.9 0.130 6.0 0.134 6.2 
GAUSS 1.504 1.504 1.504 
*Failure to converge after 300 iterations 
KX/KY = 1000 











Permeability Effects on 15 x 15 Grid 
KX/KV-=1··-------------l<X7KV---;,---l0_. __________ KX/KY = 100 
AVG TIME AVG ITER AVG TIME AVG ITER AVG TIME AVG ITER 
METHOD SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION SOLUTION 
SOR * * 0.515 11.0 0.453 3.7 * 
SSORCG * * 0.847 5.9 0.781 5.0 
SSORSI * * 0. 715 5.0 0.712 5.0 
LSOR 0.166 5.7 0.186 6.1 0.195 6.3 
* Failure to converge after 300 iterations. 
KX/KY = 1000 
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AVERAGE MATRIX SOLUTION TIME VS. SOLUTION METHOD 
o.os------------------
0.01 ··········•·······•··•··············· ············································:······························ 
0.06 ................. . 
o.os ................ . 
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Figure 14 
YOUNG-STEPHENSON COMPOSITIONAL SIMULATOR 
10 x 10 GRID KX I KY = 1 
82 
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Figure 16 
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Figure 19 
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Figure 22 
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Figure 23 
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Figure 24 
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Figure 25 
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Figure 26 
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Figure 27 
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Figure 28 
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Figure 29 
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Figure 30 
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Figure 31 
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Figure 32 
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Figure 33 
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Figure 34 
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Figure 35 
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GEOPRESSURED-GEOTHERMAL SIMULATOR 
10 x 10 GRID KX I KY = 100 
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AVERAGE MATRIX SOLUTION TIME VS. SOLUTION METHOD 
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Figure 53 
GEOPRESSURE -GEOTHERMAL SIMULATION 
13 x 13 GRID KX I KY = 1000 
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GEOPRESSURE ---GEOTHERMAL SIMULATION 
15 x 15 GRID KX I KY = 1 
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AVERAGE MATRIX SOLUTION TIME VS. SOLUTION METHOD 
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GEOPRESSURE -GEOTHERMAL SIMULATION 
15 x 15 GRID KX I KY = 10 . 
AVERAGE MATRIX SOLUTION TIME VS. SOLUTION METHOD 
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GEOPRESSURE -GEOTHERMAL SIMULATION 
15 x 15 GRID KX I KY = 100 
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GEOPRESSURE -GEOTHERMAL SIMULATION 
15 x 15 GRID KX I KY = 1000 
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Nomenclature for YS and NFA Formulation 
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relative permeability of phase j, j =oil, gas, or water 
number of grid blocks 
number of non-aqueous components 
bottom hole gas phase pressure (F/L2) 
productivity index (L3) 
flow rate (L3/t) 
equivalent radius (ft) 
saturation of phase j, j = o, g, w, (fraction) 
· r = well bore radius (ft) 
W = overall water molar concentration, tw Sw (moles/L3) 
xi = mole fraction of component i in oil phase 
y. = mole fraction of component i in gas phase 
l 
~t = time step (t) 
'A • 
rJ = mobility of phase j, j = o, w, g (L
2/ft) 
~ . = molar density of phase j,j = o, w, g (moles/L3) 
J 
<P = porosity (fraction) 
<P = fl ow potent i a 1 of phase j, j = 0, w, g 
Superscripts 
1 = iteration level 
n = old time level 
n+l = new time level 
o = reference state 
Subscripts 
o = oil 
w = water 
g = gas 
i = component index 
j = phase index 
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Nomenclature for GPGTSIM Formulation 
B1 = formation volume factor of liquid phase (BBL/STB) 
Bv = formation volume factor of vapor phase (BBL/SCF) 
G .. = mass fraction of the ;th component in the j-phase (LB/LB) 
Jl 
h = depth of reservoir (ft) 
M = number of fluid phases 
= number of fluid components 
= acceleration of gravity (ft/sec2) 
·, 
= conversion factor of g/gc (psi/ft/lbm/bbl) 
= absolute permeability in the xk direction (Darcy) 
= pressure of the j-phase (psi) 
= relative permeability of the j-phase (fraction) 
= solution gas-water ratio (MCF/STB) 
= saturation of the j-phase, j = 1 or v, (fraction) 
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= volumetric production rate of water component per unit area of 
reservoir (STB/D/sq. ft. of reservoir) 
w 
q. , 
= volumetric production rate of gas component per unit area of 
reservoir (MCF/D/sq. ft. of reservoir) 
= thickness of reservoir (ft) 
= mass generation of the ;th component (lb/day/cu. ft. of reservoir) 
= volumetric flux of the j-phase in the xk direction (bbl/day/sq.ft.) 
Yg = pj g/gc (psi/ft) 
pj = density of the j-phase, j = l,v (lb/bbl} 
$j = flow potential of the j-phase, j = l,v (psi) 
µj = viscosity of the j-phase, j = l,v (cp) 
Subscripts 
w = water 
g = gas 
1 = liquid phase 
v = vapor phase 
i , = component index 
j = phase index 
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APPENDIX I 





FORMULATION OF THE COMPOSITIONAL MODELS 
The objective of the compositional simulators is to compute 
pressures, fluid saturations and phase compositions in a porous medium at a 
given time. 
The models used allow for 3 phases to coexist 
1. Two hydrocarbon phases (oil and gas) consisting of Nc 
hydrocarbon components. 
2. An aqueous phase consisting only of water 
Assumptions for Molar Balance Equations: 
1. Darcy's law for multiphase flow applies. 
2. Maximum of three phases coexisting: two hydrocarbon phases consisting 
of oil and gas components and an aqueous phase consisting only of 
water. 
3. Adsorption is neglected in the accumulation term. 
4. Reservoir temperature is constant. 
5. Reservoir is surrounded by impermeable zones so there are no 
flow boundaries. 
6. Dispersion is ignored in the flux term. 
EQUATIONS 
Overall Hydrocarbon Balance 
:t [$ <to5o + ~gSg)J - V [ ~ "ro~o V$ o + (1) 
Water Balance 
~ ~ 
a C~twsw) - v (k>..rwtwv $w) - q = 0 w (2) 
at 
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The molar balances are discretized using a backward difference in time 
and a central difference in space. 
Boundary Conditions: 
No flow at the boundaries. 
We 11 conditions: 
Constant molar rates are used for injecting ,and constant bottomhole 
pressures for producing. 
For constant producing bottom hole pressures, the flow rates are 
expressed: 
PI is the productivity index calculated by 
PI = 2n kh r 





where S is the skin factor, req is the equivalent radius, rw is the 
well bore radius, and C is a factor that is a function of grid block 
geometry and the location of the well it contains. (lB) 
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Phase Equilibrium and Related Equations 
Phase equilibrium is determined by computing fugacities from an 
equation of state. The Peng-Robinson equation of state(l4) was used 
in both compositional simulators. 
Compressibility factor (l) 
The compressibility factor is given by: 
l = PV 
RT 
and for mixtures is computed separately for each phase. 











which in turn are used to relate the vapor mole fraction and 
hydrocarbon saturations: 
v = 
t s + t s So 0 Sg g 
The molar density of water is given by 
~w = ~~ [l + cw (P-P~)] 









The viscosity of the water is a constant and is user speci-
fied in the input data. 
Oil and gas viscosities 
The oil and gas viscosities are computed using relationships 
by Steil and ThodosCl9), Herning and ~ipperer( 20), and. Jossi 
et al(2l). The procedure is based on the method of Lohrenz, 
et al(22 ). 
Relative permeabilities 
Relative permeabilities are given as functions of satura-
tion and interfacial tension. (23) 
Porosity 
The porosity is related to pressure by: 
~ = ~0 [1 + cf (P-P~)J 
where the zero superscript is again a reference state. 
(11) 
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NGHIEM, FONG, AND AZIZ FORMULATION 
There are two iteration levels in the NFA formulation. The inner 
iterative level computes the flash calculations which are determined by 
using accelerated and pure successive substitution schemes. The outer 
iterative level uses an approximate Newton Raphson method to compute 
pressures and a successive substitution method to compute saturations and 
compositions. 
In both formulations, pressure iterates are computed first. In 
the NFA formulation, these iterates are independent of compositions and 
saturations, whereas they are weakly interdependent in the VS formulation. 
Also, new iterate values for overall hydrocarbon compositions are indepen-
.dent of new iterate values for porosities and water saturations. This is 
not the case in the VS formulation. 
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YOUNG ANfr STEPHENSON FORMULATION 
Two new variables, F and W are introduced in the YS formulation and are 
given as: 
F = ~050 + t 9sg 
w = ~ s WW 
in order to define the overall molar hydrocarbon and water concentration, 
respectively. 
Unlike the NFA formulations, calculations for grid blocks containing a 
single hydrocarbon phase are separate from blocks containing two 
hydrocarbon phases. A Newton-Raphson scheme is used to calculate 
individual phase compositions in grid blocks containing more than one 
hydrocarbon phase. This scheme is also used to compute overall hydrocarbon 
composition as well as pressures and saturations. 
APPENDIX II 
Geopressured-Geothermal Reservoir Formulation 
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GEOPRESSURED - GEOTHERMAL RESERVOIR FORMULATION 
DIFFERENTIAL EQUATIONS 
Assumptions 
The following assumptions(S) were used in deriving the differential 
equation: 
1. Reservoir temperature is constant. 
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2. Permeability and porosity are functions of pressure and position. 
3. Directions perpendicular and parallel to t~e bedding plane are the 
principal axes of the absolute permeability. 
4. Vertical deformation is taken into account but is assumed to be very 
small in comparison to fluid velocities. (23) 
5. Reservoir fluid properties are functions of pressure only. 
6. Fluid flow is characterized by Darcy's Law. 
7. There are two phases, liquid and vapor, and two components, water and 
hydrocarbon gas. The liquid phase consists of water and hydrocarbon 
gas. The vapor phase consists only of gas. 
8. The reservoir is surrounded by impermeable zo.nes so that there are 
no-flow boundary conditions. 
The partial differential equations are approximated by backward 
finite differences. Thus, transmissibilities must be evaluated at pressures 
and saturations at the n+l time level, which are unknowns. This causes the 
nonlinearities in the finite difference equations. A semi-implicit technique 
is used for linearization. An estimate is obtained for pressure and saturation 
terms at the n+ 1 ti me 1eve1 as so 1 ut ions to the 1 i near systems of equations. 
These are used to update nonlinear terms and again a linear system is con-
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structed. This process is repeated until convergence is reached. These 
are iterations for nonlinearity or outer iterations. The number of 
iterations presented by ITPACK is the actual number of iterations 
necessary to solve the system of equations. 
Continuity Equation 
3 M - a (Gj~ Pj ujk) + qR 
:L :L .., 
k=l j=l axk 
~ £ (G.R P· S.$ ) + a (G.R P· $. $ V ) 
L Jp J J - Jp J J m 
j=l at ax3 
(1) = 
~ = 1, 2, .... NC 
The Darcy flux Ujk implies that the fluid velocities are rela-
tive to the deformation of the porous medium. The term containing vm 
results from the assumption that the porous medium deformation is pre-
dominantly vertical. 
Darcy's Law 
ujk = -1.127 Kk kj 
µj 
j = 1,2 ... , M, k = 1,2,3 (2) 
Equation (2) is based on the assumption that the coordinate 
axes (x1 ,x2 ,x3) coincide with the principal axes of absolute 
permeability. 
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Mass Fraction Equations for Fluids 
G 
Pw Pw 
Gvw = 0 (3) lw = = 
P1 Bl Pw + PgRs 
Glg 
Pg Rs Pg Bg 
Gvg = I (4) = = P1 Bl Pw + Pg Rs 
Final Form of Differential Eguation 
Substituting Darcy's law and the mass fra~tion equations into the 
continuity equation, dividing the resulting water and gas equations by Pw 
and p , respectively, and integrating the resulting equation over the 
. g 







1 ~ [ws1 ~l 
5. 615 at B1 j 
[Rs Kx k1 W 
µl Bl 
a<Pi] . + 
ax 
~ [Rs ~ kl W 
ay µ1 s1 
1 ~ [wsv $ + WRS S1$j --
5.615 at Bv B1 
(1) 
(2) 
~1]} - Q g 
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Boundary Conditions 
It is assumed that boundary conditions are those of no 
fl ow, i.e. , 
= 0 (3) 
an an 
on the boundary, where a/an indicates the derivative in the direction 
normal to the boundary. 
Saturation Equation 
The sum of the fractional saturations of the vapor and liquid 
phases is 1, i.e., 
= 1 (4) 
Capillary Pressures and Relative Permeabilities 
These are given as input in a table as functions of liquid 
saturations. Linear interpolation is used for arbitrary values. 
Fluid Properties 
Fluid properties are input as a table and are functions of 
pressure and the reservoir temperature. Linear interpolation is used 
to calculate at arbitrary pressures. 
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Constitution Relations for Reservoir Rock 
Porosity is given by: 
$ = $ + (1 - $ ) (C + C ) (P - P ) o o rm m o (5) 
where Cm is the uniaxial compaction coefficient (psi-1), Crm is the rock 
matrix compressibility (psi-1), and the $
0 
is the porosity at initial 
condition. 
Permeability is approximated by: 
c + c rm m 
1 - qi 
0 
k = x,y 
Reservoir Compaction 
where 
The compaction of the reservoir is given by: 
~Ly is the reduction in reservoir thickness (ft) and 
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