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Introduction
A production unit is characterized by a multi-stage production ow shop with multiple parallel machines per production stage, usually referred to as the exible ow shop, multi-processor ow shop, or Hybrid Flow Shop (HFS) environment. These environments have the following characteristics in common: 1. The number of stages, g, is at least 2; 2. Each stage, t, has m t 1 machines in parallel and in, at least, one of the stages m t > 1; 3. All n jobs have the same production ow (i.e., stage 1, stage 2, ..., stage g). Setup includes work to prepare the machine, process, or bench for product parts or the cycle. One of the underlying assumptions in this paper is the consideration of setup times in scheduling con gurations. The setup times are classi ed into two types: 1. Sequence-Independent Setup Times (SIST); 2. Sequence-Dependent Setup Times (SDST). In the former, the length of time required to do the setup depends on the job just to be processed. In the latter, the length of time required to do the setup depends on both the prior and current jobs to be processed. Allahverdi et al. [1] provided a comprehensive review of scheduling research with setup times (costs).
Another underlying assumption in this paper is the consideration of re-entrant lines in scheduling con gurations. The assumption of classical HFS scheduling problems that each job visits machines in each stage only once is sometimes violated in practice. A new type of manufacturing shop, the re-entrant shop has recently attracted much attention. The Reentrant HFS (RHFS) means that there are n jobs to be processed on g stages, and every job must be processed on stages in the order of stage 1, stage 2,... , stage g for l times (l is the number of repetition of jobs on the sequence of stages). Lin and Lee [2] provided a comprehensive review of the literature on scheduling problems involving re-entrant ows.
The learning e ect has received considerable attention in the context of scheduling problems until recently. The learning e ect in scheduling problems was rst investigated by Biskup [3] . In classical scheduling, job processing and setup times are assumed constant from the rst until the last job to be processed. This assumption might be unrealistic in many situations, because the productivity of a production facility (a machine, a plant, a worker, etc.) improves continuously when executed in the same or almost the same conditions. The learning e ects are classi ed into two types:
1. Position-based learning; 2. The sum of processing time.
The rst one assumes that the experience of the processor is equal to the number of performed jobs. In the second one, the experience provided by a job is not unary, but equal to its normal processing time. The underlying assumption in this paper is the positionbased learning e ect. For further study on`learning e ect' literature in scheduling problem, refer to the complete survey, which is presented by Biskup [4] .
In many real-world applications, it is often necessary to consider multiple criteria in scheduling problems. Therefore, the consideration of maximum completion time (makespan or C max ) together with total tardiness as an objective function in this study is more realistic than the more common minimization of makespan or total tardiness ( T ) separately. The problem is con gured as a multi-objective model. The rst decision in a multi-objective space concerns with how to combine the search and the decision-making processes. This can be done in one of the following three ways:
1. Search and then decision-making (a posteriori approach); 2. Decision-making and then search (a priori approach); 3. Interactive search and decision-making.
In this paper, a priori approach is used to nd a good quality schedule. In these methods, the solution that best satis es the decision-maker's preferences is selected.
The HFS scheduling problem is a strongly NPhard problem. Gupta [5] showed that the two-stage HFS with more than one machine at one stage is NP-hard. Since this problem can be considered as a speci c case of the HFS, then it can be concluded that our problem is also NP-hard. The exact methods are unable to render feasible solutions even for small instances of this problem in a reasonable computational time. Therefore, this inability justi es the need for employment of a variety of heuristics and metaheuristics to solve these problems to optimality or near optimality. In this paper, a meta-heuristic algorithm is proposed to solve the scheduling problem.
The remainder of the paper is organized as follows: Section 2 gives the literature review of multiobjective HFS scheduling. Section 3 describes the problem. Section 4 introduces the proposed algorithm. Section 5 gives the computational results. Finally, Section 6 is devoted to conclusion and future research.
Literature review
The literature review section summarizes papers on the HFS problem with one or more additional features mentioned between the years 2008 to 2016.
Jungwattanakit et al. [6] studied the exible ow shop with several constraints to minimize a convex sum of makespan and the number of tardy jobs. They considered unrelated parallel machines and sequence/machine dependent setup times, release date, and due date as constraints in study. First, the problem was formulated by a 0{1 Mixed Integer Programming (MIP), and then Genetic Algorithm (GA) was proposed to nd the near-optimal schedule. Behnamian et al. [7] developed a multi-phase method to solve the problem of SDST HFS with the objective of minimizing the makespan as well as the sum of the earliness and tardiness of jobs. Naderi et al. [8] considered the SDST HFS problem with transportation times. They developed a Simulated Annealing (SA) to minimize both total completion time and total tardiness. Rashidi et al. [9] investigated the SDST HFS problems with unrelated parallel machines and blocking processor. They proposed the hybrid multiobjective parallel GA, which divides the population into some groups of di erent weights, that transforms the bi-criteria, makespan, and maximum tardiness into a single objective.
Dugardin et al. [10] considered the multi-objective RHFS scheduling problem. The scheduling objective consists of two parts: the minimization of the cycle time and the maximization of the utilization rate of the bottleneck. This problem was solved by a multiobjective GA using the Lorenz dominance relationship. Cho et al. [11] focused on the minimization of makespan and total tardiness in a RHFS. They proposed a localsearch-algorithm-based Pareto GA with the Minkowski distance-based crossover operator to achieve a good approximate Pareto solution.
Mousavi et al. [12] considered the SDST HFS scheduling problem. In order to minimize the convex combination of the makespan and total tardiness, they proposed a meta-heuristic based on SA. In addition, Mousavi et al. [13] developed a local search to solve the above problem. Hakimzadeh Abyaneh and Zandieh [14] considered the bi-objective SDST HFS problem with limited bu ers. The GA was proposed to minimize makespan and total tardiness of jobs. Pargar and Zandieh [15] investigated the SDST HFS problems with learning e ect of setup times. They proposed a metaheuristic approach called water ow-like algorithm to minimize weighted sum of makespan and total tardiness.
Sheikh [16] formulated a bi-objective exible ow shop scheduling problem with limited time lag between stages and due windows by a MIP model. A GA procedure was designed to solve this model e ciently. Tadayon and Salmasi [17] investigated group scheduling in the bi-objective exible ow shop scheduling problem with release time and eligibility. A mathematical model and several meta-heuristic algorithms based on the Particle Swarm Optimization (PSO) algorithm were proposed to heuristically solve the research problem. Behnamian and Zandieh [18] developed a hybrid algorithm of PSO, SA, and Variable Neighborhood Search (VNS) to solve the SDST HFS scheduling with position-dependent learning e ects. Fadaei and Zandieh [19] considered group scheduling in the problem of bi-objective HFS scheduling within the area of sequence-dependent family setup times. They focused on the following three multi-objective algorithms to solve the mentioned problem: multi-objective GA, subpopulation GA-II, and Non-dominated Sorting GA-II (NSGA-II).
Jolai et al. [20] investigated the bi-objective problem of no-wait two-stage exible ow shop scheduling. The makespan together with the maximum tardiness of jobs was considered as the objective function in their study. Three bi-objective optimization methods were based on SA developed to solve scheduling problem. Luo et al. [21] studied a bi-objective HFS scheduling problem with uniform parallel machines from a new aspect of energy e ciency. In order to solve this problem, an ACO meta-heuristic was applied to optimize both makespan and electric power cost with the presence of time-of-use electricity prices. Tran and Ng [22] addressed the multi-objective exible ow shop scheduling problem with limited intermediate bu ers. A hybrid water ow algorithm was proposed to minimize the completion time of jobs and the total tardiness time of jobs. Su et al. [23] proposed a distributed co-evolutionary algorithm to minimize the makespan and total tardiness of jobs in multi-objective HFS scheduling problems.
Attar et al. [24] To the best of our knowledge, as just reviewed, bi-objective RHFS with SDST and learning e ect problem have never been investigated in the scheduling problems in the literature up to now. Consequently, the scheduling models have not been developed with respect to the problem. To describe the problem in detail, a MIP model is presented. Up to now, requests, comments, and viewpoints of the decisionmakers are not included before the solution process in the scheduling problems in the literature. Consequently, a method based on an a priori approach has never been introduced as able to tackle scheduling problems within a reasonable time. To solve the problem, a meta-heuristic algorithm based on an a priori approach is proposed.
Problem description
To describe the problem in more detail, a 0-1 MIP model is presented. The indices, input parameters, decision variables, learning e ect model, and the mathematical model are detailed as follows. Actual setup time job j at stage t of layer l when job j is assigned to a machine at the rst position n t kl Number of jobs assigned to machine k at stage t of layer l ( P m t k=1 n t kl = n; t = 1; 2; ; g; l = 1; 2; ; L)
Learning e ect model
The e ect of learning on scheduling may arise in a company with similar jobs. Similar jobs may function on one machine or on parallel and identical machines for a number of customers. Generally, by processing one job after the other, the skills of the workers continuously improve, e.g., the ability to perform setups faster, to deal with the operations of the machines, or to handle raw materials, components or similar operations of the jobs at a greater pace. In this paper, scheduling problem is investigated with learning considerations, using the learning curve introduced by Biskup [3] . Now, assume that the production facility improves continuously, and that the processing time of a given job decreases as a function of its position in the sequence. As in Biskup [3] , herein, it is assumed that the processing time of job j at stage t of layer l, if scheduled in position r, is given by Eq. (1) 
X t jjkrl = 0; 8 t; k; j; r; l; 
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Eq. (3) describes the objective function. Constraint sets (4) and (5) ensure that only one job is assigned to each sequence position at each stage and layer. Constraint sets (6) and (7) ensure that only one job will be assigned to the rst and last positions, respectively, on each machine at each stage and layer. Constraint sets (6) and (7) (in parenthesis) show that m t machines are scheduled at each stage and layer. Constraint set (8) assures that, after the job has been nished at any stage, it cannot be reprocessed at the same stage. Constraint set (9) is a ow balance constraint, guaranteeing that jobs are performed in a well-de ned sequence, and ensuring that each job has a predecessor and a successor on the machine where the job is processed. That is, if job j is processed directly after job i on machine k in position r 1 at stage t of layer l, job i 0 , which is the successor of the job j, should be processed in position r on machine k at stage t of layer l. Constraint set (10) ensures that the position on each machine should be lled in sequence. Constraint set (9) is complementary to Constraint (10). Constraint set (11) speci es decision variables X t ijkrl as binary variables. Constraint set (12) modi es setup time between job j and job i in position r at stage t of layer l with respect to learning e ect. Constraint set (13) modi es processing time for job j in position r at stage t of layer l with respect to learning e ect. Constraint set (14) is a set of disjunctive constraints. It states that if jobs i and j are scheduled on the same machine at a particular stage with job i scheduled before job j, then job i must complete the processing before job j can begin. This constraint set forces job j to follow job i by at least the processing time of job j plus the setup time from i to j if job j is immediately scheduled after job i. The value of M is set to a very large constant. Constraint set (15) ensures that the completion time of every job at each stage and layer is a non-negative value. Constraint set (16) speci es the conjunctive precedence constraints for the jobs, stating that a job cannot start its processing at stage t before it is nished at stage t 1. Constraint set (17) links the makespan decision variable (C max = maxfC g j ; j = 1; ; ng). Constraint sets (18) and (19) determine the correct value of the tardiness (T j ). Constraint set (18) determines the correct value of the lateness, and constraint set (19) speci es only the positive lateness as the tardiness (T j = maxfC g j d j ; 0g). Constraint set (20) links the total tardiness decision variable. Constraint sets (17) and (20) represent two criteria of the objective function complementary with other constraints. Constraint sets (21) to (23) provide limits on the decision variables (the unde ned variables' values become equal to 0). Constraint sets (24) and (25) calculate the number of jobs assigned to each machine.
The proposed algorithm
In this paper, VNS based on an a priori approach, namely VNS-PA, is proposed for solving this biobjective optimization problem. The proposed algorithm is categorized as a local search-based algorithm armed with systematic neighborhood search structures.
In a nutshell, VNS algorithm starts from an initial solution and manipulates it through a two-nested loop. The outer loop works as a refresher reiterating the inner loop, while the inner loop carries out the major search. The inner loop iterates as long as it keeps improving the solutions. Once an inner loop is completed, the outer loop reiterates until the termination condition is met.
The solution procedure is categorized as an a priori approach. In the case of a priori methods, the decision-maker must specify her or his preferences, hopes, and opinions before the solution process. Therefore, a decision-maker along with his or her preference structure is required. For this reason, several provisions are designed to express the views of decision-makers. In the following subsection, the provisions in detail are described.
The designed provisions
In many studies, the aim is to nd a good quality schedule for their proposed problem that minimizes a convex combination of objective functions (i.e., makespan and total tardiness). Therefore, for a solution, x, the total objective function is represented as follows:
Total objective function = minimizing f(x);
f(x) = 1 f 1 (x) + 2 f 2 (x); f 1 (x) = makespan; f 2 (x) = total tardiness;
where 1 , 2 0 values are the weighting coe cients representing the relative importance of makespan and the total tardiness. The idea behind values is to balance both objectives. According to a priori approach, the preferences for each objective are set by the decision-makers; then, one solution satisfying these preferences has to be found. It must be said that all requests, comments, and viewpoints of the decision-makers are not included in the total objective function (Eq. (26)). Instead of this function, a new objective function must be designed in terms of requests, comments, and viewpoints of the decision-makers. For this reason, several provisions are designed to express the views of decision-makers. Then, a new objective function is designed according to these provisions. The provisions designed in this paper are now described as follows: respectively. It is noted that several neighborhood solutions derived from the current solution (x 0 ) are generated. f 1 and f 2 are the lowest observed makespan and total tardiness values, respectively, which can be updated after each iteration. To prevail over the trap of dealing with di erent measurement sizes of objective values, the value of each objective function should be normalized by dividing the actual objectives' values into the minimum objectives. In this respect, one is added to the denominator and numerator when f 2 is equal to 0 (f 2 = 0); 2. The second provision: The hope of decision-makers is to nd schedules close to the ideal point (0, 0). For this reason, the obtained solutions should converge towards the ideal point. bi-objective problem, this criterion is de ned as given in Eq. (31). This criterion is one of the simplest acceptance criteria de ned with decisionmakers' comments. Similar to the mentioned criterion, the third provision is designed as given in Eq. (32). According to the third provision, if at least one objective of ith neighborhood solution (f 1 (x i ) or f 2 (x i )) has lower value of the current solution (f 1 (x 0 ) or f 2 (x 0 )), then the condition for the corresponding solution is satis ed: The one is added to the denominator and numerator when the total tardiness or minimum total tardiness is equal to 0.
The total objective function of the ith neighborhood solution, called f 0 (x i ), is computed as given in Eq. (39). Based on the mentioned function, the sixth provision is designed as given in Eq. however, the positive deviation will dominate the negative deviation. Consequently, the positive results are more suitable. In fact, decision-makers are interested in achieving new solutions with the positive values of the total deviation. Based on the mentioned criterion, the seventh provision is designed as given in Eq. (42). According to the seventh provision, if Deviation xi has a positive value, then the condition for the corresponding solution is satis ed:
If deviation xi > 0;
Then X i 7 = 1; Else X i 7 = 0:
Now, the di erence between the third and seventh provisions is described. In the third provision, decision-makers accept new solutions only if they provide a better value, even at least one objective. In the seventh provision, rst, at least one of objectives provide a better value. Then, the positive deviation dominates the negative deviation. In the progress, the di erence between the fourth and seventh provisions is described. In the fourth provision, old and new solutions are measured to a minimum value separately. In the seventh provision, old and new solutions are measured directly together;
8. The proposed objective function: Based on the seven provisions described, a new objective function is de ned in terms of requests, comments, and viewpoints of the decision-makers as follows (Eq. 
Some interesting points are presented as follows: -First, the objective function is converted from the minimizing into the maximizing; -Second, seven additional traits are added to the objective function; -Third, decision-makers express the features added to the objective function; -Fourth, the objective function will serve as a \template" to/from which the assumptions and constraints will be added or removed to describe di erent objective function variants.
The proposed algorithm pseudo code
The pseudo code of the VNS-PA algorithm applied in this paper is now presented as follows.
Initialization Encoding: Integer coding is used in this research
for the representation of a solution. In this kind of representation, a single row array of the size equal to the number of the jobs to be scheduled is formed. The value of the rst element of the array shows which job is scheduled rst. The second value shows the job scheduled, and so on. For it=1: max it, %maximum number of iteration inner loop is max it NSS = 1 While NSS < 4
Follow Steps 1 to 3, respectively.
Step 1: Generate neighborhood solutions:
If NSS = 1, perform the swap move on x 0 and generate n solutions; If NSS = 2, perform the shift move on x 0 and generate n solutions; If NSS = 3, perform the inversion move on x 0 and generate n solutions; Evaluate f 1 (x i ) and f 2 (x i ) as new solutions in the neighborhood of x 0 ; Update f 1 and f 2 as f 1 = minff 1 ; f 1 (x i )i = 1; 2; ; ng, f 2 = minff 2 ; f 2 (x i )i = 1; 2; ; ng.
Step 
Computational experiments
This section contains the method for generating data sets, runs these data sets by the proposed algorithm, full enumeration algorithm, and algorithm in the literature, and expresses the results of the validation of the proposed model, the proposed algorithm; then, the results of the e ciency of the proposed algorithm are presented.
Test problems
The data required for a problem consist of the number of re-entrants, jobs, machines per stage, stages, processing times, due dates, setup times, and learning indices. The designing range of the levels of each factor is illustrated, as shown in Table 1 . The number of machines, processing times, and setup times are randomly generated from a discrete uniform distribution, as described in Table 1. This table includes 4 categories of problems: (1) special small, (2) small, (3) medium, and (4) large problems. Special small problems are designed to assess the validity of the proposed algorithm. The speci c name is given to these problems because they cover small problems of single machine, parallel machine, ow shop, and two-stage HFS. To demonstrate the e ectiveness of the proposed VNS-PA compared to algorithm in the literature, the experiments are conducted on three sizes of problems: small, medium, and large. The twenty-four problems are produced for the special small problems. Ten problems are produced for the small, medium, and large problems. Learning indices {0.152 and {0.514 are selected with respect to the learning curve of 90% and 70%, respectively. In general, all problems are tested with regard to the level of learning indices. To generate due dates of all n jobs, the following steps are proposed: Processing times (P ) Uniform ( 
where random is a random number from a uniform distribution over range (0, 1).
The validation of proposed model
To demonstrate the validation of the proposed model, the experiments were conducted on ve special small problems. Each example is solved by the full enumeration algorithm and LINGO software. Solving a problem with enumeration algorithm includes trying all the possibilities that exist with manual calculations. Details of the special small-sized problems and results are shown in Table 2 . Because the process of the solution is time consuming, the runtime was limited to two hours. It is obvious from the table that the optimal solution has been obtained for the rst problem. This result demonstrates the ability of the proposed approach to model the problem and nd an optimal solution. Due to time constraints, a gap between the optimal solution and obtained solution exists for other problems. The results show that error increases signi cantly when the dimensions are slightly larger. Thus, meta-heuristic methods must be used to solve problems.
The validation of the proposed algorithm
To demonstrate the validation of the proposed VNS-PA, the experiments were conducted on special small problems. The full enumeration algorithm is used to nd the optimal solution to every problem. Details of special small-sized problems and results are shown in Table 3 . According to the table, the rst column indicates the abbreviation codes of each test problem, the second and third columns describe the details of problems (number of jobs number of stages number of re-entrants, and number of machines per stage), the fourth describes learning indices, the fth describes the best value of objectives for the proposed objective function, and the last column describes the average CPU time (second unit).
It is noticeable that the maximum number of iteration of inner loop, called max it, is the only parameter of the proposed algorithm and set max it = 10. Based on the results given in Table 3 , the following observations can be drawn.
Due to the proposed objective function, the proposed algorithm is able to nd the optimal schedule in 93.75% of the cases. This result indicates that the proposed algorithm has very high reliability (excellent performance) to solve the problems. The proposed algorithm is able to solve the problems in the length of the interval from 0.2340 to 2.9484 seconds. The full enumeration algorithm has spent the interval from 0.0780 to 2713.5281 seconds. This result indicates that the proposed algorithm has a signi cant speed in solving the problem. The proposed algorithm is able to nd the optimal schedule in 58.33% of the cases faster than the full enumeration algorithm.
Numerical result
To demonstrate the e ciency of the proposed VNS-PA, the Simulated Annealing (SA) algorithm proposed by Mousavi et al. [12] is used. It is noticeable that all of algorithms are implemented in MATLAB 2009a, which is a special mathematical computation language and run on a PC with 2.30 GHz Intel Core and 4 GB of RAM memory. To show the e ciency and e ectiveness of the proposed algorithm in comparison with a SA, computational experiments were carried out on various test problems (i.e., small, medium, and large). The three replications of each problem size have been performed since there are some random conditions when applying the algorithm. Tables 4 to 6 show the results of the implementation of algorithms on various problems. In addition, the rst column indicates the abbreviation codes of each test problem, the second and third columns describe the weights of sets f0:25; 0:5; and 0:75g and learning indices of sets f 0:152 and 0:514g, the fourth column describes the best combination of objectives for each algorithm, the fth column describes the value of the proposed objective function (Eq. (42)) for each algorithm, compared to their solutions in the fourth Figures 3 to 5 plot the computational times of the two algorithms for small, medium, and large problems, respectively. It can be seen that the computational times or the running times of VNS-PA are considerably less than SA.
In order to evaluate the nal solutions' quality of each algorithm, column`Z value' in Tables 4 to 6 is used. In fact, this column is the value of the proposed objective function (Eq. (42)). It is known that a new objective function is designed in terms of requests, comments, and viewpoints of the decision-makers. As noted, the seven additional traits are added to the proposed objective function. Consequently, the value of the proposed objective function demonstrates the number of provisions satis ed. It is obvious from this column that the proposed algorithm produces solutions more acceptable than others to the decision-maker in most cases. A graphical representation is provided to demonstrate output results of the VNS-PA and SA ( Figure 6 ). This gure shows the obtained solutions of VNS-PA and SA algorithms over twenty runs for TM8 problem. It is observed in this gure that the obtained illustrates and con rms the conclusion derived from the numerical results based on the performance criterion. In order to visualize the performance of the two algorithms, the archived solutions from one run of each algorithm are selected to provide a graphical representation of the medium-sized problem (Figures 7 and 8 ). Figures 7 and 8 represent makespan and the total tardiness graphs, respectively. It must be said that the VNS-PA and SA procedures begin with an identical initial solution. It is observed in these gures that the accepted solutions of VNS-PA algorithm are situated below the values obtained by the SA algorithm. As can be seen, the proposed algorithm is capable of providing better solutions than SA in terms of quality. Consequently, VNS-PA is more e ective in minimizing the makespan and total tardiness for the RHFS with setup times and learning e ect than the SA proposed by Mousavi et al. [12] .
Conclusion and further researches
This paper considers the problem of scheduling jobs in a hybrid ow shop with the objectives of minimizing both the makespan and total tardiness, where the re-entrant line, setup times and position-dependent learning e ects are considered. To describe the problem, rst, a 0-1 MIP model was presented; then, the meta-heuristic method was applied to solve this problem, which belongs to NP-hard class. The solution procedure was categorized as an a priori approach.
To the best of our knowledge, the approach used to solve the proposed problem has never been investigated in the scheduling problems. To demonstrate the validity of the proposed algorithm, the experiments were conducted on special small-sized problems. To show the e ciency and e ectiveness of the proposed algorithm, computational experiments were carried out on various test problems. Computational results show that the proposed algorithm has very high reliability (excellent performance) and a signi cant speed to solve the problems. This research can be extended to several directions. First, it can be extended to the scheduling jobs with other system constraints, which have not been included in this paper. Second, the mentioned problem can be solved by some other meta-heuristic approaches. Finally, algorithm for other criteria, such as the ow time, mean waiting time, and the maximum lateness, can be developed carefully. 
