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Abstract
This paper studies the cutting-plane approach for solving quadratic semi-in&nite programming problems. Several relax-
ation techniques and their combinations are proposed and discussed. A 5exible convergence proof is provided to cover
di6erent settings of a relaxation scheme. The implementation issues are addressed with some numerical experiments to
illustrate the computational behavior of each di6erent combination. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the following (convex) quadratic semi-in&nite programming problem:
(QSIP) min
n∑
j=1
cjxj + 12x
TQx
s:t:
n∑
j=1
xjfj(t)¿ g(t); ∀t ∈ T;
(1)
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xj¿0; j = 1; : : : ; n; (2)
where T is a compact metric space with an in&nite cardinality, Q is an n × n symmetric positive
semi-de&nite matrix, fj, j = 1; : : : ; n, and g are real-valued continuous functions de&ned on T .
Its dual problem can be formulated in the following form:
(DQSIP) max
∫
T
g(t) d(t)− 12xTQx;
s:t:
∫
T
fj(t) d(t)− (Qx)j6cj; j = 1; : : : ; n;
(3)
 ∈ M+(T ); (4)
where (Qx)j is the jth component of the vector Qx and M+(T ) is the space of all nonnegative
bounded regular Borel measures on T .
Under some regularity conditions, it can be shown that there is no duality gap between (QSIP)
and (DQSIP). Also notice that when Q becomes the zero matrix, the problem reduces to a linear
semi-in&nite programming problem (LSIP) with a corresponding dual problem (DLSIP).
Hettich and Kortanek [10] provided a general survey of semi-in&nite programming in 1993. A
more focused review on the numerical methods for semi-in&nite programming can be found in the
recent work of Reemtsen and GNorner [18]. Related work can also be found in Polak [16,17] in view
of nondi6erentiable smooth optimization. Basically, there are discretization methods, methods-based
local reduction, cutting plane methods, and other hybrid methods. In particular, the cutting-plane
approach is one of the major techniques used for solving linear, quadratic, and convex semi-in&nite
programming problems [7]. When a cutting-plane method is applied to solve a quadratic semi-in&nite
programming problem, basically, it solves a sequence of &nite-dimensional quadratic programs and
shows that the corresponding solution sequence converges to an optimal solution of (QSIP).
To be more precise, in the kth iteration, let Tk = {t1; t2; : : : ; tk}⊂T and consider the following
quadratic subproblem:
(QPk) min
n∑
j=1
cjxj + 12x
TQx
s:t:
n∑
j=1
xjfj(ti)¿ g(ti); i = 1; 2; : : : ; k;
(5)
xj¿0; j = 1; 2; : : : ; n: (6)
We solve (QPk) for an optimal solution x
k = (xk1 ; x
k
2 ; : : : ; x
k
n)
T and de&ne
k(t) =
n∑
j=1
fj(t)x kj − g(t): (7)
Then we &nd an optimizer
tk+1 ∈ arg min
t∈T
k(t): (8)
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If k(tk+1) =
∑n
j=1 fj(tk+1)x
k
j − g(tk+1)¿0, then xk must be an optimal solution to (QSIP), because
the feasible domain of (QSIP) is contained in that of (QPk). Otherwise, we let Tk+1 = Tk ∪{tk+1} to
construct (QPk+1) and repeat the process. The convergence proof of {x1; x2; : : : ; xk ; : : :} to an optimal
solution of (QSIP) can be obtained by using the compactness of T and the continuity of f and g.
In this approach, one constraint is added at a time and the major computational work in each
iteration involves (a) solving a quadratic program (QPk) and (b) &nding a global minimizer tk+1 of
k(t). To reduce the computational burden, several relaxation techniques can be considered.
(i) Using the information obtained in the kth iteration to help solving (QPk+1).
(ii) Relaxing the work of solving (QPk).
(iii) Relaxing the work of &nding a global minimizer tk+1 of k(t).
(iv) Dropping unnecessary constraints while a new constraint is added in each iteration.
These relaxation techniques have been individually studied in solving linear semi-in&nite pro-
gramming problems [5,6,8,9,11–14,19,21,22,24]. For example, the idea of dropping constraints was
&rst proposed by Role6 [19] with a formal convergence proof given by Lai and Wu [13] for lin-
ear semi-&nite programming. Intuitively, each of them could still be useful for solving quadratic
semi-in&nite programming problems, and a combination of several techniques may produce even
better results. However, a combination of these relaxation techniques has seldom been studied, be-
cause these relaxation techniques were designed under very di6erent settings and their numerical
behaviors are quite di6erent. It is not a simple task to design an e6ective computational procedure
with combined relaxations and come up with a convergence proof.
A recent paper [24] proposed a framework which allows the relaxation in &nding a global min-
imizer of k(t) and dropping unnecessary constraints for solving linear semi-in&nite programming
problem. Following such work, this paper further extends the framework for solving convex quadratic
semi-in&nite programming problems and study the e6ect of combining di6erent relaxation techniques.
In particular, the framework will be modi&ed to include relaxation techniques (ii)–(iv), and the dif-
ference between linear and quadratic cases will be addressed. A convergence proof of the modi&ed
cutting plane scheme for the quadratic case will be provided in Section 2. Section 3 will show that
the convergence proof is 5exible for using the primal-dual infeasible interior-point algorithm as a
solution engine. Some numerical results of combining di6erent relaxation techniques will be included
in Section 4, while concluding remarks will be made in Section 5.
2. Relaxation scheme and convergence proof
Let T ′={t1; : : : ; tm} be a subset with m elements in T . A convex quadratic program with m explicit
constraints induced by T ′ is denoted as
(QPT ′) min
n∑
j=1
cj xj + 12x
TQx
s:t:
n∑
j=1
xjfj(ti)¿g(ti); i = 1; 2; : : : ; m;
xj¿0; j = 1; 2; : : : ; n:
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Its dual problem can be written as
(DQPT ′) max − 12xTQx+
m∑
i=1
g(ti)yi
s:t:
m∑
i=1
fj(ti)yi − (Qx)j6cj; j = 1; 2; : : : ; n;
(11)
yj¿0; i = 1; 2; : : : ; m: (12)
For a primal solution x, its primal objective value is denoted by V (QPT ′(x)). Similarly, for a
dual solution (x; y), its dual objective value is denoted by V (DQPT ′(x; y)). Notice that the simplex-
and interior-based primal-dual algorithms for solving linear programming problems can be easily
incorporated for solving quadratic programming problems [2,3,20]. When both problems (QPT ′) and
(DQPT ′) are solvable, usually a primal feasible solution x and a dual feasible solution (x; y) will
be generated simultaneously by applying a (feasible) primal-dual algorithm.
Given that ¿ 0 is a prescribed small number, under the assumption that (QPTk ) and its dual
(DQPTk ) are both solvable in each iteration, we now state a relaxed cutting-plane scheme for solving
convex quadratic semi-in&nite programming problems.
Relaxed cutting plane scheme for QSIP
Step 0: Let k = 1, choose any t01 ∈ T , 1¿ 0, ¿ 0, set T1 = {t01}, and m0 = 0.
Step 1: Find an approximate (inexact) primal solution xk for (QPTk ) and an approximate (inexact)
dual solution (xk ; yk) for (DQPTk ) such that V (QPTk (x
k))− V (DQPTk (xk ; yk))¡k .
De&ne k(t) according to Eq. (7).
Step 2: Denote yk = (yk1 ; : : : ; y
k
mk−1+1)
T.
De&ne a discrete measure k on T with
k(t) =
{
yki (¿0) if t = t
k−1
i ∈ Tk;
0 if t ∈ T \ Tk:
Set Ek = {t ∈ Tk |k(t)¿ 0}= {tk1 ; : : : ; tkmk}.
Step 3: Find any tkmk+1 ∈ T such that k(tkmk+1)¡− .
If such tkmk+1 does not exist and k ¡, stop and output x
k as a solution.
If k = 1 or {tkmk+1 exists and V (DQPTk (xk ; yk))¿V (DQPTk−1 (xk−1; yk−1))}, set
Tk+1 = Ek ∪ {tkmk+1}; otherwise, set k = (1− )k and go to Step 1.
Step 4: Update k by k + 1 and go to Step 1.
Notice that the proposed scheme is more general than the algorithm proposed in [24, Section
4]. In addition to the relaxation in &nding a global minimizer and dropping unnecessary constraints
in each iteration, the proposed scheme also permits the relaxation in solving subproblems (QPTk )
and (DQPTk ). In Step 3, since x
k and yk are no longer (exact) optimal solutions, when k is not
small enough, the algorithm is required to stay in the kth iteration to &nd &ner solutions of the
subproblems.
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Also notice that, as long as the inexact solutions xk and (xk ; yk) obtained in Step 1 are feasible
to (QPTk ) and (DQPTk ), respectively, the following complementary slackness condition is satis&ed:
0¡
n∑
j=1
cjxkj + (x
k)TQ(xk)−
mk−1+1∑
i=1
g(tk−1i )y
k
i
=
mk−1+1∑
i=1

 n∑
j=1
fj(tk−1i )x
k
j − g(tk−1i )

yki +
n∑
j=1

cj + (Qxk)j −
mk−1+1∑
i=1
fj(tk−1i )y
k
i

 x kj
6k: (13)
In order to provide a convergence proof of the proposed relaxation scheme, we need a few
de&nitions and a technical lemma. Recalling the de&nition of k(t), on the dual side, we de&ne
kj ≡
mk∑
i=1
fj(tki )k(t
k
i )− (Qxk)j − cj for j = 1; : : : ; n: (14)
We also de&ne
ski ≡
n∑
j=1
fj(tki )x
k+1
j − g(tki ) for i = 1; : : : ; mk :
With the above notations, we have the following technical lemma:
Lemma 2.1. Let ′k ≡ V (QPTk (xk))− V (DQPTk (xk ; yk)) and d k ≡ xk+1 − xk ; then
V (DQPTk+1(x
k+1; yk+1))− V (DQPTk (xk ; yk))
=
mk∑
i=1
ski k(t
k
i )−
n∑
j=1
kj x
k+1
j +
1
2(d
k)TQd k − ′k+1: (15)
Proof. By the de&nition of kj , we have
n∑
j=1
kj x
k+1
j =
n∑
j=1
(
mk∑
i=1
fj(tki )k(t
k
i )− (Qxk)j − cj
)
x k+1j
=
mk∑
i=1

 n∑
j=1
fj(tki )x
k+1
j

 k(tki )− (xk+1)TQxk −
n∑
j=1
cjxk+1j
=
mk∑
i=1
(ski + g(t
k
i ))k(t
k
i )− (xk+1)TQxk −
n∑
j=1
cjxk+1j
=
mk∑
i=1
ski k(t
k
i ) +
mk∑
i=1
g(tki )k(t
k
i )− (xk+1)TQxk −
n∑
j=1
cjxk+1j : (16)
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Since d k = xk+1 − xk , we have
(xk+1)TQxk = 12(x
k+1)TQxk + 12(x
k+1)TQxk
= 12(x
k + d k)TQxk + 12(x
k+1)TQ(xk+1 − d k)
= 12(x
k)TQxk + 12(d
k)TQxk + 12(x
k+1)TQxk+1 − 12 (xk+1)TQd k : (17)
Notice that Q is symmetric and (xk+1)TQd k = (d k)TQxk+1, we further have
(xk+1)TQxk = 12(x
k)TQxk + 12(x
k+1)TQxk+1 + 12(d
k)TQxk − 12 (d k)TQxk+1
= 12(x
k)TQxk + 12(x
k+1)TQxk+1 − 12 (d k)TQd k :
It follows from Eq. (16) that
n∑
j=1
kj x
k+1
j =
mk∑
i=1
ski k(t
k
i ) +
mk∑
j=1
g(tki )k(t
k
i )− 12 (xk)TQxk − 12 (xk+1)TQxk+1
+12(d
k)TQd k −
n∑
j=1
cjxk+1j
=
mk∑
i=1
ski k(t
k
i ) + V (DQPTk (x
k ; yk))− ′k+1 − V (DQPTk+1(xk+1; yk+1))
+12(d
k)TQd k :
Thus, we have
V (DQPTk+1(x
k+1; yk+1))− V (DQPTk (xk ; yk))
=
mk∑
i=1
ski k(t
k
i )−
n∑
j=1
kj x
k+1
j +
1
2d
kTQd k − ′k+1:
The above lemma is similar to the case in linear semi-in&nite programming [24, Theorem 2:2],
but they are di6erent in several aspects. First, an additional quadratic term 12(d
k)TQd k , where d k =
xk+1− xk , appears. Second, because xk and yk are not optimal to (QPTk ) and (DQPTk ), respectively,
an error term ′k = V (QPTk (x
k))− V (DQPTk (xk ; yk)) is involved. With Lemma 2.1, we now provide
a convergence proof of the proposed relaxation scheme.
Let us start with a simpler case with strictly convex quadratic semi-in&nite programming problems.
Theorem 2.2. Given any ¿ 0; assume that
(A1) the set {x1; x2; : : :} is bounded;
(A2) there exists P¿ 0 such that k+1(tkmk+1)¿
P; for each k.
Then the proposed scheme terminates in a :nite number of iterations; if the matrix Q in (QSIP)
is positive de:nite.
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Proof. Suppose that the proposed scheme does not stop in a &nite number of iterations. Step 3
implies that
V (DQPT1 (x
1; y1))6V (DQPT2 (x
2; y2))6 · · ·6V (QSIP):
Consequently, limr→∞ V (DQPTr(x
r ; yr)) = 6V (QSIP), for some . We claim this is impossible.
By the assumption (A1), the in&nite sequences {xk} and {d k} are con&ned in a compact set
C in Rn. Hence, there exists a subsequence {xkr} of {xk} such that {xkr} converges to x∗, the
subsequence {d kr} converges to some point d∗, and the subsequence {tkrmkr+1} converges to some
point t∗ as r →∞. Let
∗(t) ≡
n∑
j=1
fj(t)x∗j − g(t): (18)
Then kr(t
kr
mkr+1
) converges to ∗(t∗). Since kr(t
kr
mkr+1
)¡−, for each r, we know 0 = ∗(t∗)6−.
Now let  ∈ (0; ) be an arbitrary number, we can &nd a large integer N ∈ {kr}∞r=1 such that
|V (DQPTN (xN ; yN ))− |62; ‖dN − d∗‖62; and |N (tNmN+1)− ∗(t∗)|62: (19)
By Lemma 2.1, we have
|V (DQPTN+1(xN+1; yN+1))− V (DQPTN (xN ; yN ))|
=
∣∣∣∣∣∣
mN∑
i=1
sNi N (t
N
i )−
n∑
j=1
Nj x
N+1
j − ′N+1 + 12(dN )TQdN
∣∣∣∣∣∣62: (20)
Recall that Nj 60; for j=1; 2; : : : ; n, each term in the &rst summation sign of (20) is nonnegative,
and each term in the second summation sign of (20) is nonpositive. It follows that
06 12 (d
N )TQdN62 + ′N+1 −
mN∑
i=1
sNi N (t
N
i ) +
n∑
j=1
Nj x
N+1
j 6
2 + ′N+1
and hence
06| 12 (dN )TQdN |62 + ′N+1:
Thus, (d∗)TQd∗=0 which implies that d∗=0 when Q is positive de&nite. Then from ‖dN −d∗‖62
of (19), we have
‖dN‖= ‖xN+1 − xN‖¡2: (21)
By the assumption (A2) and (13), we further have
06N+1(tNmN+1)¡
′N+1

: (22)
It follows from (21) and (22) that
N (tNmN+1)→ 0 as N →∞: (23)
But N (tNmN+1)→ ∗(t∗) = 0, as N →∞. Hence, (23) cannot be true and we draw a contradiction.
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The positive de&niteness for matrix Q is the key to conclude that d∗=0 in the above proof. When
the matrix Q is only positive semide&nite, we need some stronger assumptions for a convergence
proof.
Again we need some more notations. Let Bk = {jk1 ; : : : ; jkpk} be an index set such that xkj ¿ 0 if
and only if j ∈ Bk . Also let Mk be a pk × mk matrix with its jth row vector being
(fj(tk1); : : : ; fj(t
k
mk )) for j ∈ Bk: (24)
Similar to Theorem 2.3 of [24], we have the following result:
Theorem 2.3. Given any ¿ 0; assume that; in each iteration;
(A1) the set {x1; x2; : : :} is bounded;
(A2′) there exists P¿ 0 such that k(tki )¿ P; ∀i = 1; : : : ; mk ; and tkmk+1 ∈ Ek+1;
(A3) kj ¡− P; ∀j ∈ Bk;
(A4) M Tk has a square submatrix Dk with rank pk (=|Bk |) and |det(Dk)|¿ P.
Then the proposed scheme terminates in a :nite number of iterations; if the matrix Q in (QSIP)
is positive semide:nite.
Several comments on Theorems 2.2 and 2.3 can be made here. (1) Since the logic used for the
proof of Theorem 2.3 follows the same logic as used in the proof of [24, Theorem 2.3], except for
some technical details, we omit the proof here. (2) Note that in Theorem 2.2, the assumption (A2)
is used for obtaining (22). If xk and yk are chosen to be optimal solutions of (QPTk ) and (DQPTk ),
instead of being approximate solutions, when matrix Q is positive de&nite, this assumption (A2)
could be lifted. In this case, the duality gap (13) is zero which implies that N+1(tNmN+1) = 0 and
hence (22) holds. Otherwise, N+1(tNmN+1)=0 and hence V (DQPTN+1(x
N+1; yN+1))=V (DQPTN (x
N ; yN )).
This means that both xN+1 and xN are optimal solutions to (QPTN ). However, N+1(t
N
mN+1)¿0 and
N (tNmN+1)¡ 0 imply that x
N+1 = xN , which contradicts the fact that (QPTN ) has a unique solution
given Q is positive de&nite. This also explains that when Q is only positive semide&nite, we have
to specially include tkmk+1 ∈ Ek+1 in the assumption (A2′) for Theorem 2.3. (3) In the case of
linear semi-in&nite programming, tkmk+1 ∈ Ek+1 is always true under the assumption that (DLPTk ) is
nondegenerate (see [24, Theorem 2.3]).
The above theorems assure that the proposed relaxation scheme terminates in a &nite number of
iterations, say k∗ iterations, with a solution xk
∗
= (xk
∗
1 ; : : : ; x
k∗
n )
T, such that xk
∗
j ¿ 0; for j ∈ Bk∗ . In
this case, xk
∗
is of course feasible for (QPTk∗ ). Actually the following theorem guarantees that x
k∗
is a good approximate solution of (QSIP), if  is chosen to be small enough.
Theorem 2.4. For any given ¿ 0; if there exists Px=( Px1; : : : ; Pxn)T with Pxj¿− xk∗j =; ∀j ∈ Bk∗ ; and
Pxj¿0; ∀j ∈ Bk∗ ; such that
n∑
j=1
Pxjfj(t)¿1; ∀t ∈ T; (25)
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then
|V (QPTk∗ (xk
∗
))− V (QSIP)|6| PxTQxk∗ + 12 PxTQ Px+
n∑
j=1
cj Pxj|+ 2k∗ ; (26)
where k∗ is obtained in Step 3 of the relaxation scheme.
Proof. Since
06V (QPTk∗ (x
k∗))− V (DQPTk∗ (xk
∗
; yk
∗
))¡k∗
and
V (DQPTk∗ (x
k∗ ; yk
∗
))6V (DQSIP) = V (QSIP);
we have
V (QPTk∗ (x
k∗))− k∗ ¡V (QSIP):
By (25) and our assumption, it is clear to see that xk
∗
+  Px is feasible to (QSIP). Moreover,
|V (QPTk∗ (xk
∗
))− k∗ − V (QSIP)|
6| 12 (xk
∗
)TQxk
∗
+ cTxk
∗ − k∗ − 12 (xk
∗
+  Px)TQ(xk
∗
+  Px)− cT(xk∗ +  Px)|
6| 12 PxTQxk
∗
+ 12(x
k∗)TQ Px+ 12 Px
TQ Px+ cT Px|+ k∗
6| PxTQxk∗ + 12 PxTQ Px+ cT Px|+ k∗ :
Consequently the theorem follows.
The assumption made here is the same as that made in the linear case (Theorem 2.4 of [24]).
However, since the relaxation technique (ii) were not considered in [24], xk
∗
and yk
∗
were primal
and dual optimal solutions of (LPTk∗ ) and (DLPTk∗ ), respectively. Hence, we immediately have that
V (LPTk∗ (x
k∗))6V (LSIP)6V (LPTk∗ (x
k∗+ Px)). Here we have to use the fact that V (DQPTk∗ (x
k∗ ; yk
∗
))
6V (DQSIP)=V (QSIP) to obtain V (QPTk∗ (x
k∗))−k∗ ¡V (QSIP)6V (QPTk∗ (xk
∗
+ Px)). Therefore,
an additional term k∗ appears on the right-hand side of (26).
The above two theorems enable us to &nd a good approximation solution in a &nite number
of iterations. To further provide a convergence proof of the proposed algorithm, we let {i} be a
strictly decreasing sequence with i → 0 and (xk∗i ; yk∗i ) be solutions obtained by using the proposed
algorithm with  being set as i. Then we have the following result.
Theorem 2.5. If there exists a large positive number M such that ‖xk∗i ‖+ ‖yk∗i ‖6M; ∀i; then any
accumulation point x∗ of the sequence {xk∗i } is an optimal solution to (QSIP).
Proof. If x∗ is an accumulation point of the sequence {xk∗i }, there is a subsequence {xk∗mi} which
converges to x∗. Correspondingly, there is a subsequence {yk∗mi} which converges to y∗. In this
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case, we have
V (DQPTk∗m1
(xk
∗
m1 ; yk
∗
m1 ))6 · · ·6V (DQPTk∗mi (x
k∗mi ; yk
∗
mi ))6V (DQSIP) = V (QSIP): (27)
It follows from (27) that
V (QPTk∗m1
)− ′k∗m16 · · ·6V (QPTk∗mi )− 
′
k∗mi
6 · · ·6V (QSIP): (28)
Thus,
lim
i→∞
V (QPTk∗mi
)− ′k∗mi = 6V (QSIP):
Since ′k∗mi6k
∗
mi
6mi and mi → 0; ′k∗mi → 0 as i →∞. Therefore,
lim
i→∞
V (QPTk∗mi
)− ′k∗mi =
n∑
j=1
cjx∗j +
1
2(x
∗)TQx∗ = 6V (QSIP):
Now we de&ne ∗(t) =
∑n
j=1 fj(t)x
∗
j − g(t). Since ∗(t)¿− mi for all i and t ∈ T , as i →∞ we
have ∗(t)¿0 for each t ∈ T . Therefore, x∗ is feasible to (QSIP) and hence
V (QSIP)6
n∑
j=1
cjx∗j +
1
2(x
∗)TQx∗:
Therefore, V (QSIP) =
∑n
j=1 cjx
∗
j +
1
2(x
∗)TQx∗ and the theorem follows.
3. Flexibility for using infeasible interior-point method
The proposed relaxation scheme is very general, in the sense that it allows the relaxation techniques
(ii)–(iv) to be integrated in one algorithm with a convergence proof. In this section, we show that
the convergence proof is 5exible for the proposed scheme to employ di6erent solution engines, in
particular, the infeasible (start) interior-point method (e.g., see [20]), for its subproblems.
Note that no matter a simplex-based or interior-point-based method is used for solving subproblems
(QPTk ) and (DQPTk ) in Step 1 of the proposed scheme, the (approximate) solutions x
k and (xk ; yk)
are required to stay feasible. Therefore, some initialization procedure such as the phase-1 method
or big-M method is required. This certainly builds up the computational burden. To relieve this
burden, one may consider using the infeasible primal-dual interior-point method for solving (QPTk )
and (DQPTk ). In this case, the Step 1 of the proposed scheme could be further relaxed as follows.
Step 1: Find an approximate (maybe infeasible) solution xk of (QPTk ) and an approximate (maybe
infeasible) solution (xk ; yk) of (DQPTk ) such that
mk∑
i=1
|min(ski ; 0)k(tki )|¡k; (29)
n∑
j=1
|max(0; k−1j )x kj |¡k−1 (if k ¿ 2); (30)
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mk−1∑
i=1
|min(sk−1i ; 0)k(tk−1i )|¡k (if k ¿ 2); (31)
n∑
j=1
|max(0; kj )x kj |¡k; (32)
and
06V (QPTk (x
k))− V (DQPTk (xk ; yk))¡k:
Now, we show that the convergence proof of this modi&ed scheme can be obtained accordingly.
First we can check that Lemma 2.1 is still valid. In order to prove Theorem 2.2, after Eq. (20), i.e.,
|V (DQPTN+1(xN+1; yN+1))− V (DQPTN (xN ; yN ))|
=
∣∣∣∣∣∣
MN∑
i=1
sNi N (t
N
i )−
n∑
j=1
Nj x
N+1
j − ′N+1 + 12(dN )TQdN
∣∣∣∣∣∣62;
we do not have sNi ¿0 and 
N
j 60 any more. However, from (29) and (30), we have
P
′
k ≡
mk∑
i=1
|min(ski ; 0)k(tki )|¡k and D
′
k ≡
n∑
j=1
|max(0; kj )x k+1j |¡k; k = 1; 2; : : : ;
and
06 12 (d
N )TQdN 6 2 + ′N+1 −
mN∑
i=1
sNi N (t
N
i ) +
n∑
j=1
Nj x
N+1
j
6 2 + ′N+1 +
mN∑
i=1
|min(sNi ; 0)N (tNi )|+
n∑
j=1
|max(0; Nj )xN+1j |
6 2 + ′N+1 + 
P′
N + 
D′
N : (33)
Similarly, from (31) and (32), we can have
P
P′
k ≡
mk−1∑
i=1
|min(sk−1i ; 0)k(tk−1i )|¡k and P
D′
k ≡
n∑
j=1
|max(0; kj )x kj |¡k; k = 2; 3; : : : :
Consequently, (22) becomes
06N+1(tNmN+1)¡
(′N+1 + P
P′
N+1 + P
D′
N+1)
P
(34)
and (23) is obtained. The corresponding proof of Theorem 2.2 follows.
When the matrix Q is positive semide&nite, as discussed in Section 2, parallel to the work of
[24], a corresponding convergence proof of Theorem 2.3 can be derived. As to Theorem 2.4, since
the relation between V (QSIP) and V (QPTk∗ (x
k∗)) becomes unclear, we are not able to provide a
proof. However, in general, xk
∗
may still be an approximate solution.
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Table 1
Comparison of di6erent methods
Method Problem 1 Problem 2 Problem 3 Problem 4
cp in-pt obj. cp in-pt obj. cp in-pt obj. cp in-pt obj.
Discretization — — 0.5944 — — 0.8370 — — 2.5126 — — 0.4003
0-0 6 123 0.5944 5 108 0.8370 6 169 2.5126 7 128 0.4003
1-0 6 102 0.5944 5 86 0.8370 6 135 2.5126 7 117 0.4003
0-1 2 44 0.5944 10 214 0.8370 11 298 2.5125 6 112 0.4003
1-1 2 22 0.5945 10 192 0.8370 11 266 2.5125 6 99 0.4003
4. Numerical experiments
In this section, we study the e6ects of combined relaxation techniques by using the following
problem setting:
min
n∑
j=1
xj
j
+ 12x
TQx;
s:t:
n∑
j=1
xjt j−1¿g(t); t ∈ [0; 1];
xj¿0; j = 1; 2; : : : ; n;
where Q is a diagonal matrix with Qjj = 1=j, for j = 1; : : : ; n. Four types of g(t), namely, sin(t);
(1=2− t)et , and t2, were used for testing purpose. We call them Problem 1, Problem 2, Problem 3,
and Problem 4, respectively.
Note that a version of Problem 2 with n= 8 free variables was studied in [4], and Problems 1–3
with di6erent n were tested in [1]. In our computational experimentation, we &xed n=8 for all testing
problems. Also notice that the e6ect of dropping unnecessary constraints to reduce the computational
work in each iteration was studied before (for example, see [24]), therefore our experiments were
designed to focus only on the e6ects of combining relaxation techniques (ii) and (iii). Consequently,
in the experiments, in the kth iteration, Tk can be simpli&ed as {t1; : : : ; tk}.
The MATLAB (version 5.0) [23] was installed on a SUN UltraSPARC1-140 workstation for our
study. For a baseline study, the discretization method [10,18] was applied to solve Problems 1–4,
with n=8. To be more precise, the interval T =[0; 1] was discretized into 101 evenly spaced points
to create a quadratic program with 101 explicit constraints for each case. The optimal objective
value of each problem was obtained by using the qp subroutine of MATLAB and listed in the top
row of Table 1 for reference.
Four possible combinations of the relaxation techniques (ii) and (iii) are denoted by “method 0-0,”
“method 1-0,” “method 0-1,” and “method 1-1,” respectively. Method 0-0 is the classical cutting
plane algorithm without using any relaxation technique, i.e., exact optimal solutions are found in
both Step 1 and 3. Method 1-0 uses the relaxation technique (ii) but not (iii), i.e., inexact solutions
with 06V (QPTk (x
k)) − V (DQPTk (xk ; yk))¡k are used in Step 2. Also, initially we set 0 = 0:1
and update k by min (0:1k; 10−5) in Step 3. Method 0-1 uses the relaxation technique (iii) but
not (ii), i.e., an inexact solution tk+1 with k(tk+1)¡−  is used in Step 3. Method 1-1 uses both
relaxation techniques as stated in Methods 1-0 and 0-1.
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For Methods 0-0 and 1-0, the fmin subroutine MATLAB was used for &nding the global mini-
mizer tk+1 = arg mint∈T k(t). For Methods 0-1 and 1-1,  was set to be 0.0001 and the interval
T was recursively discretized to &nd tk+1. In other words, in the beginning, the interval [0,1] was
discretized by 11 evenly spaced points (in the interval) and we test each point to see if (t)¡− .
If all points failed, then we re&ne the discretization by 101 points. If this failed again, then re&ne
by 1001 points, etc. (Only in the worst situation, the MATLAB subroutine fmin is activated for
&nding tk+1.) All four methods stopped when (tk+1)¿− 0:0001.
In each iteration, the subproblem (QPTk ) was transformed into the following standard form:
min 12 Px
T PQ Px+ PcT Px;
s:t: A Px= b;
Px¿0;
where
A=


f1(t1) : : : fn(t1) | −1
... | . . .
f1(tk) : : : fn(tk) | −1

 ; b=


g(t1)
...
g(tk)

 ;
PQ =
[
Q 0
0 0
]
; Pc =
[
c
0
]
;
and Px is a vector which includes x as its &rst n components. Then the corresponding KKT system
becomes
A Px= b; (35)
ATy+ s = PQ Px+ Pc; (36)
Pxisi = 0; i = 1; : : : ; n+ k; (37)
where y and s are dual variables.
The predictor–corrector method [15] was implemented to solve the KKT system (35)–(37) with
the right-hand side of (37) being replaced by a small scalar ¿ 0. To test the ideas of Section 2,
xk and yk were kept to be primal and dual feasible in each iteration. For our test problems, since
06g(t)¡ 3 for each form of g(t), an initial solution pair were set to be
Px= [n; : : : ; n]T and y= [1=k; : : : ; 1=k]T:
For n= 8, it can be easily checked that, for the primal,

1 · · · tn−11
...
1 · · · tn−1k




n
...
n

¿


n
...
n

¿


g(t1)
...
gn(tk)


and for the dual,

1
. . .
1
n




n
...
n

+


1
...
1
n

−


1 : : : 1
...
tn−11 : : : t
n−1
k




1
k
...
1
k

¿


0
...
0

 :
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Table 2
New results of Methods 0-1 and 1-1
Method Problem 1 Problem 2 Problem 3 Problem 4
cp in-pt obj. cp in-pt obj. cp in-pt obj. cp in-pt obj.
Discretization — — 0.5944 — — 0.8370 — — 2.5126 — — 0.4003
0-0 6 123 0.5944 5 108 0.8370 6 169 2.5126 7 128 0.4003
1-0 6 102 0.5944 5 86 0.8370 6 135 2.5126 7 117 0.4003
0-1 3 57 0.5944 6 118 0.8370 6 143 2.5125 7 135 0.4003
1-1 3 44 0.5944 7 121 0.8370 4 65 2.5125 7 117 0.4003
The numerical results obtained for the experiments are shown in Table 1. In the table, the “obj.”
column represents the &nal objective value, column “cp” indicates the number of cutting-plane it-
erations each method took, and column “in-pt” shows the total number of interior-point iterations
required.
By comparing the results of Method 0-0 with Method 1-0, as well as Method 0-1 with Method
1–1, we see that the relaxation technique (ii) works well in every case. However, by comparing the
results of Method 0-0 with Method 0-1, as well as Method 1-0 with Method 1-1, we see that the
relaxation technique (iii) could be a good idea, but not always working (e.g., Problems 2 and 3). The
major problem we identi&ed is that “when the global minimizer was relaxed by solving k(t)¡−,
sometimes only a less critical violation point tk+1 was found and hence the cutting-plane obtained
became less e6ective”. Since our implementation always searches from those discretization points in
an ascending order, those points near 0 are selected much too often and too close. Consequently,
they are not supportive enough for generating signi&cant cuts as the number of iterations increases.
Therefore, the experiments were conducted again by testing those discretization points in a random
order. Table 2 shows the results.
The results shown in Table 2 con&rmed our reasoning and we really observed that tk’s were well
distributed between [0, 1] to generate critical cuts. Moreover, the results of comparing Method 0-0
with Method 1-1 in Table 2 suggest that a combination of the relaxation techniques (ii) and (iii) in
general works well.
Now, we move to another experiment. Recall that, in Section 3, the “feasibility” requirement of xk
and (xk ; yk) in each iteration was further relaxed without jeopardizing the convergence proof. This
relaxation technique is important for practical implementation because the interior-feasible solutions
are not always readily available. To study its e6ect, in each iteration, for (QPTk ) and (DQPTk ), we
took Px = [1; : : : ; 1]T as a starting point of the primal system (35), y = [0; : : : ; 0]T and s = [1; : : : ; 1]T
for the dual system (36). For practicality reason,
‖A Px− b‖
1 + ‖b‖ ¡k and
‖ATy+ s − Q Px− Pc‖
1 + ‖ Pc‖ ¡k
were used for the feasibility check in our experiments. The results are shown in Table 3.
Table 3 supports similar conclusions drawn from Table 1. Comparing with Table 1, Table 3 also
indicates that the relaxation of “feasibility” requirement indeed reduces the computational work.
Therefore, using an infeasible-start method as the solution engine for solving subproblems becomes
a valid argument. We did not generate a corresponding table to compare with Table 2 because of
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Table 3
Relaxation of the feasibility requirement
Method Problem 1 Problem 2 Problem 3 Problem 4
cp in-pt obj. cp in-pt obj. cp in-pt obj. cp in-pt obj.
0-0 6 116 0.5944 5 97 0.8370 6 160 2.5126 7 115 0.4003
1-0 6 96 0.5944 5 75 0.8370 6 125 2.5126 7 108 0.4003
0-1 2 34 0.5944 10 195 0.8370 11 277 2.5125 6 99 0.4003
1-1 2 17 0.5944 10 173 0.8370 11 246 2.5125 6 85 0.4003
the randomness involved in generating discretization points for selecting tk . But similar results can
be expected.
5. Concluding remarks
1. In this paper, we have proposed a new relaxation scheme of the cutting-plane approach for solving
convex quadratic semi-in&nite programming problems. The proposed scheme is very general and
5exible. It allows us to explore the possibility of combining the use of “approximate solutions” for
each subproblem, the use of “inexact” minimizer for generating new cuts, the idea of “dropping
unnecessary constraints” in each iteration, and the use of “infeasible-start” interior method as the
solution engine.
2. The results obtained in this paper have generalized most, if not all, known relaxation results for
both linear and convex quadratic semi-in&nite programming problems.
3. Although we have only addressed the convex quadratic semi-in&nite programming problems in
this paper, the convergence proofs derived here can be used as the basis for designing relaxed
cutting-plane methods for solving convex semi-in&nite programming problems.
4. Compared to the method of outer approximation developed by Polak (see Section 3:6 of [17]),
where he uses consistent approximations theory to analyze its convergence, the proposed algorithm
works in a quite di6erent manner. (i) Although both algorithms are adding constraints for outer
approximation, the two algorithms are designed for solving problems in di6erent settings. Hence,
the overall structures (such as the mechanism to activate a new constraint) are di6erent. (ii) The
proposed algorithm uses both primal and dual information (xk ; yk) in each iteration, while Polak’s
method mainly takes a primal approach. (iii) Polak’s method adds a constraint in an iteration.
The proposed algorithm not only adds constraints but also drops inactive constraints. (iv) The
proposed algorithm explicitly incorporates various relaxation techniques for consideration, which
is an issue not fully addressed in Section 3:6 of [17].
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