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a b s t r a c t
In this paper, we propose a maximum contrast analysis (MCA) method for
nonnegative blind source separation, where both the mixing matrix and the source signals
are nonnegative.We first show that the contrast degree of the source signals is greater than
that of the mixed signals. Motivated by this observation, we propose an MCA-based cost
function. It is further shown that the separation matrix can be obtained by maximizing the
proposed cost function. Then we derive an iterative determinant maximization algorithm
for estimating the separation matrix. In the case of two sources, a closed-form solution
exists and is derived. Unlike most existing blind source separation methods, the proposed
MCAmethod needs neither the independence assumption, nor the sparseness requirement
of the sources. The effectiveness of the new method is illustrated by experiments using
X-ray images, remote sensing images, infrared spectral images, and real-world
fluorescence microscopy images.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Blind source separation (BSS) is an important problem in signal processing and computer application areas [1–4].
As BSS requires no or little prior knowledge of the sources, it can be used in a variety of applications such as speech
identification [5], biomedical image processing [6], and remote sensing image interpretation [7]. So far, various methods
have been developed for performing BSS, including independent component analysis (ICA) [2], sparse component analysis
(SCA) [8], and nonnegative component analysis [9].
ICA is one of the traditional BSS approaches, aiming to recover the independent components from the observedmixtures.
FastICA is a typical ICA method [10], and a detailed review of the ICA-based methods can be found in [11]. While ICA plays
an important role in solving the problem of BSS and brings innovations to signal processing in both theory and applications
[12,13], it also suffers from the independence condition imposed on the sources. To relax this condition, some second-order
statistics methods are developed, such as slow feature analysis and temporal predictability analysis [14,15]. However, these
methods are based on the assumption that the sources are uncorrelated.
To separate the correlative sources, the sparseness feature of the sources can be exploited. Recently, SCA for BSS has been
intensively studied; it yields a number of BSS methods including the improved M-FOCUSS method [16], the morphological
diversity-basedmethod [17], and the spectral clusteringmethod [18]. Besides, there is also considerable theoretical analysis
of various aspects of SCA, such as identifiability analysis [8], performance analysis [19], and probability estimation for
recoverability analysis [20]. The SCA-basedmethods do not require prior knowledge of the statistical features of the sources,
but they often require the source signals to be sparse [21].
∗ Corresponding author. Tel.: +86 61 3 52271268; fax: +86 61 3 52272167.
E-mail addresses: zyuan.yang@mail.scut.edu.cn (Z. Yang), yxiang@deakin.edu.au (Y. Xiang), eeoshlxie@scut.edu.cn (S. Xie).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.09.003
3998 Z. Yang et al. / Computers and Mathematics with Applications 62 (2011) 3997–4006
Another approach to blind separation of correlative sources is the so-called nonnegative BSS (NBSS), where both the
mixing matrix and the sources are nonnegative [9]. The nonnegative assumption holds in many practical applications,
e.g., spectral unmixing in remote sensing image processing [22], and tumor feature analysis in biomedical image
processing [6]. A typical method for processing nonnegative signals is the nonnegative matrix factorization (NMF) which
aims to decompose a nonnegative matrix into two nonnegative factor matrices [23]. To improve the interpretability of the
results, therewere also developed some constrained NMF algorithms, such as non-smooth NMF (nsNMF) [24] and piecewise
smoothNMFwith a sparseness constraint (PSNMFSC) [25]. However, they need the prior knowledge of the constraintswhich
is difficult to obtain. For instance, nsNMF requires the approximate smoothness degrees of the sources and themixingmatrix,
and PSNMFSC needs the exact sparseness degrees of the sources.
More recently, the high contrast feature of the sources was exploited to achieve NBSS. This feature was originally found
in processing biomedical images, and it brings new insight to the study of BSS [3,26]. In this paper, we further analyze
the contrast feature of the sources and propose a maximum contrast analysis (MCA) method for NBSS. First, a joint contrast
degree (JCD)measure is developed, based on the volume of the convex hull constructed by projected signal samples plus the
origin of coordinates. Note that the constructed convex hull is based on the projections of columnvectors of the signalmatrix,
instead of the traditional row vectors used in the algorithmnLCA-IVM in [6]. Exploiting this JCDmeasure, anMCA-based cost
function related to determinant of the separation matrix is proposed. Our analysis shows that the separation matrix can be
obtained by maximizing the proposed cost function. Then we develop an iterative determinant maximum (IDM) algorithm
to optimize the cost function and thus find the separation matrix. Specifically, the columns of the separation matrix are
iteratively estimated one by one, and the estimation of these columns is a linear programming (LP) problem at each iteration.
Other than for the LP problems in the algorithms nLCA-IVM and CAMNS-LP in [3] where many inequality constraints are
encountered, the inequality constraints used in IDM aremuch less. As a result, the proposed IDM algorithm is more efficient
in computation. Compared with CAMNS-LP, IDM is more robust to the required pure-source sample condition, i.e., for each
source, there exists at least one time instant at which the source is dominant. In addition, we derive a closed-form solution
for the case of two sources. Further, in contrast to the traditional methods, our method does not impose independence
or sparseness conditions on the sources. It should be noted that although the method in [27] can also deal with correlative
sources, the source signals need to be precoded prior to transmission. So it can only be used in applicationswhere the source
signals are accessible, e.g., in communication systems.
The remainder of this paper is organized as follows. In Section 2, the MCA concept is introduced and the MCA-based cost
function is proposed, togetherwith the source identifiability analysis. The general IDMalgorithmand the special closed-form
solution are derived in Section 3. Section 4 presents extensive experimental results in order to illustrate the performance of
the proposed method. Finally, Section 5 concludes the paper.
2. Maximum contrast analysis
We consider the following instantaneous mixing model:
X = AS (1)
where X ∈ ℜm×N denotes the mixtures, A ∈ ℜm×n denotes the instantaneous mixing matrix, S ∈ ℜn×N represents the
sources, andm, n,N denote the numbers of the mixed signals, the source signals, and the samples, respectively.
The corresponding unmixing model is
Y = WX (2)
where Y ∈ ℜn×N denotes the recovered signals andW ∈ ℜn×m is the separation matrix.
Like other works concerning NBSS, ours assumes that A and S are nonnegative. Since there exists scale indeterminacy in
BSS, we also assume that each column of A is, without loss of generality, a sum-to-1 column. Further, we assume for the sake
of simplicity that each column of the mixture matrix X is nonzero. This can be easily satisfied by removing zero columns
from X. In the rest of the paper, we focus on the case where the numbers of sources and mixtures are the same, i.e.,m = n.
For the case of m > n, this can be simplified to the case of m = n by using the nonnegative principal component analysis
method [6].
The concept of the contrast feature of the signals originates from biomedical image analysis [26]; it will be further
developed in this paper. Denote as xi, xt , and xit the ith row, the tth column, and the element in the ith row and the tth
column of X, respectively. Then we define the contrast degree (CD) measure of xi, i ∈ {1, . . . ,m} as
CD(xi) = max
t∈{1,...,N}

max

xit − x¯t
mx¯t − x¯t , 0

(3)
where x¯t denotes the mean of xt .
Clearly, it holds that 1 ≥ CD(xi) ≥ 0, where CD(xi) = 1 if and only if there exists a pure-source sample for xi, i.e., there
exists one time instant at which xi dominates, and CD(xi) = 0 if and only if ∀t, xit is not greater than the mean of the tth
column of X.
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Since the CD measure does not depend on the L1-norms of the columns of X, we project X into X˜ on the hyperplane∑m
i=1 z˜i = 1, i.e., x˜it = xit/
∑m
j=1 xjt , ∀t , for the convenience of further analysis. Let ΩX˜ be the convex hull formed by the
columns of X˜ plus the origin of coordinates, and let vol(ΩX˜) be the volume ofΩX˜. If each x˜i has a high contrast, then vol(ΩX˜)
can be determined by using only a few samples which largely determine the CD of x˜i. Alternatively, a larger volume tends
to correspond to a signal having higher CD. Thus, we define the following JCD measure for X˜:
J(X˜) = vol(ΩX˜)× c (4)
where c = m! is a scale factor for normalizing J(X˜).
Since vol(ΩX˜) interpolates smoothly between 0 and 1/m!, J(X˜) interpolates smoothly between 0 and 1. In particular,
J(X˜) = 0 if CD(x˜i) = 0,∀i, i.e., all elements of X˜ are the same. And J(X˜) = 1 if and only if CD(x˜i) = 1,∀i, i.e., there exists a
pure-source sample for each signal in X˜.
Let [S˜]it = s˜it = sit/∑mj=1 xjt , ∀t . It follows from (1) that
X˜ = AS˜. (5)
As X˜ and A satisfy the column sum-to-1 rule, S˜ also satisfies the column sum-to-1 rule. Denote the JCD measure of S˜ by
J(S˜). We have the following theorem.
Theorem 1. The JCD measures of X˜ and S˜ satisfy J(X˜) ≤ J(S˜), and the equality holds if and only if X˜ = PS˜, where P is a
permutation matrix.
Proof. See Appendix A. 
As shown in Theorem 1, S˜ has higher JCD measure than X˜. This property can be exploited to propose an MCA-based cost
function for NBSS.
Let Y˜ = WX˜ denote the estimate of S˜; then Y˜ should be forced to satisfy nonnegativity and the column sum-to-1 rule.
Moreover, since S˜ is of full row rank and A is of full rank, it follows from (5) that X˜ is of full rank. Thus, there exists an n× n
full rank sub-matrix, denoted by X˜S , in X˜. Let Y˜S = WX˜S be a sub-matrix of Y˜ corresponding to X˜S . The matrixW = Y˜S X˜−1S
should be forced to satisfy the column sum-to-1 rule as both X˜S and Y˜S satisfy the column sum-to-1 rule. On the other hand,
like in the proof of Theorem 1 in Appendix A, one can obtain J(Y˜) = | det(W)|J(X˜). Clearly J(X˜) is a constant. Thus, on the
basis of Theorem1 and the above discussion, theMCA-based cost functionwith respect toW for NBSS is proposed as follows,
together with the corresponding constraints:
Maximize: D(W) = | det(W)| (6)
s.t.
n−
i=1
wij = 1, y˜it = [WX˜]it ≥ 0.
Note that since J(X˜) is a positive constant, it is not included in (6).
Let ei denote the unit vector whose ith element is 1 where the other elements are all 0. For a nonnegative matrix X˜
satisfying the column sum-to-1 rule, the points corresponding to the columns scatter in the bounded hyperplane
∑m
i=1 z˜i =
1, z˜i ≥ 0. Intuitively, if the points of the set {e1, . . . , em} belong to X˜, the JCD measure of X˜ defined in (4) will be the global
maximum. Then, we have the following identifiability theorem.
Theorem 2. Given that Wˆ is the optimal solution of (6), if the sources satisfy the pure-source sample assumption, i.e., for each
source, there exists at least one time instant at which the source is dominant, then
WˆA = P (7)
where P is a permutation matrix.
Proof. See Appendix B. 
Theorem 2 clearly shows that the separation matrixW can be obtained by optimizing the cost function (6).
3. Algorithm development
In this section, the IDM algorithm will be developed for optimizing the cost function in (6) and thus estimating the
separation matrix W. Moreover, a closed-form solution will be derived for the case of two sources. After the separation
matrixW is estimated, the estimations of the sources can be easily obtained by Y = WX.
4000 Z. Yang et al. / Computers and Mathematics with Applications 62 (2011) 3997–4006
3.1. The IDM algorithm
We first simplify the constraint in (6). Denoting the kth row of X˜ by x˜k and the kth column ofW bywk = [w1k, . . . , wnk]T,
it follows that
WX˜ =
n−
k=1
wkx˜k =
n−
k=1,k≠j
wkx˜k +wjx˜j. (8)
Let C =∑nk=1,k≠j wkx˜k. Then, (8) can be rewritten in the following componentwise style:
[WX˜]it =

n−
k=1,k≠j
wkx˜k +wjx˜j

it
= cit + [wjx˜j]it . (9)
Thus, y˜it = [WX˜]it ≥ 0 is equivalent to [wjx˜j]it ≥ −cit , i.e.,
wij ≥ max
t
−cit
x˜jt

. (10)
On the other hand, it is well-known that
det(W) =
n−
i=1
(−1)i+jwij det(Wij) (11)
whereWij is the sub-matrix ofWwith the ith row and jth column removed.
AsWij is independent ofwj, det(W) is a linear function with respect towj. To utilize this feature, we iteratively optimize
the columns ofW. Substituting (10) and (11) into (6), we obtain
Maximize: g(wj) =
 n−
i=1
(−1)i+jwij det(Wij)
 (12)
s.t.
n−
i=1
wij = 1, wij ≥ max
t
−cit
x˜jt

.
To solve the cost function in (12), we decompose it into the following two LP problems:
Maximize: g1(wj) =
n−
i=1
(−1)i+jwij det(Wij) (13)
s.t.
n−
i=1
wij = 1, wij ≥ max
t
−cit
x˜jt

and
Maximize: g2(wj) = −
n−
i=1
(−1)i+jwij det(Wij) (14)
s.t.
n−
i=1
wij = 1, wij ≥ max
t
−cit
x˜jt

.
Let p = maxwj

g1(wj)

, q = maxwj

g2(wj)

. Then the optimal solution wˆj of (12) is equivalent to the optimal solution
of (13) if |p| ≥ |q| or the optimal solution of (14) if |p| < |q|. Furthermore, (13) and (14) can be solved directly by
using the interior-point methods [28]. In this paper, the MATLAB LP toolbox is invoked. Here is the construction of the LP
problem posed for (13) for reference: x = wj, f = −[(−1)1+j det(W1j), . . . , (−1)n+j det(Wnj)]T,Aeq = 1Tn, beq = 1,A =
−In×n, b = −

maxt
−c1t
x˜jt

, . . . ,maxt

−cnt
x˜jt
T
.
In summary, the proposed IDM algorithm is formulated as follows:
1. Projection: Project X into X˜ on the hyperplane
∑m
i=1 z˜i = 1, i.e., x˜it = xit/
∑m
j=1 xjt ,∀t .
2. Optimization: Optimize the LP problems (13) and (14), and let p = maxwj

g1(wj)

, q = maxwj

g2(wj)

.
3. Updating: Update the jth column wj of W with the optimal solution of (13) if |p| ≥ |q|, or the optimal solution of (14) if
|p| < |q|.
4. Stop: If a stop criterion is satisfied, stop the algorithm; otherwise, set j =

j+ 1 if j < n
1 if j = n and go to the third step.
In the last step of this algorithm, either the maximum iteration number or the relative error can be used as the stop
criterion [6,10].
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3.2. Closed-form solution for the case of n = 2
In this case, (6) can be rewritten as
Maximize: D(W) = | det(W)| = |w11w22 − w12w21| (15)
s.t.

w11 + w21 = 1
w12 + w22 = 1
y˜1t = w11x˜1t + w12x˜2t ≥ 0, ∀t
y˜2t = w21x˜1t + w22x˜2t ≥ 0, ∀t.
Substituting the equality constraints into the cost function and the inequality constraints, (15) is simplified to
Maximize: D(W) = |w11 − w12| (16)
s.t.

w11x˜1t + w12x˜2t ≥ 0, ∀t
w11x˜1t + w12x˜2t ≤ 1, ∀t.
Since ∀t, x˜1t + x˜2t = 1, we can rewrite (16) as
Maximize: D(W) = |w11 − w12| (17)
s.t.

(w11 − w12)x˜1t + w12 ≥ 0, ∀t
(w11 − w12)x˜1t + w12 ≤ 1, ∀t.
The optimization of (17) can be considered in two scenarios.
Firstly, ifw11 ≥ w12, then D(W) = w11 − w12, and the constraints in (17) can be written as
min
t

x˜1t

(w11 − w12)+ w12 ≥ 0
max
t

x˜1t

(w11 − w12)+ w12 ≤ 1. (18)
Or equivalently
min
t

x˜1t

D(W)+ w12 ≥ 0
max
t

x˜1t

D(W)+ w12 ≤ 1. (19)
From (19), it follows that
1− w12
max
t

x˜1t
 ≥ D(W) ≥ −w12
min
t

x˜1t
 .
Since both 1−w12
maxt{x˜1t} and
−w12
mint{x˜1t} aremonotone decreasingwith respect tow12,D(W) reaches themaximum if and only if
1−w12
maxt{x˜1t} =
−w12
mint{x˜1t} . And in this case, the maximum of D(W) is
1
maxt{x˜1t}−mint{x˜1t} . Thus, forw11 ≥ w12, the optimal solution
of (17) is
wˆ11 =
1−min
t

x˜1t

max
t

x˜1t
−min
t

x˜1t

wˆ12 =
min
t

x˜1t

min
t

x˜1t
−max
t

x˜1t
 .
(20)
Furthermore, since wˆ11 + wˆ21 = 1, wˆ12 + wˆ22 = 1, the optimal solution Wˆ∗ of (15) in the scenario ofw11 ≥ w12 is
Wˆ∗ =

1−min
t

x˜1t

max
t

x˜1t
−min
t

x˜1t
 mint

x˜1t

min
t

x˜1t
−max
t

x˜1t

max
t

x˜1t
− 1
max
t

x˜1t
−min
t

x˜1t
 −maxt

x˜1t

min
t

x˜1t
−max
t

x˜1t

 . (21)
Secondly, ifw11 < w12, then D(W) = w12 − w11 and the constraints in (17) can be written as
max
t

x˜1t

(w12 − w11)− w12 ≤ 0
min
t

x˜1t

(w12 − w11)− w12 ≥ −1. (22)
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Fig. 1. X-ray source images, mixtures and recovered images obtained using different algorithms. (a) Two sources of bone and soft issue. (b) Twomixtures.
(c) Images recovered by the proposed method. (d) Images recovered by FastICA. (e) Images recovered by CAMNS-LP. (f) Images recovered by PSNMFSC. (g)
Images recovered by nsNMF. (h) Images recovered by nLCA-IVM.
Similarly, one can find that the optimal solution Wˆ∗∗ of (15) in the scenario ofw11 < w12 is
Wˆ∗∗ =

max
t

x˜1t
− 1
max
t

x˜1t
−min
t

x˜1t
 −maxt

x˜1t

min
t

x˜1t
−max
t

x˜1t

1−min
t

x˜1t

max
t

x˜1t
−min
t

x˜1t
 mint

x˜1t

min
t

x˜1t
−max
t

x˜1t

 . (23)
It can be seen from (21) and (23) that Wˆ∗∗ is the same as Wˆ∗ up to a row permutation. Since permutation is an intrinsic
feature of BSS, either Wˆ∗ or Wˆ∗∗ can be chosen as the optimal closed-form solution of (15) (or equivalently (6)).
4. Experiments
In this section, four sets of experiments are carried out to evaluate the validity of the proposed MCAmethod. If there are
more than two sources, the proposed IDM algorithm is used to estimate the separation matrix. In the case of two sources,
the separation matrix is obtained from (21), which is a closed-form solution. The performance of our method is compared
with those of CAMNS-LP, FastICA, nLCA-IVM, nsNMF, and PSNMFSC.
The accuracy of source separation is measured by the cross-correlation coefficient ρ between the source matrix S and its
estimate Sˆ, which is defined as follows:
ρ = 1
n
max
πi∈Πn,ci∈{1,−1}
n−
i=1
(si − q(si))(cisˆπi − ciq(sˆπi))T
‖si − q(si)‖ ·
cisˆπi − ciq(sˆπi) . (24)
Here si denotes the ith source, q(si) is an N-dimensional vector composed of the means of the si,Πn = {π =
(π1, . . . , πn)|πi ∈ {1, . . . , n}, πi ≠ πj, ∀i ≠ j} is the set of all the permutations of {1, . . . , n}, and ci is the sign (or the
polarity) ambiguity between the source si and its estimate sˆπi . Note that ρ ∈ [0, 1] and the larger the value, the higher the
source separation accuracy.
Furthermore, the running CPU time T is utilized to give an intuitive comparison of the computational costs of the
algorithms. Each algorithm is implemented with MATLAB R2009a installed on a personal computer which is equipped with
Intel(R) Celeron(R) CPU 2.4 GHz, 2 GB memory and Microsoft Windows 7 system.
4.1. Unmixing X-ray images
X-ray imaging is often used for the detection of lung cancers inmedical diagnostics. However, since the ribs often overlap
with soft issue, the observed images are mixtures of bone and soft tissue. In this experiment, the proposed MCA method is
used to recover two source images shown in Fig. 1(a), which are taken from [29], from their mixtures. It can be found that
the CDmeasures of these two sources are both 1, meaning that there are pure-source samples for each source. The averaged
cross-correlation coefficient ρave computed from fifty Monte Carlo runs with different random mixing matrices is used to
show the source separation performance and the averaged CPU time Tave is used to illustrate computational cost.
As shown in Table 1, the proposed method, CAMNS-LP and nLCA-IVM achieve perfect source separation. This is not
surprising because the pure-source sample condition is satisfied in this experiment. On the other hand, since the two image
sources are neither independent nor sufficiently sparse, the other three methods do not achieve perfect source separation.
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Table 1
Indices ρave and Tave (s) of different algorithms in unmixing X-ray images.
MCA FastICA CAMNS-LP PSNMFSC nsNMF nLCA-IVM
ρave 1.0000 0.9334 1.0000 0.8953 0.5007 1.0000
Tave 0.0122 0.0834 1.5861 8.1709 2.2056 0.0166
Table 2
Indices ρave and Tave (s) of different algorithms in recovering remote sensing images.
MCA FastICA CAMNS-LP PSNMFSC nsNMF nLCA-IVM
ρave 0.9950 0.7426 – 0.6180 0.6042 0.9951
Tave 23.1666 4.6528 – 263.5825 115.4175 117.3956
Table 3
Indices Tave (s) of different algorithms in decomposing infrared spectra under different SNR (dB) levels.
SNR MCA FastICA CAMNS-LP PSNMFSC nsNMF nLCA-IVM
15 0.3050 0.0362 2.7941 2.0094 0.7853 2.1075
20 0.2831 0.0225 2.0116 1.9259 0.7863 1.9997
25 0.2863 0.0278 2.9188 1.8928 0.7881 1.9700
30 0.2931 0.0294 3.6513 1.8916 0.7837 1.9244
35 0.2919 0.0259 6.5159 1.8875 0.7931 1.8763
40 0.2938 0.0278 4.4310 1.8875 0.7925 1.8300
45 0.2909 0.0266 5.2230 1.8919 0.7878 1.6925
Actually, the performance of nsNMF is poor in this experiment. It can also be seen fromTable 1 that ourmethod uses the least
time to achieve BSS. Furthermore, we provide a visual comparison of these methods in Fig. 1. One can see that the images
recovered by our method, CAMNS-LP and nLCA-IVM are the same as the original ones. In contrast, the images recovered by
the other methods still contain certain levels of mixtures.
4.2. Interpreting remote sensing images
Remote sensing images are widely used in both industry and agriculture, especially for natural resource exploration in a
large region. However, due to the restriction of the space resolution of the sensors, the collected images are oftenmixtures of
the abundance maps of the end-members. This affects the correct interpretation of the collected images. In the experiment,
seven mineral images from [22] are used as sources, which are the maps of sphene, kaolinite, montmorillonite, chalcedony,
desert, alunite, and buddingtonite. The CDmeasures of these sources are 0.7376, 0.8704, 0.7517, 0.4335, 0.7526, 0.7682, and
0.5508, respectively. This implies that there is no pure-source sample for any source. We carry out fifty Monte Carlo runs
with different randommixing matrices for all algorithms.
From Table 2, we can see that both the proposed MCA method and nLCA-IVM achieve satisfactory separation
performance, though thepure-source sample condition is violated.Moreover,while theperformance of ourmethod is almost
identical to that of nLCA-IVM, it only uses one fifth of the time that the latter utilizes to recover the sources. Compared with
the performances of these two methods, those of FastICA, PSNMFSC and nsNMF are much poorer. In particular, due to the
small CDmeasures of some sources, CAMNS-LP converged very slowly and could not yield an outcome after 24 h continuous
running.
4.3. Decomposing infrared spectra with noise
Infrared spectra are often used to identify and quantify a solvent in the liquid or gas state. If there exist multiple
solvents, the measured spectra are mixtures of their spectra. Also, the mixture spectra may be polluted by noise in practice.
Decomposing these polluted mixture spectra is challenging, especially if the noise is strong. The noise level is measured
by the signal-to-noise ratio (SNR) index defined as SNR = 10 log(E(xxT)/E(yyT))dB, where x denotes the real signal, y
denotes the corresponding noise, and E() is the expectation operator. Three pure spectra (acetone, ethanol, and ethylene)
with 1.929 cm−1 resolution and 4000 samples, which are obtained from a public database [30], are used to generate five
mixtures contaminated by additive Gaussian noise. We consider seven SNR levels: 15, 20, 25, 30, 35, 40, and 45 dB. At a
given SNR level, fifty Monte Carlo runs using different random mixing matrices are conducted for each BSS algorithm. At
each run, we force the negative noisy samples to be zero to maintain the nonnegativity of the mixtures.
The indices ρave and Tave under different SNR levels are shown in Fig. 2 and Table 3, respectively. We can see from Fig. 2
that the proposed MCA method performs the best at high SNR. In the case of strong noise, it is comparable to nsNMF, but
much better than CAMNS-LP, nLCA-IVM, and PSNMFSC. As regards computation time, MCA uses much less CPU time Tave
than the other algorithms except for FastICA.
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Fig. 2. Indices ρave for the proposed method, FastICA, CAMNS-LP, PSNMFSC, nsNMF, and nLCA-IVM versus SNR.
4.4. Analyzing fluorescence microscopy images
Fluorescencemicroscopy images are often produced bymultispectral optical sensor arrays andwidely used in biomedical
signal processing. Due to the problem of spectral overlap among the array probes, the observed images are oftenmixtures of
spectral biomarkers. The decomposition of themixtures can be treated as a BSS problem. In this experiment, we decompose
the real-world newt lung cell images (see Fig. 3(a)) taken from [31] by using the proposedMCAmethod, FastICA, CAMNS-LP,
PSNMFSC, nsNMF, and nLCA-IVM. The decomposed images are shown in Fig. 3(b)–(g). Comparing with the mixture cases in
Fig. 3(a), we can see that the images recovered by the MCA method show clearer contours of the objects (see Fig. 3(b)).
5. Conclusion
It is shown in this paper that the contrast degree of source signals is larger than that of mixed signals. Motivated by this
observation, we propose a novel determinant-based MCA cost function for nonnegative blind source separation, and show
that the optimization of the cost function yields the separation matrix. On the basis of the proposed cost function, we then
derive a general IDM algorithm for estimating the separation matrix. A closed-form solution is also derived for the case of
two sources. Unlike most existing BSS methods, the proposed MCA method does not require the sources to be independent
or sparse. Compared with the CAMNS-LP method and the nLCA-IVM method, our method is more efficient in computation.
Experiments also show that the proposedMCAmethod ismore robust to the pure-source sample condition than CAMNS-LP.
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Appendix A
Proof of Theorem 1. Decompose the convex hull ΩX˜ formed by {x˜1, . . . , x˜N ,Om}, i.e., the columns of X˜ plus the origin of
coordinates, into a series of simplexes ∆1
X˜
, . . . ,∆K
X˜
whose vertices belong to {x˜1, . . . , x˜N ,Om}. Then, the volume ofΩX˜ can
be calculated as
vol(ΩX˜) =
K−
i=1
vol(∆iX˜). (25)
On the basis of the volume feature of the simplex [32] and the relation X˜ = AS˜, it holds that for ∀i,
vol(∆iX˜) = |det(A)| vol(∆iS˜) (26)
and
∑K
i=1 vol(∆
i
S˜
) = vol(ΩS˜). Here ∆iS˜ is a simplex decomposed from the convex hull ΩS˜ which is formed by S˜ plus the
origin of coordinates.
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Fig. 3. Real-world newt lung cell images (mixtures), and images recovered using different BSS algorithms. (a) Three mixtures. (b) Images recovered by
the proposed MCA method. (c) Images recovered by FastICA. (d) Images recovered by CAMNS-LP. (e) Images recovered by PSNMFSC. (f) Images recovered
by nsNMF. (g) Images recovered by nLCA-IVM.
Moreover, since A is nonnegative and satisfies the column sum-to-1 rule, |det(A)| ≤ 1 and the equation holds if and only
if A is a permutation matrix [6]. From (26), we obtain vol(∆i
X˜
) ≤ vol(∆i
S˜
),∀i. This inequality leads to vol(ΩX˜) ≤ vol(ΩS˜) or
J(X˜) ≤ J(S˜), and the equality holds if and only if A is a permutation matrix, i.e., X˜ = PS˜. This completes the proof. 
Appendix B
Proof of Theorem 2. Since the sources satisfy the pure-source sample condition, there exists one permutation sub-matrix
S˜{i1,i2,...,in} in S˜, where {i1, i2, . . . , in} denotes its column index set in S˜. On the other hand, Wˆ is the optimal solution of (6) and
Yˆ = WˆX˜. Then according to the interpretation of the joint contrast degree in Section 2, there exists at least one permutation
sub-matrix Yˆ{j1,j2,...,jn} in Yˆ, where {j1, j2, . . . , jn} denotes its column index set in Yˆ. For example, if Wˆ = A−1, Yˆ{j1,j2,...,jn} =
S˜{i1,i2,...,in} is a permutation matrix. Considering Yˆ = WˆX˜ = WˆAS˜, we have
Yˆ{i1,i2,...,in} = WˆAS˜{i1,i2,...,in}
Yˆ{j1,j2,...,jn} = WˆAS˜{j1,j2,...,jn}.
(27)
This yields
WˆA = Yˆ{i1,i2,...,in}S˜−1{i1,i2,...,in} = Yˆ{j1,j2,...,jn}S˜−1{j1,j2,...,jn} (28)
which leads to
Yˆ{i1,i2,...,in} = Yˆ{j1,j2,...,jn}S˜−1{j1,j2,...,jn}S˜{i1,i2,...,in}. (29)
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Since Yˆ{i1,i2,...,in} and S˜{j1,j2,...,jn} are nonnegativewith the column sum-to-1 rule and Yˆ{j1,j2,...,jn} and S˜{i1,i2,...,in} are permutation
matrices, S˜{j1,j2,...,jn} must be a permutation matrix. Thus, Yˆ{i1,i2,...,in} is a permutation matrix. Therefore, WˆA = P is a
permutation matrix, where P = Yˆ{i1,i2,...,in}S˜−1{i1,i2,...,in}. This completes the proof. 
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