Abstract-A method is presented that achieves lung nodule detection by classification of nodule and non-nodule patterns. It is based on random forests which are ensemble learners that grow classification trees. Each tree produces a classification decision, and an integrated output is calculated. The performance of the developed method is compared against that of the support vector machine and the decision tree methods. Three experiments are performed using lung scans of 32 patients including thousands of images within which nodule locations are marked by expert radiologists. The classification errors and execution times are presented and discussed. The lowest classification error (2.4%) has been produced by the developed method.
INTRODUCTION
Lung cancer is caused by uncontrollable irregular growth of cells in the lung tissues. Its early detection can increase the chance of survival rate [1] . Computed tomography (CT), chest x-ray, and magnetic resonance imaging (MRI) are the common imaging techniques that are used for preliminary lung cancer analysis. Further diagnosis through biopsy is conducted when there are suspicious findings in the preliminary analysis. CT imaging is more suitable for examining the lung tissue. Although MRI provides resolution with better contrast compared to CT, it produces less image slices than that of CT [2] . Therefore, CT is preferable for analysis of lung cancer.
The term "nodule" represents a spectrum of abnormalities defined as "small, round opacity, roughly spherical, restricted on abnormal tissue, and no greater than 30mm in the maximum diameter" [3] . In short, nodule is a subset of focal abnormalities [4] which satisfies the abovementioned criteria. Currently, nodules are mainly detected by one or multiple expert radiologists inspecting the captured CT images of the patient's lung through an image visualisation tool. Fig. 1 illustrates a sample CT lung image from the Lung Imaging Database Consortium (LIDC) database [5] that contains an outlined nodule. Recent research however shows that there may exist inter-reader variability in the detection of nodules by expert radiologists [4] . Automated approaches could improve the accuracy of lung nodule detection.
In the past ten years, several methods for automated detection of nodules in lung images have been developed. A typical nodule detection system includes: image preprocessing, candidate detection, false positive reduction, and classification [6] . In the following, we have reviewed several existing approaches that can automatically detect lung nodules.
Dehmeshki et al. [7] developed a shape based genetic algorithm-based template matching method for detection of lung nodules. 3D geometric shape feature was calculated at each voxel and then combined into global nodule intensity distribution. A detection rate of 85%, was reported. Ozekes et al. [8] described a method that detects the regions of interest in CT images using the density values of pixels followed by scanning the pixels in 8 directions using various thresholds. To reduce the number of regions of interests, the amounts of change in their locations based on the upper and the lower slices were examined. Finally, a nodule template based algorithm was employed. A maximum sensitivity of 95% was reported. Farag et al. [9] formed an algorithm for isolating lung nodules from arteries, veins, bronchi, and bronchioles. Deformable 3D and 2D templates describing geometry and gray level distribution within the nodules of the same type were used. The algorithm combined normalised cross-correlation template matching by genetic optimisation and Bayesian postclassification. A correct detection rate of 82.3% was reported.
Jia et al. [10] described an automated nodule detection method which could identify the pulmonary nodule. It contained segmentation of lung parenchyma, trachea and main airway bronchi elimination, filtering of nodule candidates, detection of nodule candidates, feature extraction, and classification. The classification approach used was not described in details. A sensitivity of 95% was reported. Ginneken [11] reported a supervised method for lung nodule segmentation. The method which consisted of linear and non linear region growing process, including support vector machine (SVM) regression, was trained and tested on the LIDC database. Some results were reported that demonstrated the possibility of obtaining soft nodule segmentation.
Zhao et al. [12] presented a computerised method for automated identification of small lung nodules on CT images. The method included: separation of the lungs from other anatomic structures, detection of nodule candidates, and reduction of false-positives. A 3D lung mask was extracted by analysing density histogram of volumetric chest images followed by a morphological operation. A sensitivity of 84.2% with five false-positive results per scan was achieved. Takizawa et al. [13] presented a nodule discrimination method based on a statistical analysis of CT scans. They used a relationship between pulmonary nodules, false positives, and image features in CT scans. The method was applied to 218 actual thoracic CT scans with 386 actual pulmonary nodules. A receiver operating characteristic analysis was used and the result was 93.1%. Sluimer et al. [14] described a system that automatically distinguishes normal from abnormal tissue in CT chest scans. A principled texture analysis approach was used, extracting features to describe local image structure by means of a multi-scale filter bank. Some classifiers (eg. kNN and SVM) and feature subsets were compared. The performance of 89.3% was achieved. Whilst some existing approaches used classification methods for detection of lung nodules, the exhibited detection performances to date have not been totally satisfactory. The trends of recent advances in machine learning can be employed to enhance the detection accuracy of lung nodules in CT images. One trend is the emergence of ensemble learners that use a large number of weak classifiers with boosting. Ensemble learning [15] which combines the decisions of multiple classifiers to form an integrated output has emerged as an effective classification method. The variety of the members of an ensemble is known to be an important factor in specifying its generalisation capability. In parallel ensemble classifiers, all individual classifiers are invoked independently, and their results are combined with a combination rule, or a metaclassifier. In cascading ensemble classifiers, classifiers are invoked in a sequential or tree-structures fashion. Ochs et al. [16] developed a method for voxel-by-voxel classification of airways, fissures, nodules, and vessels from CT images. Twenty-nine CT scans were obtained from the LIDC database. The AdaBoost algorithm was used. The feature set consisted of voxel attenuation and a small number of features based on the eigenvalues of the Hessian matrix. The detection rate for the nodule was 94.5%. There is still room for improvement in detection accuracy as well as speed of lung nodules.
A random forest [17] is an ensemble learning method that grows many classification trees. To classify an object from an input vector, the input vector is put down each of the trees in the forest. Each tree gives a classification. The forest selects the classification that has most votes. The random forest has demonstrated to be accurate and fast.
The main motive for this work is the desire to further reduce the error of detection of lung nodule patterns within multi-slice CT images. The main contribution of the paper is the utilisation of the ensemble learning in general, and the random forest in particular, to formulate a method for automated detection of lung nodules in CT images. The method employs the concept of pattern classification for the detection of lung nodules. Two pattern classes are formed namely nodule and non-nodule. The random forest-based classifier is trained to classify the patterns belonging to the nodule and the nonnodule classes. The performance of the developed system is compared against that of the support vector machine [18] , and decision tree [19] approaches, through three experiments.
II. RANDOM FOREST
Ensemble learning refers to the algorithms that produce collections of classifiers which learn to classify by training individual learners and fusing their predictions. Growing an ensemble of trees and getting them vote for the most popular class has given a good enhancement in the accuracy of classification. Random vectors are built that control the growth of each tree in the ensemble. The ensemble learning methods can be divided into two main groups: bagging and boosting.
In bagging, models are fit in parallel where successive trees do not depend on previous trees. Each tree is independently built using bootstrap sample of the dataset. A majority vote determines prediction. In boosting, models are fit sequentially where successive trees assign additional weight to those observations poorly predicted by previous model. A weighted vote specifies prediction.
A random forest [17] adds an additional degree of randomness to bagging. Although each tree is constructed using a different bootstrap sample of the dataset, the method by which the classification trees ate built is improved. A random forest predictor is an ensemble of individual classification tree predictors. For each observation, each individual tree votes for one class and the forest predicts the class that has the plurality of votes. The user has to specify the number of randomly selected variables m_ try to be searched through for the best split at each node.
Whilst a node is split using the best split among all variables in standard trees, in a random forest the node is split using the best among a subset of predictors randomly chosen at that node. The largest tree possible is grown and is not pruned. The root node of each tree in the forest contains a bootstrap sample from the original data as the training set. The observations that are not in the training set, are referred to as "out-of-bag" observations.
Since an individual tree is unpruned, the terminal nodes can contain only a small number of observations. The training data are run down each tree. If observations i and j both end up in the same terminal node, the similarity between i and j is increased by one. At the end of the forest construction, the similarities are symmetrised and divided by the number of trees. The similarity between an observation and itself is set to one. The similarities between objects form a matrix which is symmetric, and each entry lies in the unit interval [0, 1]. Breiman defines the random forest as [17] :
A random forest is a classifier consisting of a collection of tree-structured classifiers
are independent identically distributed random vectors and each tree casts a unit vote for the most popular class at input x. Draw K bootstrap samples from the training data.
For each of the bootstrap samples, grow an unpruned classification tree, with the following modification: at each node, rather than choosing the best split among all predictors, randomly sample m of the predictors and choose the best split from among those variables.
Predict new data by aggregating the predictions of the K trees, i.e., majority votes for classification, average for regression.
The random forest approach works well because of: (i) the variance reduction achieved through averaging over learners, and (ii) randomised stages decreasing correlation between distinctive learners in the ensemble.
The generalisation error of a forest of tree classifiers depends on the strength of the individual trees in the forest and the correlation between them. Using a random selection of features to split each node yields error rates that compare to AdaBoost [21] . An estimate of the error rate can be obtained, based on the training data, by the following [20] :
At each bootstrap iteration, predict the data that is not in the bootstrap sample, called ``out-of-bag'' data, using the tree which is grown with the bootstrap sample.
Aggregate the out-of-bag predictions. On the average, each data point would be out-of-bag around 36.8% [22] of the times. Calculate the error rate, and call it the "out-of-bag" estimate of error rate.
With regard to the 36.8%, the random forest forms a set of tree-based learners. Each learner gets different training set of n instances extracted independently with replacement from the learning set. The bootstrap replication of training instances is not the only source of randomness. In each node of the tree the splitting attribute is selected from a randomly chosen sample of attributes. As the training sets of individual trees are formed by bootstrap replication, there exists on average The random forest performs well compared to some other popular classifiers. Also, it has only two parameters to adjust: (i) the number of variables in the random subset at each node, and (ii) the number of trees in the forest. It learns fast.
We employ the random forest algorithm to form the proposed system for detection of lung nodules in 2D CT images. The developed system classifies the lung nodule patterns against the non-nodule patterns within the lung images.
III. EXPERIMENTAL RESULTS
To evaluate the performance of the random forest-based lung nodule detection, we have employed a large collection of CT lung images from the LIDC database [5] . The LIDC is a database of thoracic CT scans (see Fig. 3 ) as a medical imaging research resource. We obtained 42 scans of different subjects from the LIDC database. Each scan contained a varying number of image slices. The images were captured by different CT scanners including Siemens, Toshiba, and General Electric. The gray-level ranges for the images that were produced by the scanners were different. Out of the 42 original scans, we kept only 32 scans whose gray-level ranges were similar varying between 0 and about 4100. These 32 scans contained a total of 5721 image files. All images were of the size 512×512. The location of lung nodules within the images was marked by expert radiologists. A two-phase process was formulated to enable multiple radiologists at different centers to asynchronously review and annotate each CT image series. Each case was reviewed by four radiologists. In the first phase, named "blinded", each radiologist reviewed the CT series independently. In the second phase, named "unblinded", the results from all four blinded reviews were compiled and presented to each of the four radiologists for a second review. Each radiologist was able to review his/her own annotations as well as those of the other radiologists. The final unblinded review was created using the results from each radiologist's unblinded review. The nodule information was stored in a XML file for each scan.
We developed a converter that uses the information in the XML file and extracts out the nodule regions from the lung images. For nodule patterns that could fit within a 30×30 region, we extracted from the image such a region surrounding the nodule pattern. On the other hand, for nodule patterns that could not fit within a 30×30 region, we extracted the entire nodule pattern first, and then resized the extracted pattern into a 30×30 region. In total, we created 1203 30×30 nodule files. In addition, we developed a program that searched through all 5721 image files and randomly captured 1203 30×30 regions that did not contain any nodule patterns. Thus, we formed a two-class dataset consisting of 1203 30×30 nodule and1203 30×30 non-nodule patterns (see Fig. 4 ). The performance of the random forest classifier was compared against that of the support vector machine [18] , and decision tree [19] approaches. With regard to the random forest classifier, we explored: (i) different number of trees to grow, and (ii) different number of variables that are randomly sampled as candidates at each split. Concerning the support vector machine classifier, we used the support vector machine with the RBF kernel. Confusion matrices were first calculated for each test. Then classification errors for each class were worked out. Finally, the overall classification error for each test was found. To study the influence of the training and test dataset size on the performance of the systems, three sets of training and test datasets were constructed. Using the described classifiers, three experiments were performed.
A. Experiment 1: 20/80
In this experiment, 20% of the images of the each of the nodule and non-nodule classes were used to form the training set, and the other 80% of the images were used to form the test set. The gray-level values were directly used as features for classification. The number of training and test images, and features were 481, 1925, and 900, respectively.
We varied the two random forest parameters, no-of-treesgrown and no-of-variables-at-each-split, as follows. The first parameter, no-of-trees-grown, was varied from 1 to 100 with an increment of 1. For each tree grown, the second parameter, noof-variables-at-each-split, was varied from 1 to 50 with an increment of 1. For each classifier that was made of a specific number of trees and variables, the classification error was calculated. Fig. 5 shows the achieved classification errors. In addition, several support vector machine-based classifiers with the RBF kernel of different parameters, and also a decision tree based classifier were developed. The support vector machinebased classifier's kernel parameter was changed from 0.01 to 0.99. Fig. 6 shows the achieved classification errors.
B. Experiment 2: 50/50
In this experiment, 50% of the images of each class were used to form the training set, and the other 50% of the images were used to form the test set. Therefore, the number of training and test images, and features were 1023, 1023, and 900, respectively. The first parameter, no-of-trees-grown, was varied from 1 to 100 with an increment of 1. For each tree grown, the second parameter, no-of-variables-at-each split, was varied from 1 to 50 with an increment of 1. For each classifier that was made of a specific number of trees and variables, the classification error was found. Fig. 7 shows the classification errors. Also, several support vector machine-based classifiers with the RF kernel of different parameters (see Fig. 8 ), and a decision tree based classifier were also developed. 
C. Experiment 3: 80/20
In this experiment, 80% of the images of each class were used to form the training set, and the other 20% of the images were used to form the test set. Therefore, the number of training and test images, and features were 1924, 482, and 900, respectively. The parameters of the random forest classifier were again varied with an increment of 1. For each classifier that was made of a specific number of trees and variables, the classification error was calculated (see Fig. 9 ). Also, several support vector machine-based classifiers with the RF kernel of different parameters (see Fig. 10 ), and a decision tree based classifier were developed.
IV. DISCUSSIONS
This study was motivated by the emergence of ensemblebased classification approaches, and also the importance of automated lung nodule detection. Three experimenters were carried out, each using a different set of training and test datasets. The proposed system, the support vector machine, and the decision tree were used to develop several classifiers. Several random forest-based classifiers were developed using different no-of-trees-grown and no-of-variables-at-each-split. In addition, a number of support vector machine-based classifiers were trained using the RBF kernel of different parameters. The implemented systems were trained and tested on an Intel CPU T2400 @1.83GHz on-board of a Dell Latitude D620. The total average execution time of both the training and the test operations were recorded. Table I summarises the experimental results by providing the best result for each classifier developed in the associated experiment. The table includes also the total average execution time for the classifiers and the experiments. As can be seen, the results demonstrate that the proposed random forest-based system performs better than the support vector machine as well as the decision tree approaches in all experiments. The lowest classification error (2.4%) was produced by the random forestbased system where the training set contained 80% of images and the test set consisted of the remaining 20%. The lowest classification error produced by the tested support vector machine and the decision tree classifiers were 4.7% and 6.0% for the same training and test sets, respectively.
Considering the results of the three experiments, it can be stated that the random forest classifier performed better where larger training set was used to train it. The best result was obtained where 80% of the images were used in training, and the remaining 20% employed in testing. No solid conclusion could be drawn on how the selection of the two parameters of the random forest approach, no-of-trees-grown and the no-ofvariables-at-each-split, affects the classification error. Different no-of-trees-grown and the no-of-variables-at-each-split were needed to archive the lowest errors for different experiments where varying training and test datasets were used. For the random forest classifier, the classification errors tend to be much higher when both no-of-trees-grown and noof-variables-at-each-split are small (less than 10). However, the variations in the classification errors are small when one or both no-of-trees-grown and no-of-variables-at-each-split are larger. With regard to the execution times, the random forest classifier is faster than the support vector machine and decision tree classifiers for the number of trees of less than a hundred. As the number of trees grows, the random forest classifier becomes slower. For example the execution time for the random forest classifier of 100 trees and 50 variables in Experiment 3 was found to be 165.3 seconds. This execution time however is higher than that of the support vector machine and the decision tree classifiers. However, in most classification problems, a forest with less trees would be adequate making the classification faster than its support vector machine and decision tree counterparts. In addition, increasing the number of variables does not significantly slow down the training and test operations of the random forest classifier.
Another observation is that when more data is used in the training, all classifiers needed more time to learn. The random forest-based system, which is an ensemble learning method which grows many classification trees, has shown to be an accurate classifier as it has performed well for the lung nodule detection problem considered in this work. The system has produced the lowest classification error amongst the system tested in our experiments. 
V. CONCLUSIONS
An automated lung nodule detection method was presented. A random forest classifier was developed for detection of nodule and non-nodule patterns. Its performance was compared against that of the support vector machine and the decision tree methods. Three experimenters were conducted, each using a different set of training and test datasets. The lowest classification error (2.4%) was produced by the proposed random forest-based classifier of 38 trees 30 variables. The total average execution time of both the training and the test operations for this classifier was 47.3 seconds. The lowest classification error produced by the tested support vector machine and the decision tree classifiers were 4.7% and 6.0% for the same training and test sets, respectively. The developed random forest-based method which grew many classification trees, proved to be an accurate classifier as it performed well for the lung nodule detection problem considered in this work.
