The aims of this chapter are to show that there are head direction cells in primates as well as in rats; to describe their properties; to show that a new class of cells found in the primate hippocampus-spatial view cells-are different from head direction cells and from rat place cells; to show the utility of spatial view cells in forming episodic memories; to show how a single network can associate both discrete representations about objects and continuous spatial representations to form episodic memories; and to show how path integration may be performed in continuous attractor networks to update their spatial representations by idiothetic (self-motion) cues in the dark.
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The aims of this chapter are to show that there are head direction cells in primates as well as in rats; to describe their properties; to show that a new class of cells found in the primate hippocampus-spatial view cells-are different from head direction cells and from rat place cells; to show the utility of spatial view cells in forming episodic memories; to show how a single network can associate both discrete representations about objects and continuous spatial representations to form episodic memories; and to show how path integration may be performed in continuous attractor networks to update their spatial representations by idiothetic (self-motion) cues in the dark.
Head direction cells are described in the presubiculum of the monkey, Macaca mulatta, used as a model of what is likely to be present in humans. The firing rate of these cells is a function of the head direction of the monkey, with a response that is typically 10 to 100 times larger to the optimal as compared to the opposite head direction. The mean half-amplitude width of the tuning of the cells was 76°. The response of head direction cells in the presubiculum was not influenced by where the monkey was located, there being the same tuning-to-head direction at different places in a room, and even outside the room. The response of these cells was also independent of the spatial view observed by the monkey, and also the position of the eyes in its head. The average information about head direction was 0.64 bits, about place was 0.10 bits, about spatial view was 0.27 bits, and about eye position was 0.04 bits. The cells maintained their tuning for periods of at least several minutes when the view details were obscured or the room darkened.
This representation of head direction could be useful, together with the hippocampal spatial view cells and whole body motion cells found in primates in such spatial and memory functions as path integration and episodic memory. It is shown that discrete and continuous attractor networks can be combined so that they contain both object and spatial information, and thus provide a model of episodic memory. Self-organizing continuous the 0 on the firing rate scale. The mean response of the cell from at least four different firing rate measurements in each head direction is shown. The polar firing rate response plot shows that the cell had its maximum firing rate when the monkey was facing west. The polar response plots were remarkably similar for three different positions in the room. A one-way ANOVA for the different head directions showed highly significantly different firing for the different head directions (F(1,7) = 51.1, P < 0.0001) (see table 14.1). The average information over the eight head directions was 0.58 bits, and the maximal information about any one head direction was 2.26 bits (see table 14.1). The cell showed the same head direction tuning outside the laboratory in the corridor (see figure 14.1), a place where the monkey had never previously walked at floor level. When the data for the cell were cast to show how much information the cell firing provided about the place where The responses of a head direction cell (AV070). Polar response plots of the firing rate (in spikes/s) when the monkey was stationary at different positions (shown at the 0 on the firing rate scale) in (and one outside) the room are shown. The monkey was rotated to face in each direction. The mean response of the cell from at least four different firing rate measurements in each head direction in pseudorandom sequence is shown. Cups to which the monkey could walk on all fours to obtain food are shown as c1, c2, c3, and c4. Polar firing rate response plots are superimposed on an overhead view of the square room to show where the firing for each plot was recorded. The plot at the lower left was taken outside the room, in the corridor, where the same head direction firing was maintained. Robertson et al. (1999) .
the monkey was located, the information was low (0.16 bits), and the ANOVA across different places was not significant (see table 14 .1). The neuron conveyed little information about spatial view (0.08 bits), in that the firing rate of the cell was very similar inside and outside the room even though the spatial views were completely different. The cell was located in the presubiculum (see figure 14. 3).
The results of an experiment in which the firing of a head direction cell was recorded for many minutes while the room was completely obscured by ceiling-to-floor curtains is shown in figure 14 .2, curve b (cell av115c3). The head direction tuning was very similar when the curtains were closed with the monkey in situ (compare to figure 14.2, curve a with the curtains open). When the room lights were subsequently extinguished so that the square space enclosed by the curtains (which could provide a minimal reference frame) was no longer visible, a head direction tuning curve was still present, though with no visual anchor at all, the peak of the tuning did drift a little during five minutes in darkness, as shown in figure 14 .2, curve c. This is consistent with the hypothesis that visual cues can reset the cells and prevent them from drifting over long periods. This is similar to the hypothesis for head direction cells in rats (see Taube et al., 1996; Muller et al., 1996) .
The results over all head direction cells that were fully tested are shown in peak firing rates. For cells av070 and av115, data were not available (n.a.) for eye position. The first four cells in table 14.1 were recorded in the presubiculum, and were among a set of 12 different cells analyzed in the presubiculum. The individual head direction cells shown in table 14.1 had highly significant head direction tuning, as shown. It was also shown that the information about head direction increased approximately linearly as the number of cells in the sample was increased from one to four . Thus, up to this number of cells, approximately independent information was conveyed by the neurons. (The application of information theory to analyzing neuronal responses is described by , and by Rolls and Deco, 2002.) The sites in the brain where the head direction cells were located are shown in figure 14.3. All the cells had low spontaneous firing rates (mean = 0.8 spikes/s, interquartile range 0-1.0). The peak firing rates were also relatively low (mean 10.0 spikes/s, interquartile range 6-13). These characteristics, together with the large amplitude and broad action potentials indicate that these neurons are likely to be pyramidal cells. Four cells were in the presubiculum, and in addition, three neurons with head direction cell properties were recorded in the primate parahippocampal gyrus. (Further details about the population of cells analyzed are provided by Robertson et al., 1999.) We have not so far found head direction cells in the hippocampus itself (CA3 and CA1), or in the dentate gyrus.
The head direction cells are very different from the spatial view cells (later described in more detail), which are found in the primate hippocampus and parahippocampal gyrus. For example, for a given head direction, if the monkey is moved to different places in the environment where the spatial view is different, spatial view cells give different responses. In contrast, the response of head direction cells remains constant for a given head direction, even when the spatial view is very different, as the data shown in figure  14 .1 and the tables show. To provide a simple concept to emphasize the difference, one can think of head direction cells as responding like a compass attached to the top of the head, which will signal head direction even when the compass is in different locations, including in a totally different, and even novel, spatial environment, as illustrated in figure 14.1.
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Edmund T. Rolls A hypothesis that can be tested in primates is whether eye position affects the responses of head direction cells. They might respond to compass-related head direction, or to compass-related eye gaze (i.e., the direction of the eye, taking into account head direction and eye position in the head). The evidence we have so far indicates that their firing rate for a given head direction does not depend on eye position (see Robertson et al., 1999) . Moreover, they carried little information about eye position (table 14.1). Thus, the evidence so far available suggests that the cells signal head direction rather than (allocentric or compass-related) eye-gaze angle. However, because the tuning of the head direction cells is relatively broad, the range of possible eye positions might not move the firing to a part of the head direction tuning where the effect of differences in eye position (in the head) would make a significant difference to the (allocentric) eye-gaze angle. It will be of interest in future research to explore this further, when the head direction is set to the steepest part of the head direction tuning of a cell.
Taken in the context of evidence on the neurophysiology and functions of the primate (including human) hippocampal system, head direction cells could perform a number of functions. One would be as part of a memory system. By remembering the compass bearing (head direction) and distance traveled, it is possible to find one's way back to the
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9-11.9 P origin, even with a number of sectors of travel, and over a number of minutes. This is referred to as path integration, and can occur even without a view of the environment. Head direction cells provide part of the information to be remembered for such spatial memory functions. Complementary information also required for this is available in the whole-body motion cells that we have described in the primate hippocampus (O'Mara et al., 1994) . These cells provide information, for example, about linear translation, or axial whole-body rotation. Part of the way in which head direction cell firing could be produced is by taking into account axial movements, which are signaled by some of these wholebody motion cells (O'Mara et al., 1994) . It is an interesting hypothesis that this function is performed by some of the structures related to the hippocampal system, such as the presubiculum. Spatial memory and navigation can also benefit from visual information about places being looked at, which can be used as landmarks, and spatial view cells added to the head direction cells and whole-body motion cells would provide the basis for a good memory system, which is useful in navigation. Another possibility is that primate head direction cells are part of a system for computing during navigation which direction to head next. This would require not only a memory system of the type just described and elaborated elsewhere (Rolls, 1989 (Rolls, , 1996 (Rolls, , 1999 Treves and Rolls, 1994; ) that can store spatial information of the type found in the hippocampus, but also an ability to use this information to compute what bearing would be needed next. Such a system might be implemented using a hippocampal memory system that grouped together spatial views, whole-body motion, and head direction information. The system would be different from that in the rat (Burgess et al., 1994; McNaughton et al., 1996) , in that spatial view is represented in the primate hippocampus.
Spatial View Cells in Primates
In the rat, many hippocampal pyramidal cells fire when the rat is in a particular place, as defined, for example, by the visual spatial cues in an environment such as a room (O'Keefe 1990 (O'Keefe , 1991 Kubie and Muller, 1991) . It has been discovered that in the primate hippocampus, many spatial cells have responses not related to the place where the monkey is, but instead related to the place the monkey is looking (Rolls, 1999; Robertson et al., 1998; Georges-François et al., 1999; Rolls and O'Mara, 1995) . These are called "spatial view cells", an example of which is shown in figure 14 .4. These cells encode information in allocentric (world-based, as contrasted with egocentric, bodyrelated) coordinates . In some cases they can respond to remembered spatial views because they respond when the view details are obscured, and use idiothetic (self-motion) cues, including eye position and head direction, to trigger this memory recall operation . Another idiothetic input that drives some primate hippocampal neurons is linear and axial whole-body motion (O'Mara et al., 1994) . (a) The firing of the cell is indicated by the spots in the outer set of four rectangles, each of which represents one of the walls of the room. There is one spot on the outer rectangle for each action potential. The base of the walls is toward the center of the diagram. The positions on the walls fixated during the recording sessions are indicated by points in the inner set of four rectangles, each of which also represents a wall of the room. The central square is a plan view of the room, with a triangle printed every 250 ms to indicate the position of the monkey, thus showing that many different places were visited during the recording sessions. (b) A similar representation of the same recording sessions as in (a), but modified to indicate some of the range of monkey positions and horizontal gaze directions when the cell fired at more than 12 spikes/s. (c) A similar representation of the same recording sessions as in (a), but modified to indicate more fully the range of places (and head directions) when the cell fired. The triangle indicates the current position of the monkey, and the line projected from it shows which part of the wall is being viewed at any one time while the monkey is walking. One spot is shown for each action potential. The neuron fires when the monkey looks at a particular position on the walls, even if to look at that position the monkey adopts a different head direction because of the place of the monkey in the room. (After Georges-Francois et al., 1999.) Part of the interest of spatial view cells is that they could provide the spatial representation required to enable primates to perform object-place memory, for example, remembering where they saw a person or object, which is an example of an episodic memory. Indeed, similar neurons in the hippocampus respond in object-place memory tasks . Associating such a spatial representation with a representation of a person or object could be implemented by an autoassociation network implemented by the recurrent collateral connections of the CA3 hippocampal pyramidal cells (Rolls, 1989 (Rolls, , 1996 Treves and Rolls, 1994; . Some other primate hippocampal neurons respond in the object-place memory task to a combination of spatial information and information about the object seen . Further evidence for this convergence of spatial and object information in the hippocampus is that in another memory task for which the hippocampus is needed-learning where to make spatial responses conditional on which picture is shown-some primate hippocampal neurons respond to a combination of which picture is shown, and where the response must be made Cahusac et al., 1993) .
These primate spatial view cells are thus unlike place cells found in the rat (O' Keefe, 1979 Keefe, , 1990 Keefe, , 1991 Kubie and Muller, 1991; Wilson and McNaughton, 1993) . Primates, with their highly developed visual and eye movement control systems, can explore and remember information about what is present at places in the environment without having to visit those places. Such spatial view cells in primates would thus be useful as part of a memory system, since they would provide a representation of a part of space that would not depend on exactly where the monkey or human was, and which could be associated with items that might be present in those spatial locations. An example of the utility of such a representation in humans would be remembering where a particular person had been seen. The primate spatial representations would also be useful in remembering trajectories through environments, of use, for example, in short-range spatial navigation (O'Mara et al., 1994; Rolls and Deco, 2002) .
The representation of space in the rat hippocampus, which concerns the place where the rat is located, may be related to the fact that with a visual system that is less developed than the primate's, the rat's representation of space may be defined more by the olfactory and tactile and distant visual cues present, and may thus tend to reflect the place where the rat is. An interesting hypothesis concerning how this difference could arise from essentially the same computational process in rats and monkeys is as follows (Rolls, 1999; De Araujo et al., 2001) : The starting assumption is that in both the rat and the primate, the dentate granule cells and the CA3 and CA1 pyramidal cells respond to combinations of the inputs received. In the case of the primate, a combination of visual features in the environment will, because of the fovea providing high spatial resolution over a typical viewing angle of perhaps 10°to 20°, result in the formation of a spatial view cell, the effective trigger for which will thus be a combination of visual features within a relatively small part of space. In contrast, in the rat, given the extensive visual field subtended by the rodent retina, which may extend over 180-270, a combination of visual features formed over such a wide visual angle would effectively define a position in space that is a place. The actual processes by which the hippocampal formation cells would come to respond to feature combinations could be similar in rats and monkeys, involving, for example, competitive learning in the dentate granule cells, autoassociation learning in CA3 pyramidal cells, and competitive learning in CA1 pyramidal cells (Treves and Rolls, 1994; . Thus, the selective properties of spatial view cells in primates and place cells in rats might arise by the same computational process but be different in that primates are foveate and view a small part of the visual field at any one time, whereas the rat has a very wide visual field (for details see de Araujo et al., 2001) . Although the representation of space in rats may therefore be in some ways analogous to the representation of space in the primate hippocampus, the difference does have implications for theories, and modeling, of hippocampal function.
In rats, the presence of place cells has led to theories that the rat hippocampus is a spatial cognitive map, and can perform spatial computations to implement navigation through spatial environments (O' Keefe and Nadel, 1978; O'Keefe, 1991; Burgess et al., 1994 Burgess et al., , 1996 . The details of such navigational theories could not apply in any direct way to what is found in the primate hippocampus. Instead, what is applicable to both the primate and rat hippocampal recordings is that hippocampal neuronal activity represents space (for the rat, primarily where the rat is, and for the primate primarily of positions "out there" in space), which is a suitable representation for an episodic memory system. In primates, this would enable one to remember, for example, where an object was seen. In rats, it might enable memories to be formed of where particular objects (for example those defined by olfactory, tactile, and taste inputs) were found. Thus, at least in primates, and possibly also in rats, the neuronal representation of space in the hippocampus may be appropriate for forming memories of events (which usually in these animals have a spatial component). Such memories would be useful for spatial navigation, for which-according to the present hypothesis-the hippocampus would implement the memory component but not the spatial computation component. Evidence that what neuronal recordings have shown is represented in the nonhuman primate hippocampal system may also be present in humans is that regions of the hippocampal formation can be activated when humans look at spatial views (Epstein and Kanwisher, 1998, O'Keefe et al., 1998) .
Attractor Networks that Combine Continuous (e.g., Spatial) with Discrete (Object) Information, and Episodic Memory
A class of network that can maintain the firing of its neurons to represent any location along a continuous physical dimension such as spatial position, head direction, etc is called a continuous attractor neural network (CANN) (see chapter 18; Rolls and Deco, 2002 ; and references provided later in this chapter.) It uses excitatory recurrent collateral connections with associative modifiability between the neurons to reflect the distance between the neurons in the state space of the animal (e.g., head direction space). These networks can maintain the packet or bubble of neural activity constant for long periods, wherever it is started, to represent the current state (head direction, position, etc.) of the animal, and are likely to be involved in many aspects of spatial processing and memory, including spatial vision. Global inhibition (implemented by feedback inhibitory interneurons) is used to keep the number of neurons in a bubble or packet of actively firing neurons relatively constant, and to help to ensure that there is only one activity packet. Continuous attractor networks may be thought of as very similar to autoassociation or discrete attractor networks Rolls and Deco, 2002) and have the same architecture, as illustrated in figure 14 .5. The main difference is that the patterns stored in a CANN are continuous patterns, with each neuron having broadly tuned firing that decreases, for example, with a Gaussian function, as the distance from the optimal firing location of the cell is varied, and with different neurons having tuning that overlaps throughout the space. Such tuning is illustrated in figure 14 .6, together with the examples of discrete (separate) patterns (each pattern implemented by the firing of a particular subset of the neurons), with no continuous distribution of the patterns throughout the space, which are useful for Rolls and Deco, 2002.) storing arbitrary events or objects. A consequent difference is that the CANN can maintain its firing at any location in the trained continuous space, whereas a discrete attractor or autoassociation network moves its population of active neurons towards one of the previously learned attractor states, and thus implements the recall of a particular previously learned pattern from an incomplete or noisy (distorted) version of one of the previously learned patterns.
It has now been shown that attractor networks can store both continuous patterns and discrete patterns, and can thus be used to store, for example, the location in (continuous, physical) space (e.g., the place "out there" in a room represented by spatial view cells) where an object (a discrete item) is present cf. Rolls, 1989 cf. Rolls, , 1996 . Such associations between an object and the place where it is located are prototypical of episodic or event memory, and may be implemented in the primate hippocampus (Rolls et al., 2004) . In this network, when events are stored that have both discrete (object) and continuous (spatial) aspects, then the whole place can be retrieved later by the object, and the object can be retrieved by using the place as a retrieval cue. Such networks are likely to The types of firing patterns stored in continuous attractor networks are illustrated for the patterns present on neurons 1-1000 for Memory 1 (when the firing is that produced when the spatial state represented is that for location 300), and for Memory 2 (when the firing is that produced when the spatial state represented is that for location 500). The continuous nature of the spatial representation results from the fact that each neuron has a Gaussian firing rate that peaks at its optimal location. This particular mixed network also contains discrete representations that consist of discrete subsets of active binary firing rate neurons in the range 1001-1500. The firing of these latter neurons can be thought of as representing the discrete events that occur at the location. Continuous attractor networks by definition contain only continuous representations, but this particular network can store mixed continuous and discrete representations, and is illustrated to show the difference of the firing patterns normally stored in separate continuous attractor and discrete attractor networks. For this particular mixed network, during learning, Memory 1 is stored in the synaptic weights, then Memory 2, etc. Each memory contains part that is continuously distributed to represent physical space and part that represents a discrete event or object.
be present in parts of the brain, such as the hippocampus, which receive and combine inputs both from systems that contain representations of continuous (physical) space, and from brain systems that contain representations of discrete objects, such as the inferior temporal visual cortex. The combined continuous and discrete attractor network described by shows that in brain regions where the spatial and object processing streams are brought together, a single network can represent and learn associations between both types of input. Indeed, in brain regions such as the hippocampal system, it is essential that the spatial and object-processing streams are brought together in a single network, for it is only when both types of information are in the same network that spatial information can be retrieved from object information, and vice versa, which is a fundamental property of episodic memory Rolls and Deco, 2002) .
Continuous Attractor Networks and Path Integration
We have considered how spatial representations could be stored in continuous attractor networks, and how the activity can be maintained at any location in the state space in a form of short term memory when the external (e.g., visual) input is removed (Rolls and Deco, 2002) . However, many networks with spatial representations in the brain can be updated by internal, self-motion (i.e., idiothetic), cues even when there is no external (e.g., visual) input. Examples are head direction cells in the post-and presubiculum of rats and macaques, place cells in the rat hippocampus, and spatial view cells in the primate hippocampus. The major question arises about how such idiothetic inputs could drive the activity packet in a continuous attractor network, and in particular, how such a system could be set up biologically by self-organizing learning.
One approach to simulating the movement of an activity packet produced by idiothetic cues (which executes a form of path integration whereby the current location is calculated from recent movements) is to employ a look-up table that stores (taking head direction cells as an example), for every possible head direction and head rotational velocity input generated by the vestibular system, the corresponding new head direction (Samsonovich and McNaughton, 1997) . Another approach involves modulating the strengths of the recurrent synaptic weights in the continuous attractor on one, but not the other, side of a currently represented position, so that the stable position of the packet of activity, which requires symmetric connections in different directions from each node, is lost, and the packet moves in the direction of the temporarily increased weights, although no possible biological implementation was proposed as to how the appropriate dynamic synaptic weight changes might be achieved (Zhang, 1996) . Another mechanism (for head direction cells) (Skaggs et al., 1995) relies on a set of cells, termed (head) rotation cells, which are coactivated by head direction cells and vestibular cells and drive the activity of the attractor network by anatomically distinct connections for clockwise and counterclockwise rotation cells, in what is effectively a look-up table. However, no proposal was made about how this could be achieved by a biologically plausible learning process; this has been the case until recently for most approaches to path integration in continuous attractor networks, which rely heavily on rather artificial pre-set synaptic connectivities. Stringer et al. (2002a) introduced a proposal with more biological plausibility about how the synaptic connections from idiothetic inputs to a continuous attractor network can be learned by a self-organizing learning process. The essence of the hypothesis is described with figure 14.7. The continuous attractor synaptic weights w RC are set up under the influence of the external visual inputs I V (Rolls and Deco, 2002) . At the same time, the idiothetic synaptic weights w ID (in which the ID refers to the fact that they are in this case produced by idiothetic inputs, produced by cells that fire to represent the velocity of clockwise and anticlockwise head rotation), are set up by associating the change of head Stringer et al., 2002a.) direction cell firing that has just occurred (detected by a trace memory mechanism subsequently described) with the current firing of the head rotation cells r ID . (Neurons that reflect head rotation are found in the primate hippocampus, O'Mara et al., 1994 ; and neurons influenced by head rotation are also found in the parietal cortex, Klam and Graf, 2003.) For example, when the trace memory mechanism incorporated into the idiothetic synapses w ID detects that the head direction cell firing is at a given location (indicated by the firing r HD ) and is moving clockwise (produced by the altering visual inputs I V ) and there is simultaneous clockwise head rotation cell firing, the synapses w ID learn the association, so that when that rotation cell firing occurs later without visual input, it takes the current head direction firing in the continuous attractor into account, and moves the location of the head direction attractor in the appropriate direction.
For the learning to operate, the idiothetic synapses onto head direction cell i with firing r i HD need two inputs: the short-term memory traced term from other head direction cells r¯j HD (which is just an average over, e.g., the preceding 1 s), and the head rotation cell input with firing r k ID ; and the learning rule can be written
where k is the learning rate associated with this type of synaptic connection. After learning, the firing of the head direction cells would be updated in the dark (when I i V = 0) by idiothetic head rotation cell firing r k ID as follows (14.
2)
The last term introduces the effects of the idiothetic synaptic weights w ijk ID , which effectively specify that the current firing of head direction cell i, r i HD , must be updated by the previously learned combination of the particular head rotation now occurring indicated by r k ID , and the current head direction indicated by the firings of the other head direction cells r j HD indexed through j. This makes it clear that the idiothetic synapses operate using combinations of inputs, in this case, of two inputs. Neurons that sum up the effects of such local products are termed sigma pi neurons. Although such synapses are more complicated than the two-term synapses often used, such three-term synapses (with two axons connecting to the dendrite) appear to be useful to solve the computational problem of updating representations based on idiothetic inputs in the way described. Synapses that operate according to sigma pi rules might be implemented in the brain by a number of mechanisms described by Koch (1999) and Stringer et al. (2002a) , including having two inputs close together on a thin dendrite, so that local synaptic interactions would be emphasized.
Simulations demonstrating the operation of this self-organizing learning to produce movement of the location being represented in a continuous attractor network were described by Stringer et al. (2002a) , and one example of the operation is shown in figure 14.8. They also showed that, after training with just one value of the head rotation cell firing, the network showed the desirable property of moving the head direction being represented in the continuous attractor by an amount that was proportional to the value of the head rotation cell firing. Stringer et al. (2002a) also describe a related model of the idiothetic cell update of the location represented in a continuous attractor, in which the rotation cell firing directly modulates, in a multiplicative way, the strength of the recurrent connections in the continuous attractor in such a way that clockwise rotation cells modulate the strength of the synaptic connections in the clockwise direction in the continuous attractor, and vice versa. It should be emphasized that although the cells are organized in figure 14 .8 according to the spatial position being represented, there is no need for cells in continuous attractors that represent nearby locations in the state space to be close together, since the distance in the state space between any two neurons is represented by the strength of the connection between them, not by where the neurons are physically located. This enables Figure 14 .8 Idiothetic update of the location represented in a continuous attractor network. The firing rate of the cells with optima at different head directions (organized according to head direction on the ordinate) is shown by the blackness of the plot, as a function of time. The activity packet was initialized to a head direction of 75°, and the packet was allowed to settle without visual input. For t = 0 to t = 100 there was no rotation cell input, and the activity packet in the continuous attractor remained stable at 75°. For t = 100 to t = 300 the clockwise rotation cells were active with a firing rate of 0.15 to represent a moderate angular velocity, and the activity packet moved clockwise. For t = 300 to t = 400 there was no rotation cell firing, and the activity packet immediately stopped, and remained still. For t = 400 to t = 500 the counter-clockwise rotation cells had a high firing rate of 0.3 to represent a high velocity, and the activity packet moved counter-clockwise with a greater velocity. For t = 500 tocontinuous attractor networks to represent spaces with arbitrary topologies, as the topology is represented in the connection strengths (Stringer et al., 2002a (Stringer et al., , b, 2003 . These path integration models have also been extended to deal with the update of rat hippocampal place cells by self-motion (Stringer et al., 2002b) and primate hippocampal spatial view cells by self-motion (see Rolls and Deco, 2002) .
Conclusion
This chapter has described the discovery of head direction cells in the primate presubiculum, placed them in the context of spatial view cells found in the primate hippocampus, suggested a computational explanation for the presence of spatial view cells in the primate hippocampus, but place cells in the rat hippocampus, shown how both spatial and discrete (e.g., object or event) representations could be combined in a single attractor network suitable for episodic memory, and shown how path integration might be implemented in self-organizing neural networks for head direction or spatial position in the brain.
