Let χ ∆ (R n ) denote the minimum number of colors needed to color R n so that there will not be a monochromatic equilateral triangle with side length 1. Using the slice rank method, we reprove a result of Frankl and Rodl, and show that χ ∆ (R n ) grows exponentially with n. This technique substantially improves upon the best known quantitative lower bounds for χ ∆ (R n ), and we obtain χ ∆ (R n ) > (1.01466 + o(1)) n .
Introduction
The chromatic number of Euclidean space, χ (R n ), is the the minimum number of colors required to color R n such that no two points at distance 1 have the same color. When n = 2 determining χ R 2 is known as the Hadwiger-Nelson problem [8, 10, 11] , and the best existing bounds are
where the lower bound is a recent improvement due to De Grey [5] . For large n, Larman and Rogers [12] proved that χ (R n ) ≤ (3 + o(1)) n , and conjectured that the rate of growth of this function is exponential. This was confirmed by Frankl and Wilson in 1981, who applied the linear algebraic method to prove that χ (R)
= 0.207 . . . . The best existing lower bound is due to Raigorodskii [16] χ (R n ) > (1.239 · · · + o(1)) n , and is proven using a refined application of the linear algebraic method. In Euclidean Ramsey theory, a configuration of points S ⊂ R k is said to be exponentially Ramsey if we need exponentially many colors as a function of n to guarantee that there will be no monochromatic copies of S in any coloring of R n . In 1987 Frankl and Rodl proved that the k-simplex is exponentially Ramsey for every k [7, Theorem 1.18]. Specifically, they proved that for any k, there exists ǫ k > 0 such that any coloring of R n with less than (1 + ǫ k + o(1)) n colors contains a monochromatic regular k-simplex with side length 1. In this paper we will examine the specific case k = 3, and we let χ ∆ (R n ) denote the minimum number of colors needed to color R n so that it does not contain a monochromatic equilateral triangle of side lengths 1. The best existing lower bound is due to Sagdeev [17] , who refined Frankl and Rodl's theorem on intersections of families of sets to prove that
In this paper, we use the Slice-Rank method introduced in [19] to give the following quantitative improvement to Sagdeev's result:
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The Slice Rank
In a breakthrough result, Croot, Lev, and Pach [4] , introduced a powerful new way to apply the polynomial method, and Ellenberg and Gijswijt [6] used their technique to prove that the largest capset 1 in F n 3 has size bounded by O (2.756 n ), settling a longstanding conjecture. Tao symmetrized their argument in his blog [19] , and introduced the notion of the slice rank of a tensor: Definition 2. Let X, Y, Z, be finite sets, and let F be a field. The slice rank of a function
The slice rank method has seen a wide array of applications [2, 3, 9, 13, 14, 15, 18] , and we refer the reader to section 4 of [2] for an in depth discussion of the properties of the slice rank. For our purposes, we will need the critical lemma, which was proven by Tao:
Lemma 3. Let X be a finite set, and let X n denote the n-fold Cartesian product of X with itself. Suppose that
Then slice-rank(F ) = |A|. 
Main Result
We will deduce Theorem 1 the following proposition: Let ǫ 0 = n 0.525 denote an error term. Then for sufficiently large n
.
Proof. Baker, Harman, and Pintz's [1] bounds for the largest prime gap imply that for sufficiently large n
If x, y, z satisfy F (x, y, z) = 0, that is if there is no i such that x i + y i + z i = 1, then we must have x − y 2 = y − z 2 = z − x 2 , and so they form an equilateral triangle. Furthermore, if F (x, y, z) = 0, then we can upper bound the distance x − y 2 2 < 2p.
To see this, for each j ∈ {0, 1, 2, 3} let a j = # {i : x i + y i + z i = j}, and note that a 1 = 0 since F (x, y, z) = 0.
Since there are n coordinates, and 3k total entries equal to 1, we have that a 0 + a 2 + a 3 = n and 2 · a 2 + 3 · a 3 = 3k.
Subtracting 3 times the first equation from the second, we obtain
The only coordinates that contribute to the distance are counted by a 2 , and so
The smallest a 0 can be is if a 3 = 0 and all 3k ones are used by coordinates where the sum is 2. That is, a 0 ≥ n − 3k 2 , and hence
Let G : S × S → F p be given by
and note that 1 2 x − y 2 2 will always be an integer for x, y ∈ S. If if x = y are such that This function will be non-zero when x = y = z, and will be zero whenever x, y, z do not form an equilateral triangle with side length √ 2p. Suppose that A ⊂ S contains no equilateral triangles of side length √ 2p. Then H restricted to A × A × A will be a diagonal tensor with non-zero diagonal elements, and so by Lemma 3 |A| ≤ slice-rank(H).
The polynomial H will have degree at most n+ 2p < n+ k 2 + ǫ 0 , and we may expand it as a linear combination of monomials of the form x d1 1 · · · x dn n (y e1 1 · · · x en n ) z f1 1 · · · z fn n where e i , d i , f i ∈ {0, 1} for each i, and
For each monomial, one of these sums will be at most 1 3 (n + k 2 + ǫ 0 ), and hence by always slicing off the lowest degree piece we have
For any 0 < t < 1,
since the coefficient t k−r will be greater than 1 for k ≤ r. Taking the minimum over t, for r = n 3 + k 6 + ǫ0 3 , we obtain the stated result.
Proof of Theorem 1. Let S ⊂ {0, 1} n be the subset of vectors with exactly k ones, for k ≤ n 2 , and let A ⊂ S be the largest subset that does not contain an equilateral triangle of side length √ 2p. Then we need at least |S| |A| sets that do not contain an equilateral triangle of side lengths √ 2p to cover S. Rescale every point in R n by a factor of √ 2p so that these points are at distance 1. As 1 √ 2p S ⊂ R n , it follows that
and by Proposition 4
(1 + t) n . Since this bound holds for any 0 ≤ k ≤ n 2 , we may take the maximum and write χ ∆ (R n ) ≥ .
Expanding (1 + x) n , we have that for any 0 < x < 1
(1 + x) n n + 1 < max n .
The t 1 3 factor in the maximum guarantees that t will be bounded away from 0, and so t ǫ 0 n = 1 + o(1). Simplifying the result, we obtain 
