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Abstract

An immense collective effort has been put towards the development of methods for
quantifying brain activity and structure. In parallel, a similar effort has focused on
collecting experimental data, resulting in ever-growing data banks of complex human
in vivo neuroimaging data. Machine learning, a broad set of powerful and effective
tools for identifying multivariate relationships in high-dimensional problem spaces,
has proven to be a promising approach toward better understanding the relationships
between the brain and different phenotypes of interest. However, applied machine
learning within a predictive framework for the study of neuroimaging data introduces
several domain-specific problems and considerations, leaving the overarching question
of how to best structure and run experiments ambiguous. In this work, I cover two
explicit pieces of this larger question, the relationship between data representation
and predictive performance and a case study on issues related to data collected from
disparate sites and cohorts. I then present the Brain Predictability toolbox, a software package to explicitly codify and make more broadly accessible to researchers the
recommended steps in performing a predictive experiment, everything from framing
a question to reporting results. This unique perspective ultimately offers recommendations, explicit analytical strategies, and example applications for using machine
learning to study the brain.
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Chapter 1
Introduction

1.1

Human Neuroimaging

There have emerged an immense number of different viable modalities for performing in vivo neuroimaging on human subjects, for both research and clinical use. In
practice, a researcher’s choice of modality will depend on a wide range of factors,
including cost/availability of equipment, a trade-off between spatial and temporal
resolutions, time and expertise involved to collect data, and long-term participant
safety, among other considerations. Of all available options, those based on Magnetic
Resonance Imaging (MRI) and electroencephalogram (EEG) have been some of the
most popular and successful for researching human brain function. In this work, I
will focus primarily on the analyses of MRI and its related sub-modalities.
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1.1.1

Magnetic Resonance Imaging

MRI refers to an imaging technique typically used to capture three-dimensional images. Within the field of brain imaging, it is common to use MRI to collect detailed 3D
anatomical images of the brain, through the use of different imaging sequences (e.g.,
T1 weighted images, referring to the time it takes protons to return to rest) [1, 259].
MRI can also be used to capture another type of structural image through a different sequence of contrasts with an imaging technique known as Diffusion Weighted
Imaging (DWI). Diffusion Tensor Imaging (DTI) can then be used to reconstruct 3D
images containing information on the anisotropy of diffusion, providing information
on white matter tracts [19, 181].
Importantly, both T1 weighted images and re-constructed DTI images are forms
of structural MRI, that is, they are limited to representing essentially a static 3D
snapshot of the brain. We can extend this concept to the temporal domain with another sub-modality of MRI known as functional Magnetic Resonance Imaging (fMRI).
fMRI works similarly to structural MRI, but trades-off spatial resolution for temporal
resolution, capturing multiple 3D images, which can eventually be stitched together
into a 4D representation of "brain activity" over time [165, 249]. The key assumption
is that what is captured, blood oxygen level dependent (BOLD) signal exhibited as
fluctuations in MR, can be considered a valid proxy for brain signal [16, 166]. While
there are other non-neuronal activities captured by fMRI, including cardiovascular
and respiratory signals [31,40,124,164,183,230], a wide range of converging literature
confirms the utility of BOLD signal as a proxy of brain activity [13,37,93,95,214,264].
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1.1.2

Data Representation

Recordings made by MRI are typically reconstructed into a 3D digital, volumetric
representation. Data are stored as a 3D array of voxels, which represent data as
indexed by points in this array (voxels being the equivalent of a pixel but extended to
a third dimension) [294]. Additionally, data are stored along with an affine coordinate
transform system that maps from arbitrary 3D array coordinates to locations within
what is called scanner space (i.e., closer to real-world coordinates, but in reference to
the magnet isocenter). Notably, when first collected, each participant’s data is still
in its own scanner space, or what we call subject native space, which means data
between different participants and scanners are not yet directly comparable.
A key development towards analyzing data between and across different participants was the creation of standard template spaces, in which an individual’s data
could be transformed and warped. For example, the most commonly used volumetric
space is the MNI 152 template space, which was constructed from 152 different healthy
participants’ brain scans and represents in a sense an "average" healthy brain [30].
The most important characteristic of a standard space is the ability to compare data
from different participants directly, that is to say, after transforming multiple subjects’ data to the same standard space, those subjects’ voxel coordinates should now
be aligned. This means that when analyzing data, now each subject’s 3D arrays are
comparable.
An alternate set of standard spaces was further popularized by the software package Freesurfer [87], which was based on a transformation to a surface-based representation of the data, instead of on 3D voxel space. This surface representation of the
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data is designed to better represent the ribbon-like structure of the human cortex, as
computed by first segmenting the boundary between gray and white matter and then
projecting these measurements onto a surface-mesh structure. Surface-based spaces
offer interesting advantages relative to volumetric spaces, as now different anatomical
traits such as cortical folding patterns can be easily modeled and used to inform registration rather than just image intensity values. Similar to before, each individual’s
data can be represented within either a unique "native" surface mesh, where each
point, called a vertex in surface space, are subject-specific, or to standard surface
spaces, where vertices are directly comparable across subjects.
Regardless of the choice between standard-space representations (surface or volumetric), it is often useful as either a front-end step or when summarizing results
to further reduce dimensionality. A principled manner of achieving this reduction is
through the use of parcellations, also called in some work "brain atlases", which are labels mapping groups of adjacent voxels or vertex into discrete regions of interest [179].
The principled application of parcellations is useful for both pure dimensionality reduction reasons, as well as the less tangible, but equally important benefit of reducing
from intangible high dimensional shapes to a discrete and shared set of brain regions.
Working with brain regions provides an easy mapping into a shared nomenclature,
allowing for a researcher to more easily discuss and share specific results [77].

1.2

Machine Learning

Machine learning (ML), represents a broad range of statistical tools designed to work
within a prediction-based framework [178]. Specific tools and predictive algorithms
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can be considered as ML models or estimators, where the goal of a machine learning
experiment is typically to train a model on a given predictive task. ML models are
typically multi-variate, that is, designed to accept a wide range of input variables
and from those, to identify the most predictive signal possible [160]. These predictive
tasks can be split into different conceptual categories depending on the statistical
distribution of the target variables, for example, regression-based models when the
variable is continuous, but the overarching application and usage are fundamentally
the same [78, 204].
Despite an apparent simplicity to the theoretical goal of building as predictive a
model as possible, ML-based analyses are filled with pitfalls and caveats [14]. For example, to evaluate the performance of a trained ML model, predictions must be made
on a sample of previously unseen data. The reason for this is that due to the multivariate nature of most ML models, most can trivially "memorize" a training distribution
in a process known as over-fitting [66]. Therefore, it is necessary that a strategy for
cross-validation be introduced, where these strategies can range in complexity from
a front-end random train-test split, to layers of nested cross-validation [237, 276].

1.2.1

Machine Learning for Neuroimaging

Neuroimaging data were historically analyzed through primarily group-level statistical
analyses, driven by early work in statistical parameter mapping that allowed voxels to
be compared between participants [94]. While this and similar approaches were widely
successful, they also suffer from some major restrictions [59]. The largest weakness of
this approach is an ability to generalize to the level of the individual [60]. Given the
sensible goal of translating findings to a clinical setting, it is necessary to move beyond
5

group analyses toward making individualized predictions [29,130,282]. That is not to
say that any group-level findings are false, but just that the structure of these types
of analyses does not ensure their generalization within a novel predictive context. On
the other hand, a particularly tricky issue within neuroimaging-based ML, especially
relative to standard group-level analysis, is related to the proper sample sizes required
to accurately evaluate predictive models. Many studies simply do not have a large
enough sample size to properly evaluate and perform a ML-based experiment, which
while natural given the time and cost required to gather data, still leads to large
estimates of errors (when properly conducted) [270].
A wide range of different ML approaches have been developed and applied to neuroimaging data. These studies have spanned a huge range of different ML techniques,
MRI modalities, and phenotypes of interest (where these represent the variable being
linked to brain measurement via prediction) [248].
Many "classical" ML methods have been widely used, which receive as input typically regions of interest as extracted through the use of a brain parcellation. These
approaches span both classification and regression tasks, and include Support vector machine (SVM) [72, 106, 125, 191], random forest [148, 156, 176, 234], gradient
boosting machines [17, 42], elastic-net regularized regression [7, 52, 136, 285], ridge
regularized linear or kernel models [45, 177, 207], ensembles of methods [141], and
more. More recently, deep learning based methods have also been applied towards
predictive machine learning tasks [273], making use of deep convolutional neural networks (CNNs) [49, 137], deep residual CNNs [3, 229, 262], ensembles of CNNs [143],
CNNs designed for graph or geometric surfaces [24, 97], transfer learning [189], and
other varied approaches. That said, it is still unclear which specific domains these
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approaches will outperform standard approaches [4,205] and which they appear more
poorly suited towards [5, 123, 240].
As mentioned, machine learning for MRI has spanned the full spectrum of available sub-modalities. These include predictions based off of different structural neuroimaging input [173, 188], either from 3D volumetric T1 images [105, 125, 229, 232]
or derived surfaced based measures of cortical thickness, area and other morphological features [24, 57, 151, 278]. Machine learning has also found success in predicting from DWI and DTI structural inputs [159, 222], through typically either ROI
tract values as extracted from different measures of DTI [7] or structural connectome input representation (the estimated white matter connectivity between cortical
regions) [142]. Further, an extensive literature exists on the use of ML for predicting from fMRI [52, 120, 287], where input can be either extracted connectivity
matrices [149, 226] or full image / time-series representations [133, 247, 289]. While
the majority of fMRI-based predictions are made from resting state fMRI-derived
connectivity [200, 255], connectivity based on task-driven fMRI [21, 132, 213], moviewatching or other naturalistic input [75, 85, 96, 97], or as combined across multiple
sources [45, 79, 99], also have exhibited promising results. In a similar way to how
multiple fMRI sub-modalities have been combined, a range of approaches have been
used for performing multi-modal fusion across subsets of the different sub-modalities
of MRI discussed [3, 73, 155, 218].
In addition to variations in machine learning method and neuroimaging modality, there has been a wide range of different phenotypes studied through this type of
predictive ML approach [38]. Disease classification or characterization is a commonly
studied topic, for example Alzheimer’s [151, 189, 221, 293], epilepsy [252, 291], autism
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[253, 256], Parkinson’s [26, 200, 226], and schizophrenia [141, 210, 285, 298] to name a
few. Similarly, an extensive literature has investigated the relationship between brain
and other physical phenotypes, most commonly age [49,61,92,112,286] or sex and gender [4,180,244] predictions. There has also been a general interest in the prediction of
an individuals cognition / intelligence scores [97,125,168,177,229,244,255,272,287] as
well as other more specific tasks such as a decoding different brain states [89,121,211]
and identifying biomarkers of pain [263]. Another broad section of research has instead focused on the prediction of mental illness [152], psychiatric disorders [228],
psychopathology [47, 153, 213]. These prediction based studies include the prediction of attention deficit symptoms [167, 194, 206, 247, 295], bipolar disorder [188, 227],
depression [42, 88, 98, 209], risk of psychosis [154, 186, 232], post-traumatic stress
disorder [17, 145], obsessive-compulsive disorder [224, 243], among others. Machine
learning has further been used to study addiction [170, 171], from alcohol use disorder [111, 229, 279] to stimulant use disorders [68, 193, 225].

1.2.2

Improving Predictive Performance

One of the most important steps towards systematically improving the predictive
neuroimaging ML pipeline has been through well-designed benchmarking experiments [157]. Many studies exist in this space, including for the benchmarking of different fMRI [55, 207] and sMRI [136, 184] problem spaces, with explorations around
the choice of model, parcellation and other more domain-specific parameters. Alternatively, another brand of approach for identifying high-performing pipelines is
through a competition-style approach, where a dataset is made publicly available and
different researchers can submit predictions. This style of approach has been used
8

to predict autism [25], attention deficit disorder [34], fluid intelligence [199], age [86]
and more. It is worth noting that this style of approach is much more difficult to set
up, as difficulties arise with publicly sharing potentially sensitive data. Ultimately, a
combination of benchmarking, competitions and standard application papers (studies
comparing relatively few choices on a single well-defined problem) will be necessary to
tease apart the most optimal set of domain, and likely study-specific, set of machine
learning pipeline choices [174].

1.3
1.3.1

Multi-Site Data
Site Related Signal

Given the cost and time-consuming nature of collecting MRI data, it is often desirable
to either design large multi-site studies [27,100], or to pool already collected data from
smaller studies together into larger datasets [260]. While having numerous benefits,
working with data from multiple sites is difficult as numerous sources of site and/or
scanner signal can influence collected data. The different sources of site related signal
within MRI data are wide-spanning, from varying field strength, scanner firmware and
manufacturer, gradient non-linearity, head coil biases, systematic motion artifacts,
and more [110, 117, 139, 140, 201, 258, 292]. Some of the issues can to some extent be
managed by introducing new steps to pre-processing pipelines, but even assuming all
could be perfectly corrected, some site-related issues such as systematic differences in
imaged cohorts (e.g., age, sex, genetic ancestry, etc...) will almost inevitably persist.
The analysis of multi-site data with machine learning likewise introduces a series
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of domain-specific issues. Specifically, it is common to overestimate predictive performance where a ML model learns site-related signals as a proxy for the target variable
of interest, as the site-related effects are often stronger than the target variable [220].
In this case, standard methods of evaluating model performance are not sufficient
and instead are often misleadingly optimistic. Therefore, it is necessary to explicitly test to what extent a model that is seemingly predictive is actually being driven
by confounds such as site. The other potentially problematic concern with strong
site-related effects in imaging data is that they can potentially hinder the predictive
model’s ability to learn the optimal relationship between imaging data and target
variable, essentially acting as an additional source of noise. This can notably occur
even when there is no relationship between site and the target variable.

1.3.2

Correcting for Site

To "handle" site-related effects with ML, there are two general families of approaches,
methods for detecting how site-related effects are influencing predictions and methods
for trying to explicitly correct for the influence of site [20]. In practice, a combination
of both approaches is necessary.
In order to potentially correct for the effect of site, it is necessary to first know
how site-effects may be influencing predictions [275]. A particularly powerful method
for detecting the influence of site involves the use of a permutation test procedure,
where target labels are shuffled within a site-constrained manner, and the prediction
analysis re-run [69,193]. The benefit of this approach is that the null model generated
by each permutation will preserve any known or unknown site-effects. Another useful way to detect the influence of site is to run multiple iterations of the evaluation,
10

specifically, input data predicts target, input data predict site, and site predicts confound. By comparing the predictability of these three approaches, it can reveal the
extent to which site may be confounded with the target variable, and also the extent
to which site may be influencing the imaging data [108]. Other approaches involve
the calculation of an adjusted metric of performance on the validation set directly,
which are importantly sensitive to the influence of site and other confounds [69]. In
all of the above cases, we are still notably only detecting the influence of site, a conceptually different task than measuring if a model can generalize to an unseen site.
For this latter task, the most viable strategy is to exploit the structure of the crossvalidation, performing a leave-out-site or leave-out-group of sites variation on K-fold
validation. In this experimental configuration, both potential negative site effects will
be revealed, and the metrics of interest will directly reflect the ability of the model
to generalize to unseen sites.
The conceptually simplest strategy to remove site-effects is to residualize input
imaging data directly, that is to fit a regression model between the imaging-derived
data and the corresponding site labels, next "removing" the effect of site, though this
method is often insufficient, even when done within properly nested cross-validation
[180,250,261]. A more successful strategy for correcting site-effects that extends upon
residualization is known as COMBAT, which attempts to remove the influence of site
while also preserving the distribution of a set of known additional covariates through
a modified post hoc harmonization procedure [90,91,134]. Other work has built upon
COMBAT, adding additional considerations, such as the use of a general additive
model or by modeling the covariance patterns across sites [43, 53, 54, 212]. More experimental deep learning based harmonization strategies have also emerged. These
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include strategies based on variational auto-encoders with potential adversarial extensions, where the goal is to learn a scanner invariant representation of the original
data [70, 182, 296]. Other alternative approaches are based on performing supervised
image-to-image translations, where multiple images collected with different contrasts
are used to train deep learning models, often using principles from adversarial networks, but with an added style transformer component [162, 163, 300]
A common issue with most proposed site-correction-based methods is that they
are unable to work properly within a predictive framework, as their harmonization
procedure will require information from across the full sample, thus introducing data
leakage [39, 283]. That said, there are a few approaches that can either generalize
properly to already seen sites [53] or an even smaller subset capable of generalizing
to new unseen sites explicitly [101]. Likewise, instead of trying to directly harmonize
the data, other approaches may also be viable, such as a balanced over-sampling
approach [219]. This strategy works by selectively over-sampling under-represented
case and site combinations during training, providing a balanced sample to the ML
classifier, thus preventing the potential learning of site-target proxy effects.

1.4

Existing Software

For an analytical strategy, method, or framework to become widely adopted, it is
requisite that it be well supported by accessible software. That said, machine learning as a well-established set of tools is already quite well supported, in particular
through scikit-learn, an essential library for performing machine learning in python
and one that is importantly agnostic to domain. Scikit-learn is both well maintained
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and offers a consistent and intuitive API for working with a range of different machine learning models, further, it is a key building block of the Brain Predictability
toolbox (BPt) [204]. Another important library also built to interact with scikitlearn is the neuroimaging specific library nilearn, which is geared specifically towards
the analysis of volumetric data [2]. Similar to scikit-learn, nilearn tends to offer
implementations of certain types of analyses and pre-processing rather than an explicit framework for conducting neuroimaging, in this way, both libraries are valuable references but conceptually different in scope to BPt. That said, there are still
some existing libraries which fall under the category of frameworks, these include
PyMVPA [118], PHOTONAI [158], Connectome Predictive Modeling [245], BrainSort [161] and GraphVar [277]. Each of the mentioned libraries have different focuses,
qualities of implementation, and ultimately fail to adequately capture the full range
of utility I desired when designing BPt.

1.5

Outline

The broader problem addressed in this work is how best to structure and run MLbased experiments with human neuroimaging data to gain insights into brain function.
The first piece we address here, in chapter two, is how to improve domain-specific
prediction quality. That is, what methods and techniques should be used to obtain
the most predictive models possible? This can conceptually extend over an almost
infinite range of different analytical decisions, or "researcher degrees of freedom", but
can be reduced in practice through both reference to existing literature and new, welldesigned benchmarking studies. We focus here on the choice of data representation
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provided to the machine learning model, specifically the choice of surface-based brain
representation, or parcellation. We show that resolution of parcellation is the most
important trait for improving performance, and further expand upon why this might
be the case.
The second sub-question addressed, in chapter three, is on how to overcome
neuroimaging-specific issues, specifically, how to handle the multi-faceted issue of
site-effects. Towards this end, we present a case study on the binary classification
of participants with alcohol dependence (AD) from a large sample of multi-site data.
This case study highlights a unique issue present in data pooling where a given site
may be not only imbalanced in the ratio of cases to controls, but in a few cases
fully case-only or control-only. We introduce an evolutionary-based feature selection
strategy within a leave-out-site cross-validation framework, which we show is capable
of training a site-generalizable machine learning model for AD. Likewise, we discuss
some of the pitfalls of working with multi-site neuroimaging data as well as strategies
to overcome them.
Lastly, in chapter four, we focus on the question of how explicitly to structure and
perform a machine learning based analysis, from framing a question to the reporting
of results and the steps in between. Towards this end, we introduce The Brain Predictability toolbox (BPt), a python-based library that was designed to be a unified
framework for approaching and conducting these types of analyses. This library represents a specifically designed collection of machine learning (ML) tools for working
with both tabulated data (e.g. brain-derived, psychiatric, behavioral, and physiological variables) and neuroimaging-specific data (e.g. brain volumes and surfaces).
Within this chapter, an introduction to the toolbox along with its complementary the-
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oretical framework is presented. Lastly, we summarize a subset of published research
that employed BPt and in which the author assisted in the analyses.
Across each chapter, I introduce work spanning different detailed sub-questions,
but the with same shared overarching focus of improving ML-based neuroimaging
analyses. I highlight within each section the discussed topic’s broader relevance and
its practical implications for future research.

15

Chapter 2
Performance scaling for surface
parcellations
This Chapter is derived from Hahn et al. [114]
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2.1

Abstract

The use of predefined parcellations on surface-based representations of the brain as
a method for data reduction is commonly employed technique among neuroimaging
studies. In particular, prediction-based studies typically employ parcellation-driven
summaries of brain measures as input to predictive algorithms, but the choice of
parcellation and its influence on performance is often ignored. Here we employed
preprocessed structural magnetic resonance imaging (sMRI) data from the Adolescent Brain Cognitive Development Study to examine the relationship between 220
parcellations and out-of-sample predictive performance across 45 phenotypic measures in a large sample of 9- to 10-year-old children (N=9,432). Choice of machine
learning (ML) pipeline and use of alternative multiple parcellation-based strategies
were also assessed. Relative parcellation performance was dependent on the spatial
resolution of the parcellation, with larger number of parcels (up to around 4,000) outperforming coarser parcellations, according to a power-law scaling of between
1
.
3

1
4

and

Performance was further influenced by the type of parcellation, ML pipeline, and

general strategy, with existing literature-based parcellations, a support vector-based
pipeline, and ensembling across multiple parcellations, respectively, as the highest
performing. These findings highlight the choice of parcellation as an important influence on downstream predictive performance, showing in some cases that switching to
a higher resolution parcellation can yield a relatively large boost to performance.
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2.2

Introduction

The application of Machine Learning (ML) methodologies to associate structural magnetic resonance imaging (sMRI) measures with phenotypic variation is an increasingly
popular approach for studying brain function and structure [60]. Further, working
with surface-level representations of sMRI is a common technique employed by a number of popular neuroimaging software packages, such as FreeSurfer [87]. Even with the
reduced dimensionality of surface-level representations, the feature space is still too
large for many ML algorithms, and further data reduction is often necessary. For example, a common surface-based ML workflow is to use FreeSurfer-derived ROIs, either
alone or with other features, to predict a phenotype of interest [28, 113, 122, 126, 235].
Despite the ubiquity of this and similar approaches, the degree to which the choice
of parcellation might affect downstream performance is less well studied. This lack of
background knowledge about the consequences of parcellation selection likely results
in researchers using parcellations that are not ideal for their research question, and
further may potentially lead to suboptimal performance. The goal of this manuscript
was to provide guidance on parcellation selection for machine learning research using
large structural MRI datasets.

2.2.1

Parcellations

Brain parcellations are used across various neuroimaging modalities. At their core,
they represent a method for reducing the dimensionality of a large three-dimensional
volume or surface representation of the brain to a lower dimensional representation [74]. Parcellations typically have the added benefit of providing increased in18

terpretability compared to other approaches to dimension reduction by their explicit
reduction to spatially contiguous regions or networks of interest. Regions in this
case define a group of voxels (3D equivalent to a pixel / unit) or vertices (surface /
network base unit), with each region constituting a distinct spatial area (although
some parcellations allow overlaps between regions); networks define a collection of
not necessarily spatially contiguous regions. Full (i.e., unparcellated) volumetric or
surface-based brain data typically requires specifically designed analytic tools, as they
contain tens to hundreds of thousands of variables per scan. In contrast, parcellations
allow researchers to more easily employ traditional statistical or ML based methods
in studying brain structure and function. In practice, employing parcellations as
a data reduction technique prior to machine learning serves to aid in interpretability, reduces computational expense, and potentially provides regularizing benefits
(i.e., fewer downstream features as considered in a classic understanding of the biasvariance trade-off [32]). That said, while brain parcellation techniques have proven
useful and are widely popular, they suffer from a key limitation in contrast to finer
spatial resolution analysis, namely that potentially useful information is lost when
averaging across the vertices of an ROI.
A number of different parcellation schemes have been proposed, grouped roughly
into structurally informed parcellations and functionally defined parcellations. Popular anatomically informed parcellations include the Desikan atlas [64], consisting of 34
bilateral cortical ROIs, and the Destrieux atlas [65], consisting of 74 cortical regions
per hemisphere. Functionally defined parcellations, emerging most prominently from
the literature on resting state fMRI, tend to be data driven. Popular examples include
the earlier Gordon atlas [107], with parcel boundaries determined from resting state
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functional connectivity boundary maps, as well as the newer Schaefer parcellations,
which further consider global similarity between parcels in addition to local boundary
information [236].

2.2.2

Choice of Parcellation

The choice of parcellation or alternative dimensionality reduction strategy is often
overlooked as a key parameter in building brain based-classifiers, or is undertaken
in an ad hoc manner with a selection based on convenience or other unstated reason [92,109,122,144,254]. Other parameters such as the choice of ML pipeline, feature
selection or cross-validation strategy are often given more importance in exploring
different experimental configurations [130, 136, 173, 185]. However, some studies have
examined the choice of parcellation in more depth. Arslan et al. provide a systematic comparison across a number of surface-based parcellations and data reduction
strategies as applied to resting state fMRI, determining that there was not one "best"
parcellation [15]. With specific regards to downstream performance, Dadi et al. performed a thorough benchmarking with connectome-based predictions from fMRI [55].
This work identified functionally defined regions, as identified with data-driven clustering methods like dictionary learning, as the highest performing. While these results
were based on fMRI, we do not believe it unreasonable to assume that results may
generalize, especially given prior work has established links between structural and
functional data [195]. Previous work on sMRI showed that increasing the spatial resolution of the cortical surface achieved higher performance when predicting age [150].
The relationship between spatial scale and performance is one that we examine in
more depth within this work.
20

2.2.3

Research Goals

Here we investigated prediction of phenotypes from sMRI-derived measures projected
onto the cortical surface under different summary parcellations. We investigated
how choice of parcellation can influence predictive performance as well as interact
with other modeling choices (e.g., does the choice of "best" parcellation change under
different ML strategies or for different predictive targets?). We also considered if
there is an overall best strategy or combination of parcellations to obtain reliably
high performance and what traits of the underlying parcellation contribute most to
its predictive capability. In other words, we were less interested in identifying and
recommending specific parcellations, but instead wanted to provide general rules of
thumb that researchers could consider about how parcellation choice contributes to
performance. As such, as diverse a collection of parcellations as possible was gathered
to investigate this question. In particular, we explored the potential relationship
between number of parcels and predictive performance, noting a potential power law
scaling relationship. We were interested in identifying the range of sizes over which
a scaling relationship between size and performance might hold, where we define a
parcellation’s size as its number of unique parcels or regions of interest.
We also sought to characterize the potential gains in performance from employing strategies that can make use of information from multiple parcellations in order
to inform predictions, such as ensembling. Specific questions we sought to address
included which multiple parcellation strategy, as well as which parcellations are included in that strategy, and how those choices influence performance. For example,
how do the number of parcellations as well as the number of parcels in each parcella-
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tion contribute to performance gains. Should the included parcellations for any one
ensemble be all of one fixed size or instead span across different sizes (e.g., five parcellations of size 300 each versus five parcellations with sizes 100, 200, 300, 400 and
500). Finally, how these different decisions influence trade-offs between performance,
runtime and interpretability, is an important consideration.
The core analysis of the paper was a systematic evaluation of different combinations of parcellations and ML pipelines. Each combination was scored based on its
predictive performance across 45 different phenotypic variables. We conducted this
investigation using data from the Adolescent Brain Cognitive Development (ABCD)
Study, which provided sMRI surface data from 9,432 participants. Further, we evaluated how information across multiple parcellations can be leveraged to improve
predictive performance, using both hyper-parameter and ensemble approaches.

2.3
2.3.1

Methods
Imaging Data

We used data from the ABCD Study release 2.0.1. The ABCD dataset was selected
due to primarily its size and detailed phenotyping of participants. As an additional
benefit, the planned longitudinal nature of the dataset will allow future work to potentially explore how stable any findings are to changes over time due to aging. T1 and
T2 scans were collected per participant from 21 sites with one of three 3 tesla scanner
types: Siemens Prisma, General Electric 750 and Phillips, see paper by Casey et al. for
scanning and other acquisition parameters [41]. Preprocessed imaging data were then
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sourced from the NDA Collection 3165 (collection3165.readthedocs.io/en/stable/).
This data was preprocessed according to a modified version of the minimal preprocessing pipelines for the Human Connectome Project [104]. This preprocessing
pipeline first performed distortion correction, denoising, N4 bias correction and brain
alignment within the subject’s native volume space. Next, Freesurfer was used to reconstruct and segment predefined structures as well as perform folding-based surface
registration to the standard FreeSurfer surface atlas. Lastly, surface registration to
the Conte-69 surface template through imaging software ANTs’ diffeomorphic symmetric image normalization. Further exact details of the preprocessing steps taken
and pipeline used can be found at zenodo.org/record/2587210.
For each participant, we used left and right hemisphere curvature, sulcal depth,
cortical thickness and unsmoothed myelin map, each in the standard FS LR 32k
vertex space, as input to further steps (see appendix section 2.A.1 for information
on how this input data is generated). Next, the subset of participants with available
data across all four modalities of interest was determined, dropping any participant
with missing data. Additional participant exclusions were applied based on a data
driven outlier removal process, resulting in 9432 final participants (more details on
outlier removal can be found in appendix section 2.A.2).

2.3.2

Target Variables

A collection of 45 target phenotypic variables (23 binary and 22 continuous), used
to gauge predictive performance of the different parcellation schemes, was sourced
from release 2 of the ABCD dataset (See 2.1). Variables were sourced directly from
the rds file made available by the Data Analysis, Informatics and Resource Center
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associated with the ABCD Study. All collected variables, both target and brain,
are from the baseline time point of the ABCD study. Best efforts were made to
source a list of representative and diverse variables. To facilitate the comparison of
different parcellations, a larger list of variables, sourced from Owens et al. [198], was
originally screened on a subset of the data (n=2000) to identify those showing some
relationship with the sMRI measures as based on 5-fold ridge regression performance
(see 2.A.3). As different target variables had highly non-overlapping amounts of
missing data, we did not drop any participants and instead replaced all missing values
with a missingness indicator. During evaluation, any target variables with missing
values were excluded from both training and validation folds, and therefore did not
contribute to the estimates of performance. As a result, the sample sizes available for
each target variable varied slightly.
Table 2.1: This table lists all the target variables employed in these analyses. The first
half of the table lists the 22 continuous variables and the second half lists the 23 binary
variables, with the latter further broken down by class value. The participants excluded for
missing data refers to the number of missing values for that variable, which are not included
in any of the provided summary statistics, and those participants are likewise skipped when
evaluating that target variable.

Continuous Variables

# Participants

Mean ∓ Std

Standing Height (inches)

9427

55.27 ∓ 3.32

Waist Circumference (inches)

9420

26.51 ∓ 4.74

Measured Weight (lbs)

9425

82.18 ∓ 23.24

CBCL RuleBreak Syndrome Scale

9425

1.16 ∓ 1.82

Parent Age (yrs)

9364

40.08 ∓ 6.72

Motor Development

9340

2.37 ∓ 0.8

Birth Weight (lbs)

9032

6.57 ∓ 1.48
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Age (months)

9432

119.17 ∓ 7.45

Little Man Test Score

9163

0.59 ∓ 0.17

MACVS Religion

9429

3.32 ∓ 1.42

Neighborhood Safety

9426

3.93 ∓ 0.95

NeuroCog PCA1 (general ability)

8791

0.04 ∓ 0.76

NeuroCog PCA2 (executive function)

8791

0.02 ∓ 0.76

NeuroCog PCA3 (learning / memory)

8791

0.03 ∓ 0.7

NIH Card Sort Test

9312

92.89 ∓ 9.27

9282

97.15 ∓ 11.72

Processing Speed Test

9297

88.4 ∓ 14.48

NIH Picture Vocabulary Test

9315

84.88 ∓ 7.93

Recognition Test

9305

91.08 ∓ 6.72

WISC Matrix Reasoning Score

9234

18.03 ∓ 3.77

Sports Activity

9432

0.99 ∓ 1.03

Summed Team Sports Activity

9432

1.17 ∓ 1.18

Binary Variables

# Participants

Frequency

Speaks Non-English Language

9429

1.0

No

6399

0.68

Yes

3030

0.32

NIH List Sorting
Working Memory Test
NIH Comparison

NIH Oral Reading

Summed Performance
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Thought Problems ASR
Syndrome Scale

9432

1.0

<=2

7585

0.8

>2

1847

0.2

CBCL Aggressive Syndrome Scale

9432

1.0

<=4

7032

0.75

>4

2400

0.25

Born Premature

9333

1.0

No

7541

0.81

Yes

1792

0.19

Incubator Days

9432

1.0

0

8203

0.87

>0

1229

0.13

Months Breast Fed

9432

1.0

<=10

6497

0.69

>10

2935

0.31

Has Twin

9401

1.0

No

7507

0.8

Yes

1894

0.2

Planned Pregnancy

9236

1.0

No

3511

0.38

Yes

5725

0.62

Distress At Birth

9432

1.0

0

6853

0.73
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>0

2579

0.27

Mother Pregnancy Problems

9432

1.0

0

5492

0.58

>0

3940

0.42

Any Alcohol During Pregnancy

9432

1.0

No

7470

0.79

Yes

1962

0.21

Any Marijuana During Pregnancy

9432

1.0

No

9102

0.97

Yes

330

0.03

KSADS OCD Composite

9432

1.0

0

8457

0.9

>0

975

0.1

KSADS ADHD Composite

9432

1.0

0

7486

0.79

>0

1946

0.21

KSADS Bipolar Composite

9432

1.0

0

8056

0.85

>0

1376

0.15

Mental Health Services

9376

1.0

No

7923

0.85

Yes

1453

0.15

Detentions / Suspensions

9248

1.0

No

8786

0.95
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Yes

462

0.05

Parents Married

9361

1.0

No

2856

0.31

Yes

6505

0.69

Prodromal Psychosis Score

9432

1.0

<=10

7689

0.82

>10

1743

0.18

Screen Time Week (hrs)

9432

1.0

<=4

8265

0.88

>4

1167

0.12

Screen Time Weekend (hrs)

9432

1.0

<=5

7430

0.79

>5

2002

0.21

Sex at Birth

9427

1.0

Female

4532

0.48

Male

4895

0.52

Sleep Disturbance Scale

9432

1.0

<=35

5295

0.56

>35

4137

0.44
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2.4

Parcellations

All considered surface parcellations were in standard FS LR 32k space, to match the
input data, and if necessary were re-sampled from their original space. We evaluated a number of existing surface parcellations and a number of randomly generated
parcellations (details below). We also tested some additional variants including downsampled and FreeSurfer extracted region-of-interest values. In total, we assessed 82
existing parcellations, which are listed in table 2.2 [1, 15, 18, 22, 33, 50, 51, 56, 64, 65,
76, 82, 103, 107, 116, 119, 131, 135, 215, 231, 236, 238, 246, 265–267, 271, 274]. Parcellations available at multiple scales were assessed at every scale; in some cases where
multiple versions of the same parcellation were available (e.g., from different resampling procedures or with different post processing applied), all versions were tested.
68 of the 82 parcellations were static or "hard" parcellations, in which each vertex
is labeled as a part of exactly one parcel. We additionally considered 14 probabilistic or "soft" parcellations, where each parcel is represented by a set of probabilities
or weightings across the whole surface or volume. As some parcellations were only
originally available in volumetric MNI space, we applied registration fusion to map
these parcellations to fsaverage space based on scripts available from Wu et al. [284].
From fsaverage surface space, resampling to FS LR 32k space was conducted with
tools available from the Human Connectome Project Workbench [172]. Depending on
the type and original space of the parcellation a number of different strategies were
necessary (See appendix section 2.A.4 for a detailed description and example of these
procedures).
The existing parcellations were sourced from a number of different online reposi-

29

tories and in many cases have characteristics that may not be optimal for the present
analyses. For example, some parcellations may not have been originally intended for
sMRI (e.g., some were designed for resting state fMRI), some parcellations may have
been created in a different standard space and therefore had to be re-sampled to the
space required for the present analyses, and some parcellations may not have been
originally intended to produce static parcellations. In order to partially address these
concerns, we have included multiple versions of the same parcellation when different
versions were available. That said, these limitations reflect the real-world challenges
and options available currently to researchers.
We also generated random parcellations across a range of different scales. Random
parcellations are generated as follows: For a random parcellation of size N, N locations
were first selected at random across each hemisphere’s 59,412 vertices (with FS LR
32k space medial wall vertices automatically set to no parcel). Each location became
the seed for a new contiguous region and was randomly assigned a size probability
between 0 and 1, which is considered when choosing which region to grow. Next, a
region was randomly selected according to those probabilities (i.e., a region assigned
an initial probability of .5 would be picked on average twice as often as a region
assigned .25). Then, one of the adjacent vertices to the region was selected at random
and added to that region. This sequence, selecting a region and adding one vertex,
was repeated until all vertices were assigned to a region.
We also tested 6 different downsampled icosahedron parcellations. These spanned
in size from 42 to 1442 regions per hemisphere. Finally, we assessed the Desikan
and Destrieux ROI values as extracted by FreeSurfer [64, 65, 87]. These differ from
the other tested parcellations both in how values are generated (FreeSurfer extracts
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values in an individual’s native space whereas we extract values from data warped to
a common space) in addition to the surface modalities used (only average thickness,
surface area and mean curvature were employed, which differed from the features
used in the base analyses).
Table 2.2: This table shows the source for all collected existing parcellations. Included for
each parcellation in the far left column is the corresponding name or shortened name of the
parcellation. The second column lists the number of sourced parcellations that fall under this
name to be used, where numbers greater than one refer to either different versions of the
same parcellation, or parcellations spanning multiple spatial resolutions. The third column
lists if the parcellations considered are "Hard" (i.e., every vertex is assigned to a parcel) or
"Soft" (i.e., parcels are represented by probabilistic maps).

Name

# of Parcellations

Type

Schaefer Local-global parcellation

10 (scales 100-1000)

Hard

Gordon

3 (different sources)

Hard

Brodmann Areas

1

Hard

VDG11b

1

Hard

HCP-MMP

3 (different sources)

Hard

Automatic Anatomical Labeling (AAL)

2 (different sources)

Hard

Baldassano

1

Hard

Desikan

2 (different sources)

Hard

Destrieux

2 (different sources)

Hard

Brainnetome

2 (different sources)

Hard

Power

2 (different sources)

Hard

Shen 268 Parcels

2 (different sources)

Hard

Shen 368 Parcels

1

Hard

Yeo

3

Hard
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DiFuMo

5 (scales 64-1028)

Soft

MIST

9 (scales 9-444)

Hard

AICHA

1

Hard

Economo

1

Hard

NSPN500

1

Hard

Oasis

1

Hard

SJH

1

Hard

Allen

1

Soft

BASC

9 (scales 9-444)

Hard

MSDL

1

Soft

Harvard Oxford

4 (different versions)

Hard / Soft

Craddock

4 (different versions)

Soft

Smith ICA

2 (different versions)

Soft

CPAC

1

Hard

Hammersmith

1

Hard

JuBrain

1

Hard

MICCAI

1

Hard

Slab

2 (907 and 1068)

Hard

Princeton Visual

1

Hard

2.4.1

Machine Learning Pipelines

We employed three base ML pipelines, each with classifier and regressor variants, as a
representative sample of different popular and predictive ML strategies. All machine
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learning analyses were conducted with the Brain Predictability toolbox: a python
based library designed to facilitate neuroimaging based ML [115]. The first step in
each pipeline was a loading component responsible for extracting data for the ROIs of
the specified surface parcellation. This loading step was responsible for extracting the
mean value per parcellation ROI, or in the case of "soft parcellations" the summary
weights from a least squares regression between probabilistic map and surface data
(in essence applying a weighted score). The output from this step was a vector of
concatenated values for each of the surface metrics (curvature, sulcal depth, thickness
and myelin measures) in each ROI, generating a feature vector of length four times
the number of parcels for each participant. Next, the ROI values were scaled using
robust scaling, wherein each feature was standardized by subtracting the median and
then scaling according to the 5th and 95th percentiles of that feature’s distribution.
These features were then used as input to train a classifier or regressor under one of
three different base configurations, which included:
Elastic-Net: The base ML estimator within the pipeline under this configuration was a logistic or linear regression with elastic-net penalty available from scikitlearn [204]. A nested random hyper-parameter search (Random Search) over 60
combinations was evaluated through a nested 3-fold CV to select the strength of
regularization applied as well as the ratio between l1 and l2 regularization.
SVM: The base ML estimator within the pipeline under this configuration was a
Support Vector Machine (SVM) classifier or regressor with radial basis function kernel
available from scikit-learn [12]. A front-end univariate feature selection procedure
was added to this pipeline (based on an ANOVA F-value between a feature and the
target variable, keeping only a percentage of the top features). A nested random
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hyper-parameter search (Random Search) over 60 combinations was then evaluated
through a nested 3-fold CV in order to select the SVM’s strength of regularization
and kernel coefficient as well as the percentage of features to keep in the front-end
feature selector. All three hyper-parameters were optimized simultaneously. Notably,
the feature selection step could remove no more 50% and no fewer than 1% of the
passed features.
LGBM: The base ML estimator was an extreme gradient boosted tree-based
classifier and regressor from the Light Gradient Boosting Machine (LGBM) package [46, 147]. The tuned hyper-parameters for this algorithm included the type of
boosting, the number of estimators, different tree sampling parameters, and regularization parameters. Given the high number of hyper-parameters to tune in contrast
to the other base estimators (nine), we employed a two-point differential evolutionbased hyper-parameter search strategy (Two Points Differential Evolution) [202] implemented through the python library Nevergrad [23]. The search was run for 180
iterations, in which each set of parameters was evaluated with a single 25% nested
validation split.

2.4.2

Evaluation

To evaluate a given target variable, parcellation, or machine learning strategy’s performance, we defined an explicit framework to compare different combinations of
methods. We evaluated each combination of target variable, parcellation and ML
pipeline with five-fold cross-validation using the full set of available participants (See
Figure 2.1). Each of the validation folds, including any nested parameter tuning folds,
were conducted such that participants from the same family were preserved within the
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Figure 2.1: Diagram outlining the core analytic procedure conducted where combination
of parcellation, ML pipeline and target variable were systematically evaluated. Section a.
shows the four different sMRI measures used as input data for each participant. Section
b. highlights that each of the four measures were parcellated into mean region-of-interest
values for 220 different parcellations. Section c. shows the three different ML pipelines,
each based on a different base ML estimator, which were tested on each parcellation-target
pair. Section d. lists a subset of the 45 different target variables for which out-of-sample
predictive utility was estimated for each parcellation-pipeline pair.

same training or testing fold. The 5-fold structure was kept constant and therefore
comparable across all combinations of ML pipeline, target variable, and parcellation.
In the case of missing target variables, those participants with missing data were simply excluded from their respective training or validation fold. This strategy was used
for each of the proposed combinations to generate metrics of performance: explained
variance for regression predictors and area under the receiver operator characteristic
curve (ROC AUC) for binary predictors.
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2.4.3

Multiple Parcellation Strategies

In addition to the base analysis described above, we sought to quantify how additional strategies operating across multiple parcellations might perform. Considering
multiple parcellations at once has the benefit of potentially capturing overlapping
information present across different spatial scales, and could therefore prove superior to adhering to just one scheme. Given a potentially limitless number of potential
configurations (e.g., assuming just 100 parcellations, there are 21̂00 possible combinations), we explored only a small subset. These extensions to the base analysis can be
separated into three different analysis types: choice of parcellation as a nested hyperparameter, ensembling over multiple parcellations using voting, and ensembling using
stacking [280]. In all of these analytic approaches, randomly generated parcellations
were used as a virtually limitless number can be generated at any desired spatial
scale. In other words, we did not explore any combinations of existing parcellations,
only random parcellations.
In order to treat choice of parcellation as a hyperparameter, we employed a nested
grid search. A three-fold nested cross-validation scheme on the training set, respecting
family structure as before (i.e., assigning members of the same family to the same
fold), was used to evaluate each potential parcellation. Within each of these internal
folds a ML pipeline was trained, with its own nested parameter tuning, and then
evaluated on its respective internal validation set. This process yielded an average for
each of the three folds’ scores for each parcellation. The parcellation which obtained
the highest score was selected for re-training on the full training set which involved, as
in each nested fold, training a ML pipeline with its own nested parameter search. The
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final trained ML estimator, with the selected best parcellation, was then evaluated on
the validation fold. This process was repeated across the whole training set according
to the same five-fold structure as used in the base analyses, thus allowing the results
to be directly comparable.
In ensemble analyses, we tested two different ensemble strategies: voting and
stacking. In the voting ensemble approach, a separate ML pipeline was trained
for each available parcellation, where each individual pipeline-parcellation pair was
trained in the same way as in the base analysis. To do this, each trained ML pipeline
from the previous step first generated a prediction. Then, the voting ensemble aggregated the predictions as either the mean, in the case of regression, or the most
frequently predicted class, in the case of classification. The aggregated scores were
then scored as a single set of predictions.
The stacking ensemble, while similar to the voting ensemble, is more complex. For
each of the pipeline-parcellation combinations, a separate three-fold cross-validation
framework was used in the training set. In this framework, three ML pipelines were
trained on 2/3 of the training set and predictions were made for the remaining 1/3,
ultimately yielding an out-of-sample prediction for each participant in the training
set. The predictions from all pipeline-parcellation combinations were used as features
to train a "stacking model". The purpose of the stacking model was to learn a relative weighting of each parcellation-pipeline combination (i.e., to give more weight
to "better" parcellation-pipeline combinations and less weight to "worse" ones). The
algorithm used to train the stacking model was a ridge penalized linear or logistic regression with nested hyper-parameter tuning. Once trained, this stacking model was
used to predict the target variable in a novel sample (i.e., the held-out test set). The
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stacking ensemble procedure notably involved a large increase in computation relative to the voting ensemble, as the stacking ensemble involved training three pipelines
for each parcellation-pipeline combination, whereas the voting ensemble consisted of
training only one ML pipeline for each.
For the number of different random parcellations available to a search or ensemble
strategy, we evaluated four different numbers of parcellations: 3, 5, 8 and 10. Further,
for each of these numbers of parcellations, we tested fixed size / resolution parcellations as well as differentially sized parcellations across a range of different sizes /
resolutions (100, 200, 300, 400, 500, 50-500, 100-1000 and 300-1200). For example, for
a combination of 3 parcellations and a fixed size of 100, three random parcellations
with size 100 could be used. For a combination of 5 parcellations of a range of sizes
from 100-1000, parcellations of size 100, 325, 550, 775 and 1000 could be used. All
combinations are then repeated twice with two different versions of parcellations at
each size used.
In summary, all possible combinations of the following parameters were evaluated:
• 8 Size Configurations (5 Fixed Sizes + 3 Across Sizes)
• 4 Numbers of Parcellations (3, 5, 8, 10)
• 3 Base Strategies (Grid, Voted, Stacked)
• 4 Pipelines (3 Base Pipelines + "All" Configuration)
• 45 Target Variables
• 2 Random Repeats
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2.4.4

Multiple Parcellation Evaluation

In the base analysis, each parcellation was evaluated with five-fold cross-validation
across all combinations of target and ML pipeline. Here, we evaluate each additional
multiple parcellation strategy, Grid (choice of parcellation as a hyper-parameter),
Voted (voting ensemble) and Stacked (stacking ensemble) with the same five-fold
cross-validation across the same combinations of target and ML pipeline. This setup
allowed us to compare directly between using a single fixed parcellation versus information across multiple parcellations. Additionally, we also considered a special "All"
configuration, ensembling and selecting across both parcellation and choice of ML
pipeline (e.g., a voting ensemble which averages predictions from SVM, Elastic-Net
and LGBM pipelines, each trained on random parcellations of size 100, 200 and 300).
This configuration provides the potential to exploit information from not just multiple
parcellations, but also the unique information generated from each ML pipeline.

2.4.5

Mean Rank

In order to evaluate and compare across the different binary and regression metrics,
as well as to address scaling issues between metrics (e.g., sex is more predictable than
the ADHD composite score), we adopted mean rank as our ultimate performance
metric of interest (See 2.B.1 for an expanded discussion on why Mean Rank was chosen over the different metrics directly). We computed the relative per-target ranking
across parcellations (or in some cases parcellation-pipeline combinations), where the
parcellation result with the highest score would receive rank 1 (i.e., lower rank better). This metric is therefore sensitive to the collection of included parcellations or
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parcellation-pipeline pairs. Mean rank can also refer to different aggregations of these
base ranks. For example in Figures 2 and 5 an average rank is first computed separately for each pipeline across all the targets, then set as a final mean rank across
pipeline averages. In contrast, for example in the bottom of Figure 2.3, mean rank is
computed directly between pairs of parcellation-pipelines. As a supplement to Mean
Rank, it can be useful in the proper context to consider results by raw metric directly.
We provide results by R2 and ROC AUC on the supplementary materials site as alternate versions of all provided interactive figures and as columns within the detailed
results tables.

2.4.6

Modelling Results

We employ ordinary least squares regression (OLS), as implemented in the python
package statsmodel [242], to model results from the base experiments. Base notation
for OLS equations are written as A ∼ B + C where A is the dependent variable and B
+ C are independent fixed effects. Alternatively if written as A ∼ B ∗ D then D will
be added as a fixed effect along with an interaction term between B and D (equivalent
to alternative notation A ∼ B + D + B ∗ D). If a fixed effect was categorical, then
it was dummy coded and each dummy variable added as a fixed effect. Last, if a
variable was within the brackets of log10(), then the logarithm of the variable with
base 10 was used. For example, if the dependent variable was Mean Rank with fixed
effects of the log of Parcellation Size and which ML Pipeline was used, we would write
Mean Rank ∼ log10(Parcellation Size) + Pipeline.
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2.4.7

Computations

The computations for this work were performed on the Vermont Advanced Computing Core, a high performance computing cluster made available to researchers. All
code and shareable data are available at sahahn.github.io/parc_scaling which further
includes instructions on how to download any non-sharable data.

2.5
2.5.1

Results
Averaged Performance-Size Scaling

The results from the core analysis with a focus on the relationship between performance and number of parcels in each parcellation scheme are shown in Figure
2.2. Specifically, we consider here the mean rankings as averaged across all different base ML pipelines as well as target variables. Notably, the best (lowest) mean
rank observed was the downsampled version of the probabilistic DiFuMo 1024 scale
parcellation, with mean rank 46.88 [56]). The two Freesurfer extracted parcellations
obtained mean ranks of Desikan=142.59 and Destrieux=97.42 [87].
Table 2.3: OLS model log10(mean rank) ∼ log10(size) + parcellation type fit on all parcellation results of size 4,000 and less, corresponding to the results plotted in Figure 2.2. As
parcellation type was a categorical variable, it was dummy coded with Existing type parcellations as the intercept and separate model coefficients (coef.) generated for the additional
parcellation types (Freesurfer, Icosahedron and Random), as well as for Size. Model fit
R2=0.90, F=459.2, P(F)=1.79e-100.

Intercept (Existing)

coef.

std err

t

P>|t|

2.608

0.015

171.426

1.4e-221
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Freesurfer Extracted

0.015

0.042

0.347

0.729

Icosahedron

-0.010

0.026

-0.372

0.710

Random

0.049

0.009

5.574

7.9e-08

Size

-0.275

0.007

-41.940

5.9e-102

We first estimated the range of parcellation sizes where a power-law like distribution best fit the data to be 4000 parcels and fewer (a description of this procedure is
described in 2.B.2 along with an example). In order to model the relationship between
parcellation size and performance while accounting for type of parcellation we fit an
OLS model as, log10(mean rank) ∼ log10(size) + parcellation type, on parcellations
with 4,000 or fewer parcels. Model fit statistics are reported in Table 2.3, where notably the overall model fit was R2=0.90. Of further interest, the estimated coefficient
for parcellation size (i.e., the scaling exponent in a power law distribution) was 0.-2753
and highly significant. The only significant effect for parcellation type was if a parcellation was randomly generated (coef=.0488). No other significant effects between
subgroups of parcellations were found, although this may be due to the small number
of samples in these subgroups (e.g., only 6 icosahedron parcellations). Further, a separate OLS allowing for interactions between the number of parcels and parcellation
type did not reveal any significant interactions. This suggests that researchers using
surface parcellations on structural MRI data should consider primarily the number of
parcels in a parcellation as a proxy for predictive accuracy and, beyond that, select
a parcellation based on its ease of interpretation for their specific research question.
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Figure 2.2: Performance represented by mean relative ranking between 220 parcellations,
against the number of parcels in each parcellation. Shape and shade of each point indicates
the type of parcellation. The inset figure shows the main figure on a log10 scale. Circles
indicate that a parcellation is from an existing source, either static or probabilistic. Plus
markers indicate that the parcellation was randomly generated. Pentagons indicate that the
parcellation represents a down-sampled icosahedron. The two stars indicate the parcellation
values as extracted directly from Freesurfer. Example estimates of R2 and ROC AUC are
also provided on the y-axis as estimated from the means obtained across the 22 regression
or 23 binary target variables of as close as possible to that rank.
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Table 2.4: Summary results from Intra-Pipeline OLS model log10(Mean Rank) ∼ log10(Size)
* Pipeline, as calculated within each pipeline separately. The Intra-Pipeline Model fit was
R2=.877, F=829.6, P(F)=2.74e-262. These results correspond to the top part of Figure
2.3.

coef. std err
Intercept (Elastic-Net) 2.598 0.020
LGBM
-0.032 0.026
SVM
0.310 0.029
Size (Elastic-Net)
-0.265 0.009
Size * LGBM
0.022 0.012
Size * SVM
-0.132 0.012

t
133.247
-1.231
10.801
-30.051
1.923
-10.662

P>|t|
<1e-300
0.219
1.8e-25
2.3e-122
0.055
1.5e-25

Table 2.5: Summary results from Inter-Pipeline OLS model log10(Mean Rank) ∼ log10(Size)
* Pipeline, as calculated only once across all parcellation-pipeline combinations. The InterPipeline model fit was R2=0.921, F=1522, P(F)<1.0e-300. These results correspond to the
bottom part of Figure 2.3

coef.
Intercept (Elastic-Net) 2.884
LGBM
0.017
SVM
0.520
Size (Elastic-Net)
-0.202
Size * LGBM
0.097
Size * SVM
-0.280

2.5.2

std err
0.018
0.025
0.025
0.007
0.010
0.010

t
160.158
0.422
20.432
-27.342
9.267
-26.707

P>|t|
<1e-300
0.673
3.9e-72
2.4e-110
2.7e-19
8.0e-107

Choice of Pipeline

The top panel of Figure 2.3 shows the relationship between observed performance to
number of parcels changes when estimated using different ML pipelines. We estimated
the region where power law scaling holds separately for each of the three pipelines in
order to provide a more fair comparison between pipelines (LGBM: 7-4000, ElasticNet: 7-1500, SVM: 20-4000). The OLS model (Table 2.4) was then fit with only the
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Figure 2.3: The top of this figure, Intra-Pipeline Comparison, shows mean rank for each
pipeline computed relative only to other parcellations evaluated with the same pipeline. Comparisons were made between 220 (i.e., maximum mean rank is 220 or on log10 y-axis 2.34)
parcellations for each pipeline. In contrast, the bottom figure, Inter-Pipeline Comparison,
shows the mean rank calculated between each parcellation-pipeline combination. Comparisons were made between 660 (2.82 on log10 y-axis) parcellation-pipeline combinations. Each
parcellation-pipeline result is colored by its underlying pipeline type, regardless of type of parcellation.
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results within these estimated ranges. The base estimated coefficient for the number
of parcels (Size) was -.2651, similar to the previous estimate. The SVM pipeline
significantly differed from the referent Elastic-Net with coefficient .3104, whereas the
LGBM pipeline did not. These results indicate that there are differences between
the pipelines (i.e., size/scaling coefficient, range of scaling and intercept), as well as
confirm more generally that scaling, albeit with varying degree, holds regardless of
pipeline.
The bottom panel of Figure 2.3 and Table 2.5 show another comparison between
pipelines, but with an alternative definition of mean rank that allows for an interpipeline comparison. Rank here is now relative to all other pipeline-parcellation
pairs (660 total), whereas before ranks were calculated separately for each pipeline.
The base size coefficient (Elastic-Net slope) was -0.203, differing significantly in the
interaction term for both SVM -0.2804 and LGBM 0.0973. The estimated intercept
(Elastic-Net), 2.886, significantly differed only for the SVM pipeline (coef=0.521)
and not the LGBM pipeline. A potential point of interest is the area around size 100
where the line of fit for the Elastic-Net and SVM based results intersect, marking
a transition point where the SVM starts to outperform Elastic-Net based pipelines.
We note that while internal scaling (i.e., that some relationship between performance
and size holds despite choice of pipeline) may be mostly consistent, as shown in the
top of Figure 2.3, when allowing for explicit comparisons between pipelines we find
significant differences in both performance and the slope of size to performance.
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Figure 2.4: This figure shows for each parcellation the computed log10 mean rank across
pipeline for each of the 45 target variables (blue circles markers), as well as the mean
rank across all targets and pipelines (orange X markers). Results are plotted on the x-axis
according to their log10 number of parcels in the corresponding parcellation.
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2.5.3

Variation Across Targets

Whereas the previous figures showed mean rank computed across all target variables,
Figure 2.4 shows the extent to which the results varied across the 45 different target
variables. Notably, we can compare the model fit of a simple OLS model, log10(Mean
Rank) ∼ log10(Size), between the target specific ranks (R2=0.482) and the mean
across targets (R2=0.883). That is to say, the degree to which the performance gains
are explained by parcellation size are more consistent on average, but case to case
exhibit more variance. Visually, the observed variance, or rather deviance of target
specific ranks from the mean, appears to increase at larger parcellation sizes.
To formally characterize the general pattern of increasing spread in mean rank
(across targets) as the number of parcels grows, we first calculated the interquartile
range (IQR) of log10 mean rank at each unique parcellation size. Next, we fit an
OLS model, IQR ∼ log10(Size), with fit R2=0.796, F=312.3, P(F)=2.38e-29, and
significant size coefficient (slope) of 0.176. A more detailed breakdown of this model
is included in appendix section 2.C.1. Further, results by different target variables
and how they may differ by phenotype, including an interactive figure, can be found
on the supplemental website.

2.5.4

Single vs. Multiple Parcellations

Figure 2.5 compares single parcellation results versus different types of multiple parcellation results. Size, as plotted on the x-axis, for ensemble based parcellations was
calculated as the sum of base parcels used, which was done in order to capture the
total number of unique parcellations contributing to that predictive model. Alterna48

Figure 2.5: This Figure shows for each parcellation the computed log10 mean rank across
pipeline for each of the 45 target variables (blue circles markers), as well as the mean
rank across all targets and pipelines (orange X markers). Results are plotted on the x-axis
according to their log10 number of parcels in the corresponding parcellation.

Table 2.6: OLS model log10(mean rank) ∼ log10(size) + Is Ensemble fit on all results as
plotted in Figure 2.5. Model fit R2=0.96, F=3211, P(F)=2.5e-283.

coef. std err
Intercept (Not Ensemble) 2.786 0.011
Is Ensemble
0.615 0.046
Size
-0.164 0.005
Size * Is Ensemble
-0.281 0.014
Size * LGBM
0.097 0.010
Size * SVM
-0.280 0.010
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t
248.940
13.348
-36.167
-19.696
9.267
-26.707

P>|t|
<1e-300
5.6e-34
2.4e-129
3.5e-61
2.7e-19
8.0e-107

tively, the sizes for the "Grid" hyper-parameter based results were set to match the
largest size parcel considered as ultimately only a single parcellation contributes to
the prediction. With the introduction of the multiple parcellation strategies, we can
now test the following four ideas:
1. Are ensembles of parcellations better than non-ensembled strategies?
The results from Table 2.6, specifically the interaction between size and if ensemble based, indicated that ensembles of parcellations were better than the
single parcellation based results.
2. Are voting or stacking based ensembles better?
An OLS model fit on only the subset of ensemble results found no significant
differences between the voting and stacking based ensembles (p>|t|=0.320).
3. Are ensembles of fixed size random parcellations or random parcellations from
a range of sizes better?
A significant reduction in performance was observed when parcellations were
sourced from across sizes vs. from fixed sizes (across sizes coef.=0.141, relative
to fixed sizes intercept=3.276).
4. Does the "Grid" hyper-parameter based multiple parcellation selection perform
better than selecting a single random parcellation of similar size?
An OLS model fit on a subset of just the "Grid" and random parcellation results
between sizes 100 and 1200 indicated that there were no significant differences.
Full ensemble specific results and OLS model details can be found in the supplementary material at sahahn.github.io/parc_scaling/ensemble_comparison, and full
grid vs. random at sahahn.github.io/parc_scaling/grid_vs_random.
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2.5.5

Highest Performance

The subsets of results plotted in Figure 2.6 were chosen to highlight the best performing individual results as identified throughout the previous analyses, as well as
introduce the results from the special "All" ensemble. In summary, the SVM outperformed other pipelines in the inter-pipeline comparison (Figure 2.3) and existing
parcellations outperformed randomly generated ones (Figure 2.2), which is why the
subset "SVM Non-Random Existing" was included. Similarly, an inter-pipeline comparison was conducted for the ensemble based results, which suggested the SVM based
ensembles had better performance relative to the other pipelines beyond size 500 (see
sahahn.github.io/parc_scaling/ensemble_by_pipeline). Last, we included the "All"
ensemble, which as expected performed as well or better than the SVM based ensemble (as it has all of the same base ensembled pipelines). Combined, these subsets of
results highlight the best performing strategies across different spatial scales.

2.6

Discussion

The current study tested the impact of parcellation choice as a factor in out of sample
performance across a variety of target variables using structural MRI data. To do this
we estimated the 5-fold predictive performance across different combinations of parcellation and ML pipeline for all target variables. Across all combinations, we found
that, in general, parcellations with more parcels performed better than those with
fewer parcels up to about 4,000 parcels, although at the expense of greater variability
in performance. The increase in performance as the number of parcels increases can
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Figure 2.6: This figure plots the mean ranks as computed between a specially chosen set of
high performing parcellation-pipeline results. This subset includes foremost results from the
"All" ensemble (blue diamond), where a single ensemble is used to combine predictions from
Elastic-Net, LGBM and SVM pipelines all trained on the same set of fixed-size parcellations
(across size parcellation ensemble results not included here). Further, results from just the
fixed size SVM ensemble are shown (orange plus), as well as the single, non randomly
generated, parcellation results from just the SVM based pipeline (green circle). Results are
plotted by the number of parcels on the x-axis, along with a log10-log10 inset version of the
same plot. Example estimates of mean R2 and ROC AUC are also provided on the y-axis
as estimated across only the regression or binary target variables from parcellation results
as close as possible to that rank.
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be well characterized by a power law scaling relationship (i.e., diminishing returns to
gains in performance as resolution increases). We also found that pre-existing parcellations based on cytoarchitecture or functional MRI performed better than randomly
derived parcellations of comparable size, suggesting merit to existing parcellation
schemes. However, pre-existing parcellations tended to have fewer parcels than our
results suggest will perform best. Among the ML pipelines and strategies tested,
SVM based pipelines had the best predictive performance, although this could be
further improved by ensembling over multiple parcellations and/or pipelines.
One of the key goals of this work was describing the relationship between spatial
scale (i.e., number of parcels) and predictive performance. Based on our results, this
relationship appears to follow a power-law scaling, although the details of this scaling
can vary with choice of pipeline and parcellation strategy. We identified scaling
across roughly 3 orders of magnitude (∼10-4000) with coefficients between 1/4 and
1/3 (exact coefficient dependent on specific setup). We further tested how stable
this relationship was when compared in an intra-pipeline fashion, finding that the
general pattern was preserved. That said, the SVM-based results varied significantly
from the other two pipelines, with a steeper estimated scaling coefficient and a larger
estimated region of scaling.
There are several possible reasons for the increase in predictive performance with
parcellation resolution. First, we note that by "applying" parcellations within the
context of the analyses above, we are simply taking the mean value across a contiguous
region of vertices. That means that when the region of interest is centered on a
non-homogeneous area that the mean value of the region will essentially have added
noise. Therefore by increasing the resolution of the parcellation, with a larger number
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of smaller parcels, each parcel will be less likely to span across multiple distinct
structures (i.e., "true regions"). That said, once the resolution becomes too fine
grained, subdividing true regions of interest can also introduce noisy estimates.
The very existence of a tightly knit scaling between parcellation granularity and
out-of-sample phenotypic predictive performance may itself be meaningful, regardless
of the exact scaling or range of scaling. Because existing parcellations have a relatively
small number of parcels, this scaling suggests that commonly employed parcellations
may be too coarse to capture some important inter-individual phenotypic variance.
In other words, up to a certain resolution there is still valuable information lost due
to averaging over too large an area, potentially containing distinct functions. This
increasing marginal utility of smaller and smaller brain regions is fully compatible
with the view of the brain as a "hierarchically organized system", where meaningful
cortical areas can be composed at multiple resolutions [74]. In this sense, as the
number of parcels increases it may provide a better mapping onto different resolutions
of "true" cortical areas. For example, a small number of parcels may only be capturing
differences at the highest hierarchical level, but as more parcels are added the gains in
performance we found may represent a mapping onto the next meaningful hierarchical
resolution of cortical areas.
The observed scaling between performance and size can also be used to inform
practical recommendations for researchers. First, we note that current common practices with respect to choice of parcellation may not fully be exploiting all available
predictive information. As a representative case, we focus on the results from the
two FreeSurfer extracted sets of ROIs. As shown in Figure 2.2, we note that the observed mean rank for both FreeSurfer based parcellations are almost fully explained
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by their number of parcels (Desikan - 70, Destrieux - 150) and their status as an
existing parcellation. For these and other existing parcellations commonly used, their
inability to exploit all predictive information therefore comes down primarily to the
number of unique ROI’s. Therefore, when prioritizing predictive capability, a simple
heuristic is to select the highest possible resolution parcellation, in this case Destrieux
over Desikan. Importantly, the diminishing returns nature of the scaling relationship
(e.g., consider relative performance gains between sizes 100 to 3000 vs. 3000 to 4000)
as well as the region where scaling ends (e.g., 20,000 parcels likely performs worse
than 3000), should also be taken into account.
Notably, it is not necessarily true that parcellations with a higher number of
parcels will always perform better. For example, comparing between randomly generated parcellations and existing literature-based parcellations revealed consistently
better performance for existing parcellations. This could suggest that, on average,
the existing theory-based parcellations map better onto meaningful neuroanatomy
relative to parcellations designed by chance, speaking to the importance of considering the structural and functional organization of the brain in creating a parcellation."
While there is to our knowledge little prior work directly investigating the use of
functional parcellations for use with sMRI data, our current work in fact provides
evidence that functional parcellations are not just relevant for sMRI analyses, but in
most cases more competitive. Different phenotypes of interest also vary in how much
they follow the observed scaling relationship. We also found an interesting increase
in spread of mean ranks as the number of parcels grew, where not only the mean rank
increased but also the inter quartile range at each size increased. This behavior is
likely a result of the distributed and complex brain-based nature of the phenotypes
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studied, where different targets may have different optimal resolutions. That said,
the pattern in the average case remains clear and, we argue, is still meaningful despite
recognizing that variation exists across possible phenotypes.
We also explored the influence of choice of ML pipeline. For parcellations larger
than size ∼100 the SVM based pipeline outperformed all other pipelines, with the
Elastic-Net the best at smaller sizes. The LGBM tree-based pipeline was not competitive at any size, an observation in line with recent work based on sMRI data
from UK Biobank participants [240]. We further ruled out the hypothesis that the
SVM’s comparative scaling was driven by unique access to a nested front end feature
selection. While perhaps interesting conceptually, treating choice of parcellation as a
nested hyper-parameter, in practice, yielded lackluster results, especially when compared with the ensemble based methods. We observed that this approach fell closely
in line with expected random parcellation performance at the same size. In contrast,
we observed a significant performance improvement from the multiple parcellation
ensemble-based strategies when compared to the single parcellation only results. Notably, the ensemble-based random parcellations continue to exhibit scaling beyond the
∼4000 range where scaling was estimated to have ended with respect to the analyses
with single parcellations. These results establish the merit in constructing ensembles
across multiple parcellations to achieve maximal predictive performance. Specifically,
we found no significant differences in predictive performance between the voting and
stacking ensemble approaches tested. We did observe significant differences between
ensembles with random parcellations of the same size versus ensembles with parcellations of multiple sizes, in this case finding that the fixed size parcellations on average
performed better. Therefore, to maximize predictive performance and computational
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demands, we recommend that, of the ensemble methods tested, fixed size parcellations
with a voting ensemble be used in future work.
One obvious potential explanation for the observed ensemble performance gain
is that it is due solely to an inherent utility of ensembling, which has been shown
to reliably increase performance across a wide range of ML applications [67, 297].
On the other hand, ensembles as employed in this work are specifically designed to
capture information from multiple overlapping parcellations. It is plausible that the
performance boost obtained by this methodology may be related to the boost from
increasing resolution; this could indicate that the "true" best parcellations are not
uniform and universal. Instead, by allowing overlapping parcellations, more predictive information can be extracted despite noisy ground truth data. Alternatively, it
could also be that ensembling over multiple views or sizes provides benefit by forcing
different classifiers to exploit different unique predictive signals [10]. The cortical surface exhibits high covariance between different brain regions on measures employed
as input features (e.g., cortical thickness); it may therefore be reasonable to assume
that there is more than one multivariate predictive pattern capable of performing
well out of sample on the target of interest [9]. If this is the case, then different
instances of random parcellations may help base estimators of the ensemble learn
distinct predictive patterns that when combined can improve predictive power.
Throughout this work, different strategies and algorithms outperformed others
at different spatial scales. The two top performing strategies were the SVM based
pipeline with existing parcellations and an ensemble combining the three ML algorithms (the "All" ensemble) with randomly generated parcellations of the same size.
The "All" ensemble results in particular were interesting as they were both the most
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complex, where predictions were averaged across multiple combinations of pipeline
and parcellation, but were also consistently the highest performing. Despite the noted
variability across targets and noting that one parcellation / algorithm will never always provide the best performance, we still believe it useful to characterize the general
patterns which influence performance [281]. In this case, we draw attention to the
relative merit of SVM based pipelines, non-random individual parcellations, and ensembling across multiple parcellations and / or ML algorithms.
In practice, a researcher’s choice of parcellation often does not solely prioritize
predictive performance. Instead other key influences include interpretability and computational resources. As parcellation resolution increases, the number of regions to
interpret as well as runtime for the analysis will scale accordingly. Using a parcellation with well known regions, and a strong connection to the existing literature,
allows for easier interpretation of feature importances, particularly if the parcels are
defined by aspects of the brain’s structure and function. Runtime and memory requirements are also influenced greatly by choice of algorithm. For example, on a
machine with 8 cores and 8GB of RAM, an iteration of the 5-fold cross-validation
with Elastic-Net and 200 parcels required around 15 minutes to run compared to an
SVM and 2000 parcels which required around 15 hours to run. Likewise, evaluations
can quickly grow intractable; for example, on a machine with 4 cores and 256GB of
RAM, employing non parcellated vertex-level data directly (59,412 "parcels") required
over a week to finish even a single of the five folds. Further, based on our findings
where performance stops improving on average after around 4,000 parcels, we find
it unlikely that a voxel-wise or vertex-wise analysis would perform contrary to the
observed scaling. We discuss trade-offs with respect to interpretability in more detail
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in appendix section 2.B.3, and trade-offs with respect to runtime in appendix section
2.C.2.
Extensions of the present study beyond structural MRI to other MRI modalities
represents a potentially interesting future direction, especially in the case of functional
connectome data where features grow exponentially with number of regions. Likewise,
it is unknown if the current findings apply to segmentation based on volumetric data.
Other possible extensions could be to investigate further how results change if each
structural metric (i.e., thickness, surface area, etc) were treated independently, with
for example ensembles over structural metric specific ML pipelines. Another factor is
that neuroimaging based ML has been shown to exhibit a performance to sample size
scaling, where larger samples, up to a certain point, can continue to yield performance
boosts [240]. As such, it is important to note that the influence of sample size on
the observed parcellation performance scaling remains unknown. As the current work
uses samples of around 7,500 in each fold, it is not clear from current results how well
the observed performance-size scaling will hold for smaller studies. Another future
direction could be to test different ML estimators, for example deep learning based
algorithms that may exhibit different scaling, as they can in theory better handle
data with structured high dimensional feature spaces [4, 122].

2.7

Conclusion

In testing a variety of parcellation schemes and ML modeling approaches, we have
identified an apparent power law scaling of increasing predictive performance by increasing parcellation resolution. The details of this relationship were found to vary
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according to type of parcellation as well as ML pipeline employed, although the general pattern proved stable. The large sample size, range of predictive targets, and
collection of existing and random parcellations tested all serve to lend confidence to
the observed results. Researchers selecting a parcellation for predictive modeling may
wish to consider this size-performance trade-off in addition to other factors such as
interpretability and computational resources. We also highlighted important factors
that improved performance above and beyond the size-scaling, for example, finding
that existing parcellations performed better than randomly generated parcellations.
Further, we demonstrated the benefit of ensembling over multiple parcellations, which
yielded a performance boost relative to results from single parcellations.
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Appendix

2.A
2.A.1

Data Processing
Image Concatenation

Figure 2.A.1 shows a brief example outlining how from a subject’s MRI outputs
of a modified HCP style pipeline, their modalities their left and right hemisphere
curvature, sulcal depth, cortical thickness and unsmoothed myelin map are generated,
each in the standard FS LR 32k vertex space. Next, per participant, these value are
concatenated together into a single input data array.

2.A.2

Outlier Removal

All outlier processing was done with the python library Brain Predictability toolbox
(BPt). First, in order for a participant to be included, they must have had no missing
data across each input modality. Automated outlier detection was then performed
on the different Input Data surfaces. The goal of outlier detection in this context
is to try and detect which subject’s data were fully corrupted for some reason, for
example maybe a problem occurred during automated registration of the data. To
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Figure 2.A.1: Example showing how surfaces extracted from an image are then concatenated
per modality into one input array per participant.
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this end we employed a standard deviation based outlier detection method on each
sMRI modality separately.
For myelin, thickness and sulcal depth, we first generated a single summary measure of the standard deviation of each participants data across all vertex. This summary measure was then used to identify outliers, by marking outliers as participants
whose summary measure greater than or less than 10 standard deviations from the
mean (across all participants summary measures). For curvature, we found that a
more procedure was necessary, where we sequentially applied the 10 standard deviation outlier filtering to three different summary measures across vertex values of
curvature. These were the minimum value, the maximum value and then the standard
deviation (same as the other three). This sequential procedure allowed for removing
strange outliers that existed at different extreme scales. Any participant marked as
an outlier for any of the modalities was dropped.
Then, for all included target variables, we checked to see if there were any extreme values. We employed standard deviation based filtering to this end, dropping
individually (setting to NaN) any values for continuous variables which were greater
than or less than 10 standard deviations from the mean. We did not perform any
outlier filtering on binary variables except in setting any values that were not one of
the binary values to NaN.

2.A.3

Is Target Predictive

In order to establish if potential target variables were predictive or not, we conducted
a front-end test on a subset of data. First a larger list of possible representative
variables was sourced from "Recalibrating expectations about effect size: A multi64

method survey of effect sizes in the ABCD study" [198]. A subset of around 2000
participants was then identified as participants with no missing values across all
possible target variables. Next, the Destrieux FreeSurfer extracted ROIs were used
used as input features within a 5-fold cross validation framework to try and predict
out of sample each potential variable. A ridge regression model with nested random
choice over 32 values of regularization, along with front-end robust input scaling was
used as the predictive ML pipeline (implemented and evaluated with BPt). Regression
models with R2 as the metrics of interest were used for continuous variables, ROC
AUC for binary variables and matthews correlation coef. for categorical variables
(these types were auto-detected by BPt). Within this framework we then established
variables as "predictive" only if they had a performance metric > than the null for
that metric + the standard deviation across five folds (e.g., for R2 needs an R2 > R2
std, but for ROC AUC needs ROC AUC > .5 + ROC AUC std).

2.A.4

Resampling Parcellations

For this project we gathered a large collection of different Existing Parcellations,
which often required various resampling procedures depending on their native space
and type (e.g., "Hard" vs. "Soft"). The different procedures decided upon are listed
below. That said, some parcellation were already in this space and only needed
minimal pre-processing (e.g., converting from saved matlab arrays, or concatenating
left and right hemisphere split files).
For resampling from fsaverage surface space to the desired fs LR 32k space, we
used tools available from the Human Connectome Project Workbench [172]). This
command is fairly straightforward, with an alternate flag for resampling each parcel
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Figure 2.A.2: Slices from the full Brainnetome parcellation in standard volumetric MNI
space.

of a probabilistic parcellation separately. Once in fs LR 32k space we further masked
out the medial wall for all parcellations according to the defined medial wall in fs LR
32k space.
On the other hand, for parcellations which were originally in a standard volumetric
space, the procedure employed was a bit more complex as well as partially novel.
Presented here is an example of this procedure, in which we will use The Brainnetome
parcellation [82], as it is as an example of a static parcellation originally in volumetric
space that must be resampled to fs LR 32k surface space.
To re-sample static / "hard" volumetric parcellations, we first converted them to
"soft" parcellations, in practice treating each region of interest as a separate volume
(where that region is labelled with 1 and everywhere else 0). Where for example see
Figure 2.A.3 shows a single region of interest.
These separate volumes are then individually resampled using Registration Fusion
a technique from Wu et al. [284]. The result of this resampling is that ROI as projected
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Figure 2.A.3: The first ROI in standard volumetric MNI space of the Brainnetome atlas.

to fsaverage space.
Next, each ROI is resampled from fsaverage space (Figure 2.A.4) to fs LR 32k
space (Figure 2.A.5) in the same manner as with surfaces originally in fsaverage
space.
The above process is repeated for all ROIs separately, then in order to re-combine
them, a simple argmax operation is carried out across all separate ROI’s surfaces,
where each vertex is assigned to the ROI with the highest value.
Lastly, the medial wall is masked out, according to the medial mall defined by FS
LR 32k space (from Figure 2.A.6 to Figure 2.A.7).
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Figure 2.A.4: Example of the first ROI from the resampled Brainnetome atlas in standard
freesurfer surface space.
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Figure 2.A.5: Example of the first ROI from the resampled Brainnetome atlas in standard
fs LR 32k surface space.
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Figure 2.A.6: Example of resampled Brainnetome from volumetric to fs LR 32k standard
surface space, with medial wall still present.
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Figure 2.A.7: Example of final resampled Brainnetome from volumetric to fs LR 32k standard surface space.
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Figure 2.B.1: Fake brief example showing how mean rank is computed and used.

2.B
2.B.1

Analysis Choices
Mean Rank

The measure of performance presented within with project is typically in terms of
"Mean Rank". This measure can be potentially confusing as it can change subtly from
figure to figure. In the most simple case though, Mean Rank, is as the name suggests,
just an average of a parcellations ranks, where a parcellations rank is generated by
comparing its performance to other parcellations (when evaluated with the same ML
Pipeline and for the same target variable). For example consider the highly simplified
example below 2.B.1:
In this case, rankings are computed across three different parcellations, each which
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have just a generic "score" (which in the rest of the project depends on if the target
variable is binary or regression, but in both cases higher is better). Then rankings are
assigned individually for each of two target variables, here just Target 1 and 2, where
the parcellation with the highest score gets Rank 1, then the parcellation with the
next highest score gets rank 2 and so on. Mean Rank can then be computed across
in this case the separate ranks for each of the two target variables. Or for example,
Mean Rank could be computed both across different Target Variables and / or across
different ML Pipelines, depending on the specific figure or subset of results.
A key benefit of Mean Rank over employing metrics like R2 directly is that we
can now compare across both different binary and regression metrics, as well as to
address scaling issues between metrics (e.g., Sex at Birth is more predictive than
KSADS ADHD Composite).
In some degenerative cases Mean Rank has the potential to hide information about
magnitude of difference, but in general when computed over a sufficient number of
comparisons (in this case different parcellations) then this will be less of an issue.
For example consider that if two parcellations varied only by a very slight amount in
performance, then their mean rank as computed across many target variables would
end up being very close, as each each evaluated target will be noisy. On the other
hand, if a parcellation outperforms another by a large amount across a large number
of target variables, then this will be accurately reflected as the better parcellation
obtaining a much better Mean Rank. The core idea here is that if the difference in
performance is too small between two parcellations, i.e., not actually better, then
Mean Rank when computed across enough individual rankings will correctly show
the two parcellations to have equivalent rank.
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That said, while the magnitude of differences in performance is partially preserved
by using R2 and ROC AUC directly, this information becomes muddled if not fully
corrupted when averaging across multiple target variables. The reason why this occurs
is the same as discussed earlier with respect to the different scaling of predictability
for different target variables. We would even go so far as to argue that any remaining
information of the magnitude of differences left after averaging across multiple targets
is potentially misleading, not just less informative. This point is also directly related
to the notion that the results when presented as mean rank have lost their immediate
connection to a standard reference, whereas the averaged R2 and ROC AUC results
have not. We note that when averaging across 22 or 23 variables, mean R2 or mean
ROC AUC also loses its intuitive reference.

2.B.2

Powerlaw Scaling

The power law relationship that we are interested in studying within this work is
one between mean rank and parcellation size. A key trait of powerlaw distributions,
especially those noted within this work, are that they only exist or are observed
within a certain range. That is to say, their exists a region of parcellation sizes in
which a relationship might hold, but this will not extend infinitely. For example let’s
consider the figure from Intro to Results which shows the log10-log10 results from
the Elastic-Net and randomly generated parcellations. A line of best fit is included
according to an ordinary least squares (OLS) regression, formula log10(Mean Rank)
∼ log10(Size), see Figure 2.B.2.
The first thing that stands out from this figure just visually is that the initial linear
pattern continues until about 103̂ and then plateaus, followed by spiking upward. The
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Figure 2.B.2: Example showing line of best fit from OLS for log10(Mean Rank) ∼ log10(Size)
on an example problem.
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idea here is that the spike at the end represents sizes where the powerlaw distribution
fails to hold, and therefore those results start to mess up the clean linear relationship
visible in the smaller sizes (and also the OLS fit at R2=.824). We can also not visually
that because of the jump at the end, the plotted line does not follow the observed
results very well.
What if we could instead just the model the results up to about size 103̂? The
problem here is how do we decide on that number, as just sort of eye-balling the log10log10 plot is not exactly rigorous and reproducible. Instead, we must first introduce an
automated way of estimating the region where the powerlaw relationship holds. The
fundamental idea is we will be comparing how well different samples of the observed
data fits to the expected powerlaw distribution.
As a first pass, we start by determining the lower threshold, that is to say, the
cut-off where sizes below a threshold should not be included. We then apply this
threshold and next calculate the upper threshold in the same manner. The order
here was decided arbitrarily, but hopefully should not influence the results too much.
We then check the KS Statistic between the real data and the expected distribution, specifically:
1
2
3

from scipy.stats import linregress, kstest
import numpy as np

4
5
6
7

# xs are the sizes and ys are the mean ranks
# we first fit a linear regression on the log10 of each
r = linregress(np.log10(xs), np.log10(ys))

8
9
10
11

# We can then compute the predicted points under the assumption
# that these real data points perfectly fit a powerlaw distribution
p_ys = 10**(r.intercept) * (xs **(r.slope))

12
13
14

# Lastly, we compute the KS statistic between the real and expected fit
k = kstest(ys, p_ys).statistic
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Figure 2.B.3: Example showing line of best fit from OLS for log10(Mean Rank) ∼ log10(Size)
on an example problem, but now the fit is truncated.

We compute the KS Statistic first for all data points, then all but the smallest,
then all but the second smallest and so on up until at most the smallest 1/4 are
removed. The threshold, in this case the lower threshold, is then determined by
selecting the subset of data which minimizes the KS statistic. When computing the
upper threshold the same procedure is repeated except with the largest data points
and with the lower threshold already applied.
Returning to the example from earlier, if we run the described procedure, we can
then plot just the OLS fit from between the two automatically computed thresholds
on Figure 2.B.3
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We can now see that the line matches much closer to the data-points (R2=.926)
as well as matches roughly to the visually / intuitively defined threshold. Correctly
identifying this region is important because it greatly influences the estimated slope
or exponent of power-law scaling, and also practically it helps to identify where performance actually gets worse when adding more parcels.
The whole relevant code for computing this is now defined in the following two
functions, get divergence.
1

def get_divergence(ij, in_xs, in_ys, plot=False):

2
3

i, j = ij

4
5
6

if i < 0 or j < 0:
return 10000

7
8
9
10

j = -j
if j == 0:
j = None

11
12
13

xs = in_xs.copy()[i:j]
ys = in_ys.copy()[i:j]

14
15
16

# Estimate fit
r = linregress(np.log10(xs), np.log10(ys))

17
18
19

# Get points from what should be fit
p_ys = 10**(r.intercept) * (xs **(r.slope))

20
21

k = kstest(ys, p_ys).statistic

22
23
24
25

if plot:
plt.scatter(xs, p_ys)
plt.scatter(xs, ys)

26
27
28

# Return kstest
return k

And the sub method get min max bounds.
1

def get_min_max_bounds(r_df, plot=False):

2
3
4

# To array
xs = np.array(r_df['Size'])
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5

ys = np.array(r_df['Mean_Rank'])

6
7

up_to = len(xs) // 4

8
9
10
11
12

# First estimate lower bound
options = [(i, 0) for i in range(up_to)]
divergences = [get_divergence(o, xs, ys) for o in options]
i = options[np.argmin(divergences)][0]

13
14
15
16
17

# Estimate upper based on lower
options = [(i, j) for j in range(up_to)]
divergences = [get_divergence(o, xs, ys) for o in options]
j = options[np.argmin(divergences)][1]

18
19
20

if plot:
get_divergence((i, j), xs, ys, plot=True)

21
22

return i, j

2.B.3

Interpretability

A natural benefit inherent in some existing parcellations is their popularity and
widespread usage, which means named regions can be easily compared to prior literature employing that same atlas. For other parcellations, random or existing, it
may instead require back-projecting feature importances to vertex surface space and
interpreting values in this space. Similarly, instead of back-projecting feature importances, the parcellation itself can be automatically compared with a well known
parcellation and region names assigned as combinations of well known regions.
Choice of pipeline will also influence how easily feature importances can be obtained, for example the Elastic-Net has associated beta weights and LGBM based
pipeline a few different, although imperfect, measures of built in feature importance.
The SVM based model though, since it employs the nonlinear radial basis function
kernel, does not compute any built in measures of feature importance. Instead, a
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model-agnostic method must be used in order to derive feature importances. While
these methods have their own trade-offs, there is certainly a growing interest in developing approaches to explain the outputs from "black-box" models [11, 169, 216].
Similar to the choice of pipeline is the choice of whether to ensemble over multiple
parcellations. Where if an ensemble method is used, then interpretation is generally
made more complex. However, for the voting ensemble, feature importances from
the sub-model can be simply averaged, whereas for the stacking based ensemble a
weighted average, according to the stacking models beta weights, can be used. In
both cases, the use of permutation based feature importance can further be employed,
allowing for the calculation of feature importances from base estimators without built
in measures of importance. This idea is further expanded upon and implemented
within the Python library Brain Predictability Toolbox (BPt) [115]. We provide an
example jupyter notebook exploring in depth some of the different options for back
projecting feature weights across all the different kinds of base estimators, ensembles,
and parcellations considered in this project. An HTML version of this notebook is
available at https://sahahn.github.io/parc_scaling/back_projection_examples.html.

2.C
2.C.1

Results
Increasing Variation

An interesting trait of Figure 2.4 is a shallow observation that as parcel size grows,
the spread of values appears to increase. In other words, the largest sizes may have
the highest mean rank but they also have the highest variability. We can formalize
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Table 2.C.1: Results from the variation across target extra analysis model IQR ∼
log10(Size), with a fit of R2=0.788, Prob(F-statistic)=2.39e-27. This table presents detailed information on the statistical fit across each model parameter.

coef
std err
Intercept -0.1946
Size
0.1740

t
P>|t|
0.024 -7.993
0.010 16.829

[0.025 0.975]
0.000
-0.243
0.000
0.153

this by computing the inter quartile range (IQR) at every unique size. We can then
model this increasing spread as: IQR ∼ log10(Size). These results are presented
below in Table 2.C.1 and plotted in Figure 2.C.1.

2.C.2

Runtime

The ML methods, at least those used in this project, scale differently with respect to
the number of input features. This scaling is therefore influenced by the the scale of
the parcellations used as those with more parcels will produce more input feature and
that will effect the computational resources needed to perform ML. We will consider
in this section the influence of different parameters on runtime, noting of course that
these times are with performance optimizations applied (see appendix section 2.D for
more information on these optimizations).
Caveat: In viewing plots of runtime it is important to remember that they may
be biased in different ways given some of the quirks of the job submission system. For
example, for parcellations with a small number of parcels, cluster jobs were typically
submitted with lower resources and number of cores, therefore in the plot below where
by plot only results run with 8 cores, it is important to keep in mind that most of
the smaller parcellations were likely run with 4 or less cores.
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Figure 2.C.1: Results from the variation across target extra analysis model IQR ∼
log10(Size) as plotted.
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Figure 2.C.2: This plot shows violin plots of runtime as broken down by ML Pipeline on a
subset of only jobs run with 8 cores and only jobs from the single parcellation base experiment. Parcellation size in the plot below is also rounded to the nearest 500.

In general you will notice with the plot presented in Figure 2.C.2 that parcellations
with fewer parcels run much quicker, but also note that jobs with 8 cores were rarely
used to run very small parcellations. The other interesting piece of this plots is how
runtime changes based on the pipeline used, with the general pattern being ElasticNet is quickest, followed by LGBM, then SVM. The Elastic-Net times are interesting
though as they are bi-modal, this is because the binary version on average took longer
than the regression version.
Contrast the 8-core jobs plot with the same plot but for only jobs run with 4 cores
in Figure 2.C.3.
The jobs with 4 cores cut off at 4000, and as we can see the distribution extends
all the way to the limit here. This indicates that these jobs took up to the maximum
amount of time (up to 30 hours for each of the 5 folds.) We also notice an interesting
pattern at sizes 1000 and 1500 where the distributions cut off suddenly at 30 hours.
This is happens because parcellations at that size are submitted with all 5 folds in
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Figure 2.C.3: This plot shows violin plots of runtime as broken down by ML Pipeline on a
subset of only jobs run with 4 cores and only jobs from the single parcellation base experiment. Parcellation size in the plot below is also rounded to the nearest 500.

one job, so jobs that took longer than 30 hours just simply failed and were likely
completed by a job with 8 or more cores instead.
Runtime for the Multiple Parcellation based strategies is more difficult to visualize
due to the extensive caching that was employed (see section 2.D.3).
There are also upper limits of runtime complexity to consider. We originally
planned to run experiments on the highest resolution data available, this is the vertex
level data directly, but ultimately where unable to finish any of the experiments
(except the Elastic-Net based pipeline for regression targets only). The rest of the
configurations, even running just a single of the 5 fold evaluations with up to 4 cores
and up to 256GB of memory, were unable to complete within a week (the maximum
time limit on the cluster) or failed due to memory constraints. The caveat here is that
the algorithms and implementations we used were not necessarily designed for such
high input data. If one were interested only in performing ML on vertex-wise data
there are specially designed implementations of some algorithms which may be far
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more suitable. On the other hand, even if prioritizing performance, our current work
shows that employing vertex-data directly may not even be necessary, as maximum
performance (i.e., the end of the power law size scaling) can be reached with between
103 and 104 parcels.

2.D

Optimizations

These experiments were extremely computationally intensive to run, thus requiring
a number of optimizations. Even just the base experiment required running 148,500
(220 parcellations * 45 targets * 3 pipelines * 5 evaluation folds) combinations! Which
isn’t even considering the multiple parcellation strategies or that each of the pipelines
hyper-parameter searches required training 180 different models.
The main overarching optimization / just thing that even made this at all possible was that the Vermont Advanced Computing Core was used to run all of the
experiments, which is a supercomputer. Even so, there are a number of other key /
interesting optimizations made. This page will discuss some of the optimizations we
made that allowed us to actually finish these experiments / waste less resources.

2.D.1

Flexible Submission System

At first the idea of submitting jobs seems relatively easy, as essentially there are just
a number of fixed configurations to run. We just need to run the "submit.py" file with
all the choices of parcellation, model and target. Easy, just submit with 3 nested
loops and done... except it turns out it isn’t nearly that simple.
The most fundamental problem relates to the different computational resources
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required by each combination. As it turns out, all three of the parameters of interest
end up changing the resources needed, and all in different ways. The new problem
we end up with is then how do we submit all of these different combinations, some of
which can be run with a single core and a GB of memory in 10 minutes, and some of
which will take 30 hours and 20+ GB just to run a single of the 5-folds?
The other points of interest when running these experiments were runtime, that
is to say getting results ASAP, and using as little resources as possible, as the cluster
is a shared resource / using more resources hurts priority queue scores. Lastly, we
were also interested in a system which required little to no manual intervention or
babysitting.
The solution we built is based off of a randomized submission system. The core
idea is that when a SLURM job is submitted, the first thing that job does is select a set
of parameters (target, pipeline and parcellation) from a pool of options. This pool of
options by default is just all of the remaining not finished options, but in order to add
flexibility to different runtime consideration can be through passed input arguments,
set when submitting the job, to restrict the pool of options in different ways (e.g., to
just a specific pipeline).
This base randomized submission systems has a few really nice traits:
An arbitrary number of SLURM jobs can be submitted at any given time. Given
that the cluster this was run on is shared by a number of other users, this was
especially helpful as it let us submit large numbers of jobs during low usage times,
and fewer jobs during periods of high use.
The system is flexible to failure. This is actually really important as ahead of
time it is hard to know which configurations will fail. When a certain configuration
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fails though, it will be saved to an errors log and then just re-added to the pool of
available jobs. In practice this means that without knowing ahead of time which jobs
will fail, we could submit a first pass with a large number of low resource jobs. Then
just a second pass with fewer high resource jobs that will end up processing only the
ones that failed before as they will be all that are left unfinished. The key piece here
is that we do not need to manually go in and check oh this specific job failed, then
manually re-submit that job, etc... instead we just continue to specify higher resource
jobs.
Another aspect of the submission system which proved invaluable was a flag for
certain parcellations with higher numbers of parcels. In this case these parcellation
due to high numbers of input features would not be able to complete their 5-fold
evaluation within a single 30 hour normal job. To solve this, we specified that these
flagged parcellations would be submitted in an even more fine grained method, byfold. These configurations were therefore added to the pool of options as not just
choice of parcellation, pipeline and target but fold, and results saved for each fold by
itself. This optimization proved sufficient for allowing us to run even very intensive
experiments, like parcellations with 6,000 parcels, using the same 30 hour default
jobs. Likewise, using the flag method we were able to still save on the number of
submitted jobs by still evaluating all five folds in one job for faster combinations of
parameters!

2.D.2

Parcellation Caching

Caching is a technique used in computer science in order to store results from intermediate computations and then when the same set of intermediate computations is
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encountered again, use the stored copy instead of re-computing the same set of instructions. Caching proved extremely useful in two key areas discussed below within
this project.
Extracting mean ROI values from data is fairly quick, maybe a bit longer for
probabilistic parcellations. Notably in this project we use the same parcellations over
and over, which means we then need to parcellate each subjects data over and over.
For example take one of the existing parcellations in the base experiment, in this case
the same parcellation needs to be applied for each combination of pipeline, target and
for each of the 5-folds. The real bottle neck here though is the time it takes to load
the raw (i.e., un-parcellated) data, especially using a cluster where the file system is
very large and therefore slow.
All together it takes about 5-10 minutes to load just one combination of pipelinetarget-fold, which means without any caching we would need to use the same repeated
5-10 minutes of loading 675 (3 pipelines * 45 targets * 5 folds) times for each parcellation. Given that we have 220 parcellations tested in the base experiment... you
can start to see how big a waste of resources this might be if not handled - We are
talking about around 12,000 hours of wasted computation (5min * 675 * 220).
Instead, we can cut that number down to just the initial 5-10 minutes for each
parcellation, around 18 hours, so 675 times better. Specifically, we end up caching
at the level of each participant-parcellation pair, such that only the first time a
participants data is parcellated with a parcellation is the raw data loaded. Then
every time a parcellation is needed for a specific participant the saved version is used
instead. This caching is implemented through the Loader object via BPt.
Note: Another equivalently efficient method would be to pre-calculate the ROI
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Figure 2.D.1: This figure outlines the full evaluation pipeline that is used for the different
Multiple Parcellation methods tested in this work. This figure shows different choice of
parcel, ensemble strategy and how they interact with different choices of cross-validation.

values for all participant-parcellation pairs. It does not really matter which way
you go, though the two methods would require some changes to code structure and
workflow.

2.D.3

Multiple Parcellation Strategy Caching

The multiple parcellation strategies require on the surface a huge, huge amount of
computation. In order to ease this burden, we sought to as with the parcellation
caching (see section 2.D.2), make sure to set up the code to re-use intermediate
results as much as possible.
Consider Figure 2.D.1, where the important piece is that the base "Validation Fold
Predictions" can be shared across all three multiple parcellation strategies, as they all
require this information. Likewise, the internal three folds from section "Train Fold
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Predictions" can be shared across the "Grid" and "Stacked" strategies as in the grid
search they are used to estimate performance and in the stacked strategy they are
used to train a meta-estimator.
What this means is that we can setup caching specifically at the level of each of
the pooled parcellations. Each parcellation in the pool then just needs to be fit 4
times (on the full training set and on the 3 internal folds of the training set), then
those 4 fits re-used for each strategy.
By caching at the level of the individual parcellation within the pool of parcellations we receive another large benefit; that is, we can re-use intermediate results
between runs. Consider first running a stacking ensemble on say 5 random parcellations each of size 100, once this is finished we now have cached results for each
of these five random parcellations. So next when we run a stacking ensemble on 3
random parcellations of size 100, the cached results can be used and the full ensemble
fit within minutes. Likewise, for the 8 random parcellations of size 100, we only need
to train models for the 3 previously unseen parcellations. By setting up the caching
this way and by re-using random parcellations we end up saving a large amount of
computation.

2.D.4

Parallel Computing

It is common within ML implementations to be able to multi-process certain processes. This project was no exception, as we utilized heavily multi-processing (beyond the use of the cluster to submit multiple evaluation jobs at once) to parallelize
primarily the hyper-parameter search within specific evaluation jobs.
Before this project we actually went in with some questions to test. Specifically,
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we wanted to know what the best strategy would be for running the huge amount
of different ML experiments described above, and not just that, but what would be
the best use of parallel computing? The tricky part here is that there are an almost
infinite number of different ways to slice it up. Given that each specific ML job can
be parallelized, in terms of sometimes the base algorithm itself, or in this case in the
hyper-parameter search, and also the different jobs themselves can be run at the same
time given the SLURM computing cluster. So whats the best way to break it up?
One extreme would be to rely solely on the SLURM job level parallelization:
basically every single ML job would just get one core to run on. This strategy has
the benefit of 1. being easy to implement and 2. this type of single core job are the
most readily available on the SLURM cluster used for this project. The big problem,
and there is a big one, was that with just one core, each single job would take too
long. Essentially if the job takes over 30 hours, then benefit number 2 is cancelled as
jobs that take over 30 hours are very limited in supply.
The other extreme would be try to maximize parallelization within the job itself.
Given searching over 60-180 hyper-parameters, and potential further parallelization
we could with enough resources finish specific jobs very quickly. This though would
require either requesting scarce very high resource computational nodes from the
SLURM cluster or explored a distributed solution like dask distributed. We did explore dask distributed, the idea being to submit multiple lower resource jobs (avoiding
the issue of node scarcity) and then set them up to be dask worker nodes, which can
communicate with a master node that would run one ML job in a massively parallel
way. In practice... we got it working, but only after a good amount of effort. This
solution ended up requiring far too much over-engineering and in the end was not
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even competitive with the eventual strategy we landed upon, not to mention was
filled with all sorts of very small but tricky edge cases (e.g., what if the main job
starts running, but the worker jobs are still stuck on the queue... in this case the
main job will just stall waiting to connect to the worker jobs).
So what did we end up doing? In the end we settled on a hybrid approach where
we would submit nodes with somewhere between 1-16 cores, with the actual number
depending on how long it takes for a certain parcellation-pipeline-target combination,
e.g., if the job is short then we just submit a more readily available 1 core job, but if
intensive need to submit up to a more scarce 16 core job. This allowed us parallelize
both across jobs, submitting sometimes up to hundreds of jobs at once, and in a
flexible way within job (using only as much resources as needed to finish within 30
hours).
It is also worth noting that the within job hyper-parameter parallelization we
ended up using was with a joblib back-end. To start we had been using python
default multi-processing, but on the SLURM cluster it was extremely buggy, and
sometimes jobs would just hang and not work for seemingly no reason (this was
actually one of the reasons we first tries the dask distributed approach). Ultimately
though, we ended up using the joblib code.
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Chapter 3
Predicting multi-site alcohol dependence
This Chapter is derived from Hahn et al. [113]
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3.1

Abstract

To identify neuroimaging biomarkers of alcohol dependence (AD) from structural
magnetic resonance imaging, it may be useful to develop classification models that are
explicitly generalizable to unseen sites and populations. This problem was explored
in a mega-analysis of previously published datasets from 2,034 AD and comparison
participants spanning 27 sites curated by the ENIGMA Addiction Working Group.
Data were grouped into a training set used for internal validation including 1,652
participants (692 AD, 24 sites), and a test set used for external validation with 382
participants (146 AD, 3 sites). An exploratory data analysis was first conducted, followed by an evolutionary search based feature selection to site generalizable and high
performing subsets of brain measurements. Exploratory data analysis revealed that
inclusion of case- and control-only sites led to the inadvertent learning of site-effects.
Cross validation methods that do not properly account for site can drastically overestimate results. Evolutionary-based feature selection leveraging leave-one-site-out
cross-validation, to combat unintentional learning, identified cortical thickness in the
left superior frontal gyrus and right lateral orbitofrontal cortex, cortical surface area
in the right transverse temporal gyrus, and left putamen volume as final features.
Ridge regression restricted to these features yielded a test-set area under the receiver
operating characteristic curve of 0.768. These findings evaluate strategies for handling multi-site data with varied underlying class distributions and identify potential
biomarkers for individuals with current AD.
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3.2

Introduction

While the evidence associating alcohol dependence (AD) with structural brain differences is strong [81, 83, 288], there is considerable merit in establishing robust and
generalizable neuroimaging-based AD biomarkers [170,290]. These biomarkers would
have objective utility for diagnosis and may ultimately help in identifying youth at
risk for AD and for tracking recovery and treatment efficacy in abstinence, including relapse potential. While these types of clinical applications have not yet been
realized with neuroimaging, current diagnostic practices are far from perfect: The
inter-observer reliability of AD, as diagnosed by the DSM-IV, was calculated with
Cohen’s kappa as 0.66 (0.54, 0.77, n=171; [208]). More immediately, neurobiological
markers of AD can give clues to potential etiological mechanisms.
Here, we apply a supervised learning approach, in which a function is trained
to map brain structural measures to AD diagnosis, and then evaluated on unseen
data. Prior approaches to developing machine learning classifiers for AD include a
similar binary machine learning classification approach discriminating between AD
and substance naive controls [111]. Their analysis made use of 296 participants, case
and control, and reported a leave-one-out cross-validated (CV) balanced accuracy of
74%. A further example of recent work includes that by Adeli et al. on distinguishing
AD from controls (among other phenotypes), on a larger sample of 421, yielding a
balanced accuracy across 10-fold CV of 70.1% [6]. In both examples, volumetric brain
measures were extracted and used to train and evaluate proposed machine learning
(ML) algorithms. The present study differs from prior work in both its sample size
(n=2,034) and complex case to control distribution across a large number of sites.
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Mackey et al. developed a support vector machine (SVM) classifier that obtained an
average area under the receiver characteristic operator curve (AUC) of 0.76 on a subset
of the training data presented within this work [170]. Our present study expands on
this previous work by exploring new classification methods and additional samples
with a focus on how to optimize cross-validation consistent with generalization to
new unseen sites. It is worth noting that the results from this previous work are not
intended to be directly compared with the current work as the previous data were
residualized (against pertinent factors including site) and only results from a splithalf analysis were computed (wherein each fold, by design, included participants from
each site).
An important consideration for any large multi-site neuroimaging study, particularly relevant in developing classifiers, is properly handling data from multiple
sites [203]. More generally and within the broader field of ML, the task of creating
"fair" or otherwise unbiased classifiers has received a great deal of attention [187].
We argue that in order for a classifier or biomarker to have utility, it must explicitly
generalize to new data, possibly from a different scanner or country. Further, any
information gleaned from a classifier that fails to generalize to new data is unlikely
to represent the actual effect of interest. In our study, the imbalance between numbers of cases and controls across different sites is a significant challenge, as unrelated,
coincidental scanner or site effects may easily be exploited by multivariate classifiers,
leading to spurious or misleading results. We show that when datasets include sites
containing only cases or only controls this can be a serious problem.
A related consideration is how one should interpret the neurobiological significance
of features that contribute most to a successful classifier. We propose a multi-objective
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genetic algorithm (GA) based feature selection search to both isolate meaningful brain
measures and tackle the complexities of handling differing class distributions across
sites. GA are considered a subset of evolutionary search optimization algorithms. A
sizable body of research has been conducted into the usage of multi-objective genetic
algorithms, introducing a number of effective and general techniques to navigate high
dimensional search spaces, including, various optimization and mutation strategies
[48, 62, 102]. Our proposed GA is designed to select a set of features both useful for
predicting AD and generalizable to new sites. By selecting not just predictable, but
explicitly generalizable and predictable features, we hope to identify features with
true neurobiological relevance. We draw motivation from a large body of existing
work that has successfully applied GAs to feature selection in varied machine learning
contexts [71].
This study represents a continuation of work by Mackey et al. and the Enhancing Neuro-Imaging Genetics through Meta-Analysis (ENIGMA) Addiction Working
Group (http://enigmaaddiction.com), in which neuroimaging data were collected and
pooled across multiple laboratories to investigate dependence on multiple substances.
Here, we focus on a more exhaustive exploration of machine learning to distinguish
AD from nondependent individuals, spanning 27 different sites. Notably, individual
sites are highly imbalanced, with most sites containing only participants with AD
or only controls (see Figure 3.2.1). Due to the unavoidable presence of site-related
scanner and demographic differences, ML classifiers can appear to distinguish participants with AD, but are actually exploiting site-related effects. In this context, we
evaluate how different cross-validation (CV) strategies can either reveal or hide this
phenomenon, in addition to how choices around which sites to include (e.g., removing
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Figure 3.2.1: The distribution of both training (Sites 1-24) and testing (25-27) datasets is
shown, and further broken down by AD to case ratio per site, as well as split by category
(e.g., balanced vs. control-only)

control-only sites) can impact estimates of performance. We then introduce a GA
based feature selection strategy and show how it can be used to address the unique
concerns present in complex multi-site data with varied underlying class distributions.
Finally, we present classification results for a left-out testing set sourced from three
unseen sites, as a measure of classifier generalizability.
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3.3

Methods

3.3.1

Dataset

Informed consent was obtained from all participants and data collection was performed in compliance with the Declaration of Helsinki. Individuals were excluded if
they had a lifetime history of any neurological disease, a current DSM-IV axis I diagnosis other than depressive and anxiety disorders, or any contraindication for MRI.
A variety of diagnostic instruments were used to assess alcohol dependence [170]. See
appendix section 3.A for more specific details on the included studies.
Participants’ structural T1 weighted brain MRI scans were first analyzed using
FreeSurfer 5.3 which automatically segments 7 bilateral subcortical regions of interest
(ROIs) and parcellates the cortex into 34 bilateral ROIs according to the Desikan
parcellation. In total, we employ 150 different measurements representing cortical
mean thickness (n=68) and surface area (n=68) along with subcortical volume (n=14;
[58, 64]).
Quality control of the FreeSurfer output including visual inspection of the ROI parcellations was performed at each site according to the ENIGMA protocols for multisite studies, available at http://enigma.ini.usc.edu/protocols/imaging-protocols/. In
addition, a random sample from each site was examined at the University of Vermont to ensure consistent quality control across sites. All individuals with missing
volumetric or surface ROIs were excluded from analyses.
In total, 2,034 participants from 27 different sites met all inclusion criteria. Further, data were separated into a training set (used in an exploratory data analysis
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and to train a final model) composed of 1,652 participants (692 with AD), from 24
sites with the remaining 382 participants (146 with AD) from three sites isolated as a
test set (used as a final left-aside test of generalizability). The testing set represents
a collection of new data submitted to the consortium that was not included in the
most recent working group publication [170]. Table 3.3.1 presents basic demographic
information on training and test splits. Within the training set, three sites contained
only cases, 14 sites included only controls, and five sites contained a balanced mix in
the number of cases and controls. Figure 3.2.1 shows the distribution by site, broken
down by AD versus control. A more detailed breakdown of the dataset by study and
collection site is provided in section 3.A.
Table 3.3.1: Sex and age, across the full collected dataset from 27 sites as split further into
training and withheld testing set, and by alcohol use disorder (AD) versus control

3.3.2

Split-AD

Participants

Male (%)

Mean age (SD)

Train-AD

692

423 (61)

33.36 ± 9.96

Train-Control

960

554 (57)

28.54 ± 9.56

Test-AD

146

79 (54)

44.72 ± 10.55

Test-Control

236

99 (42)

42.33 ± 12.31

Exploratory Data Analysis

In this section, we describe an exploratory analysis investigating different choices
of training data, classification algorithms, and cross-validation strategy. This step
serves as an initial validation to ensure that the classification model of interest is
actually learning to distinguish AD versus control versus exploiting an unintended
effect. Further, this step allows us to explore how different choices of classifier and
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data affect performance, as the ultimate goal is to build as predictive a classifier as
possible. A final framework for training is determined from this exploration, and its
implementation and evaluation are covered in the following sections.
We explored classifier performance first on a base training dataset (Figure 3.2.1,
Sites 1-5), composed of the five sites containing a balance of both case and control participants. The same experimental evaluation was then repeated with two augmented
versions of the dataset, first adding in participants from case-only sites (Figure 3.2.1,
Sites 6-8), and then adding further additional participants from 16 control-only sites
(Figure 3.2.1, Sites 9-24). The top row of Figure 3.3.1 outlines these three combinations within the context of our experimental design.
Three machine learning algorithms suitable for binary classification (Figure 3.3.1,
middle row) were implemented within the python library Scikit-learn [204]. Feature
normalization was conducted in all cases with Scikit-learn’s StandardScaler. Most
simply, we considered a regularized ridge logistic regression classifier (l2 loss) with
regularization parameter values chosen through an internal CV. Another variant of
regularized logistic regression optimized with stochastic gradient descent (SGD) was
implemented with an elastic net loss (l1 and l2). A nested random parameter search
was conducted, across 100 values, determining the choice of loss function and regularization values [299]. Finally, we considered a SVM with radial basis function
(rbf) kernel, which allowed the classifier to learn nonlinear interactions between features [257]. Similar to the hyperparameter optimization strategy employed for the
SGD logistic regression, a random search over 100 SVM parameter combinations,
with differing values for the regularization and kernel coefficients, was employed with
nested CV for parameter selection. Exact parameter distributions and training details
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Figure 3.3.1: The different permutations of analyses conducted internally on the training
set, with differing input dataset options (top row), classifiers (middle row), and computed
CV scoring metrics (bottom row)
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are provided within the supplemental materials.
Proper CV is of the utmost importance in machine learning applications. It is
well known that-if improperly cross-validated-classifiers can overfit onto validation
sets, and even with more sophisticated CV techniques can overestimate expected
generalization [233]. Within this work, we employed a random 50 repeated three-fold
CV stratified on AD status, where an indication of classifier performance is given
by its averaged performance when trained on one portion of the data and tested
on a left-out portion, across different random partitions [35]. We also made use of
a leave-site-out (or leave-one-site-out) CV scheme across the five sites that include
both cases and controls (see Figure 3.2.1). Performance for this leave-site-out CV
is computed as the average score from each site when that site is left out, this is,
the average of 5 scores. These options are shown in the bottom row in Figure 3.3.1.
We computed metrics according to both schemes for all considered classifiers on the
training dataset. The area under the Receiver Operating Characteristic curve (AUC)
was used as a base performance metric insensitive to class imbalance [63].

3.3.3

Final Analytic Pipeline

Based on the intermediate results from the previous Exploratory Data Analysis, we
implemented a GA designed to select sets of features most useful in training a site
generalizable classifier. We operate under the assumption in this stage that if a classifier can be restricted to only features relevant to distinguishing AD versus control,
and explicitly not those useful in exploiting site effects, we can create a more robust
and generalizable classifier. Toward this goal, the GA repeatedly trained and evaluated a regularized logistic regression classifier on initially random subsets of brain
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features. The regularized logistic classifier is chosen here as it is quick to train, and
the initial exploratory analysis revealed little difference in performance between different classifiers. These feature subsets were then optimized for high AUC scores as
determined by the leave-site-out CV on the five sites that included both cases and
controls. Multi-objective optimization was conducted with the aid of a number of successful GA strategies, and these include: random tournament selection [80], feature
set mutations, repeated runs with isolated populations, a sparsity objective similar in
function to "Age-fitness Pareto optimization" [239], among others. An introduction
to GA and a complete description of our design decisions regarding the algorithm are
provided in the supplemental material.
The algorithm was run across six different variants of hyperparameters, as shown
in Figure 3.3.2. We explored choices related to size (number of subsets of features
considered in each round) and scope (how many optimization rounds the search is run
for) in addition to objective functions. The results from each of the six search variants
represent thousands (exact number dependent on hyper-parameters of that variant)
of subsets of features, each with an associated performance score. We restricted the
output from each search to the top 200-and therefore to high performing-feature subsets. All of these final feature subsets (1,200 total) were ultimately pooled together
and considered in a feature importance meta-analysis. In determining feature importance, the following considerations were used: each subset’s individual performance
(higher performance weighted higher) and the number of features (subsets with more
features were penalized). A final measure of feature importance was calculated as the
average feature importance from each of the six search variants computed separately.
Within each search variant, an individual feature’s importance was defined as the

104

sum of a feature set’s fitness scores, further divided by the number of total features
in that set, across all of the top 200 sets in which that feature appeared. Importances
per set were then normalized, such that intuitively a feature present in all of the top
200 feature sets would have a value of 1, and if present in none, 0. Each feature’s final
score represents that feature’s averaged score (between 0 and 1) as derived from each
separate search. We were interested at this stage in identifying a relative ranking of
brain features, as, intuitively, some features should be more helpful in classifying AD,
and features that are useful toward classification are candidates to be related to the
underlying AD neurobiology.
As referenced in Figure 3.3.2, we selected a "best" subset of features with which
to train and evaluate a final regularized logistic regression classifier on the withheld
testing set. We determined the "best" subset of features to be those which obtained a
final feature importance score above a user-defined threshold. Ideally, this threshold
would be determined analytically on an additional independent validation sample,
but with limited access to data from case-control balanced sites we employed only
internal CV. Post hoc analyses were conducted with differing thresholds, providing
an estimate as to how important this step may prove in future analyses.

3.4
3.4.1

Results
Exploratory Data Analysis

The complete exploratory training set results are shown in Table 3.4.1. The base
dataset composed of only the five balanced sites across classifiers obtained an AUC
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Figure 3.3.2: A simplified view of the final pipeline, where the full training dataset is employed in an evolutionary feature search designed to produce optimal subsets of high performing features. From this collection of feature subsets a meta analysis for determining
feature importance is conducted and a subset of "best" features are selected. Next, a logistic
regression classifier is trained and evaluated on the testing dataset, with access to only the
"best" subset of features
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Table 3.4.1: The results for each of the three considered classifiers with just the base dataset,
the base dataset with added case-only sites and lastly the full dataset with control-only sites
(see Figure 3.2.1 for information on which sites are balanced vs. control or case-only) across
both cross validation (CV) strategies, as highlighted in Figure 3.3.1. Note: Standard deviation in area under the receiver characteristic operator curve (AUC) across cross-validated
folds is provided, as an estimate of confidence. Random three-fold CV was stratified according to AD status and was repeated 50 times with different random splits.

Dataset
Base
Base
Base
Base + case-only
Base + case-only
Base + case-only
Full (case + control)
Full (case + control)
Full (case + control)

Classifier
Logistic regression
SGD
SVM
Logistic regression
SGD
SVM
Logistic regression
SGD
SVM

3-fold AUC
0.723 ± 0.042
0.731 ± 0.034
0.724 ± 0.038
0.907 ± 0.022
0.896 ± 0.012
0.912 ± 0.011
0.917 ± 0.012
0.919 ± 0.009
0.915 ± 0.014

Leave-site-out AUC
0.644 ± 0.125
0.663 ± 0.139
0.623 ± 0.096
0.560 ± 0.189
0.561 ± 0.183
0.578 ± 0.111
0.636 ± 0.169
0.652 ± 0.132
0.631 ± 0.139

of 0.723 to 0.724 under three-fold CV versus 0.623-0.663 under leave-site-out CV.
Regularized logistic regression on the base dataset with the addition of extra caseonly subjects yielded an AUC of 0.907 ± 0.022 (standard deviation across folds)
under random three-fold CV versus 0.560 ± 0.189 under leave-site-out and with added
controls an AUC of 0.917 ± 0.010 with random three-fold CV and 0.636 ± 0.169 with
leave-site-out. The choice of classifier produced only minor differences in performance
(± .02), regardless of the CV method. The full dataset (including additional control
participants and case-only participants) yielded a small boost to random three-fold
CV scores (.003 - .023), and a more noticeable gain to leave-site-out CV scores (.053 .091). The CV strategy (Random vs Leave-site-out) produced the largest discrepancy
in scores when either case-only or both case-only and control-only participants were
included (.267 - .347) with the former yielding inflated results.
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3.4.2

Feature Importance

The top 15 features as determined by average weighted feature importance, from all
six searches (i.e., base training dataset only and base plus control-only datasets, by
three machine-learning algorithms; see Figure 3.3.1), are presented in Figure 3.4.1.
Four features emerged with an importance score greater than 0.8 (where an importance score of 1 represents a feature present in every top feature set and 0 in none),
followed by a slightly sharper decline and, not shown, a continuing decline. Also
shown are the cortical surface area and thickness features as projected onto the fsaverage cortical surface space. The left putamen (0.816) and left pallidum (0.210)
volumes were the only subcortical features with feature importance scores over 0.05
(not shown).

3.4.3

Testing Set Evaluation

Further internal nested validation on the training set selected a threshold of 0.8
weighted feature importance and above, which corresponds to the top four features
only (Figure 3.4.1). The final model, trained on only this "best" subset of four features, achieved an AUC of 0.768 on the testing set. The ROC curve for this classifier
on the testing set is shown in Figure 3.4.2. We further conducted a number of posthoc
analyses on the testing dataset. To confirm the predictive utility of GA feature selection, a regularized logistic regression model and SVM model with access to all
features were both trained on the full training dataset and evaluated on the testing
set. The logistic regression scored 0.697 AUC and the SVM 0.673 AUC. Similarly,
regularized logistic regression and SVM models were trained on all features, but with108

Figure 3.4.1: (a) The top 15 features (threshold chosen for readability), as ranked by average
weighted feature importance (where 0 indicates a feature appeared in none of the GA final
models, and 1 represents a feature appeared in all) are shown. (b) The cortical thickness
and (c) cortical average surface area feature importance scores, above an a priori selected
threshold of 0.1, are shown as projected onto the fsaverage surface space.
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Figure 3.4.2: The ROC curve for the final logistic regression model on the testing set, as
restricted to only the "best" subset of four features

out the inclusion of additional control-only sites, and scored, respectively 0.647 and
0.609 AUC. The final model was better than both the logistic regression model with
all features and subjects (p = .0098) and without control subjects (p = 3.5 x 10e-5).
We then trained on just the five balanced sites, where logistic regression scored 0.717
AUC and the SVM 0.700 AUC. We further investigated the choice of user-defined
threshold in selecting the number of top features by testing the inclusion of the top
2 to 15 features. Some notable differences can be seen in performance, for example:
.782 AUC with top three, .737 AUC with top five and 0.741 AUC with top 10.
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3.5

Discussion

We used multi-site neuroimaging data to identify structural brain features that classify
new participants, from new sites, as having an AD with high accuracy. In doing so, we
highlighted the importance of carefully chosen metrics in accurately estimating ML
classifier performance in the context of multi-site imbalanced neuroimaging datasets.
We further explored a number of techniques, ranging from analytical methods to
more general approaches, and their merit toward improving classifier performance and
generalizability. Our proposed GA-derived feature importance measure, in addition
to aiding classification, might help in identifying neurobiologically meaningful effects.
A clear discrepancy arose between random repeated CV (i.e., participants randomly selected from across sites) and leave-site-out CV results (Table 3.4.1). We
suspect that the random repeated CV overestimates performance due to covert site
effects. The classifiers appeared to memorize some set of attributes, unrelated to AD,
within the case- and control-only sites and therefore were able to accurately predict
AD only if participants from a given site were present in both training and validation
folds. This is exemplified by the change in performance seen when case-only subjects
are added, where repeated three-fold CV goes up ∼0.18 AUC, but leave-site-out CV
drops ∼0.08 AUC. Performance on leave-site-out CV, in contrast to random repeated
CV, better estimates classifier generalizability to new unseen sites, especially when
the dataset contains data from any case-only or control-only sites. This is validated
by post hoc analyses in which a logistic regression trained on all features obtained
a test set AUC (0.697) far closer to its training set leave-site-out CV score (0.636
± .119) then its random repeated CV score on the full training set (0.917). While
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this observation must be interpreted within the scope of our presented imbalanced
dataset, these results stress the importance of choosing an appropriate performance
metric, and further highlight the magnitude of error that can be introduced when
this metric is chosen incorrectly.
In addition to performing model and parameter selection based on a more accurate
internal metric, the addition of control-only participants relative to when just caseonly subjects are included proved beneficial to classifier performance (0.053-0.091
gain in leave-site-out AUC). This effect can be noted within our exploratory data
analysis results (Table 3.4.1) comparing leave-site-out CV results between the base
dataset plus case-only subjects and the full dataset. When extra control participants
are added performance increased up to 0.09 AUC. Posthoc analysis revealed a similar
performance gain on the testing set from adding control participants; logistic regression plus 0.05 AUC and SVM plus 0.06 AUC. This boost likely reflects a combination
of two circumstances. In the first, the underlying ML algorithm is aided by both
more data points to learn from and a more balanced case to control distribution,
which have both been shown to aid binary classification performance [138]. The second reflects a resistance to the learning of site-related effects which, as noted above,
can lead to the algorithm detrimentally learning covert site effects. By including data
from more sites and scanners, it is possible the unintentional learning of specific site
effects (as a proxy for AD) is made more difficult. More generally, as neuroimaging
data banks continue to grow, the potential arises for supplementing analyses with
seemingly unrelated external datasets.
Between-site variance, leading ML classifiers to exploit trivial site differences, is
a pernicious, but not wholly unexpected problem. One source of this variance is
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likely related to scanning differences, that is, manufacturer, acquisition parameters,
field inhomogeneities and other well-known differences [44, 139]. Data pooled from
studies around the world also introduce sociodemographic differences between sites.
Importantly, the clinical measure of interest is also often variable [290]. Especially
when pooling studies, it is difficult to fully control or correct for all of these sources
of variances, as different studies will use a range of different scanning protocols and
collect non-overlapping phenotypic measures. Despite a potential host of differences,
pooled data from multiple sites may actually provide a regularizing effect. For example, if only a single diagnostic instrument were employed a classifier may obtain
strong within-study results, but be unlikely to generalize well to new studies utilizing
alternative instruments.
Our proposed GA-based feature selection, with the inclusion of leave-site-out criteria, proved to be useful in improving classifier generalizability. This is highlighted
by a 0.071 boost to AUC score in a model trained on only the top identified four
features in contrast to a model trained with all the available features. We believe
the observed performance boost to be a result of only allowing the classifier to learn
from features previously determined to be useful toward site generalizable classification. In this way, the final classifier is able to avoid adverse site effects through a
lack of exposure to brain measurements highly linked to specific sites. We note also
that our final proposed classifier compares favorably to the other posthoc comparisons conducted. Specifically, we see a 0.095 boost relative to an SVM trained on
the full dataset, a 0.121 and 0.159 boost relative to regularized logistic regression
and SVM models trained on the base dataset with added cases (or full dataset minus
extra controls), and lastly a 0.051 and 0.068 gain relative to just the base dataset.
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Further posthoc results indicate even higher performance with just the top three
features (+.014 vs. selected top four feature model) and a slight decrease with the
addition of more features. In future work, an additional validation set might prove
useful in selecting between different final models and thresholds, in addition to careful
comparisons between different feature selection methods.
A persistent issue in typical interpretation from ML models is the issue of shared
variance between different features. The features a single model selects may very
well have suitable surrogate features within the remaining dataset. In contrast, our
feature importance metric is derived from thousands of models, providing the chance
for equivalent features, with shared variance, to achieve similar importance scores.
A natural distinction nevertheless exists between predictive features and those that
emerge from univariate testing as significant. Specifically, the absence of a feature
within our final model, (i.e., the un-importance of a feature by our metric), does
not necessarily imply a lack of association between that feature and AD. An absence
could alternatively indicate that a different feature better captures some overlapping
predictive utility, which is different conceptually from sharing variance in that in this
case one feature is consistently more useful for prediction. The redundant feature
might not appear as important despite an association with AD when considered in
isolation. On the other hand, a feature with a relatively weak association could
emerge with consistently high feature importance if it proves uniquely beneficial to
prediction. Above and beyond univariate significance, if a given feature does have
predictive utility, it strongly suggests that a real association exists. Our selected top
features were both identified as consistently useful features within the training set
and experimentally confirmed as site generalizable on the testing set.
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The top four features as identified by our metric of feature importance were the average cortical thickness of the left superior frontal gyrus and right lateral orbitofrontal
cortex (OFC), the left putamen volume and the average surface area of the right transverse temporal gyrus. Specifically, cortical thinning, volume and surface area reduction across these regions prompt the trained model toward an AD prediction. Thinning, within the left superior frontal gyrus and right lateral OFC, agrees broadly with
the literature which has consistently shown frontal lobe regions to be most vulnerable
to alcohol consequences [192]. Prefrontal cortical thinning and reduced volume in the
left putamen seem to further indicate specific involvement of the mesocorticolimbic
system. This dopaminergic brain pathway has been consistently linked with alcohol
dependence and addiction in general [81, 84]. Likewise, a recent voxel-based metaanalysis showed a significant association between lifetime alcohol consumption and
decreased volume in left putamen and left middle frontal gyrus [288].
Comparing the four selected regions in the present study with those determined
to be significant by univariate testing on an overlapping dataset from Mackey et al.,
2019, we find three regions in common (the exception being right transverse temporal
gyrus surface, as surface area was not considered in that analysis). Further, left
superior frontal and putamen appeared as two of the top 20 features in both folds of
an SVM classifier trained and tested on split halves in the Mackey paper (right lateral
orbital frontal only appeared in one fold). Of the existing alcohol classifiers mentioned
in the introduction by Guggenmos et al. [111] and Adeli et al [6], only Adeli reported
overlapping AD-associated regions with our top four: lateral orbitofrontal thickness
and superior frontal volume.
In interpreting the performance of a classifier linking brain measurements to an
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external phenotype of interest, we also need to consider how reliably the phenotype
can be measured. The exact relationship between interobserver variability of a phenotype or specific diagnosis and ease of predictability or upper bound of predictability
is unknown, but it seems plausible that they would be related. This proves pertinent
in any case where the presented ground truth labels, those used to generate performance metrics, are noisy. We believe further study quantifying these relationships
will be an important next step toward interpreting the results of neuroimaging-based
classification, as even if a classifier capable of perfectly predicting between case and
control existed, it would be bound by our current diagnostic standard. A potential
route toward establishing a robust understanding of brain changes associated with
AD might involve some combination of standard diagnostic practices with objective
measures or indices gleaned from brain-based classifiers. Relating classifiers directly
with specific treatment outcomes (potential index for recovery), or within a longitudinal screening context (potential index for risk) represent further exciting and useful
applications.
We have drawn attention to the impact on model generalizability of case distribution by site within large multi-site neuroimaging studies. In particular, we have
shown that CV methods that do not properly account for site can drastically overestimate results, and presented a leave-site-out CV scheme as a better framework to
estimate model generalization. We further presented an evolutionary-based feature
selection method aimed at extracting usable information from case- and control-only
sites, and showed how this method can produce more interpretable, generalizable and
high-performing AD classifiers. Finally, a measure of feature importance was used to
determine relevant predictive features, and we discussed their potential contribution
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to our understanding of AD neurobiology.
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Appendix

3.A

Site Details

Table 3.A.1 lists the overlap of sites used from a previous study by Mackey et al. [170].
Table 3.A.1: The following table lists a conversion between internal site number as references
within Figure 3.2.1 and the text, and PI / Study Name as listed within the supplemental
material from Mackey et al. [170]. Only sites described previously in Mackey et al. are
listed here, data from new sites are described separately.

Study #

PI

Study Name

# Missing

1

Hutchison

ETOH

3

2

Hutchison

Olanzapine

9

3

Sinha

IRC

34

4

Momenan

NIAAA

117

5

Wiers

NeuroADAPT

17

6

Schmaal / Veltman

TrIP study

9

7

Sjoerds / Veltman

NESDA-AD

50

8

Goudriaan / Van Holst

ADPG study

0

9

London

Young Smokers

11

10

E Stein

Smokers

3
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11

Luijten/ Veltman

DABIS

12

Garavan / Foxe

None

1

13

Sinha

SCOR

10

14

E. Stein

None

5

15

London

None

15

16

Paulus

Relapse

2

17

D Stein

Meth-CT

26

18

Garavan/ Hester

Trinity-THC

0

19

Garavan / Orr

None

0

20

Cousijn / Goudriaan

Cannabis Prospective

0

21

Allen

ADS

26

22

Martin-Santos

Barcelona Cannabis

12

23

Solowij

Chronic Cannabis

6

24

Yucel

Cannabis / Memory

13

New data not included in "Mega-Analysis of Gray Matter Volume in Substance
Dependence: General and Substance-Specific Regional Effects" [170], spans internally
labelled sites 25, 26 and 27. These sites are from the NFGNplus study by PI Henrik
Walter. Alcohol Dependent participant inclusion criteria were diagnosis of alcohol
dependence [Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition
(DSM-IV), Structured Clinical Interview for DSM-IV Axis I Disorders (SCID-I)] and
completion of medically supervised detoxification. Structural scans were also acquired
using a T1-weighted three-dimensional MP-RAGE sequence with an isotropic spatial
resolution of 1 mm3. At CharitĂŠ Berlin, ten subjects were scanned using a Siemens

120

Trio 3T MR and 45 subjects were scanned using a MAGNETOM Verio 3T (Siemens,
Erlangen, Germany) using the same acquisition parameters (TR=2.3s, TE=3.03ms,
flip angle = 9 degrees). At the Life and Brain Center of the University of Bonn,
subjects were scanned using a Siemens Trio 3T MR (TR = 2.3s, TE = 3.93ms, flip
angle = 9 degrees). At the Central Institute of Mental Health Mannheim, subjects
were scanned using a Siemens Trio 3T MR (TR = 2.3s, TE = 3.03ms, flip angle = 9
degrees).

3.B

Classifier Details

Each of the three classifiers trained and evaluated during the exploratory section
were implemented through scikit-learn. We performed feature normalization using
scikit-learn’s StandardScaler on the training set as a whole, and on the testing set
separately [204]. In hindsight, this normalization should have been conducted on
the fly, for example, in the context of a scikit-learn pipeline object, but we feel in
this case the effect should be very negligible (and is therefore not worth repeating
all experiments). To confirm this intuition, we re-ran the analysis mentioned in the
Exploratory Data Analysis section with properly nested scaling and achieved nearly
identical results (± .001). Across all three classifiers, the class weight parameter was
set to "balanced", where internal weights are adjusted according to input class frequencies (ratio of case to control), potentially helping handle class imbalance. The
stochastic gradient descent (SGD) and support vector machine (SVM) implementations were further wrapped in scikit-learn’s RandomizedSearchCV object in order to
select hyperparameters through random search with nested 5-fold cross validation.
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100 random parameters were tested when optimizing the respective classifier. Exact
parameters, and parameter distributions explored are listed below.
Logistic Regression: The logistic classifier was the scikit-learn implementation,
LogisticRegressionCV. This classifier incorporates 5-fold cross validation into selection
of hyperparameter C (the inverse of regularization strength). It specifically considers
10 C values on a logarithmic scale between 1e-4 and 1e4. The regularization strength
refers to the scaling applied to l2 regularization, also known as ridge regression. We
made use further of the limited memory Broyden-Fletcher-Goldfarb-Shanno solver.
SGD: We utilized the scikit-learn class SGDClassifier. We specified that an
elastic-net penalty be enforced, which combines l1 and l2 regularization though the
"l1 ratio" hyperparameter (values between 0 and 1, with 1 representing just l1 loss).
Random values between 0 and 1 were provided to the random parameter search, along
with random values logarithmically distributed between 1e-4 and 1e3 for the choice
of "alpha" parameter (which defines the regularization strength). Lastly, the choice
between two loss functions was provided as a hyperparameter, specifically between a
"modified huber" (smooth loss with tolerance to outliers) and "log" loss (equivalent to
logistic regression).
SVM: We utilized the scikit-learn class SVC (support vector classifier). The "rbf"
(radial basis function) kernel was utilized, which allows the SVM to learn non-linear
interactions, but greatly increased complexity. The parameters "C" and "gamma"
were selected through random hyperparameter search. "C" refers to the inverse regularization strength and was provided with random logarithmically distributed choices
between 1 and 1e5. "gamma" refers to the kernel coefficient and was provided with
random logarithmically distributed choices between 1e-5 and 1e3.
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3.C

Genetic Algorithm

A single genetic algorithm (GA) search is a population-based approach designed
roughly to mimic evolutionary principles. First, we initialize a fixed number of populations, where each population is composed of another fixed number of individuals.
Each individual represents a subset of brain features, with 3-5 randomly selected upon
initialization. After all individuals in the population have been initialized, a given
number of evolutionary generations are run. The number of populations, individuals
within a population, and number of generations for which each population is run, all
represent search hyper-parameters which we address with the different size variants
(described below).
Each evolutionary generation is made up of an evaluation, removal and replacement phase. First, all individuals within each population are evaluated by a fitness
function and assigned a fitness score accordingly. We define a given individual’s fitness score as the ROC obtained from running a leave-out site CV with a regularized
logistic classifier with access to only that individual’s subset of brain features. Low
performing individuals are then removed using a strategy known as random tournament selection. This selection procedure continually compares two randomly selected
individuals from the population and removes an individual only if dominated by its
selected counterpart. This procedure is repeated until exactly half of the population remains. Within our multi-objective optimization formulation, we defined an
individual as dominating another if and only if that individual is better than the
other according to both objective functions (described below). Lastly, the removed
individuals are replaced with mutated copies randomly chosen from the remaining
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individuals as well as one newly initialized individual (adding new genetic diversity
to the population). We defined our mutation strategy as first creating a copy of an
existing individual, and then with a fixed probability adding (24%), changing (60%)
or removing (16%) a feature from the new individual’s subset of brain features. Probabilities were chosen as "reasonable" values, in order to lower the global number of
hyper-parameters.
GA for feature selection are known to overfit easily onto the question of interest,
and can likewise produce different results from run to run or when given different
hyper-parameters. Due to this inherent overfitting and instability, we ran six unique
searches in order to explore a broad range of possible solutions. The underlying idea
is that while a single search on its own might have a suboptimal fitness function or
be under or over-fit onto the performance metric, by averaging over a diverse range
of searches we can obtain robust results. We implemented three different pairs of
GA objectives, an objective typically representing a fitness function or penalization.
Each pair of objectives constitutes its own multi-objective GA search, and each pair
of objectives is used twice in both a "small" and "large" variant. These objectives and
size variants are described in detail below.
We limited the number of objectives within a single GA search to two, as with
each additional objective dimension, the size of the Pareto front of individuals grows
exponentially [269]. On the other hand, by using two objectives at once, we are able
to retain an expressive and exploratory population. A Pareto front refers to the set
of individuals that cannot be dominated, as mentioned above, by any other individual within the population. The Pareto front of individuals at the final evolutionary
generation, therefore, constitutes the set of approximate solutions to the provided
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multiple objectives. Within all pairs of objectives, we included at least one representation of fitness score (an individual’s ROC score as computed from leave-out site
CV). As this score was determined from five different sites, all with a differing number
of participants (Figure 3.2.1 sites 3,4,5,6,8), we computed a ROC score disregarding
site (Micro ROC), an unweighted mean from the ROC score obtained on each site
separately (Macro ROC), and the minimum ROC score from any one site (Min ROC).
A summary fitness score (Summary Fitness) is further calculated as
+

1
4

Micro ROC +

1
4

1
4

Macro ROC

Min ROC. These unique fitness scores (and weightings) were

selected in order to obtain a diverse array of solutions. In two of the three pairs of
objectives, we employed a sparsity constraint (Sparsity) as our second objective in addition to fitness score. Our sparsity constraint dictated that an individual with fewer
features could not be dominated within the tournament selection except by another
individual with equal to or less than the same number of features. When combined
with the fitness score objective, both the highest performing individuals, regardless of
size, as well as decently performing smaller individuals, can co-exist within the same
population, akin to the effective multi-objective optimization strategy described in
"Age-fitness Pareto optimization" [239].
We applied the following three pairs of objective functions: 1. Macro ROC and
Sparsity, 2. Macro ROC and Micro ROC and 3. Summary Fitness and Sparsity. Each
pair of objectives was run with a fixed "small" and "large" selection of search parameters producing a total of six unique runs. The "small" variant had 100 individuals per
population and was run over 500 generations, whereas the "large" variant had 200 individuals per population and was run over 2000 generations. Both variants employed
50 populations. Altogether, this comprised six sets of unique hyperparameters, as
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referenced within Figure 3.3.2. We employed different search variants (combinations
of fitness functions and different sizes) both in order to explore a larger search space
of solutions and in an attempt to combat overfitting onto our training set.

3.D

Feature Importance

We defined a summary measure of feature importance with the goal of leveraging
useful information contained across all of the different searches. All searches were not
run with the same objectives and therefore could not be compared directly. To address
this, we conducted feature importance analyses (as described below) independently
on the output from each search. Average feature importance was then established as
the mean of all six individual weighted feature importance scores.
Each search generated either 5,000 (50 populations * 100 individuals) or 10,000
(50 populations * 200 individuals) sets of feature subsets (individuals). We limited
these feature subsets to only the top 200 as ordered by an individual’s fitness score,
where fitness score was determined by that search variant’s fitness function objective
(in the case with two fitness functions, macro ROC was used). Next, we defined
an importance score for each feature as the sum of the fitness values across each
individual in which that feature occurs. This results in a higher weighting for features
that occur more often within high performing individuals and allows us to define a
relative ordering between features. Scores are then normalized within each search,
such that a feature with a score of 1 would indicate that feature appeared in all 200
top subsets. Explicitly, normalization is conducted by dividing all features’ weighted
sums with the weighted sum of all individuals.
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3.E

Final Features

While we recommend in future work that a final top subset of features in which to
restrict a final model be determined from an additional validation set of data, within
this work we employed additional internal CV on the training set data. Specifically,
we evaluated a regularized logistic regression in the same leave-one-site-out manner
as in earlier analysis, but this time across all of only the unbalanced (either case
only or control only) sites. This process generates predicted scores for each site left
out, and ultimately predicted scores for every sample from an unbalanced site. We
considered a composite metric as the comparison metric of interest, which we call the
"unbalanced score". We will first introduce the base pieces of the unbalanced score,
and then work up to how it is ultimately composed.
We compute a measure of micro and macro accuracy, where micro refers to computing accuracy across all samples at the same time, versus macro which considers
first computing accuracy within each site independently and then averaging across
each site’s accuracy. In a similar manner, we also computed a measure of micro ROC
AUC (where computing macro ROC AUC is not possible given each specific site does
not have the presence of both cases and controls). We further consider the minimum
accuracy obtained on any one site. These base metrics are then combined as follows:
an average accuracy is computed as the mean of the micro accuracy and macro accuracy. Then, the mean of the average accuracy, minimum accuracy and micro ROC
AUC are taken to define the final unbalanced score.
The rationale for creating such a complex composite score is that each metric
when considered alone has its own flaws. For example, accuracy is not sensitive to
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imbalances in case to control. Likewise, macro measures are not sensitive to differences in numbers of subjects per site, whereas micro measures are too sensitive to big
differences in numbers of subjects per site.
The proposed unbalanced score is then employed only as a way of comparing
regularized logistic regression models trained on different subsets of the computed top
features. We compute this score for all possibilities for the number of top features
to include, e.g., just the top 3, 4, 5, 6, etc... and in this way selected ultimately the
inclusion of just the top 4 features.
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Chapter 4
Brain Predictability toolbox: a
Python library for neuroimagingbased machine learning
This Chapter is derived from Hahn et al. [115]
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4.1

Abstract

The Brain Predictability toolbox (BPt) is a python based library with a unified framework of machine learning (ML) tools designed to work with both tabulated data (e.g.
brain derived, psychiatric, behavioral and physiological variables) and neuroimaging
specific data (e.g. brain volumes and surfaces). This package is suitable for investigating a wide range of different neuroimaging-based ML questions, in particular,
those queried from large human datasets. BPt has been developed as an open-source
Python 3.7+ package hosted publicly on Github and the PyPI repository.

4.2
4.2.1

Introduction
Library Motivation

Large datasets in all domains are becoming increasingly prevalent as data from smaller
existing studies are pooled and larger studies are funded [128]. This increase in available data offers an unprecedented opportunity for researchers interested in applying
machine learning (ML) based methodologies, especially those working in domains
such as neuroimaging where data collection is quite expensive. This article considers
neuroimaging-based ML (analyses of brain data) as an example domain in which the
toolbox can be applied.
The toolbox is designed primarily for population based predictive neuroimaging,
that is to say, machine learning performed across data from multiple participants
rather than many data points from a single or small set of participants. BPt does
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support multi-indexing in this latter case, but for the most part the functionality of the
toolbox more readily supports the former. Input data for the toolbox can take a wide
range of forms, but generally speaking are the outputs from a typical neuroimaging
pre-processing pipeline (e.g., the example dataset used for this chapter). The easiest
data to work with are data already in tabular form, e.g., calculated mean values per
region of interest. That said, the toolbox is capable of working with volumetric or
surface projected MRI or fMRI data as well. Other modalities, like EEG, could use
the toolbox, but in these cases it may be a poorer fit (as EEG often requires quite
different pre-processing steps).
While there are a number of existing libraries for performing general ML based
workflows within Python and other languages, the Brain Predictability toolbox (BPt)
offers a high level user interface with specific consideration made toward neuroimaging based ML. BPt is designed to supplement the experience currently offered by
similar popular libraries such as scikit-learn [204] and nilearn [2], rather than replace.
BPt leverages existing ML libraries along with new functionality in order to provide
a resource suitable for guiding users through the full research ML workflow; from
loading data to interpreting results.
In general, the use of any framework like BPt imposes a practical trade-off between
flexibility and ease of use. In the case of working with BPt, as long as the dataset and
desired type of analysis are supported, then a great deal of minor steps, opportunities
for bugs, and decisions can be handled automatically. Alternatively, if a specific
analysis is not supported, for example using deep learning classifiers as the machine
model of interest, then BPt will be a poor choice.
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4.2.2

Software, Coding and Data Requirements

BPt is a Python 3.7+ based package that is tested regularly across all common operating systems (Windows, Mac and Linux). Use of this package will therefore at
the minimum require some proficiency and experience with Python and in setting up
Python libraries. Prior experience with the standard data science python libraries
(pandas, numpy, scikit-learn) is encouraged but not strictly required [175, 190, 204].
Likewise, some prior background knowledge on both neuroimaging and machine learning is expected as BPt tutorial material is not designed to be a user’s first exposure
to these topics. For new users, it is recommended that the library be used within a
computation notebook (e.g., jupyter notebook or google collab). These environments
allow for an interactive and iterative approach to coding which is highly recommended
when learning and exploring a new library or toolbox. Likewise, most available tutorial material is provided in this base format.
BPt is designed to be generalizable to different storage and computing requirements. In practice, data storage and computing requirements will depend on both
the dataset of interest as well as predictive questions of interest. For example, performing machine learning on surface projected data directly may require relatively
large computational resources, but if the question or ML model of interest is simple, it could be run on a personal computer in a few hours. In general, BPt has
been designed with single personal or workstation computing in mind and the vast
majority of situations support this use case. However, this is not to say that BPt
can not be used by a more advanced user for more complex questions on large cloud
based computing clusters. Most functions within BPt allow for easy integration of
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multi-processing to speed up potentially time intensive ML modeling tasks, which
tends to allow performing a greater range of analyses locally. Likewise, data storage
requirements will obviously vary when dealing with a single comma separated value
file of a few hundred megabytes versus the raw fMRI files from a study with 10,000
participants (20TB+).
A good way of conceptualizing the level of "readiness" data should be at prior to
machine learning is to consider any transformations done to the data in the context
of transformations that can be computed based solely on a single data point (e.g.,
a participant’s data in a group-level analysis) versus transformations that require
information across the entire dataset. That is to say, in most cases, any individual
/ participant level analysis or transformations should be already applied prior to
machine learning. Importantly, the BPt toolbox does provide support for some of
these common data preparation / processing steps including organization of the data,
utilities for exploratory data visualization, common transformations like k-binning
and binarization, automatic outlier detection, information on missing data and other
summary measures. The focus here is on providing a well tested interface to access
common operations. Additional more specific features exist as well, for example a
built-in function to save a whole table of descriptive variables straight to a .docx file
and built-in smart merging of index names.
No specific minimum number of participants are required, but when performing
machine learning based experiments larger sample sizes are highly preferred (for a
more detailed discussion on why, see work by Varoquaux [270]). In general, the
trade-off when dealing with smaller samples is that it is essential one follows best
practices with respect to cross-validation and proper reporting of results.
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4.2.3

General Features

The underlying structure of the library was designed to guide users towards following
best practices, while at the same time not being overly restrictive. BPt is designed
to work with a range of different choices with respect to pre-processing pipeline, or
choice of parcellation size, atlas, voxel vs. vertex. The interface is designed as both
a general utility, but choices made by the user should still be made with consideration to the broader prediction based neuroimaging literature. For the most part these
decisions will depend on the specific modalities employed as well as the predictive target(s) of interest. That said, there are a number of benchmark papers which address
these questions empirically, including for surface based sMRI [114] and functional
connectome [54].
BPt allows users to easily load, manipulate and interactively view input neuroimaging datasets. Loading functions are equipped to help perform outlier detection,
loading of specific variables and detection of duplicate variables among a number of
other utilities. Data visualization tools are implemented in order to facilitate easy
and powerful data exploration prior to experimentation. Likewise, as missing data
within predictive based neuroimaging is a common occurrence given the messiness of
real-world data, BPt includes utilities both to identify and purge existing datasets of
missing data or alternatively if necessary to impute values properly within a machine
learning pipeline.
Diverse and complex ML pipelines can easily be created with a number of predefined choices across a range of state-of-the-art ML techniques. BPt strives to include
a selection of different well defined and high performing ML algorithms as well as
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associated preset distributions of hyper-parameters. Towards this end, all of the
current included selections of models and hyper-parameters have been influenced by
a series of extensive benchmarking experiments. These benchmarking experiments
span across a number of large neuroimaging datasets (Adolescent Brain Cognitive
Development Study [100], The IMAGEN study [241], Amsterdam Open MRI Collection [251] and Human Connectome Project [268]) involving the testing of hundreds of
thousands of combinations of target variables, pipeline steps, hyper-parameter distributions and hyper-parameter search strategies. At the same time, functionality exists
for users to customize any of the pipeline pieces both partially, or building fully from
scratch. Users can even further express the choice between one or more algorithms or
pipeline steps as hyperparameters, allowing for the easy inclusion of model selection
as properly nested within cross-validation.
By conducting loading, preprocessing and modeling within the same standardized
framework, analyses can be easily reproduced and shared. These tools allow previous
analyses to be easily retrievable. Likewise, most researchers working on neuroimagingbased ML applications, or other applied academic ML, have little background in
software engineering, which means that writing code for loading data and building ML
models can often take longer than expected or introduce unexpected bugs. Instead,
by leveraging BPt, researchers can quickly move from ideas to experimentation and,
importantly, results.
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4.3

Library Structure

The larger question, in which the BPt is designed to guide the user in, is how to
structure and answer a question of interest within a predictive framework. Given the
inherent vastness of this topic, it is important to note that there is no one correct way
of doing things, and instead what we present here is a set of general recommendations
in which the underlying library has been designed to follow.

4.3.1

Framing a Question

The very first step is to frame a research question of interest in terms of a prediction. For example, let’s say, our question of interest was to investigate age-related
changes in cortical thickness. A simple predictive re-framing could be, how well can
cortical thickness predict a participant’s age? What if we had longitudinal data per
participant? Then maybe we could ask, how well does cortical thickness predict age
at the first time point, what about a follow-up time point, and so on? The key pieces
of information to identify after composing a question of interest are: What are the
input variables to the prediction? What variable(s) are being predicted? And, are
there any other variables which might influence this prediction in an undesirable way,
e.g., potential confounding variables.

4.3.2

Prepare Data

Once a question of interest has been identified, we load it into a Dataset object,
which is a python class based on the popular pandas DataFrame. The key piece here
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is that the Dataset object is inherently designed to enforce an explicit organization
structure based on the question of interest. The idea is that each column of the
Dataset class, where data points within the column are either single values or external
references to something like a saved sMRI file, are given a role: "data", "target" or "non
input". These roles correspond to the variables used as input to a machine learning
algorithm ("data"), the target variables that are predicted ("target") and everything
else, including the potential confounding variables ("non input").
There are some pre-modelling steps that, depending on the dataset and the question, might also be explored at this stage, and can be performed using the Dataset
object directly. These include decisions like:
• Generating exploratory plots of the different features in the dataset.
• Should any data be removed or set to missing based on status as an outlier?
• Should missing data be kept and imputed, or dropped?
• Are there any pre-requisite transformations that should be applied to the data?
E.g., conversion from strings "Male", "Female" to 0 and 1’s.

4.3.3

Machine Learning Pipeline

A machine learning pipeline is not just the choice of ML model, it is the full set of
transformations to the data prior to input to an ML algorithm. This is, in a lot
of ways, the area with the most researcher degrees of freedom, as we can think of
both the presence or absence of a transformation, as well as the choice of model and
that model’s parameters as all hyper-parameters of the broader ML pipeline. These
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could be choices like what parcellation to use, to z-score each feature or not, which
type of fMRI connectivity metric to use, the type of ML estimator, the parameters
associated with that estimator, etc. The number of permutations grows quite rapidly,
so in practice how should the researcher decide? We recommend treating each possible
hyper-parameter according to the following set of options:
If this parameter is important to the research question, test and report the results
by each possible value or a reasonable set of values of interest that this parameter
might take. For example, let’s say we want to know how our prediction varies by choice
of parcellation, so we repeat our full ML experiment with 3 different parcellations,
and report the results of each.
Otherwise, if not directly important or related to the question of interest the
researcher can either 1. Fix the value ahead of time based on a priori knowledge or
guess, or 2. Assign the value through some nested validation strategy (e.g., trainvalidation/test split or nested K-fold). In general, option 1 is preferable, as it is
simpler to both implement and conceptualize fixing a value ahead of time. That said,
setting values through nested validation can be useful in certain cases, for example
it is often used for setting hyper-parameters specific to an ML estimator. In other
words, option 2 is used as a way to try and improve down-stream performance, with
an emphasis on "try", as it is difficult in practice to correctly identify the choices
which will benefit from this approach.
While designing an ML Pipeline can be daunting and introduce lots of researcher
degrees of freedom, it is also the area most amenable to creativity. As long as proper
validation, as discussed in the next section, is kept in mind, testing and trying new /
different pipelines can be an important piece of ML modeling. This becomes especially
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important when the researcher starts to consider ML modeling in the context of
potential confounds, where potential corrections for confounds are themselves steps
within the pipeline. That said, especially as a newer researcher, it may be a good idea
to start by replicating previous strategies from the literature that have been found to
work well. Default pipelines can be easily specified within BPt.

4.3.4

Validation Strategy and Evaluation

In order for the results from a ML based predictive experiment to be valid, some sort
of cross or external validation is essential [223]. So how do we decide between say a
training-test split between two matched samples and K-fold cross validation on the
whole sample? In short, it depends. There is no silver-bullet that works for every
scenario, but the good news is that for the most part it really should not matter!
The most important element to properly using an external validation strategy is not
between 3 folds versus 10 folds, but instead is in how the chosen strategy is used. That
is to say, the validation data should only be used in answering the main predictive
question of interest. If instead the current experiment is not related to the primary
research question, that is to say, the result will not be reported, then the validation
data should not be used in any way. Let’s consider an explicit example of what not
to do:
Let’s say we decide to use a 3-fold cross validation strategy, predicting age from
cortical thickness, and we start by evaluating a simple linear regression model, but it
does not do very well. Next, we try a random forest model, which does a little better,
but still not great, so we try changing a few of its parameters, run the 3-fold cross
validation again, change a few more parameters and after a little tweaking eventually
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get a score we are satisfied with. We then report just this result: "a random forest
model predicted age, R2=XXX".
The issue with the example above is namely one of over-using the validation
data. By repeatedly testing different models with the same set of validation data,
be it through K-fold or a left-aside testing set, we have increased our chances of
obtaining an artificially high performance metric through chance alone (i.e., this is
a phenomenon similar in nature to p-hacking in classical statistics). Now in this
example the fix is fairly easy. If we want to perform model selection and model
hyper-parameter tuning, we can, but as long as both the model selection and hyperparameter tuning are conducted with nested validation (e.g., on a set-aside training
dataset). Fundamentally, it depends on what our ultimate question of interest is.
For example, if we are explicitly interested in the difference in performance between
different ML models, then it is reasonable to evaluate all of the different models of
interest on the validation data, as long as all of their respective performances are
reported.
There are of course other potential pitfalls in selecting and employing validation
strategies that may vary depending on the underlying complexity of the problem of
interest. For example, if using multi-site data, there is a difference between a model
generalizing to other participants from the same site (random split k-fold validation)
versus generalizing to new participants from unseen sites (group k-fold validation
where site is preserved within fold). While choice of optimal strategy will vary, BPt
provides an easy interface for employing varied and potentially complex validation
strategies.
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4.3.5

Interpreting and Reporting Results

Results from every machine learning based evaluation in BPt return a special results
object called "EvalResults". This object stores by default key information related to
the conducted experiment, which allows the user to then easily access or additionally
compute a range of useful measures. Listed below are some of the available options:
• Base common machine learning metrics are provided, across regression, binary
and multi-class predictions, for example R2, negative mean squared error, ROC
AUC, balanced accuracy, and others. In the case of employing a cross validation
strategy like K-fold, these metrics can be accessed either per fold, or averaged
across multiple folds (or even the weighted average across folds of different sizes).
• Raw predictions made per participant in the validation set(s) can be accessed
in multiple formats, and can be useful in performing further analysis beyond
those implemented in the base library (e.g., computing new metrics or feature
importance).
• In the case that the underlying machine learning model natively supports a
measure of feature importance (e.g., beta weights in a linear model), then these
importances can be directly accessed. Additionally, feature importances can
be estimated regardless of underlying pipeline through a built-in permutation
based feature importance method. When working with neuroimaging objects
directly, (e.g., volumetric or surface representations of the data), an interface for
back-projecting feature importances back into their original space is provided.
• The results of a single evaluation, regardless of cross-validation method, can be
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investigated further in order to ask questions around the statistical significance
of results and/or the potential influence of confounds on results. One of the most
powerful tools for this type of analysis is a permutation test, wherein the analysis
is repeated but with the target labels shuffled. An important extension to this
base method is the ability to restrain the shuffling of target labels according to
an underlying group or nested group structure.
• Another available method related to probing the significance of results, is the
ability to statistically compare between two or more similar results objects, that
perhaps vary on choice of a meaningful hyper-parameter.
• It can be useful in some instances to visualize the predictions made in other
ways, for example through ROC plots from a binary or multi-class analysis, or
plots showing the residuals from regression prediction.
• Feature importances from BPt are further designed to be easily visualized
through the related python package, from the same maintainers as BPt, neurotools. This package contains one-line automatic plotting functions that handle
a number of different cases, e.g., plotting ROIs, brain surfaces, brain volumes
or collages of different combinations.
• When working with data files directly, (e.g. performing machine learning on
surfaces), BPt includes utilities that allow the user to back-project feature importances back into the original native space. This can be useful, along with
the already mentioned neuroimaging specific plotting utilities, for visualizing
results.
When it comes to presenting a final set of results within a manuscript or project
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write up, there is no one-size fits all solution. Instead, how one reports results will
depend fundamentally on the question(s) of interest. In practice, the typical advice is
that all metrics from experiments related to questions should be reported. Likewise,
all related experimental configurations tested should also be reported, the key point
being that the user should do their best to accurately and fairly present their results.
As tempting or desirable as publishing a very accurate classifier may be, authors
should take care not to overstate their findings. This principle holds in the context
of null findings as well, where it is valuable to highlight the areas where predictive
models fail.

4.3.6

Pitfalls and Common Issues

• There are a number of pitfalls and common issues to be aware of when performing any type of analyses on observational data, which while not specific
to BPt are still relevant when working with BPt. Perhaps the most general is
that despite machine learning, deep learning, or other variations, results will
typically be correlational, not causal, in nature.
• While machine learning can be a useful tool for identifying null findings, for
example when a model is not predictive, the nature of predictive modeling
means we cannot ever be fully confident. In other words, just because one
model (or full pipeline) is not predictive, it does not guarantee that another one
is. In practice, it is typically sufficient in the case of null findings to show that
a representative range of pipelines fail to predict.
• The over-use of cross-validation or "double-dipping" is a particularly insidious
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and sometimes hard to detect issue within machine learning and the broader
literature [36]. These types of mistakes are often responsible for overly optimistic or inflated accuracy. Further, the conceptual difficulties with employing
cross-validation correctly can multiply in the case of nested cross-validation, so
potential users should be very careful if attempting to implement a customdesigned cross validation scheme. The cleverly titled "I tried a bunch of things:
The dangers of unexpected over-fitting in classification of brain data" provides
a good expanded description on this issue more broadly [129].
• Be wary of results that look "too" good. This is obviously a vague statement,
but it is important to keep in mind that there are many different mistakes in
machine learning which can lead to improbably over-confident results. These
include problems with the data, the misuse of cross-validation and a whole host
of other minor coding or conceptual errors. Therefore, if results seem "too"
good, we recommend performing a series of small checks, for example, look at
the predictions, visualize features, visualize data, make sure sample sizes are
large enough to be reliable, and other similar procedures.
• Interpreting, and in some cases over-interpreting, feature importances is a common problem. In practice, different measures of feature importance may have
different drawbacks and constraints, and it is therefore a good idea to make
sure one first understands a given importances potential limitations [127, 146]
• As another very general data science tip, we recommend performing regular
sanity checks, as well as building them in directly to analysis code whenever
possible. These include little things such as printing the shape of a dataset, or
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performing some assertion on the expected ranges of a distribution of variables
(e.g., confirm values for age in years are greater than 0 and less than 100).
These types of checks are generally low effort and in the long run can be helpful
in detecting small but potentially disastrous bugs.

4.4

GUI Interface

An alternate approach to working with this type of analysis is to provide a graphic
user interface (GUI), an approach that is typically more friendly to newer users.
A significant amount of time was spent developing a dedicated front-end GUI for
BPt, available on github at https://github.com/sahahn/BPt_app. This application
is based on a docker container, which setups up a local Apache webserver (where
BPt in python in run on the back-end). On the front-end, an extensive interface
was designed and implemented in a combination of JavaScript, HTML and CSS.
This interface provides a huge range of functionality, as discussed through screenshot
examples in appendix section 4.A. That said, it should be noted that at the time of
writing this document, the GUI is not currently being actively maintained, whereas
the base python library BPt is. The python library is also ultimately far more powerful
and flexible a tool, despite requiring a initial investment of time to learn. In the future,
a tighter coupling of the base library with the GUI could prove an ideal solution,
offering the "best of both worlds".

145

4.5

Case Studies

This section discusses a subset of the published, or in press, literature which employed
BPt (or its guiding analytical framework) on real-world problems and in which the
author was directly involved in.
• "White matter microstructure differences in individuals with dependence on cocaine, methamphetamine, and nicotine: Findings from the ENIGMA-Addiction
working group" [193]. In this work, we used BPt to conduct a series of predictive experiments, first performing nested model selection (ultimately selecting a
support vector machine classifier), on the task of classifying participants as stimulant dependant or naive from their derived DTI measurements. This analyses
further employed a specialized site-constrained permutation test to properly
estimate the influence of collection site on reported results.
• "Neuroanatomical correlates of impulsive traits in children aged 9 to 10." [197].
In this paper, we employed elastic-net regression as the predictive model of a
priori interest. The model was trained on measures of gray and white matter
to predict individually a series of measures of impulsivity as measured by the
UPPS-P scale measures (measures of impulsivity). The beta-weights from the
elastic-net were then averaged across validation folds and interpreted in the
context of the broader literature.
• "Multimodal brain predictors of current weight and weight gain in children
enrolled in the ABCD study" [7]. In this work, we used an elastic-net regression
to predict current participants BMI from multi-modal (sMRI, DTI and fMRI)
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brain measures. Likewise, a logistic elastic-net was used to predict binarized
gain in weight, as measured one year later, from a similar set of input features
on a sub-sample of participants.
• "One-year predictions of delayed reward discounting in the adolescent brain cognitive development study." [196]. In this study, we employed a range of different
ML models, elastic-net, random forest, light gradient boosting and support
vector regression, towards the task of predicting a measure of delayed reward
discounting one year later. Proper cross-validation was employed to ensure that
model selection was done in un-biased way, and that a final presented predictive
model was generated and examined.
• "Multimethod investigation of the neurobiological basis of ADHD symptomatology in children aged 9-10: baseline data from the ABCD study" [194]. In this
study, we employed an elastic-net regression to predict ADHD symptom scores
from multi-modal, sMRI and task fMRI derived, brain features, employing a
properly nested cross-validation framework.
• "Examination of the association between exposure to childhood maltreatment
and brain structure in young adults: a machine learning analysis" [217]. In
this study, an evolutionary based feature selection method was used to identify
a subset of predictive sMRI features. This subset of features was then used
to train and evaluate a generalizable binary model for predicting a measure of
participant maltreatment.
• "Longitudinal assessment of brain structure and behavior in youth with rapid
weight gain: Potential contributing causes and consequences" [8]. In this paper,
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we employed longitudinal data across two time points from the ABCD Study
to train a logistic elastic-net to predict changes in BMI (as estimated by increase in BMI). These analyses utilized the longitudinal nature of the data by
computing change in structural measures, and using those change scores as the
input variables to the ML models.

4.6

Conclusion

Frameworks like BPt can be helpful for some projects, but require a trade-off between
"flexibility to usefulness". That said, we hope this library can be as useful a tool as
possible moving forward and welcome any suggestions, feedback or bug reports (which
can be submitted on the library’s github page or as an email to the author).
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Appendix

4.A

BPt GUI Examples

This appendix section includes a number of screenshot examples of the GUI, along
with captions containing descriptions on the relevant features being shown. Note also
that a more extensive video introduction to the library can be found through the
project github.
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Figure 4.A.1: Example of creating a new project with the BPt app GUI, where a drop down
is provided allowing the user to select which Dataset the project should be created with. New
datasets can be added within the file system.

Figure 4.A.2: This example shows a newly created project within the BPt GUI where the
name of the project has been customized, and the user is presented with a number of other
project specific options. See Figure 4.A.3 for what would happen if clicking the tooltip for
Input Caching. Projects can notably be saved and deleted across different sessions, storing
all previous results as well as state information.

150

Figure 4.A.3: Example highlighting the use of toggle-able tooltips for displaying tutorial
information with the BPt GUI, this option is provided for all parameters and options, with
the design philosophy that new users should be able to learn more about any topic, but more
advanced users should be able to easily ignore the tooltips. In this case, the shown tooltip
provides a description of the optional input caching argument.
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Figure 4.A.4: Example of loading a target variable, this case sex, within the BPt GUI. Potential target variables are presented within a searchable drop-down menu, next, the eventname
and data type of the variable can be specified, where the GUI has special built in function to
automatically infer these values if they have ever been previously set within other projects.
Further, the "Show Target" button was pressed, which plots the variable as well as provides
a table of extra information on the distribution. Multiple target variables can be loaded in
this manner.
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Figure 4.A.5: Example of loading a set of potential input variables within the BPt GUI.
The user can add either sets of variables, or single variables through the toggle-able "Add
Data Source" buttons on the bottom row. In this case, we add a pre-defined set of variables
called "brain". If the "Show Data" button is pressed in this case, a table will be generated
with each variable and some summary statistics for its distribution as well as a dedicated
"Edit" button, which allows for optionally changing how a single variable within a set is
loaded, or for individually viewing a plot of a single variables distribution, allowing for a
huge amount of customizability with respect to how each variable is loaded. The last option
available either at the level of the set of variables, or single variable specific is an option to
filter outliers by two different strategies.
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Figure 4.A.6: This screenshot shows an example of how to create a custom validation strategy within the BPt GUI. In this example, we have defined a strategy with stratification (that
is the preservation of group sizes) by sex, which is also the target variable. Further customization could be applied in the form of defining a set of train only subjects. The "Show
Info" button has been pressed, which displays information on the selected strategy.
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Figure 4.A.7: This screenshot shows an example case where a global train/test split is
defined and applied within the BPt app GUI. In this example, a test split is defined as 20%
of the total data, and further split according to the custom validation strategy (as defined in
example 4.A.6). Once applied, we can view information on how the split was made, as well
as view how any of the loaded variables were split. See example 4.A.8 for post click "Show"
on the set of Brain variables.
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Figure 4.A.8: This screenshot shows an example of viewing a set of variables post train-test
split within the BPt GUI. While this figure is static, what is being shown is actually a GIF
across all loaded variables within the set, displaying their distribution for both the training
and test sets.

Figure 4.A.9: This example shows the ML Pipeline creation menu within the BPt GUI,
where multiple pipelines can be created and customized for different problem types.

156

Figure 4.A.10: This example shows the start of a custom defined pipeline, where a featuring
scaling object has been added, within the BPt GUI. This object is automatically set to a
pre-set distribution of parameters, but can be customized. Pipelines within the GUI are
composed of a fixed order of pieces, Imputers, Scalers, Transformers, Feature Selectors,
then base models. Within each section, multiple objects can be added, and their scope (the
set of input features they work on) be customized, and their order changed by dragging and
dropping. In this example, we add only one Scaler, and we set it to work on all available
continuous input variables. Note also the "Toggle Select" option, which allows us to specify
that the choice of if to include this object itself should be decided via nested cross-validation.

157

Figure 4.A.11: This example shows the selection of a model component within the BPt GUI,
specifically the choice of a LogisticRegression object with a pre-defined Elastic-Net focus.
We are specifically looking at the "Change Params" screen after selecting this object, where
by default for each model there are a number of pre-defined distributions of parameters,
selecting in this case the default "elastic clf v2" option. This parameter distribution is
explicitly saying that the hyper-parameter values for this classifier be set through nested
cross-validation, and specifically which parameters we should search over, and across what
ranges. While the default distributions cannot be changed, the "Copy Dist" button, allows
the user to copy a default distribution in which they can then fully customize.
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Figure 4.A.12: This example shows the selection of a Parameter Search within the BPt
GUI. In order for the parameters set in example 4.A.11 to be actually selected, we need
to explicitly define a search object, in this case a random search over parameter values,
specifically our search budget of 60, which means 60 different options will be tried. The below
options then allow specification of how each of these options should be evaluated, allowing
for customization of the internal CV procedure and even what scoring metric should be used.
Note that the custom validation strategy as defined in example 4.A.6 can be used here as
well, instead of the shown random splits.
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Figure 4.A.13: This example shows the evaluate submission menu within the BPt GUI.
Specifically, once a dataset has been loaded, and a Pipeline created, we can then ask BPt to
evaluate this combination. This procedure involved selecting which target variable we want
to test, which then depending on the type of variable, will limit the selection of ML pipelines
to only valid ones for this problem type - where in this case the Pipeline we defined in
example 4.A.12 is valid. We can then select multiple metrics, as well as optionally restrict
our evaluation to either a subset of features (Scope) or a subset of Subjects (from either
a file or according to a value within a loaded variable). Lastly, the buttons at the bottom,
"Evaluate" and "Test", refer to evaluating the proposed model on the training set with nested
CV, and training on the full training set and testing on the testing set respectively.
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Figure 4.A.14: This figure shows an example Evaluate submission screen within the BPt
GUI. Within the submission menu, the user must specify a unique job name, as well as
define how many multi-processing cores the job should be submitted with. Likewise, as this
is an internal evaluation on the training set, parameters can be modified as to how the
internal cross-validation should be conducted. The job can then be submitted to run via the
"Submit Job" button. Notably, an arbitrary number of jobs can be submitted at once.
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Figure 4.A.15: This figure shows the Results sub-tab within the BPt GUI. This screen
provides an interfaces for monitoring all active submitted jobs, as well as for viewing the
results of any already completed jobs. In this example, we note that the job as defined in
examples 4.A.13 and 4.A.14 are still in progress. We are therefore provided with a series of
different progress and status bars, as well as descriptive information on when the job was
submitted, the type of job, the target and more. Further basic table functionality exists to
sort the jobs by these different traits and also to delete any jobs.
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Figure 4.A.16: This Figure shows a completed job within the BPt app GUI. Specifically,
the in-progress job from example 4.A.15 is now completed, and we are provided with a list
of Summary Scores as well as options to see detailed log / run information and to view /
download the predictions per subject. This results are notably saved along with the project
and can therefore serve as detailed records of past experiments.
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Chapter 5
Concluding Remarks
In the first case study, we presented a detailed benchmarking study surrounding
the choice of surface-based parcellation in neuroimaging-based ML experiments in
addition to other relevant parameters. This work identified an over-arching power
law scaling between higher resolution parcellations and increased predictive power, a
finding which may help to inform the researcher’s choices in future work. We further
highlighted a potential role for the use of highly predictive ensembles over multiple
random parcellations, though also noting the increased computational burden this
approach may introduce. Future work will be required to more fully understand how
these findings generalize to other datasets and neuroimaging modalities.
In the second case study, we explored the impacts of site within a predictive ML
experiment designed to uncover the relationship between brain and alcohol dependence. This work highlighted the use of leave-site-out CV as an essential step in
constructing site generalizable classifiers and likewise showed how improper choice
can yield misleadingly optimistic results. We also introduced a specially designed
evolutionary-based feature selection method as a new method for partially solving
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the identified site generalization issue. More work will be required to access how the
presented method contrasts with other available site correction methods, or rather
how it may be optimally combined in conjunction with other existing approaches.
We have drawn attention to the impact on model generalizability of case distribution by site within large multi-site neuroimaging studies. In particular, we have shown
that CV methods that do not properly account for site can drastically overestimate
results, and presented a scheme as a better framework to estimate model generalization. We further presented an evolutionary-based feature selection method aimed
at extracting usable information from case- and control-only sites, and showed how
this method can produce more interpretable, generalizable, and high-performing AD
classifiers. Finally, a measure of feature importance was used to determine relevant
predictive features, and we discussed their potential contribution to our understanding of AD neurobiology.
In the last chapter, we introduced the Brain Predictability toolbox, a software
package developed to formalize a set of approaches for performing ML-based experimentation. We likewise discussed in detail the relationship between the structure
of the library and how that structure is designed to inform and guide users through
the full analytic pipeline. Importantly, this resource exists in a dynamic and everchanging landscape of available neuroimaging software, where in the future it can
exist as both an explicit tool for users or as a reference to other developers as they
design and maintain their own packages.
The previous chapters when viewed together address only a small fraction of the
larger question posed, yet exemplify tractable progress. While standardizing a MLbased pipeline for neuroimaging is likely too restrictive, the work presented along with
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other research can help to inform and codify best practices. Future work will require
a distributed effort between benchmarking studies, case studies on specific problems,
and the continued development and support for standardized software packages.
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