The method of successive approximations and a uniqueness-theorem of krasnoselskil and krein in the theory of differential equations  by Kooi, O.
MATHEMATICS 
THE METHOD OF SUCCESSIVE APPROXIMATIONS AND A 
UNIQUENESS-THEOREM OF KRASNOSELSKil AND KREIN 
IN THE THEORY OF DIFFERENTIAL EQUATIONS 
BY 
0. KOOI 
(Communicated by Prof . .J. F. KoKSMA at the meeting of .January 25, 1958) 
§ 1. INTRODUCTION 
Consider the differential equation y' = f(x, y), where the function 
f(x, y) is continuous on 
R: O~x-x0 ~a, IY-Yol ~b. 
KRASNOSELSKTI and KREIN [5) recently proved the uniqueness of a 
solution of y' = f(x, y) through (x0, y0 ) if f(x, y) satisfies on R the conditions: 
(x- Xo) I f(x, Y1)- f(x, Y2) I ~ k IY1- Y2l' 
I f(x, Y1)- f(x, Y2) I ~p IY1 -y2l", 
where the positive constants k, p and ex< l satisfy the inequality: 
k(l-cx) < l. 
It is well-known that a uniqueness-theorem does not imply the con-
vergence of sequences of functions obtained by Picard's method of 
successive approximations 1). Therefore it may be of some interest to 
investigate the convergence of the Picard-approximations in the 
Krasnoselskii-Kre'ln case. In this paper we demonstrate that the approxi-
mations mentioned do converge in a more general case. 
The method of proof has the advantage that it furnishes simultaneously 
the convergence of the Picard-approximations (and of certain other 
sequences of functions), as well as the existence and uniqueness of solutions. 
This method is analogous to that by means of which KoKSMA [3) has 
given a simple proof of some classical theorems. 
In the next § we prove the 
Theorem: The real function f(x, y) be defined and continuous on 
R: O~x-x0 ~a, IY-Yol ~b. 
1 ) Of. CoDDINGTON and LEVISON [1]. 
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Let f(x, y) satisfy on R the inequalities: 
(a) (x-xo) I f(x, Y1)- f(x, Y2) I ~k IY1- Y2l, 
(b) (x- X0)!l I f(x, Y1)- f(x, Y2) I~ P IY1- Y2l"', 
(c) I f(x, y) I ~M, 






a, b, k, p and M positive, 
aM~b, 
0<1X< 1, 
fJ < 1X, 
k(l-1X)< 1-{J. 
Then among the functions y=q;(x), satisfying 
(A) q;(x0)=y0, lq;(x)-Yol ~b for O~x-x0 ~a, 
(B) q;'(x) continuous for O~x-x0 ~a, 
there is one and only one, which satisfies the differential equation 
(C) y' =f(x, y) for O~x-x0 ~a. 
The sequence of functions, obtained by Picard's method of successive 
approximations, converges on O~x-x0 ~a uniformly to the unique solution 
of (0) through (x0 , y0). 
Remarks. 
I. For fJ=O we obtain from (b) and (h) the uniqueness-conditions 
(b1) and (h1) of KRASNOSELSKII and KREIN. 
2. If {J<O we read for (b): 
I f(x, Yl)-f(x, Y2) I ~p(x-xo)-fl IY1-Y2I"'· 
3. If k~ 1 we may omit the conditions (b), (f), (g) and (h). In this 
case the uniqueness of solutions was first proved by NAGUMO [6] and the 
convergence-theorem by VAN KAMPEN [2] 1). 
4. It is possible to prove an analogous theorem for systems of differ-
ential equations 
y; =/;(X, Y1' · • ·' Yn), 
where the functions /;, continuous on 
(i= 1, ... , n), 
Rn: O~x-x0 ~a, IY;-Yo.il ~b, 
satisfy on Rn the conditions: 
n n 
(x-x0 ) _21f;(x,y1, ... ,yn)-fdx,zv ... ,zn)l ~k .21Y;-z;l, 
i=l i=l 
n n 
(X-Xo)fl .21fi(x,yv····Yn)-/;(x,z1, ... ,zn)l ~p{ .21Y;-z;l}"', 
i~l i~l 
and (d), ... , (h). 
1) Cf. Koor [4]. 
§ 2. PROOF OF THE THEOREM 
I. Picard-approximations 
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We. choose a function qJ0(x), continuous on o;;;;x-x0 ;;;;a, and satisfying 
(A). The sequence offunctions {qJn(x)}, defined for natural n by the relations 
X 
(1) lpn(x)=Yo+ J f(t, rpn-l(t))dt, 
"'"" 
is the well known sequence of the successive approximations. The 
functions qJn(x) satisfy (A) and (B) for every n;;;;; 1. 
II. We consider the functions 
(2) llp~(x)-f(x, rpn(x))l=l rp~+l(x)-rp~(x)l, (n=1, 2, ... ), 
and demonstrate 
(3) lim I rp~(x)-f(x, rpn(x))l =0, (O;;;;x-x0 ;;;;a). 
n-..oo 
00 
From (f) and (h) follows k < 1 + (£X -IJ) :2 £Xi. 
i~O 
As {3<£X, there exists a natural number N> 1, such that 
N-1 
(4) k<1+(£X-{3) :2£Xi. 
i~O. 
By (1) and (c) we have 
(5) I rp~(x)- f(x, rp1(x)) I= I f(x, rp0(x))- f(x, rp1(x)) I;;;; 2M, 
and by (1) and (b): 
)
I rp;+I(x)-f(x, rpi+1(x))l :£p(x-x0)-~ I rp:,(x)-rpi+1(x)l" 
(6) ;;;;p(x-x0)-~ {f I rp;(t)-/(t, rpi(t))l dt }", 
"'• (0<x-x0 ;;;;a; i= 1, 2, ... ). 
Putting for the sake of brevity 
N-2 (7) q= pl+"'+ ... ()(,N-\2 M)"'N {1 + (1X- {3) }_.,N-1 ••• {1 + (1X- tJ) :2 £Xi}-<>, 
i~O 
N-1 
(8) y= (1X-{3) z £Xi, (N> 1), 
i~O 
we get from (5) and (6) by induction 
(9) 
Using now the condition (a) we obtain for j=1, 2, 3, : .. and 0<x-x0 ;;;;a: 
I rp~+i+l(x)- f(x, rpN+i+l(x)) I ;;;;k(x-xo)-1 1 rpN+i(x)- rpN+i+l(x) I 
"' ;;;; k(x- x0)-1 f I rp~+i(t)- f(t, rpN+i(t)) I dt, 
"'• 
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and thus from {9) follows by induction: 
I cp;_,.+i+1{x)- f(x, IPN+i+1{x)) I ~ q (I ~rr (x- xo)Y, 
(j=O, 1, 2, ... ; O~x-x0 ;£;a). 
N-1 
As k < 1 + (,x- ,8) 2 ,xi= 1 + y, the proof of (3) is completed. 
i~O 
III. From II it follows that there exist sequences of functions {V'n(x) }, 
satisfying (A), (B) and 
{10) 
k (j=O, 1, 2, ... ; O~x-x0 ~a), where O<e= I+r <1. 
For the meaning of N, q and y see (4), (7) and (8). 
We now prove the uniform convergence for 0 ~ x- x0 ~a of every such 
a sequence {V'n(x)}. 
By (10) there exist on O~x-x0 ~a continuous functions tXN+i+l(x) 
such that 
(11) V';,.+i+I(x)=f(x, V'N+i+I(x))+,xN+i+I(x), 
(12) I IXN+i+I(x) I ;£;qei(x-xo)Y~qeiaY, 
"' "' (13) V'N+i+I(x)=y0 + f f(t, '1/'N+i+I(t)) dt+ f IXN+i+l(t) dt. 
Xo Xo 
By (b), (11) and (12) we have for i, j=O, 1, 2, ... and 0<x-x0 ~a: 
) 
I V';,.+i+l{x)-V';,.+i+I(x)l ~ 
(14) "' ~p(x-xo)-B {f I V';,.+i+t(t)-V';,.+i+I(t)l dt}'"+q(ei+ei) (x-xoV· 
x, 
From {11), (12) and (c) follows a first estimation of the left-hand 
member of (14) 
(15) 
if we put 2M +2qaY=r1 • 
Putting (15) in the right-hand member of (14) we obtain a second 
estimation: 
I 1p;_,. +H1 (x)- 1p;_,. +i+1 (x) I ~ p rf(x- x0)'"-fl + 2 q(x- x0)Y ~ 
~ {prf + 2 qa('"+"' + ... +<>N-11 (<>-fll} (x -xo)'"-fl = r2 (x -xo)'"-fl. 
Repeating this process N -1 times, we obtain if rN-t =r is an aptly 
chosen constant : 
N-1 
(16) IV';,.+H1(x) -1p;,.+i+l(x) I~ r(x-x0 )(<>-fll ;:o'"; =r(x-x0 )Y. 
(i, j=O, 1, 2, ... ; O~x-x0 ~a). 
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Using condition (a), we obtain by (ll) and (12): liV'_;,+i+I(x) -1p;,+i+I(x) I ~ (17) ~ k(x-x0 )-1 SIV'_;,+i+I(t)-V';,+i+I(t)i dt+(rf+(/)q (x-x0 )Y, 
Xo 
(i, j=O, 1, 2, ... ; 0<x-x0 ~a). 
Hence by (16): 
IV'_;,+i+1(x)-1J';,+i+1(x) I~ { 1 ~Yr+(ei+ei)q} (x-xoV= 
= {Q r+ (Qi+ Qi) q} (X-Xo)Y, 
and by induction 
IV';, +H1 (x) -1p;, +i +1 (x) I ~ 
~ {emr+ (ei+ei) (em-1 + ... + 1) q} (x-xo)Y < (em+ ~~~i q) aY, 
(i, j, m=O, 1, 2, ... ; O~x-x0 ~a). 
The last member of these inequalities tends to zero if i, j and m tend 
to infinity. Hence the sequences {1J'~(x)} and {1J'n(x)} are uniformly con-
vergent on O~x-x0 ~a. 
IV. The existence 
Let 1p(x) be the limit function of a sequence {1J'n(x) }, considered in III. 
As f(x, y) is continuous on the closed rectangle R, this function is even 
uniformly continuous on R. Hence f(x, V'n(x)) tends uniformly in x to 
f(x, 1p(x)), and by (12) and (13) we have that 1p(x) satisfies (A), (B) and (C). 
V. The uniqueness 
Let the functions <p(x) and 1p(x) satisfy (A), (B) and (C). Then the 
sequence 
(18) <p(x), 1p(x), <p(x), 1p(x), ... 
satisfies (A), (B) and (10). This sequence is of the type which we have 
considered in III, and from III follows that (18) is uniformly convergent. 
Hence <p(x) =1p(x) for O~x-x0 ~a. Q.e.d. 
VI. The convergence 
The uniform convergence of the successive approximations {<J?n(x)}, 
defined in I, to the unique solution of y' = f(x, y) through (x0, y0 ), follows 
immediately from the fact, that also {<p,.(x)} is a sequence of the type in III. 
Moreover, by III it is clear that every sequence, which satisfies (A), 
(B) and (10), converges uniformly to the solution of our differential 
equation. 
In conclusion, the writer expresses his thanks to Professor KoKSMA 
for reading the manuscript and to Mrs. VERHOEFF for translating the 
paper of KRASNOSELSKri and KREIN. 
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