In this paper, we investigate the Douglas-Rachford method for two closed (possibly nonconvex) sets in Euclidean spaces. We introduce the stationary and stationary-projected sets for operators. The new tools provide useful properties, which assist the study of the method. In particular, we show that under the restricted constraint qualification condition and set regularity conditions, the Douglas-Rachford method converges locally with linear rate. In convex settings, we prove that the linear convergence is global. Our study recovers recent results on the same topic.
Introduction
Throughout the paper, we assume that X is an Euclidean space. Let A and B are two closed subsets of X. The basic feasibility problem is to (1) find a point in A ∩ B.
Such problem has long been considered very important in the natural sciences and engineering. Thus, many methods have been proposed to solve (1), see, e.g., [5, 12, 18, 26, 27] and the references therein. Among those methods, the Douglas-Rachford splitting algorithm [19] has attracted increasing attention, mainly because of its surprisingly good performance. It is well-known that the sequence generated by Douglas-Rachford method converges weakly when it is applied to convex subsets of a Hilbert spaces, see, e.g., [9, Chapter 25] , [20] . In nonconvex settings, the method also performs pretty well despite the absence of a theoretical justification. In fact, some works have been done for special nonconvex cases, see, e.g., [1, 16] . It worths to mention that, the Douglas-Rachford method is also very useful in sparse affine feasibility problem [17, 23] and combinatorial optimization [2] .
Recently, Hesse and Luke [22, Theorem 3.18] have obtained an exciting result about the local linear convergence for the Douglas-Rachford method (DRM) in nonconvex settings. They proved that if A is an affine subspace and B is a superregular set, and the system {A, B} satisfies the strong linear regularity (which is equivalent to the classic constraint qualification condition), then the DRM sequence converge locally to the intersection A ∩ B with linear rate (see (79) for the precise definition).
In this paper, we complement this result in several ways. In particular, our main results include:
(R1) If A is an affine subspace and B is a superregular set, and the pair satisfies the restricted constraint qualification condition (which is strictly less restrictive than the classic constraint qualification condition), then the DRM sequence converge locally to the intersection A ∩ B with linear rate (see Theorem 6.10).
(R2) If A and B are two superregular sets, and the pair satisfies the restricted constraint qualification condition, then the DRM sequence converge locally with linear rate to a fixed point of T, the Douglas-Rachford operator (see Theorem 6.8).
(R3) If A and B are two convex sets, and the pair satisfies the restricted constraint qualification condition (which is equivalent to ri A ∩ ri B = ∅, see Fact 2.10), then for every starting point, the DRM sequence converge with linear rate to a fixed point of T (see Theorem 6.12).
(R4) In all of these results, although the limit point x of the DRM sequence may not solve the feasibility problem (1), the "shadow" P A x, which also equals P B x, does the job, i.e., P A x = P B x ∈ A ∩ B. Notice that, we implicitly assume that both projectors P A (·) and P B (·) are computable. Therefore, as long as the limit point x is obtained, the shadows P A x and P B x are computable.
The linear rate in (R1) equals the one obtained in [22, Theorem 3.18] , thus, (R1) can be consider as its generalization. On the other hand, the rates obtained in results (R2) and (R3) are different from that of (R1). To the best of our knowledge, results (R2) and (R3) are new and have never been observed in the literature.
It is known (see [13, 14] ) that the restricted CQ conditions and superregularity are critical to obtained local linear convergence results for the method of alternating projections (MAP), a famous method for solving feasibility problem. Hence, our new results confirm that similar situation also happens to the DRM.
The paper is organized as follows. Section 2 recalls preliminary results that are needed. In Section 3, we introduce the stationary and stationary projected sets of an operator together with their basic properties. In Section 4, we study an important property of Douglas-Rachford operator: the quasi firm nonexpansiveness. Section 5 presents a Fejér-type linear convergence result, which is used to prove our main results in Section 6. Section 7 concludes the paper with some remarks and discussion.
Notation
The notation used in this paper is quite standard and follows primarily [9, 29, 31] . The real numbers are R, the integers are Z, and N := z ∈ Z z ≥ 0 . Furthermore, R + := x ∈ R x ≥ 0 and R − := x ∈ R x ≤ 0 . The smallest linear subspace and affine subspace containing Ω are aff Ω and span Ω, respectively. The relative interior of Ω, ri Ω, is the interior of Ω relative to aff Ω. We set Ω ⊥ := u ∈ X u, x = 0, ∀x ∈ Ω . We write R ⊕ S for R + S := r + s (r, s) ∈ R × S provided that R⊥S, i.e., (∀(r, s) ∈ R × S) r, s = 0. The identity mapping on X is Id : X → X : x → x. We write Φ : X ⇒ X if Φ is a multi-valued mapping. When Φ(x) = {y}, we abuse the notation by writing F(x) = y. We also denote Φ −1 (y) = x ∈ X y ∈ Φx , ran Φ := y ∈ X Φ −1 (y) = ∅ , and Fix Φ := x ∈ X x ∈ Φx the inverse mapping, the range, and the set of fixed points of Φ, respectively. The composition of two multi-valued mappings Φ 1 and Φ 2 is pointwisely defined by
is the closed ball centered at z with radius r and S r (z) := x ∈ R d(x, z) = r is the (closed) sphere centered at z with radius r. We also write B δ := B δ (0) and S δ := S δ (0) for brevity.
Preliminary
In this section, we recall preliminary concepts and auxiliary results.
The restricted normal cone
Let Ω be a closed subset of X, the distance function to Ω is d Ω (x) := inf y∈Ω x − y . The projector P Ω and reflector R Ω are the set-valued mappings defined respectively by (2) and
When Ω is convex, P Ω (·) is single-valued, so is R Ω (·).
Let x ∈ Ω, the proximal normal cone (see, e.g., [31, Example 6.16] or [29, eq. (2.80 )]) to a set Ω at a point x is defined by [29, Theorem 1.6] ) is implicitly defined by u ∈ N Ω (x) if and only if there exist sequences (x n ) n∈N in Ω and (u n ) n∈N in N prox Ω (x n ) such that x n → x and u n → u.
In [13] , an adapted version of the limiting normal cone was introduced under the name the restricted normal cone.
Definition 2.1 (restricted normal cone [13, Definition 2.1])
Let Ω and S be nonempty subsets of X, let x ∈ Ω. The S-restricted proximal normal cone of Ω at x is
is implicitly defined by u ∈ N S Ω if and only if there exist sequences (x n ) n∈N in Ω and (u n ) n∈N in N S Ω (x n ) such that x n → x and u n → u.
In general, the Mordukhovich/limiting normal cone is essentially nonconvex, while still remains a robust construction. The limiting normal cone has an important role in variational analysis and optimization theory. The book [29] provides rich calculus rules for this construction as well as its extensive applications. However, little has been known about the calculus rules for the restricted normal cone. Nevertheless, unlike the former construction, the latter turns out to fit really well with projection methods for solving feasibility problems, see, e.g, [14, 15] .
In this paper, we are particularly interested in the restricted normal cone N L Ω (·), where L is an affine subspace containing Ω. The following result shows the connections between N L Ω (·) and N Ω (·).
Fact 2.2 ([13, Theorem 3.5])
Let Ω be a nonempty subset of X, let x ∈ Ω, and let L be an affine containing Ω. Then the following hold:
The Douglas-Rachford operator
Given an operator Φ : X ⇒ X, the resolvent of Φ (see, e.g., [9, Definition 23 
(ii) If Φ is a monotone operator, then J Φ is single-valued.
(iii) Assume Ω is a closed convex subset of X and Φ = N Ω , then J Φ = P Ω .
Proof. See [9, Chapter 23] .
Let Φ 1 , Φ 2 : X ⇒ X be two operators. The Douglas-Rachford operator [19, 28] for Φ 1 and Φ 2 is defined by (8) T
Let A and B be closed (not necessarily convex) subsets in X. Define two operators
B − Id, then we can check that J Φ 1 = P A and J Φ 2 = P B . Thus, (8) reduces to (9) T(x) = P B (2y
, which is also called the Douglas-Rachford operator for two sets A and B.
If A and B are convex, then P A and P B are single-valued. So the Douglas-Rachford operator (9) is single-valued and can be written as
Definition 2.4 (Douglas-Rachford method (DRM))
The Douglas-Rachford method (DRM) with starting point x 0 generates sequences (x n ) n∈N such that (11) (∀n ∈ N) x n+1 ∈ T(x n ).
Each such sequence (x n ) n∈N is called a DRM sequence generated by T with starting point x 0 .
The Douglas-Rachford method and its variants for (maximally monotone) operators have been extensively studied. The readers may wish to look at [7, 9, 16, 20, 30] and the references therein for comprehensive investigations and related topics.
On affine subspaces
We recall some properties of affine subspaces, which will be use repeatedly. It is convenient to recall that two affine subspaces L 1 and 
(ii) P L is an affine operator, i.e.,
(iii):(14a): The first equality follows from [13, Lemma 3.3] , while the second one is clear.
Lemma 2.6 (i) Let L 0 be a subspace of X. For every z ∈ X, we have
Now for every w 1 , w 2 ∈ z + L 0 , we have w 1 − w 2 ∈ L 0 , and
So p satisfies (12) in Lemma 2.5(iii), thus it implies
The following lemma slightly improves [13 
The restricted CQ condition and linear regularity
We recall the following CQ conditions, where "CQ" stands for "constraint qualification". 
(ii) the system {A, B} satisfies the restricted constraint qualification condition (or restricted CQ-condition) at w if
Remark 2.9
The restricted CQ condition is strictly less restrictive than the classic CQ condition. Indeed, the classic CQ condition implies the restricted CQ condition, but the reverse is not always true. For example, consider two lines A and B in R 3 , which intersect at w = A ∩ B. Then the restricted CQ condition holds for {A, B} at w but the classic one does not.
The restricted CQ condition formulated in terms of the restricted normal cone is known to be equivalent to the standard CQ condition in convex settings, as seen in the following result. 
Next, we show the connection between the restricted CQ condition and the linear regularity. 
Remark 2.12 Assume {A, B} is µ-linearly regular on S. On the one hand, we are interested in the non trivial case when S (A ∩ B) = ∅. In such case, we can find some x ∈ S (A ∩ B). Then
which means (24) holds for all µ ≥ 0, in particular µ = 1. Therefore, it is reasonable to assume µ ≥ 1 in general.
Definition 2.13 (bounded linear regularity [5]) Let A and B be closed subsets of X. We say that the system {A, B} is boundedly linearly regular if for every bounded set S of X, there is a real number µ ≥ 1 such that {A, B} is µ-linearly regular on S.
Linear regularity has been seen to have deep connections to the standard CQ condition in convex settings, strong conical hull intersection property, and error bounds, see [6] . In nonconvex settings, the connection (see Fact 2.14) is showed in [22] , where the authors employed the results by [24, 25] . 
Then there exist µ ≥ 1 and δ > 0 such that {A, B} is µ-linearly regular on B δ (w).
We will improve this result by showing that the restricted CQ condition is also sufficient to obtain local linear regularity. First, we need the following lemma.
Lemma 2.15 Let A and B be closed subsets of X, let L := aff(A ∪ B). Let S be a subset of X such that P L S ⊆ S. Then {A, B} is µ-linearly regular on S if and only if it is µ-linearly regular on P L S.
Proof. (⇒): obvious. (⇐): Take x ∈ S, and let z = P L x ∈ P L S, from (14d) we have
This means {A, B} is µ-linearly regular on S. 
Then there exist δ > 0 and µ ≥ 1 such that {A, B} is µ-linearly regular on B δ (w).
Proof. Without loss of generality, we assume w = 0. Now consider A and
. Then applying Fact 2.14 to A and B in the subspace L, we conclude that there exist δ > 0 and µ ≥ 1 such that {A, B} is µ-linearly regular on the ball
Stationary and stationary-projected sets of an operator
In this section, we introduce several new concepts, which will be extremely useful for the study of the Douglas-Rachford method.
Definition 3.1 Let Φ : X ⇒ X and let Ω be a nonempty and closed subset of X. We say that
Let us look at some simple examples.
Then Φ is S 1 -stationary and S 1 -stationary-projected. 
Proof. Apply Proposition 3.9 below.
Proposition 3.4 Let Φ : X ⇒ X be an operator and let Ω be a nonempty and closed subset of X.
Assume that Φ is Ω-stationary projected, i.e., (32) holds. Then
Conversely, assume that either Φ is single-valued or Ω is convex. Then (33) implies that Φ is Ω-stationary projected.
For every x ∈ X and every y ∈ Φx, we have ∅ = P Ω y ∈ P Ω Φx = P Ω x, which is singleton; thus, P Ω y = P Ω x. So (32) holds.
Remark 3.5 By Proposition 3.4, we will therefore use (33) as an equivalent definition (without explicitly mentioning) for stationary projected set whenever Φ is single-valued or Ω is convex.
The proofs of the following results are straightforward from definition.
Proposition 3.6
Let Φ : X ⇒ X and let Ω be a subset of X. The following hold:
Proposition 3.7 Let Φ : X ⇒ X and Ω be a closed subset of X. Assume that Φ is Ω-stationary projected, then
Linear case
Although Ω-stationary and stationary projected properties are defined using general sets, we are particularly interested in the special case where Ω = L is a linear or affine subspace.
In this section, we present some properties of this case. Proof. For every x ∈ X, every y ∈ Φx, using Lemma 2.5(iii), we have
Proposition 3.9 Let Φ : X ⇒ X be an operator and let L 0 be a subspace of X. Then the following are equivalent:
If either of the above holds, then Φ is L-stationary for every affine
Hence, (i) and (ii) are equivalent.
For every x ∈ X and every y ∈ Φx, we have
For every x ∈ X, for every y ∈ Φx, on the one hand, there exists y ∈ Φx such that y 
The result now follows from Proposition 3.9(i)&(iv).
Next, we present an interesting result on commutativity, which leads to the main result of this section. (ii) For every affine subspace L parallel to L 0 , P L commutes with Φ.
Suppose Φ commutes with some affine subspace L parallel to L 0 . Take an arbitrary affine subspace L parallel to L 0 . By Proposition 3.10, we have
The proof is complete.
Theorem 3.12 Let Φ : X ⇒ X and let L 0 be a subspace of X. Suppose that Φ is L ⊥ 0 -stationaryprojected and that Φ commutes with P L 0 . Let (x n ) be an iterative sequence generated by Φ with starting point x 0 ∈ X, i.e.,
Let L be an affine subspace parallel to L 0 and let y n := P L x n for all n ∈ N. Then
and (y n ) n∈N is also an iterative sequence generated by Φ with starting point y 0 = P L x 0 .
Proof. Proposition 3.11 implies that P L commutes with Φ. For every n ∈ N, using Proposition 3.10, we have
There exists y ∈ Φy n such that
The conclusion now follows.
An example: the Douglas-Rachford operator
In this section, we turn our attention to finding stationary and stationary-projected affine subspaces for the Douglas-Rachford operators defined by (8) and (9). It appears that such operators have special stationary and stationary-projected affine subspaces.
Proposition 3.13 (general Douglas-Rachford operator)
Let A : X ⇒ X and B : X ⇒ X and let T be the Douglas-Rachford operator given by (8) . Let L 0 be a subspace of X such that
Then T is L ⊥ 0 -stationary projected and L-stationary for every affine subspace L parallel to L 0 .
Proof. We first note that ran J Φ 1 = dom Φ 1 and ran J Φ 2 = dom Φ 2 due to Fact 2.3(i). Next, for every
So ran(Id −T) ⊆ L 0 and thus, all conclusions follow from Proposition 3.9.
Theorem 3.14 (the Douglas-Rachford operator for two sets) Let A and B be closed subsets of X. Let T be the Douglas-Rachford operator defined by (9) . Let L 0 be a subspace of X such that
Then the following hold: 
So P L commutes with T. Now Proposition 3.11 implies that T commutes with P L for every affine subspace L parallel to L 0 .
Proposition 3.15
Let A and B be two closed subsets of X and let T be the Douglas-Rachford operator defined by (9) .
Now applying Theorem 3.14(ii) and noticing that Ty = y, we have
which means x ∈ Fix T.
Theorem 3.16
Let A and B be two closed subsets of X, let L = aff(A ∪ B), and let T be the Douglas-Rachford operator defined by (9) . Let (x n ) n∈N be a DRM sequence generated by T with a starting point x 0 ∈ X. Let y n := P L x n for n ∈ N. Then
(ii) (y n ) n∈N is a DRM sequence generated by T with starting point y 0 .
In particular, the rates of convergence are identical. Moreover,
, then L is clearly parallel to L 0 . Theorem 3.14 implies that Φ is L ⊥ 0 -stationary-projected and that Φ commutes with P L 0 . The conclusions now follow from Theorem 3.12.
(iii): Suppose (y n ) n∈N converges to y ∈ A ∩ B, then (i) implies (x n ) n∈N converges to
This also implies y n − y = x n − x. Hence the rates of convergence are identical.
Next, since P L (·) is continuous, we have y = P L x. On the other hand, y ∈ A ⊆ L, so y = P A x. Similarly, y = P B x. Thus, we obtain (51).
Remark 3.17 Theorem 3.16 is an interesting and surprising result in the sense that, in order to study the Douglas-Rachford operator T for two sets A and B, it suffices to study the behavior of T on L = aff(A ∪ B). Indeed, let (x n ) n∈N be a DRM sequence and let y n = P L x n . Theorem 3.16(i) implies that the behaviors of the sequence (y n ) n∈N will imply the behaviors of the sequence (x n ) n∈N and vice vesa. This property of the Douglas-Rachford method is critical to obtain the main results in Section 6.
Quasi firm nonexpansiveness of the Douglas-Rachford operator
Quasi firm nonexpansiveness is analogous to the well-known firm nonexpansiveness. In this section, we will prove that if two sets A and B are superregular, then the Douglas-Rachford operator for A and B is quasi firm nonexpansive (see Proposition 4.10). This property is, indeed, important in deriving the convergence of the DRM. 
Definition 4.2 (V-superregularity)
Let Ω be a closed subset of X and let V be a subset of X. We say that Ω is V-superregular at w if for every ε > 0, there exists δ > 0 such that Ω is (ε, δ, V)-subregular at w.
When V = Ω, (ε, δ, V)-subregularity reduces to (ε, δ)-regularity, which was introduced in [13, Definition 8.1]. The latter one is a generalization of the superregularity concept given in [27, Definition 4.3] . Superregularity is something between Clarke regularity and amenability or prox-regularity. We refer the readers to [22, 27] for more discussion and examples.
Definition 4.3 (γ-quasi firm expansiveness) An operator Φ : X ⇒ X is said to be (Ω, γ)-quasi firmly nonexpansive on U if
One would notice that when γ = 1, quasi firm expansiveness is a variant of the quasi nonexpansiveness in [9, Definition 4.1], which is a restriction of another well-known concept, Fejér monotonicity [9, Chapter 5] . Indeed, if Φ : X → X is (Ω, 1)-quasi firmly expansive on X, then for every x ∈ X, the sequence (Φ n x) n∈N is Fejér monotone with respect to Ω. Quasi firm expansiveness is also an extension of the operator class T, see, e.g., [ (∀x ∈ U)(∀x + ∈ Φx)(∀x ∈ Ω)(∀x + ∈ Φx)
Clearly, if Φ is (Fix Φ, ε)-firmly nonexpansive on U, then Φ is (Fix Φ, 1 + ε)-quasi firmly nonexpansive. The reverse is not always true. For instance in the following example, we show that (Ω, 1)-quasi firm nonexpansiveness does not imply (Ω, 0)-firm nonexpansiveness. 
Then (i) Φ is (Ω, 1)-quasi firmly nonexpansive on X (see (54)).
(ii) Φ is not (Ω, 0)-firmly nonexpansive on X (see (55)).
Proof. (i): Let x = (r cos α, r sin α) and x
It follows that (54) holds with γ = 1, i.e., Φ is (Ω, 1)-quasi firmly nonexpansive on X.
(ii): Take x = (0, √ 2) and x = (1/ √ 2, 1/ √ 2) ∈ Fix Φ. Let x + := Φx and x + := Φx = x. Then direct computations show that
which violates (55) with ε = 0. Hence, Φ is not (Ω, 0)-firmly nonexpansive on X. It is well-known that if two sets are convex, then the Douglas-Rachford operator is firmly nonexpansive (see [10, 20, 28] ). In general, we cannot expect this. However, under the subregularity assumption, we will obtain certain estimates for the quasi firm nonexpansiveness of the Douglas-Rachford operator.
Definition 4.5 (quasi coerciveness) An operator Φ : X ⇒ X is said to be (Ω, λ)-quasi coercive on U if
(59) (∀x ∈ U)(∀x + ∈ Φx) x + − x ≥ λd Ω (x).
Proposition 4.7
Let Ω be a closed subset of X, let w ∈ Ω, and let x ∈ X. Let
Suppose that Ω is (ε, δ, V)-subregular at w . Then
Proof. (i)&(ii)
: Take x ∈ U, y ∈ P Ω (x), and x ∈ V ∩ B δ (w). We first have
which is (i).
Again, by the (ε, δ, V)-subregularity and the Cauchy inequality, we have
This proves (ii). 
Remark 4.8 The property in Proposition 4.7(i)&(iii) is called ε-nonexpansiveness
One can check that if ε ≤ 
Lemma 4.9
Let Ω be a closed subset of X, let w ∈ Ω, and let δ ≥ 0. Then
Proof. Let U := Ω ∩ B 2δ (w). For every y ∈ P Ω (x), we have
So, y ∈ B 2δ (w). It follows that .
Assume further that A and B are (ε 1 , 2δ, Ω)-and (ε 2 , 3δ, Ω)-subregular at w, respectively. Then the following hold:
(∀x ∈ B δ (w))(∀x + ∈ Tx)(∀x ∈ P Ω x)
Proof. Fix an x ∈ B δ (w).
(i): For every y ∈ P A x,
So, P A x ⊆ B 2δ (w).
(ii): Applying Proposition 4.7(iii) to A being (ε 1 , 2δ, Ω)-subregular at w, we derive
For every z ∈ P B R A x, let u ∈ R A x such that z ∈ P B u. Since w ∈ Ω, using (74) with x = w, we have u − w ≤ (1 + 2ε 1 ) x − w ≤ (1 + 2ε 1 )δ, and so
Thus, (ii) holds.
(iii): Fix an x + ∈ Tx. Let u ∈ R A x, z ∈ P B u, and v = 2z − u such that x + = 1 2 (x + v). Applying Proposition 4.7(iii) to B being (ε 2 , 3δ)-regular at w and then using (74), we have
Now using the parallelogram law, we obtain
Employing (76), we have for all x ∈ Ω ∩ B 2δ (w)
(iv): Take x ∈ P Ω x, Lemma 4.9 implies x ∈ Ω ∩ B 2δ (w). Thus, (78) holds for every x ∈ P Ω x, which is (72). [22, Theorems 2.15] . We indeed specify some quantities for the convenience of later applications. A thorough discussion on ε-(firm) nonexpansiveness of such nonconvex operators can be found in [22] .
Remark 4.11 Proposition 4.10 is a modified version of

A linear convergence result
This section presents a linear convergence result of Fejér monotonicity type, which involves stationary affine subspaces. First, we recall Definition 5.1 (linear convergence) Let (x n ) n∈N be a sequence in X, letx ∈ X, and let κ ∈ [0, 1[. Then (x n ) n∈N converges linearly tox with rate κ if there exists C ∈ R + such that
Fact 5.2 ([14, Proposition 3.8])
Let (a n ) n∈N and (b n ) n∈N be two sequences in X. Assume that there exist constants α ∈ R + and β ∈ R + such that b n ) and there exists c such that
consequently, (a n ) n∈N and (b n ) n∈N converge linearly to c with rate κ.
The following result is of Fejér-monotonicity-type convergence.
Proposition 5.3
Let Φ : X ⇒ X be an operator, let Ω and L be closed subsets of X, and let w ∈ Ω.
Assume that
(ii) There are r > 0 and κ ∈ [0, 1[ such that
and let x n+1 ∈ Φx n for all n ∈ N. Then (x n ) n∈N converges to a point x 0 with linear rate
Proof. Let x n ∈ P Ω x n for all n ∈ N. We immediately have
Setting also x −1 = w and M := x 0 − w , we now claim that if
and
Indeed, suppose (85) holds, then x n+1 ∈ Φx n ⊆ L and
So by (ii) applied to x = x n , x + = x n+1 , and x = x n , (88)
Thus, (86a) holds. To show (86b), we see that
So our claim is true. Now, we see that (85) holds for n = 0. Hence, it guarantees that (86) holds for all n ∈ N. Combining (84) and (86a), we have shown
So Fact 5.2 implies that (x n ) n∈N converges to a point x with linear rate
It also follows that x ∈ L ∩ Ω and
2 . Next, we formulate the main result of this section, which provides the key machinery for our linear convergence theory.
Theorem 5.4
Let Φ : X ⇒ X be an operator, let L and Ω be closed subsets of X, and let w ∈ L ∩ Ω. Let (r, γ, λ) ∈ R 3 + and assume that
Now, using (iii), we obtain
This assures assumption (ii) in Proposition 5.3 holds. Thus, the conclusion now follows from Proposition 5.3.
Main results
We now use the developed theory to derive linear convergence results for the DRM for two sets. Throughout this section, we set (95) A and B are closed subsets of X, w
, and T is the Douglas-Rachford operator defined by (9).
DRM with starting point x 0 ∈ aff(A ∪ B)
In the spirit of Remark 3.17, we first establish the local linear convergence for the case the starting point x 0 ∈ aff(A ∪ B). The following result provides the main ingredient. 
Then the following hold:
In particular, T is Ω,
(ii) Assume that
Then the DRM sequence (x n ) n∈N generated by T with starting point x 0 converges to a point x ∈ Ω with linear rate
Proof. (i): Take x + ∈ Tx, for every y ∈ P A x, u = 2y − x, z ∈ P B (u) such that (100)
Proposition 4.10 implies y ∈ B 2δ (w) and z ∈ B 3δ (w). Since x ∈ L, we have u and x + belong to L as well. We then have
It follows from (96) that
We now have
On the one hand, the linear regularity implies
On the other hand, triangle and Cauchy-Schwartz inequalities imply
Then the linear regularity implies
Combining (103), (104), and (106), we have
which yields (97).
(ii): First, T is L-stationary by Theorem 3.14. Next, let γ :=
, then Proposition 4.10(iv) implies that T is (Ω, γ)-quasi firmly nonexpansive on B δ (w). Finally, by (i), T is (Ω,
Therefore, all assumptions in Theorem 5.4 are fulfilled with Φ = T, γ as defined above,
, and r = δ. The conclusion then follows from Theorem 5.4.
Although condition (96) has a complicated appearance, it is indeed a consequence of the restricted CQ condition. This fact is presented in the next proposition. 
Now, take x ∈ B δ (w), y ∈ P A x, and z ∈ P B (2y
This verifies (96) for all δ ∈ 0, δ and θ ∈ θ, 1 .
When the set A is an affine subspace, we obtain a smaller bound for the convergence rate, which is better. 
Proof. First, T is L-stationary by Theorem 3.14. Next, clearly A is (0, +∞)-regular at w and P A x is singleton. Since Ω ⊆ A,
So applying Theorem 6.1(i) to two sets A and B with ε 1 = ε and ε 2 = 0, we have that (97) holds for every x ∈ L ∩ B δ (w) and x + ∈ Tx, i.e.,
Thus, T is We now investigate the case where both sets A and B are convex. Because of the convexity, we claim that all of the assumptions required for linear convergence will be fulfilled using only the following standard constraint qualification in convex analysis (115) ri A ∩ ri B = ∅.
In the next part, we will verify such claim. Then {A, B} is boundedly linearly regular.
Lemma 6.5 Assume the settings (95) with A and B being convex such that ri
Proof. "⊇": clear. "⊆": Let x ∈ L ∩ Fix T. Since P A , P B are single-valud, let y := P A x, z := P B (2y − x). So we have
Since x is a fixed point of T, Proof. First, T is L-stationary by Theorem 3.14. Hence, the DRM sequence (x n ) n∈N lies in L.
On the other hand, Fact 6.6 implies (x n ) n∈N converges to some point x ∈ Fix T. Therefore,
Next, we claim that all assumptions in Theorem 6.1 hold. Indeed, (ii) Clearly, A and B are (0, +∞, Ω)-subregular at x ∈ Ω.
(iii) Fact 6.4 implies there exists µ ≥ 1 such that {A, B} is µ-linearly regular on B 2δ (x).
So all assumptions in Theorem 6.1 hold with w = x, ε 1 = ε 2 = 0, δ, µ, and κ as above. Thus, Theorem 6.1(ii) implies that the DRM sequence converges locally around x with linear rate κ.
Finally, since (x n ) n∈N converges to x, we conclude that the convergence is linear and the rate is bounded above by κ.
DRM with starting point x 0 ∈ X
In this section, we study the DRM with the starting point x 0 ∈ X using the results in Section 2, in particular, Theorem 3.16 and Remark 3.17. 
Then the DRM sequence (x n ) n∈N generated by T with starting point x 0 converges to a point x ∈ Fix T with linear rate
Moreover,
i.e., P A x (and so, P B x) solves the feasibility problem (1).
Proof. First, one can verify that
Now, let y n = P L x n for n ∈ N. Theorem 3.16(i) implies that (y n ) n∈N is a DRM sequence with starting point y 0 ∈ L ∩ B δ(1−κ)/2 (w). Thus, applying Theorem 6.1, we conclude that (y n ) n∈N converges to y ∈ Ω with linear rate
Then Theorem 3.16(iii) implies that (x n ) n∈N converges to x := y + (x 0 − y 0 ) ∈ Fix T with the same estimate, i.e., (125)
and that
Remark 6.9 Since the ball 
Proof. The proof is analogous to that of Theorem 6.8, but apply Theorem 6.3 instead of Theorem 6.1.
Theorem 6.11 Assume the settings (95).
Assume that A and B are Ω-superregular at w and that the restricted CQ condition holds, i.e.,
Then there exists a neighbourhood U of w such that for every starting point x 0 ∈ U, the DRM sequence converges linearly to some x ∈ Fix T. Moreover,
Proof. We choose ε and δ small enough, θ ∈ [0, 1[ sufficiently close to 1, and µ ≥ 1 such that 
Then for every starting point x 0 ∈ X, the DRM sequence converges to a point x ∈ Fix T with linear rate and
Furthermore, Then the shadow sequences (P A x n ) n∈N and (P B x n ) n∈N also converge to P A x = P B x ∈ A ∩ B with linear rate.
Proof. The proof of the first part is analogous to that of Theorem 6.8, but apply Theorem 6.7 instead of Theorem 6.1.
The conclusion on the shadows P A x n and P B x n follows from the fact that P A (·) and P B (·) are nonexpansive mappings, thus,
As (x n ) n∈N converges linearly to x, so do (P A x n ) n∈N and (P B x n ) n∈N to P A x = P B x.
Remark 6.13 (the sequence of interest) In Theorem 6.12, the conclusion on on the shadows P A x n and P B x n only works for convex settings. In nonconvex settings, such conclusion is not expected. To that end, the behavior of (x n ) is indeed important, see also [22, p. 2398 ].
In fact, in convex settings, the sequence of interest is (P A x n ) n∈N , rather than (x n ) n∈N itself. The reason is that the distance from shadow P A x n to P A x can be very small after very few steps even though the true iteration x n is far away from the limit x. Such phenomenon can be interpreted by the "rippling" behavior of the method, see [4, Figure 1 ] and also [12, Figures 4 and 6] . This can provide an edge over other methods, for example, the method of alternating projections, which has been observed in [4, Section 9] . Example 6.14 (the restricted CQ condition is essential to obtain P A x = P B x) The conclusion P A x = P B x in Theorems 6.11 and 6.12 may fail if the restricted CQ condition is violated. For example, in X = R 2 , consider We finish this section by a comment on the linear convergence of the DRM of two subspaces. Let A and B be two subspaces in X. Recall that the Friedrich angle [21] between A and B is the number in [0, Notice that, we obtain only an upper bound for the actual rate. This upper bound is, unfortunately, no where near the optimal rate obtained by [4, 17] , which equals c F (A, B).
Remarks and conclusion
We conclude the paper by some comments and remarks. 
For instance, consider two lines A := R(1, 0, 0) and B := R(1, 1, 0) in R 3 . One can check that [22, eq. (3.14) ] fails (so does the classic CQ condition), thus the results in [22] is not applicable. However, the restricted CQ condition holds, so does (96). Therefore, our results, in particular Theorem 6.12, yield (global) linear convergence for DRM to the set of fixed points. Despite the fact that the classic CQ condition holds for every point in the intersection, no result for this simple case has been obtained before. Our Theorem 6.12, on the other hand, does apply and yield convergence for the DRM with even global linear rate.
To compute the rate: First, notice that {A, B} is globally linearly regular with rate µ = 19 20 . Despite the conjecture that the actual rate could be smaller, our obtained rate κ is the best known so far! Remark 7.3 (new result: two superregular sets) Our results prove the local linear convergence result for the DRM of two intersecting circles in X = R 2 , while no other result about this case has been established.
Remark 7.4
Notice from [22, p. 2417 ] that "the Friedrich angle being less than 1 is not sufficient for global linear convergence of the DRM sequence to the intersection". Still, as showed above, the Friedrich angle being less than 1 is indeed sufficient for global linear convergence of the DRM sequence to the set of fixed points. Although, the induced limit point, say x, does not necessarily solve the feasibility problem (1), its shadow P A x (which also equals P B x) is a solution to (1) . As mention in the introduction, the shadows are obtainable. In other words, Friedrich angles being less than 1 is sufficient for global linear convergence of the DRM sequence to an intermediate point, which produces a solution to (1) by one additional step.
In conclusion, we have studied the DRM for solving feasibility problem in nonconvex settings. We established the linear rate of local convergence in nonconvex settings and derived the global linear convergence in convex settings. Similar to [22] , our obtained rates are not optimal. We believe this limitation is due to our technique, rather than the method itself. The optimal rate of convergence in certain cases (e.g., two subspaces) was proven in [4, 17] .
