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Abstract In this note we develop a framework which allows to prove an abstract existence result
for non-linear evolution equations involving so-called non-induced operators, i.e., operators which
are not prescribed by a time-dependent family of operators. Apart from this, we introduce the notion
of C0-Bochner pseudo-monotonicity, and C0-Bochner coercivity, which are appropriate adaptions
of the standard notion to the case of evolutionary problems.
Keywords Evolution equation · Pseudo-monotone operator · Existence result
1 Introduction
The theory of pseudo-monotone operators proved itself as a reliable tool in the verification of the
solvability of non-linear problems. At its core lies the main theorem on pseudo-monotone operators,
tracing back to Brezis [5], which states the following1
Theorem 1.1 Let (X, ‖ · ‖X) be a reflexive Banach space and A : X → X
∗ a bounded, pseudo-
monotone and coercive operator. Then R(A) = X∗.
A remarkable number of contributions, see e.g., [14,13,9,23,15,18,19,17,16,1,12], dealt with
the question to what extent Brezis’ result is transferable to the framework of non-linear evolution
equations. A popular time-dependent analogue of Brezis’ contribution is the following (cf. [13,23,
17,16])
Theorem 1.2 Let (V,H, j) be an evolution triple, I := (0, T ) a finite time horizon, y0 ∈ H an
initial value, f ∈ Lp
′
(I, V ∗), 1 < p < ∞, a right-hand side and A : Lp(I, V ) → Lp
′
(I, V ∗) a
bounded, pseudo-monotone and coercive operator. Then there exists a solution y ∈W 1,p,p
′
(I, V, V ∗)
A. Kaltenbach
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1 All notion are defined in Section 2.
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of the initial value problem
dy
dt
+Ay = f in Lp
′
(I, V ∗),
j(y(0)) = y0 in H.
(1.3)
A major drawback of Theorem 1.2 is that the number of non-monotone, but pseudo-monotone,
operators A : Lp(I, V )→ Lp
′
(I, V ∗) is negligible and thus the scope of application of Theorem 1.2
is strictly limited. For example, consider the unsteady p-Navier-Stokes equations, which can be
written as an initial value problem of type (1.3), where V = W 1,p0,div(Ω)
2, p > 3, H = L2div(Ω) and
A = S + B : Lp(I, V )→ Lp
′
(I, V ∗), given via 〈Sx,y〉Lp(I,V )=
´
I
´
Ω
(δ + |Dx|p−2)Dx :Dy dxdt,3
δ ≥ 0, and 〈Bx,y〉Lp(I,V ) = −
´
I
´
Ω
x⊗ x :Dy dxdt for all x,y ∈ Lp(I, V ). While S : Lp(I, V )→
Lp
′
(I, V ∗) is monotone, continuous, and thus pseudo-monotone, B : Lp(I, V ) → Lp
′
(I, V ∗) fails
to be pseudo-monotone (cf. [12, Remark 3.7]). Therefore, Theorem 1.2 is not applicable on the
unsteady p-Navier-Stokes equations.
In [13] J.-L. Lions already observed that incorporating information from the time derivative
will help to overcome this restriction. To this end, he introduced the following generalization of
pseudo-monotonicity.
Definition 1.4 ( ddt -pseudo-monotonicity) Let (V,H, j) be an evolution triple, I := (0, T ), with
0 < T < ∞, and 1 < p < ∞. An operator A : W 1,p,p
′
(I, V, V ∗) → Lp
′
(I, V ∗) is said to be
d
dt
-pseudo-monotone if for a sequence (xn)n∈N ⊆W
1,p,p′(I, V, V ∗) from
xn
n→∞
⇀ x in W 1,p,p
′
(I, V, V ∗), (1.5)
lim sup
n→∞
〈Axn,xn − x〉Lp(I,V ) ≤ 0, (1.6)
it follows that 〈Ax,x− y〉Lp(I,V ) ≤ lim infn→∞ 〈Axn,xn − y〉Lp(I,V ) for all y ∈ L
p(I, V ).
With this notion Lions was able to extend Theorem 1.2 to ddt -pseudo-monotone, coercive op-
erators A : W 1,p,p
′
(I, V, V ∗) → Lp
′
(I, V ∗) satisfying a special boundedness condition which takes
the time derivative into account (cf. [13, Théoréme 1.2, p. 316]). In fact, he proved that S + B :
Lp(I, V ) → Lp
′
(I, V ∗) is d
dt
-pseudo-monotone, coercive and satisfies this special boundedness con-
dition (cf. [13, Remarque 1.2, p. 335]). Unfortunately, [13, Théoréme 1.2] is entailing an imbalance
between the demanded continuity and growth conditions. To be more precise, while the required
d
dt
-pseudo-monotonicity is quite general, coercivity is a restrictive assumption, which in many ap-
plication is not fulfilled, e.g., S −R : Lp(I, V ) → Lp
′
(I, V ∗), where S : Lp(I, V ) → Lp
′
(I, V ∗) is
defined as above and R : Lp(I, V ) → Lp
′
(I, V ∗) is given via 〈Rx,y〉Lp(I,V ) :=
´
I
´
Ω
x · y dxdt for
every x,y ∈ Lp(I, V ), is ddt -pseudo-monotone, but not coercive.
In [12] this restriction is overcome by introducing alternative generalizations of pseudo-monotonicity
and coercivity, which, in contrast to d
dt
-pseudo-monotonicity and coercivity, both incorporate in-
formation from the time derivative, and therefore are more in balance. The idea is to weaken the
pseudo-monotonicity assumption to a bearable extend, in order to make a coercivity condition
accessible, which takes the information from the time derivative into account.
2 W
1,p
0,div
(Ω) is the closure of V = {v ∈ C∞(Ω)3 | divv ≡ 0} with respect to ‖∇·‖Lp(Ω)3×3 and L
2
div(Ω) the closure
of V with respect to ‖ · ‖L2(Ω)3 .
3 Dy = 1
2
(∇y + (∇y)⊤) denotes the symmetric gradient.
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Definition 1.7 (Bochner pseudo-monotonicity and Bochner coercivity) Let (V,H, j) be
an evolution triple, I := (0, T ), with 0 < T < ∞, and 1 < p < ∞. An operator A : Lp(I, V ) ∩
L∞(I,H)→ Lp
′
(I, V ∗) is said to be
(i) Bochner pseudo-monotone if for a sequence (xn)n∈N ⊆ L
p(I, V ) ∩ L∞(I,H) from
xn
n→∞
⇀ x in Lp(I, V ), (1.8)
j(xn)
∗
⇁ j(x) in L∞(I,H) (n→∞), (1.9)
j(xn(t))
n→∞
⇀ j(x(t)) in H for a.e. t ∈ I, (1.10)
lim sup
n→∞
〈Axn,xn − x〉Lp(I,V ) ≤ 0, (1.11)
it follows that 〈Ax,x− y〉Lp(I,V ) ≤ lim infn→∞ 〈Axn,xn − y〉Lp(I,V ) for all y ∈ L
p(I, V ).
(ii) Bochner coercive with respect to f ∈ Lp
′
(I, V ∗) and x0 ∈ H , if there exists a constant
M :=M(f ,x0,A) > 0 such that for all x ∈ L
p(I, V ) ∩ L∞(I,H) from
1
2
‖(jx)(t)‖2H + 〈Ax− f ,xχ[0,t]〉Lp(I,V ) ≤
1
2
‖x0‖
2
H for a.e. t ∈ I
it follows that ‖x‖Lp(I,V )∩L∞(I,H) ≤M .
Bochner pseudo-monotonicity and Bochner coercivity in [12] turned out to be appropriate gen-
eralizations of pseudo-monotonicity and coercivity for evolution equations since they both take into
account the additional information from the time derivative, coming from the generalized integration
by parts formula (cf. Proposition 2.15). In fact, in [12] it is illustrated that (1.8)–(1.11) are natural
properties of a sequence (xn)n∈N ⊆ L
p(I, V ) ∩ L∞(I,H) coming from an appropriate Galerkin ap-
proximation of (1.3). To be more precise, (1.8) and (1.9) result from the Bochner coercivity ofA, and
therefore take into account information from both the operator and the time derivative (cf. discus-
sion below Definition 3.9), while (1.10) and (1.11) follow directly from the Galerkin approximation.
In this way, [12, Theorem 4.1] provides an existence result for the initial value problem (1.3) provided
that A : Lp(I, V ) ∩ L∞(I,H)→ Lp
′
(I, V ∗) is Bochner pseudo-monotone, Bochner coercive and in-
duced by a time-dependent family of operators A(t) : V → V ∗, t ∈ I, i.e., (Ax)(t) := A(t)(x(t))
in V ∗ for almost every t ∈ I and all x ∈ Lp(I, V ) ∩ L∞(I,H), satisfying appropriate growth
conditions (cf. [12, Conditions (C.1)–(C.3)]). Note that both S + B : Lp(I, V ) → Lp
′
(I, V ∗) and
S −R : Lp(I, V ) → Lp
′
(I, V ∗) are Bochner pseudo-monotone and Bochner coercive (cf. [12, Ex-
ample 5.1]), and [12, Theorem 4.1] applicable.
However, there are still non-negligible disadvantages of [12, Theorem 4.1] in comparison to
Theorem 1.2 and [13, Théoréme 1.2], which consist in its non-applicability on non-induced operators
and the needed separability of V . The necessity of an induced operator can be traced back to the
verification of the existence of Galerkin solutions which in [12] is based on Carathéodory’s existence
theorem for ordinary differential equations (cf. [10, Theorem 5.1]) and the usual associated extension
argument providing global in time existence. The latter argument requires that A is a Volterra
operator, i.e., x = y on [0, t) for all t ∈ I implies Ax = Ay on [0, t) for all t ∈ I (cf. [9, Kap.
V, Definition 1.1]). The separability of V yields the existence of an increasing sequence of finite
dimensional subspaces which approximates V up to density. This increasing structure seems to be
indispensable for the extraction of (1.10) from the Galerkin approach applied in [12].
The main purpose of this paper is to remove these limitations and extend the new gap-filling
concepts of [12] to the abstract level of Theorem 1.2 and [13, Théoréme 1.2], i.e., to prove an existence
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result for non-induced, bounded, Bochner pseudo-monotone and Bochner coercive operators in
the case of purely reflexive V , in order to gain a proper alternative to [13, Théoréme 1.2] and
a generalization of [12, Theorem 4.1] and Theorem 1.2. To this end, we will combine the modi
operandi of [6], [7] and [12]. To be more specific, as one fails to extract (1.10) from the Galerkin
approximation method applied in [6, Theorem 1], we are forced to fall back on the usual Galerkin
approach as in [12]. Therefore, we initially limit ourselves to the case of separable, reflexive V and
extend this result to the case of purely reflexive V by techniques from [6,7] afterwards.
A further intention of this paper is to point out that there is still space for generalizations of
Bochner pseudo-monotonicity. Indeed, since (1.9) together with (1.10) is strictly weaker than weak
convergence in L∞(I,H) (cf. [20, Remark 3.5] or Remark 3.6), one may be reluctant to require the
latter in Definition 1.7. However, in [12] it is shown that a sequence of Galerkin approximations in
Lp(I, V ) ∩ C0(I,H) satisfies (1.9) and (1.10) not only for almost every, but for all t ∈ I, which is
equivalent to weak convergence in C0(I,H) (cf. [3, Theorem 4.3]). This suggests a generalization of
Bochner pseudo-monotonicity that respects the weak sequential topology in C0(I,H). Therefore,
we say that an operator A : Lp(I, V )∩C0(I,H)→ Lp
′
(I, V ∗) is C0-Bochner pseudo-monotone
if from (1.11) and
xn
n→∞
⇀ x in Lp(I, V ) ∩ C0(I,H), (1.12)
it follows that 〈Ax,x− y〉Lp(I,V ) ≤ lim infn→∞ 〈Axn,xn − y〉Lp(I,V ) for all y ∈ L
p(I, V ). We will
see that Bochner pseudo-monotonicity implies C0-Bochner pseudo-monotonicity, but the converse
is not true in general (cf. Remark 3.6). In the same spirit, we introduce C0-Bochner condition (M)
and C0-Bochner coercivity as appropriate generalizations of the condition (M) and coercivity for
evolution equations, as they take the additional energy space C0(I,H) into account.
Altogether, we prove an existence result for bounded, C0-Bochner pseudo-monotone and C0-
Bochner coercive operatorsA : Lp(I, V )∩C0(I,H)→ Lp
′
(I, V ∗), including also non-induced opera-
tors, even in the case of purely reflexive V . Note that any bounded and coercive, or Bochner coercive,
operatorA : Lp(I, V )→ Lp
′
(I, V ∗) is C0-Bochner coercive (cf. Proposition 3.12), and that Bochner
pseudo-monotonicity or usual pseudo-monotonicity imply C0-Bochner pseudo-monotonicity (cf. Re-
mark 3.6). We will thus gain a proper generalization of both Theorem 1.2 and [12].
Plan of the paper: In Section 2 we introduce the notation and some basic definitions and
results concerning continuous functions, Bochner-Lebesgue spaces, Bochner-Sobolev spaces and
evolution equations. In Section 3 we introduce the new notions C0-Bochner pseudo-monotonicity,
C0-Bochner condition (M) and C0-Bochner coercivity. In Section 4 we specify the implemented
Galerkin approach. In Section 5 we prove in the case of separable and reflexive V an existence result
for evolution equations with not necessarily induced, bounded and C0-Bochner coercive operators
satisfying the C0-Bochner condition (M). Section 6 extends the results of Section 5 to the case of
purely reflexive V .
The paper is an extended and modified version of parts of the thesis [11].
2 Preliminaries
2.1 Operators
For a Banach space X with norm ‖ · ‖X we denote by X
∗ its dual space equipped with the norm
‖ · ‖X∗ , by τ(X,X
∗) the corresponding weak topology and by BXM (x) the closed ball with radius
Note on the existence theory for non-induced evolution equations 5
M > 0 and centre x ∈ X . The duality pairing is denoted by 〈·, ·〉X . All occurring Banach spaces are
assumed to be real. By D(A) we denote the domain of definition of an operator A : D(A) ⊆ X → Y ,
and by R(A) := {Ax | x ∈ D(A)} its range.
Definition 2.1 Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be Banach spaces. The operator A : D(A) ⊆ X → Y
is said to be
(i) demi-continuous, if D(A) = X , and xn
n→∞
→ x in X implies Axn
n→∞
⇀ Ax in Y .
(ii) strongly continuous, if D(A) = X , and xn
n→∞
⇀ x in X implies Axn
n→∞
→ Ax in Y .
(iii) compact, if A : D(A) ⊆ X → Y is continuous and for all bounded M ⊆ D(A) ⊆ X the
image A(M) ⊆ Y is relatively compact.
(iv) bounded, if for all bounded M ⊆ D(A) ⊆ X the image A(M) ⊆ Y is bounded.
(v) locally bounded, if for all x0 ∈ D(A) there exist constants ε(x0), δ(x0) > 0 such that
‖Ax‖Y ≤ ε(x0) for all x ∈ D(A) with ‖x− x0‖X ≤ δ(x0).
(vi) monotone, if Y = X∗ and 〈Ax −Ay, x− y〉X ≥ 0 for all x, y ∈ D(A).
(vii) pseudo-monotone, if Y = X∗, D(A) = X and for (xn)n∈N ⊆ X from xn
n→∞
⇀ x in X and
lim supn→∞ 〈Axn, xn − x〉X ≤ 0, it follows 〈Ax, x − y〉X ≤ lim infn→∞ 〈Axn, xn − y〉X for
every y ∈ X .
(viii) coercive, if Y = X∗, D(A) is unbounded and lim‖x‖X→∞
x∈D(A)
〈Ax,x〉X
‖x‖X
=∞.
The following proposition states that monotone operators satisfy certain boundedness properties
and motivates to consider non-bounded operators provided that they are monotone.
Proposition 2.2 Let (X, ‖ · ‖X) be a Banach space and A : X → X
∗ monotone. Then it holds:
(i) A : X → X∗ is locally bounded.
(ii) Let S ⊆ X be a set, h : S → [0, 1] a function and M,C > 0 constants such that for all s ∈ S
‖s‖X ≤M and h(s)〈As, s〉X ≤ C.
Then there exists a constant K := K(C,M,A) > 0 such that ‖h(s)As‖X∗ ≤ K for all s ∈ S.
Proof Concerning point (i) we refer to [9, Kapitel III, Lemma 1.2]. Point (ii) is a modification of [9,
Kapitel III, Folgerung 1.2]. Being more precise, the locally boundedness of A : X → X∗ provides
constants ε, δ > 0 such that ‖Ax‖X∗ ≤ ε for all x ∈ X with ‖x‖X ≤ δ. With the help of a scaled
version the norm formula we finally obtain for all s ∈ S
‖h(s)As‖X∗ = sup
‖x‖X=δ
h(s)
〈As, x〉X
δ
≤ sup
‖x‖X=δ
h(s)
〈As, s〉X + 〈Ax, x − s〉X
δ
≤
C + ε (δ +M)
δ
,
where we exploited the monotonicity of A : X → X∗ in the first inequality. 
2.2 Continuous functions and Bochner-Lebesgue spaces
In this passage we collect some well-known results concerning continuous functions and Bochner-
Lebesgue spaces, which will find use in the following. By (X, ‖ ·‖X) and (Y, ‖ ·‖Y ) we always denote
Banach spaces and by I := (0, T ), with 0 < T < ∞, a finite time interval. The first proposition
serves in parts as motivation for C0-Bochner pseudo-monotonicity.
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Proposition 2.3 It holds xn
n→∞
⇀ x in C0(I,X) if and only if (xn)n∈N ⊆ C
0(I,X) is bounded
and xn(t)
n→∞
⇀ x(t) in X for all t ∈ I.
Proof See [3, Theorem 4.3]. 
Proposition 2.4 Let 1 ≤ p ≤ ∞ and let A : X → Y be linear and continuous. Then the induced
operator A : Lp(I,X)→ Lp(I, Y ), defined by (Ax)(t) := A(x(t)) in Y for almost every t ∈ I and
all x ∈ Lp(I,X), is well-defined, linear and continuous. Furthermore, it holds:
(i) A
(´
I
x(s) ds
)
=
´
I
(Ax)(s) ds in Y for all x ∈ Lp(I,X).
(ii) If A : X → Y is an embedding, then also A : Lp(I,X)→ Lp(I, Y ) is an embedding.
(iii) If A : X → Y is an isomorphism, then also A : Lp(I,X)→ Lp(I, Y ) is an isomorphism.
Proof Concerning the well-definedness, linearity and boundedness including point (i) we refer to
[21, Chapter V, 5. Bochner’s Integral, Corollary 2]. The verification of assertions (ii) and (iii) is
elementary and thus omitted. 
We use the in [12] proposed alternative point of view concerning intersections of Banach spaces,
which is specified in the Appendix. We emphasize that the standard definition of intersections of
Banach spaces (cf. [2]) is equivalent to our approach and all the following assertions remain true if
we use the framework in [2]. The next remark examines how the concepts of the Appendix transfer
to the Bochner-Lebesgue level.
Remark 2.5 (Induced compatible couple) Let (X,Y ) = (X,Y, Z, eX , eY ) be a compatible
couple (cf. Definition A.2) and 1 ≤ p, q ≤ ∞. In [2, Chapter 3, Theorem 1.3] it is proved that the
sum R(eX) +R(eY ) ⊆ Z equipped with the norm
‖z‖R(eX)+R(eY ) := infx∈X,y∈Y
z=eXx+eY y
max{‖x‖X , ‖y‖Y }
is a Banach space. Then both eX : X → R(eX) + R(eY ) and eY : Y → R(eX) + R(eY ) are
embeddings (cf. Definition A.1) and therefore due to Proposition 2.4 the induced operators
eX : L
p(I,X)→ L1(I, R(eX) +R(eY )), given via (eXx)(t) := eX(x(t)) for a.e. t ∈ I,
eY : L
q(I, Y )→ L1(I, R(eX) +R(eY )), given via (eY y)(t) := eY (y(t)) for a.e. t ∈ I.
are embeddings as well. Consequently, the couples
(Lp(I,X), Lq(I, Y )) = (Lp(I,X), Lq(I, Y ), L1(I, R(eX) +R(eY )), eX , eY ),
(Lp(I,X), C0(I, Y )) = (Lp(I,X), C0(I, Y ), L1(I, R(eX) +R(eY )), eX , eY idC0(I,Y ))
are compatible couples. In accordance with Definition A.3, the pull-back intersections
Lp(I,X) ∩j L
q(I, Y ) and Lp(I,X) ∩j C
0(I, Y ),
where j := e−1Y eX , and their corresponding intersection embeddings
j : Lp(I,X) ∩j L
q(I, Y )→ Lq(I, Y ) and j : Lp(I,X) ∩j C
0(I, Y )→ C0(I, Y )
are well-defined.
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Proposition 2.6 Let (X,Y ) be a compatible couple, X reflexive and 1 < p < ∞. Then for a
sequence (xn)n∈N ⊆ L
p(I,X) ∩j C
0(I, Y ) and an element x ∈ Lp(I,X) ∩j C
0(I, Y ) it holds
xn
n→∞
⇀ x in Lp(I,X) ∩j C
0(I, Y ) if and only if (xn)n∈N ⊆ L
p(I,X) ∩j C
0(I, Y ) is bounded and
(jxn)(t)
n→∞
⇀ (jx)(t) in Y for all t ∈ I.
Proof Immediate consequence of Proposition 2.3 and Proposition A.5 (iii). 
2.3 Bochner-Sobolev spaces
Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be Banach spaces, j : X → Y an embedding, I := (0, T ), with
0 < T <∞, and 1 ≤ p, q ≤ ∞. A function x ∈ Lp(I,X) has a generalized time derivative with
respect to j in Lq(I, Y ) if there exists a function g ∈ Lq(I, Y ) such that
j
(
−
ˆ
I
x(s)ϕ′(s) ds
)
=
ˆ
I
g(s)ϕ(s) ds in Y for all ϕ ∈ C∞0 (I).
As such a function g ∈ Lq(I, Y ) is unique (cf. [22, Proposition 23.18]),
djx
dt
:= g is well-defined. By
W 1,p,qj (I,X, Y ) :=
{
x ∈ Lp(I,X)
∣∣∣∣ ∃djxdt ∈ Lq(I, Y )
}
we denote the Bochner-Sobolev space with respect to j, which is equipped with norm
‖ · ‖
W
1,p,q
j
(I,X,Y )
:= ‖ · ‖Lp(I,X) +
∥∥∥∥djdt ·
∥∥∥∥
Lq(I,Y )
a Banach space (cf. [4, Lemma II.5.10]). In the case Y = X and j = idX we define for sake of
readability dX
dt
:=
didX
dt
and W 1,p,q(I,X) :=W 1,p,qidX (I,X,X).
Proposition 2.7 Let j : X → Y be an embedding and j : Lp(I,X) → Lp(I, Y ) given via
(jx)(t) := j(x(t)) in Y for almost every t ∈ I and all x ∈ Lp(I,X). Then it holds x ∈W 1,p,qj (I,X, Y )
if and only if x ∈ Lp(I,X) and jx ∈ W 1,p,q(I, Y ). In this case we have
djx
dt
=
dY jx
dt
in Lq(I, Y ). (2.8)
Proof A straightforward application of Proposition 2.4 (i). 
Proposition 2.9 Let A : X → Y be linear and continuous. Then the induced operator A :
W 1,p,q(I,X) → W 1,p,q(I, Y ), defined by (Ax)(t) := A(x(t)) in Y for almost every t ∈ I and all
x ∈W 1,p,q(I,X), is well-defined, linear and continuous. Furthermore, it holds
dYAx
dt
= A
dXx
dt
in Lq(I, Y ) (2.10)
for all x ∈ W 1,p,q(I,X). If A : X → Y is additionally an isomorphism, then the induced operator
A :W 1,p,q(I,X)→W 1,p,q(I, Y ) is an isomorphism as well.
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Proof Concerning the well-definedness, linearity, boundedness and (2.10) we refer to [8, Proposition
2.5.1]. The isomorphism property transfers obviously. 
Proposition 2.11 (i) First fundamental theorem of calculus for Bochner-Sobolev func-
tions: Each x ∈ W 1,p,q(I,X) (defined almost everywhere) possesses a unique representation
{x}X ∈ C
0(I,X) with
{x}X(t) = {x}X(t
′) +
ˆ t
t′
dXx
dt
(s) ds in X
for all t′, t ∈ I with t′ ≤ t. The resulting choice function {·}X :W
1,p,q(I,X)→ C0(I,X) is an
embedding which we denote byW 1,p,q(I,X) →֒ C0(I,X). In consequence, it holdsW 1,p,q(I,X) =
W 1,∞,q(I,X) with norm equivalence. We thus set W 1,q(I,X) :=W 1,∞,q(I,X).
(ii) Second fundamental theorem of calculus for Bochner-Sobolev functions: The oper-
ator V : Lq(I,X)→W 1,q(I,X), given via
(Vx)(t) :=
ˆ t
0
x(s) ds in X for all t ∈ I
and every x ∈ Lq(I,X), is a continuous right inverse of dXdt :W
1,q(I,X)→ Lq(I,X).
Proof Concerning point (i) we refer to [4, Lemma II.5.11]. Point (ii) except for the continuity one
can find in [9, Kap. IV, Lemma 1.8]. The verification of the stated continuity is an elementary
calculation and thus omitted. 
The following result guarantees the compactness, which is indispensable for the applicability of
Schauder’s fixed point theorem, and thus the existence of Galerkin approximations.
Proposition 2.12 Let (X, ‖ · ‖X) be a finite dimensional Banach space and 1 ≤ q ≤ ∞. Then the
choice function in Proposition 2.11 (i) is strongly continuous and in the case 1 < q ≤ ∞ compact.
Proof Since for 1 < q < ∞ the space W 1,q(I,X) is reflexive and thus strong continuity of {·}X :
W 1,q(I,X) → C0(I,X) implies compactness we only prove strong continuity. Due to the linearity
it suffices to show the strong continuity in the origin 0 ∈ W 1,q(I,X). To this end, we treat a
sequence (xn)n∈N ⊆ W
1,q(I,X) which weakly converges to 0 in W 1,q(I,X). As the operators
(x 7→ {x}X(0)) : W
1,q(I,X) → X and dX
dt
: W 1,q(I,X) → Lq(I,X) are weakly continuous we
obtain
{xn}X(0)
n→∞
⇀ 0 in X and
dXxn
dt
n→∞
⇀ 0 in Lq(I,X).
Thanks to the compactness of I there exists a sequence (tn)n∈N ⊆ I which without loss of generality
converges to some t∗ ∈ I (otherwise, we switch to a subsequence and use the standard convergence
principle [9, Kap. I, Lemma 5.4] to obtain the assertion for the entire sequence) such that for all
n ∈ N
‖{xn}X‖C0(I,X) = max
t∈I
‖{xn}X(t)‖X = ‖{xn}X(tn)‖X .
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Next, let us fix an arbitrary x∗ ∈ X∗. Using Proposition 2.4 (i), we deduce for every n ∈ N that∣∣∣∣〈x∗, ˆ tn
0
dXxn
dt
(s) ds
〉
X
∣∣∣∣ = ∣∣∣∣〈x∗, sgn(tn − t∗)ˆ max{tn,t∗}
min{tn,t∗}
dXxn
dt
(s) ds+
ˆ t∗
0
dXxn
dt
(s) ds
〉
X
∣∣∣∣
≤ ‖x∗‖X∗
ˆ max{tn,t∗}
min{tn,t∗}
∥∥∥∥dXxndt (s)
∥∥∥∥
X
ds+
∣∣∣∣ 〈x∗χ[0,t∗], dXxndt
〉
Lq(I,X)
∣∣∣∣.
As (dXxn
dt
)n∈N ⊆ L
1(I,X) weakly converges to 0 in L1(I,X) and is thus uniformly integrable
(cf. [3, Theorem 4.2]), the right-hand side of the above inequality tends to zero as n → ∞. This,
the integral representation in Proposition 2.11 (i) and the convergence of the initial values yield
{xn}X(tn) = {xn}X(0) +
ˆ tn
0
dXxn
dt
(s) ds
n→∞
⇀ 0 in X.
As X is finite dimensional the above convergence is actually strong, and we infer
‖{xn}X‖C0(I,X) = ‖{xn}X(tn)‖X
n→∞
→ 0. 
2.4 Evolution equations
Let (V, ‖ ·‖V ) be a reflexive Banach space, (H, (·, ·)H ) a Hilbert space and j : V → H an embedding
such that R(j) is dense in H . Then the triple (V,H, j) is said to be an evolution triple.
Denote by R : H → H∗ the Riesz isomorphism with respect to (·, ·)H . As j is a dense embedding
the adjoint j∗ : H∗ → V ∗ and therefore e := j∗Rj : V → V ∗ are embeddings as well. We call e the
canonical embedding of (V,H, j). Note that
〈ev, w〉V = (jv, jw)H for all v, w ∈ V. (2.13)
For an evolution triple (V,H, j) and 1 < p <∞ we set
X := Lp(I, V ), W :=W 1,p,p
′
e (I, V, V
∗), Y := C0(I,H).
Proposition 2.14 Let (V,H, j) be an evolution triple and 1 < p < ∞. Then it holds x ∈ W if
and only if x ∈ X and there exists x∗ ∈ X ∗ such that
−
ˆ
I
(j(x(s)), jv)Hϕ
′(s) ds =
ˆ
I
〈x∗(s), v〉V ϕ(s) ds.
for all v ∈ V and ϕ ∈ C∞0 (I). In this case we have
dex
dt = x
∗ in X ∗.
Proof If V is additionally separable, a proof can be found in [22, Proposition 23.20]. As the argu-
mentation remains true if we omit the separability of V , we however refer to this proof. 
Proposition 2.15 Let (V,H, j) be an evolution triple and 1 < p <∞. Then it holds:
(i) Given x ∈ W the function jx ∈ Lp(I,H), given via (jx)(t) := j(x(t)) in H for almost every
t ∈ I, possesses a unique representation in Y and the resulting mapping j : W → Y is an
embedding. In particular, the embedding W →֒ X ∩j Y holds true.
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(ii) Generalized integration by parts formula: It holds
ˆ t
t′
〈
dex
dt
(s),y(s)
〉
V
ds = [((jx)(s), (jy)(s))H ]
s=t
s=t′ −
ˆ t
t′
〈
dey
dt
(s),x(s)
〉
V
ds
for all x,y ∈W and t, t′ ∈ I with t′ ≤ t.
Proof See [19, Chapter III.1, Proposition 1.2]. 
Definition 2.16 (Evolution equation) Let (V,H, j) be an evolution triple and 1 < p < ∞.
Furthermore, let y0 ∈ H be an initial value, f ∈ X
∗ a right-hand side and A : X ∩j Y → X
∗ an
operator. Then the initial value problem
dey
dt
+Ay = f in X ∗,
(jy)(0) = y0 in H
(2.17)
is said to be an evolution equation. The initial condition has to be understood in the sense of
the unique continuous representation jy ∈ C0(I,H) (cf. Proposition 2.15 (i)).
3 Notions of continuity and growth for evolution equations
In [12] Bochner pseudo-monotonicity and Bochner coercivity has been introduced as appropriate
notions of continuity and growth for evolution equations, as they operate on the same energy space
X ∩j L
∞(I,H) and thus are more on balance than ddt -pseudo-monotonicity and coercivity. We
emphasize that Bochner pseudo-monotonicity was not directly defined with respect to the weak
sequential topology of X ∩j L
∞(I,H). Indeed, [20, Remark 3.5] (see also Remark 3.6 below) gives
an example of a sequence (xn)n∈N ⊆ X ∩j L
∞(I,H), which satisfies (1.9) and (1.10), but does
not weakly converge in L∞(I,H), wherefore one cannot simply replace (1.9) and (1.10) by weak
convergence in L∞(I,H) in the definition of Bochner pseudo-monotonicity (cf. Definition 1.7).
However, according to Proposition 2.3, weak convergence in Y is equivalent to (1.9) together with
(1.10) valid, not just for almost every, but for all t ∈ I. This motivates generalizations of Bochner
pseudo-monotonicity, which incorporate the weak sequential topology of X ∩j Y .
Definition 3.1 (C0-Bochner pseudo-monotonicity and C0-Bochner condition (M)) Let
(V,H, j) be an evolution triple and 1 < p <∞. An operator A : X ∩j Y → X
∗ is said to be
(i) C0-Bochner pseudo-monotone, if for a sequence (xn)n∈N ⊆ X ∩j Y from
xn
n→∞
⇀ x in X ∩j Y , (3.2)
lim sup
n→∞
〈Axn,xn − x〉X ≤ 0 (3.3)
it follows that 〈Ax,x− y〉X ≤ lim infn→∞ 〈Axn,xn − y〉X for all y ∈ X .
(ii) satisfying the C0-Bochner condition (M), if for a sequence (xn)n∈N ⊆ X ∩j Y from (3.2),
Axn
n→∞
⇀ ξ in X ∗, (3.4)
lim sup
n→∞
〈Axn,xn〉X ≤ 〈ξ,x〉X (3.5)
it follows that Ax = ξ in X ∗.
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Remark 3.6 (C0-Bochner pseudo-monotonicity 6⇒ Bochner pseudo-monotonicity)
Clearly, Bochner pseudo-monotonicity implies C0-Bochner pseudo-monotonicity. This is an imme-
diate consequence of Proposition 2.3. Note that the converse is not true in general. In fact, there
exist C0-Bochner pseudo-monotone operators which are not Bochner pseudo-monotone. This can
be seen by the following example (cf. [20, Remark 3.5]).
Let I = (−1, 1), p ∈ (1,∞), V = H = R and A : L∞(I,R) → Lp
′
(I,R) given via Ax :=
〈ω,x〉L∞(I,R) =
´
I
x(s)dω(s) for all x ∈ L∞(I,R), where ω ∈ (L∞(I,R))∗ is a finitely additive
measure with ω((−1/2n, 0) ∪ (0, 1/2n)) = 1 for all n ∈ N, whose existence is guaranteed in [20,
Theorem 2.9]. We define (xn)n∈N ⊆ L
∞(I,R) by xn(0) := 0, xn(t) := 0 if |t| ≥ 2/n, xn(t) := 1 if
0 < |t| ≤ 1/n, and xn(t) := −n|t|+ 2 if 1/n < |t| < 2/n. One easily sees, that (xn)n∈N ⊆ L
∞(I,R)
with supn∈N ‖xn‖L∞(I,R) ≤ 1 and xn(t)
n→∞
→ 0 for every t ∈ I, which immediately implies that
xn
∗
⇁ 0 in L∞(I,R) (n → ∞) and xn
n→∞
→ 0 in Lp(I,R). Apart from that, according to [20,
Theorem 2.8], we haveAxn = 〈ω,xn〉L∞(I,R) = 1 for all n ∈ N, which let us exclude that xn 6⇀ 0 in
L∞(I,R) (n→∞) and provides that lim supn→∞ 〈Axn,xn − 0〉Lp(I,R) = limn→∞
´
I
xn(s)ds = 0.
Overall, (xn)n∈N ⊆ L
∞(I,R) satisfies (1.8)–(1.11), but lim infn→∞ 〈Axn,xn − 1〉Lp(I,R) = −2 <
0 = 〈A0,0 − 1〉Lp(I,R), i.e., A : L
∞(I,R) → Lp
′
(I,R) cannot be Bochner pseudo-monotone.
However, if (xn)n∈N ⊆ C
0(I,R) is a sequence satisfying (3.2) and (3.3), then Axn
n→∞
→ Ax in R,
as also ω ∈ (C0(I,R))∗ and therefore 〈Ax,x − y〉Lp(I,R) ≤ lim infn→∞ 〈Axn,xn − y〉Lp(I,R) for
any y ∈ Lp(I,R). In other words, A : L∞(I,R)→ Lp
′
(I,R) is C0-Bochner pseudo-monotone.
Proposition 3.7 Let (V,H, j) be an evolution triple and 1 < p <∞. Then it holds:
(i) IfA : X∩jY → X
∗ is C0-Bochner pseudo-monotone, then it satisfies the C0-Bochner condition
(M).
(ii) If A : X ∩j Y → X
∗ is locally bounded and satisfies the C0-Bochner condition (M), then it is
demi-continuous.
Proof ad (i) Let (xn)n∈N ⊆ X ∩j Y be a sequence satisfying (3.2), (3.4) and (3.5). In particular,
(3.4) and (3.5) imply (3.3). The C0-Bochner pseudo-monotonicity of A : X ∩j Y → X
∗, (3.3) and
(3.4) thus imply
〈Ax,x− y〉X ≤ lim inf
n→∞
〈Axn,xn − y〉X
≤ lim sup
n→∞
〈Axn,xn − x〉X + lim sup
n→∞
〈Axn,x− y〉X ≤ 〈ξ,x− y〉X
for all y ∈ X and therefore Ax = ξ in X ∗.
ad (ii) Let (xn)n∈N ⊆ X ∩j Y be a sequence such that xn
n→∞
→ x in X ∩j Y . From the locally
boundedness of A : X ∩j Y → X
∗ and reflexivity of X ∗ we obtain a subsequence (Axn)n∈Λ ⊆ X
∗,
with Λ ⊆ N, and ξ ∈ X ∗ such that Axn
n→∞
⇀ ξ in X ∗ (n ∈ Λ). Hence, it holds 〈Axn,xn〉X
n→∞
→
〈ξ,x〉X (n ∈ Λ), i.e., (3.5) with respect to Λ. From the C
0-Bochner condition (M) we conclude
Ax = ξ in X ∗. As this argumentation stays valid for each subsequence of (xn)n∈N ⊆ X ∩j Y ,
Ax ∈ X ∗ is weak accumulation point of each subsequence of (Axn)n∈N ⊆ X
∗. The standard
convergence principle (cf. [9, Kap. I, Lemma 5.4]) finally yields Axn
n→∞
⇀ Ax in X ∗. 
Remark 3.8 (C0-Bochner condition (M) 6⇒ C0-Bochner pseudo-monotonicity)
According to Proposition 3.7 (i) C0-Bochner pseudo-monotonicity implies the C0-Bochner condition
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(M). But note that there exists operators satisfying the C0-Bochner condition (M) without being
C0-Bochner pseudo-monotone.
For example, let I = (0, T ), with 0 < T <∞, p ∈ (1,∞), V = H a separable Hilbert space with
orthonormal basis (en)n∈N ⊆ H and Riesz isomorphism R : H → H
∗. Moreover, letA : C0(I,H)→
Lp
′
(I,H∗) be given via (Ax)(t) = −R(x(t)) in H∗ for almost every t ∈ I and all x ∈ C0(I,H).
Then,A : C0(I,H)→ Lp
′
(I,H∗) satisfies the C0-Bochner condition (M), as it is weakly continuous,
but is not C0-Bochner pseudo-monotone. In fact, the sequence (xn)n∈N ⊆ C
0(I,H), given via xn ≡
en for every n ∈ N, satisfies xn
n→∞
⇀ 0 in C0(I,H) and lim supn→∞ 〈Axn,xn − 0〉Lp(I,H) = −T <
0, but lim infn→∞ 〈Axn,xn − y〉Lp(I,H) = −T < 0 = 〈A0,0− y〉Lp(I,H) for any y ∈ L
p(I,H).
Definition 3.9 (C0-Bochner coercivity) Let (V,H, j) be an evolution triple and 1 < p < ∞.
An operator A : X ∩j Y → X
∗ is said to be
(i) C0-Bochner coercive with respect to f ∈ X ∗ and x0 ∈ H , if there exists a constant
M :=M(f ,x0,A) > 0 such that for all x ∈ X ∩j Y from
1
2
‖(jx)(t)‖2H + 〈Ax− f ,xχ[0,t]〉X ≤
1
2
‖x0‖
2
H for all t ∈ I (3.10)
it follows that ‖x‖X∩jY ≤M .
(ii) C0-Bochner coercive, if it is C0-Bochner coercive with respect to f and x0 for all f ∈ X
∗
and x0 ∈ H .
Note that C0-Bochner coercivity, similar to semi-coercivity (cf. [16]) in conjunction with Gron-
wall’s inequality, takes into account the information from the operator and the time derivative.
In fact, C0-Bochner coercivity is a more general property. In the context of the main theorem on
pseudo-monotone perturbations of maximal monotone mappings (cf. [23, §32.4.]), which implies
Theorem 1.2, C0-Bochner coercivity is phrased in the spirit of a local coercivity4 type condition
of de
dt
+ A : W ⊆ X → X ∗. Being more precise, if A : X ∩j Y → X
∗ is C0-Bochner co-
ercive with respect to f ∈ X ∗ and x0 ∈ H , then for x ∈ W from ‖(jx)(0)‖H ≤ ‖x0‖H , i.e.,
〈dex
dt
,x〉X ≥ −
1
2‖x0‖
2
H , and〈
dex
dt
+Ax,xχ[0,t]
〉
X
≤ 〈f ,xχ[0,t]〉X for all t ∈ I. (3.11)
it follows ‖x‖X∩jY ≤ M , since (3.11) is just (3.10). In other words, if the image of x ∈ W with
respect to de
dt
and A is bounded by the data x0, f in this weak sense, then x is contained in a
fixed ball in X ∩j Y . We chose (3.10) instead of (3.11) in Definition 3.9, since x ∈ X ∩j Y is not
admissible in (3.11).
We emphasize that there is a relation between C0-Bochner coercivity and coercivity in the sense
of Definition 2.1. In fact, in the case of bounded operators A : X → X ∗, C0-Bochner coercivity
extends the standard concept of coercivity.
Proposition 3.12 Let (V,H, j) be an evolution triple and 1 < p < ∞. If A : D(A) ⊆ X → X ∗
withD(A) = X∩jY is bounded and coercive (in the sense of Definition 2.1), thenA : X∩jY → X
∗
is C0-Bochner coercive.
4 A : D(A) ⊆ V → V ∗ is said to be coercive (cf. [23, §32.4.]) with respect to f ∈ V ∗, if D(A) is unbounded and
there exists a constant R > 0, such that for v ∈ V from 〈Av, v〉V ≤ 〈f, v〉V it follows ‖v‖V ≤ R, i.e., all elements
whose images with respect to A do not grow beyond the data f in this weak sense are contained in a fixed ball in V .
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Proof A straightforward adaptation of [12, Lemma 3.21]. 
Lemma 3.13 (Induced Bochner pseudo-monotonicity and Bochner coercivity) Let (V,H, j)
be an evolution triple, 1 < p <∞ and A(t) : V → V ∗, t ∈ I, a family of operators with the following
properties:
(C.1) A(t) : V → V ∗ is pseudo-monotone for almost every t ∈ I.
(C.2) A(·)v : I → V ∗ is Bochner measurable for all v ∈ V .
(C.3) For some non-negative functions α, γ ∈ Lp
′
(I), β ∈ L∞(I) and a non-decreasing function
B : R≥0 → R≥0 holds
‖A(t)v‖V ∗ ≤ B(‖jv‖H )(α(t) + β(t)‖v‖
p−1
V ) + γ(t)
for almost every t ∈ I and all v ∈ V .
(C.4) For some constant c0 > 0 and non-negative functions c1, c2 ∈ L
1(I) holds
〈A(t)v, v〉V ≥ c0‖v‖
p
V − c1(t)‖jv‖
2
H − c2(t)
for almost every t ∈ I and all v ∈ V .
Then the induced operator A : X ∩j L
∞(I,H) → X ∗, given via (Ax)(t) := A(t)(x(t)) in V ∗ for
almost every t ∈ I and all x ∈ X ∩j L
∞(I,H), is well-defined, bounded, Bochner pseudo-monotone
and Bochner coercive.
Proof If V is additionally separable, a proof can be found in [12, Proposition 3.13]. As the argu-
mentation remains true if we omit the separability of V , we however refer to this proof. 
4 Abstract Galerkin approach
In this section we specify the exact framework of the implemented Galerkin approach.
Remark 4.1 (Galerkin approximation) Let (V,H, j) be an evolution triple and 1 < p < ∞.
Furthermore, let y0 ∈ H , f ∈ X
∗ and A : X ∩j Y → X
∗.
(i) Galerkin-Basis: Let U be a system of subspaces U ⊆ V such that (U, ‖ · ‖V ) is a Banach
space and ⋃
U∈ U
U
‖·‖V
= V.
Moreover, for U ∈ U we set HU := j(U)
‖·‖H and by yU0 ∈ HU we denote a net of approximative
initial values such that
yU0
U∈U
→ y0 in H and ‖y
U
0 ‖H ≤ ‖y0‖H for all U ∈ U ,
where the notion of convergence initially has to be understood in the sense of nets but will
later be realized by sequential convergence. Such a family (U,yU0 )U∈ U is called a Galerkin
basis of (V,y0).
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(ii) Restriction of evolution triple structure: (HU , (·, ·)H ) is a Hilbert space and the restricted
operator jU := j|U : U → HU a dense embedding, i.e., (U,HU , jU ) forms an evolution triple.
In particular, the corresponding canonical embedding eU : U → U
∗ satisfies
〈eUu, u˜〉U = (ju, ju˜)H = 〈eu, u˜〉V for all u, u˜ ∈ U. (4.2)
(iii) Restriction of energy spaces: For U ∈ U and I := (0, T ), with 0 < T <∞, we set
XU := L
p(I, U), WU :=W
1,p,p′
eU
(I, U, U∗), YU := C
0(I,HU ).
Due to Remark 2.5 the couple (XU ,YU ) := (XU ,YU , L
1(I,HU ), jU , idYU ) forms a compatible
couple, where jU : XU ∩jU YU → YU is given via (jUx)(t) := jU (x(t)) = (jx)(t) for almost
every t ∈ I and all x ∈ XU ∩jU YU (cf. Proposition 2.4). In particular, it holds XU ∩jU YU →֒
X ∩j Y . Apart from this, Proposition 2.15 provides the embedding WU →֒ XU ∩jU YU and
the generalized integration by parts formula with respect to U :
ˆ t
t′
〈
deUx
dt
(s),y(s)
〉
U
ds = [((jx)(s), (jy)(s))H ]
s=t
s=t′ −
ˆ t
t′
〈
deUy
dt
(s),x(s)
〉
U
ds (4.3)
for all x,y ∈WU and t, t
′ ∈ I with t′ ≤ t.
(iv) Restriction of operators: For U ∈ U we define the restricted operator and right-hand side
by
AU := (idXU )
∗A : XU ∩jU YU → X
∗
U and fU :=
(
idXU
)∗
f ∈ X ∗U .
Then it holds for all x ∈ XU ∩jU YU and x˜ ∈ XU
〈AUx, x˜〉XU = 〈Ax, x˜〉X and 〈fU , x˜〉XU = 〈f , x˜〉X . (4.4)
.
(v) Galerkin system: Given a Galerkin basis (U,yU0 )U∈ U we obtain the well-posedness of the
system of evolution equations
deUyU
dt
+AUyU = fU in X
∗
U ,
(jUyU )(0) = y
U
0 in HU , U ∈ U .
Such a system is called Galerkin system with respect to (U,yU0 )U∈ U .
The next lemma examines to what extent the properties of the global operator, especially those
developed in Section 3, transfer to its restriction as per Remark 4.1 (iv).
Lemma 4.5 Let (V,H, j) be an evolution triple and 1 < p < ∞. Furthermore, let y0 ∈ H ,
f ∈ X ∗ and A : X ∩j Y → X
∗. If (U,yU0 )U∈ U is a Galerkin basis of (V,y0), AU := (idXU )
∗A :
XU ∩jU YU → X
∗
U and fU := (idXU )
∗f ∈ X ∗U , then it holds:
(i) If A : X ∩j Y → X
∗ is bounded, demi-continuous or C0-Bochner pseudo-monotone, then
AU : XU ∩jU YU → X
∗
U is as well.
(ii) If A : X ∩j Y → X
∗ is C0-Bochner coercive with respect to f ∈ X ∗ and y0 ∈ H , then
AU : XU ∩jU YU → X
∗
U is C
0-Bochner coercive with respect to fU ∈ X
∗
U and y
U
0 ∈ HU .
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(iii) If A0 : X → X
∗ is monotone, B : X ∩j Y → X
∗ is bounded and A := A0+B : X ∩j Y → X
∗
satisfies the C0-Bochner condition (M), then AU : XU ∩jU YU → X
∗
U satisfies the C
0-Bochner
condition (M).
Proof ad (i)/(ii) (i) follows from the embedding XU ∩jU YU →֒ X ∩j Y , the weak continuity
of (idXU )
∗ : X ∗ → X ∗U and the identities (4.4). (ii) follows from (4.4), ‖y
U
0 ‖HU ≤ ‖y0‖H , ‖ ·
‖XU∩jUYU
= ‖ · ‖X∩jY on X ∩j Y and ‖ · ‖HU = ‖ · ‖H on HU .
ad (iii) Let (xn)n∈N ⊆ XU ∩jU YU satisfy (3.2)–(3.5) with respect to XU and YU , i.e.,
xn
n→∞
⇀ x in XU ∩jU YU , AUxn
n→∞
⇀ ξU in X
∗
U , lim sup
n→∞
〈AUxn,xn〉XU ≤ 〈ξU ,x〉XU .
This and the embeddingXU∩jUYU →֒ X∩jY immediately imply xn
n→∞
⇀ x in X∩jY . In addition,
there exist constantsM,M ′ > 0 such that ‖xn‖X∩jY = ‖xn‖XU∩jUYU
≤M and ‖AUxn‖X∗
U
≤M ′
for all n ∈ N. As B : X ∩j Y → X
∗ is bounded, we obtain a further constant C > 0 such that
‖Bxn‖X∗ ≤ C for all n ∈ N. From this and (4.4) we deduce for all n ∈ N that
〈A0xn,xn〉X ≤ ‖AUxn‖X∗
U
‖xn‖XU + ‖Bxn‖X∗‖xn‖X ≤ (M
′ + C)M.
Since A0 : X → X
∗ is monotone Proposition 2.2 with S = (xn)n∈N ⊆ X and h ≡ 1 provides a
constant K > 0 such that ‖A0xn‖X∗ ≤ K for all n ∈ N. Thus, (Axn)n∈N ⊆ X
∗ is bounded and
by dint of the reflexivity of X ∗ we extract a subsequence (Axn)n∈Λ ⊆ X
∗, with Λ ⊆ N, and an
element ξ ∈ X ∗ such that
Axn
n→∞
⇀ ξ in X ∗ (n ∈ Λ).
We infer AUxn = (idXU )
∗Axn
n→∞
⇀ (idXU )
∗ξ in X ∗U (n ∈ Λ), i.e. (idXU )
∗ξ = ξU in X
∗
U , from the
weak continuity of (idXU )
∗ : X ∗ → X ∗U . Finally, we use (4.4) once more to obtain
lim sup
n→∞
n∈Λ
〈Axn,xn〉X = lim sup
n→∞
n∈Λ
〈AUxn,xn〉XU ≤ lim sup
n→∞
〈AUxn,xn〉XU
≤ 〈ξU ,x〉XU = 〈(idXU )
∗ξ,x〉XU = 〈ξ,x〉X .
Altogether, (xn)n∈N ⊆ X ∩j Y satisfies (3.2)–(3.5) with respect to X and Y , and the C
0-Bochner
condition (M) ofA : X∩jY → X
∗ finally yieldsAx = ξ inX ∗, and thereforeAUx = (idXU )
∗Ax =
(idXU )
∗ξ = ξU in X
∗
U . 
5 Main Theorem: (Separable case)
Theorem 5.1 Let (V,H, j) be an evolution triple, V separable and 1 < p < ∞. Furthermore, we
require the following conditions:
(i) A0 : X → X
∗ is monotone.
(ii) B : X ∩j Y → X
∗ is bounded.
(iii) A := A0 + B : X ∩j Y → X
∗ satisfies the C0-Bochner condition (M) and is C0-Bochner
coercive with respect to f ∈ X ∗ and y0 ∈ H .
Then there exists a solution y ∈W of
dey
dt
+Ay = f in X ∗,
(jy)(0) = y0 in H.
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Proof
0. Reduction of assumptions: It suffices to treat the special case f = 0 in X ∗. Otherwise, we
switch to Â := A0+ B̂ : X ∩j Y → X
∗ with the shifted bounded part B̂ := B−f : X ∩j Y → X
∗.
It is straightforward to check that Â still satisfies the C0-Bochner condition (M) and is C0-Bochner
coercive with respect to 0 ∈ X ∗ and y0 ∈ H .
1. Galerkin approximation: We apply the Galerkin approach of Section 4. As Galerkin basis of
(V,y0) will serve a sequence (Vn, jan)n∈N with the following properties:
• Vn ⊆ Vn+1 ⊆ V, dim Vn <∞ and
⋃
n∈N Vn
‖.‖V
= V .
• an ∈ Vn, jan
n→∞
→ y0 in H and ‖jan‖H ≤ ‖y0‖H .
The existence of such a sequence is a consequence of the separability of V in conjunction with
the given evolution triple structure. The well-posedness of the Galerkin system with respect to
(Vn, jan)n∈N follows as in Remark 4.1. We denote by yn ∈WVn the n.th Galerkin solution if
deVnyn
dt
+AVnyn = 0 in X
∗
Vn
,
(jVnyn)(0) = jan in HVn .
(5.2)
2. Existence of Galerkin solutions: As the operatorA is not necessarily induced, Carathéodory’s
theorem is not available. However, we will prove the existence of Galerkin solutions similarly to
Carathéodory’s theorem by translating (5.2) into an equivalent fixed point problem and then ex-
ploiting an appropriate version of Schauder’s fixed point theorem. To this end, we first translate
(5.2) into an equivalent differential equation with values in Vn instead of V
∗
n , to have a chance to
meet the in Schauder’s fixed point theorem demanded self map property.
2.1 Equivalent differential equation: As eVn : Vn → V
∗
n is an isomorphism Proposition 2.4
ensures that the induced operator en : L
p′(I, Vn) → X
∗
Vn
, given via (enx)(t) := eVn(x(t)) for
almost every t ∈ I and all x ∈ Lp
′
(I, Vn), is also an isomorphism. Apart from this, Proposition 2.9
additionally yields that en : W
1,p′(I, Vn) → W
1,p′(I, V ∗n ) is an isomorphism and that for all x ∈
W 1,p
′
(I, Vn) it holds
dV ∗n enx
dt
= en
dVnx
dt
in X ∗Vn . (5.3)
Using Proposition 2.7 and (2.8) we see that yn ∈WVn satisfies (5.2)1 if and only if yn ∈ XVn and
enyn ∈W
1,p′(I, V ∗n ) with
dV ∗n enyn
dt
=
deVnyn
dt
= −AVnyn in X
∗
Vn
. (5.4)
By exploiting Proposition 2.9 and (5.3) we further deduce the equivalence of (5.4) and yn =
e−1n enyn ∈W
1,p′(I, Vn) with
dVnyn
dt
= e−1n
dV ∗n enyn
dt
= −e−1n AVnyn in L
p′(I, Vn).
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Proposition 2.11 (i) provides the choice function {·}X : W
1,p′(I, Vn) → C
0(I, Vn). Thus, yn ∈
WVn satisfies (5.2)2 if and only if {yn}Vn(0) = an in Vn in the sense of the unique continuous
representation {yn}Vn ∈ C
0(I, Vn). Altogether, yn ∈ WVn is a solution of (5.2) if and only if
yn ∈W
1,p′(I, Vn) with
dVnyn
dt
= −e−1n AVnyn in L
p′(I, Vn),
{yn}Vn(0) = an in Vn.
(5.5)
2.2 Equivalent fixed point problem: From C0(I, Vn) = XVn ∩jVn YVn with norm equivalence
and Proposition 2.11 (ii) we deduce the well-definedness of the fixed point operatorFn : C
0(I, Vn)→
W 1,p
′
(I, Vn) defined by
(Fnx)(t) := an − (Ve
−1
n AVnx)(t)
= an −
ˆ t
0
(e−1n AVnx)(s) ds in Vn for all t ∈ I
and every x ∈ C0(I, Vn). In addition, the embedding W
1,p′(I, Vn) →֒ C
0(I, Vn) (cf. Proposition
2.11 (i)) provides the well-definedness of Fn : W
1,p′(I, Vn) ⊆ C
0(I, Vn) → W
1,p′(I, Vn). Analo-
gously to the theory of ordinary differential equations we conclude under the renewed application
of Proposition 2.11 the equivalence of (5.5) and the existence of a fixed point of Fn :W
1,p′(I, Vn) ⊆
C0(I, Vn)→W
1,p′(I, Vn).
2.3 Existence of a fixed point of Fn: The verification of the existence of a fixed point is based
on the following version of Schauder’s fixed point theorem:
Theorem 5.2: (Schauder, 1930) Let (X , ‖ · ‖X ) be a Banach space, F : K ⊆ X → K a continuous
operator and K ⊆ X a non-empty, convex and compact set. Then there exists x ∈ K such that
Fx = x in X .
Proof See [17, Kapitel 1, Satz 2.46]. 
It remains to verify the assumptions of Schauder’s fixed point theorem.
(i) Continuity of Fn: Lemma 4.5 in conjunction with Proposition 3.7 (i) yields the demi-continuity
of AVn : XVn ∩jVn YVn → X
∗
Vn
. Thus, as it holds C0(I, Vn) = XVn ∩jVn YVn with norm equiva-
lence, and both e−1n : X
∗
Vn
→ Lp
′
(I, Vn) and V : L
p′(I, Vn)→W
1,p′(I, Vn) are weakly continuous
(cf. Proposition 2.4 and 2.11 (ii)), Fn : C
0(I, Vn) → W
1,p′(I, Vn) is demi-continuous. Proposi-
tion 2.12 eventually provides the strong continuity of the embedding W 1,p
′
(I, Vn) →֒ C
0(I, Vn)
and consequently the continuity of Fn : C
0(I, Vn)→ C
0(I, Vn).
(ii) Self-map property of the compressed fixed point operator: Since Fn in general fails to
comply with the in Schauder’s fixed point theorem demanded self-map property, we construct
a compression operator τn : C
0(I, Vn) → (0, 1] such that the compressed operator τnFn meets
the self-map property and has coinciding fixed point set with Fn. Then it suffices to prove the
existence of a fixed point of the compressed fixed point operator.
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As we are not aware of how to construct the desired compression operator τn we first consider
τnFn, with an arbitrary operator τn : C
0(I, Vn) → (0, 1], and demonstrate the existence of a-
priori estimates which are independent of this operator.
(a) Invariance of the a-priori estimates with respect to compressions: We fix an arbi-
trary operator τn : C
0(I, Vn)→ (0, 1] and assume there exists a fixed point yn ∈ W
1,p′(I, Vn)
of τnFn : W
1,p′(I, Vn) ⊆ C
0(I, Vn)→ W
1,p′(I, Vn). Then we deduce analogously to the dis-
cussion in Step 2.1 and 2.2 that yn ∈WVn satisfies
deVnyn
dt
+ τn(yn)AVnyn = 0 in X
∗
Vn
,
(jVnyn)(0) = τn(yn)jan in HVn .
(5.6)
Testing (5.6) by ynχ[0,t] ∈ XVn , where t ∈ (0, T ] is arbitrary, and a subsequent application
of the generalized integration by parts formula (4.3) and identity (4.4) with U = Vn yield
τn(yn)〈Ayn,ynχ[0,t]〉X = τn(yn)〈AVnyn,ynχ[0,t]〉XVn
= −
〈
deVnyn
dt
,ynχ[0,t]
〉
XVn
= −
1
2
‖(jVnyn)(t)‖
2
H +
τn(yn)
2
2
‖jan‖
2
H .
(5.7)
From dividing (5.7) by 0 < τn(yn) ≤ 1 and using ‖jan‖H ≤ ‖y0‖H we further obtain
1
2τn(yn)
‖(jyn)(t)‖
2
H + 〈Ayn,ynχ[0,t]〉X ≤
τn(yn)
2
‖y0‖
2
H ≤
1
2
‖y0‖
2
H . (5.8)
As t ∈ I was arbitrary, 2−1 ≤ (2τn(yn))
−1 and A : X ∩j Y → X
∗ is C0-Bochner coercive
with respect to 0 ∈ X ∗ and y0 ∈ H there exists an n-independent constantM > 0 such that
‖yn‖X∩jY ≤M. (5.9)
The boundedness of B : X ∩j Y → X
∗ and (5.9) further yield an n-independent constant
C > 0 such that ‖Byn‖X∗ ≤ C. From this, (5.8) in the case t = T , and (5.9) we obtain
〈A0yn,yn〉X = 〈Ayn,yn〉X − 〈Byn,yn〉X
≤
1
2
‖y0‖
2
H + CM.
Finally, Proposition 2.2 with S = (yn)n∈N ⊆ X and h ≡ 1 provides an n-independent
constant M ′ > 0 such that
‖Ayn‖X∗ ≤M
′. (5.10)
(b) Construction of the compression operator: The demi-continuity of A : X ∩j Y → X
∗
(cf. Propositions 2.2 (i) and 3.7 (ii)) and the embedding C0(I, Vn) →֒ X ∩j Y imply the
continuity of
(x 7→ |〈Ax,x〉X |) : C
0(I, Vn)→ R≥0 and ‖ · ‖X∩jY : C
0(I, Vn)→ R≥0.
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From this we deduce the continuity of g, h : C0(I, Vn)→ R≥0 defined by
g(x) :=
{
1 , if ‖x‖X∩jY ≤ 2M
2M
‖x‖X∩jY
, else
, (5.11)
h(x) :=
{
1 , if |〈Ax,x〉X | ≤M
′M
M ′M
|〈Ax,x〉X |
, else
, (5.12)
for every x ∈ C0(I, Vn). Finally, the compression operator
τn := (x 7→ g(h(x)Fnx)h(x)) : C
0(I, Vn)→ (0, 1] , (5.13)
and therefore the compressed fixed point operator τnFn : C
0(I, Vn)→ C
0(I, Vn) are contin-
uous.
(c) Equivalence of the fixed point problems: Since τn : C
0(I, Vn) → (0, 1] was still an
arbitrary operator in (5.6), the a-priori estimates (5.9) and (5.10) hold true for both τn ≡ 1
and the compression operator defined in (5.13). Being more precise, a fixed point yn ∈
W 1,p
′
(I, Vn) of τnFn as well as a fixed point of Fn satisfies the estimates
‖yn‖X∩jY ≤M and ‖Ayn‖X∗ ≤M
′,
with the same n-independent constants M,M ′ > 0. These imply |〈Ayn,yn〉X | ≤M
′M and
therefore h(yn) = 1 due to the definition of h (cf. (5.12)). From this we are able to derive
the equivalence of the fixed point problems. In fact, there holds:
If yn ∈ W
1,p′(I, Vn) is a fixed point of Fn, then having regard to ‖yn‖X∩jY ≤M < 2M
and the definition of g (cf. (5.11)) we deduce
g(h(yn)Fnyn) = g(Fnyn) = g(yn) = 1.
From this we obtain τn(yn) = 1 and thus τn(yn)Fnyn = Fnyn = yn in W
1,p′(I, Vn).
On the other hand, if yn ∈ W
1,p′(I, Vn) is a fixed point of the compressed operator τnFn,
then
τn(yn) = g(h(yn)Fnyn)h(yn) = 1
has to be valid. Otherwise, taking into account h(yn) = 1 and the definition of g (cf. (5.11)),
‖Fnyn‖X∩jY > 2M would hold true. But this yields the contradiction
M ≥ ‖yn‖X∩jY = ‖τn(yn)Fnyn‖X∩jY = ‖g (h(yn)Fnyn) h(yn)Fnyn‖X∩jY
= ‖g (Fnyn)Fnyn‖X∩jY =
2M
‖Fnyn‖X∩jY
‖Fnyn‖X∩jY = 2M >M.
As a consequence, it holds Fnyn = τn(yn)Fnyn = yn in W
1,p′(I, Vn).
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(d) Existence of a fixed point of the equivalent compressed problem: We set µn := |||e
−1
n |||L(X∗
Vn
,Lp
′
(I,Vn))
.
Then for arbitrary x ∈ C0(I, Vn) holds:
‖τn(x)Fnx‖X∩jY =
‖h(x)Fnx‖X∩jY , if ‖h(x)Fnx‖X∩jY ≤ 2M2M‖h(x)Fnx‖X∩jY
‖h(x)Fnx‖X∩jY
, else
}
≤ 2M. (5.14)
∥∥∥∥dVnτn(x)Fnxdt
∥∥∥∥
Lp
′
(I,Vn)
=
∥∥∥∥dVndt (τn(x)Ve−1n AVnx)
∥∥∥∥
Lp
′
(I,Vn)
≤
∥∥∥∥h(x)dVndt (Ve−1n AVnx)
∥∥∥∥
Lp
′
(I,Vn)
=
∥∥∥h(x)e−1n (idXVn )∗Ax∥∥∥Lp′(I,Vn)
≤ µn‖(idXVn )
∗h(x)Ax‖X∗
Vn
≤ µn‖h(x)Ax‖X∗ .
(5.15)
In the first inequality in (5.15) we made use of |g(h · Fn)| ≤ 1. The subsequent equal sign
and inequality stem from
dVn
dt
V = id
Lp
′
(I,Vn)
(cf. Proposition 2.11 (ii)), the definition of AVn
(cf. Remark 4.1) and |||(idXVn )
∗|||
L(X∗,X∗
Vn
)
= |||idXVn |||L(XVn ,X )
≤ 1.
Next, we fix the closed ball
S := B
X∩jY
2M (0) ⊆ X ∩j Y .
From the boundedness of B : X ∩j Y → X
∗ we obtain a constant K0 > 0 such that
‖Bx‖X∗ ≤ K0 for all x ∈ S. Due to the definition of h (cf. (5.12)) we further deduce
h(x)〈A0x,x〉X = h(x)〈Ax,x〉X − h(x)〈Bx,x〉X
≤M ′M + 2K0M
for all x ∈ S. Proposition 2.2 with S = S and h as in (5.12) provides a constant K1 > 0
such that ‖h(x)Ax‖X∗ ≤ K1 for all x ∈ S. This and (5.15) imply∥∥∥∥dVnτn(x)Fnxdt
∥∥∥∥
Lp
′
(I,Vn)
≤ µnK1 (5.16)
for all x ∈ S ∩ C0(I, Vn). Finally, we define
Bn :=
{
x ∈ W 1,p
′
(I, Vn) ∩ S
∣∣∣∣ ∥∥∥∥dVnxdt
∥∥∥∥
Lp
′
(I,Vn)
≤ µnK1
}
⊆W 1,p
′
(I, Vn),
Kn := Bn
‖·‖
C0(I,Vn) ⊆ C0(I, Vn).
From (5.14) and (5.16) we derive the self map property for τnFn on Kn. In particular,
τnFn : Kn ⊆ C
0(I, Vn) → Kn is well-defined and continuous. Thus, in view of Schauder’s
fixed point theorem it remains to inquire into the properties of Kn. To this end, let us focus
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on Bn, which is obviously non-empty, bounded and convex in W
1,p′(I, Vn). Proposition 2.12
provides the compact embedding
W 1,p
′
(I, Vn) →֒→֒ C
0(I, Vn).
In consequence,Kn is non-empty, convex and compact in C
0(I, Vn) and therefore Schauder’s
fixed point theorem applicable. According to Step 2.3 (ii) (c) the existing fixed point is also
a fixed point of Fn and looking back to Step 2.2 and 2.1 a solution of both (5.5) and (5.2).
3. Passage to the limit:
3.1 Convergence of Galerkin solutions: Due to Step 2.3 (ii) (a) the verified solution yn ∈
WVn of (5.2) satisfies the estimates (5.9) and (5.10). In virtue of the reflexivity ofX andX
∗ together
with the existing separable pre-dual L1(I,H∗) of L∞(I,H) ∼= (L1(I,H∗))∗ (c.f. [3, Theorem 3.3])
we obtain a not relabeled subsequence (yn)n∈N ⊆ X ∩j Y as well as elements y ∈ X ∩j L
∞(I,H)
and ξ ∈ X ∗ such that
yn
n→∞
⇀ y in X ,
jyn
∗
⇁ jy in L∞(I,H) (n→∞),
Ayn
n→∞
⇀ ξ in X ∗.
(5.17)
3.2 Regularity and trace of the weak limit: Let v ∈ Vk, k ∈ N, and ϕ ∈ C
∞(I) with ϕ(T ) = 0.
Testing (5.2) for all n ≥ k by vϕ ∈ XVk ⊆ XVn and a subsequent application of the generalized
integration by parts formula (4.3) with U = Vn yield for all n ≥ k
〈AVnyn, vϕ〉XVn = −
〈
deVnyn
dt
, vϕ
〉
XVn
= 〈eVn(v)ϕ
′,yn〉XVn + (jan, jv)Hϕ(0). (5.18)
Together with (4.2) and (4.4) in the case U = Vn, (5.18) reads
〈Ayn, vϕ〉X = 〈e(v)ϕ
′,yn〉X + (jan, jv)Hϕ(0)
for all n ≥ k. By passing with n ≥ k to infinity, using (5.17) and jan
n→∞
→ y0 in H , we obtain
〈ξ, vϕ〉X = 〈e(v)ϕ
′,y〉X + (y0, jv)Hϕ(0) (5.19)
for all v ∈
⋃
k∈N Vk and ϕ ∈ C
∞(I) with ϕ(T ) = 0. In the case ϕ ∈ C∞0 (I), (5.19) reads
〈e(v)ϕ′,y〉X = 〈ξ, vϕ〉X
for all v ∈
⋃
k∈N Vk and Proposition 2.14 thus proves
y ∈W with
dey
dt
= −ξ in X ∗ and jy ∈ Y . (5.20)
In addition, we are allowed to apply the generalized integration by parts formula (cf. Proposition
2.15) in (5.19) in the case ϕ ∈ C∞(I) with ϕ(T ) = 0 and ϕ(0) = 1. In so doing, we further deduce
that
((jy)(0)− y0, jv)H = 0 (5.21)
for all v ∈
⋃
k∈N Vk. As R(j) is dense in H we obtain from (5.21) that
(jy)(0) = y0 in H. (5.22)
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3.3 Weak convergence in X ∩j Y: The objective in the following passage is to exploit the
characterization of weak convergence in X ∩j Y (cf. Proposition 2.6). To be more precise, it remains
to verify pointwise weak convergence in H .
To this end, let us fix an arbitrary t ∈ (0, T ]. From the a-priori estimate supn∈N ‖jyn‖Y ≤ M
we obtain the existence of a subsequence ((jyn)(t))n∈Λt ⊆ H with Λt ⊆ N, initially depending on
this fixed t, and an element yΛt ∈ H such that
(jyn)(t)
n→∞
⇀ yΛt in H (n ∈ Λt). (5.23)
For v ∈ Vk , k ∈ Λt, and ϕ ∈ C
∞(I) with ϕ(0) = 0 and ϕ(t) = 1, we test (5.2) for n ≥ k (n ∈ Λt)
by vϕχ[0,t] ∈ Xk ⊆ Xn, use the generalized integration by parts formula (4.3), (4.2) and (4.4) with
U = Vn to obtain for all n ≥ k with n ∈ Λt
〈Ayn, vϕχ[0,t]〉X = 〈e(v)ϕ
′χ[0,t],yn〉X − ((jyn)(t), jv)H .
By passing for n ≥ k with n ∈ Λt to infinity, using (5.17) and (5.23), we obtain
〈ξ, vϕχ[0,t]〉X = 〈e(v)ϕ
′χ[0,t],y〉X − (yΛt , jv)H
for all v ∈
⋃
k∈Λt
Vk. The generalized integration by parts formula (cf. Proposition 2.15) and (5.20)
provide
((jy)(t)− yΛt , jv)H = 0 (5.24)
for all v ∈
⋃
k∈Λt
Vk. Thanks to Vk ⊆ Vk+1 for all k ∈ N there holds
⋃
k∈Λt
Vk =
⋃
k∈N Vk. Thus,
j(
⋃
k∈Λt
Vk) is dense in H and we obtain from (5.24) that (jy)(t) = yΛt in H , i.e.,
(jyn)(t)
n→∞
⇀ (jy)(t) in H (n ∈ Λt). (5.25)
As this argumentation stays valid for each subsequence of ((jyn)(t))n∈N ⊆ H , (jy)(t) ∈ H is weak
accumulation point of each subsequence of ((jyn)(t))n∈N ⊆ H . The standard convergence principle
(cf. [9, Kap. I, Lemma 5.4]) finally yields Λt = N in (5.25). Since t ∈ (0, T ] was arbitrary in (5.25)
and (yn)n∈N ⊆ X ∩j Y is bounded (cf. (5.9)) we conclude using Proposition 2.6 that
yn
n→∞
⇀ y in X ∩j Y . (5.26)
3.4 Identification of Ay and ξ: As τn(yn) = 1 estimate (5.8) with t = T reads
〈Ayn,yn〉X ≤ −
1
2
‖(jyn)(T )‖
2
H +
1
2
‖y0‖
2
H (5.27)
for all n ∈ N. The limit superior with respect to n ∈ N on both sides in (5.27), (5.22), (5.25) with
Λt = N in the case t = T , the weak lower semi-continuity of ‖ · ‖H , the generalized integration by
parts formula (cf. Proposition 2.15) and (5.20) yield
lim sup
n→∞
〈Ayn,yn〉X ≤ −
1
2
‖(jy)(T )‖2H +
1
2
‖(jy)(0)‖2H
= −
〈
dey
dt
,y
〉
X
= 〈ξ,y〉X .
(5.28)
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In view of (5.17)3, (5.26) and (5.28) we conclude from the C
0-Bochner condition (M) of A :
X ∩j Y → X
∗ that Ay = ξ in X ∗. All things considered, we proved
dey
dt
+Ay = 0 in X ∗,
(jy)(0) = y0 in H.
This completes the proof of Theorem 5.1. 
6 Main theorem: (Purely reflexive case)
This section is concerned with the extension of Theorem 5.1 to the case of purely reflexive V .
Theorem 6.1 Theorem 5.1 stays valid if we omit the separability of V .
A lack of separability of V results in a non-existence of an increasing sequence of finite dimen-
sional subspaces which approximates V up to density. We circumvent this problem by regarding a
probably uncountable system of separable subspaces. But this system might be orderless, such that
the increasing structure, which was indispensable for the proof of Theorem 5.1, has to be generated
locally. The latter will be guaranteed by the subsequent lemma. Then, we perform the passage to
limit as in Theorem 5.1 Step 3 first locally and assemble the extracted local information to the
desired global assertion afterwards.
Lemma 6.2 Let (V,H, j) be an evolution triple, 1 < p <∞, M > 0, y0 ∈ H and
Uy0 :=
{
U ⊆ V | (U, ‖ · ‖V ) is a separable Banach space, y0 ∈ HU := j(U)
‖·‖V
}
.
Then it holds:
(i) (U,y0)U∈Uy0 is a Galerkin basis of (V,y0) in the sense of Remark 4.1 (i).
(ii) Suppose for a mapping Ψ : Uy0 → 2
BX
M
(0) \ {∅} with
Ψ (U) ⊆ XU := L
p(I, U) and LU :=
⋃
Z∈Uy0
Z⊇U
Ψ (Z) ⊆ 2B
X
M
(0) for all U ∈ Uy0
there exists y ∈
⋂
U∈Uy0
LU
τ(X ,X∗)
. Then for all U ∈ Uy0 there exist sequences (Un)n∈N ⊆ Uy0
and (yn)n∈N ⊆ X , with U ⊆ Un ⊆ Un+1 and yn ∈ Ψ (Un) for all n ∈ N, such that
yn
n→∞
⇀ y in X .
Proof Point (i) follows right from the definition in Remark 4.1. The verification of (ii) is a straight-
forward modification of [7, Proposition 11]. For a detailed proof we refer to [11, Lemma 7.1]. 
Proof (of Theorem 6.1) It suffices anew to treat the special case f = 0 in X ∗.
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1. Galerkin approximation: Let Uy0 be as in Lemma 6.2. In line with Remark 4.1 we see the
well-posedness of the Galerkin system with respect to (U,y0)U∈ Uy0 . We denote by yU ∈ WU the
Galerkin solution with respect to U if
deUyU
dt
+AUyU = 0 in X
∗
U ,
(jUyU )(0) = y0 in HU .
(6.3)
2. Existence of Galerkin solutions: Each U ∈ Uy0 is separable and reflexive. Thus, it remains
to inquire into the properties of the restricted operator AU := (idXU )
∗A : XU ∩jU YU → X
∗
U .
Lemma 4.5 immediately provides:
(i) (A0)U := (idXU )
∗A0 : XU → X
∗
U is monotone.
(ii) BU := (idXU )
∗B : XU ∩jU YU → X
∗
U is bounded.
(iii) AU := (A0)U + BU : XU ∩jU YU → X
∗
U satisfies the C
0-Bochner condition (M) and is
C0-Bochner coercive with respect to 0 ∈ X ∗U and y0 ∈ HU .
All things considered, Theorem 5.1 yields the solvability of (6.3) for all U ∈ Uy0 . In addition, we
obtain as in Theorem 5.1 Step 2.3 (ii) (a) U -independent constants M,M ′ > 0 such that
‖yU‖X∩jY ≤M and ‖AyU‖X∗ ≤M
′. (6.4)
Therefore, the mapping Ψ : Uy0 → 2
BX
M
(0) \ {∅}, given via
Ψ (U) := {yU ∈WU | yU solves (6.3) with respect to U} ⊆ XU , U ∈ Uy0 , (6.5)
is well-defined. Apart from this, we define LU :=
⋃
Z∈Uy0
Z⊇U
Ψ (Z) 6= ∅.
3. Passage to the limit: Our next objective is to show⋂
U∈Uy0
LU
τ(X ,X∗)
6= ∅. (6.6)
Then Lemma 6.2 is applicable and we are in the position to perform the passage to the limit as in
Theorem 5.1 Step 3 locally for each U ∈ Uy0 .
By construction holds LZ ⊆ LW for all Z,W ∈ Uy0 with W ⊆ Z. As 〈Z ∪W 〉
‖·‖V
∈ Uy0 for
all Z,W ∈ Uy0 , we thus have
∅ 6= L
〈Z∪W 〉
‖·‖V
⊆ LZ ∩ LW (6.7)
for all Z,W ∈ Uy0 . By induction we obtain from (6.7) that (LU
τ(X ,X∗)
)U∈ Uy0 satisfies the finite
intersection property. As BXM (0) is compact with respect to τ(X ,X
∗) and LU ⊆ B
X
M (0) (cf. (6.4)),
we conclude (6.6) from the finite intersection principle (cf. [17, Appendix, Lemma 1.3]).
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Now we perform the passage to the limit locally for each U ∈ Uy0 . To this end, we fix an
arbitrary U ∈ Uy0 . Then Lemma 6.2 provides sequences (Un)n∈N ⊆ Uy0 and (yn)n∈N ⊆ X ∩j Y ,
with U ⊆ Un ⊆ Un+1 and yn ∈ Ψ (Un) ⊆ XUn for all n ∈ N, such that for all n ∈ N
yn
n→∞
⇀ y in X , (6.8)
deUnyn
dt
+AUnyn = 0 in X
∗
Un
,
(jUnyn)(0) = y0 in HUn .
(6.9)
For this specific U ∈ Uy0 and (Un)n∈N from Lemma 6.2 we set U∞ := span{
⋃
n∈N Un}
‖·‖V
∈ Uy0 .
Then U∞ is a separable, reflexive Banach space and AU∞ : XU∞ ∩jU∞ YU∞ → X
∗
U∞
satisfies the
assumptions of Theorem 5.1 with respect to U∞ in the role of V . As XU∞ is closed with respect to
τ(X ,X ∗) and (yn)n∈N ⊆ XU∞ ∩jU∞ YU∞ , we deduce from (6.8) that y ∈ XU∞ and
yn
n→∞
⇀ y in XU∞ . (6.10)
From ‖jU∞yn‖YU∞ = ‖jyn‖Y ≤M and ‖AU∞yn‖X∗U∞
≤ ‖Ayn‖X∗ ≤M
′ we additionally obtain
a subsequence (yn)n∈ΛU∞ ⊆ XU∞ ∩jU∞ YU∞ , with ΛU∞ ⊆ N, and ξU∞ ∈ X
∗
U∞
such that
jU∞yn
∗
⇁ jU∞y in L
∞(I,HU∞) (n→∞, n ∈ ΛU∞),
AU∞yn
n→∞
⇀ ξU∞ in X
∗
U∞
(n ∈ ΛU∞).
(6.11)
All things considered, we are now in the situation of Theorem 5.1 Step 3.1 if U∞ takes the role of
V with Galerkin basis (Un,y0)n∈N. Thus, we recapitulate Step 3.1 till 3.4 in Theorem 5.1. In doing
so, we need to replace (5.2) by (6.8) and (5.14) by (6.9) together with (6.10). Thus, we infer that
y ∈WU∞ with
deU∞y
dt
+AU∞y = 0 in X
∗
U∞
,
(jU∞y)(0) = y0 in HU∞ .
(6.12)
Let u ∈ U ⊆ U∞ and ϕ ∈ C
∞
0 (I). Testing (6.12) by uϕ ∈ XU∞ and a subsequent application of the
generalized integration by parts formula (4.3), (4.2) and (4.4) with U = U∞ provide
〈Ay, uϕ〉X = 〈AU∞y, uϕ〉XU∞ = 〈eU∞(u)ϕ
′,y〉XU∞ = 〈e(u)ϕ
′,y〉X (6.13)
for all u ∈ U and ϕ ∈ C∞0 (I). As U ∈ Uy0 was arbitrary, (6.13) is actually valid for all u ∈ V .
Therefore, Proposition 2.14 proves y ∈W with
dey
dt
+Ay = 0 in X ∗,
(jy)(0) = y0 in H.
This completes the proof of Theorem 6.1. 
With the help of Theorem 6.1 we are able to extend the results in [12] to the case of purely
reflexive V .
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Corollary 6.14 Let (V,H, j) be an evolution triple, 1 < p <∞ and A(t) : V → V ∗, t ∈ I, a family
of operators satisfying (C.1)–(C.4). Then for arbitrary y0 ∈ H and f ∈ X
∗ there exists a solution
y ∈W of (2.17).
Proof Immediate consequence of Theorem 6.1 and Lemma 3.13, since Bochner pseudo-monotonicity
and Bochner coercivity imply C0-Bochner pseudo-monotonicity and C0-Bochner coercivity. 
There is still some room for improvement. Indeed, the statements of Theorem 6.1 and Corollary
6.14 remain true under more general assumptions. For proofs we refer to [11].
Remark 6.15 (i) Corollary 6.14 remains true if we replace the evolution triple (V,H, j) by a pre-
evolution triple (V,H, j), i.e., not V but V ∩j H embeds continuously and dense into H (cf. [12] or
[11, Definition 8.1]).
(ii) Theorem 6.1 remains true if we replace X = Lp(I, V ) by the intersection X = Lp(I, V ) ∩j
Lq(I,H), where 1 < p ≤ q <∞ and (V,H, j) is a pre-evolution triple (cf. [11, Satz 8.7]).
A Pull-back intersections
This passage is highly inspired by [2, Chapter 3]. For proofs we refer to [12].
Definition A.1 (Embedding) Let (X, τX) and (Y, τY ) be topological vector spaces. The operator j : X → Y is
said to be an embedding if it is linear, injective and continuous. In this case we use the notation
X
j
→֒ Y.
If X ⊆ Y and j = idX , then we write X →֒ Y instead.
Definition A.2 (Compatible couple) Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be Banach spaces such that embeddings
eX : X → Z and eY : Y → Z into a Hausdorff vector space (Z, τZ) exist. Then we call (X, Y ) := (X, Y,Z, eX , eY ) a
compatible couple.
Definition A.3 (Pull-back intersection of Banach spaces) Let (X, Y ) be a compatible couple. Then the
operator j := e−1
Y
eX : e
−1
X
(R(eX ) ∩R(eY )) → Y is well-defined and we denote by
X ∩j Y := e
−1
X
(R(eX ) ∩ R(eY )) ⊆ X
the pull-back intersection of X and Y in X with respect to j. Furthermore, j is said to be the corresponding
intersection embedding. If X, Y ⊆ Z with eX = idX and eY = idY , then we set X ∩ Y := X ∩j Y .
Proposition A.4 (Completeness of X ∩j Y ) Let (X, Y ) be a compatible couple. Then X ∩j Y is a vector space
and equipped with norm
‖ · ‖X∩jY := ‖ · ‖X + ‖j · ‖Y
a Banach-space. Moreover, j : X ∩j Y → Y is an embedding.
Proposition A.5 (Properties of X ∩j Y ) Let (X, Y ) be a compatible couple. Then it holds:
(i) If X and Y are reflexive or separable, then X ∩j Y is as well.
(ii) First characterization of weak convergence in X ∩j Y : A sequence (xn)n∈N ⊆ X ∩j Y and x ∈ X ∩j Y
satisfy xn
n→∞
⇀ x in X ∩j Y if and only if xn
n→∞
⇀ x in X and jxn
n→∞
⇀ jx in Y .
(iii) Second characterization of weak convergence in X ∩j Y : In addition, let X be reflexive. A sequence
(xn)n∈N ⊆ X ∩j Y and x ∈ X ∩j Y satisfy xn
n→∞
⇀ x in X ∩j Y if and only if supn∈N ‖xn‖X < ∞ and
jxn
n→∞
⇀ jx in Y .
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