Mendelian randomization is the use of genetic variants as instrumental variables to estimate causal effects of risk factors on outcomes. The total causal effect of a risk factor is the change in the outcome resulting from intervening on the risk factor. This total causal effect may potentially encompass multiple mediating mechanisms. For a proposed mediator, the direct effect of the risk factor is the change in the outcome resulting from a change in the risk factor keeping the mediator constant. A difference between the total effect and the direct effect indicates that the causal pathway from the risk factor to the outcome acts at least in part via the mediator (an indirect effect). Here, we show that Mendelian randomization estimates of total and direct effects can be obtained using summarized data on genetic associations with the risk factor, mediator, and outcome, potentially from different data sources. We perform simulations to test the validity of this approach when there is unmeasured confounding and/or bidirectional effects between the risk factor and mediator. We illustrate this method using the relationship between age at menarche and risk of breast cancer, with body mass index (BMI) as a potential mediator. We show an inverse direct causal effect of age at menarche on risk of breast cancer (independent of BMI) and a positive indirect effect via BMI. In conclusion, multivariable Mendelian randomization using summarized genetic data provides a rapid and accessible analytic strategy that can be undertaken using publiclyavailable data to better understand causal mechanisms. (250 words) 
Introduction
satisfied. The method makes no specific requirements for the level of statistical significance of 92 the associations between the genetic variants and the risk factor, but variants with robustly 93 verified associations represent more informative instrumental variables.
94
Weighted regression for estimation of total and direct effects 95 Ifβ Xj ,β M j , andβ Y j are the genetic associations of variant G j (j = 1, 2, . . . , J) with the 96 risk factor (X), mediator (M ) and outcome (Y ), and se(β Y j ) are the standard errors of the 97 genetic associations with the outcome, then the weighted regression:
provides an estimate of the total effect of the risk factor on the outcome θ T , known as 99 the inverse-variance weighted estimate [Burgess et al., 2013 ]. This regression model does 100 not take into account uncertainty in the genetic associations with the risk factor; however, 101 these associations are typically more precisely estimated than those with the outcome, and 102 ignoring this uncertainty does not lead to inflated Type 1 error rates in realistic scenarios 103 [Burgess et al., 2013] .
104
The inverse-variance weighted estimate can be motivated as the fixed-effect meta-analysis 105 pooled estimate of the variant-specific causal estimatesβ Y ĵ β Xj with standard errors taken as 106 se(β Y j ) β Xj (the leading order term from the delta expansion for the standard error of the ratio of 107 two variables). This meta-analysis estimate can also be obtained by the weighted regression 108 model in equation 1 [Thompson and Sharp, 1999] . The weighted regression model can be Applied example 144 As an illustrative example, we consider the causal effect of age at menarche on breast cancer 145 risk. Numerous genetic variants have been discovered that influence age at menarche. Later 146 puberty reduces the total number of ovulatory cycles and hence the life-time sex-hormone 147 exposure, thus we expect later menarche to be protective for breast cancer. This is in line 148 with observational epidemiological findings [Collaborative Group on Hormonal Factors in 149 Breast Cancer, 2012]. However, later menarche is also associated with lower BMI, and it 150 is known that genetically predicted BMI (and also adolescent BMI) is inversely associated 151 with breast cancer risk [Guo et al., 2016; Baer et al., 2010] . Therefore age at menarche will 152 likely have an indirect effect on breast cancer risk via BMI as well as a direct effect (in the 153 opposite direction) not via BMI. 154 We have taken 375 genetic variants demonstrated to be associated with age at menarche 155 at a genome-wide level of significance [Day et al., 2017] . 
184
Simulation study 185 To validate the utility of the multivariable Mendelian randomization method for estimating 186 a direct causal effect, we performed a simulation analysis. We generated data on 10 genetic 187 variants, a risk factor (X), mediator (M ), and outcome (Y ) for 10 000 individuals in a one- the risk factor, mediator, and outcome: beta-coefficients plus standard errors). We assumed 206 that all genetic variants were uncorrelated (no linkage disequilibrium); their distributions 207 in the data-generating model were independent. This assumption can be relaxed using 208 generalized weighted linear regression as described elsewhere [Burgess et al., 2016] .
209 Table 1 shows mean estimates of the total and direct effects, mean bias and standard 210 deviations of the estimates, and coverage of the 95% confidence interval (the proportion of 211 confidence intervals that include the true value of the parameter). The standard errors for 212 the causal estimates were adjusted for underdispersion (residual standard error in the regres-213 sion model less than 1) as described in the software code. No correction for overdispersion 214 was applied [Burgess and Thompson, 2017] Mendelian randomization should not be interpreted too literally as the expected impact of 272 intervening on the risk factor in practice [Burgess et al., 2012] . These issues are discussed in 273 greater detail in Burgess et al. [2016] and Bowden et al. [2017] .
274
In the context of mediation, potential inconsistencies in genetic association estimates for genetic associations with the mediator may not fully attenuate the coefficient in the 282 weighted regression for the effect of the risk factor even in the case of complete mediation.
283
Multiplying genetic associations by a constant would not affect the significance of coefficients 284 in the weighted regression, hence any differences between populations that would lead to 285 consistent over-or underestimation of genetic associations for all variants should not influence 286 inferences from the methods presented here. However, differences that lead to inconsistent 287 over-or underestimation of genetic associations would adversely affect causal inferences.
288
Therefore, genetic associations should be estimated in as similar populations as possible. (1) and (2) may arise due to non-collapsibility rather than media-297 tion. However, these differences are likely to be slight [Burgess, 2017] . In practice, as in the 298 applied example considered in this paper, we would recommend providing estimates of the of the risk factor [Burgess et al., 2014] . Again, we would recommend reporting a total effect 311 and a direct effect, but not an indirect effect.
312
In conclusion, we hope that the methods outlined in this manuscript will be used widely 313 in assessing and understanding causal pathways and mechanisms.
314 Thompson, S. and Sharp, S. 1999 
Supplementary Material

A.1 Technical discussion about estimation of indirect and direct effects
There are several versions of direct and indirect effects. We present definitions using counterfactual terminology, using potential values of the outcome Y (x, m) , representing the outcome which would be observed if X were set (by intervention) to x and M were set to m, and potential values of the mediator M (x), the value taken by the mediator if X were set to x.
All effects are given on the difference scale; with a binary outcome, effects on a relative risk or odds ratio scale can also be defined, but the decomposition is more complex [VanderWeele and Vansteelandt, 2010; Kaufman, 2010] . This text is adapted from Burgess et al. [2015] .
A total effect is defined as the effect of a change in the exposure from, say, X = x to X = x + 1. It comprises the effects of the change in the exposure, and the change in the mediator as a result of the change in the exposure:
A controlled direct effect is defined as the effect of a change in the exposure keeping the mediator fixed at a given level, say M = m [Robins and Greenland, 1992; Pearl, 2001] . The controlled direct effect may depend on the choice of m:
A natural direct effect is defined as the effect of a change in the exposure with the mediator fixed at the level it would naturally take if the exposure were fixed at a given level,
A natural indirect effect is defined as the effect of a change in the mediator from the value it would naturally take if the exposure were unchanged to the level it would take if the exposure were changed. The exposure itself is kept fixed at a given level, say X = x + 1:
In the linear case, the natural direct and indirect effects represent a decomposition of the total effect, in that T E(x, x + 1) = N DE(x; x, x + 1) + N IE(x + 1; x, x + 1) (or alternatively T E(x, x + 1) = N DE(x + 1; x, x + 1) + N IE(x; x, x + 1)). Under the condition:
for all values of M = m 1 , m 2 , and for all individuals, the controlled direct effect is equal to the natural direct effect [Robins and Greenland, 1992] . The natural direct effect has a clearer intuitive interpretation as a measure of mediation than the controlled direct effect.
However, it is not possible to conceive of an experiment which would produce the natural direct effect, as the quantity requires the outcome if the exposure were set at two different levels (for example, in N DE(x; x, x + 1), Y (x + 1, M (x)) requires X = x + 1 for Y , but X = x for M ). This is known as a "cross-world" quantity, as setting the exposure to two different values is only possible in two different worlds [Richardson and Robins, 2013 ].
As we argue in Burgess et al. [2015] , we would regard the controlled direct effect as the quantity that is targeted by mediation analysis with instrumental variables, as this is what would be obtained if we were to intervene separately on the risk factor and mediator. As we assume that all relationships between variables are linear and there is no effect heterogeneity, the natural and controlled direct effects are equal, and hence we refer to a 'direct effect' throughout this manuscript without further qualification.
A.2 Software code
We provide R code to implement the methods discussed in this paper. The associations of the genetic variants with the risk factor are denoted betaXG with standard errors sebetaXG. The weighted regression model for estimating the total effect is equivalent to a metaanalysis of the variant-specific causal estimates. Setting the residual standard error as 1 is equivalent to a fixed-effect assumption in the meta-analysis formula [Thompson and Sharp, 1999 ]. If there is no heterogeneity between the causal estimates identified by the individual variants, then the residual standard error should tend to 1 asymptotically. If the estimate of the residual standard error is greater than 1 (overdispersion), then we do not correct for this;
this is equivalent to a (multiplicative) random-effects meta-analysis [Burgess and Thompson, 2017 ]. This would occur if different genetic variants identify different causal estimates (say, different variants influence the risk factor via different mechanisms). However, there is no biological rationale for underdispersion (residual standard error estimate is less than 1).
Hence, we correct for underdispersion by dividing the standard error for the total effect by the residual standard error.
The multiplicative random-effects analysis fits the following model, with ϕ representing the residual standard error:
For a fixed-effect analysis, the residual standard error is assumed to be known; hence it is appropriate to use a normal distribution for inferences. For a random-effect analysis, as the residual standard error (the overdispersion parameter ϕ) is estimated rather than known, a t-distribution should be used for making inferences. In the confidence intervals, we take the upper bound to be the maximum of the bounds based on the fixed-effect and random-effect analyses; similarly for the lower bound as the minimum. This ensures that confidence intervals are no wider than they would be from a fixed-effect analysis, but that under-precision is not doubly penalized (by setting the residual standard error to be 1, and then using a t-distribution for inferences).
Estimation of the direct causal effect using summarized data: As the additional term in the regression analysis for the estimate of the direct effect lowers the residual standard error, we take the estimated residual standard error from the regression model for the total causal effect. This is because we want this term to represent overdispersion in the genetic associations with the outcome, not the residual associations after adjustment. Hence the t-distribution for making inferences is still on J − 1 degrees of freedom.
If the outcome is binary, then genetic associations with the outcome are typically estimated using logistic regression. Beta-coefficients from logistic regression can be used in the estimation of direct and indirect effects, but the precise magnitude of effect estimates should not be over-interpreted, as odds ratios suffer from non-collapsibility when the rare disease assumption is not applicable (instrumental variable estimates represent population-averaged causal effects, which are not the same as subject-specific causal effects on the odds ratio scale, hence the indirect and direct effects may not precisely sum to give the total effect).
Therefore in the applied example in this paper, we do not report an indirect effect.
With correlated variants, this correlation can be accounted for by generalized weighted linear regression [Burgess et al., 2016] . We assume that rho is the matrix of correlations between genetic variants: t(cbind(betaXG, betaMG) )%*%solve(Omega)%*%cbind(betaXG, betaMG))[1,1])* max(sqrt(t(resid.direct)%*%solve(Omega)%*%resid.direct/(length(betaXG)-2)),1)
Standard errors are given corresponding to both fixed-effect and random-effects assumptions.
A.3 Additional details of simulation study
For the simulation study in the paper, the risk factor X was generated as:
where G ij is the number of variant alleles for genetic variant j, U is a confounder, ϵ Xi is an independent error term. The number of variant alleles for each variant was drawn from a binomial distribution with 2 trials and probability 0.3, representing a single nucleotide polymorphism with minor allele frequency 0.3. The genetic effects on the risk factor α j were generated from a normal distribution with mean 0.2 and variance 0.1 2 . The variants in total explained on average 5.1% of the variance in the risk factor, corresponding to an average F statistic of 53.5 with a sample size of 10 000. The confounder U and all error terms (ϵ X , ϵ M , ϵ Y ) were drawn from independent standard normal distributions. The mediator M was generated as:
where θ 1 is the causal effect of X on M , and ϕ j are direct effects of the genetic variants on the mediator. These effects are included in the simulation model to ensure that the direct effect is identified, as otherwise genetic associations with the risk factor and mediator would be perfectly correlated for large sample sizes, leading to unstable estimates of the direct effect. The ϕ j parameters were generated from a normal distribution with mean zero and variance 0.1 2 . The outcome Y was generated as:
where θ 2 is the direct effect of X on Y , and θ 3 is the effect of M on Y . The indirect effect of X on Y via M is θ 1 θ 3 , and the total effect of X on Y is θ 2 + θ 1 θ 3 . In total, 10 000 simulated datasets were generated for each choice of parameter values.
We experimented with different values of the variance of the ϕ j parameters in the datagenerating model. Results are shown in Supplementary Table A1 . When there was low heterogeneity, estimates were more variable and bias from weak instruments was more pronounced. This is expected, as the associations with the risk factor and mediator are increas-ingly collinear as the heterogeneity decreases. To demonstrate that the bias is an artifact of limited sample size (so called 'weak instrument bias'), we repeated the simulation with 100 000 participants (100 iterations per scenario only). As expected, bias did not decrease when there was no heterogeneity, as the collinearity problem does not disappear with increasing sample sizes in this case. However, in all other cases, increasing the sample size decreased bias sharply. Supplementary Table A1 : Mean (standard deviation) of multivariable Mendelian randomization estimates of the direct effect θ 2 across 10 000 simulated datasets (100 datasets for larger sample size) for different values of the variance of the heterogeneity parameters ϕ.
A.4 Additional simulation scenario: bidirectional causal effects between risk factor and mediator
In the applied example, it may be that as well as the risk factor having a causal effect on the mediator, that the mediator also has a causal effect on the risk factor. To consider this scenario, we simulate causal effects in both directions and consider Mendelian randomization and multivariable Mendelian randomization estimates. The data-generating model is:
This is the same as the previous data-generating model, except that we first generate X 0i and then generate a second risk factor variable X 1i that has a causal effect from the mediator.
These could be thought of as values of the risk factor at different time points. We consider cases where the mediator has a positive and a negative effect on the risk factor. All other aspects of this simulation are the same as the original.
Results are shown in Supplementary Table A2 . The total effect varies depending on whether the effect of the mediator on the risk factor is positive or negative, and is not simply an estimate of θ 2 + θ 1 θ 3 (as there are additional components of the total effect via the effect of the mediator on the risk factor). However, the direct effect as estimated by multivariable Supplementary Table A2 : Mean of univariable and multivariable Mendelian randomization estimates across 10 000 simulated datasets for different mediation scenarios with positive and negative bidirectional effect of the mediator on the risk factor. The indirect effect θ I = θ 1 θ 3 . The total effect θ T = θ D + θ I = θ 2 + θ 1 θ 3 . Table 1 : Mean, bias, standard deviation (SD), and coverage of 95% confidence interval (%) of univariable and multivariable Mendelian randomization estimates across 10 000 simulated datasets for different mediation scenarios (X = risk factor, M = mediator, Y = outcome). 
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