Abstract-Solvability of a delay differential equation arising in the construction of quadratic cost functionals, and associated Lyapunov functionals, for a time-delay system is investigated. This study considers a linear system with both a constant delay and a distributed delay and resolves solvability gaps in existing literature for this specific structure. The study presents a novel delay-free system that characterizes the solutions of the delay differential equation and mediates solution computation. A spectral property of the time-delay system yields a necessary and sufficient condition for the existence and uniqueness of solutions to the proposed delay-free system and thus the delay differential equation. The result is a tractable analytic framework to solve the delay differential equation.
and d n n × respectively. Recently, [1] proposed a delay-free system of differential equations with algebraically coupled boundary values as a means to rewrite and solve the DDEc, i.e. (2)- (4) . It however did not study the solvability of the proposed finite dimensional system, and an example provided therein is not reproducible suggesting the finite dimensional system proposed by [1] fails to be solvable. Nonetheless, the work in [1] inspires our work herein.
The aim of our study is to construct a system of linear autonomous ordinary differential equations with algebraically coupled boundary values (ODEc) that correctly characterizes the solutions to (2)-(4). We provide a necessary and sufficient condition for the existence and uniqueness of solutions to the ODEc and the DDEc itself. Taken together, it is felt the main contribution of our study is providing a necessary and sufficient condition for the existence and uniqueness of solutions to the DDEc, as well as the computation of such solutions.
The significance of solving this problem is in part due to implications on parameter optimization, see [2] , for time-delay systems with a distributed delay. It happens that distributed delays appear naturally, [3] , in optimal control of time-delay systems. Thus evaluating the performance of the closed-loop dynamics require evaluating complex cost functionals that are largely parametrized by ( ) P τ . Section II of this work revisits the background and origins of the problem, and covers related technical preliminaries. Section III presents the ODEc and the main theoretical contribution, a necessary and sufficient condition to the existence and uniqueness of solutions to the ODEc and the DDEc. Section IV presents a framework for analytic solutions. Conclusions and future directions are discussed in Section V.
II. BACKGROUND

A. Origins of the Problem
The importance of this work is in its relevance to the construction and evaluation of quadratic cost functionals for
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Suat Gumussoy, Member, IEEE, Murad Abu-Khalaf, Member, IEEE T stable systems and to relations to stability theory for time-delay systems. Lyapunov theorem for studying the stability of timedelay systems involves construction of Lyapunov functionals [4] [5] to test the stability of the system whereas its converse for a stable system leads to cost functionals. Delay differential equations (DDEs) naturally arise in the construction process, whose complexity depends on the type of delays encountered. Repin [6] considered a linear system with a single constant delay and proposed a parameterized quadratic functional and its desired time derivative over the trajectory of the dynamical system. Solving for the parameters requires solving a number of coupled differential and algebraic equations, including a DDE. Repin rewrote the DDE as a delay-free system with additional boundary conditions. Datko [7] worked with the same system and encountered similar equations, but justified the parameterized structure of the candidate functionals using operator theoretic methods for infinite-dimensional systems. Neither [6] nor [7] studied the DDE itself, but Repin's work provided many of the ingredients involved in constructing quadratic functionals.
Castelan and Infante [8] revisited the DDE in [6] and [7] , and showed existence and uniqueness given the boundary conditions of [6] which have a degree of arbitrariness. A vectorized delay-free representation of the DDE for multivariable systems was presented and a matrix transpose error in [6] is highlighted. For single delay systems, Infante and Castelan in [9] uncovered two properties, a symmetry property and an algebraic constraint to narrow the arbitrariness in the boundary conditions. They however did not study the solvability of the resulting system. They were more interested in constructing quadratic Lyapunov functional candidates, with a quadratic lower bound and a parameter that reflects the rate of growth or decay of the time-delay system.
In [10] , Datko used operator theoretic means to study Lyapunov functionals, and for a time-delay system with multiple delays arrived at a DDE with a symmetry property and other relations constraining the boundary conditions different from [9] . This work did not however study the solvability of the resulting system. In [11] , Infante considering converse Lyapunov theorems to show quadratic cost functionals for systems with single delay, and integro-differential time-delay systems, i.e. those with distributed delays providing a DDE with a symmetry property and an algebraic constraint on the boundary conditions in line with [9] and equations (2)- (4) herein. Brief discussion of systems with multiple delays and neutral systems was provided. Solvability of the DDE is not investigated.
In [12] , Huang applied converse Lyapunov theorem to a time-delay system with a distributed delay arriving at equations (2)-(4) herein. A major contribution was showing that a spectrum condition of the time-delay system is necessary and sufficient for the existence -uniqueness was not discussed -of solutions to the DDE. Moreover, it showed that integrating a quadratic function of the system variables over the dynamic trajectories results in a quadratic cost functional with a cubic lower bound. Therefore the quadratic cost functional can be shown to be positive definite thus a Lyapunov functional itself per Krasovskii [5] , and without having to include a quadratic function in the candidate Lyapunov functional itself as done before in [9] and [11] .
In [13] , Louisell studied the DDE with symmetry property and algebraic condition for the case of single delay showing that a special matrix having full rank is necessary and sufficient for the existence and uniqueness of solutions to the DDE. In [14] for single delay systems, the result was sharpened and it was shown that a spectrum condition of the time-delay system is necessary and sufficient for the existence and uniqueness of solutions to the DDE.
Motivated by the encountering of distributed delays in optimal control, we wish to extend the results of [14] to [1] .
B. Notation
 denotes the real line and  denotes the set of complex numbers.
( ) vec ⋅ operates on a given two dimensional matrix
by stacking its columns, where q Y * denotes the q th column, into a column vector
The operator ⊗ is the Kronecker product [16] I is an identify matrix of size n .
C. Preliminaries
The time-delay system (1) is linear with a single lumped or constant delay, and a single distributed delay. Given an initial function ( ) φ ⋅ , system (1) in integrated form [5] 
If (1) is stable, then integrating over its trajectories yields the cost functional
T V x t Qx t dt
Substituting (6) in (8), expanding and recollecting terms the cost functional can be written as 
It was shown under different conditions on the initial function, see [1] , [12] [17] , that ( ) P τ satisfies three properties: dynamic (2), symmetric (3) and algebraic (4) . Relations (2)-(4) constitute a delay differential equation with coupling conditions. A major aim of our work is understanding whether for stable systems the DDEc defines completely ( ) P τ , and more generally necessary and sufficient conditions for the existence and uniqueness of solutions to the DDEc.
III. MAIN RESULT
In the first subsection, Section III-A, we introduce the ODEc a delay-free dynamical system consisting of a set of ordinary differential equations with coupling conditions, and study its solvability. In the second subsection, we show relations with DDEc and its solvability.
A. Delay-Free System: ODEc
The ODEc is defined by the dynamics (10) 
Equation (16) follows by substituting (20), (21), (22) and (23) in the first two equations of (10) . Equation (17) follows directly by evaluating the derivatives of the first two equations of (10) and using (11) . ∎ Lemma 2. Given a particular solution to (10)- (13) { }
The following is a solution.
Proof: 
The boundary values 
Moreover, it follows that
The left-hand side and right-hand side of (34) per Lemma 2 are solutions, hence uniqueness implies both solutions must be equal thus (34) holds. Equation (35) follows from (12) and (34) 2 1 ( (10)- (13), it follows that
The following dynamics remain 
which when integrated backward or forward from h results in 
Conversely, given that 2 ( ) 0
The following dynamics remain
which when integrated results in 
(45) and note that from (11) and (12) (0)
We wish to find the dynamics governing ( ) ( ) 
Note that in (57) (0) ( ) 
From (62) and (63), we have 
∎
The following theorem establishes a necessary and sufficient condition for the existence and uniqueness of solutions for the ODEc. Its proof structure is influenced by the single delay case with no distributed delays, as in Chapter 2 of [17] .
Theorem 1. A unique solution to the ODEc (10)-(13) exists if and only if the spectrum condition (66) is satisfied.
Proof: Since (10) is a linear dynamical system with s n states as in (14) , investigating the existence and uniqueness of solutions is equivalent to whether the initial conditions, as determined by (11)- (13), exist and are unique. This is equivalent to solving a linear system of s n scalar equations with s n unknowns in the form ( (0)) ( (0)) Necessity: The necessity of the spectrum condition is shown by contraposition, i.e. if spectrum condition is false then :
and a nontrivial solution for (10)- (13) It follows that (68), (69) and (70) satisfy Lemma 1, and hence satisfy the ODEc (10)- (13), which means a nontrivial solution exists for 0 n n Q × = .
Sufficiency: By contraposition, if 0 :
, then the spectrum condition is false. Assume therefore a nontrivial solution exists for the ODEc (10)- (13) 
We get for all distinct eigenvalues j λ after eliminating 
Collecting the terms for max 0 ( ) k j , it must be that 
hence 0 is an eigenvalue of (1) and the spectrum condition is false. ∎
B. Relation with DDEc:
[0, ] h τ ∀ ∈ , the DDEc (2) requires values of ( ) P ⋅ from the negative time interval [ , 0] h − that acts as an initial function of the DDEc. Our objective is to eliminate the requirement for an initial function and rely on initial conditions instead. One step in that direction is to use the symmetry property (3), and the DDEc can be rewritten such that it reads from the positive time interval [0, ] h only. This introduces counter flow terms which can then be eliminated by introducing auxiliary variables and the problem becoming an initial value problem for a linear time invariant system. This is the spirit of the next results.
Lemma 6. Given a solution to the DDEc (2)-(4), then a solution to the ODEc (10)- (13) exists.
Proof: Given (2), one can apply the symmetry property (3) to get the counter flow, i.e. backward in time, term ( ) ( )
(87) and similarly
note that 
To understand the dynamics governing ( ) 
Therefore, (93), (95) - (98) 
we have 
Q T A T A S B S B A T h A T h B Z h B Z h
Proof: Start by restricting the solution of the ODEc to the
Observe first that from (12)
Then we construct ( )
From (106) and (107) [ ]
which is the symmetry property (3) . Note that this is not saying
Next, we check the dynamics governing ( ) p τ . Note that 
which is the dynamical relation (2) . It remains to show that
T T T T T T T T T T A p p A A p h p h
and using Lemma 3, namely 1
= Ω − , we have 
and equations (11)- (13) as (0) ( )
Where E , 1 F and 2 F are s s n n × constant matrices as follows 
where from Theorem 1, 1 
which solves for 1 ( ) τ Ω , hence solves ( ) P τ analytically.
In the next example, we solve for a time-delay system appearing in [1] . We noted earlier in Section I that the solution suggested by [1] for this system is not reproducible. The system is stable and the spectrum condition holds, which can be shown by plotting the spectrum of the time-delay system.
We wish to use ODEc (10)- (13) . One may then use existing results for timedelay systems with a constant delay only, see [14] , to obtain an analytic solution for the resulting DDE. However, the size of the resulting DDE doubles in rows and columns compared to the DDE of (2).
V. CONCLUSIONS
This manuscript provides a method to compute quadratic cost functionals in the form (8) for systems with distributed delays. The work herein can be extended to multiple commensurate delays. Moreover, generalized quadratic cost functionals more suitable for optimal control theory applications can be considered.
