Cooling-Efficient Job Scheduling in a Heterogeneous Grid Environment  by Haruna, Ahmad Abba et al.
 Procedia Computer Science  69 ( 2015 )  104 – 115 
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of IAIT2015
doi: 10.1016/j.procs.2015.10.011 
ScienceDirect
Available online at www.sciencedirect.com
7th International Conference on Advances in Information Technology 
Cooling-Efficient Job Scheduling in a 
 Heterogeneous Grid Environment 
*a,bAhmad Abba Haruna, aLow T. Jung, aNordin Zakaria, bJun Okitsu  
aHigh Performance Computing Service Centre (HPCC), 
Universiti Teknologi PETRONAS, Seri Iskandar, 31750 Tronoh, Perak, Malaysia  
ahmadydee@gmail.com, {nordinzakaria, lowtanjung}@petronas.com.my  
bR&D Department,  
Hitachi Asia (M), Kuala Lumpur, Malaysia 
jokitsu@has.hitachi.com.my 
Abstract 
Electricity consumption typically forms the biggest portion of a Data Centre’s operational cost, with the biggest consumers, in 
roughly equal proportion, being the servers and the cooling units. In an effort to reduce electricity consumption, in this paper, we 
propose a grid scheduling algorithm that takes advantage of a prior Gas-District Cooling Data Centre model to reduce the cooling 
energy consumption. The scheduling algorithm is an extension of a prior version that has been shown to perform with 
competitive average turnaround time, waiting time and maximum tardiness in heterogeneous grid environments. Experimental 
analysis shows that the proposed method was able to reduce cooling electricity consumption by 20%. Further, by increasing the 
maximum allowable temperature by 1 degree, the proposed method was able to save an additional 3%. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Data centres worldwide were projected to have consumed between 203 and 271 billion kilowatt hours of 
electricity in the year 20101. According to Greenpeace2, unless steps are taken to save energy and go green, global 
data centres’ share of carbon emission (CO2) is estimated to rise from 307 million tons in 2007 to 358 million tons 
in 2020.  
Koomey1 showed that the DC electricity is spent mainly on cooling and on computing. Hence, these two areas 
have become the focal points for energy savings mechanism. The computing resources in DC consist of servers 
arranged in racks and chassis. The computing load includes processing jobs and other management and monitoring 
tasks. The cooling mechanism consists of installation and configuration of cooling units and the rearrangements of 
server racks in an attempt to reduce equipment failure due to temperature mismanagement3, 4. 
Data centres have been spending huge amount on electricity for cooling and computing for long time1, 7. Any 
approach to reduce electricity usage will be more successful by minimizing the load on the cooling mechanism used 
to cool the computing mechanism. In this paper we focus on one driven by a Gas District Cooling (GDC) Centre. A 
GDC provides electricity and chilled water to facilities with relatively low running cost and has the potential to 
reduce CO2 emission as it can makes effective reducing of wasted energy. As shown by Okitsu et al.5, the present 
GDC CO2 emission tends to be higher than expected due to the chilled water supply-demand gap. Actually, the 
chilled water supply generated by the waste heat from gas turbine in GDC cannot satisfy the chilled water demand. 
This leads to the generation of additional electricity for the electric chillers to make up for the demand, further 
leading to an increase in CO2 emission5. 
Okitsu et al.5 proposed a Gas District Cooling Data Centre integrated (GDC-DC) model to efficiently manage the 
gap. However, it was not shown how a job scheduler can exploit the model.  
Therefore, in this paper, we verify whether the effectiveness GDC-DC model is effective through a series of 
experiments, by running a job scheduler that distributes jobs in a heterogeneous grid environment using benchmark 
traces. The job scheduler is as per the description in6. However, it has been modified to shift heavy jobs execution to 
night time and small jobs execution to day time in a heterogeneous grid environment. Thus, this paper takes 
advantage of a prior GDC-DC model to reduce cooling energy consumption in data centre. 
The rest of the paper is organized as follows. Section II discusses related works. While section III presents the 
experimental setups. Section IV explains the experimental results and discussions. Finally, Section V presents 
conclusion and future work. 
 
2. Literature review 
Researchers have proposed thermal management through cooperation between hardware and software8, 9. Tasks 
running on a microprocessor are indexed as to how hot the tasks are. This is calculated through regression analysis 
of the recent past and prediction of the possibility of a hotspot, and clock gating is used reactively to prevent the hot 
tasks from exceeding a maximum thermal threshold. Merkel et al.10, proposed a scheduling technique that creates a 
power-consumption-based profile for each task in the run queue of microprocessor cores and tries pre-emptively to 
balance the load by shifting tasks in the run queues. Choi et al.11, proposed a proactive technique to execute jobs in a 
balanced manner among all cores. Deferring a hot job and executing a cool job or halting the processor temporarily 
and then continuing executing the hot job can keep the temperature lower with less overhead.  
Arani12 assigned more tasks to cooler cores than hotter cores and lowering the clock frequency of hot cores that 
have a shorter-length queue of tasks. Lowering the clock frequency of cores to ensures that all the cores finish the 
tasks in a time-balanced manner.  
Moore et al.13, algorithm allocates a power budget to each server according to the current outlet temperature and 
reduces the power budget to keep the outlet temperature of each server within a uniform range from a reference 
temperature. Sharma et al.14 develop temperature-aware workload placement algorithms and present the first 
comprehensive exploration of the benefits from these policies. 
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Mase et al.15, proposed a Cooling Efficiency Aware Workload Placement priority metric on IT equipment’s 
considering cooling; this concept applied for optimizing workload placement in order to equalize rack-inlet 
temperatures.  
Masato et al.16, reduce the amount of electric power required for air conditioning in a telecom equipment room 
(TER) by eradicating hot spots. These results in reducing temperature as well as reducing air conditioning power by 
altering the settings of all the air conditioning units, raising the temperature setting by 1.5°C. According to their 
experiments Electric power savings was achieved by 3.2 kW (11%) after changing the temperature settings by 
1.5°C.   
Optimization methods to reduce energy consumption have been studied extensively, such as temperature 
condition relaxation with DC servers of high guaranteed operating temperature17 and with thermal variance 
minimization using DC job scheduling18, 15. 
3. Proposed Job Scheduling Algorithm 
In our previous work6, based on the performance analysis between the schedulers, it appears that Least Slack 
Time Rate First Based Round Robin using lowest common multiple of overall burst time as time quantum (LSTRF-
RRLCM) has a better performance in terms of turnaround time, waiting time and maximum tardiness compared to 
all the proposed and experimented scheduling algorithms. Therefore, LSTRF-RRLCM scheduling algorithm was 
adopted in conducting the GDC-DC and DC experiment.  
 However, LSTRF-RRLCM scheduling algorithm has been modified to shift heavy computational jobs to be 
executed at night time and small computational jobs during day time in data centre. This is because AC energy 
consumption depends on the temperature difference between indoor and outdoor temperature. Meaning that during 
the day if heavy jobs are executed, the PCs will require more energy and will consume more cooling electricity as 
the outdoor temperature is high. However, when heavy jobs are executed during the night time, there will be less 
power consumption from AC, due to low outdoor temperature.  
SHARCNET19, a benchmark traces mainly used for interpretation in high performance computing was used for 
this experiment. 
The scheduling algorithm was developed using Java programming language and MPJ20 (a Java message passing 
library) that enables application designers to create and execute parallel programs for multiple processors in a true 
heterogeneous grid environment. 
Master-slave clustered architecture in Figure 1 was used for this experiment using the modified LSTRF-RRLCM 
scheduling algorithm. The master takes processes as input; sort processes with heavy burst time and allocate it to 
night time queue, while the processes with small burst time allocate to day time queue. If it is day time, the is set to 
distributes the processes in the day time queue on the cluster processors using an allocation strategy for parallel 
computation, if it is night time the processes in the night time are to be distributed on Cluster processors. Each queue 
is divided by the total number of processors (slaves). The resultant numbers of jobs are then distributed to each slave 
where the scheduling algorithm is being executed for computation. 
 
 
Fig.1. Master/Slave Clustered Architecture 
Each slave receives job, described by its process ID, arrival time, burst time and deadline. The scheduler assigns 
time quantum (time slices) by computing the lowest common multiple (LCM) of all burst time. Then compute the 
value of absolute deadline, the value of remaining executions time, the value of remaining absolute deadline and 
finally computes the value of the priority as a rate for each job. By sorting out the jobs on the basis of priority rate in 
ascending order, the proposed algorithm shall select the job with the minimum value of priority rate for execution. If 
multiple jobs have same priority rate value then, it will break the tie by selecting a job from job set on the basis of 
first come first serve (FCFS). Jobs are dispatched based on minimum value of priority rate on the ready queue. The 
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pre-emption of a process for execution is based on system defined variable, i.e. the time quantum. If a job execution 
is completed before its time quantum expired, it will be terminated as well as deleted from the system and then the 
next job is then dispatched from the head of the ready queue. This job will continue until the pool is empty. The 
value of turnaround time, waiting time and tardiness for each job are computed and return to the master. 
Let's set Ji  be the job of i;  
                                                            Table 1, Basic symbols definition 
Symbols Definitions 
n  Number of jobs; 
nsi Number of  slaves of job i; 
xi Number of jobs per slave of job i; 
TQi Time quantum of job i; 
Ti Arrival time of job i; 
di Deadline of job i; 
αi Burst time of job i; 
Ci Job completion time of job i;  
Di Absolute deadline time of job i; 
TREi Remaining execution time of job i; 
TRDi Remaining absolute deadline time of job i; 
Pri Priority rate of job i; 
LCM(α1 to αn) Lowest common multiple αn burst time of job i; 
TTRSi Slave turnaround time of job i; 
TWTSi Slave waiting time of job i;  
TTRDSi Slave tardiness of job i; 
TTRMi Mater turnaround time of job i;  
TWTMi   Master waiting time of job i;  
TTRDMi Master tardiness of job i;  
DTQi Day time queue of job  i; 
NTQi Night time queue job i; 
TMax_TRD; max( ) Maximum tardiness;   
S-list   Sorted list; 
i. Number of jobs per slave xi:  refers to the number of jobs per each slave for execution. 
                       ݔ௜ ൌ 
௡
௡ೞ೔ 
                                                                                                                                                     (1) 
ii. Time delay TTDi:  refers to the time difference between burst time and deadline time. 
                       ்ܶ஽௜ ൌ ݀௜ െߙ௜                                                                                                   (2) 
iii. Time quantum TQi:  refers to a fixed time for each job to be executed in cyclic manner.  However, taking 
time quantum as least common multiple (LCM) is by computing the overall burst time rate of jobs, i.e. by 
grouping the burst time into some priority rate. 
      TQi= LCM (α1 to αn)                                                                                          (3) 
iv. Absolute deadline: refers to the time within which the execution of a task should be completed. 
                      ܦ௜ ൌ σ݀௜ǡ ௜ܶ                                                                                                                                                             (4) 
v. Remaining execution time: refers to the time remain of a job in the process of execution. 
                       ோܶா௜ ൌ ߙ௜ െ ௜ܶ                                                                                                                                                       (5) 
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vi. Remaining absolute deadline: refers to the remaining deadline time of job in the process of execution.  
                       ோܶ஽௜ ൌ ሺσ݀௜ǡ ௜ܶሻ െ  ௜ܶ                                                                                      (6) 
vii. Priority rate: determines the priority of which job to be executed first in the ready queue.       
 ܲݎ௜ ൌ 
்ೃಶ೔
்ೃವ೔ି்೔ 
                                                                                  (7) 
viii. Average turnaround time: refers to the average time taken between the submission of job for execution and 
the return of the completed result. 
 Slave Turnaround Time: 
                       ்ܶோௌ௜ ൌ ܥ௜ െ  ௜ܶ                                                                                                 (8) 
 Master Turnaround Time: 
                       ்ܶோெ௜ ൌ σ ்ܶோௌ௜ǡ ஼்ܶ௜                                                                                                                                        (9) 
 Average Turnaround Time: 
                     n
T
T
n
i
TRMi
TRAvg
¦
  1_ ,                                                                                        (10) 
ix. Average waiting time: refers to the average waiting time of job before its final execution. 
 Slave Waiting Time: 
                       ௐ்ܶௌ௜ ൌ  ்ܶோௌ௜ െ ߙ௜                                                                                                                                        (11) 
 Master Waiting Time: 
                        ௐ்ܶெ௜ ൌ σ ௐ்ܶௌ௜ǡ ஼்ܶ௜                                                                                                                                  (12) 
 Average Waiting Time: 
                      n
T
T
n
i
TWMi
WTAvg
¦
  1_
                                                                                                                                 
(13) 
x. Maximum tardiness: refers to the maximum time delay between turnaround time and deadline time.  
               Slave Tardiness: 
                        ்ܶோ஽ௌ௜ ൌ ݀௜ െ  ்ܶோௌ௜                                                                                                                                   (14) 
 Master Tardiness: 
                       ்ܶோ஽ெ௜ ൌ σ ்ܶோ஽ெ௜ǡ ்ܶ஼்௜                                                                                                                         (15) 
 Maximum Tardiness: 
                      ெܶ௔௫̴்ோ஽ ൌ ܯܽݔሺ ்ܶோ஽ெଵǡ ்ܶோ஽ெଶǡ ்ܶோ஽ெ௡ሻ                                                                            (16) 
Below is the scheduling algorithms flow process: 
Begin    
Pool of jobs with processID, arrival time, burst time and deadline 
Sort jobs 
If (αi >120) 
   Allocate job to NTQi   
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Else 
    Allocate job to DTQi 
If (Day time) 
   Begin Master      
   Using DTQi, compute number of jobs per Slaves (1) 
   Distribute number of jobs to Slaves for execution 
   Execute scheduling algorithms on Slaves 
 Begin Slave 
         Sort the job list in ascending order based on the equation (2), (4), (5), (6) and (7) 
   While S-list is not empty   
   Compute Time Quantum (3) 
   Execute the job at CPU level based on demand 
ߙ௜   =  ߙ௜  – TQ  
If (ߙ௜  < 0) 
Compute Turnaround Time (8) 
Compute Waiting Time (11) 
Compute Tardiness (14) 
Return the computed parameters to Master 
         EndIf 
                EndWhile                       
Mater received the computed parameters from the Slaves (8) (11) (14)  
Compute Turnaround Time (9) 
Compute Waiting Time (12) 
Compute Tardiness (15) 
Compute the value of average Turnaround Time (10) 
Compute the value of average Waiting Time (13) 
Compute the value of Max Tardiness (16) 
End Slave 
   End Master 
End 
ElseIf (Night time) 
   Begin Master      
   Using NTQi, compute number of jobs per Slaves (1) 
   Repeat the same steps of that of the day time after (1) 
   End Master 
End 
4. Experiment 
In our experiment, the proposed method was evaluated using the modified (LSTRF-RRLCM) Job scheduling 
algorithm based on operating data in High performance computing centre (HPCC), Universiti Teknologi 
PETRONAS (UTP) campus. To achieve the aforementioned objectives, the followings were used in the experiment:  
4.1. EneWatcher Monitoring System  
EneWatcher is a power monitoring system provided by Hitachi Japan. This system monitors all the air-condition 
power consumptions and PCs power consumptions in HPCC. This system is connected to monitoring sensors (Air-
condition electricity consumption, PCs electricity consumption and thermo-humidity indoor and outdoor) for data 
acquisitions. Acquired data are stored in EneWatcher server database (SQL-Sever 2012 R2). 
4.2. Clusters 
The experiments were conducted using the HPC Centre clusters: 25 compute nodes were used and millions of 
Jobs were scheduled for executions. 
4.3. Nagios Monitoring System 
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To evaluate the processors and load performance of the job scheduler controlling the compute nodes, Nagios 
monitoring system21 for the IT infrastructure in HPC Centre was used to analyze the Load and Processors 
performance of all the 25 cluster compute nodes. 
5. Results and Discussion 
The results analyses were categorized in to 3 different categories as follows: 
5.1. Gas District Cooling Data Centre integrated (GDC-DC) model 
According to Okitsu et al.5, GDC-DC requires job control of 1.27 MWh of IT electricity to reduce CO2 
emission;, Therefore a series of experiment were conducted primarily to verify and thus to confirm if the GDC-DC 
concept is effective in a true heterogeneous grid in DC (HPCC, UTP). The verification was by shifting jobs in 
HPCC servers to control the electricity demand. To evaluate the efficiency of this experiment some performance 
comparison methods were carried out as follows: 
i. Workload and Processors Performance 
    
                                       Fig.2 (a). Load performance                                                                                 Fig.2 (b). Processors performance 
Figure 1, shows the total workload on all nodes throughout the 22 days (6th February – 9th March) of experiments and 
figure 2, shows the number of processors running on each compute nodes throughout the 22 days (6th February – 9th 
March) of experiments.  
However, in both Fig.1 and Fig. 2, the data from 28th February (Thursday) to 9th March (Monday) were valid and 
used for this analysis, for the reason that at early stage of the experiment we faced a lot of technical challenges, 
especially with air-condition temperature sensors; some of the data obtained were invalid, therefore such data were 
ignored.  
Thus, analysis shows that the scheduler can scheduled jobs on each compute node in a heterogeneous grid in DC 
(HPCC, UTP).   
ii. Electricity Consumption   
A total number of 25 compute nodes were used by the job scheduler for 127 points (127 hours) from 28th Feb to 
8th Mar 2015. Figure 3, shows the experimental analysis of the electricity consumptions from server (PC), Air-
condition (AC) and the temperature throughout the experiments.  
AC power consumption [kW]: PAC: refers to total AC power consumed; and ACi: AC electricity consumption. 
஺ܲ஼ ൌ෍ܣܥ௜
௡
௜ୀଵ
ሺͳ͹ሻ 
PC power consumption [kW]: PPC: refers to total PC power consumed; and PCi: PC electricity consumption. 
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௉ܲ஼ ൌ෍ܲܥ௜
௡
௜ୀଵ
ሺͳͺሻ 
Total PC controlled electricity consumption ( ௉ܲ஼  ) [KW]: refers to the difference between the maximum and 
minimum PC electricity controlled by the job scheduler. 
௉ܲ஼ ൌ ሺܲܥሻ െሺܲܥሻሺͳͻሻ 
TMDIFF [deg C]: refers to temperature difference between the indoor temperature (ܫ்ܰ௜) and outdoor temperature 
(்ܱܷܶ௜). 
 
ܶܯ஽ூிி ൌ ܱܷ ்ܶ௜ െ ܫ்ܰ௜ሺʹͲሻ 
 
Fig.3. Power consumption controlled by Job scheduler 
Based on Figure 3, the experimental result shows that, a maximum of 3.8kW PC power consumption was 
controlled by the Job scheduler using 25 compute nodes. 
It was observed that, to control 10kW of electricity in a DC, more than 66 PCs should be controlled in the room 
and 6500 PCs controlled in UTP campus by job scheduler.  
Thus, the server density should be 2.6 times higher than that of current server room, for the reason that, the 
efficiency of the DC job scheduling relies on the ratio of the DC chilled water demand in total the GDC chilled 
water demand. The efficiency is limited if the ratio is small. Therefore, the efficiency of the DC job scheduling is 
limited by the physical size of data Centre. In order to increase the ratio, increasing the computing resource, more 
demand in the GDC is required. 
5.2. Reduce Cooling Energy In DC by Proposed Method  
In an effort to reduce electricity consumption, the concept used here was by shifting heavy computational jobs to 
be executed at night time and light jobs be during day time using the jobs scheduler. Also raising the room air-
conditions torture settings by 1 degree.  
According to Braun et al.22, regression analysis is a flexible tool to consider for energy use prediction evaluation. 
Therefore, to evaluate the proposed method, a generalized linear model (GLM) model was used. In statistics, the 
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generalized linear model (GLM) is a flexible generalization of ordinary linear regression that allows for response 
variables that have error distribution models other than a normal distribution.  
AC =x1 PC + x2 DIFF                                                                                                   (21) 
Where AC is air-condition power consumption, PC is the server power consumption, and DIFF is the temperature 
difference between outside room and inside room. 
Table.2. Estimated standard values using GLM 
Coefficients 
Estimate Std. Error t value Pr(>|t|) 
(Intercept)  7.97859    0.82603    9.659  < 2e-16 
PC  0.17995    0.05259    3.421 0.000844 
DIFF 0.20324    0.01656  12.275  < 2e-16 
In Table 2, AC power consumption in HPCC server room is expressed as the following formula:  
஺ܲ஼ ൌ ͲǤͳͺ ቀ෍ ௉ܲ஼ǡ ͲǤʹͲቁ כ෍ ஽ܶூிிǡ ͹Ǥͻͻሺʹʹሻ 
Where PAC is AC power consumption, PPC is server power consumption, and TDIFF is temperature difference 
between outside room and inside room. 
i. Graphical  Analysis of Actual AC and Estimated AC Energy Consumption 
Figure 4, shows the slope of the fitted line is equal to the correlation between y (Estimated AC KW) and x 
(Actual AC KW) corrected by the ratio of standard deviations of these variables. The intercept of the fitted line (AC) 
is such that it passes through the center of mass (x, y) of the data points. 
 
Fig.4. Linear Regression 
ii. Experimental Analysis of The DC Proposed Cooling Energy Reduction Method 
Experiments were carried out using Job scheduler in a true heterogeneous environment in HPC Centre UTP. In 
this method there has been an increase of room temperature by 1 degree (from 20 degree to 21 degree) which is worth 
controlling 6 PCs using Job scheduler in terms of AC power consumption. Therefore, increase in temperature may 
relax the server density described in figure 3. 
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To analyze the result after an increase in temperature by 1 degree, the below equations used were: 
஽ܶூிிଶ ൌ ሺ ஽ܶூிிିଵሻሺʹ͵ሻ 
஺ܲ஼ ൌ ͲǤͳͺ ቀ෍ ௉ܲ஼ǡ ͲǤʹͲቁ כ෍ ஽ܶூிிଶǡ ͹ǤͻͻሺʹͶሻ 
Where PAC is AC power consumption, PPC  is server power consumption, TDIFF is temperature difference between 
outside room and inside room and TDIFF2 is temperature difference after the increase of room temperature by 1 degree. 
 
Fig.5. AC Energy Consumption  
Figure 5 experimental analyses shows that, by using job scheduler to shift heavy jobs to night time and light jobs 
to day time, the proposed method were able to save 20% of cooling electricity consumption in HPC Centre. Also, 
with increase of 1 degree of temperature during day and night, the proposed method were able to save extra 3% of 
cooling electricity consumption when Job scheduler is executing jobs in both part of the day in HPC Centre UTP. 
Therefore, the experimental analysis confirmed that shifting heavy jobs execution to night time using Job 
scheduler will reduce cooling energy consumption in DC. Also there will be extra savings of cooling energy 
consumption in DC when increasing the room temperature by 1 degree. 
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5.3. Comparison Of GDC-DC and  Proposed DC Cooling Energy Reduction Method 
 
Fig.6. Job Controlled Electricity 
Figure 6, shows the PCs electricity that has to be controlled by the job scheduler between the GDC-DC and the 
electric chillers (EC). Based on the experimental analysis, the efficiency of the DC job scheduling relies on the ratio 
of the DC chilled water demand in total GDC chilled water demand. The efficiency is limited if the ratio is small. 
Therefore, the efficiency of the DC job scheduling is limited to size of data center. In order to increase the ratio, 
increasing computing resource more demand in the GDC is required in order to achieve the GDC-DC objective; 
6500 PCs has to be controlled in UTP campus by job scheduler. On the other hand, the proposed DC method 
requires a minimum of 25 PCs to be controlled by job scheduler and increase room temperature by 1 degree to 
reduce cooling energy by 23% in DC.  
Thus, the proposed method can be applied on smaller scale data centers (like HPCC UTP), which in turn will cut 
cost of purchasing more computational resource to achieve the GDC-DC method. 
6. Conclusion and future work 
To realize GDC-DC model in UTP campus the experimental analysis confirmed that PC server density should be 
2.6 times higher than that of current HPCC server room. This means 65 of PCs controlled in HPCC server room, and 
6500 PCs controlled in UTP campus by job scheduler.  
The experimental analysis also shows that, the proposed method was able to save 20% of cooling electricity 
consumption in HPC Centre. With increase of 1 degree of temperature during day and night, the proposed method 
were able to save extra 3% of cooling electricity consumption when Job scheduler is executing jobs in both part of 
the day in HPC Centre UTP.  
Thus, comparative performance analysis between the GDC-DC and the proposed DC method shows that, the 
proposed DC method can be applied on smaller scale data centre. 
In future, note that: (1) Increasing room temperature and (2) Improving job scheduler may relax the density 
constraint. For the reason that (1) increasing the temperature by 1 degree is worth controlling 6 PCs in the room, and 
(2) current job scheduler has room to improve its efficiency. Henceforward, research work will be done to improve 
the scheduling algorithm and proposed a new scheduler integrating the proposed experimental concepts that can be 
adopted by other Data Canters out there. 
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