We consider the valued field K := R((Γ)) of generalised series (with real coefficients and monomials in a totally ordered multiplicative group Γ ). We investigate how to endow K with a series derivation, that is a derivation that satisfies some natural properties such as commuting with infinite sums (strong linearity) and (an infinite version of) Leibniz rule. We characterize when such a derivation is of Hardy type, that is, when it behaves like differentiation of germs of real valued functions in a Hardy field. We provide a necessary and sufficent condition for a series derivation of Hardy type to be surjective.
Introduction
In his seminal paper, I. Kaplansky established (see 11, Corollary, p. 318) that if a valued field (K, v) has the same characteristic as its residue field, then (K, v) is analytically isomorphic to a subfield of a suitable field of generalised series (for definitions and terminology, see Section 2). Fields of generalised series are thus universal domains for valued fields. In particular, real closed fields of generalised series provide suitable domains for the study of real algebra.
The work presented in the first part of this paper is motivated by the following query: are fields of generalised series suitable domains for the study of real differential algebra? We investigate in Section 3 how to endow a field of generalised series (of characteristic 0) with a natural derivation d, namely a series derivation (see Definition 3.2). Our investigation is based on the notion of fundamental monomials, which are in fact representatives of the various comparability classes of series (see Section 2) . We start with a map d from these fundamental monomials to the field of series. The central object of investigation is to extend d first to the group of monomials (via a strong version of Leibniz rule) and then from the group of monomials to the field of series (via an infinite version of linearity) so that we obtain a series derivation. The main challenge in doing so is to keep control of the resulting supports and coefficients of the resulting series. The criterion that we obtain in Theorem 3.5 is rather abstract, but it easily provides more concrete sufficient (but not necessary) conditions (Corollaries 3.8, 3.7, 3.10 and 3.11) to build such series derivations. These results are applied in Section 5 to obtain concrete examples.
Hardy fields (i.e. fields of germs of differentiable real functions at infinity) were introduced by G. H. Hardy (9) as the natural domain for the study of asymptotic analysis. They represent prime examples of valued differential fields. In a series of papers, M. Rosenlicht studied the valuation theoretic properties of these derivations. This algebraic approach has been resumed and enhanced by M. Aschenbrenner and L. van den Dries in the formal axiomatic setting of H-fields and asymptotic couples (see (1) , (2) and (4)). The motivation for the second part of our paper is to understand the possible connection between generalised series fields and Hardy fields as differential valued fields. Continuing our investigations in Section 4, we study derivations (on fields of generalised series) that satisfy the valuative properties discovered by Rosenlicht for Hardy fields (Definition 4.1). We obtain a necessary and sufficient condition on a series derivation to be of Hardy type (Theorem 4.2). In the last section, we derive a criterion, Corollary 6.5, for a series derivation of Hardy type to be surjective.
We conclude with a few comments. For convenience, we have assumed throughout the paper that our field of generalised series has field of coefficients R and group of monomials a Hahn group (see Remark 2.9); however the results of the paper hold in more generality (see the Final Remark).
Derivations on Logarithmic-Exponential series fields (see (5) (6)) and on fields of Transseries (see (10) ) have been successfully introduced and studied in the literature. More precisely, in the case of Transseries, it appears in (17) that one can lift a given (strongly linear and compatible with the logarithm) derivation on some field of transseries to the various transfinite exponential extensions of it. In a forthcoming paper, we extend our present investigations to study Hardy type derivations on Exponential-Logarithmic series fields (see (13) ).
Preliminary definitions
In this section, we introduce the required terminology and notations. For ordered set theory, we refer to (16) . In particular, we will repeatedly use the following easy corollary of Ramsey's theorem (16, With this definition, we see that φ ≻ 1 for all φ ∈ Φ. Thus, Γ is a totally ordered abelian group (8) , that we call the Hahn group of generalised monic monomials . For any γ 1, we will refer to γ φ as the exponent of φ, and the additive group (R, +) as the group of exponents of the fundamental monomials.
Definition 2.3
We define the leading fundamental monomial of 1 γ ∈ Γ by LF(γ) := max(supp γ) . We set by convention LF (1) := 1. This map verifies the ultrametric triangular inequality :
We define the leading exponent of 1 γ ∈ Γ to be the exponent of LF (γ), and we denote it by LE (γ). For α ∈ Γ we set |α| := max(α, 1/α); and define sign(α) accordingly. For any monomial α = φ∈supp α φ α φ ∈ Γ, any fundamental monomial ψ ∈ Φ and any relation R ∈ {≺, , ≻, }, we denote the corresponding truncation of α by Tr Rψ (α) := φ∈S ψ φ γ φ where S ψ = {φ ∈ supp α | φRψ}.
For α, β ∈ Γ and φ ∈ Φ, we note that:
In the following lemma, we summarize further properties of the maps LF and LE , that we will use implicitly throughout the paper.
Lemma 2.4

1) For any
2) For any 1 α ∈ Γ we have LF (|α|) = LF (α) and LE (|α|) = | LE (α)| .
3)
We define on Γ a scalar exponentiation: γ r = ( φ∈Φ φ γ φ ) r := φ∈Φ φ rγ φ for r ∈ R. We have LF (γ r ) = LF (γ) and LE (γ r ) = r LE (γ) , for r 0.
4)
For β 1 α ∈ Γ we have LF (α) = LF (β) ⇔ there exists n ∈ N such that |β| |α| r and |α| |β| r .
5)
For α, β ∈ Γ with 1 ≺ |α| ≺ |β|, we have LF (α) LF(β).
Below, we adopt the notation of (3), part of which has been already resumed from (10). Definition 2.5 Throughout this paper, K = R ((Γ)) will denote the generalised series field (with coefficients in R, and monomials in Γ). It is the set of maps
As usual, we write these maps a = 
(ultrametric triangular inequality), with
We define the leading coefficient of a series to be LC (a) := a LM (a) ∈ R (with the convention that LC (0) = 0) and use it to define a total ordering on K as follows:
term of a, that we denote LT(a).
We use the leading monomial to extend the ordering on Γ to a dominance relation also denoted on K :
That is verifies the following definition :
Given a and b non zero elements of K, we define the corresponding equivalence relations thus :
, the subring of purely infinite series. This is an additive complement group of
Finally, we extend the notion of leading fundamental monomial to K\{0}:
We use it to define the notion of comparability of two series: It is straightforward to verify that comparability is an equivalence relation on K.
Remark 2.9
The group of generalised monic monomials Γ is a multiplicative copy of the classical additive Hahn group H(Φ, R) = ← − R Φ which consists of formal sums: 
Write a i = α∈Γ a i,α α, and assume that F = (a i ) i∈I is summable. Then i∈I
is a well defined element of K that we call the sum of F . 
Definition 3.2 Let
2) We say that a series derivation d Γ on Γ extends to a series derivation on K if the following property holds:
Then the series derivation d on K (extending d Γ ) is defined to be the map
obtained through the following axiom:
Remark 3.3
A series derivation is a derivation in the usual sense, i. e. :
d verifies the Leibniz rule :
The main result of this section, Theorem 3.5, consists in giving a necessary and sufficient condition on the map d Φ so that properties (SD1) and (SD2) hold. (In the sequel, we drop the subscripts Φ and Γ of d Φ and d Γ to relax the notation). We first study the problem of extending d to Γ. p :
Note that, given any φ, ψ ∈ Φ and any
The main challenge in using (D1) (and (D2)) to extend d to Γ (and then to K) is to find a criterion on d Φ such that the corresponding families in (SD1) (respectively in (SD2)) are summable. We isolate the following two crucial "bad" hypotheses:
(H1) there exists an infinite decreasing sequence (φ n ) n∈N ⊂ Φ and an infinite sequence
Theorem 3.5 A map d : Φ → K\{0} extends to a series derivation on K if and only both hypothesis (H1) and (H2) fail.
To emphasize the role of each hypothesis, we divide the proof of the theorem into the statement and the proof of the two following lemmas 3.6, 3.9.
Lemma 3.6 . A map d : Φ → K\{0} extends to a series derivation on Γ if and only if (H1) fails.
Proof. 1 Suppose that (H1) holds. There exists a decreasing sequence (φ n ) n∈N such that for all n, there are
. Applying Lemma 2.1 to the sequence (τ (n) ) n∈N , there exists a sub-sequence which is either increasing or constant.
Thus the family φ ′ n φ n n∈N is not summable.
Conversely, suppose that (S D1) does not hold. So there exists an anti-well-ordered subset E ⊂ Φ such that the family φ ′ φ φ∈E fails to be summable. That is, the support of this family contains an infinite strictly increasing sequence or an infinite constant
φ n for some φ n ∈ E, with the τ (n) 's determining distinct φ n 's in the case where (τ (n) ) n∈N is constant. We claim that also in the case where (τ (n) ) n∈N is strictly increasing, we may assume without loss of generality that the
In other words, the map
→ φ n has infinitely many finite fibers. Choosing a complete set of representatives for the set of fibers, we may extract an infinite increasing subsequence of (τ (n) ) n∈N which satisfies the assertion of the claim (and which we continue to denote by (τ (n) ) n∈N below).
We now apply Lemma 2.1 to the sequence S = (φ n ) n∈N : Since S ⊆ E and E is anti-well-ordered in Φ, S cannot have an infinite strictly increasing subsequence. So S has an infinite decreasing subsequence which we continue to denote by (φ n ) n∈N for convenience.
Consider the following restriction of p (see Definition 3.4) :
Suppose p has an infinite fiber, say p −1 (λ) = {τ (n j ) | j ∈ N}. Note that for any ordinal λ in the image of p and any elements
(see the final remark in Definition 3.4). Thus we have τ
) for any j, satisfying conditions of (H1). Otherwise, all the fibers of p are finite, which implies that the image of p is infinite. We shall define by induction an increasing subsequence (λ i ) i∈N of (λ n ) n∈N , together with the desired sequence (τ (n j ) ) j∈N . Setλ 0 := min{λ n | n ∈ N} and let τ
· · · τ (n j 0 ) be the elements of its fiber p −1 (λ 0 ). Now suppose that we have built a finite sequence τ
Thus we obtain as required an infinite
We deduce from the preceding lemma a more explicit sufficient condition (but not necessary: see Example Figure 2 ) such that (S D1) holds. Proof. 2 For any decreasing sequence S = (φ n ) n∈N , since E 1 ⊂ Φ is well-ordered, E ∩S is finite. So all but finitely many couples (φ n , φ n+1 ) are such that I φ n ,φ n+1 is a left shift. It implies that we can not obtain a sequence as in (H1).
To visualize (H1'), we illustrate in Figure 1 the supports Supp φ ′ φ for some φ ∈ Φ. The ordered sets Φ and Γ are represented as linear orderings.
Under an additional hypothesis, we deduce from Lemma 3.6 a necessary and sufficient condition for d to extend to a series derivation: Proof. 3 Suppose that (S D1) does not hold. As in the proof of Lemma 3.6, this implies that there exist a decreasing sequence (φ n ) n∈N and an increasing or constant sequence
n ∈ N (see Definition 3.4). Applying Lemma 2.1 to the sequence (k n ) n∈N , there exists a constant subsequence (k n i = k) i∈N . Hence, for any i < j, τ 
) for which the isomorphism I φ k ,φ l fails to be a left shift. We observe that even if there is an infinite decreasing sequence (φ n ) n∈N for which the I φ n ,φ n+1 's are not left shifts, (S D1) holds (we obviously can not build any infinite increasing or constant sequence of τ's). Now we prove the second lemma that completes the proof of Theorem 3.5.
Lemma 3.9 Let d a series derivation on Γ be given. Then d extends to a series derivation on K if and only if (H2) fails.
Proof. 4 First, we suppose that (H2) holds. For any n ∈ N, set τ
where
τ (n) and γ (n+1) ∈ Γ. Then ψ n+1 φ n+1 , η n+1 > 0 (the sequence (τ (n) ) n is increasing) and LF γ (n+1) ≺ ψ n+1 . Consider now the sequence (α (n) ) n∈N where
. This sequence is decreasing since the sequence (φ n ) n∈N is increasing. Moreover, setting
any n (see (D1)). Then it is routine
to prove that β (n+1)
It implies that the family ((α n ) ′ ) n∈N is not summable, witnessing that (S D2) does not hold. Conversely, suppose that (S D2) does not hold. There exists an anti-well-ordered set of monomials E ⊂ Γ such that the set 
′ for any n. From (D1), we note that for any α, Supp α ′ ⊂ α.
Hence, for any n we set
We claim that in the case where (β (n) ) n∈N is strictly increasing, we may assume without loss of generality that the α (n) 's are distinct. Indeed since for any α, Supp α ′ is antiwell-ordered in Γ, we have {β (n) | n ∈ N} ∩ Supp α ′ is finite. In other words, the map
has infinitely many infinite fibers. Choosing a complete set of representatives for the set of fibers, we may extract an infinite increasing subsequence of (β (n) ) n∈N which satisfy the assertion of the claim (and which we continue to denote by (β (n) ) n∈N below).
We now apply Lemma 2.1 to the sequence S = (α (n) ) n∈N . Since S ⊆ E and E is anti-well-ordered in Γ, S cannot have an infinite strictly increasing subsequence. So S has an infinite decreasing subsequence which we continue to denote (α (n) ) n∈N for convinience. Since for any k < l ∈ N,
, we have :
The sequence (τ (n) ) n∈N is strictly increasing. Now consider the corresponding sequence (φ n ) n∈N (for which τ (n) ∈ Supp φ ′ n φ n for any n). Considering the map
we may assume without loss of generality as above that the φ n 's are distinct. We apply Lemma 2.1 to the sequenceS = (φ n ) n∈N . Suppose that it has an infinite decreasing subsequence, sayŜ = (φ n i ) i∈N . This anti-well-ordered subsetŜ ⊂ Φ would be such that the corresponding subsequence (τ (n i ) ) i∈N is increasing, contradicting (S D1). SoS has an infinite increasing subsequence which we continue to denote (φ n ) n∈N for convinience. We shall define by induction increasing subsequences (φ n i ) i∈N of (φ n ) n∈N and (τ (n i ) ) i∈N of (τ (n) ) n∈N as in the statement of (H2). Set n 0 = 0 and recall that for any n, φ n ∈ supp α (n) . Suppose that we have subsequences
Since the sequence (φ n ) n∈N is increasing and supp α (n i ) is anti-well-ordered in Φ, there exists a lowest index n i+1 > n i such that φ n i+1 supp α (n i ) .
We deduce a positive version of (H2), i.e. a necessary and sufficient condition such that (S D2) holds :
Corollary 3.10 Let a series derivation d on Γ be given. Then d extends to a series derivation on K if and only if the following property holds :
(H2') for any infinite increasing sequences (φ n ) n∈N ⊂ Φ and (τ (n) ) n∈N ⊂ Γ such that for
Proof. 5 Hypothesis (H2 ′ ) implies that (H2) does not hold, which means that (S D2) holds. Conversely, suppose that there exist infinite increasing sequences (φ n ) n∈N ⊂ Φ and (τ (n) ) n∈N ⊂ Γ as in (H2'), for which S is infinite. Denote S = {n i | i ∈ N} with n i < n i+1 for all i, and set m i := n i + 1, i ∈ N. We notice that τ
φ n i+1 +1 and for any n such that n i < n < n i+1 , LF τ
τ (n) ≺ φ n+1 . So applying the ultrametric inequality for LF , we have LF τ
. Thus the increasing sequences (φ m i ) i∈N and (τ (m i ) ) i∈N verify (H2).
From Lemma 3.9 and Corollary 3.7 we deduce a more explicit sufficient (but not necessary) condition such that a map d : Φ → K\{0} extends to a series derivation on K:
Corollary 3.11 Assume that d : Φ → K\{0} satisfies (H1'), then d extends to a series derivation on K if the following property holds :
(H2") the set
Proof. 6 By Corollary 3.7, d extends to a series derivation on Γ. From Lemma 3.9, (S D2) does not hold if and only if there exist infinite increasing sequences (φ n ) n∈N ⊂ Φ and (τ (n) ) n∈N ⊂ Γ such that for any n,
So for all but finitely many n, we have LF τ
. This contradicts (H2).
Example: If we omit the assumption that the sequence (τ (n) ) n∈N is increasing in (H2) (or (H2 ′ )), the condition is not anymore necessary, even if we restrict to the case given an infinite increasing sequence (φ n ) n∈N , suppose that there exists ψ ∈ Φ such that ψ ≻ φ n for any n. Then define φ
We observe that any infinite increasing sequence of τ's contains either infinitely many
4 Hardy type derivations. Below we prove the following criterion for a series derivation to be of Hardy type. Set
Definition 4.1 Let (K, , C) be a field endowed with a dominance relation (cf. Definition 2.6), which contains a sub-field C isomorphic to its residue field K
1 /K ≺1 (so K 1 = C ⊕ K ≺1 ). A derivation d : K → K is a Hardy type derivation if : 1. the sub-field of constants of K is C : ∀a ∈ K, a ′ = 0 ⇔ a ∈ C.θ (φ) := LM (φ ′ /φ).
Theorem 4.2 A series derivation d on K verifies l'Hospital rule and is compatible with the logarithmic derivative if and only if the following condition holds:
Proof. 7 We suppose that (H3 ′ ) holds. To prove l'Hospital's rule on K, it suffices to prove it for the monomials. Let α = and φ 1 = LF (β). To prove the compatibility with the logarithmic derivative, take a, b ∈ K with |a| ≻ |b| ≻ 1 and denote
by (H3 ′ ). Moreover, a and b are comparable if and only if φ 0 = φ 1 , which means that θ (φ 0 ) = θ (φ 1 ) .
Conversely, for φ, ψ ∈ Φ with φ ≺ ψ we have φ
, since d is assumed to be compatible with the logarithmic derivative (recall that φ ≻ 1 for any φ ∈ Φ by construction).
θ (φ) . Now consider any two real exponents r < 0 and s 0. If φ, ψ ∈ Φ with φ ≺ ψ we have ψ r ≺ φ s . Differentiating both sides of this inequality and applying l'Hospital's rule we
Corollary 4.3 A series derivation d on K which verifies l'Hospital rule and is compatible with the logarithmic derivative is a Hardy type derivation.
Proof. 8 By construction the field of coefficients R is included in the field of constants (see (D0), (D2)). Conversely, consider a non-constant series a = α∈Supp a a α α ∈ K\{0}
such that a
By l'Hospital's rule, we have (
Thus we would have (α (0) ) ′ = 0. But, setting φ 0 = LF (α (0) ), by (D1) and (H3 ′ ) we obtain (α (0) ) ′ ≍ α (0) θ (φ 0 ) which is non zero. Thus (α (0) ) ′ cannot be zero, neither do a ′ : this contradicts the initial assumption.
Remark 4.4 Note that the first part of (H3
′ ) is the particular case for fundamental monomials of the property that holds in Hardy fields (see Propositions 3 and 4 in (15) ). This property also holds in pre-H-fields (see Lemma 3.5 in (3) Then it is easy to prove that for any a ∈ K ≻1 , we have a
5 Examples.
The monomial case. Definition A series derivation on K is monomial if for any
In this case, Corollary 3.8 applies with N = 1. Moreover by Theorem 4.2 it suffices to define θ (φ) verifying Hypothesis (H3 ′ ) (with arbitrary non zero coefficients T φ ) to obtain by (D1), (D2) and (D3) a series derivation of Hardy type.
1.
For an elementary example, take the following chain of infinitely increasing real germs at infinity (applying the usual comparison relations of germs) :
Φ := {exp n (x) ; n ∈ Z} where exp n denotes for positive n, the n'th iteration of the real exponential function, for negative n, the |n|'s iteration of the logarithmic function, and for n = 0 the identical map. We denote K the generalized series field built with this chain Φ as chain of fundamental monomials. Then applying the usual derivation on real germs, we obtain:
So for any integers m < n, we have:
• exp m (x) ≺ exp n (x) and they are not comparable;
The map exp n (x) → (exp n (x)) ′ extends to a series derivation of Hardy type on K.
2. Let (Φ, ) be a totally ordered set that we suppose endowed with an endomorphism s : Φ → Φ such that : a. if Φ has no least element, for all φ ∈ Φ, s(φ) ≺ φ b. if Φ has a least element, say φ m , then s(φ) ≺ φ for all φ φ m and s(φ m ) = φ m . Claim : if we define for all φ ∈ Φ, θ (φ) = s(φ) (respectively ∀φ φ m , θ (φ) = s(φ) and θ (φ m ) = 1), then these monomials verifies Hypothesis (H3 ′ ).
Indeed, for any φ 1 φ 2 , with φ 1,2 ≻ φ m in the case b, we have
Thus we have also (H3 ′ ) in this case.
So for any φ ∈ Φ, φ ≻ φ m if φ m exists, we can define
* . Thus Theorem 3.5 applies.
As a remark, we could have put θ (φ) = s(φ) α φ for any α φ > 0 fixed.
As an illustration by germs of real functions, take φ 0 = e αx and φ 1 = e βe αx for any fixed reals α > 0 and β > 0 (x is supposed close to +∞). Then, using the usual derivation, we have φ We could also define θ (φ) = N n=1 s n (φ) α φ,n with α φ 1 > 0 and for all k ≥ 2, α φ,n ∈ R. The corresponding T φ can be chosen arbitrarily.
4.
Assume that Φ is isomorphic to a subset of R with least element φ m , writing f this isomorphism, we can put for any φ ∈ Φ,
where β is some fixed real. In order to illustrate this, we take Φ = {φ α = e x α ; α > 0} ∪ {φ 0 = x} which is isomorphic to R + , and arbitrary T φ α ∈ R * . With the usual derivation, we have ∀α > 0, φ
and T φ α = α.
5.
Assume that Φ begins with an anti-well-ordered subsetΦ, we can :
• fix some ψ 0 ∈Φ, write Φ 0 = {φ ∈ Φ | φ ≺ ψ 0 }, and set s : Φ\Φ 0 → Φ\Φ 0 and the corresponding θ (φ) as in first example. In particular, θ (ψ 0 ) = 1 • set φ 0 := max Φ 0 , and for all φ ∈ Φ 0 , s(φ) equal to the predecessor of φ in Φ 0 . Fix also for any φ ∈ Φ 0 some α φ ∈ R, with in particular α phi 0 < 0. Then one can define for any φ ∈ Φ 0 , θ
The T φ i 's can be chosen arbitrarily.
A general example.
Generalizing the preceding examples 2 and 3, we shall define a larger family of derivations on a series field K in the case when Φ has no least element, namely a family defined using the following field of generalised series. We consider an ordered set (Ψ = {ψ n ; n ∈ N}, ) isomorphic to (N, ≤), the corresponding group of monomials Λ and field of generalised series L := R((Λ)) as in Section 2. We recall that L 1 denotes the subring of purely infinite series, which is an additive complement group of the valuation ring in L. Proof. 9 We prove that conditions (H1') and (H2") from Corollary 3.11 and (H3') of Theorem 4.2 hold. We note that for any φ ∈ Φ, we have φ τ (ψ) = s n 0 +1 (φ) for some n 0 ∈ N. Moreover LE τ τ (ψ) = τ n 0 which is positive (since d ∈ L ≻1 ). Hence we obtain that:
τ (ψ) ≻ 1, which means that I φ,ψ is decreasing. Condition (H1') holds (the set E 1 is empty).
• LF τ (φ)
τ (ψ) = s n 0 +1 (φ) ≺ φ since s is a decreasing emdomorphism of Φ. Condition (H2") holds (the set E 2 is empty).
• the same properties hold in particular for the leading monomials θ (φ) and θ (ψ) of φ ′ φ and ψ ′ ψ . The condition (H3') holds. The following main result about asymptotic integration in fields endowed with a Hardy type derivation is an adaptation of (15, Proposition 2 and Theorem 1). 
Asymptotic integration and integration
