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1. Introduction
This researchwork is a joint effort betweenresearchgroupsat the Battelle Pacific North-
westLaboratory, Virginia TechUniversity, GeorgiaInstitute of Technology,BrookhavenNa-
tional Laboratory, and TexasA&M University. It hasbeenjointly sponsoredby the National
Aeronauticsand SpaceAdministration, the U.S. Department of Energy, and the U.S. En-
vironmental Protection Agency. In this research,a detailed tropospheric aerosol-chemistry
model that predicts oxidant concentrationsas well as concentrations of sulfur dioxide and
sulfate aerosolshasbeencoupledto a generalcirculation model that distinguishesbetween
cloud water mass and cloud droplet number. The coupled model system has been first
validated and then usedto estimatethe radiative impact of anthropogenicsulfur emissions.
Both the direct radiative impact of the aerosolsand their indirect impact through their
influence on cloud droplet number are representedby distinguishing betweensulfuric acid
vapor and fresh and agedsulfate aerosols,and by parameterizingcloud droplet nucleation
in terms of vertical velocity and the numberconcentration of agedsulfur aerosols.Natural
sulfate aerosols,dust, and carbonaceousand nitrate aerosolsand their influence on the ra-
diative impact of anthropogenicsulfateaerosols,through competition ascloud condensation
nuclei, will also be simulated. Parallel simulations with and without anthropogenic sulfur
emissionsareperformed for a global domain.
The objectives of the researchare:
• To couplea state-of-the-art troposphericaerosol-chemistrymodelwith a global climate
model.
• To usefield and satellite measurementsto evaluatethe treatment of tropospheric chem-
istry and aerosolphysicsin the coupledmodel.
• To use the coupled model to simulatethe radiative (and ultimately climatic) impacts
of anthropogenicsulfur emissions.
Thesethree objectivesare addressedin sections2, 3 and 4, respectively.
2. Model Development
During the period December1995- October 1996,good progresswas made on several
fronts in the effort to build the global aerosolmodel.
2.1 Aerosol properties
Proper treatment of direct and indirect radiative forcing by aerosols requires simulation
of the aerosol physical size distribution, but most global chemistry models currently only
simulate the aerosol mass concentration in the submicron size range. Direct radiative forcing
is quite sensitive to particle size as the mass scattering efficiency peaks for particle sizes near
the wavelength of light. Indirect forcing is sensitive to the number of particles active as
CCN. Aerosol size distributions vary widely as aerosols are emitted as primary particles or
nucleated as secondary particles, grow by condensation, are activated as CCN, processed
by clouds, resuspended, and scavenged by precipitation. For example, activation of aerosol
particles to form cloud droplets followed by precipitation scavenging of the cloud droplets
can remove 85% of the aerosol mass but only 15% of the aerosol number. The particles that
remain have a much smaller size. Such changes in size distribution cannot be simulated in
models that only treat aerosol mass. Simulation of a wide range of particle sizes is therefore
required.
Simulating the aerosol physical size distribution requires a numerical solution to the
aerosol general dynamics equation (Friedlander, 1977). A number of solution techniques
have been developed. The most direct technique involves discretization of the particle size
range into a number of size bins and application of spline, sectional, or finite element solution
techniques (Gelbard and Seinfeld, 1980). The number of prognostic aerosol fields with this
approach is given by NbinsNcomp, where Nbins is the number of size bins or sections (typically
20 or more) and Ncomp is the number of chemical components. In a 3-dimensional atmospheric
model this becomes computationally burdensome.
The modal aerosol dynamics (MAD) approach (Giorgi, 1986; Whitby et aI., 1991) adopted
for our model assumes that the aerosol population is composed of a set of log-normally dis-
tributed modes. The basis for this approach is that observed atmospheric aerosol size dis-
tributions are generally well characterized by the modal approach, and there is a theoretical
basis for the existence of the different modes (Whitby 1978). Originally three size modes
were used to characterize the atmospheric aerosol, but recent observations extending to sizes
below 10 nm diameter (Covert 1995) have shown the existence of four size modes: nuclei
(sizes below 10 nm), Aitken (previously referred to as nuclei), accumulation, and coarse.
Each mode is described by three distribution parameters (number, geometric mean di-
ameter, and geometric standard deviation}, or equivalently, three moments of the mode's
size distribution [e.g., number (0th moment), surface (2nd), and volume or mass (3rd)].
The evolution of the size distribution is described by equations for the three moments, and
these equations include terms for emissions, new particle production, condensational growth,
transport, etc. A simplification which we have adopted is to simulate number for each mode
and mass for each component of each mode, and prescribe the geometric standard deviation.
Aerosol components within each mode are assumed to be internally mixed, while different
modes are assumed to be externally mixed. The resulting number of prognostic aerosol fields
is then Nmodes(!N_o,_p+1), where Nmodes is the number of modes, which makes this method
computationally more efficient than the sectional method.
Although we had originally planned to predict aerosol number as well as mass before the
end of this project, we chose to devote more of our project resources toward the introduction
of additional aerosol species and modes into the model. These additional species are needed
to fully characterize the cloud condensation nuclei concentration. Currently the model treats
sulfate, methanesulfonic acid (MSA), nitrate and carbonaceous aerosol in Aitken and accu-
mulation size modes, and sulfate, soil dust and sea-salt in coarse size modes with prescribed
size distributions. Although sulfate does not constitute a large mass fraction of the coarse
modes, it can have a large effect on the cloud nucleating properties of predominantly dust
particles because it is the only soluble component of the dust/sulfate mode. We have also
begun to develop a treatment of biological aerosols, which may also be important as CCN
(Jaenicke, 1993).
Carbonaceous (carbon containing) aerosols have two components: organic carbon (OC)
aerosols which consist of organic compounds, and black carbon (BC) aerosols, also referred
to as soot or elemental carbon, which are strongly light absorbing. Sources for carbonaceous
aerosols are similar in magnitude to those for sulfate aerosol (Penner, 1995), as are aerosol
mass concentrations (_falm et al., 1994). Thus carbonaceous aerosols should be important in
radiative forcing (Penner et al., 1992). Compared to sulfate aerosols, carbonaceous aerosols
are chemically much more complex, and their sources and atmospheric concentrations are
less well quantified.
The carbonaceous aerosols are treated as part of the Aitken and accumulation mode
aerosols, internally-mixed with sulfate and nitrate. Primary carbonaceous aerosols in the
coarse size range are generally negligible compared to soil dust and sea-salt and are ignored.
The assumption of an internal mixture is not completely valid near source regions where
BC aerosol particles can be initially distinct and also hydrophobic (Hallberg et al., 1994).
However, as the aerosols age through condensation and coagulation, the BC becomes more
internally mixed. Also, BC aerosol sources are only about 10% of the total carbonaceous
aerosol sources, so treating fresh BC aerosols as a distinct externally-mixed mode does not
appear necessary. OC aerosols are partially water soluble, and their water uptake can be
treated as in Maim et al. (1994). They also act as efficient CCN (Eagan et al. 1974, Novakov
and Penner 1993). The appropriate treatment of mixed OC and sulfate particles in the
aerosol activation module will require some experimentation however.
2.2 Emissions of primary aerosols
Primary aerosols are those emitted as particles. These include sea salt, soil dust, car-
bonaceous, and biological aerosols.
Sea-salt emissions are not specified directly. The sea-salt concentration at 10 m is pre-
scribed as a function of windspeed (Erickson and Duce, 1988), and the net transfer (turbulent
and gravitational settling) between this height and the model's lowest layer acts as a net
source for sea-salt particles.
Soil dust emissions follow the parameterization of Gillette and Passi (1988). Emissions of
dust are particularly sensitive to soil moisture and surface wind speed. We have found that
the soil moisture and surface wind speed simulated at R15 resolution (the finest resolution
affordable using the comprehensive chemistry mechanism) are not realistic enough to produce
a realistic dust simulation. We have thereforeresorted to using analyzed soil moisture and
winds to drive the simulation. The soil moisture analysis is taken from the monthly mean
NCEP/NCAR reanalysis (Kalnay et al., 1996), which of course depends upon the particular
surface hydrology model employed but is based on a much finer spatial resolution (T62) than
R15. The winds in our simulation are nudged toward ECMWF twice-daily analysis, along
with temperature and surface pressure, using Newtonian relaxation (Jeuken et al., 1996).
The sumof OC and BC emissionsfrom anthropogenicactivities are take from Liousse et
al. (1994). The BC component due to fossil fuel is taken from Penner et al. (1993), and the
BC component from biomass burning is estimated from estimates of CO2 emissions and an
assumed BC emission factor.
Emissions of biological aerosols are poorly known. We have surveyed the literature and
found that outdoor bioaerosols are dominated by bacteria, pollens, and fungal spores, with
most mass in the coarse mode. We are developing an initial treatment of bioaerosol emissions
in which the local emission strength is a function of season and the surface vegetation, and
the total emissions are calibrated by comparison of simulated and observed surface bioaerosol
concentrations.
2.3 Emissions of aerosol precursors
Aerosol precursors are those gases that, after oxidation, condense to form aerosol parti-
cles. These include SOs, DMS, NO_, biogenic hydrocarbons, and non-methane hydrocarbons.
In addition, emissions of those species that influence oxidant concentrations, such as CO,
are also needed.
Most of the trace-gas global emissions inventories that are needed by the model have been
obtained. Emissions from the Global Emissions Inventory Activity (GEIA) (Graedel, 1994)
have been utilized whenever possible and will continue to be incorporated into our efforts as
new data releases and species inventories become available. So far from the GEIA repository
we are utilizing the $02 and NOx inventories of Benkovitz et al. (1996) and the biogenic
hydrocarbon inventory of C-uenther et al. (1995). For other species, anthropogenic hydrocar-
bon emissions are taken from Piccot et al. (1992) and DMS emissions are taken from Spiro
et al. (1992). CO emissions are calculated as in Easter et al. (1994) using emission factors
applied to inventories of co-emitted species. Trace-gas emissions from biomass burning are
obtained by applying emissions factors to the CO2 inventory of Hao et al. (1990). Ammonia
emissions are from Dentener and Crutzen (1994).
2. 4 Oxidation of aerosol precursors
For oxidation of aerosol precursors, we have developed two mechanisms, one highly sire-
plified and the other morecomprehensive.The simplied versionfocuseson the sulfur cycle,
while the comprehensiveversionpredictsorganicsand nitrogenoxides. The simple chemistry
version is basedon the CO-CH4 mechanismused in Easter et al. (1994) and Saylor et al.
(1996) and derived from the mechanism of Lelieveld and Crutzen (1990) with simple sulfur
chemistry added. CO and H202 are treated as transported species, distributions of NOx,
Oa, and CH4 are prescribed, and other non-sulfur species (primarily radicals) are calculated
using a pseudo-steady-state approximation. Oxidant concentrations (OH, H202, and O3)
are then used to calculate the gas- and aqueous-phase oxidation of sulfur dioxide (SQ) to
sulfuric acid (H2SO4) and the gas-phase oxidation of dimethyl sulfide (DMS) to SOs and
methanesulfonic acid (MSA). The yields of SO2 and MSA from DMS oxidation are based on
the work of Kreidenweis and Seinfeld (1988).
The simple chemistry mechanism is computationally very inexpensive but has a number
of limitations. Its treatment of DMS oxidation is highly simplified, it does not treat the for-
mation of nitrates, it prescribes ozone and nitrogen oxides, and most importantly, it does not
treat non-methane hydrocarbons (NMHC), which strongly affect the oxidant concentrations
(O, OH, H202).
With support from NASA and EPA, we therefore have developed a more detailed chem-
ical mechanism that is still fast enough for global applications. It is based on the Carbon
Bond Mechanism (CBM4) developed by Gery et al. (1989). The choice was based primarily
on the compactness of the mechanism due to its lumped structure approach for the treat-
ment of hydrocarbons. The structural-lumping technique categorizes the reactions of similar
carbon bonds, thus requiring fewer surrogate species as opposed to the molecular-lumping
approach used in the Regional Acid Deposition Model (RADM2) chemical mechanism devel-
oped by Stockwell et al. (1990). Although RADM2 has more hydrocarbon species and more
comprehensive interactions of various intermediates and radicals that are either ignored or
not retained in CBM4, they are of little value in this situation since the available global
emission inventories are themselves poorly resolved among hydrocarbon species.
We have modified CBM4 for global chemical modeling by explicitly treating the lesser
reactive paraffins such as methane and ethane, and their intermediates methyl and ethyl
peroxyl radicals. These modifications are similar to the treatment in RADM2. The modified
CBM4 has 40 species and 92 reactions. It runs almost twice as fast as RADM2 and predicts
very similar sulfate and other trace species concentrations.
The simple chemistry mechanism simulates oxidant concentrations (OH, H02, H202, etc.)
well under pristine conditions. However, the performance quickly deteriorates in the presence
of NMHCs under moderately to even slightly polluted rural scenarios. The modified CBM4
predicts lower oxidant concentrations under polluted rural scenarios as compared to the
simple mechanism which neglects NMHC reactions. Figure 1 shows overprediction of sulfate
and nitrate by simple chemistry due to higher oxidant concentrations. The plot shows sulfate
and nitrate concentrations after one day for different rural scenarios of slight to moderate
pollution (NO_ ranged from 0.1-2.0 ppb and NMHC/NOz ranged from 0.5-25ppb).
The simplified chemistry mechanism crudely distinguishes between sulfuric acid vapor,
which can form new aerosol particles through honmgeneous nucleation, and MSA, which
cannot. To improve this partitioning, we have derived a condensed dimethyl sulfide (DMS)
photo-oxidation mechanism from the comprehensive mechanism proposed by Yin et al. (1990)
(which is comprised of 50 sulfur species and 166 sulfur reactions). The comprehensive scheme
has been condensed by eliminating consistently unimportant reactions for several scenarios
of varying NO_, NMHC, Oa, temperature, and humidity. Important NOx reaction pathways
have been preserved so that the final condensed scheme is able to handle more polluted
chemical regimes as well. The condensed DMS mechanism consists of only 12 sulfur species
and 33 reactions. The combination of the modified CBM4 and condensed DMS mechanisms is
nearly 66% faster than the modified CBM4 and comprehensive DMS mechanism, and predicts
SO2, H2SO4, MSA, NO,, and Oa concentrations within 5-15% from the full mechanism under
typical marine air conditions.
Langner et al. (1992) estimate that most sulfur oxidation occurs in clouds. In the simple
chemistry module the aqueous phase transformation of S(IV) to SO_ is assumed to proceed
through reactions with H202 and O3. Reactions with oxygen catalyzed by metals such as
manganese and iron may also be of importance in areas where the concentrations of those
metals are high (Penkett et al., 1979; Martin, 1984). To better predict concentrations of
the important aqueous-phase oxidants H202 and 03, we have implemented the condensed
aqueous-phase mechanism proposed by Pandis and Seinfeld (1989) with a detailed mass-
transfer treatment for coupling the gas- and aqueous-phase chemistries. This aqueous-phase
chemistry module treats 30 species and 60 reactions and includes all the important pathways
for S(IV) transformation involving reactions of S(IV) with 0.3, H20_, Q(catalyzed by Mn +
and Fe+), OH, HO> SO_-, HSO_, SO4, CH3OOH, CH3C(O)OOH, NO2, HCHO and Cl_-.
The detailed free radical chemistry, chlorine chemistry and the chemistry of formaldehyde and
formic acid are also included to better predict concentrations of the important aqueous-phase
free radicals and oxidants such as OH, HO2 and H202. The mass-transfer model is based
on the Two-Film theory which involves calculation of the liquid-side enhancement factor
for fast reacting species, and allows estimation of the overall mas-transfer limitation using
contributions from both gas- and liquid-side mass-transfer resistances for a given species
(Astarita, 1967; Schwartz and Freiberg, 1981; Schwartz, 1988; Shi and Seinfeld, 1991).
We have begun to extend the comprehensive gas- and aqueous-phase chemical model to
include treatments for secondary organic aerosol formation from photo-oxidation products of
biogenic hydrocarbons such as isoprene and terpenes. In the United States alone, biogenic
hydrocarbon sources are estimated to produce 30-60 Mt of atmospheric carbon annually
which includes species such as isoprene and monoterpenes. Studies (Hatakeyama et al., 1989;
Pandis et al., 1991) have indicated significant aerosol forming potential of monoterpenes
which may play an important role in CCN activation dynamics. Novakov and Penner (1994)
found that organic material is a significant component of marine CCN.
Based on the available kinetic and mechanistic information for c_-pinene, we have pa-
rameterized a reaction mechanism capable of producing aerosol under different atmospheric
scenarios, as well as generating ozone, CO, H202, and other gaseous products. In this
scheme, c_-pinene can react with OH and nitrate radical to form aerosol precursors in the
presence of HO2 radicals. Reaction of a-pinene with ozone does not contribute to aerosol
formation directly, but the resulting Criegee intermediates yield the oxidants OH radical,
HO2 radical, and H202, thus influencing the oxidant cycle and aerosol precursor oxidation
rates. Typical aerosol yield from OH reaction is about 2-8% in the daytime, while that from
from NOn reaction peaks at nighttime in the range of 5-15%, depending strongly on the NOz
concentrations. Another major product in o_-pinene oxidation is pinonaldehyde which can
further react similarly to a typical higher aldehyde. Due to lack of data for other monoter-
penes, and since c>pinene is the most dominant monoterpene emitted in the atmosphere, all
monoterpenes will be modeled as c_-pinene. The reaction mechanism has also been partially
incorporated into the simple chemistry model. It treats formation of the secondary organic
aerosolsbut ignores the effectsof photo-oxidation products on oxidant chemistry, and is
limited to daytime conditions.
Table 1 summarizesthe simple and comprehensivechemistry mechanisms.
2.5 Condensational growth and water uptake
Once oxidized, the aerosol precursor gases condense upon preexisting aerosols. Charac-
teristic times for gas- and aerosol-phases to reach equilibrium may range from a few seconds
to a few hours or even a day depending on the ambient temperature and particle size and
number concentration (Wexler and Seinfeld, 1990; Meng and Seinfeld, 1996). Some field
measurements appear to support the theoretically predicted time-scales (Allen and Harri-
son, 1989; Harrison and Msibi, 1994). Also, with several co-existing aerosol modes with
different compositions, number concentrations, and mean particle diameters, the rates of
condensation/evaporation to/from each will be different. This can result in preferential con-
densation of non-volatile gases such as sulfuric acid and MSA onto one mode over another.
This effect is experienced by volatile species such as nitric and hydrochloric acids as well,
along with inter-mode transfer, both governed by equilibrium constraints.
Considering these factors, we have developed a dynamic aerosol growth model suitable
for global simulations. Depending on the composition, ambient RH, and particle history, the
aerosol may be completely solid, completely liquid, or a mixed-phase. We plan to simulate
these phases and the hysteresis effect based on individual deliquescence RHs of each salt
that may form in the aerosol, at or above which it is completely dissolved while completely
solid otherwise. An assumed mutual crystallization RH of 35% is used to complete the
hysteresis cycle. This approach is based on several single-particle laboratory experiments
(Spann and Richardson, 1985; Chan et al., 1992; Tang and Munkelwitz, 1993; Tang and
Munkelwitz, 1994; Kim et al., 1994) as well as some field observations (Rood et al., 1987;
Rood et al., 1989; Shaw and Rood, 1990). Thus, the equilibrium surface concentrations
of each condensing/evaporating species and for each mode are estimated using equilibrium
constraints depending on the ambient RH, phase-state, and the composition of the aerosol-
phase. Since water vapor will always be in great excess compared to other trace gases, it
is assumed to be in equilibrium with the aerosol-phase whenever a wet aerosol is predicted.
We are employing the widely accepted "ZSR mixing rule" (Zdanovskii, 1936; Stokes and
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Robinson, 1966, Kim et al., 1993) along with the Kelvin Effect (Pruppacher and Klett,
1978) to compute the equilibrium water content of multicomponent aqueous aerosols. The
Kelvin Effect is, however, ignored for the coarse mode particles.
As apparent in the above approach, the liquid-solid equilibria are ignored and thus the
amounts of solid and liquid phases computed are an approximation to the actual values.
However, due to the complex nature of the problem, and even more due to the fact that "real"
ambient aerosols are probably much more chemically complicated, the accurate equilibrium
calculation of the solids and liquids in our "simplified" system may not justify the extra
computational cost.
The activity coefficients in the multicomponent aqueous aerosol are estimated by a mod-
ified version of the method proposed by Meissner and Kusik (1978). The original method
was intended only for mixtures of strong electrolytes, and thus could not be used directly
due to the presence of HSOg, a weak acid. The binary activity coefficients of each electrolyte
as a function of ionic strength are estimated by the most reliable method available for that
electrolyte, including the methods of Bromley (1973), Edwards et al., (1978), and Clegg
and Brimblecombe (1995). The box-model version is currently being tested for speed and
accuracy, and will soon be incorporated into GChM.
In the hysteresis region (humidities between the crystallization and deliquescence RHs),
aerosol water content depends on the particle history. Rigorous treatment of this in the
global model would require simulating both dry (solid) and wet (liquid) particles, at a major
computational cost. Instead we have implemented an approximate treatment. The water
content for each aerosol mode is treated as a prognostic (transported) model species. For
humidities in the hysteresis region, the equilibrium water content is computed at each time
step, assuming that the particles are all wet. If the transported water content exceeds 50%
of this equilibrium water content, then the particles are assumed to have been wet at the
previous time step, and the transported water content value is set to this equilibrium value.
Otherwise the particles are assumed to have been dry and the water content is set to zero.
2.6 Activation of aerosols as CCN
We have generalized the aerosol activation parameterization of Ghan et al. (1993) to the
case of an internal mixture of aerosol species for each mode, with different modes externally
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mixed and competing as CCN (Ghan et al., 1995). We have also refined the parameteriza-
tion for single aerosol types by combining the strengths of the Twomey (1959) and C-han
et aI. (1993) approaches (Abdul-Razzak et al., 1997), and have generalized the refined pa-
rameterization to the multimode case. We have applied the multimode aerosol activation
parameterization to the PNNL version of CCM2, with subgrid variations in activation ac-
counted for by integrating the activation over the subgrid probability distribution of vertical
velocity. The subgrid variance of vertical velocity is determined from the turbulent kinetic
energy predicted in the model (Yamada and Mellor, 1979). The simulation of droplet num-
ber with prescribed aerosol concentration is broadly consistent with observations, and the
simulated planetary albedo is in excellent agreement with observations.
2. _ Scattering and absorption of radiation
To estimate direct radiative forcing by aerosols, we have in the past used Kohler theory
to represent the influence of relative humidity on aerosol size, and Mie theory to determine
aerosol radiative properties. This physically-based approach provides the flexibility to treat
a wide range of internal mixtures of aerosol components. However, the Kohler theory does
not account for hysteresis in water uptake by aerosols, or interactions between ions. We have
therefore introduced a much more general treatment of thermodynamic equilibrium for the
gas-aerosol-water system. This treatment is described in section 2.5.
Previous efforts to estimate direct radiative forcing by aerosols have either neglected the
direct radiative forcing when clouds are present (which underestimates the direct radiative
forcing) or have ignored clouds altogether (which overestimates the direct radiative forcing).
We have developed a method that correctly accounts for the direct radiative forcing of
aerosols in the presence of clouds. By calculating the whole-sky planetary radiation balance
twice each time step, once with and once without aerosols, the direct radiative forcing due to
the aerosols can be determined from the difference between the whole-sky planetary radiation
balance. The indirect radiative forcing requires separate simulations in which clouds are
permited to interact with the aerosols, so that the indirect radiative forcing is the difference
between the total radiative forcing (the difference between the planetary radiation balance
for simulations with and without anthropogenic aerosols) and the direct radiative forcing.
Although calculating the whole-sky planetary radiation balance twice each time step adds an
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additional computational burden to the model,we consider it worthwhile becauseit allows
usto correctly distinguish betweendirect and indirect radiative forcing.
Work by Tegen et al. (1996) at NASA GISS has indicated that the infrared trapping by
dust can be as important as the solar scattering. We have therefore applied Mie theory to
estimate the infrared specific absorption by all aerosol modes, and parameterized the specific
absorption in terms of the wet mode radius and wet refractive index of each mode. The
influence of all aerosol modes on the upward and downward infrared flux is calculated at all
model levels by assuming the aerosols act as grey body absorbers using the aerosol radiative
properties at the 10 tim water vapor window (Thompson et al., 1987). To determine the
direct radiative forcing, the outgoing longwave flux at the top of the atmosphere is calculated
twice for the same clouds, water vapor, and temperature profile: once with and once without
aerosol absorption and emission.
Photolysis rates, which drive the photochemistry, are dependent on the local actinic flux,
and the actinic flux generally depends upon the presence of clouds. Previously the effect
of clouds on photolysis rates was ignored. The photolysis rates were computed offtine as
functions of altitude and solar zenith angle using clear sky values of actinic flux, and these
values were curve-fit using mixed transcendental-polynomial functions.
Because cloud radiative properties are nearly independent of wavelength for visible and
ultraviolet wavelengths, the influence of clouds on actinic flux (and thus photolysis rates)
can be easily accounted for by using the climate model radiation code to calculate the UV
actinic flux (readily determined from the direct beam and upward and downward diffuse
flux) with and without clouds, and applying the ratio of the whole-sky / clear-sky actinic
flux to the clear-sky photolysis rates. This is a first-order approximation because the whole-
sky/clear-sky actinic flux ratio has some wavelength dependence across the UV but is only
calculated at a single UV wavelength. However, this approach provides much more realistic
values for the photolysis rates than was previously done, and permits an estimate of the
indirect effect of aerosols on photochemistry.
2.8 Computational Performance
The computational burden of the detailed chemical mechanism is considerable. The table
below lists the CPU time for the coupled model with the simple chemistry and detailed
13
mechanisms. The CPU time for the climate model is 0.3 and 1.8 CPU days per month at
R15 and T42 resolution, respectively. The CPU time for the detailed mechanism is taxing
at R15 resolution and unacceptable at T42 resolution. We have therefore parallelized the
aerosol-chemistry model using a domain-decomposition method, in which the global domain
is decomposed into sets of latitude bands, with one set for each processor. For optimum
speed-up, the processors must have evenly distributed computational loads. Primary factors
affecting the computational load include number of daytime vs. nighttime grid cells, number
of cloudy vs. clear cells, and number of polluted vs. clean cells. By carefully selecting the
latitude bands within each set, the computational load can be evenly distributed among
processors. The latitude bands within a set need not be adjacent to each other. This has
reduced the CPU-time of the model with detailed chemistry by a factor of 3.5; further
reductions in CPU-time will require parallelization of the climate model.
CPU Days (IBM RS-6000-590) Per Simulated Month
R15 Resolution T42 Resolution
Simple . Detailed Simple I Detailed
Chemistry Chemistry Chemistry [ Chemistry
1.0 11.3 6.1 50.0
Additional significant speed-ups have also been achieved by implementing a regime-
dependent chemistry approach (Jacobson, 1995). The gas-phase chemistry routine has been
modified to allow different sets of chemistry for different chemical regimes (remote marine,
continental rural, urban, mid-tropospheric, ere). The marine chemistry set is more detailed
in DMS chemistry as opposed to an urban or continental rural chemistry set, which is more
detailed in NMHC reactions. There are also mixed chemistry sets for handling overlap-
ping chemical regimes. This approach reduces unnecessary complexity not demanded by a
given regime, thus reducing the total computational burden. Criteria for switching between
regimes have been developed. Without this treatment the timing for the detailed chemistry
listed in the above table would be much worse.
3. Evaluation
For evaluating the simulated aerosols and cloud-aerosol interations, we have applied a
simple form of four-dimensional data assimilation to the coupled model so that the simulated
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meteorology will follow actual meteorology during the evaluation period. The simulated
winds are nudged toward ECMWF analyze d winds with a nudging time scale of about 12
hours. Temperature is also nudged to maintain thermal wind balance. The simulation
described here is performed at T42 spectral resolution and with 24 vertical levels for the
period June - August 1994. This period was selected on the basis of the increasing availability
of multi-filter rotating shadowband radiometers (MFRSR) at a variety of sites around the
world, providing accurate measurements of column aerosol optical depth under clear skies.
The simple chemistry mechanism is employed. All aerosol modes (Aitken mode sulfate and
carbonaceous, accumulation mode sulfate and carbonaceous, coarse dust, and sea salt) are
treated.
Figure 2 compares the simulated and observed July 1994 mean surface sulfate concentra-
tion at IMPROVE and CASTNET sites in the United States, AEROCE sites in the North
Atlantic, and EMEP sites in Europe. Values are averaged over all sites in selected regions,
namely Scandanavia, the rest of Europe, North Atlantic, Eastern United States, Western
United States, Alaska and Hawaii. The agreement is to within 20% for all regions except for
the Eastern United States, where the simulated sulfate concentrations are about 40% lower
than observed. The spatial correlations between simulated and observed sulfate concentra-
tions within each region, also shown in Figure 2, are quite high for Scandanavia and the
Eastern United States, but low for the rest of Europe, for the North Atlantic, and for the
Western United States.
Figure 3 compares the August 1994 mean aerosol optical depth as simulated and as
estimated from AVHRR radiance data (Wagener et al., 1997). The simulated data have
been filtered by a mask consistent with the AVHRR analysis, which cannot estimate aerosol
optical depth at night, under cloudy conditions, or over land. Note that during August 1994
the NOAA satellite orbit carried the AVHRR instrument over the southern hemisphere in
darkness, so that no estimates of aerosol optical depth are possible there. The model is
correctly simulating the low aerosol optical depths over the remote oceans and the aerosol
plumes flowing eastward from the northeastern United States and westward from the Saharan
Desert. The high optical depths in the Middle East are also simulated well. However, the
model overestimates the optical depth in the central north Atlantic Ocean and off the coast
of Norway.
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Figure 4 comparesthe July - August mean aerosoloptical depth as simulated and as
measuredat 18surfaceMFRSR and stellar observatorysites. Becauseaerosoloptical depth
cannot be measuredunder cloudy conditions,both simulated and observedoptical depths
are averagedonly for clear-sky conditions. The surfacemeasurementsand the simulated
optical depth agreeto within 0.05 for nearly all sites, and little bias is apparent. The
one outlier is the stellar observatory at Uzbekistan, where the simulated optical depth is
much higher than observed,probably probably becausethe observatory is located on a
mountaintop, abovemost of the pollution presentoveran area the sizeof a model grid cell.
The sameexplanation also appliesto Mauna Loa. A more appropriate comparisonbetween
simulated and observedoptical depths would account for the differencebetween the model
grid cell surfaceelevationand the elevationof the surfacesite, and this will be donein future
evaluations.
How well doesthe global model representcloud-aerosolinteractions? Figure 5 compares
the simulatedand observedrelationshipbetweendroplet number and aerosolnumber. The
ratio of the droplet number to aerosolnumber is plotted versus the aerosolnumber. The
observationsare from aircraft measurementsreported by Gillani et al. (1992). The simu-
lated values, which are derived from monthly means at all grid points, have been adjusted
to account for the minimum particle size measured by the instrument. Both the simulation
and the observations show that the ratio decreases with increasing aerosol concentration,
reflecting the greater competition amoung cloud condensation nuclei at higher aerosol con-
centrations. The simulated ratio is generally smaller than that observed for the same aerosol
concentration, indicating that the model underestimates droplet number given an aerosol
concentration. Cloud simulations with a single column model suggest that this underesti-
marion is probably due to inadequate vertical resolution in the global model (Ghan et al.,
1997).
Figure 6 compares the simulated and observed frequency distributions of droplet number
for marine and continental air. The model correctly predicts the smaller droplet number con-
centrations and narrower frequency distribution for marine air, but generally underestimates
continental droplet concentrations.
In spite of simulating droplet number concentrations which are somewhat too low, the
model does simulate the planetary radiation balance quite well. Figure 7 compares the
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simulated and observedJuly mean cloud radiative forcing. The simulation captures the
primary spatial variations in cloud radiative forcing. The shortwavecloud radiative forcing
is too strong in the Intertropical ConvergenceZone,but this error is more an artifact of the
nudging schemethan of errors in model physicsbecauseit vanisheswhen nudging is not
applied. The global mean shortwavecloud forcing is too strong by about 10 W m-2, even
though simulated droplet numberconcentrationsareprobably too low.
4. Application to Climate Forcing
Havingperformeda preliminary evaluationof the the global aerosolmodel,wenow apply
it to the problemof estimating the direct and indirect radiative forcing due to anthropogenic
sulfate. The total radiative forcingis determinedfrom the differencein the plantary radiation
balancefor two simulations, onewith and onewithout anthropogenicsulfate. Direct forcing
is estimated by calculating the solar radiation balance twice during the samesimulation,
once with aerosolsand once without, with the direct forcing due to anthropogenic sulfate
determined from the differencebetweenthe direct forcing for the two simulations. That is,
if S and Sc_ea,_ are the solar flux calculated with and without aerosols, respectively, for a
particular simulation, then the direct forcing given by D = A(S - Sd_,m). Direct longwave
forcing is neglected because it is thought to be relatively small for sulfate aerosols. Indirect
forcing due to anthropogenic sulfate is determined from the difference between the total
radiative forcing for the two simulations, and the direct forcing due to anthropogenic sulfate:
I = AS - D =/XS_tea,, •
Because they are preliminary, the simulations are performed at the relatively coarse R15
resolution. The simulated winds and temperature are, like the evaluation simulation, nudged
toward ECMWF analyses. Withoutsuch nudging, the simulated winds are not accurate
enough for the treatment of dust emission, which is highly sensitive to surface wind speed.
In addition, nudging reduces the influence of dynamical instabilities on natural variability,
so that differences between simulated fields can be more accurately attributed to differences
in model physics.
Table 2 compares the simulated and observed global mean planetary radiation balance
for July 1994. The simulated global radiation balance is within 10 W m -2 for the longwave.
The simulated shortwave cloud forcing is about 15 W m -2 too strong, primarily due to an
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excessivelystrongsimulated intertropical convergencezone.At other latitudes the agreement
with observationsis quite good.
The simulateddirect forcing due to anthropogenicsulfate is estimated to be -0.7 W m-2,
which is in agreementwith other estimates,allowing for the fact that the simulation was
performed for the summertime of the more polluted northern hemisphere. The indirect
forcing due to anthropogenicsulfate is -2.4 W m-2, substantially stronger than other more
empirically-basedestimates. The annual mean indirect forcing is likely to be somewhat
weaker.Treating moreorganicaerosolscouldfurther reducethe indirect forcing estimate by
increasingthe competition amongCCN, but the estimatedindirect forcing is unlikely to be
reducedby more than a factor of two.
Figure 8 showsthe the zonal meandirect forcing for the simulations with and without
anthropogenicsulfur. The direct forcing is positiveover the arctic, wherethe surfacealbedo
is higher than the albedoof the smoke.The anthropogenicsulfur contributesto direct forcing
most in the northern midlatitudes, with fairly uniform cooling of about 20 W m-2 between
30N and 70N.
The indirect forcing is partly due to the smaller size of the cloud droplets with an-
thropogenic sulfur, and partly due to the greater liquid water. Figure 9 showsthe spatial
frequency distributions of in-cloud droplet number concentration for the two simulations.
The distributions look similar, but there is a systematicdifferencebetweenthe distributions,
the mediandroplet number concentrationbeing47.8and 40.5cm-3 for the simulations with
and without anthropogenicsulfur. Sucha shift producesdifferencesin both droplet effective
radiusand columnliquid water. The medianeffectiveradius decreasesfrom 11.1pm without
anthropogenic sulfur to 10.7 #m with anthropogenic sulfur. The global mean column liquid
water increases from 70.5 g m -2 without anthropogenic sulfur to 73.5 g m -2 with anthro-
pogenic sulfur, with most of the increase occuring in the more polluted hemisphere. The
cloud fraction, suggested by some to increase with more pollution, changes very little.
5. Future "Work
We have developed the global aerosol model to the point that several publications are in
sight. These include
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• A paper comparing the simulated and observedsurface sulfate and aerosol optical
depth. The simulation hasalreadybeenperformed and much of the analysis is com-
plete.
• A paperexploring the sensitivity of the simulated direct and indirect radiative forcing
to anassumedbackgroundaerosolconcentration.Simulationswith backgroundaerosol
concentrationsof 100and 300cm-a are under way.
• A paper estimating the direct and indirect radiative forcing. The preliminary R15
June-July simulations will be extendedto T42 resolution and a full annual cycle.
• A paper comparing simulations with detailed and simple chemistry. Both models are
nearly ready to begin two-month simulationsat R15 resolution.
• A paperevaluatingthe CO simulation becomparingwith MAPS measurementsduring
April and October 1994.
If the last papershowsthat the detailedchemistrymakeslittle differencein the simulated
aerosoloptical depth and CCN concentrations, then our future work will focus on the predic-
tion of aerosol number in the simple chemistry model. If, on the other hand, the comparison
shows that the detailed chemistry yields substantially different aerosol optical depth and
CCN concentrations, then our future work will include a significant effort on improving the
computational efficeincy of the detailed chemistry model and performing more simulations
with it. All this work of course, will be funded by our new NASA MTPE Grant and by
support from the DOE Atmospheric Chemistry program.
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Table 2. GLOBAL RADIATION BALANCE
I Observed SimulatedJuly anthro natural A
Outgoing Longwave
cloud-free sky
cloud forcing
total
Absorbed Solar
cloud-free sky
cloud forcing
total
clean sky
total - clean
Net ERB
cloud-free sky
cloud forcing
total
264.6
28.4
239.1
280.8
-46.3
234.5
16.2
-20.8
-4.6
271.3
28.6
242.6
284.8
-62.1
222.7
223.9
-1.2
13.5
-33.4
-19.9
271.3 0.0
28.7 -0.1
242.7 -0.1
286.0 -1.2
-60.3 -1.8
225.8 -3.1
226.3 -2.4
-0.5 -0.7
14.7 -1.2
-31.6 -1.8
-16.9 -3.0
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Figure 1: Box-model comparison between performances of simple and comprehensive chem-
ical mechanism for sulfate and nitrate productions. Note that simple chemistry tends to
predict higher sulfate and nitrate concentrations under a range of rural conditions. The
sulfate and nitrate are actually H2SO4 and HNO3, which would condense onto aerosols. The
simple mechanism simulates HNOa very crudely (in steady state with the prescribed NOx
concentrations), and we do not actually use this HNO3 to produce nitrate aerosol in the
global aerosol-chemistry model.
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Figure 2: Simulated and observed July 1994 mean surface sulfate concentration in selected
regions.
Figure 3: August 1994 mean aerosol optical depth as simulated and as estimated from
AVHRR radiance data.
Figure 4: July-August 1994 mean aerosol optical depth as simulated and as measured by
multifilter rotating shadowband radiometers and stellar photometry.
Figure 5: Simulated and observed ratio of the droplet number to aerosol number plotted
versus the aerosol number concentration. Observations are from aircraft measurements by
Gillani et al. (1992). Simulated values are time means at each grid point, with aerosol
number concentrations reduced to account for the minimum particle size measured by the
aircraft instrument.
Figure 6: Simulated and observed frequency distributions of droplet number for marine and
continental air. Observations are from Tellus 10, 258-259 as reported by Wallace and Hobbs
(1977). Simulated values are for time means at each grid point.
Figure 7: Zonal mean longwave and shortwave cloud forcing simulated and observed for July.
Observations are from Harrison et al. (1990).
Figure 8: Zonal mean direct radiative forcing by all aerosols and by all but the anthropogenic
sulfate aerosols for July.
Figure 9: Spatial frequency distributions of the July mean in-cloud droplet number concen-
tration for simulations with and without anthropogenic sulfur.
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