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Abstract
Periodic integral operators over Cayley-Dickson algebras related
with integration of PDE are studied. Their continuity and spectra are
investigated. 1
1 Introduction
Integral operators over Cayley-Dickson algebras are useful for integration of
linear and non-linear partial differential equations [26, 27].
Sections 2 and 3 are devoted to spectra of periodic integral operators
over Cayley-Dickson algebras, that can be used for analysis of solutions in
a bounded domain or of periodic solutions on the Cayley-Dickson algebra of
PDE including that of non-linear. This is actual, because spectra of operators
are used for solutions of partial differential equations, for example, with
the help of the inverse scattering problem method (see also [1]). Moreover,
hypercomplex analysis is fast developing and also in relation with problems
of theoretical and mathematical physics and of partial differential equations
[4, 9, 11]. Cayley-Dickson algebras are used not only in mathematics, but
also in applications [6, 12, 10, 15, 16].
1key words and phrases: non-commutative functional analysis, hypercomplex numbers,
Cayley-Dickson algebra, integral operator, spectra, non-commutative integration
Mathematics Subject Classification 2010: 30G35, 17A05, 17A70, 47A10, 47L30, 47L60
1
Analysis over Cayley-Dickson algebras was developed as well [18, 19, 20,
21, 22]. This paper continuous previous articles and uses their results [23,
24, 25, 26, 27]. Notations and definitions of papers [18, 19, 20, 21, 22] are
used below. The main results of this paper are obtained for the first time.
2 Periodic integral operators over Cayley-Dickson
algebras
1. Notation. Let X be a Banach space over the Cayley-Dickson algebra
Av with 2 ≤ v, v ∈ N. Let also Aw be the Cayley-Dickson subalgebra
Aw ⊆ Av, where 2 ≤ w ≤ v.
The Cayley-Dickson algebra Av has the real shadow R2w . On this real
shadow take the Lebesgue measure µ so that µ(
∏2w
j=1[aj , aj +1]) = 1 for each
aj ∈ R. This measure induces the Lebesgue measure on Aw denoted also by
µ. A subset A in Aw is called µ-null if a Borel subset B in Aw exists so that
A ⊆ B and µ(B) = 0. The Lebesgue measure is defined on the completion
Bµ(Aw) of the Borel σ-algebra B(Aw) on Aw by µ-null sets.
If 1 ≤ p < ∞, Lp(Aw, X) will denote the norm completion of a space of
all µ-measurable step functions f : Aw → X for which the norm
(1) ‖f‖p := p
√∫
Aw
‖f(z)‖pXµ(dz)
is finite, where
f =
n∑
k=1
bkχBk
is a step function so that bk ∈ X and Bk ∈ Bµ(Aw) for each k = 1, ..., n;
Bk ∩ Bj = ∅ for each j 6= k; ‖x‖X denotes the norm of a vector x in X ,
certainly, the norm is non-negative, 0 ≤ ‖x‖X , n is a natural number. If
p =∞, the norm is given by the formula:
(2) ‖f‖∞ := essµ sup
z∈Aw
‖f(z)‖X .
Then a Banach space Lq(L
p(Aw, X)) of all bounded R-homogeneous Av ad-
ditive operators T : Lp(Aw, X) → Lp(Aw, X) is considered. Let K : A2w →
Lq(X) be a strongly measurable operator valued mapping, that is a mapping
g(t, s) := K(t, s)y : A2w → X is (Bµ2(A2w),B(X)) measurable for each vector
y ∈ X , i.e. g−1(Q) ∈ Bµ2(A2w) for each Borel subset Q ∈ B(X), where µ2 is
the Lebesgue measure on A2w.
In the paper [27] the following theorem about first order partial differen-
tial operators with variable Av coefficients was demonstrated.
Theorem. Suppose that a first order partial differential operator Υ is
given by the formula
(i) Υf =
∑n
j=0(∂f/∂zj)φ
∗
j(z),
where φj(z) 6= {0} for each z ∈ U and φj(z) ∈ C0(U,Av) for each j = 0, ..., n
such that Re(φj(z)φ
∗
k(z)) = 0 for each z ∈ U and each 0 ≤ j 6= k ≤ n, where
a domain U satisfies Conditions 2.1.1(D1, D2), 0z is a marked point in U ,
1 < n < 2v, 2 ≤ v. Suppose also that a system {φ0(z), ..., φn(z)} is for n =
2v− 1, or can be completed by Cayley-Dickson numbers φn+1(z), ..., φ2v−1(z),
such that (α) algR{φj(z), φk(z), φl(z)} is alternative for all 0 ≤ j, k, l ≤
2v − 1 and (β) algR{φ0(z), ..., φ2v−1(z)} = Av for each z ∈ U . Then a line
integral IΥ : C0(U,Av) → C1(U,Av), IΥf(z) := Υ ∫ z0z f(y)dy on C0(U,Av)
exists so that
(ii) ΥIΥf(z) = f(z)
for each z ∈ U ; this anti-derivative is R-linear (or H-left-linear when v = 2).
If there is a second anti-derivative IΥ,2f(z), then IΥf(z)− IΥ,2f(z) belongs
to the kernel ker(Υ) of the operator Υ.
For a first order partial differential operator σ = Υ over Aw with constant
or variable coefficients consider the antiderivative operator σ
∫
on Aw. Put
(3) (Bx)(t) := σ
∫ ∞
−∞
K(t, s)x(s)ds
whenever this integral converges in the weak sense as
(4) σ
∫ ∞
−∞
u[K(t, s)x(s)yds] := lim
a→aα,b→bα σ
∫
γα|[a,b]
u[K(t, s)x(s)yds] ∈ Av
for each y ∈ X and right Av linear continuous functional u ∈ Lr(X,Av) =
X∗r , where x ∈ Lq(Lp(Aw, X), Lp′(Aw, X)) so that (xf)(s) = x(s)f(s) for
each f ∈ Lp(Aw, X), x(s) ∈ Lq(X) for every s ∈ Aw,
lim
a→aα
γα(t) =∞ and lim
b→bα
γα(t) =∞,
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aα < bα, Aˆw is the one-point (Alexandroff) compactification of the Cayley-
Dickson algebra as the topological space,∞ = Aˆw \Aw, α ∈ Λ. The integral
in Formula (4) reduces to the integral described in §4.2.5 [22]. Consider a
periodic integral kernel
(5) K(t, s) = K(t+ pjωjij , s+ pjωjij),
also φj(s + pjωjij) = φj(s) for µ almost every Cayley-Dickson numbers
t, s ∈ Aw for all integers pj , where ωj > 0 is a period by zj , z = z0i0 +
... + z2w−1i2w−1 ∈ Aw, z0, ..., z2w−1 ∈ R; i0, ..., i2w−1 denote the standard
generators of Aw. Suppose that a foliation of Aw by paths γα is so that
(6) K(t, s) = K(γα(τ + pαωα), γα(κ + pαωα)) = K(γα(τ), γα(κ)), also
φj(γ
α(κ+ pαωα)) = φj(γ
α(κ))
for µ almost all t = γα(τ) and s = γα(κ) in Aw for each α with ωα > 0 and
all integers pα. Let S(ω) denote the shift operator
(7) S(ν)x(t) = x(t+ ν)
on a Cayley-Dickson number ν ∈ Aw, where t ∈ Aw.
For example, a foliation {γα : α} of Aw may be done by straight lines
parallel to Ri0 indexed by α ∈ Λ = {z ∈ Aw : Re(z) = 0}.
2. Definition. An operator x ∈ Lq(Lp(Aw, X), Lp′(Aw, X)) so that
(xf)(t) = x(t)f(t) and x(t) ∈ Lq(X) for every t ∈ Aw we shall call periodic,
if
(1) S(ωjij)x(t)f(t) = x(t)S(ωjij)f(t)
for each t ∈ Aw and f ∈ Lp(Aw, X) and every j, where X is a Banach space
over the Cayley-Dickson algebra Av with 2 ≤ v. A set {ωj : j = 0, ..., 2w−1}
will be called a net of periodic values. If for x exists a set of positive minimal
periodic values, then it will be call a set of periods.
3. Definition. Let Y be a Banach space over the Cayley-Dickson al-
gebra Av, where 2 ≤ v. Put l∞(Z, Y ) := {x : x : Z → Y, ‖x‖∞ :=
supk∈Z ‖x(k)‖Y <∞} and lp(Z, Y ) := {x : x : Z→ Y, ‖x‖p := [
∑
k∈Z ‖x(k)‖pY ]1/p <
∞} to be the Banach spaces of norm ‖∗‖p bounded sequences and with values
in Y , where Z denotes the ring of all integers, 1 ≤ p <∞.
A sequence {xn : n ∈ N} ⊂ l∞(Z, Y ) is called c-convergent to an element
4
x ∈ l∞(Z, Y ), if for each integer k ∈ Z the limit is zero:
lim
n→∞ ‖xn(k)− x(k)‖ = 0.
4. Definition. An operatorB ∈ Lq(l∞(Z, Y )) will be called c-continuous,
if an image {Bxn : n ∈ N} of each c-convergent sequence {xn : n ∈ N}
is a c-convergent sequence, where Lq(X) is written shortly for Lq(X,X), in
particular for X = l∞(Z, Y ), Y is a Banach space over the Cayley-Dickson
algebra Av, 2 ≤ v. The family of all c-continuous operators will be denoted
by Lcq(l∞(Z, Y )).
5. Lemma. The family Lcq(l∞(Z, Y )) from Definition 4 is a closed sub-
algebra over the Cayley-Dickson algebra Av in Lq(l∞(Z, Y )) relative to the
operator norm topology.
Proof. Evidently, the unit operator I is c-continuous. Definitions 3
and 4 imply that Lcq(l∞(Z, Y )) is a subalgebra in Lq(l∞(Z, Y )). Take an
arbitrary sequence Bn of c-continuous operators converging to an operator
B ∈ Lq(l∞(Z, Y )) relative to the operator norm. Let xn be an arbitrary
c-converging sequence to x in l∞(Z, Y ). From the c-continuity of an operator
Bn it follows that for each ǫ > 0 and j ∈ Z there exists a natural number
m so that ‖(Bn(xk − x)(j)‖ < ǫ/2 for each k > m. On the other hand, the
triangle inequality gives:
‖(B(xk − x))(j)‖ ≤ ‖((Bn − B)(xk − x))(j)‖+ ‖(Bn(xk − x))(j)‖
≤ ‖((Bn −B)(xk − x))(j)‖+ ǫ/2.
The sequence Bn is norm convergent, hence there exists a natural num-
ber l ∈ N such that ‖(B(xk − x))(j)‖ < ǫ for each k > l, since the limit
limk→∞ xk(j) = x(j) exists for each j with x ∈ l∞(Z, Y ) and supk ‖(xk −
x)(j)‖Y <∞. Thus the sequence Bxk is c-convergent:
lim
k
Bxk(j) = Bx(j) for each j,
hence this operator B is c-continuous.
6. Definitions. Let ek ∈ lp(Z,Av) be basic elements so that ek(j) = δk,j,
where δk,j = 0 for each j 6= k ∈ Z, while δj,j = 1 for every j ∈ Z. For an
operator B ∈ Lq(lp(Z, Y )) with 1 ≤ p ≤ ∞ and a Banach space Y over the
Cayley-Dickson algebra Av let
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(1) Bj,ky := (Beky)(j) ∈ Y
for each vector y ∈ Y , where eky ∈ lp(Z, Y ) with (eky)(j) = δk,jy for each j.
This set of operators {Bj,k : j, k ∈ Z} is called a matrix of an operator
B.
An Av Banach subspace in l∞(Z, Y ) of all two-sided sequences converging
to zero lim|k|→∞ x(k) = 0 is denoted by c0(Z, Y ).
7. Lemma. Suppose that B ∈ Lcq(l∞(Z, Y )) is a c-continuous non-zero
operator or B ∈ Lq(lp(Z, Y )), where 1 ≤ p < ∞, Y is a Banach space over
the Cayley-Dickson algebra Av, 2 ≤ v. Then its matrix is non-zero and
bounded. Moreover, Bc0(Z, Y ) ⊂ c0(Z, Y ) for each B ∈ Lq(l∞(Z, Y )).
Proof. For each B ∈ Lq(lp(Z, Y )) we have the estimate:
‖Bj,ky‖Y = ‖(Beky)(j)‖Y ≤ ‖Beky‖p ≤
‖B‖Lq(lp(Z,Y ))‖eky‖p = ‖B‖Lq(lp(Z,Y ))‖y‖Y
for each integers j, k ∈ Z and every vector y ∈ Y , hence supj,k ‖Bj,k‖ ≤
‖B‖Lq(lp(Z,Y )). Particularly, for B ∈ Lq(l∞(Z, Y )) and x ∈ c0(Z, Y ) this
implies that
‖(B(x− ∑
|k|≤n
ekx(k))(j)‖ ≤ ‖B‖Lq(l∞(Z,Y ))‖(x−
∑
|k|≤n
ekx(k))(j)‖Y .
But for each ǫ > 0 the set {k : ‖x(k)‖Y > ǫ} is finite, since x ∈ c0(Z, Y ),
consequently,
lim
n→∞ ‖x−
∑
|k|≤n
ekx(k)‖Y = 0
and hence Bx ∈ c0(Z, Y ).
Suppose that B ∈ Lcq(l∞(Z, Y )) has a zero matrix {Bj,k : j, k ∈ Z}.
Take an arbitrary vector x ∈ l∞(Z, Y ) and a sequence {xn : n ∈ Z} ⊂
l∞(Z, Y )∩ c0(Z, Y ) so that it c-converges to x. In the Banach space c0(Z, Y )
with norm ‖xn‖∞ the set of vectors {eky : y ∈ Y } is everywhere dense.
Since {Bj,k : j, k ∈ Z} = 0, the restriction B|(c0(Z,Y )) is zero and Bxn = 0
for each n. Thus the sequence Bxn does not converge to Bx. This produces
the contradiction. Therefore, the matrix {Bj,k : j, k ∈ Z} is non-zero.
In the space lp(Z, Y ) with 1 ≤ p < ∞ a subset of finite two-sided se-
quences in Y is dense, hence a non-zero operator B ∈ Lq(lp(Z, Y )) has a
non-zero matrix {Bj,k : j, k ∈ Z}.
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8. Definition. Let Λ be a Banach algebra with unit over the Cayley-
Dickson algebra Av, 2 ≤ v. A subalgebra Ξ over Av with unit is called
saturated if each element of Ξ invertible in Λ is invertible in Ξ as well.
9. Remark. Henceforth in this section it will be denoted for short by
l(Z, Y ) each of the Banach spaces c0(Z, Y ) and lp(Z, Y ) with p ∈ [1,∞] if
something other will not specified. Henceforward operators from Lcq(l∞(Z, Y ))
will be considered.
Let g ∈ l∞(Z,Av), then an operator D(g) is defined by the formula:
(1) (D(g)x)(k) := g(k)x(k)
for each x ∈ l∞(Z, Y ). The family of all such operators is denoted by E .
The family of all operators A ∈ Lcq(l∞(Z, Y )) quasi-commuting with each
D(g) ∈ E is denoted by Lsq(l∞(Z, Y )), that is
(2) jA kD(g) = (−1)κ(j,k) kD(g) jA
for each j, k = 0, 1, 2, ... (see §§II.2.1 [28], 2.5 and 2.23 [29]).
Evidently, this subalgebra Lsq(l∞(Z, Y )) is saturated in the operator al-
gebra Lcq(l∞(Z, Y )) with unit operator I as the unit of these algebras.
10. Definition. Take a Cayley-Dickson number of absolute value one
M ∈ Sv := {z : z ∈ Av, |z| = 1} and put M = {Mn : n ∈ Z} ∈ l∞(Z,Av),
where 2 ≤ v.
An operator B ∈ Lcq(l∞(Z, Y )) is called diagonal if it quasi-commutes
with D(M) ∈ E for each M ∈ Sv, where Y is a Banach space over the
Cayley-Dickson algebra Av, 2 ≤ v. The family of all diagonal operators we
denote by Ldq(l∞(Z, Y )).
11. Proposition. The family of all diagonal operators Ldq(l∞(Z, Y )) is
a saturated subalgebra in the algebra Lcq(l∞(Z, Y )).
Proof. If A,B ∈ Ldq(l∞(Z, Y )), then equations 9(2) for A and B and
D(M) imply
(1) (jA+jB) kD(M) = jA kD(M)+jB kD(M) = (−1)κ(j,k) kD(M)( jA+jB)
for each j, k = 0, 1, 2, ... and every M ∈ Sv due to distributivity of the
operator multiplication (see also §3.3.1). If z ∈ Av, then zA has components:
(2) j(zA) =
∑
s,l; isil=ij
(zsis
lA + (−1)κ(s,l)zlil sA)
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for each j, where as usually z = z0i0+z1i1+ ... with z0, z1, ... ∈ R. Therefore,
zA quasi-commutes with each D(M) for each z ∈ Av. Analogously it can
be demonstrated for Az. Thus Ldq(l∞(Z, Y )) is an algebra.
An inverse A−1 ∈ Ldq(l∞(Z, Y )) of an operator A ∈ Ldq(l∞(Z, Y )) quasi-
commuting with D(M) also quasi-commutes with D(M), since D(M) is in-
vertible and (AD(M))−1 = (D(M))−1A−1 = D(M∗)A−1 and (D(M)A)−1 =
A−1D(M∗), Ax = y implies x = A−1y,
I = (AD(M))−1(AD(M)) =
(AD(M))−1 ∑
j; isil=ij
[sA lD(M) + (−1)κ(s,l) lA sD(M)]
= (AD(M))−1 ∑
j; isil=ij
[sD(M) lA+ (−1)κ(s,l) lD(M) sA]
=
∑
j; ipiq=i∗j ; isil=ij
{[pD(M∗) qA−1 + (−1)κ(p,q) qD(M∗) pA−1]
[sD(M) lA + (−1)κ(s,l) lD(M) sA]},
where M∗ corresponds to M∗ = M˜ .
12. Definition. A sequence g ∈ l∞(Z,Av) is called periodic of period
k ∈ N if g(n+ k) = g(n) for each integer n ∈ Z, where Y is a Banach space
over the Cayley-Dickson algebra Av, 2 ≤ v.
13. Lemma. Diagonal operators from Ldq(l∞(Z, Y )) quasi-commute with
operators of multiplication on periodic sequences g ∈ l∞(Z,Av), where 2 ≤ v.
Proof. Let A ∈ Ldq(l∞(Z, Y )) be a diagonal operator and let g ∈
l∞(Z,Av) be a periodic sequence of period k ∈ N. Put θj := exp(2πij/k),
where j = 0, 1, ..., k − 1, i is an additional purely imaginary generator so
that i2 = −1, iil = ili for each l ≥ 0.
A minimal real algebra with basis of generators i0, i1, ..., i2v−1, i, ii1, ..., ii2v−1
and their relations as above is the complexification (Av)Ci of the Cayley-
Dickson algebra Av, where Ci = R ⊕ Ri. Then g can be presented in the
form:
(1) g(n) =
k−1∑
j=0
cjθ
n
j , where
(2) cj =
1
k
k−1∑
n=0
g(n)θ˜nj
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are (Av)Ci Fourier coefficients for each j = 0, 1, ..., k − 1. Indeed, i(ixjij) =
−xjij for each j and xj ∈ Yj, while (a+ b)c = ac+ bc and c(a+ b) = ca+ cb
for each c ∈ (Av)Ci and a, b ∈ Y ⊕ Y i, where we put ix = xi for each x ∈ Y .
Put ‖x+yi‖2 = ‖x‖2+‖y‖2 for each x, y ∈ Y and x+yi ∈ Y ⊕Y i. Therefore,
k−1∑
j=0
cjθ
m
j =
1
k
k−1∑
j=0
[
k−1∑
n=0
(
∑
l
gl(n)il)θ˜
n
j ]θ
m
j
=
∑
l
gl(n)
1
k
k−1∑
j=0
k−1∑
n=0
ilθ
m−n
j = g(m),
since the multiplication in the Cayley-Dickson algebra is distributive, where
g(m) =
∑
l gl(m)il with gl(m) ∈ R for each l = 0, 1, 2, ...,
1
k
k−1∑
j=0
exp(2πji(m− n)/k) = δn,m.
Therefore, the diagonal operator has the decomposition
(D(g)x)(n) = g(n)x(n) = (
k−1∑
j=0
(cjI)D(θˆj)x)(n)
that is
(3) D(g) =
k−1∑
j=0
(cjI)D(θˆj)
again due to distributivity of the multiplication in the Cayley-Dickson algebra
Av (see §2.5 [29]). On the other hand, A and D(θˆj) quasi-commute:
jA kD(θˆj) = (−1)κ(j,k) kD(θˆj) jA
for each j, k and from Proposition 11 it follows that A and D(g) quasi-
commute, where kD(θˆj)(n) ∈ Ciik for each n ∈ Z.
14. Corollary. Diagonal operators from Ldq(l∞(Z, Y )) quasi-commute
with multiplication operators D(g) on periodic sequences g ∈ l∞(Z,Av),
where 2 ≤ v.
15. Definition. If x ∈ lp(Z, Y ), where p ∈ [1,∞], Y is a Banach space
over the Cayley-Dickson algebra Av, 2 ≤ v, then its support is supp x :=
{n : n ∈ Z; x(n) 6= 0}.
16. Lemma. Let B ∈ Ldq(l∞(Z, Y )) be a diagonal operator and let
x ∈ l∞(Z, Y ) be with finite support, where Y is a Banach space over the
Cayley-Dickson algebra Av, 2 ≤ v. Then supp Bx ⊆ supp x.
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Proof. If the support of x is finite, then there exists a natural number
N ∈ N so that supp x ⊆ [−N,N ]. Consider natural numbers m > N and
n ∈ [−N,N ]. Put g(n + 2mk) = 1 if n ∈ supp x, while g(n + 2mk) = 0
for n ∈ [−N,N ] \ supp x, where k ∈ Z, hence g ∈ l∞(Z,Av) is of period
2m. Therefore, D(g)x = x by the construction of g. In view of Corollary
14 G(g) and B quasi-commute. On the other hand, g(l) = 0 for each l ∈
[−m,m] \ supp x, consequently, (Bx)(l) = 0, since Bx = BD(g)x. Thus
(Bx)(l) = 0 for each l /∈ supp x, since m > N is arbitrary.
17. Theorem. The algebras Lsq(l∞(Z, Y )) and L
d
q(l∞(Z, Y )) over the
Cayley-Dickson algebra Av coincide, where 2 ≤ v.
Proof. From the definitions it follows that the algebra Lsq(l∞(Z, Y )) is
a subalgebra of the algebra Ldq(l∞(Z, Y )) of diagonal continuous operators.
Therefore, it remains to prove the inclusion Ldq(l∞(Z, Y )) ⊆ Lsq(l∞(Z, Y )).
Consider arbitrary continuous diagonal operator B ∈ Ldq(l∞(Z, Y )) and an
element g ∈ l∞(Z,Av). Take x ∈ l∞(Z, Y ) so that xn = 0 for each |n| > N ,
where N is a natural number. We have jD(g) kBx = (−1)κ(j,k) kBjD(g)x for
each j, k. Extend the sequence g periodically to h so that h(−N) = g(N +
1) and h(m) = g(m) for each m ∈ [−N,N ], consequently, (D(g)x)(m) =
(D(h)x)(m) for each m ∈ [−N,N ]. In view of Corollary 14
(jB kD(g)x)(m) = (jB kD(h)x)(m) = (−1)κ(j,k)( kD(h)jBx)(m)
= (−1)κ(j,k)( kD(g)jBx)(m)
for each j, k and m ∈ [−N,N ]. Applying Lemma 16 for each |m| > N we
get (Bx)(m) = 0 and hence
(jB kD(g)x)(m) = (−1)κ(j,k)( kD(g)jBx)(m)
for each j, k = 0, 1, 2, ... and every integer numberm ∈ N. Thus for sequences
with finite supports this theorem is accomplished. But a set of all sequences
with finite support is dense in c0(Z, Y ) and in lp(Z, Y ) for every 1 ≤ p <
∞. Therefore, the statement of this theorem is valid on these spaces. In
accordance with Lemma 7 the conjecture spreads on a c-continuous operator
B from c0(Z, Y ) on the entire Banach space l∞(Z, Y ).
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18. Definition. Let g = (Gm : m ∈ Z) be a sequence belonging to
the Banach space l∞(Z, Lq(Y )), where Y is a Banach space over the Cayley-
Dickson algebra Av, 2 ≤ v. An operatorD(g) ∈ Lcq(l∞(Z, Y )) will be defined
by the formula: (D(g)x)(m) = Gmx(m) for each integer number m. A set
of all (left) multiplication operators on bounded operator valued sequences
forms an algebra over the Cayley-Dickson algebra Av, which will be denoted
by Lbq(l∞(Z, Y ))).
An operator B ∈ Lcq(l∞(Z, Y )) is called a (k, n) ribbon operator with
k ∈ N and n ∈ Z if Bs,l = 0Y is the zero operator from Lq(Y ) for each
|s− l + n| ≥ k, where s, l ∈ Z. Their family is denoted by L(k,n)q (l∞(Z, Y )).
A (k, 0) ribbon operator is called k-ribbon (single ribbon for k = 1).
Two propositions follow immediately from the latter definition.
19. Proposition. An operator B ∈ Lcq(l∞(Z, Y )) is (1, 0) ribbon if and
only if it is a multiplication operator on operator valued sequence.
20. Proposition. The algebra L(k,0)q (l∞(Z, Y )) is the saturated subalge-
bra of the algebra Lcq(l∞(Z, Y )) over the Cayley-Dickson algebra Av.
21. Theorem. Let B ∈ Lcq(l∞(Z, Y )), where Y is a Banach space over
the Cayley-Dickson algebra Av, 2 ≤ v. An operator B is (1, 0) ribbon if and
only if B is diagonal.
Proof. Suppose that B is a diagonal operator. Take a vector x ∈ Y and
an element ys = esx ∈ l∞(Z, Y ), where ys(k) = δs,kx, hence Bm,s(By)(m) ∈
Y , where s,m ∈ Z, Bs,m are elements of the matrix of B. ForM ∈ Sv matrix
elements of the operator D(M∗)BD(M) are prescribed by the formula:
(D(M∗)BD(M)ys)(m) = M−m(BMsys)(m)
for each s,m ∈ Z.
Take any purely imaginary generator ip of the Cayley-Dickson algebra
and put M = ip with p ≥ 1. As an operator B is diagonal, the equalities
follow:
(kBys)(m) = (−1)κ(p,k)η(s)is−mp (kBys)(m)
for each m, s, where η(s) = 0 for s even, while η(s) = 1 for s odd. This
implies that Bm,s = 0Y for s 6= m and Bm,s = Bm,m for m = s. Thus the
operator B is (1, 0) ribbon.
11
The inverse conjecture follows from Lemma 7 and Definition 18.
22. Corollary. An operator B ∈ Lcq(l∞(Z, Y )) is diagonal if and only if
B is an operator of multiplication on a bounded operator valued sequence in
Lq(Y ).
23. Definition. An operator B ∈ Lq(l∞(Z, Y ))) is called uniformly c-
continuous, if a mapping B˘ : S1 → Lq(l∞(Z, Y ⊕ Y i))) is continuous relative
to the operator norm topology on Lq(l∞(Z, Y ⊕ Y i))) and a topology on
S1 := {z : z ∈ Ci; |z| = 1} induced by the norm on the complex field
Ci, where 2 ≤ v, B˘(M) := D(M)BD(M∗) for each M ∈ S1, D(M) is a
diagonal (left) multiplication operator on a sequence M(k) = Mk, Y is a
Banach space over Av. The family of all uniformly c-continuous operators
is denoted by Lucq (l∞(Z, Y )) and is supplied with the uniform operator norm
topology
‖B‖u := sup
M∈S1
‖B˘(M)‖.
The real field is the center of the Cayley-Dickson algebra Av with v ≥ 2,
hence the generator i can be realized as the real matrix
(
0 1
−1 0
)
. If X and
Y are two Av vector spaces and B : X → Y is a real homogeneous Av
additive operator, then it has a natural extension B : Xi → Yi so that
B(a + bi) = (Ba) + (Bb)i for each vectors a, b ∈ X , where Xi is obtained
form X by extending the algebra Av to (Av)Ci and Xi can be presented
as the direct sum Xi = X ⊕ Xi of two Av vector spaces X and Xi. It is
convenient to denote B also by B on Xi.
24. Proposition. The family Lucq (l∞(Z, Y )) is a normed algebra over
the Cayley-Dickson algebra Av (see §23). If an operator B ∈ Lcq(l∞(Z, Y ))
is k-ribbon, then this operator B is uniformly c-continuous.
Proof. In algebra Lq(X) for a Banach space X over the Cayley-Dickson
algebra Av the operator norm satisfies the inequality: ‖AB‖ ≤ ‖A‖‖B‖,
particularly for X = l∞(Z, Y ) or X = l∞(Z, Y ⊕ Y i). Therefore, for each
uniformly c-continuous operators A and B the inequality follows:
‖AB‖u = sup
M∈S1
‖D(M)ABD(M∗)‖ = sup
M∈S1
‖D(M)AD(M∗)D(M)BD(M∗)‖
≤ sup
M∈S1
‖D(M)AD(M∗)‖ sup
M∈S1
‖D(M)BD(M∗)‖ = ‖A‖u‖B‖u,
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since set theoretic composition of operators is associative andD(M)D(M∗) =
I for each M ∈ S1 (see [32]). On the other hand, ‖B‖u ≥ ‖B‖ for each
B ∈ Lucq (l∞(Z, Y )), since D(I) = I and 1 ∈ S1, where I = (..., 1, 1, ...)
corresponds to 1.
For a k ribbon operator B a finite sequence nB of single ribbon operators
exists with |n| ≤ k so that
B =
k∑
n=−k
nBS(n),
where S(n) denotes a shift operator on n, (S(n)g)(m) := g(m+ n) for each
n,m ∈ Z and g ∈ l∞(Z, Y ). Therefore, the equality follows:
(B˘(M)x)(j) =
k∑
n=−k
[(M j+nI) nB((M
∗)nI)x](j + n),
but ‖[(M j+nI) nB((M∗)nI)y‖ ≤ ‖ nBy‖ for each y ∈ Y and M ∈ S1, conse-
quently, ‖B‖u ≤ ∑kn=−k ‖ nB‖ <∞.
25. Lemma. Let B ∈ Lucq (l∞(Z, Y )) be a uniformly c continuous op-
erator and (Bs,p) be its matrix, where s, p ∈ Z, where Y is a Banach space
over the Cayley-Dickson algebra Av, 2 ≤ v. Then for each M ∈ S1 matrix
elements of an operator B˘(M) have the form:
B˘(M)s,p = (M
sI)Bs,p(M
−pI).
Proof. In accordance with Definition 6 the equalities are valid:
B˘(M)s,p = (D(M)BD(M∗))s,px = ((D(M)BD(M∗))epx)(s)
= ((MsI)B(M−pI)epx)(s) = ((MsI)Bs,p(M−pI)epx)(s)
for all integer numbers s, p ∈ Z and for each vector x ∈ Y , since M ∈ S1
implies |M |2 =MM∗ =M∗M = 1 and hence M−1 = M∗.
26. Proposition. Let A,B ∈ Lucq (l∞(Z, Y )) be two uniformly c-continuous
operators, where Y is a Banach space over the Cayley-Dickson algebra Av,
2 ≤ v. Then ˘(AB)(M) = A˘(M)B˘(M) for each M ∈ S1.
Proof. The algebra of operators relative to the set-theoretic composition
is evidently associative (see also [32]), hence
˘(AB)(M) = D(M)ABD(M∗) = D(M)AD(M∗)D(M)BD(M∗)
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= A˘(M)B˘(M) for each M ∈ S1,
since MM∗ = M∗M = 1 and hence D(M)D(M∗) = D(M∗)D(M).
27. Proposition. Let B ∈ Lucq (l∞(Z, Y )) be a uniformly c-continuous
invertible operator, where Y is a Banach space over the Cayley-Dickson al-
gebra Av, 2 ≤ v. Then an operator B˘(M) is invertible so that B˘−1(M) =
(B˘)−1(M) for each M ∈ S1.
Proof. Applying Proposition 26 with A = B−1 one gets (B˘)−1(M) =
(D(M)BD(M∗))−1 = D(M∗)−1B−1D(M)−1 = D(M)B−1D(M∗) = B˘−1(M).
28. Lemma. Let B ∈ Lucq (l∞(Z, Y )) be a uniformly c-continuous opera-
tor, where Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Then there exists an equivalent norm on Y relative to an initial one so that
‖B‖ ≥ ‖B˘(M)‖ for each M ∈ S1.
Proof. The norm on the Cayley-Dickson algebra Av satisfies the inequal-
ity |ab| ≤ |a||b| for each a, b ∈ Av with 2 ≤ v. Particularly, for v ≤ 3 the
norm on Av is multiplicative.
Two norms ‖ ∗ ‖ and ‖ ∗ ‖′ on a Banach space Y are called equivalent if
two positive constants 0 < c1 ≤ c2 < ∞ exist so that c1‖x‖ ≤ ‖x‖′ ≤ c2‖x‖
for each vector x ∈ Y . Then ‖ax‖ ≤ |a|‖x‖ for each a ∈ Av and x ∈ Y
up to a topological isomorphism of Banach spaces, i.e. up to an equiva-
lence of norms on Y , since ‖txjij‖ = |t|‖xj‖ = ‖txj‖ for each xj ∈ Yj and
j = 0, 1, 2, .... Indeed, the multiplication of vectors on numbers Av × Y ∋
(a, x) 7→ ax ∈ Y is continuous relative to norms on Av and Y . There-
fore, ‖B˘(M)x‖ = ‖D(M)BD(M∗)x‖ ≤ ‖D(M)‖‖B‖‖D(M∗)‖‖x‖, conse-
quently, ‖B‖ ≥ ‖B˘(M)‖ for each M ∈ S1, since |M |n = |Mn| = 1 for each
integer n and hence ‖D(M)‖ = 1.
29. Definition. Let Cs(S
1, Lucq (l∞(Z, Y ⊕ Y i)) denote a Banach space
of continuous bounded mappings from S1 into Lucq (l∞(Z, Y ⊕ Y i)), where Y
is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
30. Corollary. There exists an equivalent norm on a Banach space Y
over the Cayley-Dickson algbera Av such that the mapping F : Lucq (l∞(Z, Y ))→
Cs(S
1, Lucq (l∞(Z, Y ⊕ Y i)) given by the formula F (B)(M) = B˘(M) for each
M ∈ S1 is R linear and Av additive and isometric operator.
Proof. This follows by combining Proposition 24 and Lemma 28.
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31. Lemma. Let B ∈ Lucq (l∞(Z, Y )). Then an operator valued mapping
B˘ : S1 → Lucq (l∞(Z, Y )) has the Fourier series of the form:
(1) B˘ ∼
∞∑
n=−∞
Mn nB˘
for each M ∈ S1, where
(2) nB˘ =
1
2π
∫ 2π
0
e−ntiB˘(eti)dt
are Fourier coefficients. Moreover, each operator nB˘S(−n) is diagonal.
Proof. From the definition of the uniformly c-continuous operator it fol-
lows that the restriction of B˘ on S1 is continuous, since a mapping B˘ : S1 →
Lucq (l∞(Z, Y ) is continuous. The function e
ti has the period 2π. Therefore,
integrals (2) exist for every n and a formal Fourier series (1) can be writ-
ten. On the other hand, the algebra algR(ik, il) is associative for every k and
l = 0, 1, 2, .... Therefore, using the distributivity law in the algebra (Av)Ci
we deduce that
M∓kBk,lM±l
∑
p
xpip =M
∓kBk,l
∑
p
M±lxpip,
where M ∈ S1, xp ∈ Yp for each p = 0, 1, 2, .... The algbera algR(i, ip, ik)
is associative for each p, k, consequently, the inversion formula (1) is valid,
since
1
2π
∫ 2π
0
e−ntiemti mB˘xdt = δm,n mB˘x
for each vector x ∈ Y . Then one gets
D(M) nB˘S(−n)D(M∗) = D(M) nB˘D(M∗)D(M)S(−n)D(M∗)
= (MnI) nB˘(M
−nI)(MnI)S(−n)(M−nI) = (MnI) nB˘S(−n)(M−nI)
for each M ∈ S1 and every integer n, since the product of diagonal operators
is diagonal.
32. Theorem. The algebra Lucq (l∞(Z, Y )) is the saturated subalgebra in
Lcq(l∞(Z, Y )), where Y is a Banach space over the Cayley-Dickson algebra
Av, 2 ≤ v.
Proof. The algebraic R linear Av additive embedding Lucq (l∞(Z, Y )) →֒
Lcq(l∞(Z, Y )) follows from the defintions. If a uniformly c-continuous operator
B on l∞(Z, Y ) is invertible in the algebra Lcq(l∞(Z, Y )), then the mapping
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B˘−1 is continuous from S1 into Lcq(l∞(Z, Y )) due to Proposition 27. Thus
B−1 ∈ Lucq (l∞(Z, Y )).
33. Definition. An operator B ∈ Lcq(l∞(Z, Y )) is called periodic of
period n on the Banach space l∞(Z, Y ) over the Cayley-Dickson algebra Av
with 2 ≤ v if S(n)B = BS(n), where n is a natural number, (S(n)x)(k) =
x(n+k) for each vector x ∈ l∞(Z, Y ) and every integer k. A set of n periodic
operators will be denoted by Ln,perq (l∞(Z, Y )).
34. Proposition. A set Ln,perq (l∞(Z, Y )) of n periodic operators on
l∞(Z, Y ) is a closed saturated subalgebra in the algebra Lcq(l∞(Z, Y )), where
Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Proof. If operators A,B ∈ Lcq(l∞(Z, Y )) commute with S(n), then
[(αI)A+B(βI)]S(n) = (αI)S(n)A+BS(n)(βI)
= S(n)(αI)A+ S(n)B(βI) = S(n)[(αI)A+B(βI)]
for each Cayley-Dickson numbers α, β ∈ Av and
ABS(n) = AS(n)B = S(n)AB.
Thus Ln,perq (l∞(Z, Y )) is an algebra over the Cayley-Dickson algebra Av.
From Definition 33 the algebraicR linearAv additive embedding Ln,perq (l∞(Z, Y )) →֒
Lcq(l∞(Z, Y )) follows.
The relation S(n)B−BS(n) = 0 defines a closed subset in Lcq(l∞(Z, Y )),
since S(n) is the bounded continuous operator on l∞(Z, Y ) and the map-
ping f(B) := S(n)B − BS(n) is continuous from Lcq(l∞(Z, Y )) into itself
Lcq(l∞(Z, Y )). Thus L
n,per
q (l∞(Z, Y )) is the closed subalgebra.
If an n periodic operatorB ∈ Ln,perq (l∞(Z, Y )) is invertible in Lcq(l∞(Z, Y )),
then B−1S(n) = S(n)B−1, since BS(n) = S(n)B ⇔ S(n) = B−1S(n)B ⇔
S(n)B−1 = B−1S(n). Thus B−1 ∈ Ln,perq (l∞(Z, Y )) and hence the subalgebra
Ln,perq (l∞(Z, Y )) is saturated in L
c
q(l∞(Z, Y )).
35. Lemma. An operator B ∈ Lcq(l∞(Z, Y )) is n periodic if and only if
its matrix satisfies the condition Bk+n,l+n = Bk,l for each integers k and l,
where Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Proof. Suppose that B ∈ Ln,perq (l∞(Z, Y )) and (Bk,l) is its matrix.
Then Bk,lx = (Belx)(k) = (S(−n)BS(n)elx)(k) = (S(−n)Bel+nx)(k) =
(Bel+nx)(k + n) = Bk+n,l+nx for each vector x ∈ Y and integers k and l.
Vise versa if B ∈ Lcq(l∞(Z, Y )) is a c-continuous operator, then it has
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a matrix (Bk,l) by Lemma 7. Then the condition Bk+n,l+n = Bk,l for each
integers k and l implies Bk+n,l+nx = (Bel+nx)(k+n) = (S(−n)Bel+nx)(k) =
(S(−n)BS(n)elx)(k) = (Belx)(k), consequently, S(−n)BS(n) = B and
hence BS(n) = S(n)B. Thus the operator B is n-periodic.
36. Corollary. Suppose that B is a c-continuous operator B ∈ Lcq(l∞(Z, Y )).
Then B is n-periodic and diagonal if and only if it is a (left) multiplication
operator on a stationary n-periodic sequence in Lq(Y ).
Proof. This follows from Theorem 17 and Lemma 35.
37. Definition. A function Bˆ : S1 → Lq(Y ⊕ Y i) prescribed by the
formula Bˆ(M)x :=
⊕n−1
j=0 B(D(M)x)(j) will be called the Fourier transform
of an n-periodic operator B ∈ Ln,perq (l∞(Z, Y )), where Y is a Banach space
over the Cayley-Dickson algebra Av, 2 ≤ v. We put
‖Bˆ(M)x‖ := n−1max
j=0
‖B(D(M)x)(j)‖.
By Cs(S
1, (Lq(Y ⊕Y i))n) will be denoted the Banach space of all bounded
continuous mappings G : S1 → Lq(Y ⊕ Y i) supplied with the norm
‖G‖ := sup
M∈S1
n−1
max
j=0
‖jG(D(M))‖,
where ‖A‖ denotes a norm of an operator A ∈ Lq(Y ), Y is a Banach
space over the Cayley-Dickson algebra Av, 2 ≤ v, G = ⊕n−1j=0 jG with
jG ∈ Lq(Y ⊕ Y i) for every j.
38. Lemma. Let B ∈ Ln,perq (l∞(Z, Y )) be a periodic operator, where
Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v. Then
Bˆ ∈ Cs(S1, (Lq(Y ⊕ Y i))n).
Proof. A uniform space Cs(S
1, Lq(Y ⊕ Y i)) is complete for a Banach
space Y over the Cayley-Dickson algebra Av. Take an arbitrary vector x ∈ Y
and a complex number K ∈ S1 and a sequence kM ∈ S1 converging to K.
The Banach spaces (Lq(Y ⊕ Y i))n and ⊕n−1j=0 Lq(Y ⊕ Y i) are isometrically
isomorphic when supplied with the corresponding norms, since n is a natural
number, where
(1) ‖A‖ = sup0≤j≤n−1 ‖jA‖
for each A = (0A, ..., n−1A) ∈⊕n−1j=0 Lq(Y ⊕ Y i), also
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(2) ‖x‖ = sup0≤j≤n−1 ‖jx‖
for each x = (0x, ..., n−1x) ∈⊕n−1j=0 (Y⊕Y i). Then a sequence {B(D(kM)x) : k ∈
N} c-converges to B(D(K)x), since an operator B is c-continuous. By Defin-
tions 3 and 37 this means that the limit exists
lim
k→∞
‖Bˆ(kM)x− Bˆ(K)x‖ = lim
k→∞
n−1
max
j=0
‖B(D(kM)x)(j)− B(D(K)x)(j)‖ = 0
and hence ‖F‖ ≤ 1, where F denotes the Fourier transform operator on
Ln,perq (l∞(Z, Y )) with values in Cs(S
1, (Lq(Y ⊕ Y i))n).
39. Corollary. If a sequence {Bp : p ∈ N} of n-periodic operators con-
verges to an n-periodic operator B relative to the norm on Ln,perq (l∞(Z, Y )),
then a sequence of their Fourier transforms F(Bp) converges to F(B) in
Cs(S
1, (Lq(Y ⊕ Y i))n).
40. Corollary. If B is an n-periodic operator and F(B) = Bˆ its Fourier
transform, then ‖B‖ ≥ supM∈S1 ‖Bˆ(M)‖.
41. Notation. A family of all n-periodic operators B ∈ Ln,perq (l∞(Z, Y ))
such that its Fourier transform F(B) = Bˆ has an absolutely converging
Fourier series
Bˆ(M) =
∞∑
k=−∞
n−1⊕
j=0
M (k−1)n+j (k−1)n+jB,
i.e.
∑∞
k=−∞max
n−1
j=0 ‖(k−1)n+jB‖ <∞, will be denoted by Ln,1q (l∞(Z, Y )).
42. Lemma. Let B ∈ Ln,perq (l∞(Z, Y )) be an n-periodic operator and its
Fourier transform F(B) = Bˆ has the form:
Bˆ(M) =
∞∑
l=−∞
M llB,
where Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Then
(1) B =
∞∑
k=−∞
kB¯S(kn),
where kB¯ =
⊕n−1
j=0 (k−1)n+jB ∈
⊕n−1
j=0 L
c
q(l∞(Z, Y )) is an operator of (left)
multiplication on stationary operator valued sequence kB¯ ∈ ⊕n−1j=0 Lq(Y ),
moreover,
(2) ‖kB¯‖ = sup0≤j≤n−1 ‖(k−1)n+jB‖ for each k.
Proof. In view of Lemma 7 the Banach spaces
⊕n−1
j=0 L
c
q(l∞(Z, Y )) and
Lcq(l∞(Z, Y )) are isometrically isomorphic, that follows from using the block
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form of matrices (B(k−1)n+j,(m−1)n+l) of operators B, where k,m ∈ Z and
j, l = 0, ..., n − 1, n ≥ 1. From Lemma 5 it follows that an operator∑∞
k=−∞ (k−1)n+jBS(kn) is c-continuous for each j, consequently,
∑∞
k=−∞ kB¯S(kn)
is also c-continuous. A matrix of the operator B coincides with that of∑∞
k=−∞ kB¯S(kn) by Lemma 35 and Definition 37. Therefore, Formula (1)
is satisfied in accordance with Lemma 7. The natural isometric embed-
ding Y →֒ Y ⊕ Y i induces isometric embeddings Lq(Y ) →֒ Lq(Y ⊕ Y i) and
Lq(l∞(Z, Y )) →֒ Lq(l∞(Z, Y ⊕Y i)) of normed spaces over the Cayley-Dickson
algebra Av.
From the definition of the operator norms on Lq(Y ⊕Y i) and⊕n−1j=0 Lq(Y ⊕
Y i) (see Formulas 38(1, 2)) and Lcq(l∞(Z, Y ⊕Y i)) Equality (2) follows, where
(3) ‖A‖ = sup0≤j≤n−1 ‖jA‖
for each A = (0A, ..., n−1A) ∈⊕n−1j=0 Lcq(l∞(Z, Y ⊕ Y i)).
43. Corollary. If B,D ∈ Ln,perq (l∞(Z, Y )), then
(1) (Bx)(l) =
∞∑
s=−∞
sBx(s + l)
=
∞∑
s=−∞
s−lBx(s) =: (b ⋆ x)(l)
and (BD)(x) = b ⋆ (d ⋆ x) for each x ∈ l∞(Z, Y ), where b = {sB : s ∈ Z} ∈
l1(Z, Lq(Y )), where Y is a Banach space over the Cayley-Dickson algebra Av.
Particularly, as 0 ≤ v ≤ 2 the convolution is associative b⋆(d⋆x) = (b⋆d)⋆x.
Proof. The equalities follow
(Bx)(l) =
∞∑
k=−∞
n−1∑
j=0
(k−1)n+jBx((k − 1)n+ j + l)
=
∞∑
k=−∞
n−1∑
j=0
(k−1)n+j−lBx((k − 1)n+ j)
from Lemma 42. Putting s = (k − 1)n+ j one gets Formula (1).
44. Remark. If n = 1, the Fourier transform of an operator valued
function b : Z → Lq(Y ) with b ∈ l1(Z, Lq(Y )) coinsides with the Fourier
series for a mapping B˘.
45. Proposition. Let A and B be two operators in Ln,perq (l∞(Z, Y )),
where Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Then
(1) ÂB(M) = Aˆ(M)Bˆ(M)
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for each M ∈ S1.
Proof. With M ∈ S1 we infer that
(2) m(AB) =
m∑
p=0
pA m−pB
and this implies Formula (1), since ÂB(M)x = A(D(M)B(D(M)x)) for
each x ∈ Y and M ∈ S1, since iij = ijifor each j.
46. Proposition. Let an operator B ∈ Ln,perq (l∞(Z, Y )) be n-periodic,
where Y is a Banach space over the Cayley-Dickson algebra Av, 2 ≤ v.
Then an operator Bˆ(M) is invertible and (Bˆ(M))−1x = Â−1(M)x for each
M ∈ S1 and x ∈ Y .
Proof. If N ∈ S1, then an algebra algR(N, is) is associative for each
s ≥ 0, since N = N0 +N1i with N0, N1 ∈ R and iis = isi for each s ≥ 0. If
M ∈ S1 and x ∈ Y , one can take the algebra algR(M) which is either the
real or complex field. Therefore, B(D(M)B−1(D(M)x)) = AA−1x = x with
Ax = B(D(M)x) by Proposition 45.
47. Corollary. Let B,D ∈ Ln,perq (l∞(Z, Y )) be n-periodic operators and
let (Bˆ(M))−1x = Dˆ(M)x for each M ∈ S1 and x ∈ Y , where Y is a Banach
space over the Cayley-Dickson algebra Av, 2 ≤ v. Then D = B−1.
Proof. This follows from Proposition 46, since theR linear span spanR{y =
Mx : M ∈ S1, x ∈ X} of such set of vectors is isomorphic with X ⊕Xi.
48. Lemma. Let an n-periodic operator B ∈ Ln,perq (l∞(Z, Y )) be uni-
formly c-continuous, where Y is a Banach space over the Cayley-Dickson
algebra Av, 2 ≤ v. Then its Fourier transform Bˆ is uniformly c-continous,
Bˆ ∈ Lucq (l∞(Z, Y ⊕ Y i)).
Proof. From the conditions of this lemma it follows, that the mapping B˘ :
S1 ∋M 7→ D(M)BD(M∗) is continuous from S1 into Ln,perq (l∞(Z, Y ⊕Y i)).
Up to an R-linear continuous algebraic automorphism of the Cayley-Dickson
algebra Av and the corresponding automorphism of a Banach space Y , the
Fourier series
(1) B˘(M) ∼
∞∑
k=−∞
Mk kB˘
exists by Lemma 31. This series converges to B˘(M) by Cezaro, that is
(2) B˘(M) = lim
m→∞
m∑
k=−m
(1− |k|
m+ 1
)Mk kB˘,
20
since (1 − |k|
m+1
) ∈ R while the real field is the center of the Cayley-Dickson
algebra Av. Particularly, for M = 1 one has Mk = 1 and B˘(1) = B (see also
§20.2(743) [8]).
The operator B is n-periodic, so consider its Fourier transform and get
(3) Bˆ(M) = lim
m→∞
m∑
k=−m
(1− |k|
m+ 1
) kBˆ(M).
In view of Lemma 31 each operator kB˘S(−k) is diagonal. Since B is n-
periodic, this implies that every operator
⊕n−1
j=0 (k−1)n+jB˘S(−(k − 1)n − j)
is n-periodic as well. Therefore, kBˆ(M)x = ( kB˘(D(M)x))(0) = (MkI) kBx
for each vector x ∈ Y ⊕ Y i, since Mk(M−kxlil) = Mk(M−kilxl) = xlil for
each l ≥ 0 and xl ∈ Yl, consequently, kBˆ(M) = (MkI) kB and hence
(4) Bˆ(M) = lim
m→∞
m∑
k=−m
(1− |k|
m+ 1
)(MkI) kB,
where (kB˘)s,p = kB for each s− p = k, s, p ∈ Z.
49. Notation. Let P be a Banach algebra over the Cayley-Dickson alge-
bra Av with 2 ≤ v. We denote by F (S1,P) a Banach space of all continuous
functions f : S1 → P with absolutely converging Fourier series
(1) f(M) =
∞∑
k=−∞
Mk kf
relative to the norm:
(2) ‖f‖ :=
∞∑
k=−∞
‖ kf‖,
where kf ∈ P for each k ∈ Z.
50. Corollary. Let B ∈ Ln,perq (l∞(Z, Y )), where Y is a Banach space
over the Cayley-Dickson algebra Av, 2 ≤ v. Then the following conditions
are equivalent:
(1) Bˆ ∈ F (S1, Lq(Y ⊕ Y i)) and
(2) B˘ ∈ F (S1, Lcq(l∞(Z, Y ⊕ Y i)).
Proof. This follows from Lemma 48, since ‖kB˘‖ = ‖kB‖ for each k ∈ Z.
Indeed, generally ‖kB˘x‖ = ‖kBx‖, since |ab| ≤ |a||b| for each Cayley-Dickson
numbers a, b ∈ Av and ‖ax‖ ≤ |a|‖x‖ for each a ∈ Av and x ∈ Y (see §I.2.1
[28]). In particular, if x ∈ Y0 or x ∈ Yl, then ‖ax‖ = |a|‖x‖.
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51. Theorem. The algebra Ln,perq (l∞(Z, Y )) is the subalgebra of the
algebra Lucq (l∞(Z, Y )), where Y is a Banach space over the Cayley-Dickson
algebra Av, 2 ≤ v.
Proof. If B ∈ Ln,perq (l∞(Z, Y )), then by Lemma 42 we have
B =
∞∑
k=−∞
kB¯S(kn),
where kB¯ =
⊕n−1
j=0 (k−1)n+jB ∈
⊕n−1
j=0 L
c
q(l∞(Z, Y )) is an operator of (left)
multiplication on stationary operator valued sequence kB˜ ∈ ⊕n−1j=0 Lq(Y ),
moreover,
‖kB¯‖ = ‖kB˜‖ for each k. In view of Proposition 24 an 1-ribbon operator
kB¯ is uniformly c-continuous. On the other hand, each shift operator S(n)
is uniformly c-continuous. The algebra Lucq (l∞(Z, Y )) is complete as the
uniform space. Therefore, the operator B is uniformly c-continuous.
3 Fourier transform on algebras and spectra
52. Definitions. Let G be a quasi-group, i.e. a set with one binary operation
(multiplication) so that
(1) there exists a unit element e so that eb = be = b;
(2) each element b has an inverse b−1, i.e. b−1b = bb−1 = e;
(3) a multiplication is alternative (aa)b = a(ab) and b(aa) = (ba)a and
(4) a−1(ab) = b and (ba)a−1 = b for each a, b ∈ G.
Let Ra be a Banach algebra over the real field R for each a ∈ G such that
Ra is isomorphic with Rb for all a, b ∈ G. Put
(5) R = {B : B ∈⊕
a∈G
aRa, ‖B‖ <∞},
GR =: {x : x ∈
⊕
a∈G
aR, |x| <∞}
is a quasi-group ring over the real field so that aβ = βa for each a ∈ G and
β ∈ R,
(6) |x|2 = ∑
a∈G
|xa|2 for x =
∑
a∈G
xaa
with xa ∈ R for each a ∈ G;
(7) ‖A‖2 :=∑
b∈G
‖Ab‖2
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for A =
∑
b∈GAbb with Ab ∈ Rb for each b ∈ G,
(8) bAa = Aab for each Aa ∈ Ra and a, b ∈ G. Suppose that Ra
(9) contains a unit element I and that
(10) ‖I‖ = 1 and
(11) ‖AB‖ ≤ ‖A‖‖B‖ for each A,B ∈ Ra.
Denote by L(R) the Banach space of all strongly integrable functions
f : R→ R supplied with the norm
(12) ‖f‖ :=
∫ ∞
−∞
‖f(t)‖dt <∞.
Henceforward, we suppose that an algebra R
(13) is alternative (AA)B = A(AB) and B(AA) = (BA)A for each A,B ∈
R and
(14) if A is left invertible, then also A−1(AB) = B, if A is right invertible
(BA)A−1 = B for every A,B ∈ R.
The alternativity implies that G and R are power-associative that is
bmbn = bn+m and BmBn = Bn+m for each b ∈ G and B ∈ R and nat-
ural numbers n,m, where bn = b(b(...(bb)...)) denotes the n-fold product,
b0 = e for b 6= 0, B0 = I for B 6= 0.
We consider their complexifications GCi := GR⊕GRi and RCi := R⊕Ri,
where Ci = R⊕Ri with ai = ia ∈ GCi,
(15) |a+ bi|2 = |a|2 + |b|2 for each a, b ∈ GR and
(16) ‖A+Bi‖2 = ‖A‖2 + ‖B‖2 for every A,B ∈ R.
Analogously a Banach space L(RCi) is defined with f : R→ RCi .
53. Lemma. Let R be an algebra as in §52 and let an element A ∈ R
be of norm ‖A‖ < 1, then the series C = I − A+ A2 − A3 + ... is absolutely
convergent and
(1) C(I + A) = (I + A)C = I.
Proof. From Formulas 52(7, 11, 16) it follows that ‖An‖ ≤ ‖A‖n for
each natural number n, consequently, the sequence of partial sums Sn :=
I − A + A2 − A3 + ... + (−1)nAn converges in R. A Banach algebra R is
power-associative and this implies Formula (1).
54. Lemma. Let R be an algebra as in §52 and let an element A ∈ R
have a left inverse Q. If B ∈ R is an element such that ‖B‖‖Q‖ < 1, then
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(A +B) has a left inverse C so that
(2) C = Q(I −BQ + (BQ)2 − (BQ)3 + ...).
Proof. A Banach algebra R satisfies conditions 52(13, 14), hence (A +
B) = (I +BQ)A, since QA = I. The alternativity (13) implies the Moufang
identities in the algebra R:
(M1) (XYX)Z = X(Y (XZ)),
(M2) Z(XYX) = ((ZX)Y )X ,
(M3) (XY )(ZX) = X(Y Z)X for each X, Y, Z ∈ R.
From Lemma 53 and Formulas (M1,M2) it follows that C(A + B) =
(Q(I−BQ+(BQ)2−...))((I+BQ)A) = (Q−Q(BQ)+Q(BQ)2−...)(A+B) =
I.
55. Corollary. The set Ul of all left invertible elements A ∈ R is an
open subset in R.
56. Notation. Denote by R′ the algebra over R of all periodic functions
x : [0, 2π]→ RCi of the form
(1) x(t) =
∞∑
n=−∞
ane
nti
with coefficients an ∈ R such that
(2)
∑
n
‖an‖ <∞
with point-wise addition and multiplication of functions
(3) (x+ y)(t) = x(t) + y(t), (xy)(t) = x(t)y(t) for each t ∈ [0, 2π].
57. Lemma. Suppose that x ∈ R′ and x(0) has a left inverse in R, then
there exists an element
(1) y(t) =
∞∑
n=−∞
cne
nti ∈ R′
such that
(2) c0 has a left inverse q0 in R and
(3) ‖q0‖∑∞n=1 ‖cn + c−n‖ < 1 and
(4) there exists ǫ > 0 so that y(t) = x(t) for each t ∈ (−ǫ, ǫ).
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Proof. Consider the following function given piecewise wǫ(t) = 1 for
|t| < ǫ, wǫ(t) = 2 − |t|/ǫ for ǫ ≤ |t| < 2ǫ, wǫ(t) = 0 for 2ǫ ≤ |t|, where
0 < ǫ ≤ π/2. Then one defines the function
yǫ(t) = wǫ(t)x(t) + [1− wǫ(t)]x(0) =
∞∑
n=−∞
bn(ǫ)e
nti.
This function satisfies Condition (4). It has the Fourier series with coefficients
bn = bn(ǫ):
bn =
3ǫ
2π
an+
∞∑
k=1
an−k + an+k
πk2ǫ
(cos(ǫk)−cos(2ǫk))−
∞∑
k=−∞
ak
cos(ǫn)− cos(2ǫn)
πn2ǫ
for n 6= 0 and
b0 = a0 +
∞∑
k=1
(a−k + ak)[1 +
cos(ǫk)− cos(2ǫk)
πk2ǫ
− 3ǫ
2π
].
Therefore,
lim
ǫ↓0
‖b0‖ = ‖
∞∑
k=−∞
ak‖ = ‖y(0)‖ > 0 and
∞∑
k=1
[‖bk‖+ ‖b−k‖] ≤
∞∑
k=−∞
‖ak‖Ak,
where a positive number δ > 0 exists such that 0 ≤ Ak < ǫ1/2[2|k|C + 9/π]
for each 0 < ǫ < δ and every k ∈ Z, where C = const > 0. Thus a positive
number ǫ0 > 0 exists so that
‖b0‖ >
∞∑
k=1
[‖bk‖+ ‖b−k‖]
for each 0 < ǫ < ǫ0 (see also [2, 33]). From Lemma 54 statements (2, 3) of
this lemma follow.
58. Corollary. If y ∈ R′ and y(t) satisfies Properties (2, 3) of Lemma
57, then y has a left inverse z in R′.
59. Theorem. If R′ is an algebra of periodic functions as in §56. Then
x(t) has a left inverse in R′ if x(t0) has a left inverse in R for each t0.
Proof. In view of Lemma 57 and Corollary 58 for each τ ∈ [0, 2π] a
positive number ǫ > 0 and an element yτ ∈ R′ exist such that yτ (t)x(t) = I
for each t ∈ (τ − ǫ, τ + ǫ). The segment [−π, π] is compact, that is, each
its open covering has a finite subcovering, consequently, a finite number of
functions yτ induces a function y ∈ R′ so that y(t)x(t) = I for each t.
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60. Lemma. Suppose that −π < α < a < b < β < π and x1, x2 ∈ R′
and x2(t) has a left inverse for each t ∈ (α, β) and x1(t) vanishes for every
−π ≤ t < a and b < t ≤ π. Then an element x3 ∈ R′ exists vanishing on
[−π, α) ∪ (β, π] such that
(1) x1(t) = x3(t)x2(t) for each t ∈ [−π, π].
Proof. From Lemma 57 and Corollary 58 it follows, that to any τ ∈ [a, b]
a positive number ǫ > 0 and an element yτ ∈ R′ correspond such that
yτ (t)x2(t) = I for each t ∈ (τ − ǫ, τ + ǫ). As in §59 one gets that an element
z ∈ R′ exists such that z(t)x2(t) = I for every t ∈ [a, b]. Put x3(t) =
x1(t)z(t), consequently, x3(t) = 0 for each t ∈ [−π, α] ∪ [β, π] and x3 ∈ R′
and hence Assertion (1) is valid, since the algebra R satisfies Conditions
52(13, 14) and enti commutes with R and (ane
nti)(bke
kti) = (anbk)e
(n+k)ti for
each an, bk ∈ R and n, k ∈ Z.
61. Lemma. Suppose that x(t) is strongly integrable on (−π, π) function
with values in R and vanishes on (−π,−π + ǫ) ∪ (π− ǫ, π) with 0 < ǫ < π/2
and
(1) f(t) =
1
2π
∫ π
−π
x(τ)e−τtidτ,
(2) an =
1
2π
∫ ∞
−∞
x(τ)e−nτ idτ,
then
(3)
∫ ∞
−∞
‖f(t)‖dt <∞
if and only if
(4)
∞∑
n=−∞
‖an‖ <∞.
Proof. Consider a positive number 0 < δ < π/2 so that x(t) vanishes
on [−π,−π + 2δ) ∪ (π − 2δ, π). Put φ(t) = 1 for |t| < π − δ, φ(t) = π−|t|
δ
for
|π − δ| ≤ |t| < π, φ(t) = 0 for π ≤ |t|. If
(5) x(t) =
∞∑
n=−∞
ane
nti,
then
(6) x(t) = x(t)φ(t) =
1
π
∫ ∞
−∞
eτti[
∞∑
n=−∞
an
cos(τ + n)(π − δ)− cos(τ + n)π
(τ + n)2ǫ
]dτ,
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since this integral and this sum are absolutely convergent. Therefore, the
function
(7) f(t) :=
√
2
π
[
∞∑
n=−∞
an
cos(τ + n)(π − δ)− cos(τ + n)π
(τ + n)2ǫ
]
satisfies Conditions (1, 3), if (4) is fulfilled.
Vise versa, Condition (3) implies that
(8)
∞∑
n=−∞
‖
∫ n+1/2
n−1/2
f(t)dt‖ <∞,
consequently,
(9)
∫ n+1/2
n−1/2
f(t)dt =
1√
2π
∫ π
−π
x(t)
2 sin(t/2)
t
entidt.
Thus the Fourier series of the function x(t)2 sin(t/2)
t
converges absolutely.
Moreover, the Fourier series of the mapping t
2 sin(t/2)
φ(t) also is absolutely
convergent. Thus the Fourier series of x(t) = [x(t)2 sin(t/2)
t
][ t
2 sin(t/2)
φ(t)] is
absolutely convergent, since R′ is an algebra over the real field R and i com-
mutes with each y ∈ R′.
62. Corollary. Let g and f ∈ L(R), let also
(1) x1(t) =
∫ ∞
−∞
g(τ)e−τtidτ
vanish outside some interval (a, b) ⊂ (−π, π). Suppose that
(2) x2(t) =
∫ ∞
−∞
f(τ)e−τtidτ
is zero outside an interval (α, β) ⊂ (−π, π) with α < a and b < β and x2(t)
has a left inverse for each α < t < β. Then an element y ∈ L(R) exists so
that
(3) g(t) =
∫ ∞
−∞
y(τ)f(t− τ)dτ.
This follows immediately from Lemmas 60 and 61.
63. Lemma. If f ∈ L(R), then
(1) lim
ǫ↓0
∫ ∞
−∞
‖f(t+ ǫ)− f(t)‖dt = 0.
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Proof. The Lebesgue measure is σ-finite and σ-additive, so the statement
of this theorem for step functions is evident. In L(R) the set of step functions
g(t) =
n∑
k=1
akχBk(t)
is dense with ak ∈ R, Bk ∈ B(R), n ∈ N, where B(R) denotes the σ-algebra
of all Borel subsets of R.
64. Lemma. Suppose that f ∈ L(R) and h ∈ L(R) so that supp(h) ⊂
(−ǫ, ǫ) for some positive number 0 < ǫ <∞. Then
(1)
∫ ∞
−∞
‖f(t)
∫ ∞
−∞
h(τ)dτ −
∫ ∞
−∞
f(t+ τ)h(τ)dτ‖dt
≤ [
∫ ∞
−∞
‖h(τ)‖dτ ] sup
|u|≤ǫ
∫ ∞
−∞
‖f(t+ u)− f(t)‖dt.
Proof. This follows from Fubini’s theorem∫ ∞
−∞
‖f(t)
∫ ∞
−∞
h(τ)dτ −
∫ ∞
−∞
f(t+ τ)h(τ)dτ‖dt
≤
∫ ∞
−∞
‖f(t)− f(t + τ)‖‖h(τ)‖dτdt
≤
∫ ∞
−∞
‖h(τ)‖dτ sup
|u|≤ǫ
∫ ∞
−∞
‖f(t+ u)− f(t)‖dt.
65. Lemma. If f ∈ L(R), then
(1) lim
n→∞
∫ ∞
−∞
‖f(t)− 1
πn
∫ ∞
−∞
f(t+ τ)
sin2(nτ)
τ 2
dτ‖dt = 0.
Proof. Put h0(t) =
sin2(nt)
t2
= h1(t) + h2(t) with h1(t) = h0(t)[1 − |t|√n]
for |t| ≤ n−1/2, while h1(t) = 0 for |t| > n−1/2. An application of Lemmas 63
and 64 leads to
(2) lim
n→∞
∫ ∞
−∞
‖f(t)− 1
πn
∫ ∞
−∞
f(t+ τ)h1(τ)dτ‖dt = 0
and
(3) lim
n→∞
∫ ∞
−∞
1
πn
‖f(t+ τ)h2(τ)dτ‖dt
≤ [
∫ ∞
−∞
‖f(t)‖dt] lim
n→∞
1
πn
∫ ∞
−∞
h2(τ)dτ.
On the other hand,
(4)
1
πn
∫ ∞
−∞
h2(t)dt =
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1πn
[
∫ ∞
−∞
sin2(nt)
t2
dt−
∫ n−1/2
−n−1/2
(1− |t|√n] sin
2(nt)
t2
dt]
=
2
π
∫ ∞
n1/2
sin2(t)
t2
dt+
2
π
√
n
∫ √n
0
sin2(t)
t2
dt = O(n−1/2 lnn),
consequently,
(5) lim
n→∞
∫ ∞
−∞
‖ 1
πn
∫ ∞
−∞
f(t+ τ)h2(τ)dτ‖dt = 0.
66. Theorem. Let f ∈ L(R) and let the Fourier transform
(1) x(τ) =
∫ ∞
−∞
f(t)eτtidt
have a left inverse in R for each τ ∈ [−π, π]. Then the R-linear combinations
(2)
∑
n
bnf(t− τn) with bn ∈ R
are dense in L(R), where τn ∈ [−π, π).
Proof. Lemma 65 means that a function
(3) fδ(t) =
1
πn
∫ ∞
−∞
f(t+ τ)
sin2(nτ)
τ 2
dτ
exists so that
(4)
∫ ∞
−∞
‖f(t)− fδ(t)‖dt < δ,
where 0 < δ. Consider its Fourier transform:
(5) h1(u) :=
1√
2π
∫ ∞
−∞
euti[
1
πn
∫ ∞
−∞
f(t+ τ)
sin2(nτ)
τ 2
dτ ]dt
1√
2π
∫ ∞
−∞
f(t)etui[
1
πn
∫ ∞
−∞
sin2(nτ)
τ 2
e−uτ idτ ]dt, consequently,
h1(u) = (1− |u|
2n
)
1√
2π
∫ ∞
−∞
f(t)eutidt when |u| < 2n
and h1(u) = 0 for |u| ≥ 2n. Analogously the Fourier transform
h2(u) :=
1√
2π
∫ ∞
−∞
euti[
1
2πn
∫ ∞
−∞
f(t+ τ)
sin2(2nτ)
τ 2
dτ ]dt
vanishes for each u so that |u| > 4n. The Fourier series of h1 and h2 over
(−8n, 8n) converge absolutely by Lemma 61. Then one can write h1(u) =
h2(u)h3(u), where
h3(u) =
∫ ∞
−∞
ψ(t)etuidt
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with ψ ∈ L(R), since the algebra R is alternative and etui commutes with
any y ∈ R′ for each real numbers t and u. Therefore, we deduce that
(6)
∫ ∞
−∞
fδ(t)e
tuidt =
∫ ∞
−∞
etui
2πn
{[
∫ ∞
−∞
f(t+ τ)
sin2(2nτ)
τ 2
]
∫ ∞
−∞
ψ(x)euxidx}dτ ]dt, consequently,
∫ ∞
−∞
etui[fδ(t)− 1
2πn
∫ ∞
−∞
f(t+ x){
∫ ∞
−∞
sin2(2nτ)
τ 2
]ψ(τ − x)dτ}dx]dt = 0
for each u, hence
(7) fδ(t) =
1
2πn
∫ ∞
−∞
f(t+ x)Φ(x)dx, where
Φ(x) =
∫ ∞
−∞
sin2(2nτ)
τ 2
]ψ(τ − x)dτ
is absolutely integrable. Lemmas 63 and 64 imply that
(8) lim
n→∞
∫ ∞
−∞
‖
∫ ∞
−∞
f(t+x)Φ(x)dx−
n2−1∑
k=−n2
f(t+
k
n
)
∫ (k+1)/n
k/n
Φ(x)dx‖dt = 0.
From Formulas (5, 6) and Lemma 65 the assertion of this theorem follows.
67. Lemma. Let R be an algebra with unit (see §52) and let I be a
maximal left ideal. Suppose that X is an additive group of all cosets R/I and
H is an algebra of homomorphisms of X onto itself produced by multiplying
by elements of R from the left. Then X is irreducible relative to H.
Proof. Consider the quotient mapping θ : R → R/I (see also §I.2.39
[28]). A space X is R-linear, since R is an algebra over R. Therefore,
θ(R)a =: Va is an R-linear space for each nonzero element a ∈ R \ {0}. Put
Sa = θ
−1(Va). Evidently, Sa is a left ideal in R and I ⊂ Sa, Sa 6= I. The
ideal I is maximal, hence Sa = R, consequently, Va = X and Ha = X for
each nonzero element a ∈ R \ {0}.
68. Lemma. Let R, I, X and H be the same as in Lemma 67. Suppose
that for a marked element x ∈ R and each maximal left ideal I the corre-
sponding element θ(x) is left invertible in H. Then x is left invertible in
R.
Proof. An algebra R has the unit element I ∈ R. Each left ideal
is contained in a maximal left ideal. Therefore, an element x ∈ R is left
invertible if and only if this element x is not contained in a maximal left
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ideal. On the other hand, if yx = I, then θ(y)θ(x) = θ(I). Take cosets bI
and b0 in R/I so that I ∈ bI and 0 ∈ b0. Then θ(y)θ(x)bI = θ(I)bI . But
θ(I)bI = bI , since II = I. If x ∈ b0 = I, then θ(x)bI = b0 and θ(y)θ(x)bI = b0,
since x ∈ θ(x)bI .
69. Lemma. A maximal left or right ideal I in R is closed.
Proof. If I is not closed, then its closure clR(I) in R contains an ideal
I. On the other hand, clR(I) is a left or right ideal in R respectively, since
R is a topological algebra. Therefore, clR(I) = I, since I is maximal.
70. Lemma. If R is a Banach algebra, and I, X and H have the same
meaning as in Lemma 67, then X is a Banach space, H is a normed algebra
with norm ‖θ(z)‖ on H so that ‖θ(x)‖H ≤ ‖x‖R for each x ∈ R. If moreover
R is a Hilbert algebra over either the quaternion skew field or the octonion
algebra Av with 2 ≤ v ≤ 3, then X is a Hilbert space over Av.
Proof. The quotient algebra R/I is supplied with the quotient norm
‖θ(x)‖X = infz∈θ(x) ‖z‖R (see also §I.2.39 [28]). Therefore,
‖θ(x)‖H = sup
b∈X
‖θ(x)b‖X/‖b‖X ≤ ‖x‖R.
If R is a Hilbert algebra over Av, then ‖x‖R = √< x; x >, where a scalar
Av-valued product < x; y > on R satisfies conditions of §I.2.3 [28]. From the
parallelogram identity and the polarization formula one gets that ‖θ(x)‖X
induces an Av-valued scalar product on X (see Formulas I.2.3(1 − 3, SP )
[28]).
71. Notation. Let R be a quasi-commutative C∗-algebra over either
the quaternion skew field or the octonion algebra Ar, 2 ≤ r ≤ 3, satisfying
conditions of §52. Let also F be a normed algebra of functions either f, g :
Λ→ Ar or (Ar)Ci with point-wise multiplication f(t)g(t) and addition f(t)+
g(t) of functions and φ : F → Ar or (Ar)Ci respectively be a continuous
R homogeneous additive multiplicative homomorphism, φ(fg) = φ(f)φ(g).
Suppose that the unit function h(t) = 1 for each t ∈ Λ belongs to F , also R′
is a family of functions x : Λ → R or x : Λ → RCi satisfying the following
conditions:
(1) R′ is an algebra over the real field R under point-wise multiplication
and addition;
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(2) if x1, ..., xn ∈ R and f1, ...., , fn ∈ F , then (x1f1 + ... + xnfn) ∈ R′;
(3) R′ is a normed algebra so that ‖xf‖ = ‖x‖|f | in the case over Ar or
‖xf‖ ≤ ‖x‖|f | over (Ar)Ci for each x ∈ R and f ∈ F , where xf := xf , |f |
denotes a norm of f in F ;
(4) the R-linear combinations of Form (2) are dense in R′;
(5) If x = xf11 + ... + x
fn
n and φ is a continuous homomorphism as above,
then ‖x1φ(f1) + ...+ xnφ(fn)‖ ≤ ‖x‖.
Each homomorphism φ of F induces φˆ(x) with the property φˆ(xf) =
xφ(f) and φˆ will be called a generated homomorphism.
72. Theorem. Let suppositions of §71 be satisfied. Then and element
x ∈ R′ has a left inverse if for each generated homomorphism φˆ the corre-
sponding element φˆ(x) of R has a left inverse in R.
Proof. Since a homomorphism φ is R-homogeneous and additive, then
it is R-linear. Take an arbitrary maximal ideal I in R′. It has the decompo-
sition
(1) I = ⊕2r−1j=0 Ijij,
where Ij is either a real or complex algebra isomorphic with Ik for each
0 ≤ j, k ≤ 2r − 1. Each x ∈ R′ has the corresponding element θ(x) of H
(applying Lemma 68 to R′ here instead of R in §68).
The algebra R′ has the decomposition R′ = R′0i0 ⊕ ... ⊕ R′mim induced
by that of R with pairwise isomorphic commutative algebras R′j and R′k
either over R or Ci respectively for each k, j, m = 2
r − 1. Thus any
two elements a, b ∈ R′ quasi-commute and a = a0i0 + ... + amim and b =
b0i0 + ....+ bmim with aj , bj ∈ R′j for each j. Particularly, elements If = If
of R′ quasi-commute with each xg ∈ R′ and hence with each b ∈ R′. In
view of Theorem I.2.81 and Corollary I.2.84 [28] and Lemmas 67 and 70
above the mapping θ(If) is the continuous algebraic homomorphism from F
into Ar or (Ar)Ci correspondingly. There exists a homomorphism φ so that
θ(If ) = Jφ(f), where J := θ(I1) is a unit of H . Therefore, φˆ(xf11 + ... +
xfnn ) = θ(x11)θ(If1) + ...+ θ(xn1)θ(Ifn) = θ(x11)φ(f1) + ...+ θ(xn1)φ(fn) =
θ([x1φ(f1) + ... + xnφ(fn)]1), consequently, θ(x) = θ(φˆ(x)1) for each x =
(x1f1+ ...+xnfn) ∈ R′. From Condition 71(5) and Lemma 70 it follows that
θ(x) = θ(φˆ(x)1) for each x ∈ R′.
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If φˆ(x(t)) has a left inverse y in R, then θ(y1)θ(x) = θ(yx), consequently,
θ(yx) = θ(φˆ(yx)1) = θ(yφˆ(x)1) = θ(I1) = J . This means that θ(x) has a
left inverse, hence by Lemma 68 x has a left inverse in R′.
73. Corollary. If suppositions of §71 are fulfilled and for each φ(f) with
f ∈ F a point t0 exists so that φ(f) = f(t0), then Condition 71(5) can be
replaced by ‖x(t0)‖ ≤ ‖x‖ for each t0. Moreover, in the latter situation an
element x ∈ R′ has a left inverse in R′, if x(t) has a left inverse in either R
or RCi correspondingly for each t.
74. Remark. If an algebra F has not a unit, then one can formally
adjunct a unit 1 and consider an algebra F¯ := {c1+f : c ∈ Q, f ∈ F}, where
either Q = Ar or Q = (Ar)Ci correspondingly, putting |c1 + f |2 = |c|2 + |f |2
and R¯′ := {z = cI1 + x : x ∈ R′, c ∈ Q} with ‖z‖2 = |c|2 + ‖x‖2. This
standard construction induces an extended homomorphism either φ¯(c1+f) =
c + φ(f) or an exceptional homomorphism φ¯(c1 + f) = c. If F has not a
unit, then statements above can be applied to F¯ and R¯′ so that an element
x¯ = cI1 + x with c 6= 0 may have a left inverse of the form (bI1 + y).
75. Corollary. Suppose that Γ is an additive discrete group so that
Γ = Γ0i0 ⊕ ... ⊕ Γmim with pairwise isomorphic commutative groups Γj and
Γk for each 0 ≤ j, k ≤ m with m = 2r − 1, 0 ≤ r ≤ 3, while G =
G0i0⊕...⊕Gmim is an additive group so that Gj is dual to Γj with continuous
characters χ(β, t) =
∏m
k=0 χk(βk, tk) ∈ S1, where S1 := {u ∈ Ci : |u| = 1},
β = β0i0 + ...+ βmim and t = t0i0 + ... + tmim with βk ∈ Γk and tk ∈ Gk for
each k. Let
(1) x(t) =
∑
β∈Γ
aβχ(β, t)
with aβ ∈ R for each β ∈ Γ and
(2)
∑
β∈Γ
‖aβ‖ <∞,
then x ∈ R′ has a left inverse in R′ if x(t) has a left inverse in RCi for each
t ∈ G.
76. Corollary. Let suppositions of Corollary 75 be satisfied, but with (2)
replaced by
(1)
∑
β∈Γ
eq(β)‖aβ‖ <∞,
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where q(β) ∈ R and
(2) q(α + β) ≤ q(α) + q(β) and q(0) = 0. Then x ∈ R′ is invertible, if
[
∑
β∈Γ aβe
p(β)χ(β, t)] has a left inverse in RCi for each t ∈ G with a system
of reals p(β) ∈ R so that
(3) p(α+β) = p(α)+ p(β) and p(0) = 0 and p(β) ≤ q(β) for each β ∈ Γ.
77. Corollary. Let suppositions of Corollary 76 be satisfied, but let Γ be
a locally compact group with a nontrivial nonnegative Haar measure λ. If R′
is formed by elements of the form:
(1) x(t) =
∫
Γ
aβχ(β, t)λ(dβ)
with aβ ∈ R and
(2)
∫
Γ
eq(β)‖aβ‖λ(dβ) <∞.
If R′ has the unit 1(t) = 1 for each t ∈ G, then x is left invertible, if x(t) has
a left inverse in RCi for each t ∈ Γ. If R′ has not a unit, but 1 is an adjoint
unit as in §74, then an element x¯ = c1 + x with c 6= 0 has a left inverse of
the form b1 + y, if [cI +
∫
Γ aβe
p(β)χ(β, t)λ(dβ)] has a left inverse for every
t ∈ G and each continuous system p(β) satisfying Conditions 76(2, 3).
78. Remark. Duality theory for locally compact groups is contained
in [31, 13]. Particularly, Ar can be considered as the additive commutative
group (Ar,+). As the additive group it is isomorphic with R2r . The group
of characters of Rn is isomorphic with Rn for any natural number n (see
§23.27(f) in Chapter 6 of the book [13]). The Lebesgue measure on the
real shadow R2
r
induces the Lebesgue measure λ on Ar, which is the Haar
measure on (Ar,+) (see also §1).
It is possible to consider a dense subgroup K of the total compact dual
group G, when Γ is discrete. It is sufficient an existence of a left inverse
y(t) of x(t) for each t ∈ K and that supt∈K ‖y(t)‖ <∞ due to the following
lemma.
79. Lemma. Let xn tend to x in R, when a natural number n tends to
the infinity, let also yn be a left inverse of xn for each n and supn ‖yn‖ <∞,
then x ∈ R possesses a left inverse.
Proof. From the equality I−ynx = I−ynxn+ynxn−ynx it follows that
‖I−ynx‖ ≤ ‖yn‖‖xn−x‖. Then Lemma 53 implies that a natural number k
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exists so that ynx has a left inverse zn for each n ≥ k, consequently, znyn is a
left inverse of x due to the alternativity of the algebra R or using Moufang’s
identities.
80. Corollaries. Suppose that an algebra R is over the Cayley-Dickson
algebra Av (see §52) and 0 ≤ r ≤ v and 2 ≤ v ≤ 3, Γ = (Ar,+) (see
§§75-78).
(1). If
x(t) =
∑
n
ane
(β(n),t)i ∈ R′
with an ∈ R and ∑n ‖an‖ <∞, (β, t) = Re(βt∗) = β0t0 + ...+ βmtm, where
β = β0i0 + ... + βmim ∈ (Ar,+), t = t0i0 + ... + tmim ∈ G = (Ar,+),
m = 2r − 1, moreover, a left inverse z(t) exists for each t and supt ‖z(t)‖ =
C <∞, then a function
y(t) =
∑
n
bne
(τ(n),t)i ∈ R′
exists with
∑
n ‖bn‖ <∞ such that y(t)x(t) = I for each t.
(2). If a(β) ∈ R is a strongly integrable function with∫
Ar
‖a(β)‖λ(dβ) <∞
and if for a nonzero complex number c ∈ Ci \ {0} a function
[cI +
∫
Ar
a(β)e(β,t)iλ(dβ)]
has a left inverse for all t (see λ in §78), then a left inverse of the form
[qI +
∫
Ar
b(β)e(β,t)iλ(dβ)]
exists with ∫
Ar
‖b(β)‖λ(dβ) <∞.
81. Corollary. The algebra Ln,perq (l∞(Z, Y )) is the saturated subalge-
bra in the algebra Lcq(l∞(Z, Y )), where Y is a Banach space over either the
quaternion skew field or the octonion algebra Av, 2 ≤ v ≤ 3.
82. Theorem. Suppose that B ∈ Ln,perq (l∞(Z, Y )), where Y is a Banach
space over either the quaternion skew field or the octonion algebra Av, 2 ≤
v ≤ 3. Then the following conditions are equivalent:
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(1) an operator B is invertible;
(2) a Fourier transform operator Bˆ(M) is invertible for each M ∈ S1 and
x ∈ Y .
Proof. A real linear Banach subspace Xk is considered, which is linearly
isometrically isomorphic with l∞(Z, Yk) for each k ≥ 0. On the other hand,
the real span spanR{x ∈ Xkik : k ≥ 0} is dense in X . In view of Theorem
51 an operator B is uniformly c-continuous, B ∈ Lucq (l∞(Z, Y )). Therefore,
its invertibility on spanR{x ∈ Xkik : k ≥ 0} is equivalent to that of on X .
Let B ∈ Ln,perq (l∞(Z, Y )) be an invertible operator with D = B−1. In
view of Corollary 81 the inverse operator D is n-periodic as well and has
an absolutely converging Fourier series. From Theorem 51 it follows that
D is uniformly c-continuous. Applying Corollary 47 and Proposition 45 we
deduce that the Fourier transform operator Bˆ is invertible for each M ∈ S1
and x ∈ Y , that is Bˆ(M)Dˆ(M)x = B̂D(M)x = IY x = x. Thus (1)⇒ (2).
Vise versa suppose that Condition (2) is fulfilled. Then by Corollary
81 the mapping ψ : M 7→ (Bˆ(M))−1 has an absolutely converging Fourier
series:
(1) ψ(M) =
∞∑
k=−∞
Mk kD, where
(2) kD :=
1
2π
∫ 2π
0
e−itkψ(eit)dt ∈ Lq(Y ⊕ Y i).
Put D =
∑∞
k=−∞ kD¯S(k), where as usually S(k) denotes the coordinatewise
shift operator on k, S(k)x(l) = x(l + k), while kD¯ denotes an 1-ribbon
operator, matrix elements of which on the k-th diagonal are equal to kD.
Therefore, the operator D is bounded with ‖D‖ ≤ ∑∞k=−∞ ‖kD‖ = c < ∞.
In accordance with Corollary 47 the operatorD is inverse of B, i.e. D = B−1.
83. Corollary. Let B ∈ Ln,perq (l∞(Z, Y )), where Y is a Banach space
over either the quaternion skew field or the octonion algebra Av, 2 ≤ v ≤ 3.
Then spectral sets of B and B(D(M)) are related by the formula:
σ(B) =
⋃
M∈S1 σ(B(D(M)), where B denotes the natural extension of B
from l∞(Z, Y ) onto l∞(Z, Y ⊕ Y i).
Proof. The spectral set σ(B) is the complement of the resolvent set (see
Definition I.2.6 [28]), where Y ⊕Y i and l∞(Z, Y ⊕ Y i) have structures of Av
36
Banach spaces as well. In view of Proposition 45 and Theorem 82 one gets
this corollary.
84. Theorem. Let a kernel K of a periodic operator B from §1 satisfy
the condition:
(1) sup
t,s
‖K(t, s)‖ = c1 <∞,
where 2 ≤ v ≤ 3. Then an operator A = I − B is invertible if and only if a
Fourier transform operator Aˆ(M) is invertible on Y ⊕ Y i for each M ∈ S1.
Proof. Condition (1) implies that an operator B is bounded and the
integral of §1 exists due to the theorem in §1 (see also Chapter 10 in [7]).
Take an operator A = I − B ∈ Lq(Lp(Aw, Y )), where p ∈ [1,∞]. Choose
a domain V in the Cayley-Dickson algebra Aw so that V = {z : z ∈
Aw; ∀j zj ∈ [0, ωj]; z = ∑2w−1j=0 zjij}. Then we define an operator U :
Lp(Aw, Y ) → lp(Z2w , Lp(V, Y )) by the formula: ((Ux)(t))(m¯) := ym¯(τ),
where x ∈ Lp(Aw, Y ) and y ∈ lp(Z2w , Lp(V, Y )) are related by the equa-
tion: ym¯(τ) = x(t − ∑j mjωjij) with τj = tj − mjωj ∈ [0, ωj] for every
0 ≤ j ≤ 2w − 1, where m¯ = (m0, ..., m2w−1) ∈ Z2m . This definition implies
that such operator U is an invertible isometry.
There exists an operator Q = UAU−1, hence Q ∈ Lq(lp(Z2w , Lp(V, Y ))).
Evidently Q is invertible if and only if A is such. If S(ω)x(t) = x(t + ω)
and Sˆ(m¯)yn¯ = ym¯+n¯ are shift operators, they satisfy the equation Sˆ(m¯) =
US(
∑
j mjωjij)U
−1. Therefore, the operator Q commutes with each shift
operator Sˆ(m¯), where m¯ ∈ Z2w . Thus, this operator Q is 1-periodic by each
mj ∈ Z (see Definition 33).
For a function x ∈ Lp(V, Y ) put x¯m¯(k¯) := [∏2w−1j=0 δmj ,kj ]x, hence x¯m¯ ∈
lp(Z
2w , Lp(V, Y )). By each variable mj a matrix of the operator Q takes the
form: Qkj ,sjx = (Qx¯s¯)(k¯) = (UAU
−1x¯s¯)(k¯) = (UAys¯)(k¯), when kl = sl for
each l 6= j, where ys¯ ∈ lp(Z2w , Lp(V, Y )) is given by the formula: ys¯(τ) = 0 if
there exists j so that τj /∈ [sjωj, (sj + 1)ωj), while ys¯(τ) = x(t −∑j sjωjij)
when τj ∈ [sjωj, (sj + 1)ωj) for each j, where τ = t−∑j sjωjij . This means
that a tensor operator Qs¯k¯ is defined: Q
s¯
k¯ = (Qx¯s¯)(k¯). Then the function
(UAys¯)(k¯) ∈ Lp(V, Y ) takes the form:
(2) (UAys¯)(k¯)(τ) = x(τ)
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−σ
∫
γα(b)|b0∈[s0ω0,(s0+1)ω0]
...σ
∫
γα(b)|bu∈[suωu,(su+1)ωu]
K((τ +
∑
j
kjωjij), b)
x(b−∑
j
sjωjij))db0...dbu
= x(τ)− σ
∫
γα(b)|b0∈[s0ω0,(s0+1)ω0]
...σ
∫
γα|bu∈[suωu,(su+1)ωu]
K((τ +
∑
j
kjωjij),
(b+
∑
j
sjωjij))x(b)db0...dbu
= x(τ)− σ
∫
γα(b)|b0∈[s0ω0,(s0+1)ω0]
...σ
∫
γα(b)|bu∈suωu,(su+1)ωu]
K(τ,
b+
∑
j
(sj − kj)ωjij)x(b)db0...dbu
in accordance with Conditions 1(5, 6), where u := 2w − 1. This implies that
a tensor operator takes the form:
(3) Qs¯k¯ = x(τ)− σ
∫
γα(b)|b0∈[s0ω0,(s0+1)ω0]
...σ
∫
γα(b)|bu∈[suωu,(su+1)ωu]
K(τ,
b+
∑
j
(sj − kj)ωjij)x(b)db0...dbu
for each s¯, k¯ ∈ Z2w . Elements of this tensor depend only on the difference
s¯− k¯, so it is possible to put Qs¯k¯ = Qs¯−k¯.
The operators U , A and U−1 are c-continuous by each sj, consequently,
the operator Qs¯ is also c-continuous by each sj , where j = 0, 1, ..., 2
w − 1.
Applying Theorem 82 we obtain the statement of this theorem.
85. Corollary. Let an operator B satisfy conditions of Theorem 84, then
a spectral set is σ(Q) =
⋃
M∈S1 σ(Q(D(M))), where Q denotes the natural
extension of Q from l∞(Z2
w
, L∞(V, Y )) onto l∞(Z2
w
, L∞(V, Y ⊕ Y i)).
Proof. This follows from Theorem 84 and Corollary 83 applying the
Fourier transform by each variable, since Q ∈ L1,perq (l∞(Z2w , L∞(V, Y ) ⊕
L∞(V, Y )i)) due to Condition 84(1) and the latter Banach space over the
Cayley-Dickson algebraAv is isomorphic with L1,perq (l∞(Z2w , L∞(V, Y ⊕Y i))).
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