Abstract-In this paper, we investigate the retrieval of the modes of multicomponent signals from their downsampled short-time Fourier transform. To this end, we first recall signal reconstruction techniques based on shifted downsampled short-time Fourier transform, and then explain how to adapt these to the context of the retrieval of the modes of a multicomponent signal. We then show, on simulated and real data, that downsampling the short-time Fourier transform does not result in a significant performance loss of the mode retrieval procedures. Finally, comparisons with recent mode retrieval techniques based on synchrosqueezing transform are carried out, the focus being put on the amount of information needed to perform the recovery of the modes.
Retrieval of the Modes of Multicomponent Signals From Downsampled Short-Time Fourier Transform Sylvain Meignen and Duong-Hung Pham
Abstract-In this paper, we investigate the retrieval of the modes of multicomponent signals from their downsampled short-time Fourier transform. To this end, we first recall signal reconstruction techniques based on shifted downsampled short-time Fourier transform, and then explain how to adapt these to the context of the retrieval of the modes of a multicomponent signal. We then show, on simulated and real data, that downsampling the short-time Fourier transform does not result in a significant performance loss of the mode retrieval procedures. Finally, comparisons with recent mode retrieval techniques based on synchrosqueezing transform are carried out, the focus being put on the amount of information needed to perform the recovery of the modes.
Index Terms-Time-frequency analysis, downsampled shorttime Fourier transform, AM/FM multicomponent signals, mode retrieval, synchrosqueezing.
I. INTRODUCTION
M ANY signals such as audio signals (music, speech), medical data (electrocardiogram, thoracic and abdominal movement signals), can be modeled as a superposition of amplitude-and frequency-modulated (AM-FM) modes [1] , [2] , and are therefore called multicomponent signals (MCSs). One key issue in dealing with such signals is the retrieval of the modes making up a given multicomponent signal (MCS), also called mode retrieval (MR) in the sequel. Time-frequency representations (TFRs) such as the short-time Fourier transform (STFT) or the continuous wavelet transform (CWT) are widely used for that purpose. Indeed, in the TFR framework, the components (or modes) of MCSs are associated with curves in the time-frequency (TF) plane, called TF ridges, basically corresponding to the instantaneous frequencies of the modes. Several techniques were developed to extract these ridges [3] , [4] , and then MR was performed by integrating TFR in the vicinity of the detected ridges [5] . In that context, MR from STFT requires a S. Meignen is with the LMC-IMAG, University of Grenoble, 38400 Grenoble cedex 9, France (e-mail:,sylvain.meignen@imag.fr).
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Digital Object Identifier 10.1109/TSP.2018.2875390 number of coefficients much larger than the signal length times the number of modes.
To cope with this issue, a variety of techniques were developed to obtain a sparser TFR of MCSs than that given by STFT, but also allowing for MR. Among these, synchrosqueezing transforms (SST) are probably the most popular [6] . SST was originally designed to reassign the TFR of MCSs containing slightly frequency modulated modes, either in the CWT or STFT contexts [6] - [8] , but several extensions were recently proposed to better take into account the modulation, either by demodulating the signal [9] , by considering phase and amplitude modulations in the synchrosqueezing operators [10] , [11] or both [12] . There are nevertheless still some limitations to the use of SST. First, despite some theoretical analyses were carried out in [13] , the impact of noise on SST is still not well understood, in particular in heavy noise situations. Second, MR with SST requires the knowledge of the transform at each time instant, and, as we will explain later, this is somewhat a limitation.
In this regard, the main objectives of this paper are first to show that, contrary to what happens with SST, MR can be achieved from an STFT downsampled in time and then, that similar MR performance is obtained with fewer STFT than SST coefficients. To this end, we first recall, in Section II, how to reconstruct a signal from its shifted downsampled STFT, both in noiseless and noisy contexts, assuming, for the latter, that the noise is Gaussian white. Regarding signal reconstruction, the emphasis is put on different procedures that depend on the filter used in the definition of STFT, while the denoising procedure is simply based on hard-thresholding STFT [14] . Then, we introduce a novel algorithm for the retrieval of the modes of a MCS from its downsampled STFT, in Section III, which basically consists of computing the TF ridges associated with each mode from the signal downsampled STFT, and then of retrieving the modes using only a set of coefficients located in the vicinity of the these ridges. In Section IV, we discuss the different parameters used by signal reconstruction and MR procedures, showing the quality of MR is only slightly sensitive to the downsampling factor, and then compare, both on simulated and real data and in Section V, the proposed MR process with two other methods based on SST, recently introduced in [10] , [12] . In this latter section, the focus is put on the amount of information needed to perform MR. In this regard, we reach the conclusion that SST, while sharpening STFT suppresses time redundancy, making it less performant than STFT for the purpose of MR.
II. SIGNAL RECONSTRUCTION FROM DOWNSAMPLED STFT
In this section, we recall different signal reconstruction formulae from downsampled STFT, and then explain how they can be adapted to noisy cases.
A. Noiseless Case
For a signal f and a discrete window g both in l 2 (Z), the STFT downsampled by a factor of R (a positive integer) and shifted by an integer parameter p (0 ≤ p < R) is defined for each ω by:
In what follows, to shorten the equations, t R m ,p denotes mR + p. If one assumes signal f of length L and supported on
with N the number of frequency bins, one may write:
Since g is null on {M + 1, . . . , N − 1 − M }, STFT can be rewritten as:
Using the properties of the discrete Fourier transform (DFT), one obtains, for any n ∈ {0, . . . , N − 1}:
When g is non-zero on {−p, . . . , R − 1 − p}, one gets, for any q ∈ {0, . . . , R − 1}:
Remarking that any time in {0, . . . , L − 1} can be written in the form t R m ,q , the above formula consists of a first reconstruction technique which we refer to as first reconstruction technique (RT1) in the sequel. Since 0 ≤ p < R, g has to be non-zero on {−R + 1, . . . , R − 1}, implying also that R ≤ M + 1. Using a large R is recommended to reduce the redundancy of STFT but it also means some f [t 
Note that the reconstruction can still be carried out by making the appropriate renormalization as follows:
For the sake of consistency, we briefly give the sketch of the proof of (5) in Section Appendix.
In practice, to save workspace it is preferable to use only the STFT defined on the time support of the signal f , so that one often makes the hypothesis that f is L periodic, which induces that V g f is also L-periodic with respect to time. This has the consequence that the reconstruction formula (5) rewrites:
where mod stands for modulo. Note that if we further assume that R divides L, we get that there exists a positive integer
Remark 1: This reconstruction formula is essentially the same as the one proposed in [16] except, in that paper, signals were considered infinite and the frequency a continuous variable. Also, in our context the number of frequency bins is much smaller than the signal length for the method to be tractable for signals with long duration.
Remark 2: Similarly to what was remarked for RT1, if
2 is very small for some n, the reconstruction in the presence of noise may be unstable. This will be further discussed later on.
Remark 3: It is also finally worth noting that in [16] , the more difficult problem of phase retrieval, namely recovering the signal from its Fourier transform magnitude, was considered. This topic is still an active research field [17] , but to consider this type of reconstruction is beyond the scope of the present article.
Alternatively, assuming this time m ∈Z g[n − mR] = 1 for all n, one similarly has [18] :
If one only has m ∈Z g[n − mR] = 0, f can still be reconstructed through:
the proof being available in Section Appendix. To use only the values of the STFT associated with time instant in the initial support of f , we again assume that f is L-periodic, in which case (8) rewrites:
This reconstruction formula is referred to as third reconstruction technique (RT3) in the sequel. Remark 4: Typical filters g that can be used in RT2 and RT3 are those satisfying the constant overlap add property with hop-size R (COLA(R), [18] ): m ∈Z g[n − mR] = 1, for all n. Note that this condition ensures that m ∈Z g[n − mR] is never too small for some n, which is important to get a stable reconstruction in the presence of noise. 
B. Noisy Case
Let us consider a discrete-time noisy signalf = f + σΦ where Φ is a unit variance, zero mean white Gaussian noise. When the signal samples are complex numbers, the noise is also complex, and Φ is such that
is also Gaussian with zero mean and satisfies:
where {X} (resp. {X}) denotes the real (resp. imaginary) part of complex number X, Var the variance, and g 2 is the l 2 norm of filter g.
From this, we deduce that (
k,m is χ 2 distributed with 2 degrees of freedom. Then, the probability of false alarm is less than 1% if |V
Therefore, assuming the variance of the noise σ 2 is known, we adopt the following hard-thresholding strategy [14] , [19] :
Denoised signals are then obtained using one of the three reconstruction formulae replacing V g f by V gf . For the sake of simplicity, these techniques we will also be denoted RT1, RT2 and RT3, and f r a reconstructed signal using one of these methods. Note that with RT1, the noise need not be periodic, but it has to be L-periodic when one uses RT2 and RT3 (the noise is then said to be second-order circular [20] ). Furthermore, in practice, σ is unknown and its estimation will be discussed in Section IV-B. We shall remark here that what matters to us in the present paper is not to define an optimal technique to denoise STFT, since we are more concerned with comparing the behaviors of RT1, RT2, and RT3 when they involve the same denoised STFT. Indeed, there exist many other ways than (11) to denoise STFT. In particular, when the noise is made of a mixture of Gaussian and impulse noises, approaches based on robust L-estimation [21] or weighted median operators [22] would probably be better choices. In case of missing data in signalf , and still when the noise is non Gaussian, the approach based on L-estimation and compressed sensing proposed in [23] would also be a nice alternative.
Nevertheless, denoising procedure (11) has the advantage over the just mentioned techniques that its application to the retrieval of the modes of MCSs is straightforward, as will be shown in Section III-C, and that it makes the comparisons with MR based on SST easy.
III. RETRIEVAL OF THE MODES OF A MCS FROM DOWNSAMPLED STFT
After having recalled the definition of MCSs in Section III-A, we detail the TF ridges computation in the downsampled STFT context, in Section III-B, and then explain how to perform MR using these ridges, in Section III-C. We finally discuss, the extension of the proposed method to the multivariate case in Section III-D. In what follows,f is still a noisy version of f as introduced in Section II-B.
A. Definition of MCSs
In the following, we study more in details MCSs f defined by:
in which f l is an AM/FM component (or mode). The MCSs we study are assumed to be such that 
B. Ridge Computation From Noisy Downsampled STFT
We now recall how to compute an estimate of the ridges which approximate (n, φ l [n]) 1≤l≤K . Assuming knowledge of the number K of modes, we are going to use an adaption of the algorithm detailed in [6] or [24] , which was originally proposed in [3] . It computes a local minimum of the functional:
where
However, equation (14) does not offer any algorithmic means to compute the ridges and does not take into account the downsampling factor R. It was shown in [12] , through a numerical study, that to use regularization terms in the energy functional resulted in a less accurate IF estimation. Thus, ridge computation for a monocomponent signal (i.e., K = 1), in the shifted and downsampled STFT context, (14) reduces to estimating:
and then making m vary. The performance of this IF estimator is studied in detail in [25] .
To compute the ridges of a MCS from its shifted and downsampled STFT, we generalize (15) by means of Algorithm 1 whose different steps are detailed hereafter. The basic idea is to compute the ridges one by one. To do so, one first picks a random time and finds the local maximum of the magnitude of STFT at that time (steps 1 and 2 of Algorithm 1), this point is supposed to be on a ridge. To compute the previous and next points on that ridge, and since mode modulation is bounded by B, one remarks that the maximum displacement of a point on a ridge between two successive locations is ±B × R (which means ±B × R × N in terms of indices). This corresponds to steps 3-5 of Algorithm 1. Then, one iterates backward and forward (steps 4 and 5 of Algorithm 1) and removes the computed ridge along with its TF neighborhood (step 6 of Algorithm 1), bearing in mind the ridges are associated with modes satisfying separation condition (13) . Finally, one proceeds the same way to compute the next ridges. Note that to improve the quality of ridge detection, for each mode, steps 1 to 5 are iterated and the set of ridges finally kept corresponds to the most energetic one after these iterations. Note that, Algorithm 1 is similar to that proposed in [12] ,
except that one here takes into account the downsampling factor R in the search for p m −1,l and p m +1,l from p m ,l .
C. Mode Retrieval
We here define a novel technique for the retrieval of the modes of a MCS using the ridges computed with Algorithm 1. We focus on the retrieval of the l-th mode, assuming ψ l is known. For that purpose, we recall that a first order approximation of STFT close to the lth ridge and in the continuous time and frequency settings, reads [7] :
2 . Using such a window, considering the approximation of φ l by ψ l and adapting (16) to our discrete time and frequency settings, we get at time t R m ,p :
If, as previously, the noise variance is σ 2 , the coefficients associated with mode l one selects at each time t R m ,p and following the procedure detailed in Section II-B, correspond to the indices k satisfying:
Knowing interval J l,m , mode f l is retrieved, if one considers technique RT2, through:
This MR technique can straightforwardly be written for other reconstruction techniques RT1 and RT3. When RT2 is used, this method for MR will be denoted RT2-M 1 in the sequel and RT1-M 1 or RT3-M 1 , when RT1 or RT3 are used instead. Basically, these MR techniques select the portion of signal above the noise level in the vicinity of each ridge. However, such a simple expression for J l,m exists only because one assumes the window is Gaussian. Also, the width of interval J l,m only depends on the magnitude of STFT at local maxima location, but not on the frequency modulation of the corresponding mode. Therefore, an alternative to compute the frequency interval for mode reconstruction is to define η [1] l,m and η [2] l,m :
and then set:
In such a case, the interval is no longer symmetric with respect to the maximum amplitude location and adapts to frequency modulation. This method will be denoted by M 2 in the sequel. Depending on which signal reconstruction technique is used, i.e., either RT1, RT2 or RT3, in the sequel the corresponding mode reconstruction techniques are denoted RT1-M 2 , RT2-M 2 or RT3-M 2 .
D. Perspectives: Extension to the Multivariate Case
We here discuss the extension to the multivariate case of the just proposed techniques, that is we may consider a Ddimensional signal in which each coordinate is an MCS. First, we shall remark that the extensions of RT1, RT3 or RT3 to this multivariate case are straightforward using multidimensional DFTs (the dimensions can be processed independently). Nevertheless, and as suggested in [26] , the extension of the denoising procedure is not that easy. Indeed, it should not consist of hardthresholding the D coordinates separately, because this would lead to discontinuities in the recovered signal. Rather, one had first study the channel dependencies, as in [26] , and then modify the denoising procedure accordingly. This aspect, though interesting, is left for further investigation. Also, the notion of mode in the multivariate setting is significantly different since one has to take into account dependancies between channels in the transform domain. In particular, the concept of IF should be replaced by that of joint instantaneous frequency when a common oscillation fits best the behavior of all individual coordinates [27] . In any other cases, the definition of a mode is much more complicated. Therefore, to extend the proposed MR techniques to the multidimensional case is not straightforward and will be the subject for future research.
IV. PARAMETERS ESTIMATION
In this section, we first investigate the behavior of signal reconstruction techniques RT1, RT2 and RT3, depending on the shift parameter and noise level. Then, we explain how to estimate the noise variance from STFT, estimation used in the denoising procedure described in Section II-B. In Section IV-C, we discuss the determination of the optimal window length, while Section IV-D is devoted to the influence of the window choice, downsampling factor and shift parameters on MR procedures.
A. Comparisons of the Different Signal Reconstruction Techniques RT1, RT2 and RT3
Our assessment of the quality of the signal reconstruction procedures based on shifted downsampled STFT uses the fact that a good reconstruction technique should be slightly sensitive to shift parameter p. We measure the quality of reconstruction with the output SNR defined as:
Recalling that with RT1 the reconstruction is obtained by dividing by g[q − p] with 0 ≤ q < R, this reconstruction procedure is all the more unstable in noisy situations that small values of
is a filter admitting a maximum at n = 0 and that decreases (resp. increases) along positive (resp. negative) n (all the COLA(R) windows mentioned above satisfy this property), the best reconstruction results should be obtained when the taps of filter g used in the reconstruction are centered, meaning p = R/2 or p = R/2 − 1. Anyway, we expect the shift parameter to have an influence on RT1. Regarding RT2 or RT3 and recalling that, in these reconstruction processes, one divides by
= const for method RT2 and RT3 respectively, these reconstruction procedures should be only slightly sensitive to the shift parameter, in noisy situations.
To confirm these intuitions on the behavior of the reconstruction procedures with respect to the shift parameter, we consider a linear chirp defined for n in {0, . . . , L − 1} by f [n] = e 2iπ (0.05n +(0.10/L)n 2 ) , with L = 4096. The maximal reduced frequency is 0.25, and the Shannon-Nyquist sampling theory tells us that one needs at least L/2 samples to have perfect reconstruction, meaning the sampling period is half the critical one (i.e., the signal is oversampled by a factor of 2). Then, we compute the STFT of the signal using the Hamming window with length L g = 65, i.e., M = 32, and consider a number N = 256 of frequency bins, and R = 32 (the largest R compatible with the three reconstruction techniques would actually be R = 33 since R ≤ M + 1 in RT1, but we choose the largest R dividing L for the sake of simplicity of implementation). For p = 0, we obtain the representation of Fig. 1(a) , corresponding to a 256 × 128 matrix (changing p does not change the matrix size). So, if one compares with the critical sampling, requiring 2048 values for f , the downsampling factor with respect to the critical sampling is 16. Then, for different noise levels, shift parameter p in {0, . . . , R − 1} and input SNRs, we display in Fig. 1(b) , the output SNRs corresponding to the reconstructions of the linear chirp using either RT1, RT2, or RT3 in the denoising procedure detailed in Section II-B (in these illustrations, we assume the variance of the noise is known). Note that with a different window length similar results would be obtained.
For RT1, we notice that, as expected, the best reconstruction results are obtained when p = R/2 or p = R/2 − 1 and that this reconstruction technique is sensitive to the shift parameter. We also check that both RT2 and RT3 are insensitive to p, with this choice of filter g. Furthermore, we numerically notice that such behaviors are also observable for smaller values of R and, if one keeps the same filter g, the influence of the shift parameter on RT1 is less important as R decreases (even though still significant). As we are interested in reconstructing the signal from its downsampled STFT associated with no particular shift parameter, we will not use RT1. However, such a reconstruction should be borne in mind since it is used in the synchrosqueezing techniques discussed at the end of this paper.
It is also worth mentioning that when the SNR is equal to 10 dB, and no downsampling is applied, the output SNRs for the linear chirp and with either of the three methods RT1, RT2 and RT3 are 23.39, 23.27 and 22.87 dB respectively: looking at Fig. 1(b) , we notice that the reconstruction performance with RT1 and RT2 are not sensitive to the downsampling factor, and such is also the case for RT1, provided the shift parameter is optimally chosen.
These behaviors are also observable when applying these reconstruction techniques to a more general MCS whose downsampled STFT is depicted in Fig. 1(c) , as confirmed by the output SNRs displayed in Fig. 1(d) (the variance of the noise is still assumed to be known). In this example, f 1 
with L = 4096. The same filter g as in the previous case is used, the same R = 32 is considered and N still equals 256. So, the reduced frequencies are
, for f 1 and f 2 respectively, meaning the maximal reduced frequency equals 0.38: the signal is oversampled by a factor smaller than 2. Thus, since R = 32, the downsampling factor compared with the critical Nyquist sampling is even bigger than in the previous example. We also check that to use downsampled STFT instead of the full transform does not result in a significant performance loss (results not reported here).
B. Estimation of the Threshold for Denoising Procedure
To perform coefficients selection in STFT denoising using (11) , one needs to estimate γ := σ g 2 from the STFT off . This is done by considering the median absolute deviation approach [28] , which we adapt to our discrete STFT context. Indeed, as shown in [14] but for wavelet decompositions, since for MCSs there are very few STFT coefficients associated with the signal and since the real part of STFT of the noise is a zero mean Gaussian variable, γ can be estimated through:
Computingγ p on the linear chirp associated with Fig. 1(a) , when the SNR equals 10 dB, we get an estimate fluctuating around 1.22 (the ground truth being 1.14), the amplitude of the variations are less than 1% when both p and R vary (tested values for R were 8, 16 and 32). Similar conclusions could be obtained with another SNR. Finally, the same type of results are derived with more complicated signals like the one associated with Fig. 1(c) .
C. Optimal Window Length Determination, Relation to Downsampling Factor
An important parameter in all these TF methods is the determination of an optimal length for filter g. Our approach to deal with this issue is to use, as in [12] [29] , the Rényi entropy. For instance, this corresponds to the computation of an optimal window parameter σ s , when g is the Gaussian window, and of an optimal L g for the Hamming window. In our framework, the optimal window length is determined, for each signal, as the one leading to the most concentrated representation, i.e., associated with the lowest Rényi entropy defined by:
Parameter α is set to 3, but another value would lead to similar results. Note that, as the filter is supposed to be compactly supported, when g is said to be the Gaussian window one has to actually understand "truncated Gaussian window" (in our simulation the truncation value is 10 −3 ). Also, it is important to stress that the determination of the optimal window length has to be carried out on the full STFT, since the largest downsampling factor R allowed depends on the filter length (bearing in mind that R ≤ L g for RT2 for instance). In other words, the optimal filter length has to be known before one can investigate the influence of the downsampling factor.
In Fig. 2(a) and (b), we display the Rényi entropy of the STFT of the signal associated with Fig. 1(c) , for various input SNRs, and with respect to the filter length parameter, for the Gaussian and Hamming windows respectively. Looking at these figures, and as already noticed in [12] , the minimum entropy clearly puts forward an optimal window length which varies very little with the noise level. For the signal of Fig. 1(c) and when N = 512, the optimal window parameter σ s equals 0.15 and the optimal L g equals 161 for the Hamming window.
D. Sensitivity of Mode Retrieval to Filter Choice, Downsampling Factor and Shift Parameter
In this section, we investigate the quality of MR with respect to the method used, i.e., RT1, RT2, or RT3 and then M 1 or M 2 , the type of optimal filter, downsampling factor and shift parameter. As we have shown that RT1 is sensitive to the shift parameter, and as it numerically transpires that RT3 behaves very similarly to RT2, we restrict ourselves to MR techniques based on RT2, i.e., RT2-M 1 and RT2-M 2 . We, in particular, study the sensitivity of RT2-M 1 and RT2-M 2 to the downsampling factor and shift parameter, when the filter used are either optimal Gaussian or Hamming windows (determined as explained in the previous subsection). Note that, by nature, RT2-M 1 can only be evaluated when the window is Gaussian.
Our experiments are again based on noisy versions of the signal associated with Fig. 1(c) , with N = 512. Taken into account the optimal length associated with each of the tested filters (L g = 161 for the Hamming filter and L g = 229 for the Gaussian filter), the largest downsampling factor R that also divides L, which still equals 4096, is R = 128, but to take R ≤ 64 is sufficiently informative on the behaviors of the proposed techniques. Note that we again restrict ourselves to downsampling factors R dividing L for the sake of simplicity. Now, remembering the expression of f 1 and f 2 , we may write that |φ 1 
02. So, when using Algorithm 1 on the signal associated with Fig. 1(c) , we put Δ = 10 N ≈ 0.02 and then Δ f = Δ. To measure the performance of the different MR techniques, we compute the output SNRs associated with the reconstruction of each mode, i.e., SN R(f l , f r,l ), where the output SNR is defined in (19) and f r,l in (17) .
As for the signal reconstruction procedure studied in Section II-B, we numerically notice that the output SNR, when studying MR with RT2-M 1 or RT2-M 2 , is almost insensitive to the shift parameter. Therefore, for the sake of simplicity, we omit this parameter in the simulations and set p = 0. The results depicted in Fig. 3(a) , for an input SNR equal to 0 dB or 10dB, show that the quality of reconstruction for f 1 worsens when the downsampling factor increases, whatever the type of reconstruction method used, but the performance loss is not significant. On that example, RT2-M 1 behaves slightly better than RT2-M 2 , but the results of the two methods remains within a range of 1 dB. Finally, to use the Hamming or the Gaussian window makes very little difference.
If one carries out the same study on mode f 2 , which is much more modulated than f 1 , the importance of taking into account the modulation in the MR procedure transpires. Indeed, using RT2-M 2 rather than RT2-M 1 results in a gain of at least 2 dB for low SNR condition, and in an even greater gain at high SNR. Based on these results, we will use RT2-M 2 in the comparisons with MR SST-based techniques, that follows.
V. NUMERICAL APPLICATIONS
Our goal is here to compare the most performant of just proposed MR methods (i.e., RT2-M 2 ) with some other very recent ones based on SST [10] , [12] . The focus is put on the amount of information needed to perform MR (the MATLAB code to reproduce the different figures of this paper is available at https:// github.com/meignen/STFT_MCS_DENOISING). The choice of comparing only with MR SST-based techniques is deliberate, since, for instance, comparisons between SST-based technique and EMD [30] are already available elsewhere [12] .
For the sake of consistency, we first recall briefly the principle of some recent MR SST-based techniques, and then compare them with the just introduced RT2-M 2 , on both simulated and real data, respectively in Sections V-B and V-C.
A. MR Techniques Using STFT-Based Synchrosqueezing Transform
Recently, a MR technique extending STFT-based synchrosqueezing transform (FSST) to MCSs containing strongly frequency modulated modes was proposed in [10] , [31] , and was called second order synchrosqueezing (VSST) (original description of STFT-based synchrosqueezing transform can be found in [7] , [32] ). Such a transform was also used in a demodulation algorithm also performing MR [12] .
The principle of VSST is to reassign the TF representation given by STFT, along the frequency axis, using the following complex estimate of the second order derivative of the phase of f , defined as follows:
, enables the definition of an IF estimate off 
as [31] :
which is proved to be exact for a noise-free Gaussian modulated linear chirp [31] . VSST then consists of reassigning the STFT of f through:
where round(X) denotes the nearest integer to X, and γ is the threshold introduced in Section II-B. Note that using this threshold γ in the reassignment procedure, one mainly reassigns the coefficients corresponding to the signal and not those related to noise (an alternative to avoid noise reassignment is available in [33] ). The retrieval of f l is then subsequently performed by means of the following formula:
We shall remark that d is an integer that enables to compensate for reassignment and ridge estimation errors. Indeed, in practice, φ l is unknown and replaced by its approximation ψ l computed on T V g f , using the same approach as the one developed in Algorithm 1 with R = 1.
Alternatively, one can use a demodulation algorithm prior to MR as proposed in [12] , by using the estimation of the IF of the modes given by (ψ l ) l=1,...,K , and then retrieve the modes through Algorithm 2 (in which b 0 is a constant and Ψ l a primitive of ψ l null at 0). This method was shown, in [12] , to behave better in terms of mode retrieval than original VSST.
At first glance, since with VSST-based techniques, the information is reassigned in the vicinity of the ridge associated with one mode, for a given time, MR computed that way involves less coefficients than when computed with STFT [10] . Nevertheless, we have just proven that one can still retrieve the modes from downsampled STFT which is not feasible from downsampled VSST. So, even though VSST leads to a much sharper representation than STFT, if one is interested in MR using the least amount of information as possible, we are going to show that MR based on STFT is a better option than those based on VSST.
B. Comparison of RT2-M 2 With VSST and Related Methods on Simulated Data
We now compare the behavior of the just recalled MR VSSTbased techniques, i.e., either based on VSST only or with demodulation beforehand, with RT2-M 2 (computed using the optimized Hamming filter and when R varies). To quantify the differences between these techniques, we assess the MR performance on the signal associated with Fig. 1(c) and then display the output SNRs , associated with the modes f 1 and f 2 and corresponding to input SNRs 0 or 10 dB, in Fig. 4(a)-(d) (the results are averaged over 5 realizations, Algo 2 denoting MR technique associated with Algorithm 2). As MR with RT2-M 2 does not depend on d, in these figures, the corresponding output SNRs are displayed as constant functions. As already noticed, for both f 1 and f 2 , RT2-M 2 is not much sensitive to R when it varies from 16 to 64.
Analyzing the results regarding VSST-based techniques, and as reported in [12] , to demodulate the signal as done in Algorithm 2, results in better MR than when one uses VSST directly. Now, comparing RT2-M 2 with VSST-based techniques, the latter leads to better results when, for VSST, only the information on the ridge is considered (i.e., d = 0). When d increases, typically d = 5, MR with Algorithm 2 or RT2-M 2 seem very similar.
However, this does not account for the number of coefficients used to perform MR. To deal with such an issue, we are going to recompute output SNRs, but this time with respect to the number of coefficients involved in MR procedures, considering RT2-M 2 and the technique based on Algorithm 2. In this regard, if MR procedure is based on Algorithm 2, the total number of coefficients to be stored is N V S S T = K(2d + 1)L, while the number of coefficients used by RT2-M 2 corresponds to:
where J l,m is the interval defined in (18) and # {X} the cardinal of set X. Note that the range for m depends on the downsampling factor R. In Fig. 5 , we depict, for input SNRs equal to 0 or 10 dB, the output SNRs associated with MR with respect to the number of coefficients kept, i.e., N V S S T or N RT 2−M 2 , divided by signal length L. Doing so, we highlight the very different nature of MR techniques based on Algorithm 2 and RT2-M 2 . Indeed, for each mode modes and for a given output SNR, RT2-M 2 uses much less coefficients than the technique based on Algorithm 2 (compare Fig. 5 (a) and (b)). A closer look at the results associated with RT2-M 2 also tells us that this technique while denoising the modes, can also compress the whole signal, when R ≥ 64. In such an instance, the representation of the signal into its two constituent denoised modes requires less than L coefficients. On the contrary, MR VSST-based techniques always require more than L coefficients to retrieve the modes. In this example, the same output SNR is obtained with about 15 times more coefficients with the technique associated with Algorithm 2 than with RT2-M 2 . Finally, note that with the former technique the results are not sensitive to the modulation (retrieval of f 1 versus that of f 2 ), which is expected because this algorithm demodulates each mode first (see step 1 of Algorithm 2).
C. Comparison of RT2-M 2 With VSST-Based Method on Real Data
In this section, we investigate the behavior of RT2-M 2 on a bat echolocation call, with length L = 256, whose STFT (not downsampled and noise-free) is depicted in Fig. 6(a) , along with computed TF ridges (assuming K = 4). To illustrate the behavior of the computation of the ridges in the context of downsampled STFT, we also depict the STFT downsampled by a factor of 4, 8 or 16 along with the corresponding ridges, respectively in Figs. 6(b)-(d) . Note that the STFTs are again computed using the Hamming window whose length is optimized using the Rényi entropy criterion leading to L g = 65 is that particular case. In that context, and if RT2-M 2 is used as MR procedure, R should be taken smaller than 64 (we again assume R divides L for the sake of simplicity). However, taken into account the signal length L, to use R = 64 would mean that only 4 time instants would be considered in the reconstruction process, which is too small to perform ridges computation. So, in our simulations, we only downsample in time the STFT by a factor of 4, 8 or 16 (in the latter case , 16 time instants are thus considered in the MR process). In this example, one can see that for each mode |φ l [n]| is at most 0.5/L, so Δ f = B × R ≤ 0.0312 (corresponding to the worst case R = 16). Here N = 256, so, as for the simulated signal studied in the previous sections, we consider Δ = 10 N ≈ 0.039 and then put Δ f = Δ.
As the ground truth in terms of the modes to be extracted is unknown, one cannot compute the output SNR for each mode, but only the global output SNR, as defined in (19) . This means that only signal reconstruction but not MR can be assessed on that particular example. In this regard, we would like check that the quality of signal reconstruction with RT2-M 2 is still slightly sensitive to R, and also compare this technique to RT2 and that based on Algorithm 2.
We again analyze the quality of signal reconstruction with respect to the number of coefficient kept over L, the results being depicted in Fig. 6 (e) and (f), in which the input SNR is either 0 and 10 dB. The number K of modes is set to 3 or 4.
We first remark that the tested techniques are more sensitive to the number of modes when the noise level is low, in which case knowing the exact number of modes results in better reconstruction performance. Another interesting fact is that, in such a context, if one is only interested in signal reconstruction, and not MR, to seek to retrieve the constituent modes of the signal in the reconstruction process is not compulsory. Indeed, RT2 and RT2-M 2 behave very similarly in that case. Finally, we also remark that, as expected, the impact of R on the signal reconstruction performance is always very light.
VI. CONCLUSION
In this paper, we first recalled different signal reconstruction procedures using downsampled short-time Fourier transform. From these, we derived a new algorithm for the retrieval of the modes of a multicomponent signal. We then showed that the proposed new technique compares favorably, on simulated and real data, with the most recent techniques based on synchrosqueezing in terms of the number of coefficients used by the reconstruction procedure. Our approach is however restricted in that it only deals with mode retrieval for multicomponent signals contaminated by Gaussian white noises. Extension to other types of noise, like impulse noises should be the subject for future research. In another direction, the extension of the proposed model to multivariate data should also be investigated more in details.
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