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EQUAL HIGHER ORDER ANALYSIS OF AN UNFITTED
DISCONTINUOUS GALERKIN METHOD FOR STOKES FLOW SYSTEMS
GEORGIOS KATSOULEAS1, EFTHYMIOS N. KARATZAS1,2, AND AIKATERINI ARETAKI1
Abstract. In this work, we analyze an unfitted discontinuous Galerkin discretization for the
numerical solution of the Stokes system based on equal higher-order discontinuous velocities
and pressures. This approach combines the best from both worlds, firstly the advantages of
a piece-wise discontinuous high–order accurate approximation and secondly the advantages
of an unfitted to the true geometry grid around possibly complex objects and/or geometrical
deformations. Utilizing a fictitious domain framework, the physical domain of interest is
embedded in an unfitted background mesh and the geometrically unfitted discretization is
built upon symmetric interior penalty discontinuous Galerkin formulation. A fully stabilized
frame is required for equal order finite elements, both –proper for higher-order– pressure
Poisson stabilization in the bulk of the domain, as well as boundary zone velocity and pres-
sure ghost penalty terms. The present contribution should prove valuable in engineering
applications where special emphasis is placed on the optimal effective approximation attain-
ing much smaller relative errors in coarser meshes. Inf-sup stability, the optimal order of
convergence, and the stabilization parameters dependency are investigated. Our analysis of
the stability properties of the proposed scheme reveals that a delicate scaling of the stabi-
lization parameters is required for the equal higher-order case. This is also supported by
numerical evidence from test experiments. Additionally, a geometrically robust estimate for
the condition number of the stiffness matrix is provided. Numerical examples illustrate the
implementation of the method and verify the theoretical findings.
1. Introduction
The overall objective of this paper is to discuss the discontinuous Galerkin method in an
unfitted mesh framework. The prominence both of fictitious domain methods, as well as dis-
continuous Galerkin methods, is easily explained by their relative advantages. Regarding the
former, many practical engineering applications involve problems defined in complex domains
whose boundary can even be exposed to large topological changes or deformations. Such
cases pose severe challenges in the discretization and even result to simulations of diminished
quality. For instance, the generation of a suitable conforming mesh is a challenging and com-
putationally intensive task. As a means to bypass such complications, it is instructive to
consider the actual computational domain of interest as being embedded in an unfitted back-
ground mesh. More precisely, this can be achieved usually via a geometric parametrization of
its boundary via level-set geometries, using a fixed Cartesian background and its associated
mesh for each new domain configuration. This approach avoids the need to remesh, as well as
the need to develop a reference domain formulation in many applications and methodologies,
as typically done in fitted grid FEMs.
On the other hand, the discontinuous Galerkin method is a robust and compact finite
element projection method that provides a practical framework for the development of high-
order accurate methods. Such an approach allows for discontinuities in the finite element
solutions across faces and edges. This lack of continuity introduces additional flexibility
1Department of Mathematics, National Technical University of Athens, Greece
2SISSA (affiliation), International School for Advanced Studies, Mathematics Area, mathLab
Trieste, Italy.
E-mail addresses: gekats@mail.ntua.gr, karmakis@math.ntua.gr, kathy@mail.ntua.gr.
Date: June 2, 2020.
Key words and phrases. cut finite element method, discontinuous Galerkin, Stokes problem, stabilization,
penalty methods.
1
ar
X
iv
:2
00
6.
00
43
5v
1 
 [m
ath
.N
A]
  3
1 M
ay
 20
20
2 EQUAL HIGHER ORDER ANALYSIS OF AN UNFITTED DG METHOD FOR STOKES SYSTEMS
which can overcome certain limitations inherent in standard FEM and their implementation.
The method is especially well-suited for large-scale computations, in which high accuracy in
computationally “cheap” meshes is required.
To the authors’ best knowledge this is the first instance where a complete higher order
analysis of an unfitted dG for the Stokes system has been carried out. This approach should
combine the best of the two methodologies, allowing high-order accurate approximations in a
geometrically unfitted setting. In certain applications, the proposed method should compare
favorably in terms of execution time to other approaches, due to the decreased complexity
of the computational mesh. To ensure a fully stabilized scheme, penalization of pressure
gradients is employed and augmented with additional boundary zone ghost penalty terms for
both velocity and pressure. These terms act on the jumps of the normal derivatives at faces
associated with cut elements.
An analogue analysis has been carried out in [24,30] for elliptic boundary value and interface
problems. Finite element methods for the Stokes system on fictitious domains have been
analyzed in [9, 31, 41], while a stabilized Nitsche overlapping mesh method for the Stokes
problem can be found in [42]. On the other hand, the earliest references to apply discontinuous
Galerkin methods to the Stokes system include [12, 22, 50]. A variant utilizing piecewise
solenoidal vector fields for the velocity and continuous approximations for the pressure was
studied in [2]. Mixed discontinuous Galerkin methods [14, 49] consider the gradient of the
velocity as an additional unknown.
Fictitious domain methods have a long history, dating back to the pioneering work of
Peskin [47] and are currently enjoying great popularity, having been successfully applied to a
variety of problems. Several improved variants can be found in the recent literature, including
such methods as the ghost-cell finite difference method [52], cut–cell volume method [46],
immersed interface [36], ghost fluid [5], shifted boundary methods [39], φ–FEM [17], and
CutFEM [6–8, 25, 38], among others. For a comprehensive overview of this research area,
the interested reader is referred to the review paper [43]. Considerable impetus for such
widespread investigations has been provided by applications in fluids flow or in the context
of reduced order modeling for parametrically–dependent domains [32–35]. In such cases,
immersed and embedded methods compare favourably to standard FEM, providing simple
and efficient schemes for the numerical approximation of PDEs in both cases of static and
evolving geometries.
Many unfitted variants of discontinuous Galerkin methods have been proposed in the lit-
erature as a competitive approaches for simulations in complex domains. One of the first
applications involved an elliptic model problem [3], while elliptic interface problems have
been discretized via an hp discontinuous Galerkin method [40], an extension of the local dG
method [51], and a high–order hybridizable dG method [16, 29]. In fact, an unfitted dG
method was shown to compare favorably to standard dG–FEM [44], providing a flexible and
accurate alternative to solve the electroencephalography forward problem. An extension to
a parabolic test case has been presented in [4]. More recently, motivated from PDEs arising
from conservation laws on evolving surfaces, an unfitted dG approach was developed for ad-
vection problems [20]. Other applications include the linear transport equation [19] and the
Laplace–Beltrami operator [11]. In the context of Stokes problems with void or material inter-
faces, previous efforts include an eXtended hybridizable dG (X-HDG) method [23] combining
the hybridizable dG method with an eXtended finite element strategy, considering heaviside
enrichment on cut faces/elements.
Our paper is organized as follows. We start with the Stokes flow model problem and
the necessary preliminaries in Section 2. The various components of the stabilized unfitted
discontinuous Galerkin discretization based on equal higher order discontinuous velocities
and pressures are discussed in subsection 2.2 in detail. Approximation results needed for the
analysis of the method are collected in Section 3. Section 4 is devoted to stability estimates
and the derivation of the discrete inf–sup condition, followed by a–priori error estimates in
Section 5. Our theoretical analysis of the method is completed in Section 6, showing that
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the condition number of the stiffness matrix is uniformly bounded, independently of how
the background mesh cuts the boundary. The paper concludes with some numerical tests in
Section 7 which verify the theoretical convergence rates and showcase the accuracy of the
method.
Figure 1. The original square domain Ω (left picture) and its boundary Γ
are represented implicitly by the level-set function φ(x, y) in (7.1) and they
are designated by the red colored area. The extended computational domain
ΩT is visualized in the middle picture, and it is covered by the active part of
the background mesh Bh colored in red. The subset Gh of elements in Bh that
intersect the boundary Γ is shown in red at the right picture.
2. The model problem and preliminaries
2.1. Problem formulation. The steady Stokes equations for an incompressible viscous fluid
confined in an open, bounded domain Ω ⊂ Rd (d = 2, 3) with Lipschitz boundary Γ = ∂Ω
can be expressed in the form
−∆u +∇p = f in Ω,
∇ · u = 0 in Ω,(2.1)
u = 0 on Γ .
Here u = (u1, . . . , ud) : Ω → Rd (d = 2, 3) and p : Ω → R denote the velocity and pressure
fields, and f ∈ [L2(Ω)]d is a forcing term. Since the pressure is determined by (2.1) up to an
additive constant, we assume
∫
Ω pdx = 0 to uniquely determine p. Hence, in the following we
will consider for pressure the standard space
L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω
q = 0
}
of square–integrable functions with zero average over Ω.
Defining for all u,v ∈ V := [H10 (Ω)]d and p ∈ Q := L20(Ω) the bilinear forms
a(u,v) =
∫
Ω
∇u : ∇v, b(v, p) = −
∫
Ω
p∇ · v,(2.2)
a weak solution to (2.1) is a pair (u, p) ∈ [H10 (Ω)]dL20(Ω) = V Q, such that
(2.3) A(u, p; v, q) =
∫
Ω
f · v, for all test functions (v, q) ∈ V Q,
with
A(u, p; v, q) = a(u,v) + b(u, q) + b(v, p).
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The well–posedness of (2.3) is standard [15].
2.2. Discretization via an unfitted discontinuous Galerkin method. Implementation
of an unfitted discontinuous Galerkin method for the discretization of (2.3) requires a fixed
background domain B which contains Ω. Let Bh be its corresponding shape–regular mesh
with the assumptions of [9]. The active mesh
Th = {T ∈ Bh : T ∩Ω 6= ∅}
is the minimal submesh of Bh which covers Ω and is, in general, unfitted to its boundary Γ .
As usual, the subscript h = maxT∈Bh diam(T ) indicates the global mesh size. Finite element
spaces for u and p will be built upon the extended domain ΩT =
⋃
T∈Th T which corresponds
to Th. The set of interior faces in the active background mesh is denoted
F inth =
{
F = T+ ∩ T− : T+, T− ∈ Th
}
.
Fictitious domain methods, as well as discontinuous Galerkin schemes, require boundary
conditions at Γ to be weakly satisfied through a variant of Nitsche’s method. On the other
hand, coercivity over the whole computational domain ΩT is ensured by means of additional
ghost penalty terms which act on the gradient jumps in the boundary zone; see, for instance,
[8, 9, 32,41]. The submesh consisting of all cut elements is denoted
Gh := {T ∈ Th : T ∩ Γ 6= ∅}
and the relevant set of faces upon which ghost penalty will be applied is given by
FG := {F : F is a face of T ∈ Gh, F /∈ ∂ΩT } .
To define an unfitted discontinuous Galerkin discretization for the Stokes problem (2.3),
we consider equal–order, elementwise discontinuous polynomial finite element pressure and
velocity spaces of order k ≥ 1:
Vh :=
{
wh ∈
(
L2(ΩT )
)d
: wh|T ∈
(
Pk(T )
)d
, T ∈ Th
}
(d = 2, 3)
Qh :=
{
wh ∈ L20(ΩT ) : wh|T ∈ Pk(T ), T ∈ Th
}
.
Moreover, recall the definition
{v} := 1
2
(
v+ + v−
)
, {v} := 1
2
(
v+ + v−
)
,
of the average operator {·} across an interior face F for v, v scalar and vector–valued functions
on Th respectively, where v± (resp. v±) are the traces of v (resp. v) on F = T+∩T− from the
interior of T±. More precisely, v±(x) = limt→0+ v(x ± tnF) for x ∈ F and nF the outward–
pointing unit normal vector to F . The jump operator [[·]] across F is defined respectively
by
[[v]] := v+ − v−, [[v]] := v+ − v−.
With these definitions in place, we are now ready to formulate a discrete counterpart of
(2.3) through an unfitted discontinuous Galerkin method. The symmetric interior penalty
discretizations of the diffusion term and the pressure–velocity coupling in (2.2) lead to the
bilinear forms
ah(uh,vh) =
∫
Ω
∇uh : ∇vh −
∑
F∈F inth
∫
F∩Ω
({∇uh} · nF[[vh]] + {∇vh} · nF[[uh]])
−
∫
Γ
uh∇vh · nΓ −
∫
Γ
vh∇uh · nΓ + βh−1
∫
Γ
uhvh + βh
−1 ∑
F∈Finth
∫
F∩Ω
[[uh]][[vh]],
bh(vh, ph) = −
∫
Ω
ph∇ · vh +
∑
F∈Finth
∫
F∩Ω
[[vh]] · nF {ph}+
∫
Γ
vh · nΓph
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respectively. The symmetric interior penalty parameter β > 0 in the definition of ah(·, ·) is
sufficiently large in a sense that will be made precise later; see Lemma 4.2 and its proof below.
For future reference, note that element–wise integration by parts in the previous forms yields
the equivalent formulations
ah(uh,vh) = −
∫
Ω
∆uh · vh +
∑
F∈Finth
∫
F∩Ω
[[∇uh]] · nF {vh} −
∑
F∈Finth
∫
F∩Ω
{∇vh} · nF[[uh]]
−
∫
Γ
uh∇vh · nΓ + βh−1
∫
Γ
uhvh + βh
−1 ∑
F∈F inth
∫
F∩Ω
[[uh]][[vh]],(2.4)
bh(vh, ph) =
∫
Ω
vh · ∇ph −
∑
F∈Finth
∫
F∩Ω
{vh} · nF[[ph]],
(2.5)
which will be useful for asserting the consistency of the method. To ensure stabilization in
the bulk of the domain, as in [1, 41], we introduce the extra term
(2.6) ch(uh, ph; qh) = γ0
∑
T∈Th
∫
T
h2T (−∆uh +∇ph)∇qh + γ1
∑
F∈Finth
∫
F∩Ω
hF [[ph]][[qh]]
with hT = diam(T ) the local mesh size and hF = min
{
hT , hT ′
}
for F = T ∩ T ′ ∈ F inth .
Note that for piece-wise linear uh the term ∆uh vanishes in the formulation (2.6). Finally, to
extend stabilization on cut elements as well, we also consider the form [9,32]
(2.7) Jh(uh, ph; vh, qh) = ju(uh,vh)− jp(ph, qh).
Here, the additional velocity and pressure ghost penalty forms are defined by
ju(uh,vh) = γu
d∑
j=1
∑
F∈FG
k∑
i=1
∫
F
h2i−1F [[∂
i
nF
uh,j ]][[∂
i
nF
vh,j ]],(2.8)
jp(ph, qh) = γp
∑
F∈FG
k∑
i=1
∫
F
h2i+1F [[∂
i
nF
ph]][[∂
i
nF
qh]],(2.9)
where ∂inv is the i-th normal derivative given by ∂
i
nv =
∑
|α|=iD
αv(x)nα for multi-index
α = (α1, . . . , αd), |α| =
∑
i αi and n
α = nα11 n
α2
2 · · ·nαdd .
The above terms are designed to provide control over the pressure and velocity in the
extended domain ΩT penalizing the higher-order derivatives in the vicinity of the boundary.
The parameters γ0, γ1, γu and γp in (2.6), (2.8) and (2.9) are additional positive stabilization
constants. More details regarding the CutFEM discretization of the Stokes system can be
found in [9].
Using the previous ingredients, an extended mesh discontinuous Galerkin method for (2.3)
now reads as follows: Find (uh, ph) ∈ VhQh, such that
(2.10) Ah(uh, ph; vh, qh) + Jh(uh, ph; vh, qh) = Lh(vh, qh), for all (vh, qh) ∈ VhQh.
The bilinear and linear forms Ah and Lh are defined by
Ah(uh, ph; vh, qh) = ah(uh,vh) + bh(uh, qh) + bh(vh, ph)− ch(uh, ph; qh),(2.11)
Lh(vh, qh) =
∫
Ω
f · vh − Φh(qh),(2.12)
with
(2.13) Φh(qh) = γ0
∑
T∈Th
∫
T
h2T f · ∇qh.
Regarding consistency, note that for the exact solution the terms (2.6), (2.13) included in the
left and right–hand side of (2.10) have been designed to cancel each other out, as in [1]; see
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the proof of Lemma 5.1 below. A similar method without stabilization has been presented
in [18].
(a) h0 = 2
−2 (b) h1 = 2−3 (c) h2 = 2−4
(d) h3 = 2
−5 (e) h4 = 2−6 (f) h5 = 2−7
Figure 2. Numerical approximation of the first component of the velocity
solution visualized for a sequence of successively refined tessellations of the
background domain B = [−0.5, 1.5]2 with mesh parameters h` = 2−`−2 (` =
0, . . . , 5) and P1 − P1 finite elements.
3. Approximation properties
Throughout this manuscript, standard Sobolev norms and semi–norms on a domain X for
s ∈ N will be denoted by ‖·‖s,X and | · |s,X respectively, omitting the index in case s = 0.
A–priori error bounds for the proposed unfitted dG method will be proved with respect to
the following mesh–dependent norms:
|||v|||2 = ‖∇v‖2Ω +
∥∥h−1/2v∥∥2
Γ
+
∥∥h1/2∇v · nΓ∥∥2Γ +∑F∈Finth ∥∥h−1/2[[v]]∥∥2F∩Ω +∑T∈Th ∥∥h1/2∇v|T · nT∥∥2∂T∩Ω ,
|||p|||2 = ‖p‖2Ω +
∥∥h1/2p∥∥2
Γ
+
∑
F∈Finth
∥∥h1/2[[p]]∥∥2
F∩Ω +
∑
T∈Th
∥∥h1/2p∥∥2
∂T∩Ω ,
|||(v, p)|||2 = |||v|||2 + |||p|||2.
To investigate stability, we will also make use of the following norms on the extended domain
ΩT for the discrete velocity and pressure approximations, and their product space:
|||v|||2V = ‖∇v‖2ΩT +
∥∥h−1/2v∥∥2
Γ
+
∑
F∈Finth
∥∥h−1/2[[v]]∥∥2
F∩Ω ,
|||p|||2Q = ‖p‖2ΩT
|||(v, p)|||2V,Q = |||v|||2V + |||p|||2Q.
In the following, we summarize certain useful trace inequalities and inverse estimates, which
have been proved in [10, 26, 45] and will be instrumental in the a–priori error analysis of the
method. As in the classical symmetric interior penalty method, the normal flux of a discrete
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function v ∈ Pk(T ) on a face F ⊂ ∂T or on the boundary Γ is respectively controlled by the
inverse inequalities:
‖∂jnF v‖F . h
i−j−1/2
T ‖Div‖T ∀ T ∈ Th, 0 ≤ i ≤ j,(3.1)
‖∂jnΓ v‖Γ∩T . h
i−j−1/2
T ‖Div‖T ∀ T ∈ Th, 0 ≤ i ≤ j,(3.2)
‖Djv‖T . hi−jT ‖Div‖T ∀ T ∈ Th, 0 ≤ i ≤ j.(3.3)
The notation a . b (or a & b) signifies a ≤ Cb (or a ≥ Cb) for some generic positive constant
C that varies with the context, but is always independent of the mesh size and the position of
the boundary in relation to the mesh. It is now straightforward to verify that the estimates
with respect to the norms |||·||| and |||·|||X (X = V,Q) are related via
(3.4) |||v||| . |||v|||V , |||p||| . |||p|||Q.
Indeed, the first relation follows by (3.1), (3.2), whereas for the pressure norms, we combine
the trace inequalities for v ∈ H1(ΩT )
‖v‖T∩Γ .
(
h
−1/2
T ‖v‖T + h1/2T ‖∇v‖T
)
for T ∈ Th,(3.5)
‖v‖∂T .
(
h
−1/2
T ‖v‖T + h1/2T ‖∇v‖T
)
for T ∈ Th,(3.6)
from [27] with (3.3). As in [9, 41], we interpolate a pair (u, p) ∈ [H2(Ω)]dH1(Ω) through a
suitable interpolant of
[
Hk+1
]d
Hk–extensions of the functions (u, p) on ΩT .
The following statement recalls the corresponding definitions and the necessary approxi-
mation results for the analysis.
Lemma 3.1. Let E : Hs(Ω) → Hs(ΩT ) (s ≥ 0) be an Hs–extension operator on ΩT , such
that Eφ|Ω = φ|Ω, Eφ|Γ = φ|Γ , ‖Eφ‖s,ΩT ≤ C ‖φ‖s,Ω for any φ ∈ Hs(Ω) and Πh : L2(Ω)→ Vh
the Scott-Zhang-type extended interpolation operator defined by
(3.7) Πhφ = Π
∗
hEφ,
where Π∗h : L
2(ΩT )→ Vh is the standard Scott-Zhang interpolation. Then, the estimates
‖v −Πhv‖r,T ≤ Chs−rT |v|s,∆T , 0 ≤ r ≤ s, for every T ∈ Th,(3.8)
‖v −Πhv‖r,F ≤ Chs−r−1/2F |v|s,∆F , 0 ≤ r ≤ s− 1/2, for every F ∈ F inth ,(3.9)
hold for every v ∈ L2(ΩT ), where ∆X (X = T, F ) denotes the corresponding patch of neigh-
bors; i.e., the set of elements sharing at least one vertex with the element T or the element
face F , respectively.
Furthermore, the local approximation properties of the extended Scott-Zhang interpolation
Πh along with the stability of the extension operator E , give rise to the global error estimate
‖v −Πhv‖r,Γ ≤ Chs−r−1/2|v|s,Ω, 0 ≤ r ≤ s− 1/2.
Estimates for the approximation error of the extended interpolation operator Πh with respect
to the |||·|||–norm readily follow:
Corollary 3.2. The approximation error of Πh in (3.7) for (u, p) ∈
[
Hk+1(Ω)
]d
Hk(Ω)
satisfies
|||u−Πhu||| ≤ Chk |u|k+1,Ω ,(3.10)
|||(u−Πhu, p−Πhp)||| ≤ Chk
(
|u|k+1,Ω + |p|k,Ω
)
.(3.11)
To prove the stability of the method, we will also need a continuity property for Πh with
respect to different norms.
Lemma 3.3. The extended intepolation operator Πh in (3.7) satisfies
(3.12) |||Πhv|||V ≤ CΠhk ‖v‖k+1,Ω , for every v ∈
[
H10 (Ω) ∩Hk+1(Ω)
]d
.
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4. Stability estimates
The fact that the discrete problem is well-posed follows by the inf–sup stability of the
bilinear form Ah + Jh in the formulation (2.10) with respect to the |||·|||V,Q–norm. We begin
by investigating the properties of the separate forms which contribute to Ah + Jh.
A useful observation is that the form ah(·, ·), augmented by ju(·, ·), is continuous and
coercive with respect to the norm |||·|||V . For its proof, we will make use of the fact that the
ghost penalty term ju(·, ·) extends the control from the physical domain Ω to the entire active
mesh; i.e., on the extended domain ΩT :
Lemma 4.1 ( [41]). There are constants Cv, Cp > 0, depending only on the shape-regularity
and the polynomial order and not on the mesh or the location of the boundary, such that the
following estimates hold:
(4.1) ‖∇vh‖2ΩT ≤ Cv
(
‖∇vh‖2Ω + ju(vh,vh)
)
≤ Cv ‖∇vh‖2ΩT , for all vh ∈ Vh
and
(4.2) ‖ph‖2ΩT ≤ Cp
(
‖ph‖2Ω + jp(ph, ph)
)
≤ Cp ‖ph‖2ΩT , for all ph ∈ Qh.
With this preliminary result in place, we are now ready to prove:
Lemma 4.2 (Discrete coercivity of ah + ju). For suitably large discontinuity penalization
parameter β > 0 in the definition of the bilinear form ah(·, ·), there exists a constant ca > 0,
such that
(4.3) ca|||vh|||2V ≤ ah(vh,vh) + ju(vh,vh),
for any vh ∈ Vh.
Proof. The proof follows closely the standard arguments for the usual symmetric interior
penalty method. More precisely, for any  ∈ R+, we have
ah(vh,vh) + ju(vh,vh) = ‖∇vh‖2Ω + ju(vh,vh) + β
∥∥∥h−1/2vh∥∥∥2
Γ
+
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
−
− 2
∑
F∈Finth
∫
F∩Ω
{∇vh} · nF [[vh]]− 2
∫
Γ
vh∇vh · nΓ
≥ ‖∇vh‖2Ω + ju(vh,vh) + β
∥∥∥h−1/2vh∥∥∥2
Γ
+
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
−
− 
∑
F∈Finth
∥∥∥h1/2 {∇vh} · nF∥∥∥2
F∩Ω
− −1
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
−
− 
∥∥∥h1/2∇vh · nΓ∥∥∥2
Γ
− −1
∥∥∥h−1/2vh∥∥∥2
Γ
≥ ‖∇vh‖2Ω + ju(vh,vh) + (β − −1)
∥∥∥h−1/2vh∥∥∥2
Γ
+
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
−
− 
 ∑
F∈Finth
∥∥∥h1/2 {∇vh} · nF∥∥∥2
F∩Ω
+
∥∥∥h1/2∇vh · nΓ∥∥∥2
Γ
 .(4.4)
A lower bound for the latter term in (4.4) is readily obtained through the inverse estimates
(3.1) and (3.2). In particular, note for F ∈ F inth with F = ∂T ∩ ∂T
′
that∥∥∥h1/2 {∇vh} · nF∥∥∥
F∩Ω
≤ 1
2
(∥∥∥h1/2∇vh · nF∥∥∥
F⊂∂T
+
∥∥∥h1/2∇vh · nF∥∥∥
F⊂∂T ′
)
. max
i=T,T ′
{‖∇vh‖i}
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and then summing over all interior faces in the active mesh, we estimate
(4.5)
∑
F∈Finth
∥∥∥h1/2 {∇vh} · nF∥∥∥2
F∩Ω
. ‖∇vh‖2ΩT .
Likewise, using (3.2)
(4.6)
∥∥∥h1/2∇vh · nΓ∥∥∥2
Γ
=
∑
T∩Γ 6=∅
∥∥∥h1/2∇vh · nΓ∥∥∥2
T∩Γ
.
∑
T∩Γ 6=∅
‖∇vh‖2T . ‖∇vh‖2ΩT .
Then, application of (4.1) verifies, for a suitable choice of , that the terms in (4.5) and (4.6) can be
dominated by the leading two terms in (4.4). Indeed, letting Ĉ1 and Ĉ2 the constants in (4.5) and
(3.2) respectively and collecting all estimates, we conclude
ah(vh,vh) + ju(vh,vh) ≥
(
C−1v − (Ĉ1 + Ĉ2)
)
‖∇vh‖2ΩT
+ (β − −1)
∥∥∥h−1/2vh∥∥∥2
Γ
+
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
 .
Coercivity (4.3) is already verified for β > −1 > Cv(Ĉ1 + Ĉ2). The corresponding coercivity constant
is ca = min
{
C−1v − (Ĉ1 + Ĉ2), β − −1
}
. 
Lemma 4.3 (Continuity). There exist constants Ca, Cb > 0, such that
[ah + ju] (uh,vh) ≤ Ca|||uh|||V · |||vh|||V , for every uh,vh ∈ Vh,(4.7)
ah(u,vh) ≤ Ca|||u||| · |||vh|||, for every (u,vh) ∈
([
Hk+1(Ω) ∩H10 (Ω)
]d
+ Vh
)
Vh,(4.8)
bh(u, ph) ≤ Cb|||u||| · |||ph|||, for every (u, ph) ∈
([
Hk+1(Ω) ∩H10 (Ω)
]d
+ Vh
)
Qh,(4.9)
bh(uh, p) ≤ Cb|||uh||| · |||p|||, for every (uh, p) ∈ Vh
([
Hk(Ω) ∩ L20(Ω)
]
+Qh
)
.(4.10)
Proof. The proof is standard and it is omitted for brevity. 
Lemma 4.4 (Stability for bh). There exists C > 0, such that for every ph ∈ Qh we have
(4.11) C ‖ph‖Ω ≤ sup
wh∈Vh\{0}
bh(wh, ph)
|||wh|||V
+ kT (ph),
where kT (ph) :=
(∑
T∈Th ‖hT∇ph‖
2
T
)1/2
+
(∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
)1/2
.
Proof. Consider a fixed ph ∈ Qh. Owing to the surjectivity of the divergence operator, there
exists a corresponding vph ∈
[
H10 (Ω)
]d
, such that
(4.12) ∇ · vph = ph and CΩ ‖vph‖1,Ω ≤ ‖ph‖Ω
for some constant CΩ > 0. The field vph is typically referred to as the velocity lifting of ph.
Then, element–wise integration by parts yields
‖ph‖2Ω =
∫
Ω
ph (∇ · vph) = −
∫
Ω
vph∇ph +
∑
T∈Th
∑
F⊂∂T
∫
F∩Ω
(vph · nF ) ph
= −
∫
Ω
vph∇ph +
∑
F∈Finth
∫
F∩Ω
{vph} · nF [[ph]] +
∑
F∈Finth
∫
F∩Ω
[[vph ]] · nF {ph}+
∫
Γ∩T
(vph · nΓ ) ph
= −
∫
Ω
vph∇ph +
∑
F∈Finth
∫
F∩Ω
{vph} · nF [[ph]].
Here, we have used the fact that vph and [[vph ]] vanish on Γ and on F ∈ F inth , respectively, due
to vph ∈
[
H10 (Ω)
]d
being an element of the continuous space. Introducing the corresponding
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interpolation error eh := Πhvph − vph for vph 7→ Πhvph ∈ Vh in the previous expression, we
obtain
‖ph‖2Ω =
∫
Ω
eh∇ph −
∫
Ω
Πhvph∇ph +
∑
F∈Finth
∫
F∩Ω
{vph} · nF [[ph]]
(2.5)
=
∫
Ω
eh∇ph − bh(Πhvph , ph)−
∑
F∈Finth
∫
F∩Ω
{eh} · nF [[ph]] = I1 + I2 + I3.(4.13)
For the first term, the Cauchy–Schwarz inequality, (3.8) and (4.12) imply
|I1| ≤
∑
T∈Th
∥∥h−1T eh∥∥2T
1/2∑
T∈Th
‖hT∇ph‖2T
1/2
. ‖vph‖1,Ω
∑
T∈Th
‖hT∇ph‖2T
1/2 . C−1Ω ‖ph‖Ω
∑
T∈Th
‖hT∇ph‖2T
1/2 .(4.14)
Owing to the continuity property of the extended interpolation operator (3.12) and (4.12)
respectively,
|I2| = |bh(Πhvph , ph)||||Πhvph |||V
|||Πhvph |||V ≤
(
sup
wh∈Vh\{0}
bh(wh, ph)
|||wh|||V
)
CΠ ‖vph‖1,Ω
≤
(
sup
wh∈Vh\{0}
bh(wh, ph)
|||wh|||V
)
CΠC
−1
Ω ‖ph‖Ω .(4.15)
To treat the third term, we proceed exactly as for I1 using (3.9) and conclude
|I3| ≤
 ∑
F∈Finth
∥∥∥h−1/2F {eh}∥∥∥2
F∩Ω
1/2 ∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
1/2
. ‖vph‖1,Ω
 ∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
1/2 . C−1Ω ‖ph‖Ω
 ∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
1/2 .(4.16)
Collecting estimates (4.14)-(4.16), we complete the proof. 
An immediate consequence is the following:
Corollary 4.5. For every ph ∈ Qh, there exists wh ∈ Vh, such that
(4.17) bh(wh,−ph) ≥ ‖ph‖2Ω − CβkT (ph) ‖ph‖Ω ,
for suitable Cβ > 0.
Proof. Rearranging (4.13), bh(Πhvph ,−ph) ≥ ‖ph‖2Ω − |I1| − |I3|. Hence, denoting C1, C2
the constants appearing in (4.14), (4.16), the result clearly follows for wh = Πhvph with
Cβ = max {C1, C2}. 
Now we are ready to state the main result of this section. For its proof, we will also need
the useful bound
(4.18) kT (ph)2 ≤ 2 min {γ0, γ1}−1 ch(0, ph; ph),
which follows immediately by the respective definitions.
Theorem 4.6 (Discrete inf–sup stability). There is a constant cbil > 0, such that for all
(uh, ph) ∈ VhQh, we have
(4.19) cbil|||(uh, ph)|||V,Q ≤ sup
(vh,qh)∈VhQh
Ah(uh, ph; vh, qh) + Jh(uh, ph; vh, qh)
|||(vh, qh)|||V,Q
.
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Proof. Analogous to the ones of [41, Thm. 5.1] and [21, Lem. 3.2]. Let (uh, ph) ∈ VhQh and
note by Corollary 4.5 that there exists wh ∈ Vh in (4.17). In fact, there is no loss of generality
in taking |||wh|||V = ‖ph‖Ω and then (4.17), combined with an -Young inequality and (4.18),
yields
bh(wh,−ph) ≥ ‖ph‖2Ω − CβkT (ph) ‖ph‖Ω ≥
(
1− Cβ1
2
)
‖ph‖2Ω −
Cβ
21
kT (ph)2
≥
(
1− Cβ1
2
)
‖ph‖2Ω −
Cβ
1 min {γ0, γ1}ch(0, ph; ph)
≥
(
1− Cβ1
2
)
‖ph‖2Ω −
Ĉ1γ0
min {γ0, γ1}
∑
T∈Th
‖hT∇ph‖2T −
Ĉ1γ1
min {γ0, γ1}
∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
(4.20)
for Ĉ1 :=
Cβ
1
> 0 and 1 > 0 sufficiently small.
Furthermore, by the Cauchy–Schwartz inequality, the inverse estimate (3.3), the norm for
the discrete velocity on the extended domain and another application of an -Young inequality,
we obtain the estimate for the stabilization term
ch(uh, ph; ph) = −γ0
∑
T∈Th
∫
T
h2T∆uh∇ph + ch(0, ph; ph)
≥ −γ0
( ∑
T∈Th
‖hT∆uh‖2T
)1/2( ∑
T∈Th
‖hT∇ph‖2T
)1/2
+ ch(0, ph; ph)
≥ −γ0C1 ‖∇uh‖ΩT
( ∑
T∈Th
‖hT∇ph‖2T
)1/2
+ ch(0, ph; ph)
≥ −γ0C1
22
|||uh|||2V −
2γ0C1
2
∑
T∈Th
‖hT∇ph‖2T + ch(0, ph; ph)
= −γ0C1
22
|||uh|||2V + γ0Ĉ2
∑
T∈Th
‖hT∇ph‖2T + γ1
∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
,(4.21)
for a positive constant C1 > 0, Ĉ2 := 1 − 2C12 and a sufficiently small positive parameter
0 < 2 <
2
C1
.
Our purpose is to show that for a judicious choice of parameters 1, 2 and δ > 0, there
exists cbil > 0, such that the test pair (uh − δwh,−ph) satisfies
(4.22) [Ah + Jh] (uh, ph; uh − δwh,−ph) ≥ cbil|||(uh, ph)|||V,Q|||(uh − δwh,−ph)|||V,Q,
whereby the assertion (4.19) is then immediate. To this end, using the coercivity/continuity
estimates (4.3), (4.7) for [ah + ju] and an –Young inequality, we have
[Ah + Jh] (uh, ph;uh − δwh,−ph) = ah(uh,uh) + ju(uh,uh) + ch(uh, ph; ph) + jp(ph, ph)
+ δ (−ah(uh,wh) + bh(wh,−ph)− ju(uh,wh))
≥ ca|||uh|||2V + ch(uh, ph; ph) + jp(ph, ph)− δCa|||uh|||V ‖ph‖Ω + δbh(wh,−ph)
≥
(
ca − δCa
21
)
|||uh|||2V −
δCa1
2
‖ph‖2Ω + jp(ph, ph) + ch(uh, ph; ph) + δbh(wh,−ph).(4.23)
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Regarding the latter two terms in (4.23), choosing δ < min
{
Ĉ2min{γ0,γ1}
Ĉ1
, min{γ0,γ1}
Ĉ1
}
=
Ĉ2min{γ0,γ1}
Ĉ1
, we may combine (4.21) and (4.20) to estimate
ch(uh, ph; ph) + δbh(wh,−ph) ≥ −γ0C1
22
|||uh|||2V + δ
(
1− Cβ1
2
)
‖ph‖2Ω +
+ γ0
[
Ĉ2 − δĈ1
min {γ0, γ1}
] ∑
T∈Th
‖hT∇ph‖2T +
+ γ1
[
1− δĈ1
min {γ0, γ1}
] ∑
F∈Finth
∥∥∥h1/2F [[ph]]∥∥∥2
F∩Ω
≥ −γ0C1
22
|||uh|||2V + δ
(
1− Cβ1
2
)
‖ph‖2Ω .(4.24)
Plugging (4.24) in (4.23) and then invoking (4.2), we reach the conclusion
[Ah + Jh] (uh, ph; uh − δwh,−ph) ≥
(
Ĉ3 − δĈ4
)
|||uh|||2V + δĈ5 ‖ph‖2Ω + jp(ph, ph)
≥
(
Ĉ3 − δĈ4
)
|||uh|||2V + C−1P min
{
δĈ5, 1
}
‖ph‖2ΩT
& |||(uh, ph)|||2V,Q,(4.25)
under the additional restriction δ < Ĉ3
Ĉ4
, where we have denoted the positive constants Ĉ3 :=
ca − γ0C122 , Ĉ4 := Ca21 and Ĉ5 := 1− 12
(
Ca + Cβ
)
. Hence, noticing
|||(uh − δwh,−ph)|||V,Q ≤ |||(uh,−ph)|||V,Q + |||(−δwh, 0)|||V,Q ≤
[
1 + max {1, δ}
]
|||(uh, ph)|||V,Q,
the result (4.22) follows from (4.25) for cbil =
1
1+max{1,δ} min
{
Ĉ3 − δĈ4, C−1P min
{
δĈ5, 1
}}
.
As a final note, we remark that the stabilization constant γ0 should be chosen sufficiently
small, so that the simultaneous positivity of the constants Ĉ2 and Ĉ3 holds for a choice of
γ0C1
2ca
< 2 <
2
C1
. 
Remark 4.7. The case of P1 − P1 elements leads to significant simplifications in the pre-
vious proof. Indeed, as noted earlier for k = 1, i.e., piece-wise linear uh, the term ∆uh
in the formulation of c(uh, ph; qh) vanishes and the corresponding form is simply a function
c(uh, ph; qh) = c(ph, qh). Repeating the procedure in the proof of Theorem 4.6 reveals that the
relevant constraint on γ0 <
4ca
C21
is unnecessary. This theoretical finding is also supported by
the numerical evidence in Figures 3, 4, 5 of Section 7. Indeed, Figure 3 for P1 − P1 elements
verifies remarkable error robustness for a wide range of parameter values of γ0. On the other
hand, Figures 4, 5 for P2 − P2 and P3 − P3 elements respectively reveal a steep deterioration
in the method’s approximation properties for large values of γ0. Hence, the constraint implied
by the proof of Theorem 4.6 that γ0 should be sufficiently small is necessary for the stability
of the method for the higher–order case (k > 1).
5. Error estimates
We first quantify how the additional stabilization form Jh(u, ph; vh, qh) affects the Galerkin
orthogonality and consistency of the variational formulation (2.10). To obtain error esti-
mates, in this section we will assume some extra regularity for the exact solution (u, p) ∈[
H10 (Ω)
]d
L20(Ω).
Lemma 5.1 (Galerkin orthogonality). Let (u, p) ∈ [H2(Ω) ∩H10 (Ω)]d [H1(Ω) ∩ L20(Ω)] be
the solution to the Stokes problem (2.1) and (uh, ph) ∈ VhQh the finite element approximation
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in (2.10). Then,
(5.1) Ah(u− uh, p− ph; vh, qh) = Jh(uh, ph; vh, qh) for every (vh, qh) ∈ VhQh.
Proof. Recalling the definitions of Ah and Lh in (2.11) – (2.12) and using the fact that the
exact solution (u, p) satisfies [[u]] = [[∇u]] · nF = [[p]] = 0 on all interfaces F ∈ F inth , we infer
using (2.4), (2.5)
Ah(u, p; vh, 0) = ah(u,vh) + bh(vh, p) = −
∫
Ω
∆u · vh +
∫
Ω
vh · ∇p
Ah(u, p; 0, qh) = bh(u, qh)− ch(u, p; qh) = −γ0
∑
T∈Th
∫
T
h2T (−∆u +∇p) · ∇qh,
whereby Ah(u, p; vh, qh) =
∫
Ω f · vh − Φ(qh) = Lh(vh, qh) for every (vh, qh) ∈ VhQh and the
result follows. 
Lemma 5.2 (Weak Consistency). Let (u, p) ∈ [Hk+1(Ω) ∩H10 (Ω)]d [Hk(Ω) ∩ L20(Ω)]. Then,
the extended interpolation operator in (3.7) satisfies
(5.2) Jh(Πhu, Πhp; vh, qh) ≤ Chk(|u|k+1,Ω + |p|k,Ω)|||(vh, qh)|||V,Q
Proof. Following the steps in the proof of [41, Lemma 6.2] for the appropriate norm |||(·, ·)|||V,Q,
we recall the definition (2.7) of the stabilization term Jh,
Jh(Πhu, Πhp; vh, qh) = ju(Πhu,vh)− jp(Πhp, qh).
We first focus on the estimate for the velocity ghost penalty form. Owing to the fact that u
is a continuous function, we have ju(Eu,vh) = 0. Hence, by (3.7)
ju(Πhu,vh) = ju(Π
∗
hEu− Eu,vh)
≤ γu
 ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inF (Π∗hEu− Eu)]]∥∥2F
1/2 ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inFvh]]∥∥2F
1/2 .
To estimate of the first factor, we use the inverse inequalities (3.1), (3.3) for a facet F = T ∩T ′
to obtain the estimate∥∥∂inF (Π∗hEu− Eu)∥∥F . h−1/2T ∥∥Di(Π∗Eu− Eu)∥∥T . h−1/2+iT ‖Π∗Eu− Eu‖T
. hk+1−1/2−iT |Eu|k+1,∆T = hk+1/2−iT |Eu|k+1,∆T
and then the related jumps are bounded by∥∥[[∂inF (Π∗hEu− Eu)]]∥∥F ≤ ∥∥∂inF (Π∗hEu− Eu)∥∥F⊂T + ∥∥∂inF (Π∗hEu− Eu)∥∥F⊂T ′
. hk+1/2−i
(
|Eu|k+1,∆T + |Eu|k+1,∆T ′
)
. hk+1/2−i|Eu|k+1,ΩT . hk+1/2−i|Eu|k+1,Ω.
Summing over all F ∈ FG, and observing the continuity of E and the boundedness of the
Scott–Zhang interpolation, we have: ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inF (Π∗hEu− Eu)]]∥∥2F
1/2 . ( ∑
F∈FG
k∑
i=1
h2k|Eu|2k+1,ΩT
)1/2
. hk|Eu|k+1,ΩT . hk|u|k+1,Ω.
We proceed similarly for the second factor, noting ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inFvh]]∥∥2F
1/2 . ‖∇vh‖ΩT . |||vh|||V .
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Hence,
(5.3) ju(Πhu,vh) . hk|u|k+1,Ω|||vh|||V .
For the pressure penalty term, by definition (2.9),
jp(Πhp, qh) ≤ γph
 ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inF (Πhp)]]∥∥2F
1/2 ∑
F∈FG
k∑
i=1
h2i+1T
∥∥[[∂inF qh]]∥∥2F
1/2 .
Following analogue arguments for the first factor, noting the continuity of p ∈ Hk(Ω)∩L20(Ω),
we have [[∂inF p]] = 0 for i = 1, . . . , k and then
k∑
i=1
h2i−1F
∥∥[[∂inF (Πhp)]]∥∥2F = k∑
i=1
h2i−1F
∥∥[[∂inF (Πhp− p)]]∥∥2F
.
k∑
i=1
h−2 ‖Π∗hEp− Ep‖2T . h2k−2|Ep|2k,∆T ,
whereby  ∑
F∈FG
k∑
i=1
h2i−1F
∥∥[[∂inF (Πhp)]]∥∥2F
1/2 . hk−1|Ep|k,ΩT . hk−1|p|k,Ω.
For the second factor, using (3.1), (3.3) and summing over all F ∈ FG, we conclude the bound ∑
F∈FG
k∑
i=1
h2i+1T
∥∥[[∂inF qh]]∥∥2F
1/2 . ‖qh‖ΩT .
Hence, an estimate for the pressure penalty term emerges as
(5.4) jp(Πhp, qh) . hk|p|k,Ω ‖qh‖Q .
Combining (5.3) and (5.4), the assertion is immediate. 
The next result states the main a–priori estimates for the method (2.10). Its proof follows
closely the standard arguments with necessary modifications for cut elements; namely, making
use of the extended interpolation operator Πh and applying proper cut variants of trace
inequalities. It is included here for completeness. As can be seen, the consistency error in
Lemma 5.2 leaves the method’s order of convergence unaltered.
Theorem 5.3 (A–priori error estimate). Let (u, p) ∈ [Hk+1(Ω) ∩H10 (Ω)]d [Hk(Ω) ∩ L20(Ω)]
be the solution to the Stokes problem (2.1) and (uh, ph) ∈ VhQh the finite element approxima-
tion according to (2.10). Then, there exists a constant C > 0, such that
(5.5) |||(u− uh, p− ph)||| ≤ Chk(|u|k+1,Ω + |p|k,Ω).
Proof. We first decompose the total error (u−uh, p−ph) into its discrete–error and projection–
error components; i.e.,
|||(u− uh, p− ph)||| ≤ |||(u−Πhu, p−Πhp)|||+ |||(Πhu− uh, Πhp− ph)|||.
Since the desired estimate for the first term is already provided by Corollary 3.2, it clearly
suffices to prove the assertion for the latter term, which is in turn bounded by
|||(Πhu− uh, Πhp− ph)||| ≤ C|||(Πhu− uh, Πhp− ph)|||V,Q,
due to (3.4). To this end, Theorem 4.6 ensures the existence of a unit pair (vh, qh) ∈ VhQh
with ‖(vh, qh)‖V,Q = 1, such that
cbil|||(Πhu− uh, Πhp− ph)|||V,Q ≤ Ah(Πhu− uh, Πhp− ph; vh, qh) + Jh(Πhu− uh, Πhp− ph; vh, qh)
= Ah(Πhu− u, Πhp− p; vh, qh) + Jh(Πhu, Πhp; vh, qh),
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where for the last step we invoked the Galerkin orthogonality (5.1) from Lemma 5.1. The
asserted estimate for the second term follows by Lemma 5.2, since the pair (vh, qh) ∈ VhQh
has unit |||(·, ·)|||V,Q–norm. Hence, we restrict our attention to the remaining term and use the
definition of the corresponding form Ah to express
Ah(Πhu− u, Πhp− p; vh, qh) = ah(Πhu− u,vh) + bh(vh, Πhp− p) + bh(Πhu− u, qh)+
+ ch(u−Πhu, p−Πhp; qh).(5.6)
The last term may be decomposed to ch(u − Πhu, p − Πhp; qh) = I1 + I2. Each of these
components are estimated by (3.3), (3.8) and (3.6), (3.9), respectively:
I1 = γ0
∑
T∈Th
∫
T
h2T (−∆(u−Πhu) +∇ (p−Πhp))∇qh
≤ γ0
∑
T∈Th
‖hT∆(u−Πhu)‖2T +
∑
T∈Th
‖hT∇ (p−Πhp)‖2T
1/2∑
T∈Th
‖hT∇qh‖2T
1/2
. γ0
∑
T∈Th
‖∇(u−Πhu)‖2T +
∑
T∈Th
‖p−Πhp‖2T
1/2∑
T∈Th
‖hT∇qh‖2T
1/2
. γ0hk(|u|k+1,Ω + |p|k,Ω)|||qh|||Q,
I2 = γ1
∑
F∈Finth
∫
F∩Ω
hF [[p−Πhp]][[qh]] ≤ γ1
 ∑
F∈Finth
∥∥∥h1/2F [[p−Πhp]]∥∥∥2
F
1/2 ∑
F∈Finth
‖hF [[qh]]‖2F
1/2
. γ1hk|p|k,Ω|||qh|||Q . γ1hk(|u|k+1,Ω + |p|k,Ω)|||qh|||Q.
Hence, invoking the fact that the pair (vh, qh) has unit |||·|||V,Q–norm, we obtain
ch(u−Πhu, p−Πhp; qh) . hk (|u|k+1,Ω + |p|k,Ω) |||(vh, qh)|||V,Q = hk (|u|k+1,Ω + |p|k,Ω) .
In view of the continuity of ah and bh in (4.8)–(4.10) and Corollary 3.2, analogue bounds hold
for the remaining terms as well. Hence, an estimate for (5.6) emerges as
Ah(Πhu− u, Πhp− p; vh, qh) . hk (|u|k+1,Ω + |p|k,Ω) ,
verifying the validity of (5.5). 
6. Conditioning of the system matrix
Since the inf–sup condition is proved with respect to the |||(·, ·)|||V,Q–norm, the velocity and
the pressure are controlled all over the extended domain ΩT . Moreover, the complete bilinear
form Ah + Jh in (2.10) is continuous on discrete spaces in the same norm; see Lemma 6.1
below. Hence, our objective in this section is to verify that the condition number of the matrix
of the stabilized unfitted dG formulation (2.10) is uniformly bounded, independently of how
the background mesh Th cuts the boundary Γ .
Lemma 6.1. There exists a constant Cbil > 0, such that
(6.1) Ah(uh, ph; vh, qh) + Jh(uh, ph; vh, qh) ≤ Cbil|||(uh, ph)|||V,Q|||(vh, qh)|||V,Q,
for all (uh, ph), (vh, qh) ∈ VhQh.
Proof. By the corresponding definitions, we readily obtain
[Ah + Jh] (uh, ph; vh, qh) = ah(uh,vh) + bh(uh, qh) + bh(vh, ph)− ch(uh, ph; qh) + ju(uh,vh)− jp(ph, qh)
≤ Ca|||uh|||V |||vh|||V + Cb|||uh|||V |||qh|||Q + Cb|||vh|||V |||ph|||Q − ch(uh, ph; qh)− jp(ph, qh)
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using the continuity estimates (4.7), (4.9) for ah + ju and bh, respectively. For ch(uh, ph; qh),
we proceed as in the proofs of Theorem 4.6 and Theorem 5.3 to conclude
|ch(uh, ph; qh)| ≤ γ0
( ∑
T∈Th
‖hT∆uh‖2T
)1/2( ∑
T∈Th
‖hT∇qh‖2T
)1/2
+ |ch(0, ph; qh)|
≤ γ0C1|||uh|||V |||qh|||Q + (γ0C2 + γ1C3)|||ph|||Q|||qh|||Q,
for some positive constants C1, C2, C3.
Similarly, the pressure ghost penalty term
jp(ph, qh) ≤ jp(ph, ph)1/2jp(qh, qh)1/2 ≤ Cp ‖ph‖ΩT ‖qh‖ΩT
is controlled by (4.2). Combining all contributions, the result already follows for Cbil =
2 max {Ca, Cb + γ0C1, γ0C2 + γ1C3 + Cp} > 0. 
For our purposes, we will need two auxiliary results. The first is an inverse estimate for the
appropriate norms which will allow us to bound the discrete energy norm by the L2–norm,
while the second is a Poincare´–type inequality which follows immediately from [41, Lemma
7.2].
Lemma 6.2. There is a constant Cinv > 0, such that
(6.2) |||(vh, qh)|||V,Q ≤ max
{
Cinvh
−1, 1
} ‖(vh, qh)‖ΩT , for every (vh, qh) ∈ VhQh.
Proof. We first show the corresponding bound on
(6.3) |||vh|||2V = ‖∇vh‖2ΩT +
∥∥∥h−1/2vh∥∥∥2
Γ
+
∑
F∈Finth
∥∥∥h−1/2[[vh]]∥∥∥2
F∩Ω
.
All terms are bounded, using the trace inequalities (3.5), (3.6) and the inverse inequality (3.3).
For instance, regarding the latter term, note for a facet F ⊂ T ∈ Th∥∥∥h−1/2vh∥∥∥
F∩Ω
≤
∥∥∥h−1/2vh∥∥∥
∂T
. h−1 ‖vh‖T + h1/2 ‖∇vh‖T . h−1 ‖vh‖T ,
by (3.6) and (3.3) respectively. Then, the norm of the corresponding jump on F = T ∩
T
′
satisfies
∥∥h1/2[[vh]]∥∥F∩Ω . h−1 max{‖vh‖T , ‖vh‖T ′} and the relevant term in (6.3) is
estimated by
∑
F∈Finth
∥∥h−1/2[[vh]]∥∥2F∩Ω . h−2 ‖vh‖2ΩT . Proceeding in a similar fashion for
the first two terms, we obtain the bound
(6.4) |||vh|||V ≤ Cinvh−1 ‖vh‖ΩT
for some constant Cinv > 0. Regarding elements in the product space, we conclude by (6.4)
|||(vh, qh)|||2V,Q = |||vh|||2V + |||qh|||2Q ≤ max
{
1, C2invh
−2} ‖(vh, qh)‖2ΩT .

Lemma 6.3. There exists a constant CP > 0, such that
(6.5) ‖vh‖ΩT ≤ CP |||vh|||V ,
for every vh ∈ Vh.
Proof. Immediate by the proof of [41, Lemma 7.2]. 
We are now ready to proceed with the main condition number estimate.
Theorem 6.4. The condition number κ(A) of the matrix A of the stabilized unfitted dG
formulation (2.10) satisfies the upper bound
κ(A) ≤ CbilC2P c−1bil
λmax
λmin
max
{
C2invh
−2, 1
}
,
where λmin and λmax denote the extreme eigenvalues of the mass matrix M defined by the
bilinear form
(∫
ΩT uhvh +
∫
ΩT phqh
)
.
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Proof. By definition, κ(A) = ‖A‖∥∥A−1∥∥ and the proof follows by providing appropriate
estimates for the operator norms ‖A‖ and ∥∥A−1∥∥, as in [8, Lemma 11]. For our purposes,
since Th is a conforming, quasi–uniform mesh on the extended domain ΩT , we may use the
estimate
(6.6) λ
1/2
minh
d/2 |U |N ≤ ‖(uh, ph)‖ΩT ≤ λ1/2maxhd/2 |U |N ,
to relate the continuous L2–norm of a finite element function pair (uh, ph) to the discrete
`2–norm |U |N = (UTU)1/2 of the corresponding coefficient vector U ∈ RN , where N =
dim (VhQh) and d ∈ {2, 3} is the spatial dimension. To estimate ‖A‖, we let (uh, ph), (vh, qh) ∈
VhQh corresponding to U, V ∈ RN and note that successive application of (6.1), (6.2) and (6.6)
yields
|AU |N = sup
V ∈RN
V TAU
|V |N
= sup
V ∈RN
[Ah + Jh] (uh, ph; vh, qh)
|V |N
≤ Cbil max
{
C2invh
−2, 1
}
λmaxh
d|U |N ,
whereby ‖A‖ = supU∈RN |AU |N|U |N ≤ Cbil max
{
C2invh
−2, 1
}
λmaxh
d.
An estimate for
∥∥A−1∥∥ is obtained following a similar procedure. Indeed, letting U ∈ RN ,
Theorem 4.6 ensures the existence of a corresponding V ∈ RN , such that
V TAU = [Ah + Jh] (uh, ph; vh, qh) ≥ cbil|||(uh, ph)|||V,Q|||(vh, qh)|||V,Q
and then successive application of (6.5), (6.6) shows that
(6.7) |AU |N = sup
W∈RN
W TAU
|W |N ≥
V TAU
|V |N ≥ cbilC
−2
P λminh
d|U |N .
Since U ∈ RN is arbitrary, we may set V = AU to conclude∥∥A−1∥∥ = sup
V ∈RN
|A−1V |N
|V |N = supV ∈RN
|U |N
|V |N
(6.7)
≤ sup
V ∈RN
λ−1minC
2
P c
−1
bil h
−d|V |N
|V |N = λ
−1
minC
2
P c
−1
bil h
−d.
Combining the estimates for ‖A‖ and ∥∥A−1∥∥ the result already follows. 
Remark 6.5. All constants in (6.4) are independent of the relative position of the boundary
Γ with respect to the background mesh, hence Theorem 6.4 provides a geometrically robust
estimate for κ(A). For most practical purposes, mesh size h is extremely small and the
simplified form
κ(A) ≤ CbilC2P c−1bil
λmax
λmin
C2invh
−2
of (6.4) shows that the condition number can be bounded by O(h−2).
7. Numerical Experiments
7.1. Convergence study. We consider a two–dimensional test case of (2.1) in the unit square
Ω = [0, 1]2 with manufactured exact solution
u (x, y) = (u (x, y) ,−u (y, x)) , p (x, y) = sin (2pix) cos (2piy) ,
where u(x, y) = (cos (2pix)− 1) sin (2piy). Note that the mean value of p (x, y) over Ω vanishes
by construction, thus ensuring that the problem (2.1) is uniquely solvable. As in subsection
2.2, in the spirit of a fictitious domain approach, we consider the original domain Ω as being
immersed in the background domain B = [−0.5, 1.5]2 (see Figure 1). A level set description
of the geometry is possible via the function
(7.1) φ (x, y) = |x− 0.5|+ |y − 0.5|+ ||x− 0.5| − |y − 0.5|| − 1 < 0.
To investigate error convergence behavior of the discretization (2.10), we consider a sequence
of successively refined tessellations {Bh`}`>0 of B with mesh parameters h` = 2−`−2, for
` = 0, . . . , 7. To allow for several polynomial degrees k, the symmetric interior penalty
parameter in (2.4) scales as β = 10k2(k + 1)2 and the stabilization constants in (2.6), (2.8)
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and (2.9) scale as γ0 = 1 and γ1 = γu = γp = 0.1, respectively. A sparse direct solver has
been used to solve the arising linear systems.
As expected by the theoretical error estimate stated in Theorem 5.3, optimal k-th order
convergence rates with respect to the H1–norm of the velocity error and the L2–norm of
the pressure error are indeed verified by the numerical findings in Table 1 (k = 1) and
Table 2 (k = 2, 3), the superiority of the higher order approach being evident. Indeed, for
larger k, much smaller errors are attained in progressively coarser meshes. For equal order
velocity–pressure pairs, inf–sup stability is guaranteed by the pressure–Poisson stabilizing
term ch(uh, ph; qh) in (2.6) which penalizes the pressure gradients in the bulk of the domain.
We thus, test its effect on P1−P1 convergence rates, and obtain two individual cases in Table
1: one stabilized with the full term ch(uh, ph; qh) in (2.6) and the other omitting the second
summand of ch(uh, ph; qh), i.e., for γ1 = 0. As expected, the full stabilization yields better
convergence rates, leading to a significant improvement on the pressure errors1.
From a computational viewpoint, evaluation of the forms ju(uh,vh) in (2.8) and jp(ph, qh)
in (2.9) requires computations of gradualy higher order normal derivative jumps as the finite
element order increases. Hence, inspired by the approach in [48, Lemma 3.1 and Remark
6], to reduce the complexity and also avoid accumulation of errors in numerical integration,
we resort to evaluating only the first order derivative jump of the term ju(uh,vh) for all
polynomial degrees. Nevertheless, for the pressure we retain the ghost penalty form jp(ph, qh)
in its standard formulation with no alteration.
Table 1. Errors and experimental orders of convergence (EOC) with re-
spect to H1-norm for the velocity and L2-norm for the pressure, using
P1 − P1 finite elements. Two cases: one fully stabilized including the term∑
F∈Finth
∫
F∩Ω hF [[ph]][[qh]] in (2.6) and the other not fully stabilized omitting
this term from (2.6).
not fully stabilized fully stabilized not fully stabilized fully stabilized
hmax ‖u− uh‖1,Ω EOC ‖u− uh‖1,Ω EOC ‖p− ph‖Ω EOC ‖p− ph‖Ω EOC
2−2 2.37808 2.75876 4.33009 3.46917
2−3 1.11502 1.093 1.18118 1.224 2.72345 0.669 1.75767 0.981
2−4 0.65236 0.773 0.61365 0.945 1.92783 0.498 0.91619 0.940
2−5 0.26740 1.287 0.30862 0.992 0.85036 1.181 0.45849 0.999
2−6 0.13104 1.029 0.15721 0.973 0.44599 0.931 0.22980 0.997
2−7 0.06557 0.999 0.07891 0.995 0.22707 0.974 0.11529 0.995
2−8 0.03301 0.990 0.03949 0.999 0.11529 0.978 0.05764 1.000
2−9 0.01979 0.738 0.01975 1.000 0.06109 0.916 0.02883 1.000
Mean value 0.987 1.018 0.878 0.987
A sequence of approximations for the first component of the velocity solution in progres-
sively finer unfitted meshes with k = 1 is illustrated in Figure 2, showcasing the convergence
of the method.
7.2. Sensitivity with respect to the stabilization parameters. The graphs in Figures 3,
4, 5 show the variation of H1-norm velocity errors and L2-norm pressure errors with respect to
the stabilization parameters β, γ0, γ1, γu, and γp for finite elements of progressively increasing
order. The variation of the parameters has been carried out around base states of β = 10
(k = 1), β = 10k2(k + 1)2 (k = 2, 3), γ0 = 1 and γ1 = γu = γp = 0.1 and grid sizes have been
selected, so that error magnitudes are comparable among cases.
1A similar convergence test for P1 − P0 elements reported in Table 3 reveals convergence order of O(h)
for both H1–norm velocity error and L2–norm pressure error (setting β = 10 and retaining the above values
for parameters γ0 = 1, γ1 = γu = γp = 0.1). Note that in this case, the first summand of the stabilization
term ch(uh, ph; qh) in (2.6) vanishes, since ∆uh|T = 0 for uh ∈ P1(T ) and ∇(qh|T ) = 0 for qh ∈ P0(T ). This
evidence suggests that an extension of our results to Taylor–Hood elements is possible.
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Table 2. Errors and experimental orders of convergence (EOC) with respect
to H1-norm for the velocity and L2-norm for the pressure, using equal order
P2 − P2 and P3 − P3 finite elements.
P2 − P2 P3 − P3
hmax ‖u− uh‖1,Ω EOC ‖p− ph‖Ω EOC ‖u− uh‖1,Ω EOC ‖p− ph‖Ω EOC
2−2 1.71332 2.41969 0.91734 1.15390
2−3 0.46512 1.881 0.57776 2.066 0.09072 3.338 0.10939 3.399
2−4 0.09252 2.330 0.11827 2.288 0.01084 3.065 0.01297 3.076
2−5 0.01703 2.442 0.02230 2.407 0.00132 3.036 0.00199 2.704
2−6 0.00326 2.386 0.00460 2.276 0.00027 2.274 0.00043 2.208
2−7 0.00080 2.030 0.00108 2.090
2−8 0.00026 1.647 0.00030 1.871
Mean value 2.119 2.166 2.928 2.847
Table 3. Errors and experimental orders of convergence (EOC) with respect
to H1-norm for the velocity and L2-norm for the pressure, based on P1 − P0
finite elements. Two cases: one stabilized using the term ch(uh, ph; qh) in (2.6)
and the other not stabilized omitting this term from (2.6).
not stabilized stabilized not stabilized stabilized
hmax ‖u− uh‖1,Ω EOC ‖u− uh‖1,Ω EOC ‖p− ph‖Ω EOC ‖p− ph‖Ω EOC
2−2 2.43685 2.72738 0.80566 1.56284
2−3 1.06163 1.199 1.18092 1.208 1.72312 -1.097 0.90557 0.787
2−4 0.55639 0.932 0.61573 0.940 1.18545 0.540 0.44231 1.034
2−5 0.27660 1.008 0.30972 0.991 0.72784 0.704 0.21098 1.068
2−6 0.13348 1.051 0.15777 0.973 0.38425 0.922 0.10727 0.976
2−7 0.06736 0.987 0.07920 0.994 0.19936 0.947 0.05329 1.009
2−8 0.03639 0.888 0.03964 0.999 0.10643 0.906 0.02651 1.008
2−9 0.02467 0.560 0.01983 0.999 0.05591 0.929 0.01321 1.005
Mean value 0.946 0.984 0.825 1.015
By Theorem 4.2, the symmetric interior penalty parameter β should be chosen suitably large
for the method to be well-defined. This is indeed verified by Figures 3, 4, 5 for k = 1, 2, 3, where
small values of β affect the quality of the resulting simulation to a great extent, increasing
both velocity and pressure errors rapidly. The numerical evidence suggests additionally that
β should be judiciously selected; thus, β should be positively correlated to the finite element
order k, while excessively large values seem to increase errors, the pressure field error being
more sensitive.
It is also instructive to observe the differences in error behavior with respect to γ0 for k = 1
and higher order elements. Indeed, note for k = 2, 3 and large values of γ0 the error growth in
Figures 4, 5. This in accordance with the conclusions of Theorem 4.6, which require γ0 to be
sufficiently small for stability in the case of higher order elements. In sharp contrast, Figure 3
suggests that the magnitude of γ0 is not as important for the k = 1 case, as noted in Remark
4.7. This validates the optimality of the proof of Theorem 4.6 and is a novel observation for
equal higher order finite elements. The previous observations indicate that a fine tuning of
parameters β and γ0 is of paramount importance for the stability and accuracy in the cases
k = 2, 3.
On the other hand, the importance of γ1 on error control is more pronounced in the case
k = 1. Figure 3 indicates a positive correlation between the magnitude of γ1 and velocity error,
as well as a negative correlation between γ1 and pressure error. In any case, the selected value
γ1 = 0.1 in the previous numerical tests seems optimal. These correlations are not as strong
for the higher order cases in Figures 4, 5. Finally, the robustness of the errors with respect to
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Figure 3. Sensitivities of H1-norm velocity errors and L2-norm pressure er-
rors with respect to the stabilization parameters β and γ0, γu, γp. The varia-
tion of the parameters is carried out around base states of β = 10 and γ0 = 1,
γ1 = γu = γp = 0.1. Here, the errors have been computed with grid size
h = 2−7 using P1 − P1 elements.
several orders of magnitude of the ghost penalty parameters γu, and γp is remarkable in all
three cases.
8. Conclusion
In this paper, we proposed and tested a stabilized unfitted discontinuous Galerkin method
for the incompressible Stokes flow. Optimal order convergence is proved for higher order
finite elements of equal order for both velocity and pressure fields. For this equal order case,
pressure–Poisson penalization is employed to achieve stability in the bulk of the domain.
Additionally, to ensure stability and error estimates which are independent of the position
of the boundary with respect to the mesh, the formulation is augmented with additional
boundary zone ghost penalty terms for both velocity and pressure. These terms act on the
jumps of the normal derivatives at faces associated with cut elements. This method may
prove valuable in engineering applications where special emphasis is placed on the effective
approximation of pressure, attaining much smaller relative errors in coarser meshes. In fact,
control over the error of the pressure field is among the most decisive points of difficulty for
many methods. Additionally, a geometrically robust estimate for the condition number κ(A)
of the stiffness matrix is provided.
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Figure 4. Sensitivities of H1-norm velocity errors and L2-norm pressure er-
rors with respect to the stabilization parameters β and γ0, γ1, γu, γp. The
variation of the parameters is carried out around base states of β = 360 and
γ0 = 1, γ1 = γu = γp = 0.1. Here, the errors have been computed with grid
size h = 2−5 using P2 − P2 elements.
Numerical examples demonstrated the very good stability and accuracy properties of the
method. The theoretical convergence rates for the H1-norm of the velocity and the L2-norm
of the pressure have been validated by our tests, even for the P3−P3 case. The sensitivity of
the errors with respect to several orders of magnitude of the stabilization parameters which
appear in the definition of the method has been examined. The numerical tests indicate that
the values of the symmetric interior penalty parameter β and the stabilization parameter
γ0 should be carefully selected to ensure stability and accuracy in the case of higher order
finite elements. On the other hand, in the case of linear elements, special emphasis should
be placed in judiciously choosing stabilization parameter γ1, while the individual values of
the ghost penalty parameters do not seem as important for error control in contrast with the
higher order elements case.
In the present work, we focused on the static Stokes problem. Future work will extend our
investigations to more general fluid mechanics problems, including time–dependent problems
on complex and/or evolving domains.
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