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– There’s something very important I forgot to tell you.
–What?
– Don’t cross the streams.
–Why?
– It would be bad.
– I’m fuzzy on the whole good/bad thing.
What do you mean, “bad”?
– Try to imagine all life as you know it stopping instantaneously
and every molecule in your body exploding at the speed of light.
– Total protonic reversal.
– Right. That’s bad. Okay. All right.
Important safety tip. Thanks, Egon.
(Ghostbusters. Dir. Ivan Reitman. Columbia Pictures, 1984)
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1 | Introduction
The principal task of physical theories is to explain observations. Any given new theory must be
able to explain the things we already know, on the other hand, predictions are essential for the in-
vestigation of any theory. Theories that gained our trust must be put to test – using their predic-
tions – in order to preserve it.
In the physical regime of subatomic scales, the most successful theory is the Standard Model
of particle physics (SM) [1, 2], which combines three major themes of modern physics: Field
theory [3, 4], quantum mechanics [5, 6] and the relativistic principle [7]. Each of these concepts
passed a long evolution and uncountable tests in which they could not be falsified and therefore
are considered as cornerstones in our understanding of (particle) physics. The SM summarises
the description of the known elementary particles and their interactions in terms of relativistic
quantum fields and is considered as one of the best-tested physical theories [8]. Several predic-
tions, starting with the existence ofW and Z bosons [9–11], the anticipation of the top and bot-
tom quarks [12] to the presence of a Higgs boson [13–15], have all been confirmed [16–21] by ex-
periments hosted at the Conseil Européen pour la Recherche Nucléaire (CERN), Fermilab and
other laboratories around the globe.
However, while being successful as a theory for fundamental interactions, the SM lacks expla-
nations for the strong charge/parity (CP) problem [22], which is the question why the strong
interaction does not break CP symmetry while electroweak interaction does. Further the ob-
served baryon asymmetry in our universe [23] and dark matter [24] can also not be explained
by the SM. In order to address these issues, the SM is tested against a set of models called 2-
Higgs-Doublet Models (2HDMs) [25], which are constructed as an extension of the SM, and
allow the explanation of the baryon asymmetry in the universe [26] and the strong CP prob-
lem [27]. While the Higgs sector of the SM is composed of a single doublet of complex scalar
fields, the 2HDMs introduce two of such doublets which give rise to five Higgs bosons: two CP
even scalar fields ℎ and H withmℎ ď mH , a CP odd pseudo scalar field A and two charged fields
H˘.
The discovery of a light Higgs-like boson [20, 21] with a mass of approximately 125 GeV in
2012 by the A Toroidal LHC Apparatus (ATLAS) and Compact Muon Solenoid (CMS) collabo-
rations utilising proton-proton collisions produced at the Large Hadron Collider (LHC) hosted
at CERN lead to much attention of 2HDMs in current phenomenological research [28–35]. A
dedicated experimental investigation is therefore attractive, since the rate of the light Higgs-like
boson provides constraints on 2HDMs [36]. The first direct search by the ATLAS collaboration
at the LHC has already been conducted [37] and lead to large parameter space being ruled out.
Further searches for generic 2HDMs have been performed by the Collider Detector at Fermilab
(CDF) collaboration at the Tevatron [38, 39] and a combined analysis, regarding the rates of
the light Higgs-like boson from both ATLAS and CMS collaborations, has been performed [40].
But none of the investigated scenarios can be ruled out with the current data set. Furthermore an
1
1 | Introduction
indirect search has been performed by the ATLAS collaboration [41], which reduces the possible
parameter space for the 2HDMs.
The analysis presented in this thesis investigates the possibility that the boson observed by the
ATLAS and CMS experiments at a mass of approximately 125 GeV originates from a Higgs
boson that is part of a 2HDM, where the CP symmetry is – at most – softly broken. In
particular, it is assumed that the observed particle is the light CP-even Higgs boson ℎ of a
2HDM and the analysis searches for additional signal contributions from the heavy CP-even
Higgs boson H of the model. Both Higgs bosons are reconstructed in the ℎ{H ÑWW p˚q Ñ
e´sν µ`ν{e`ν µ´sν decay channel, where gluon-gluon fusion (ggF), vector-boson fusion (VBF)
and Higgs-strahlung or associated production with a vector boson (VH) are considered as
production modes of the Higgs bosons. In order to obtain sensitivity for both production
mechanisms, different final states are considered: In the first channel two charged leptons and
large missing transverse momentum EmissT are required (0-jet channel), in the second (which
is most sensitive to the VBF process) two jets with high transverse momentum are required
(2-jet channel) in addition. The final state with an additional single high transverse momen-
tum jet (1-jet channel) is also taken into account and is considered as overlap of the former
production modes: The ggF process with an additional jet and the VBF process with a missing
jet.
The analysis is based on data which correspond to 20.3 fb´1 of integrated luminosity, recorded
with the ATLAS detector with a centre-of-mass energy of 8 TeV in 2012. The mass interval of
135 GeV ď mH ď 1000 GeV for a heavy Higgs boson H is investigated in hypothesis tests util-
ising large numbers of pseudo experiments. In case of no evidence for a second, heavier Higgs
boson excluded parameter regions are computed in terms of the heavyHiggs bosonmassmH and
the coupling to the vector bosons.
2
2 |Theoretical Background
In the following sections an overview of the theoretical framework of gauge theories which de-
scribes the SM is given. An extra section is devoted to the Brout-Englert-Higgs mechanism (BEH
mechanism), where the effect of spontaneous symmetry breaking, and how this gives rise to a
Higgs boson, is explained. The final section of this chapter deals with one of the simplest exten-
sions of the SM, the 2HDMs, which lead to an enrichedHiggs sector.
2.1 The Standard Model of Particle Physics
The SM [1, 2] describes the known elementary particles and their interactions which can be
grouped in two ways: according to their interactions and according to their mass. All fermions
(spin- 12 particles) are able to take part in weak interactions and if they have an additional electri-
cal charge, they can interact electromagnetically. Fermions that only participate in electroweak
interactions are called leptons and those that also interact via the strong force are denoted quarks.
Quarks, however, do not appear isolated in nature and form hadrons due to the so-called confine-
ment which is a property of the strong interaction. The family of hadrons includes baryons like
the proton or the neutron, which consist of three quarks and mesons like the pion, which are
composed of a quark-antiquark pair. Most of these hadrons are short-lived particles which decay
quickly. Therefore, observable objects involving hadrons are seen as so-called jets in the detec-
tor, with a jet being a collimated bundle of decay products originating from a single quark or
gluon.
The particles can further be categorised into generations, where each consists of a quark pair
and a lepton pair. These generations are identical copies of each other and differ by the masses
of the particles and their flavour quantum numbers. The particles of the first and lightest gen-
eration are the up (u ) and the down quark (d ) with an electrical charge of 2{31 and ´1{3
respectively, the electron (e ) with an electrical charge of ´1 and the uncharged and massless
electron neutrino (νe ). These are the only stable particles from which nuclei and atoms are
built. Quarks with the charge of 2{3 are denoted up-type quarks while those with the charge
of ´1{3 are called down-type quarks. The up-type quarks of the second and third generation
are called charm (c ) and top ( t ), while the down-type quarks are named strange ( s ) and bottom
(or beauty) (b ). The leptons of the second and third generation are the muon ( µ) and the tau
lepton (τ ) with their corresponding massless neutrinos νµ and ντ . Each particle has a part-
ner, the so-called antiparticle. Particles and antiparticles differ by their charge (and charge-like
quantum numbers) and their magentic momentum while mass, lifetime and spin remain the
same. They are either denoted by a different charge sign (i.e. the antiparticle of the electron
e´ is denoted as e`) or by a “bar” symbol (i.e. the antiparticle of the up quark u is denoted
as u¯ ).
1All charges are given in terms of the elementary charge.
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In addition to the fermions, which contain the building blocks of matter, the SM consists of
four kinds of gauge bosons (spin-1 particles), which mediate the different interactions between
particles. The gauge bosons of the strong interaction are called gluons ( g ), the ones of the weak
interaction are theW and the Z bosons and the gauge boson of the electromagnetic interaction
is the photon (γ ). Gauge bosons couple only to a specific charge which is different for each
interaction: In case of the strong interaction the charge is called colour charge and it can take
the values (anti-)red, (anti-)green and (anti-) blue. In case of the weak interaction the corre-
sponding charge is the third component of the weak isospin T3 and all fermions have either
T3 “ ` 12 or T3 “ ´ 12 . Finally, the electromagnetic interaction responds to the well known elec-
tric charge. Moreover the SM contains a scalar particle, the Higgs boson [42] which generates
the mass of the gauge bosons and fermions. An overview of the particle properties is given in Fig-
ure 2.1.
Figure 2.1: Properties of the elementary particles of the SM [43]. The values of the particle
properties are taken from [2].
As mentioned above, quarks appear only in bound states. The theoretical framework of particle
physics, which is described in the following sections, relies on the assumption of asymptoti-
cally free particles. This means, that the strength of the strong interaction becomes weaker
at high energies (and small distances) and therefore particles can be considered as free at some
high energy (small distance) scale. This behaviour is parametrised by the factorisation scale
µ2, which describes the separation of long-ranged and short-ranged interactions of the pro-
ton. For colliders like the LHC, this is true for the collisions themselves but not for the
description of the colliding protons, consisting of three valence quarks (two up quarks and
one down quark) bound by gluons. In addition, the splitting of gluons into quark-antiquark
pairs (so-called sea quarks) gives rise to plenty of partons inhabiting the proton which share
its momentum. The parton distribution functions (PDFs) fipx i, µ2q describe the probabil-
ity to find a parton of the flavour i carrying the momentum fraction x i , defined by x i ¨
4
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p µproton “ p µi inside the proton and have to be taken into account when calculating observ-
ables. In Figure 2.2 the CT10 [44, 45] PDFs are shown for the factorisation scale µ2 “
1252 GeV2.
Figure 2.2: CT10 [44, 45] Parton distribution functions (PDFs) of the proton as a function
of the parton momentum fraction x . The PDFs are shown for the factorisation scale µ2 “
1252 GeV2. Valence-quark and sea-quark densities of the up and down quarks are summed
together respectively. The plot uses data from Ref. [46].
2.1.1 Symmetries and Gauge Theories
Symmetries play an important role when describing nature with quantum field theories (QFTs).
Physically, a symmetry is a set of transformations of (quantum-)fields, under which the equa-
tions of motion are invariant. Usually these sets form a group and in the case of the SM the so-
called gauge group is:
SU p3qC ˆ SU p2qL ˆU p1qY , (2.1)
where SU pnq is the special unitary group2 and U pnq is the unitary group of degree n. Each
group corresponds to a physical interaction (denoted by the indices C and Y , while the in-
dex L denotes that the SU p2q affects left-handed states only)and provides a coupling and a
2The SU pnq consists of all unitary n ˆ n matrices with determinant 1.
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number of gauge bosons. Particles that have a non-trivial transformation under SU p3qC un-
derlie the strong interaction or Quantum Chromodynamics (QCD) [47–49] with the cou-
pling gs and eight gluons G aµ, a “ 1, . . . , 8 as gauge bosons. The two other gauge groups
SU p2qL ˆ U p1qY build the electroweak theory [9–11], with the two couplings g and g 1 and
the four unphysical gauge bosons Aaµ, a “ 1, 2, 3 and Bµ. In the SM the latter symmetries
are spontaneously broken and linear combinations of Aaµ and Bµ form physical states which
can be identified with the massiveW ˘ and Z bosons and the massless photon γ. The equa-
tions of motion for each particle described by the SM can be obtained from the principle of
least action, where the action S can be defined in terms of a Lagrangian density (or simply La-
grangian) L, which is a function of one or more fields φpxq and their derivatives Bµφpxq [50]:
S “
ż
d4x Lpφ, Bµφq. (2.2)
The LagrangianLSM for the SM can be written as3:
LSM “ Lkin. ` Lcoup. ` LHiggs ` LYukawa, (2.3)
whereLkin. contains the kinetic terms for the fermion and gauge fields,
Lkin. “ Lferm. ` Lgauge
“ i sψγ µBµψ ´ ˆ12G aµνG a,µν ` 12AaµνAa,µν ` 14BµνB µν
˙
.
(2.4)
Here, ψ denotes the implicit sum over Dirac spinors for doublets of the SU p2qL and triplets of
the SU p3qC respectively and γ µ denote the Dirac matrices, while G aµν , Aaµν and Bµν denote the
field strength tensors of the SU p3qC , SU p2qL andU p1qY gauge fields:
G aµν “ BµG aν ´ BνG aµ ` i gs f abcs GbµG cν
Aaµν “ BµAaν ´ BνAaµ ` i g f abcAbµAcν
Bµν “ BµBν ´ BνBµ .
(2.5)
Greek indices run from 0 to 3 and denote the Lorentz structure of the gauge bosons, while
latin indices run over the number of group generators (1 to 8 for SU p3qC and 1 to 3 for
SU p2qL ). Finally, f abcs and f abc denote the structure constants, which determine the commu-
tation relations of the group generators, for the non-abelian groups SU p3qC and SU p2qL respec-
tively.
The second term on the r.h.s of the Lagrangian in (2.3) Lcoup. describes the coupling of the
fermions to the gauge bosons:
Lcoup. “ ´sψγ µ ˆgs 12G aµλa ` g 12Abµσb ` g 1 12Y Bµ
˙
ψ, (2.6)
3All expressions are given in “God given” units [50], where ~ “ c “ 1. Further the Einstein notation is used, which
implies summation over repeated indices.
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where λa are the Gell-Mann matrices, σa are the Pauli matrices and Y is the weak hypercharge.
Here fermions are put into doublets under SU p2q and quarks are additionally put into triplets un-
der SU p3q.
This term arises directly from local gauge invariance which requires that the Lagrangian is invari-
ant under a local gauge transformation:
ψ1pxq “ exp
ˆ
i
1
2
θ apxqλa
˙
loooooooooomoooooooooon
PSU p3q
exp
ˆ
i
1
2
η apxqσa
˙
loooooooooomoooooooooon
PSU p2q
exppi 1
2
κpxqqloooooomoooooon
PU p1q
ψpxq. (2.7)
This is only the case if the gauge fields are transformed in the following way:
G a1µ “ G aµ ` 1gs Bµθ
apxq ` f abcs Gbµθ c pxq
Aa1µ “ Aaµ ` 1g Bµη
apxq ` f abcAbµη c pxq
B 1µ “ Bµ ` 1g 1 Bµκpxq
(2.8)
where the f abc , f abcs terms are self-interaction terms and lead to interactions among the gauge
bosons.
To combine Lkin. with Lcoup. one can replace the ordinary derivative Bµ in (2.3) by the covariant
derivative:
Dµ “ Bµ ` i gs 12G
a
µλ
a ` i g 1
2
Abµσb ` i g 1 12Y Bµ . (2.9)
The terms apart from Bµ in (2.9), which are necessary to preserve gauge invariance, generate the
interactions between fermions and the gauge fields. Therefore, one may say that fundamental in-
teractions are caused by the principle of local gauge invariance of the Lagrangian.
Unfortunately, the arguments above lead to the conclusion, that all vector bosons have to be
massless since the necessary mass terms m2GGµG
µ, m2AAµA
µ and m2BBµB
µ are not gauge invari-
ant. Since it is clear, that the weak interaction is mediated by massive vector bosons a mechanism
is needed which provides mass to the gauge bosons. This problem can be solved, if at least one
of the symmetries of the Lagrangian is spontaneously broken. The last two terms of the SM La-
grangian in (2.3) are discussed in the following section, after the concept of spontaneous symme-
try breaking has been reviewed.
2.1.2 The Brout-Englert-Higgs Mechanism
Before discussing the mass terms of the Lagrangian (2.3), the concept of spontaneous symme-
try breaking [42] has to be introduced, since it is crucial for the BEH mechanism [15, 51,
52]. A gauge theory is called spontaneously broken, if the solutions of the field equations pos-
sess less degrees of freedom than the symmetry group of the Lagrangian. This is the case, if
7
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Figure 2.3: Illustration of the potentialV pΦq (2.11) which causes spontaneous symmetry break-
ing.
the ground state is not invariant under the whole group of symmetry transformations of the La-
grangian [53].
In order to break the electroweak symmetry a complex doublet of scalar fields
Φ “
ˆ
φ`
φ0
˙
, (2.10)
where φ` denotes a charged and φ0 denotes a neutral complex scalar field, with a potential (de-
picted in Figure 2.3)
V pΦq “ ´µ2Φ:Φ` λ `Φ:Φ˘2 , µ2, λ ą 0 (2.11)
and a positive weak hypercharge is introduced in the Lagrangian. The relevant part of the La-
grangian looks like
LHiggs “
`
DµΦ:
˘ pD µΦq ´V pΦq, (2.12)
where only the SU p2qˆU p1q part
Dewµ “ Bµ ` i g 12A
b
µσ
b ` i g 1 1
2
Y Bµ (2.13)
of the covariant derivative is considered since the SU p3q symmetry is not broken. The potential
(2.11) develops a minimum at:
|Φ0| “ 1?
2
c
µ2
λ
“ 1?
2
v (2.14)
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and therefore Φ has a non-vanishing vacuum expectation value (vev). Due to the freedom to
choose a specific gauge4 onemay cast the ground state ofΦ into the following form:
xΦ0y “ 1?
2
ˆ
0
v
˙
. (2.15)
The fact that the ground state is different from 0 causes the spontaneous symmetry breaking and
is crucial for the gauge bosons as well as the fermions to acquire a mass. The fluctuations around
the ground state can be parametrised by a single field ℎ, which is called Higgs field in the follow-
ing
Φ “ 1?
2
ˆ
0
v ` ℎ
˙
. (2.16)
Inserting (2.16) into the potential (2.11) leads to:
V pℎq “ ℎ2v2λ ` ℎ3vλ ` λ
4
ℎ4. (2.17)
Two features are now apparent: Firstly, the original symmetry of the potential is broken since
the Opℎ3q term neither has the ΦÑ ´Φ symmetry nor the full SU p2qL ˆU p1qY symmetry of
the original potential left. Secondly, the Opℎ2qterm corresponds to a mass term of the Higgs field
with mℎ “
?
2λv2 . The vev can be expressed in terms of mW , the mass of theW boson and g ,
the weak coupling constant [54] v “ 2mWg « 246 GeV, while λ, and therefore the Higgs boson
mass, is a free parameter of the theory.
In addition, the doublet (2.10) obeys the following transformation rule:
Φ1 “ exp
ˆ
i
1
2
η apxqσa
˙
loooooooooomoooooooooon
PSU p2qL
exppi 1
2
κpxqqloooooomoooooon
PU p1qY
Φ, (2.18)
where Φ1 describes the Higgs-doublet after a local gauge transformation. It is straightforward to
calculate the mass terms of the gauge bosons from the kinetic term of the scalar field [50]:
pDµΦqpD µΦq|Φ“Φ0 “
ˆ
BµΦ´ i gAaµσ
a
2
Φ´ i g
1
2
Y BµΦ
˙ˆ
BµΦ´ i gAµa σ
a
2
Φ´ i g
1
2
Y B µΦ
˙ˇˇˇˇ
Φ“Φ0
“ ´1
2
v2
4
´
g2
“pA1µq2 ` pA2µq2q‰` “gA3µ ´ g 1Bµ‰2¯` int. terms (2.19)
It is very important that there are three massless (unphysical) scalar fields (the Goldstone bosons)
appearing in the Lagrangian in general (one for each broken generator). However, they disappear
due to the specific gauge choice of (2.18) and become the longitudinal degrees of freedom of the
(now) massive gauge fields.
4In this case, the vev is chosen to be proportional to the eigenvector of the third generator t3 “ 12σ3 of the SU p2q,
where σ3 denotes the third Pauli matrix.
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Introducing the following quantities:
Wµ˘ “ 1?2
`
A1µ ¯ iA2µ
˘
Zµ “ 1a
g2 ` g 12
`
gA3µ ´ g 1Bµ
˘
Aµ “ 1a
g2 ` g 12
`
gA3µ ` g 1Bµ
˘
mW “ v2 g, mZ “
v
2
b
g2 ` g 12
(2.20)
and inserting them into (2.19) one obtains [50]:
pDµΦqpD µΦq|Φ“Φ0 “ 12pBµℎqpB
µℎq ` rm2WWµ` W ´µ `
1
2
m2ZZµZ
µs
ˆ
1` ℎ
v
˙2
(2.21)
for a scalar doublet with hypercharge Y “ 1. The terms proportional to ℎ and ℎ2 describe
the couplings of the gauge bosons and the Higgs boson which are proportional to their masses
squared.
For further simplification, the weakmixing angle [11] can be introduced:ˆ
Z0µ
Aµ
˙
“
ˆ
cos θW ´ sin θW
sin θW cos θW
˙ˆ
A3µ
Bµ
˙
, (2.22)
cos θW “ ga
g2 ` g 12 , sin θW “
g 1a
g2 ` g 12 (2.23)
and the elementary charge e can be identified [50] as:
e “ g sin θW . (2.24)
All observable quantities which only involve the exchange ofW and Z bosons can be described
in terms ofmW , e and θW .
For fermions the fieldΦ can also be used to generate the respective mass terms for the Lagrangian.
In general, a fermion field ψ can be split into left- and right-handed fields ψL and ψR. When cou-
pling to a gauge field, ψL and ψR can be assigned to different representations of the gauge group,
which means that they have different covariant derivatives and therefore different couplings [50].
In the electroweak theory, left-handed fields are given as doublets under SU p2q, while right-
handed fields are given as singlets under SU p2q:
q1L “
ˆ
u
d
˙
, q1Ru “ uR, q1Rd “ dR `1L “
ˆ
νe
e
˙
, `1R “ eR
q2L “
ˆ
c
s
˙
, q2Ru “ cR, q2Rd “ sR `2L “
ˆ
νµ
µ
˙
, `2R “ µR
q3L “
ˆ
t
b
˙
, q3Ru “ tR, q3Rd “ bR `3L “
ˆ
ντ
τ
˙
, `3R “ τR
(2.25)
This leads to the problem, that mass terms like
m` s`` “ m` `s`L`R ` s`R`L˘ (2.26)
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are prohibited by gauge invariance because left-handed and right-handed fields transform dif-
ferently [55]. The Higgs field, again,provides a way out of this dilemma. Indeed, the Higgs
doublet (2.10) can be used in order to generate couplings (Λ`i for leptons and Λ
d{u
i j for up-type
or down-type quarks respectively, where i and j run over the number of generations) which con-
nect left- and right-handed fermion fields:
LYukawa “´ Λ`i s`iL Φ `iR ` h.c.
´
´
Λdi j sq iLΦ q jRd ` Λui j sq iL ΦC q jRd¯` h.c., (2.27)
withΦC given as:
ΦC “ iσ2Φ:, (2.28)
with the second Pauli matrix σ2. Expanding Φ around its ground state as in (2.16) and inserting
it into (2.27) yields:
LYukawa “
„
´ v?
2
Λ`i v s`iL `iR ` h.c.ˆ1` ℎv
˙
„
´
ˆ
v?
2
Λdi j v sq iL q jRd ` v?2 Λui j v sq iL q jRu
¯
` h.c.
ˆ
1` ℎ
v
˙
,
(2.29)
which in turn leads to the mass terms:
m i` “
1?
2
Λ`i v and m
i
qa “
1?
2
Λaii v, (no summation) with a “ u, d . (2.30)
Similar to equation (2.21), the terms in equation (2.30) which are proportional to ℎ describe the
interaction of the fermions and the Higgs boson with the coupling proportional to the mass of
the particle.
Having more than one generation of quarks can lead to additional couplings, which mix genera-
tions and result in off-diagonal terms in the coupling matrix Λa , with a “ u, d . This can be ad-
dressed by choosing a new basis for the quark fields, where the Higgs couplings are diagonal and
which leads to the Cabibbo-Kobayashi-Maskawa (CKM) matrix [12, 56].
2.1.3 Higgs-Boson Production and Decay Modes in the Standard Model
The most important production modes for the Higgs boson at the LHC are depicted in Fig-
ure 2.4. The dominant production mechanism is the ggF (pp Ñ H , 2.4(a)), mediated by a vir-
tual quark loop (mainly top and bottom quarks), followed by VBF (pp Ñ qqH , 2.4(b)), whose
cross section is about one order-of-magnitude smaller than the ggF cross section. The ggF cross
section is known up next-to-next-to-leading order (NNLO) accuracy in QCD, where the next-to-
leading order (NLO) contributions have been calculated in Ref. [57–59] and the NNLO contri-
butions have been calculated in Ref. [60–62]. Soft-gluon resummations are included up to next-
to-next-to-leading log (NNLL) [63] and the electroweak corrections are taken into account up to
NLO [64, 65].
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q
q
q¯
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g
H
(a) Gluon-gluon fusion (ggF).
W
W
q
q
H
(b) Vector-boson fusion (VBF).
q
q¯
H
V ∗
V
(c) Higgs-strahlung or associated production
with a vector boson (VH).
t
t¯
g
g
H
(d) Associated production with a tst pair (ttH).
b¯
b
H
(e) Bottom-quark annihilation.
Figure 2.4:Higgs-boson production processes at the LHC. Figure (a) shows gluon-gluon fusion,
(b) vector-boson fusion, (c) Higgs-strahlung, (d) associated production with a tst pair and (e)
shows the annihilation of b sb pair into a Higgs boson.
Despite the smaller cross section, VBF is an important mechanism of Higgs-boson production
due to two forward jets which can be exploited to suppress relevant background processes. While
the ggF production mode gives access to the Yukawa couplings of the Higgs boson to the top
and bottom quarks through the quark loop, the VBF production mode makes it possible to ex-
amine the nature of the coupling of the Higgs boson to the massive gauge bosons. Especially in
the light of an extended Higgs sector this is of great relevance, since both, Yukawa couplings and
gauge-boson couplings, are predicted to be different from the SM. The VBF process is known
up to NLO QCD and electroweak accuracy [68–70] with approximate NNLO QCD correc-
tions [71].
The VH (Figure 2.4(c)), which also allows access to the gauge-boson couplings, is suppressed at
the LHC, since it needs an antiquark in the initial state. As described in Section 2.1 antiquarks
are occur only as sea quarks in the proton which reduce the probability of a collision compared
to valence quarks. This argument about PDFs, and the lower centre of mass energy, is the reason
why VH production was the most important production process at the Tevatron [72]. The cross
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(b) Higgs-boson branching ratios.
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Figure 2.5: Higgs-boson production cross sections (a), branching ratios (b) and the product of
the former (c) for the SM as function of the Higgs-boson mass [66, 67]. The SM-like Higgs
boson is assumed to have a mass of mH “ 125 GeV.
sections for VH processes are calculated at NLO [73] and at NNLO [72] in QCD, andNLO elec-
troweak radiative corrections [74] are applied.
The least important production processes for the Higgs boson are the associated production with
a t t¯ pair (ttH) (Figure 2.4(d)) which is strongly suppressed in the SM and not considered further
and the bottom-quark annihilation (Figure 2.4(e)). While the latter also has almost no impact
in the SM it can have an influence on the production of Higgs bosons in beyond Standard Model
(BSM) scenarios like the 2HDMs described in Section 2.2.
Since the coupling strength of the Higgs boson is proportional to the mass of the interacting
particle, heavier particles are preferred for the Higgs boson decay if the decay is kinematically
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allowed. Figure 2.1 shows the masses of the different SM particles and the relationmℎ ă 2mW {Z
holds. Therefore, in case of a Higgs-boson decay in to a massive vector-boson pair, at least one
the bosons will be off-shell.
The production cross sections and branching ratios of the Higgs boson in the SM as a function
of the Higgs boson mass are shown in Figure 2.5. In the low mass region the decay into bottom-
quark pairs is the dominant but also – due to large QCD multijet background at the LHC – the
most challenging mode. Because of its clean experimental signature the decay into two photons,
mediated by a quark or gauge-boson loop, is far more important and played a crucial role in
the observation of the 125 GeV Higgs boson [20, 21]. The other channel that substantially sup-
ported the discovery was the ℎ Ñ ZZ˚ Ñ `´```´`` channel, also due to its clean signature
and good mass resolution. Due to the high branching ratio of the ℎ ÑWW decay over a large
mass range as depicted in Figure 2.5(b) this decay channel is well suited for the search for heavy
Higgs bosons. Therefore the H ÑWW ˚ Ñ `´sν``ν channel is used for the search of a heavy
Higgs boson H in this thesis.
2.1.4 Properties of the Higgs Boson in the Standard Model
As mentioned before, the mass of the Higgs boson is a free parameter and therefore has to be
determined by experiments. After the discovery of a particle with a mass of about 125 GeV [20,
21] the properties (mass, spin, signal strength and couplings) of the particle have been measured
in detail. Figure 2.6 shows the recent results of the Higgs-boson mass measurement [75], which
gives a central value of 125.09 GeV.
 [GeV]Hm
123 124 125 126 127 128 1290.5−
9
Total Stat. Syst.CMS and ATLAS
 Run 1LHC
						Total      Stat.    Syst.
l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 
l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 
γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 
l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 
l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 
γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 
γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 
Figure 2.6: Summary of Higgs boson mass measurements from the individual analyses of AT-
LAS and CMS and from the combined analysis. Systematic, statistic and total uncertainties are
indicated with magenta and yellow shaded bands and black error bars respectively. The red line
shows the central value of 125.09 GeV with its total uncertainty of the combined measurement
depicted by the grey band [75].
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The spin of the Higgs boson has also been measured in various decay channels [76, 77] and found
to be compatible with the J P “ 0` hypothesis, predicted by the SM.
The signal strength µ, defined as the ratio of the measured cross section times branching ratio
and the predicted SM cross section times branching ratio, has been measured [78] and the re-
sult is shown in Figure 2.7. For the last two channels (ℎ Ñ µµ and ℎ Ñ Zγ ) no evidence
for signals are observed [79, 80] and therefore upper limits on the signal strengths are set. In
the ℎ Ñ µµ channel the observed limit on the signal strength is µ ă 7.0 [79] and in the
ℎ Ñ Zγ channel the observed limit on the signal strength is µ ă 11.0 [80] at the 95% confi-
dence level (CL). The combined result of µ “ 1.18`0.15´0.14 [78] is compatible with the SM predic-
tion.
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Figure 2.7: The observed signal strengths and uncertainties for different Higgs boson decay
channels and their combination for mℎ “ 125.36 GeV. The statistical uncertainties are given
by the black band (top), the experimental uncertainties combined with theoretical uncertainties
are given by the blue band (middle) and the theoretical uncertainties alone are given by the red
band (bottom). The green shaded band shows the total uncertainties [78].
The coupling of the Higgs boson to vector bosons and fermions is usually parametrised in terms
of scale factors κi which describe deviations from the SM couplings [81]. They are defined such,
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that the cross sections σii and the partial decay widths Γii associated with the SM particle i
are scaled with a factor κ2i comparing to the SM prediction. In the case, where only universal
fermion couplings κF and universal vector-boson couplings κV with
κF “ κt “ κb “ κτ “ κg “ κµ
κV “ κW “ κZ
(2.31)
are considered, the best fit values are [78]:
κF “ 1.11`0.17´0.15
κV “ 1.09`0.07´0.07
(2.32)
which are compatible with the SM. In addition, Figure 2.8 shows the dependence of the so-called
reduced coupling strength factors yF and yV , which are defined as
yF “ κF mFv
yV “ ?κV mVv ,
(2.33)
from the mass of the regarded decay products. The result is again compatible with the SM predic-
tion.
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Figure 2.8: Fit results for the reduced coupling strength scale factors yF and yV (see text for
definition) as a function of the particle mass, assuming a SM-like Higgs boson with a mass of
125.36 GeV [78].
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2.2 The 2-Higgs-Doublet Model
A simple and natural extension of the SM is the inclusion of two Higgs doublets instead of one:
Φ1 “
ˆ
φ`1
φ01
˙
, Φ2 “
ˆ
φ´2
φ02
˙
, (2.34)
where Φ1 and Φ2 have positive hypercharge like the SM doublet in equation (2.10) and the
superscripts ˘ and 0 denote the electric charge of the scalar fields φ. The set of models which
include two Higgs doublets are therefore called 2-Higgs-Doublet Models (2HDMs) [25]. Similar
to (2.11) a potential can be introduced including bothHiggs doublets, which – in its most general
form – can be written as [82]:
V pΦ1,Φ2q “ m211Φ:1Φ1 `m222Φ:2Φ2 ´ pm212Φ:1Φ2 ` h.c.q
` 1
2
λ1pΦ:1Φ1q2 `
1
2
λ2pΦ:2Φ2q2 ` λ3pΦ:1Φ1qpΦ:2Φ2q ` λ4pΦ:1Φ2qpΦ:2Φ1q
`
„
1
2
λ5pΦ:1Φ2q2 `
´
λ6pΦ:1Φ1q ` λ7pΦ:2Φ2q
¯
pΦ:1Φ2q ` h.c.
 (2.35)
with m211,m
2
22, λ1, . . . , λ4 P R and m212, λ5, λ6, λ7 P C. This potential is symmetric under
U p2q transformations, therefore one has a free choice of gauge. Here, particular gauges can be
parametrised in terms of the vevs of the doublets:
xΦ1y “ v?
2
ˆ
0
cos β
˙
, xΦ2y “ v?
2
ˆ
0
e iξ sin β
˙
, tan β “ | xΦ2y || xΦ1y | . (2.36)
A particular gauge can now be fixed by a specific choice of tan β. The exponential term e iξ in
equation (2.36) arises from the electromagneticU p1q symmetry and an non-zero phase ξ leads to
a vacuum state which spontaneously breaks CP symmetry [83]. Since CP-violating effects are be-
yond scope of this thesis, ξ is set to zero and further CP-conservation is achieved by introducing
a discrete Z2 symmetry
Φ1 Ñ Φ1,Φ2 Ñ ´Φ2. (2.37)
Such a symmetry requires m212, λ6 and λ7 to be 0 unless this symmetry is softly broken [84],
which allows m212 ‰ 0. The latter is assumed, because it extends the parameter space of the
2HDMswhich are investigated in this thesis.
Similar to (2.16) excitations of the different Higgs fields around their vevs can be examined [85]
Φ1 “
ˆ
φ`1pv cos β ` ρ1 ` iη1q{
?
2
˙
,Φ2 “
ˆ
φ´2pv sin β ` ρ2 ` iη2q
?
2
˙
(2.38)
with ρ1 “ Repφ01q ´ v cos β, ρ2 “ Repφ01q ´ v sin β and ηi “ Impφ0i q, i “ 1, 2. From these
fields the Goldstone bosons G0 and G˘, which can be absorbed to generate the mass of theW
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and Z bosons, and five physical Higgs particles can be formed [86]: Two scalar (CP-even) parti-
cles ℎ and H withmℎ ă mH , a pseudo scalar (CP-odd) particle A and two charged Higgs-bosons
H˘: ˆ
H˘
G˘
˙
“
ˆ
cos β sin β
´ sin β cos β
˙ˆ
φ˘1
φ˘2
˙
(2.39)ˆ
G0
A
˙
“
ˆ
cos β sin β
´ sin β cos β
˙ˆ
η1
η2
˙
. (2.40)
These transformations diagonalise the mass matrices for the charged and pseudo scalar Higgs
bosons and theirmasses can be obtained from the quadratic terms of the 2HDMpotential (2.35) [86]:
m2A “
m212
sin β cos β
´ v2λ5 and (2.41)
mH˘ “ m2A `
1
2
v2pλ5 ´ λ4q. (2.42)
However, the mass matrix for the scalar particles is not diagonal by coincidence. Therefore, a
mixing angle α has to be introduced as follows:ˆ
H
ℎ
˙
“
ˆ
cos α sin α
´ sin α cos α
˙ˆ
ρ1
ρ2
˙
(2.43)
in order to diagonalise the corresponding mass matrix.
The masses of the two scalar Higgs bosons can also be obtained from the 2HDM potential (2.35)
and they read [83, 86, 87]:
m2ℎ,H “
1
2
ˆ
M211 `M222 ˘
b`M211 ´M222˘` 4 `M212˘2 ˙ , with:
M211 “ m2A sin2 β ` v2rλ1 cos2 β ` λ5 sin2 βs
M212 “ ´m2A sin β cos β ` v2pλ3 ` λ4q sin β cos β
M222 “ m2A cos2 β ` v2rλ2 sin2 β ` λ5 cos2 βs
(2.44)
Similar to the SM the particle masses are free parameters of the theory and a particular choice of
the massesmℎ ,mH ,mA andmH˘ of the physical particles, the ratio of the vevs tan β, the mixing
angle α and the soft breaking parameterm212 fix all parameters which are left in the 2HDM poten-
tial (2.35) and therefore define a particularmodel.
A feature of all 2HDMs is the possibility of tree level flavour-changing neutral currents (FC-
NCs) which are avoided in the SM by a crucial coincidence. In order to pay regard to experi-
mental constraints on FCNCs [88, 89], only 2HDMs without FCNCs are taken into account
in this thesis. It is possible to remove FCNCs from the theory by assuming the discrete sym-
metry of (2.37) for all right-handed quarks, which does not permit FCNCs at tree level since
it forces any given type of fermions to couple to not more than one doublet (also known as
Glashow-Weinberg condition) [90]. Regarding the quark sector of a 2HDM, there are only
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two possibilities to realise such a behaviour: Either both, right-handed u- and d -type quarks,
couple to the same doubletΦ2 or they each couple to a different one, e.g d -type to Φ1 and u-type
toΦ2.
Extending this symmetry to right-handed leptons, which are also allowed to couple to exactly
one doublet to prevent FCNCs, gives two more possibilities for the coupling of fermions to
Higgs doublets. Table 2.1 [85] shows the possible combinations, usually denoted as Type I to
Type IV. In this analysis no distinction between model Type I and III and Type II and IV is pos-
sible, since in the regarded channel H ÑWW Ñ `ν`ν no coupling between Higgs bosons and
leptons occur. Therefore, the discussion focuses on model Types I and II keeping in mind that
these are proxies for Type III and IV respectively.
Table 2.1: 2HDM Types which lead to natural flavour conservation. The doublets Φ1 and Φ2
are the Higgs doublets introduced in equation (2.35) while q iRu , q
i
Rd
and `iR are the fermions
introduced in equation (2.25) with i “ 1, 2, 3 [85].
Type I Type II Type III Type IV
q iRu Φ2 Φ2 Φ2 Φ2
q iRd Φ2 Φ1 Φ2 Φ1
`iR Φ2 Φ1 Φ1 Φ2
2.2.1 Higgs-Boson Production and Decay Modes in the 2HDM
As described in Section 2.1.4, the parametrisation of the coupling of fermions and vector bosons
to the Higgs boson is described by scale factors κ. In case of the 2HDM these scale factors can
be predicted [28] and they depend on the particle mass, the ratio of the Higgs vevs tan β and
on the mixing angle α, which diagonalises the pH , ℎq mass matrix. The scale factors in terms of
α and β relative to the SM are given in Table 2.2. Here, κV {u{d{`ℎ{H describes the coupling of the
light/heavy Higgs boson (ℎ{H ) to a vector boson (V ), an up/down-type quark (u{d ) or a lep-
ton (` ).
In order to create appropriate predictions for 2HDM, cross sections and branching ratios of
the SM obtained by Monte-Carlo (MC) simulations, have to be scaled according to the fac-
tors in Table 2.2. The calculation of 2HDM cross sections is performed with SusHi [91] (ver.
1.1.1), a program which calculates Higgs-boson production cross sections in various models.
Initially it was designed to evaluate cross sections for the process pp{psp Ñ φ ` X , in ggF
and bottom-quark annihilation in the SM and the Minimal Supersymmetric Standard Model
(MSSM), where φ is any of the neutral Higgs bosons within these models. Starting from ver-
sion 1.0.3 however, it is also possible to calculate the cross sections within the several types of
2HDMs.
The accuracy of the predictions calculated by SusHi is “partially” NNLO which means that
NNLOQCD corrections (implemented by ggh@nnlo [60]) are taken into account in the heavy-
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Table 2.2: The couplings of the light and the heavy Higgs bosons ℎ and H in the different
2HDM Types in terms of α and β relative to the couplings of the SM [28].
Type I Type II Type III Type IV
κVℎ sinpβ ´ αq sinpβ ´ αq sinpβ ´ αq sinpβ ´ αq
κuℎ cos α{ sin β cos α{ sin β cos α{ sin β cos α{ sin β
κdℎ cos α{ sin β ´ sin α{ cos β cos α{ sin β ´ sin α{ cos β
κ`ℎ cos α{ sin β ´ sin α{ cos β ´ sin α{ cos β cos α{ sin β
κVH cospβ ´ αq cospβ ´ αq cospβ ´ αq cospβ ´ αq
κuH sin α{ sin β sin α{ sin β sin α{ sin β sin α{ sin β
κdH sin α{ sin β cos α{ cos β sin α{ sin β cos α{ cos β
κ`H sin α{ sin β cos α{ cos β cos α{ cos β sin α{ sin β
top approximation, while the NLO QCD contributions of all quarks are fully taken into ac-
count. Electroweak corrections are also considered up to NNLO, implemented as tabulated
correction factors. For the b sb -annihilation process, SusHi uses bbh@nnlo [92] and rescales the
results by the factors given in Table 2.2 for any of the 2HDM scenarios described in the last sec-
tion.
Similar to SusHi, which calculates the cross section in the 2HDM scenario, 2HDMC [83] (ver.
1.6.1) is used for the calculation of the branching ratios. The program features the conver-
sion between different parametrisations of the 2HDM potential, it allows the specification of
Yukawa couplings with choice of different Z2 symmetries and has the possibility to calculate all
two-body decay modes of the Higgs bosons. In addition, it checks the following theoretical con-
straints:
• Positivity of the Higgs potential: The potential (2.35) has to be positive in any field space
direction for asymptotically large values of the fields [93, 94] which provides constraints
for some coefficients λi [83].
• Tree-level unitarity: Since the scattering matrix S has to be unitary, the eigenvalues of the
S -matrix [95] also deliver constraints for coefficients λi .
• Perturbativity: Perturbativity can be achieved by constraining the quartic Higgs cou-
pling [83].
The input parameters for SusHi and 2HDMC are the masses of the Higgs particles from the
2HDM mℎ , mH , mA and mH˘ , the mass parameter m12 from the potential (2.35), the ra-
tio of the vevs tan β and the coupling of the light scalar Higgs boson ℎ to the vector bosons
sinpβ ´ αq. The parameter mℎ is fixed at 125 GeV, since the new boson is assumed to be
the light scalar boson ℎ of the 2HDM. To obtain valid values in terms of positivity, unitar-
ity and perturbativity, the values of mA and mH˘ are set to mH or 350 GeV, whatever is
smaller. The parameter m12 is set to m212 “ m2A tan β1`tan2 β , which corresponds to the MSSM
choice [83].
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(a) Type I,tan β “ 1. (b) Type II,tan β “ 1.
(c) Type I,tan β “ 3. (d) Type II,tan β “ 3.
(e) Type I,tan β “ 6. (f) Type II,tan β “ 6.
Figure 2.9: ggF cross section times branching ratio of the H Ñ WW decay mode for the
2HDMs Type I and Type II in pb in the mH -cospβ ´ αq plane for selected values of tan β.
The maxima of the plots are fixed at 1 pb, 0.7 pb and 0.5 pb for the different values of tan β
respectively in order to get a better resolution of the progression of the cross section times
branching ratio in the high-mH regime.
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To get an understanding where to expect sensitivity for an additional heavy Higgs boson, Fig-
ures 2.9 and 2.10 show the values of cross section times branching ratio of the H ÑWW decay
mode in the mH -cospβ ´ αq plane for several values of tan β and divided into ggF and VBF
production modes. The ggF mode provides good sensitivity in the negative range of cospβ´αq,
while the VBF mode adds sensitivity mostly in the positive range of cospβ´αq. The maximum
in these plots is fixed at a small value in order to get an impression of the structure in the high-
mH range.
(a) tan β “ 1. (b) tan β “ 3.
(c) tan β “ 6.
Figure 2.10: VBF cross section times branching ratio of the H Ñ WW decay mode for the
2HDMs in pb in the mH -cospβ´αq plane for selected values of tan β. The maxima of the plots
are fixed at 0.08 pb in order to get a better resolution of the progression of the cross section
times branching ratio in the high-mH regime. Only Type I of the 2HDM is shown, since the
relative couplings κVH from Table 2.2 are similar for Type I and II.
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In addition Figure 2.11 shows the cross section times branching ratio of the light Higgs boson of
the 2HDM in terms of cospβ´αq for several values of tan β separated into ggF and VBF. In both
production modes of 2HDM Type I the sensitivity moves to the alignment limit (cospβ´αq Ñ
0) as tan β increases, while it moves away from the alignment limit in Type II. Therefore a
larger impact in the total sensitivity for cospβ ´ αq Ñ 0 is expected in Type I than for Type II.
(a) Cross section times branching ratio in the
ggF production mode.
(b) Cross section times branching ratio in the
VBF production mode.
Figure 2.11: Cross section times branching ratio in the ggF (a) and VBF (b) production modes
for the light scalar Higgs boson ℎ (mℎ “ 125 GeV) of the 2HDM in terms of cospβ ´ αq.
2.2.2 Constraints on the 2HDM phase space
The discovery of the Higgs boson with mℎ « 125 GeV does not only allow precise measure-
ments but also constrains the phase space of the 2HDMs, assuming that the new observed parti-
cle coincides with the light neutral CP-even Higgs boson ℎ [41]. Figure 2.12 shows the regions
of the cospβ´αq-tan β plane which can be excluded with at least 95% CL for the 2HDM Types
I and II using only the properties of the light Higgs boson as input. In the regarded analysis,
the production and decay rates are rescaled with the appropriate factors described in Table 2.2,
but no assumptions on the other Higgs particles predicted by the 2HDM are made. Due to its
SM-like nature, large parts of the cospβ´αq range can be excluded while an exclusion in the align-
ment limit is not possible.
Figure 2.13 shows some results of an earlier version of this analysis [37] for a heavy scalar Higgs
boson in the 2HDM framework. In these plots, the coloured area shows the observed exclusion
in themH -cos α plane, while the area limited by the black solid (dashed) line shows the expected
exclusion at 99% (95%) CL. The 2HDMs are tested against the SM as null hypothesis, including
the SM-like Higgs Boson, which is also adopted in this thesis (see Chapter 9). In the regarded
scenarios, neutral heavy Higgs bosons with masses up to 250 GeV and in some regions up to
300 GeV could be excluded at 95%CL.
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Figure 2.12: Regions of the cospβ ´ αq-tan β plane of two types of 2HDMs excluded by fits
to the measured rates of Higgs boson production and decays. The contours corresponding
approximately to 95% CL are indicated for both the data and the expectation assuming the SM
Higgs sector. The cross in each plot marks the observed best-fit value. The light shaded and
hashed regions indicate the observed and expected exclusions, respectively [41].
Figure 2.13: Exclusion contours of 2HDM Type I (left) and Type II (right) for tan β “ 1
in the mH -cos α plane. The coloured areas show the observed exclusion at 99% and 95% CL
respectively, while the area limited by the black solid (dashed) line shows the expected exclusion
at 99% (95%) CL [37].
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Currently, the most powerful facility – in terms of energy and collision rate – for particle
physics is the LHC [96] hosted at CERN. It was built in a 26.7 km tunnel which origi-
nally has been constructed for the Large Electron-Positron Collider (LEP) and is designed
to collide proton or lead beams with centre-of-mass energies of 14 TeV and 2.8 TeV per nu-
cleon respectively. The LHC provides four interaction points, where experimental facilities are
placed.
Out of the four main experiments A Large Ion Collider Experiment (ALICE) [97], A Toroidal
LHC Apparatus (ATLAS) [98], Compact Muon Solenoid (CMS) [99] and Large Hadron Col-
lider beauty (LHCb) [100], ATLAS and CMS are so-called multi-purpose detectors designed to
cover the widest possible range of physics at the LHC. One of the main goals – finding a Higgs
boson – has already been achieved [20, 21], while others like probing for BSM physics are still on-
going [101, 102].
The two other experiments ALICE and LHCb are designed for more customised physics pro-
grammes: ALICE is specialised in analysing lead-ion collisions which are used to produce a quark-
gluon plasma [103] in which quarks and gluons are no longer confined. LHCb focuses on the
slight asymmetry between matter and antimatter which is present in interactions containing bot-
tom quarks [104].
Since the analysis described in this thesis uses data collected by the ATLAS experiment, it is de-
scribed in more detail in Section 3.2.
3.1 The Large Hadron Collider
The acceleration chain [105] of protons and lead ions can be tracked based on the sketch of
the CERN accelerator complex in Figure 3.1. The acceleration starts by injecting protons into
Linear Accelerator 2 (LINAC2), accelerating them up to 50 MeV and handing them over to the
Proton Synchrotron Booster (PSB) [106], where the protons are accelerated to 1.4 GeV. The
beam is then transferred to the Proton Synchrotron (PS) [107] where the particles are further ac-
celerated to 25 GeV. From there, protons are sent to the Super Proton Synchrotron (SPS) [108]
which brings them to an energy of 450 GeV before they are injected to the LHC. In the LHC
protons are further accelerated to get their final design beam energy of 7 TeV per beam. So far,
the LHC has been running with centre-of-mass energies of 7 TeV in 2011 and 8 TeV in 2012.
After the long shutdown 1 (from February 2013 to April 2015) the LHC will be running with a
centre-of-mass energy of 13 TeV.
In order to accelerate protons, the LHC5 uses eight cavities per beam, each delivering a field of
5 MV{m at 400 MHz and an operation temperature of 4.5 K. To keep the particles on a nearly
5Details on the technical design can be found in Ref. [96]
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Figure 3.1: The CERN accelerator complex [109] with the four main experiments ATLAS,
ALICE, CMS and LHCb.
circular orbit at 7 GeV beam energy, a magnetic field of 8.33 T is necessary which is provided by
1232 superconducting dipole magnets. These have to be operated at a temperature of 1.9 K to pre-
serve the superconductivity of the magnets which is reached by pumping super-fluid helium into
their cryogenic system. The beam is hold together with the aid of 392 main quadrupole magnets
and 6208 magnets with highermultipole moments.
Apart from the beam energy the most important parameter for colliders is the instantaneous lu-
minosityL which describes the rate of particle interactions per area:
L “ γ
4pi
Nbn2b frev
˚ β˚ F , with: F “
1c
1`
´
θcσT
2σL
¯2 , (3.1)
where Nb is the number of bunches per beam, nb is the number of particles per bunch, frev is
the revolution frequency, ˚ is the normalised beam emittance at the interaction point, β˚ is the
beta function at the interaction point, γ is the relativistic Lorentz factor and F is the geometric
reduction factor, depending on the crossing angle θc and the transversal/longitudinal beam sizes
σT and σL. A comparison of design values and achieved values in the 2012 run is given in Ta-
ble 3.1.
26
3.2. The ATLAS Experiment
Table 3.1: Overview of the LHC performance parameters [110].
Parameter Design value Value in 2012
Beam energy 7 TeV 4 TeV
β˚ in int. points 1, 2, 3, 4 0.55 m 0.6 m, 3.0 m, 0.6 m, 3.0 m
Bunch spacing 25 ns 50 ns
Bunches per beam 2808 1374
Particles per bunch 1.15 ¨ 1011 p/bunch 1.6´ 1.7 ¨ 1011 p/bunch
˚ at start of fill 3.75 mm mrad 2.5 mm mrad
Peak luminosity 1034 cm´2 s´1 7.33 ¨ 1033 cm´2 s´1
Max. mean number of
events per crossing
„ 19 „ 40
Stored beam energy „ 362 MJ „ 140 MJ
The integrated luminosity Lint “
ş
dtL is a measure for the number of collisions in a given time
period, since the number of events N of a process with cross section σ is given as N “ σLint.
The integrated luminosity for the data-taking in 2012 with a centre-of-mass energy of
?
s “
8 TeV is 20.3 fb´1. Table 3.2 gives an overview of the luminosity performance of the LHC.
Table 3.2: Overview of the LHC luminosity performance [110].
Max. luminosity delivered in one fill 237 pb´1
Max. luminosity delivered in 7 days 1.35 fb´1
Longest time in stable beams (2012) 22.8 hours
Longest time in stable beams over 7 days 91.8 hours
3.2 The ATLAS Experiment
As mentioned in the last section, ATLAS is a multi-purpose detector built to cover a wide range
of physics including tests of the SM and BSM physics. It is built symmetrically around the in-
teraction point with different layers of subdetectors which are described in the following sections.
An overview sketch of the ATLAS experiment is given in Figure 3.2.
For the event description in ATLAS a right handed coordinate system, adjusted to the barrel
geometry of the experiment, is used. The nominal interaction point is used as origin of the
coordinate system with the z -axis pointing into beam direction. The x -y plane is perpendic-
ular to the beam with the x -axis pointing to the centre of the LHC and the y-axis pointing
upward. The azimuthal angle φ is measured in the x -y plane, with respect to the x -axis and
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Figure 3.2: Overview of the ATLAS experiment [111].
the polar angle θ is measured with respect to the beam axis. Instead of θ the pseudorapidity
η “ ´ ln tan
ˆ
θ
2
˙
(3.2)
is often used to describe the direction of particles, which is identical to the rapidity
y “ 1
2
ln
ˆ
E ` pz
E ´ pz
˙
(3.3)
for massless particles. The angular distance of two objects as seen from the origin of the coordi-
nate system is defined as:
∆R “
b
∆η2 ` ∆φ2 . (3.4)
and the momentum transverse to the beam axis pT is defined as the projection of the momentum
to the x -y plane:
pT “
b
p2x ` p2y . (3.5)
For objects which leave a trace in the calorimeters, the so-called transverse energy ET is defined
as:
ET “ E cosh η. (3.6)
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Finally, neutrino activity or BSM physics signals can cause an imbalance of the transverse energy,
which should add up to zero (in the limit of perfect detector resolution) since the colliding parti-
cles have only longitudinal momentum.
Themissing transverse momentum is defined as:
#‰EmissT “ ´
ÿ
rec. objects
#‰p T,
EmissT “
ˇˇˇ
#‰EmissT
ˇˇˇ (3.7)
where the sum runs over all reconstructed objects. In the reconstruction of EmissT all visible parti-
cles are included, therefore all subdetector systems of ATLAS are relevant. The sum of the trans-
verse momenta can be determined by track information, calorimetric information or a combina-
tion of both.
3.2.1 Inner Detector
Figure 3.3:Overview of the Inner Detector system of the ATLAS experiment [112]. The image
shows a cross section of ATLAS’s barrel at η “ 0.3.
The Inner Detector (ID), as depicted in Figure 3.3, consists of three independent subdetec-
tors: the pixel detector, Semiconductor Tracker (SCT) and Transition Radiation Tracker (TRT)
which allow the measurement of the trajectories (or tracks) of charged particles with high spa-
tial, angular and momentum resolution. While the first two are semiconductor detectors, the
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latter is a straw detector which enhances the pattern recognition and improves the momentum
resolution over |η| ă 2.0 [98]. The ID is 6.2 m long, has a diameter of 2.1 m and covers a
pseudorapidity range of |η| ă 2.5. The silicon detectors must be kept at ´5 ˝C to ´10 ˝C in
order to maintain adequate noise performance after radiation damage [98] while the TRT can
be operated at room temperature. The deflection of charged particles, which allows the mea-
surement of the particle momenta, is enforced by a solenoidmagnetic field with the field strength
of 2 T.
The innermost detector is a three-layered pixel detector [113, 114] arranged in concentric cylin-
ders of overlapping staves (barrel) and disks (end-cap) with 1744 pixel sensors in total which
cover a pseudorapidity range of |η| ă 2.5. It contains about 80 million readout channels which
provide the capability for pattern recognition and track reconstruction at the full LHC luminos-
ity. The pixel detector is most important for the identification and reconstruction of secondary
vertices and jets originating from b quarks. In addition to pseudorapidity coverage the perfor-
mance requirements are [114]:
• A resolution better than 15 µm in the x -y plane;
• Good resolution in longitudinal direction, allowing primary vertex reconstruction of
charged tracks with σpzq ă 1 mm;
• Very good identification of jets which contain bottom quarks both in the high-level trigger
and in the oﬄine reconstruction;
• Radiation hardness of the pixel detector elements to operate after a total dose of 500 kGy.
The design choices meeting these requirements are the three-layer design which allow three pixel
hits over the full pseudorapidity range [115], the minimal radius of 5.5 cm around the beam
axis of the innermost layer due to limitations of the beam pipe vacuum system and the smallest
available pixel size of 50 ˆ 400 µm2 (about 90% of the pixels) and 50 ˆ 600 µm2 (about 10%
of the pixels). Typical resolution values in r -φ direction are about 10 µm and about 115 µm
in beam direction. In order to improve the resolution further, during the long shutdown 1
the ID has been equipped with an additional innermost pixel layer called Insertable B-Layer
(IBL) [116]. It was installed between the existing pixel detector and a new beam pipe at a radius
of 3.3 cm and the pixels used for the IBL have a finer granularity of 50 ˆ 250 µm2 compared
to the ones used for the pixel detector. Together with the improved b -tagging algorithms [117],
the IBL increases the rejection of light flavour jets by a factor of 4 at low pT compared to
run 1 [118].
The SCT [119] is built around the pixel detector and has a similar structure: In the barrel it con-
sists of four layers and in the end-cap region it has nine disks. In contrast to the pixel detector,
SCT uses 80 µmˆ 6.5 cm micro-strip sensors instead of pixel sensors with 6.3 million readout
channels. To improve measurements in beam direction, the modules are rotated by ˘20 mrad
around their geometrical centres. This configuration allows at least four space-point measure-
ments over the coverage of the detector. The resolution of the SCT is about 17 µm in r -φ direc-
tion and about 580 µm in beam direction.
The outermost component of the ID is the TRT [120] which contains thin-walled proportional
drift tubes or straws in the barrel and in the end-caps. In the barrel 52 544 straws with a length
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of 144 cm oriented parallel to the beam axis are used while the end-caps contain 122 880 straws
with a length of 37 cm each. Particles which are emitted in a pseudorapidity range of |η| ă 2
and with a transverse momentum of pT ą 0.5 GeV traverse 35 ´ 40 straws of the detector
in the barrel, providing tracking at higher radii in the ID. In the end-caps (0.8 ă |η| ă 1.0)
only 22 hits in the detector are possible. Each straw has a inner diameter of 4 mm and is filled
with a xenon-gas mixture which is ionised if it is hit by a charged particle which in turn can
be detected. In addition, high energetic particles (mostly electrons) generate X-rays which also
ionise the xenon and therefore amplify the signal. The intrinsic resolution in r -φ direction is
130 µm.
3.2.2 Calorimetry
Around the ID and the solenoid magnet the calorimetric system of ATLAS can be found. It con-
sists of two sampling calorimeters, the first an electromagnetic calorimeter (ECAL) used for the
energy measurement of electrons and photons and the second a hadronic calorimeter (HCAL)
which measures the energy of hadrons and jets respectively. An overview of the calorimetric sys-
tem is given in Figure 3.4.
Figure 3.4: Overview of the calorimetric system of the ATLAS experiment [121].
The ECAL [122] consists of liquid-argon detectors with accordion-shaped absorbers and elec-
trodes [98], which ensure a full azimuthal symmetry. It is separated into three parts: the barrel,
which covers |η| ă 1.5, two end-caps, covering 1.5 ă |η| ă 3.2 and two forward calorime-
ters [123] which cover 3.1 ă |η| ă 4.9. Due to the liquid argon, which acts as active mate-
rial for the shower detection, the calorimetric system has be cooled to a temperature of 88 K.
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The absorbing materials are lead (barrel) and copper (forward calorimeters). In the precision-
measurement region |η| ă 2.5 three active layers are deployed, while in the region with higher
pseudorapidity 2.5 ă |η| ă 3.2 and in the overlap region between barrel and end-caps two active
layers are used. The first layer has the finest granularity in η and its main task is to measure
the direction of the particle shower. The second layer is designed to collect the largest fraction
of energy of the electromagnetic shower and the last layer collects the tail of the shower and
therefore has a coarse granularity but is also used for trigger events. The ECAL is built from two
half-barrels that are centred around the beam axis. One of the half-barrels covers the positive
z range (0 ă η ă 1.475) while the other one covers the negative z range (´1.475 ă η ă 0).
Each of them has a length of 3.2 m and inner/outer radii of 1.4 m and 2 m respectively, which
corresponds to about 24 radiation lengths. The end-caps are 63 cm thick, corresponding to
about 26 radiation lengths.
Around the ECAL, the HCAL [124] with the inner and outer radii of 2.28 m and 4.25 m, is
built. It is divided into three barrel modules, two end-caps and two forward calorimeters. The
barrel module covers the pseudorapidity range of |η| ă 1.0, the two extended barrel modules
cover 0.8 ă |η| ă 1.7, the end-caps cover 1.5 ă |η| ă 3.2 and the forward calorimeters have
a coverage of 3.1 ă |η| ă 4.9. Similar to the ECAL, the HCAL is segmented into three
layers in the barrel and the extended barrel with steel absorber plates and scintillator tiles as
active medium. Each layer corresponds to 1.5, 4.1 (2.6), 1.8 (3.3) interaction lengths for the
(extended) barrel. In the end-caps and in the forward calorimeters liquid argon is used as active
material and copper (tungsten) as absorber in the end-caps (forward calorimeters). Due to the
liquid argon, the end-caps and the forward calorimeters are housed in the same cryostats as the
ECAL end-caps. The angular segmentation of the barrel-shaped calorimeters is 0.1ˆ 0.1 (∆φ ˆ
∆η ), which provides a good resolution for high-energetic jets and missing transverse momen-
tum.
3.2.3 Muon Spectrometer
The outermost detector of the ATLAS experiment is the muon spectrometer (MS) [125] which
is designed to detect charged particles, that are not stopped in the calorimeters. The main tasks
of the MS are the precise measurement of the momentum of muons in a pseudorapidity range of
|η| ă 2.7 and triggering events with high-energetic muons with |η| ă 2.4.
The muon chambers (see Figure 3.5) are located between and on top of the eight coils of the
superconducting toroid magnet which surrounds the barrel, while the end-cap chambers are
in front and behind the two end-cap toroid magnets [98]. In order to measure the particle
momentum, the coils of the barrel toroid provide a magnetic field strength of 0.5 T perpen-
dicular to the particle trajectories, while the magnetic field strength of the end-cap magnets is
1 T. The magnetic field is monitored by about 1800 Hall sensors distributed throughout the
MS.
For the MS four different detector techniques are utilised: In the barrel three layers of monitored
drift tubes (MDTs) provide the muon tracking in a pseudorapidity region of |η| ă 2.7, in the
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Figure 3.5: Overview of the muon system of the ATLAS experiment [126].
end-caps an additional layer of cathode strip chambers (CSCs) is used, since CSCs have a higher
rate capability and time resolution. In the pseudorapidity range of |η| ă 2.4 resistive plate cham-
bers (RPCs) in the barrel and thin gap chambers (TGCs) in end-caps are used as additional trig-
ger chambers.
The MDTs are arranged in three concentric layers around the beam axis with radii of 5 m, 7.5 m
and 10 m. They are built from aluminium tubes filled with an argon-gas mixture with a pressure
of 3 bar and provide a resolution of 80 µm (35 µm in beam direction) per chamber in the pseu-
dorapidity range |η| ă 2.7. The additional CSCs, which cover a pseudorapidity range of 2.0 ă
|η| ă 2.7, provide a spatial resolution of 40 µm in the y-z -plane (bending plane) and of 5 mm in
the transverse plane.
3.2.4 Forward Detectors
Additional to the ATLAS main detectors three so-called forward detectors are placed around AT-
LAS tomeasure the luminosity.
The first detector is situated ˘17 m away from the interaction point and is called Luminosity
measurement using Cerenkov Integrating Detector (LUCID) [127]. It is a relative luminosity de-
tector and its main purposes are the measurement of the integrated luminosity and the monitor-
ing of the instantaneous luminosity and the beam conditions. Therfore, it surrounds the beam
pipe in a distance of 10 cm and measures inelastic pp collisions in the forward direction of about
|η| « 5.8.
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The second system, seen from the interaction point, is Large Hadron Collider forward (LHCf) [128]
which is designed to measure particles which are produced very close to the beam direction in
proton-proton collisions to test models used to estimate the energy of cosmic rays. It is located
˘140 m away from the interaction point.
Finally, with ˘240 m the most remote system of the forward detectors, is Absolute Luminosity
for ATLAS (ALFA) [129]. It is used to determine the absolute luminosity via elastic scattering at
small angles. The total cross section – and therefore the luminosity – can be measured exploiting
the optical theorem [130], which connects the forward scattering amplitude with the total cross
section. To get as close as possible to the beam, Roman pot technology is used which allows to
get as close as 1.5 mm to the beam line. In 2012 ALFA was not running and therefore no mea-
surement has been performed.
3.2.5 Trigger System
As seen in Table 3.1 with a bunch spacing of 25 ns the event rate is 40 MHz and with an average
size of 1.5 MB per event there is no technology available to readout and store all events delivered
by the LHC. Therefore a trigger system is utilised to reduce the output rate and to enrich the se-
lected sample with events of rare processes.
In ATLAS a three-levelled trigger system [131, 132] is used, which reduces the output rate from
40 MHz to 200 Hz after the full trigger chain. The level 1 (L1) trigger is hardware based with
custom-made electronics, while the level 2 (L2) trigger and the event filter (EF) (combined
referred to as high-level trigger (HLT)) are software triggers, almost entirely based on commer-
cially available computers and networking hardware [98].
In the L1 trigger, the output rate is reduced to 75 kHz based on kinematic and energetic char-
acteristics from the event. The selected events contain signatures of high-pT muons, electrons
and photons, jets and tau leptons, which decay into hadrons. Since it is very hard to deflect
particles from the beam line, events passing the L1 trigger need a large total transverse en-
ergy and large fraction of missing transverse momentum EmissT , indicating neutrino activity.
The L1 trigger uses the RPCs and TGCs to gather information about the muon-pT, while the
identification of the other particles is based on calorimetric information with reduced granular-
ity.
Events passing the L1 trigger are processed, supported by fine-granularity data of the detec-
tors, by the L2 trigger in so-called region of interests (ROIs) that have been defined during
the L1 trigger process. The ROIs consist of geometrical information about events which have
been retained in the muon and calorimeter trigger processors [98]. In addition, the L2 trig-
ger uses ID information which is not available for the L1 trigger, reducing the output rate
to 2 kHz.
The last step after the event building process in the trigger chain is the EF. It uses oﬄine analysis
procedures including complex pattern recognition algorithms and has access to the fully recon-
structed event in order to reduce the output rate to 200 Hz. The full granularity and precision
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of the calorimeter, the muon chamber data and the ID is used to thin out the trigger selections in
the HLT.
3.3 Performance of the ATLAS Experiment
The general performance goals for ATLAS’s subdetector systems in Table 3.3 allow precise mea-
surement of tracks, momentum, energy and electric charge of the proton collision’s decay prod-
ucts.
Table 3.3: Performance goals for the ATLAS subdetector systems [98].
η coverageDetector component Required resolution Measurement Trigger
Inner detector σpT{pT “ 0.05%{pT ‘ 1% ˘2.5 –
EM calorimetry σE{
?
E “ 10%{?E ‘ 0.7% ˘3.2 ˘2.5
Hadronic calorimetry
barrel and end-cap σE{
?
E “ 50%{?E ‘ 3% ˘3.2
forward σE{
?
E “ 100%{?E ‘ 10% 3.1 ă |η| ă 4.9
Muon spectrometer σpT{pT “ 10% at pT “ 1 TeV ˘2.7 ˘2.4
The reconstruction efficiencies of the various objects have been determined and are briefly de-
scribed for electrons, muons and the energy calibration, since those are the important objects re-
garding this analysis. All efficiencies lie within the design goals.
The electron/photon and muon reconstruction efficiencies have been measured, documented in
Refs. [133, 134]. The reconstruction efficiency for electrons has increased by 5% compared to
the data taken in 2010. After averaging over η the efficiency is between 97% for electrons with an
ET “ 15 GeV and 99% at ET “ 50 GeV while the uncertainty is between 0.5% and 1.5%. For
muons, the reconstruction efficiency is 99% for |η| ă 2.5 and pT ą 10 GeV with an uncertainty
smaller than 0.2% [134].
The energy calibration has been performed with electrons from Z -boson decays [135] and its un-
certainties lie between 0.05% for high-ET electrons in the central part of the detector and 0.2´1%
for electrons with ET “ 10 GeV. The relative uncertainty of the detector energy resolution is
less than 10% for electrons with ET ă 50 GeV and asymptotically rises to 40% for electrons with
high energy [135].
In 2012 ATLAS collected an integrated luminosity of 21.3 fb´1, with a peak luminosity of
7.33 ¨ 1033 cm´2 s´1 [136] from which 20.3 fb´1 can be used for physics. Figure 3.6 shows the
data delivered by the LHC, the data collected by ATLAS and the fraction which fulfils quality cri-
teria and is declared as good for physics.
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Figure 3.6: Cumulative luminosity versus time, delivered to (green) and recorded by ATLAS
(yellow) during stable beams and for pp collisions at 8 TeV centre-of-mass energy in 2012. The
amount of luminosity which is certified to be good quality data is depicted in blue [137].
The reason that not the full amount of data delivered by the LHC could be recorded by ATLAS
is mainly due to the data-taking efficiencies of the detector subsystems which are described in
Ref. [136] and are summarised in Table 3.4.
Table 3.4: Data-taking efficiency for the ATLAS subdetector systems [136].
Detector component Operational fraction Data taking efficiency
Inner detector
Pixel 95.0% 99.9%
SCT 99.3% 99.1%
TRT 97.5% 99.8%
EM calorimetry 99.9% 99.1%
Hadronic calorimetry
Tile calorimeter 98.3% 99.6%
End-cap calorimeter 99.6% 99.6%
Forward calorimeter 99.8% 99.6%
Muon spectrometer
MDTs 99.7% 99.6%
CSCs 96.0% 100%
RPCs 97.1% 99.8%
TGCs 98.2% 99.6%
Trigger 100% 100%
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After the LHC and the ATLAS detector systems have been briefly described in the previous chap-
ter, in the following it is described how to determine charged particle tracks and energy clusters
from the detector information. These tracks and clusters can be classified as electron, muon or jet
candidates and are used for physics analyses.
4.1 Reconstruction and Object Definitions
In the following sections an overview is given how the physics objects, which are used in
data analysis, are obtained from the information available by the detector readout. Similar
to the description of the ATLAS detector systems in Chapter 3, the description of the ob-
ject reconstruction starts from the ID with track and vertex reconstruction followed by the
reconstruction of particle candidates aided by calorimeter and muon spectrometer informa-
tion.
4.1.1 Tracks and Vertices
(a) Track parametrisation in the x -y plane. (b) Track parametrisation in the r -z plane.
Figure 4.1: Parametrisation of a charged particle track in the x -y plane (a) and in the r -z
plane (b). Due to the magnetic field, the particle is only deflected in the x -y plane [138].
The trajectories of charged particles in uniform magnetic fields have the shape of a helix. Track
candidates are parametrised in terms of the two impact parameters d0 and z0 in the transverse
and longitudinal plane respectively, as depicted in Figure 4.1. Further parameters of the track
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are the polar and azimuthal angles θ and φ, its momentum #‰p track and its transverse momen-
tum #‰p T.
In ATLAS, tracks are reconstructed using the measurements of all ID subdetectors: Pixel, SCT
and TRT. The main reconstruction strategy is called inside-out strategy [138], since it starts with
exploiting pixel and SCT measurements and extending the particle trajectories to the TRT for a
full ID track reconstruction. The inside-out track reconstruction is performed in three steps: Pat-
tern recognition, ambiguity solving and TRT track extension.
For the pattern recognition, pixel and SCT hits are used to define three-dimensional space points.
A track seed for the pattern recognition is found, if the trajectory, defined by at least three space
points, is compatible with a transverse momentum larger than 500 MeV. A Kalman-filter algo-
rithm [139, 140] is applied to the seed in order to follow the trajectory and a track candidate
is formed if the track seeds can be extended to contain at least seven hits in the silicon detec-
tors.
Since many of the track candidates share hits, are incomplete, or are fake tracks, they are ranked
according to the likelihood, that the track candidate originated from a real particle. In general, a
higher number of hits of the track candidate increases the likelihood in order to favour fully con-
structed tracks over smaller segments, while lower numbers of hits or holes (reconstructed tracks
through a disabled detector element) deprecate the likelihood [138]. After the selection of the
track candidates a global χ2 fit to the space points is performed to obtain the track parameters
and the trajectory.
Finally the TRT hits are included to obtain the complete track. The track, fitted with hits from
Pixel and SCT, is used to define a path through the TRT where hits within a drift radius of
10 mm around this path are assigned to the track. The track is then refitted with the additional
TRT information and compared with the pixel/SCT track where finally the track with the high-
est likelihood is selected.
As can be seen in Figure 4.2, signal events which are triggered and reconstructed in the ATLAS
detector can be superimposed by many proton-proton interactions with low transverse momen-
tum (also called pile up). The determination of the primary vertex – the vertex of the triggered
event – is therefore a crucial task. The region where collisions can take place is confined by the
beam spot which can be described by a Gaussian profile with a standard deviation of about 5 cm
in beam direction and about 15 µm in the transverse plane.
The reconstruction of primary vertices consists of two intersecting stages: The vertex finding
and the vertex fitting [141]. In the finding step, the association of reconstructed tracks to ver-
tex candidates is performed while in the fitting step the actual position and refitted tracks are
obtained. The ATLAS software provides two approaches for the vertex reconstruction, namely
fitting-after-finding and finding-through-fitting.
In the fitting-after-finding method, the tracks are ordered according to their impact parameter
in beam direction and the obtained clusters are regarded as primary vertex candidates. Each
of the candidates is reconstructed by a vertex fitter [142] and ordered according to their value
of the z0-impact parameter. The track clusters, obtained by a search with a sliding window
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Figure 4.2: A candidate Z boson event in the dimuon decay with 25 reconstructed vertices.
This event was recorded on April 15th 2012 and demonstrates the high pile up environment in
2012 running. For this display the track pT threshold is 0.4 GeV and all tracks are required to
have at least 3 Pixel and 6 SCT hits [143].
approach utilising the projection of z0 to the beam axis, are regarded as initial primary ver-
tex candidates. Each candidate is then reconstructed and iteratively cleaned from outliers.
The number of reconstructed primary vertices in this approach is determined at the seeding
stage and once a track is rejected from a vertex candidate it is never used in another clus-
ter [141].
In contrast, the finding-through-fitting approach has a better way of dealing with outlying tracks
and is therefore used in this analysis. Similar to the fitting-after-finding method, the recon-
struction starts with a preselection of tracks coming from the bunch crossing region. A single
vertex candidate is reconstructed from the selected tracks and the tracks which are considered
as outliers form a new vertex seed. At the following iteration the fitting of two vertices is
performed and the number of vertices grows in each further iteration. Since each track is down-
weighted with the number of vertices, they compete with each other in order to attain more
tracks [141].
While most of the collisions take place at the primary vertex, some long-lived particles e.g.
b -hadrons can decay at a significant distance from the primary vertex and tracks associated
with such decays can be used to identify secondary vertices. While a primary vertex is often
formed by the intersection of 20 or more tracks, secondary vertices are often fitted by only 2 or 3
tracks.
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4.1.2 Electron Candidates
The reconstruction and identification of electrons plays an important role in this analysis since
electrons are one of the final state objects of the regarded decay channel. The reconstruction
separates between so-called central electrons ( |η| ă 2.5), where ID information can be used, and
forward electrons ( |η| ą 2.5) which is not equipped with tracking detectors. In this analysis only
central electrons are used.
The reconstruction of central electrons is a three-step process [144]: It starts with cluster re-
construction, where electromagnetic clusters are built from seeds with energy deposits of ET ą
2.5 GeV in the second layer of the ECAL. FromMC simulations of the leptonic decay ofW and
Z bosons, the reconstruction efficiency is expected to be about 97% at ET “ 7 GeV and almost
100% at energies ET ą 20 GeV [144].
In the next step tracks are associated with the electromagnetic clusters. Tracks are extrapolated
to the cluster seed in the second layer of the ECAL and matched successfully if the distance
between the track impact point and the centre of the cluster is small ( |∆η| ă 0.05, ∆φ ă 0.1). If
at least one track can be matched with a cluster, the electron candidate is considered to be recon-
structed. In case of more than one matched track, the one with the smallest ∆R distance is cho-
sen.
Finally, the cluster sizes of the reconstructed electron candidates are optimised to take the energy
distributions in the different regions of the ECAL into account. In the barrel region the cluster is
enlarged to 3ˆ5 cells and in the end-caps the size is increased to 5ˆ5 cells. The total energy of the
electron candidate is determined by the estimated energy deposit in the material in front of the
ECAL, the measured energy deposit in the cluster, the estimated energy deposit outside of the
cluster (lateral leakage) and the estimated energy deposit beyond the ECAL (longitudinal leak-
age) [144].
In order to allow a good separation between isolated and non-isolated electrons, misidentified
electrons from hadrons and electrons from photon conversions, the electron identification
relies on sequential cuts on calorimeter and tracking variables optimised in 10 η and 11 ET
bins, where the number of bins is motivated by the detector structure. For physics analyses
three sets of selection criteria, also called operation points, are available called loose, medium
and tight. As the names suggest, they are designed hierarchical and provide increasing back-
ground rejection at the cost of identification efficiency. The rejection power is achieved by
adding discrimination variables at each step and tightening the requirements on the other vari-
ables.
The loose electron selection uses shower-shape variables in the first two layers of the ECAL. Fur-
ther requirements on the track quality (at least 7 hits in the silicon detectors and |∆η| ă 0.015
between the hit position in the first layer and the extrapolated track) and the association of clus-
ters and tracks improve the rejection of hadronic backgrounds in the transverse energy range
30 GeV ă ET ă 40 GeV by a factor of about 5 while keeping a high identification efficiency of
up to 97%, see Figure 4.3(a).
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(a) Measured identification efficiency for the various
cut-based and LH selections as a function of ET. The
uncertainties are statistical (inner error bars) and statisti-
cal+systematic (outer error bars) [133].
(b) Ratio of background efficiencies for a LH and the
closest-efficiency cut-based selections as a function of ET.
The uncertainties are statistical as well as systematic [133].
Figure 4.3: Identification efficiencies for electron and background candidates in different selec-
tions.
Figure 4.3(a) shows the electron identification efficiency of the cut-based selections compared to
the likelihood selections where both perform equally well. Figure 4.3(b) shows the ratio of the
background identification efficiencies of the different selections where the likelihood selections
clearly have an advantage.
The medium selection is based on the loose selection and adds the requirement of a measured hit
in the innermost pixel layer, which allows a good rejection of photon conversions. Further a
basic selection is required on the transverse impact parameter and signals in the TRT to reject
charged-hadron background. The background rejection is increased by an order of magnitude by
tightening the loose requirements.
The tight selection uses all identification tools available to increase the rejection power by a
factor of two compared to the medium selection. In comparison to the medium selection the
requirements on the discriminating variables and the track quality in presence of an extension in
the TRT are tightened. Additionally, a cut on the cluster-energy to track-momentum ratio is per-
formed and a veto on reconstructed photon conversion vertices is applied.
An overview of the exact cuts applied in the different identification selections is given in Ref. [144].
In addition, ATLAS uses multivariate-analysis (MVA) techniques for the electron identification,
since they allow a combined evaluation of several variables and their correlation. In ATLAS the
likelihood (LH) technique [133] is used, which utilises the signal and background probability
density functions (pdfs) of the discriminating variables. Based on these, a discriminant is defined
on which a cut is applied.
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Similar to the cut-based approach different selections are available called LooseLH, MediumLH
and Very Tight LH (VTLH ) which are designed to roughly match the selection efficiencies of the
cut-based loose,medium and tight selections, but to perform better at the rejection of light-flavour
jets and conversions. For each operation point the bin division for ET is 6 bins and 9 bins for |η|.
The binning is similar but coarser compared to the cut-based selection and it is chosen to bal-
ance the available data statistics with the variation of the pdf shapes of the input variables in ET
and |η| [133].
In this analysis two different selections are used depending on the ET range of the electron candi-
date. In the low range 10 GeV ă ET ă 25 GeV where the contribution ofW + jets/QCDmul-
tijet background is largest, the VTLH selection is used since it performs best in the background
rejection, while being comparable with the electron identification efficiency of the tight selection
which can be seen in Figure 4.3.
In the high-ET range ET ą 25 GeV the cut-based medium++ identification is used for which,
compared to the medium selection, additional requirements against photon-to-electron conver-
sion are taken into account and which improves the rejection efficiency against conversion back-
ground and increases the electron purity.
Table 4.1: Electron identification and isolation cuts as a function of ET.
ET r GeVs Electron ID Calo. isolation Track isolation Impact parameters
10´ 15 ,.-VTLH
E cone30T {ET ă 0.20 pcone40T {ET ă 0.06
,//.//-d0{σd0 ă 3.0z0 sin θ ă 0.4 mm15´ 20 E
cone30
T {ET ă 0.24 pcone30T {ET ă 0.08
20´ 25 *E cone30T {ET ă 0.28ą 25 medium++ pcone30T {ET ă 0.10
In addition to the identification efficiencies so-called isolation criteria are also applied in order
to reject furtherW + jets/QCD multijet background. The isolation is performed by cuts on
E coneXT {ET and pconeXT {pT which describe the sum of energy deposited in the calorimeter/sum of
track momentum in a cone ∆R ă X%, where the ET or pT of the regarded object is subtracted.
Further cuts on the longitudinal impact parameter z0 sin θ, where θ is the angle between beam
axis and electron track and on the transverse impact parameter d0 relative to its uncertainty
σd0 are applied in order to select the correct vertex. The applied cuts are summarised in Ta-
ble 4.1
4.1.3 Jet Candidates
As described in section 2.1, strongly interacting particles cannot be observed solitarily in the
detector, but they form particle jets during their hadronisation process. In ATLAS, jets are re-
constructed from topological clusters in the calorimeters using the anti-kT algorithm [145]. As
a part of a broader class of sequential recombination algorithms, the anti-kT algorithm mainly
relies on a specific distance measure di j between the jet candidates i and j (combined topological
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clusters of the calorimeters) and diB , which is the distance measure between the jet candidate i
and the beam axis B . The distance measures are given by:
di j “ min
´
p2nT,i, p
2n
T, j
¯ ∆R2i j
R2
, (4.1)
diB “ p2nT,i, (4.2)
where ∆Ri j is the angular distance for jet candidates i and j from equation (3.4) and n parametrises
the different types of algorithms. For n “ 1, the algorithm is known as kT algorithm [146], for
n “ 0 it is known as Cambridge/Aachen algorithm [147, 148] and for n “ ´1 it is called anti-kT
algorithm. The parameter R describes the radius of the cone, in which soft partons are accumu-
lated into the jet and is set to R “ 0.4.
In the first step of the algorithm, the minimum dmin of all di j and diB is determined. If dmin is
found to be of the type diB , the object i is considered as jet and removed from the list of candi-
dates. On the other hand, if dmin is found to be one of the di j the objects i and j are merged into a
new object and the minimisation continues.
An important feature of the presented algorithms is their infrared and collinear safety which
means, that the number and the shape of jets should not be altered neither by soft-gluon radia-
tion (which accounts for infrared divergences in scattering amplitudes) nor by the splitting of a
hard parton into two collinear ones (which accounts for collinear divergences in scattering am-
plitudes). In the case of the anti-kT algorithm, soft partons within a circle of radius R are simply
accumulated into the jet at the end of the clustering process and if a parton splits into two with
collinearmomenta, the algorithm recombines them immediately producing the same result as be-
fore [146].
As described above, jet candidates are reconstructed from topological clusters in the calorimeters,
where the baseline for the jet energy scale (JES) calibration is the electromagnetic scale, deter-
mined using test-beam measurements for electrons and muons in the ECAL and HCAL [149].
In addition to this initial scale, jets need to be corrected on two levels: using the properties of
clusters or cells in the HCAL and using jet kinematics. The correction of jet kinematics can be
derived independently of the cluster-level corrections, however the latter needs an overall JES cor-
rection.
The cluster-level correction method used in this analysis is called local-cluster-weighting (LCW)
method, which relies on differences in shower profiles between electromagnetic and hadronic sig-
nals [150]. In the LCWmethod electromagnetic and hadronic clusters are distinguished based on
shower depth, cell-energy density, cluster energy and pseudorapidity. These variables are used to
weight the clusters of the HCAL in order to correct for the hadronic response, dead material and
out-of-cluster deposits [151].
The jet-level corrections are performed in four steps [150]:
1. The LCW jets are first calibrated by a correction to account for the energy offset caused
by pile-up interactions.
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2. The jet direction is corrected to back to the primary vertex instead of the centre of the
ATLAS detector.
3. The jet calibration is derived by relating the reconstructed jet energy to the truth jet
energy, obtained by MC events. After this stage, the jets are referred to as LCW+EW
(electroweak) jets.
4. The so-called in situ derived correction [150] is applied to jets in data, where the balance
of the jet’s transverse momentum compared to a reference object is used to determine the
final JES.
After the calibration, jet candidates are selected if they have a pT ą 25 GeV in the central part
( |η| ă 2.4) or if they have a pT ą 30 GeV in the forward part (2.4 ă |η| ă 4.5) of the detector in
addition with the following requirements:
Figure 4.4: The luminosity-weighted distribution of the mean number of interactions per bunch
crossing for 2012 (full pp collisions data set) [137].
As depicted in Figure 4.4 on average there are 20.7 interactions per bunch crossing which can
produce a large number of jets. In order to find only the jets associated with the relevant
primary vertex a cut on the so-called jet vertex fraction (JVF) [152] is performed which acts
as a discriminant between jets from hard processes and pile-up jets. The JVF is defined as:
JVFpjeti, vtx jq “
ř
k pT,kpjeti, vtx jqř
n
ř
l pT,l pjeti, vtxnq
, (4.3)
where pT,kpjeti, vtx jq is the scalar transverse momentum of the track k, lying in jet i and coming
from vertex j . The numerical range of JVF is between 0 and 1 and a requirement of JVF ą 0.5
for all jets with pT ă 50 GeV and |η| ă 2.4 is applied.
Finally, it is necessary to identify jets which originate from a b quark (also called b tagging) in
order to suppress background events originating from top-quark decays. A sketch of a b -hadron
decay is depicted in Figure 4.5. Several b -tagging algorithms have been deployed in ATLAS [153],
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which range from simple algorithms based on impact parameters (IP3D) and secondary vertices
(SV1) to a more sophisticated algorithm ( JetFitter) which exploits the topology of weak b - and c -
hadron decays.
Figure 4.5: Schematic view of displaced tracks forming a secondary vertex, which is recon-
structed by tracks with a large impact parameter d0.
In the MV1 algorithm [154], which is used in this analysis, the output of the former algorithms
is used in a neural network in order to generate output weight pdfs for b , c and light-flavour jets.
It is trained to separate b jets from light flavour jets and computes a tag weight for each jet. The
performance of the MV1 algorithm has been calibrated at several working points, corresponding
to b -tagging efficiencies in simulated top/anti-top quark pair events. In this analysis a working
point of 85% efficiency is used.
(a) (b)
Figure 4.6: Efficiency of the MV1 algorithm to select b , c and light jets, as a function of pT (a)
and |η| (b). The working point is 70% efficiency (for a sample of simulated top/anti-top quark
pair events) for b jets defined with pT ą 20 GeV and |η| ă 2.5 [155].
The b -, c - and light-jets tagging efficiency of the MV1 algorithm for a working point of 70% is de-
picted in Figure 4.6, again for simulated top/anti-top quark pair events [155].
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4.1.4 Muon Candidates
The identification of muons is performed according to several reconstruction criteria, leading to
different muon “types” depending which informations of the detector parts are used. The differ-
ent types are [134, 156]:
• Stand-alone (SA) muons: The muon trajectory is reconstructed using only MS informa-
tion. Flight direction and impact parameters of the muon are determined by extrapolating
the muon track from the MS to the point of closest approach to the beam line.
• Combined (CB) muons: The muon track is reconstructed independently in the ID and
in the MS. A combined track is formed from the successful combination of ID and MS
track.
• Segment-tagged (ST) muons: A track, extrapolated from the ID to the MS, is identified as
muon if it is associated with at least one track segment in the MDT or CSC.
• Calorimeter-tagged (CaloTag) muons: An ID track which can be associated to an energy
deposit in the ECAL as expected from a minimum ionising particle. While having the
lowest purity of all muon types, it recovers acceptance in the uninstrumented region of
the MS.
CB muon candidates have the highest muon purity and are therefore used in this analysis. The
combination of the information from the different detector parts is performed by the so-called
STACO-algorithm [157, 158] for muon tracks in the pseudorapidity range |η| ă 2.5. The al-
gorithm performs a statistical combination of tracks with vertices to obtain the full track parame-
ters [158].
The reconstruction efficiency has been measured with the tag-and-probe method [134] using
large reference samples of J {ψ Ñ µµ and Z Ñ µµ decays in the data sets obtained in 2011
and 2012. Over the most covered phase space ( |η| ă 2.7 and 5 GeV À pT À 100 GeV), the
efficiency is above 99% and was measured with per-mille precision, which is shown in Figure 4.7.
The momentum resolution depends on the pseudorapidity and ranges from 1.7% to 4% for
small/large pseudorapidity and transverse momentum combinations [134].
In the pseudorapidity regions η « 0 and in the region between barrel and end-caps 1.1 ă |η| ă
1.3 the reconstruction efficiency is strongly affected by acceptance losses since in the former
region the MS is only partially equipped with muon chambers in order to provide space for
services for the ID and the calorimeters and in the latter region there are regions where only one
layer of chambers is traversed muons in the MS [134, 156], due to the fact that some chambers of
that region were not yet installed6.
Similar to electrons, muon candidates are only used if they have pT ą 10 GeV and in addition
the following conditions from the ID are required: At least one hit in the pixel detector, at least
5 hits in the SCT, at most 2 active Pixel or SCT elements traversed by the track without hits and
a successful TRT-track extension (at least 9 hits) has to be found if the track lies within its accep-
tance.
6During the LHC shutdown from 2013-2014, the installation of muon chambers has been completed.
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Figure 4.7: Muon reconstruction efficiency as a function of η measured in Z Ñ µµ events for
muons with pT ą 10 GeV and different muon reconstruction types. CaloTag muons are only
shown in the region |η| ă 0.1, where they are used in physics analyses. The error bars on the
efficiencies indicate the statistical uncertainty. The panel at the bottom shows the ratio between
the measured and predicted efficiencies. The error bars on the ratios are the combination of
statistical and systematic uncertainties [134].
The reconstructed muons have to fulfil a set of isolation criteria as well as cuts on on the im-
pact parameter, which reject cosmic muons. The isolation variables used for muons are the
same ones as for electrons, presented in section 4.1.2. The applied cuts are summarised in Ta-
ble 4.2.
Table 4.2: Muon isolation cuts as a function of ET.
ET r GeVs Calo. isolation Track isolation Impact parameters
10´ 15 E cone30T {ET ă 0.06 pcone40T {ET ă 0.06
,//.//-d0{σd0 ă 3.0z0 sin θ ă 1.0 mm15´ 20 E
cone30
T {ET ă 0.12 pcone30T {ET ă 0.08
20´ 25 E cone30T {ET ă 0.18
*
pcone30T {ET ă 0.12ą 25 E cone30T {ET ă 0.30
4.1.5 Missing Transverse Momentum
Due to the two neutrinos in the investigated final state, the missing transverse momentum
#‰EmissT , as defined in equation (3.7), is an important observable. For the calculation of
#‰EmissT ,
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reconstructed physics objects are used whose calorimeter deposits are associated with recon-
structed electrons, photons, hadronically decaying tau leptons, jets and muons [159]. The
missing transverse momentum can be reconstructed using tracking information, calorimeter
information or a combination of both. In the latter approach, the reconstruction mainly uses
tracking information while for jets the calorimeter information is added. In comparison to same
flavour final states (two electrons or two muons), where the track-based reconstruction is used,
in the different flavour final state (one electron and one muon), as regarded in this analysis, the
combination of calorimeter and track information delivers the best resolution and is therefore
used [160].
Figure 4.8: Illustration of the definition of EmissT, rel. The component of
#‰EmissT orthogonal to the
direction of the lepton or jet #‰p `{jet is called EmissT, rel. As depicted, E
miss
T, rel does not change if the
energy of the next hard object (lepton or jet) is mismeasured by an amount of ∆E .
In order to reduce variations on
#‰EmissT caused by mismeasured leptons and jets the projection
of the missing transverse momentum to an axis defined by the closest hard object is used:
EmissT, rel “ EmissT sin∆φ, for ∆φ ă
pi
2
EmissT, rel “ EmissT , otherwise.
(4.4)
The angle ∆φ is measured between
#‰EmissT and the considered object (lepton or jet). The advantage
of EmissT, rel over E
miss
T is that the former is more robust against inaccurate energy measurements of
leptons and jets as illustrated in Figure 4.8.
4.2 The 2012 Data Set
The analysis described in this thesis uses pp LHC collision data at a centre-of-mass energy of
8 TeV collected with the ATLAS detector between March and December 2012. Only data fulfill-
ing a certain set of quality requirements, which correspond to the functionality of the ATLAS
subdetector systems, are used. The necessary information about the luminosity and physics runs
are provided in so-called good run lists (GRLs).
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Table 4.3: Summary of the collected luminosity in different data-taking periods in fb´1 [161].
Data period Stable delivered ATLAS recorded
A1–8 0.929 0.867
B1–14 5.682 5.403
C1–8 1.674 1.577
D1–8 3.666 3.453
E1–4 2.605 2.423
F1 0.000 0.000
E5 0.308 0.292
G1–5 1.407 1.321
H1–6 1.683 1.583
I1–3 1.176 1.084
J1–8 2.981 2.777
L1–3 1.000 0.913
M1 0.015 0.010
The 2012 data set has been split into data periods numbered from A to M in which is assured that
LHC beam conditions and detector states were uniform. A summary of the collected luminosity
in the different periods is given in Table 4.3, where the first column gives the data period, the sec-
ond column shows how much luminosity could be delivered by the LHC with stable beam con-
ditions and the last column shows how much luminosity was recorded by ATLAS. In the data
period F1 (12. and 13. September 2012) no data was taken, since a special physics run was per-
formed.
As described in section 3.2.5, triggers play are crucial role in the data-taking process since their
decisions substantially define the available data. For electron and muon candidates of the consid-
ered ℎ{H ÑWW Ñ eν µν process the triggers define the lowest possible lepton pT. Events con-
taining these candidates are recorded with unprescaled7 single lepton triggers logically alternated
with dilepton triggers to maximise the total trigger efficiency. Table 4.4 shows the setup for the
2012 run.
Table 4.4: Trigger setup for 2012 run.
e µ & µe channels
pTpeq ą 24 GeV, vhi, medium or pTpeq ą 60 GeV, medium
or pTpµq ą 24 GeV, i, tight or pTpµq ą 36 GeV, tight or (pTpeq ą
12 GeV, Tvh, medium and pTpµq ą 8 GeV)
7A prescale factor is used to reduce the amounts of events accepted by the trigger chain. For example, with a prescale
factor of 10 only one out of ten events which fulfil the trigger chain is accepted.
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The labels loose, medium and tight summarise quality criteria applied for electrons and muons
while the suffixes vh, Tvh and i describe η and pT dependent selection criteria for the reduction of
hadronic leakage and isolation requirements respectively. Details on the different selections are
given in Refs. [162, 163] for electrons and in Ref. [164] formuons.
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A crucial point in understanding the collected collision data described in Chapter 4 is the
comprehension of the considered signal and background processes in this analysis. The sig-
nal processes have been briefly described in Section 2.1.3 and are summarised in Section 5.1 in
addition with a discussion about the relevant background processes. This theoretical knowl-
edge is exploited in MC generators in order to simulate events with predictions according to
the regarded physical model. A general description of MC event generation is given in Sec-
tion 5.2 followed by the description of the MC programs used to create the predictions in Sec-
tion 5.3.
5.1 Signal and Background processes
As described in Section 2.1.3 the main production mechanisms of the Higgs boson are the ggF
and the VBF modes. The considered decay mode is ℎ{H ÑWW Ñ eν µν as depicted in Fig-
ure 5.1.
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t/b
t¯/b¯
g
g
H
W+
W−
e+
νe
ν¯µ
µ−
(a) Gluon-gluon fusion (ggF).
W−
W
q
q
H
W
W+ e
+
µ−
νe
ν¯µ
q
q
(b) Vector-boson fusion (VBF).
Figure 5.1: Full signature of Higgs-boson production by ggF (a) and VBF (b) and its decay into
twoW bosons, which in turn decay into a electron/neutrino (muon/neutrino) pair.
The experimental signature of the considered processes consist of two different-flavoured leptons
with opposite charge and a large amount of missing transverse momentum due to the presence
of two neutrinos. The analysis is further split into jet multiplicity bins, with 0, 1 or 2 jets in the
final state in addition to the leptons. As depicted in Figure 5.1, the ggF production has its largest
contribution in the 0-jet channel, while the VBF production is accompanied with 2 jets. In the
1-jet channel ggF and VBF production are both present, mainly driven by the higher order correc-
tions of the ggF process (which add jets to the final state) and with smaller contributions coming
from the VBF process with a missing jet.
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Every process that has the same final state as the signal processes above gives rise to an irreducible
background which means, that these processes can only be distinguished from the signal due to
its kinematics, as described in Chapter 6. The second source of (reducible) background arises
from processes with large cross sections and a similar final state which lead to higher probabilities
to imitate the signal process due to erroneously reconstructed objects.
For the analysis of the ℎ{H ÑWW channel four different classes of background processes are
relevant: The diboson-background, where simply twoW bosons are produced in the final state
in addition with processes having any combination of two vector bosonsW {Z{γ in the final
state and the top-quark background, where either a t t¯ pair or a single top quark is produced.
Furthermore the Drell-Yan or Z + jets background where a leptonically decaying Z boson is
produced and finallyW -boson production in association with quarks orW + jets background,
where aW boson is produced in association with jets.
5.1.1 Diboson Background
The diboson background is dominated by theWW boson pair production, which produces the
same final state as the ggF signal process and therefore is the dominant background in the 0-jet
channel. The corresponding Feynman graphs are depicted in Figure 5.2
q
q
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g
Z/γ∗
W+
W−
(a)
g
g W+
W−
(b)
q¯
q
Z/γ∗
W+
W−
(c)
Figure 5.2:WW boson pair production background processes.
In addition, events having a WZ{ZZ boson pair final state, where one W {Z boson decays
hadronically and the other Z boson decays into a lepton pair, imitate the VBF final state apart
from missing transverse momentum. Events containing a W γ˚ final state may also lead to
the signal signature if the W boson decays hadronically and the photon splits into a lepton
pair. Feynman graphs leading to other than WW boson background are displayed in Fig-
ure 5.3.
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Figure 5.3: Diboson pair production background processes.
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5.1.2 Top-Quark Background
Figure 5.4 shows the Feynman graphs of processes contributing to the top-quark background,
which are dominant in the 2-jet channel. Due to its large mass the top quark does not hadronise,
but decays immediately into a bottom quark and aW boson. The decay into lighter quarks is
strongly suppressed by small CKMmatrix elements.
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(a) Top-quark pair production.
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Figure 5.4: Background processes arising from top-quark production.
If theW bosons in the top-quark pair production in Figure 5.4(a) and the associated single top-
quark production in Figure 5.4(b) decay into leptons, they imitate the final state of the VBF pro-
cess except for the presence of two b jets. However, the presence of b jets can be exploited by cat-
egorising events by the number of reconstructed jets and vetoing events with b -tagged jets which
strongly reduces the top-quark background. The s - and t -channel mediated single top-quark pro-
duction in Figures 5.4(c) and 5.4(d) can also contribute to the background by jets, which are
falsely identified as leptons.
5.1.3 Drell-Yan and Jets AssociatedW Boson Production Background
During the Drell-Yan [165] process as depicted in Figure 5.5(a) two oppositely charged lep-
tons are produced. In case of a leptonically decaying τ`τ´ pair, the signal final state requiring
an e µ pair and missing transverse momentum can be imitated if one τ decays into an elec-
tron and a neutrino while the other τ decays into a muon and a neutrino. In the case of the
Z + jets process as depicted in Figure 5.5(b), a misreconstructed jet or a mismeasurement in
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the calorimeters can in addition lead to a signal-like final state. The processes depicted in Fig-
ures 5.5(c) and 5.5(d) can imitate the signal final state, if one of the jets is misidentified as a
lepton. Due to the fact that the processes described above do not have the same final state as the
signal (reducible background) they are less important compared to the diboson/top-quark back-
grounds.
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Figure 5.5:W and Z boson production in association with quarks. Graphs (a) and (b) show
the Drell-Yan and Z + jets background processes, while graphs (c) and (d) show the production
of aW boson in association with quarks.
5.2 Monte Carlo Event Generation
The interpretation of data delivered by LHC and ATLAS is only possible if the theoretical pre-
dictions, as described in the previous section, can be carried out in a way which allows them to
be compared with observed events. Tools providing these predictions are called Monte-Carlo
(MC) generators, since they make extensive use of numerical MC techniques. Their main goals
are the provision of a complete picture of final states in hadron collisions which include the
description of particle types and their momenta for each event as well as the absolute produc-
tion rates for the different possible processes. After the generation of simulated events, these
pass a detector simulation where the interactions between the simulated particles and the dif-
ferent detector materials are evaluated. Finally the same algorithms and techniques which are
used for the reconstruction of the observed events are used for the reconstruction of the sim-
ulated events as well, which allows a direct comparison of the prediction and the observed
data. Basically, MC generators should be able to emulate Nature’s behaviour in a real experi-
ment.
The fundamental physical concept making these predictions possible is called factorisaton [166]
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which is the ability to isolate separate independent phases of the overall collision process [167].
These phases are ruled by different dynamics which enable to split the description of the proton
structure and the final-state hadronisation from the hard interaction of elementary particles
which can be described perturbatively. An overview of the general structure of a proton-proton
collision is given in Figure 5.6.
Figure 5.6: General structure of a proton-proton collision. The different processes are indicated:
The hard process inside the red dotted line, the showering phase inside the blue dashed line and
the underlying event in yellow. The hadronisation takes place just outside the blue dashed line
which indicates the showering [167].
The description of the hard interaction is mainly driven by the scattering-matrix of the respective
process which can be calculated perturbatively in powers of the strong coupling constant αspQ2q
with the help of Feynman graphs. The truncation of the perturbative expansion for an observ-
able quantity like the cross section or the decay width to a finite order of αspQ2q generates an
intrinsic uncertainty to the predictions. The description above relies on the fact, that the strong
coupling is small at large energy scalesQ2 and therefore can be treated as perturbative parameter.
Higher order corrections lead to so-called virtual corrections, indicated by particle loops in Feyn-
man graphs, and initial-state/final-state radiation (ISR/FSR), where real partons (usually gluons)
are emitted from the initial or final states. Since the interacting particles are not free but origi-
nate from the colliding protons any quantity calculated at parton level must be convoluted with
the appropriate PDFs that describe the proton in order to obtain observables for the whole pro-
cess.
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Due to large momentum transfers during the hard process, the involved colour-charged partons
are intensely accelerated and will – similar to the radiation of an accelerated electric charge –
emit QCD radiation in form of gluons. Since gluons themselves carry colour charges they
can emit further radiation which leads to so-called parton showers. The showers represent
higher-order corrections of the hard processes which are usually not feasible to calculate [53].
Therefore the calculation of parton shower uses approximations where mainly the collinear
parton splitting and soft gluon radiation – the dominant contributions – are included. Af-
ter the showering, the resulting partons with a small distance in phase space are combined
into colour singlets. Due to the factorisaton properties of QCD this hadronisation process
is decoupled and tuned to reference processes. Since no calculations based on first principles
regarding the hadronisation are available, the simulations are based on phenomenological mod-
els [167].
The collisions of fragments of the hadron left over from the primary hard interaction is called un-
derlying event. It goes through the showering and hadronisation phase like the hard process, on
which it depends since the hard process and the underlying event have colour dependencies in or-
der to enforce overall colour neutrality. Finally pile-up events and other effects which may occur
during a bunch crossing are added to the simulation.
5.3 Monte Carlo Generators
Due to factorisaton, the different stages of proton-proton collisions can be separated into dif-
ferent programs: Matrix-element generators provide the simulation of hard processes and their
cross sections and multi-purpose generators simulate the showering and the hadronisation mak-
ing use of the output of the former. However, this combination leads to some difficulties. Higher
order corrections (NLO, NNLO, etc.) for matrix elements allow for a good description of the
emission of hard particles, while it is more challenging to perform the simulation of soft particles
at this stage. The modelling of the latter is performed better by parton showers but since the dif-
ferent programs are independent of each other, this might lead to double counting, which means
that the emission of particles is counted in the matrix-element generator and in the showering.
To avoid this unwanted feature, so-called matching schemes [168–171] have to be used which re-
move double counting.
The MC generators used in this analysis are split into parton-shower (PS) and matrix-element
(ME) generators. Events originating fromME generators need to undergo the showering process
and are usually used as input for the PS generators. The PS generators used in this analysis are
given in the following:
• PYTHIA6/8 [172, 173] are used as interface for other generators in order to simulate
ISR/FSR, hadronisation and further decays. While PYTHIA6 was written in the pro-
gramming language Fortran, PYTHIA8 has been rewritten and further developed in C++.
PYTHIA is designed to generate complete events having a focus on such where QCD effects
are important. For the description of the hadronisation the so-called Lund model [174,
175] is utilised, which treats gluons as field lines which in turn form a string due to their
self interaction.
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• HERWIG [176] is a general-purpose MC event generator, which uses the parton-shower
approach for ISR/FSR QCD radiation, including colour coherence effects and azimuthal
correlations both within and between jets. Since multiple parton interactions are not
available HERWIG is interfaced to JIMMY [177] which allows for the simulation of multi-
parton interactions and the underlying event. For the modelling of the hadronisation, a
cluster-based model [178] is used.
In addition to the generators described above, the following programs are used for the calculation
ofMEs of the different signal and background processes as described in Table 5.1:
• POWHEG [179] stands for Positive Weight Hardest Emission Generator and is a method to
interface matrix-element MC calculations (currently with NLO accuracy) with parton-
shower generators. In order to avoid radiation double counting of the first hard emission,
the interfaced parton-shower generator has either to be pT-ordered or it should be able to
apply a pT-veto [180].
• GG2WW [181] is a parton-level integrator and event generator for the loop induced g gpÑ
ℎq Ñ WW Ñ `ν`ν process. In the loop contributions the top and bottom quark are
taken into account, and in the Higgs boson contributions spin, decay angle, off-shell and
interference effects are considered. In addition it is also possible to choose an arbitrary
value for theW -boson mass.
• SHERPA [182] stands for Simulation of High-Energy Reactions of Particles and contains a
flexible tree-level matrix element generator for the calculation of hard scattering processes.
The initial- and final-state radiation is implemented by a parton-shower model and the
hadronisation is described by a cluster-based model [178]. The latter is composed of
two phases: cluster formation caused by the splitting of (non-perturbative) gluons into
quark-antiquark pairs and the creation of light-flavour pairs by the decay of the clusters.
• AcerMC [183] is dedicated to the generation of SM background processes which were
recognised as critical for the searches at LHC. The program provides a library of the
massive matrix elements and native phase space modules for the generation of a set of
selected processes in leading order (LO) accuracy.
• ALPGEN [184] is used to generate events of multi-parton processes in hadronic collisions.
Matrix elements are calculated at LO (QCD and electroweak) for a large set of processes.
In order to avoid double counting the so-called MLM matching scheme [185] is used.
The following programs are used in order to implement the interference effects between Higgs-
boson signals a non-resonant diboson background processes for Higgs-boson masses larger than
400 GeV. The implementation is performed by reweighting the SM signal samples produced
with theMC generators described above.
• MCFM [186, 187] is a parton-level MC program which gives NLO predictions for a range
of processes at hadron colliders. Here the generator is used to implement the interference
effects between Higgs-boson ggF signals and the diboson background processes.
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• REPOLO stands for REweighting POwheg events at Leading Order and is used to reweight
SM Higgs-boson events to different BSM scenarios. It is written by the authors of
VBFNLO [70, 188, 189] and in this analysis REPOLO is used to implement the interference
effects between Higgs-boson VBF signals and the diboson background processes.
Table 5.1 gives an overview about the different processes and the MC generators which are used
to simulate them.
Table 5.1:MC generators used to model the signal and background processes, and corresponding
cross sections (given for a mℎ “ 125 GeV Higgs boson). Leptonic decays ofW {Z bosons are
always assumed, and the quoted cross sections include the branching ratios and are summed over
lepton flavours.
Process Generator σ ¨ Br (pb)
ggF ℎ{H ÑWW POWHEG [190]+PYTHIA8 [173] 0.435
VBF ℎ{H ÑWW POWHEG [191]+PYTHIA8 3.6 ¨ 10´2
VH ℎ{H ÑWW PYTHIA8 (PYTHIA6 [172]) 2.5 ¨ 10´2
qq¯{g ÑWW POWHEG+PYTHIA6 5.68
g g ÑWW GG2WW [181]+HERWIG [176] 0.20
WW ` 2 jets (QCD) SHERPA [182] 0.568
WW ` 2 jets (electroweak) SHERPA 0.039
t t¯ dileptonic POWHEG+PYTHIA6 26.6
tW {t b leptonic POWHEG+PYTHIA6 4.17
t qb leptonic AcerMC [183]+PYTHIA6 28.4
inclusiveW ALPGEN [184]+HERWIG 37 ¨ 103
inclusive Z{γ‹pml l ě 10GeV q ALPGEN+HERWIG 16.5 ¨ 103
Electroweak Z{γ‹ SHERPA 5.36 (inc. t-ch)
W pZ{γ˚q POWHEG+PYTHIA8 12.7
W pZ{γ˚qpmpZ{γ˚q ă 7 GeVq SHERPA 12.2
Zp˚qZp˚q Ñ 4l p2l2νq POWHEG+PYTHIA8 0.73p0.50q
ElectroweakWZ ` 2 jets SHERPA 13 ¨ 10´3
Electroweak ZZ ` 2 jets p4l , l l ννq SHERPA 73 ¨ 10´5p12 ¨ 10´4q
W γ ALPGEN+HERWIG 369
Zγ(pγT ą 7GeV ) SHERPA 163
After the generation of MC events the interaction with the detector and its response is simulated
with Geant4 [192, 193], a toolkit for the simulation of the passage of particles through matter.
The geometry of the ATLAS detector has been translated into a Geant4 representation [194],
so that it is possible to study the different interactions of the colliding particles with the detec-
tor.
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5.3.1 Subtleties of High Mass Signal Samples
In the mass range below 130 GeV the width Γℎ of the SM Higgs boson is more than four
orders of magnitude smaller than its mass mℎ [195] which makes the narrow-width approx-
imation (NWA) an excellent approximation with an error estimate of OpΓℎ{mℎq. Unfortu-
nately this is not the case for Higgs bosons with higher masses. The Higgs-boson produc-
tion cross sections are therefore sampled with a Breit-Wigner distribution which allows for a
finite width and the description of an enhanced tail of the lineshape. However, as it turns
out this description also breaks down for Higgs masses larger than 400 GeV and must be
replaced by the so-called complex pole scheme (CPS) [196], which describes resonances of
instable particles as complex energy poles in their scattering matrix amplitudes. In case of
this analysis, signal samples with a width described by a Breit-Wigner distribution are used
up to Higgs-boson masses of 400 GeV, while CPS samples are used for Higgs-boson masses
of 400 GeV and larger. Regardless of its lineshape, the signal samples are generated with
POWHEG+PYTHIA.
Another important aspect which alters the signal model for Higgs masses larger than 400 GeV is
the interference between the signal and the non-resonantWW boson background [81, 197]. The
interference is known to LO accuracy in QCD but not included in the POWHEG + PYTHIA sam-
ples. In order to take them into account, the signal samples are weighted according to the interfer-
ence effect. The weights are calculated with MCFM at LO and rescaled to the NNLO cross section
for the ggF process andwith REPOLO for the VBF process.
Finally, the off-shell contributions of the Higgs-boson production which originates from the
Higgs-boson mass dependence of its decay matrix element is also taken into account. In the
ℎ{H ÑWW ˚ decay modes energy scales of Q2 ą p2MV q2 cause an enhanced off-shell cross
section [81]. Since this effect is smaller compared to the ones described above, it is taken into ac-
count by a systematic uncertainty as described in Chapter 8.
5.3.2 Jets AssociatedW Boson Production
Events in whichW bosons are produced in association with jets can imitate the signal process,
if the jets are misidentified as leptons. Since this process is not accurately described in simulated
MC events a data-driven method [198, 199] called Fake Factor Method is used to estimate the
background processes with one jet (W + jets) and two jets (QCD multijet production). In this
method [200] three exclusive samples are defined: The signal sample, theW + jets control sam-
ple and the QCD control sample. The signal sample contains two fully identified leptons in data
and its event numberN(id+id) can be written as:
N(id+id) “ NW + jets(id+id) ` N
QCD
(id+id) ` N EW(id+id), (5.1)
where NW + jets(id+id) is the number of events in the W + jets sample, N
QCD
(id+id) is the number of
events in the QCD sample and N EW(id+id) is the number of all other background events to the
Higgs-boson signal sample. In theW + jets control sample an alternative lepton definition,
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where the chance that jets are misidentified as leptons is enhanced, is used. Objects passing
this alternative definition are called anti-id objects and the W + jets control sample is con-
stituted of events containing one fully identified lepton and one anti-id object. These events
are then passed to the diboson event selection, where the anti-id object is treated as fully iden-
tified lepton. The event composition of the W + jets control sample can be expressed as:
N(id+anti-id) “ NW + jets(id+anti-id) ` N
QCD
(id+anti-id) ` N EW(id+anti-id), (5.2)
where NW + jets(id+anti-id) is the number ofW + jets events, N
QCD
(id+anti-id) is the number of QCD mul-
tijet events and N EW(id+anti-id) is the number of background events to the Higgs-boson signal
in the W + jets control sample which neither originate from W + jets nor QCD multijet
events.
Similar to theW + jets control sample the QCD control sample is defined with two anti-id ob-
jects and its composition can be expressed similar to equation (5.2):
N(anti-id+anti-id) “ NW + jets(anti-id+anti-id) ` N
QCD
(anti-id+anti-id) ` N EW(anti-id+anti-id), (5.3)
where NW + jets(anti-id+anti-id) is the number ofW + jets events, N
QCD
(anti-id+anti-id) is the number of QCD
multijet events and N EW(anti-id+anti-id) is the number of other background events to the Higgs-boson
signal in the QCDmultijet production control sample.
The estimation of theW + jets background is performed by applying an extrapolation (or fake
factor) f` to theW + jets control sample. The fake factor is defined as:
f` “
N(id+id)
N(id+anti-id)
, with ` “ e, µ. (5.4)
The fake factor is defined separately for electrons and muons and is measured in data using
Z + jets and dijet events. The number ofW + jets events in the signal region is calculated
by scaling the number of events in theW + jets control sample by the measured fake factor:
NW + jets(id+id) “ f` ¨ N
W + jets
(id+anti-id)
“ f` ¨
´
N(id+anti-id) ´ NQCD(id+anti-id) ´ N EW(id+anti-id)
¯
,
(5.5)
where N EW(id+anti-id) is subtracted using simulated MC events and N
QCD
(id+anti-id) is subtracted using
N(anti-id+anti-id) events. Figure 5.7 [199] shows the muon and electron fake factors in terms of pT
(muons) and ET (electrons) respectively.
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Figure 5.7: Misidentified lepton extrapolation factors, f` , for anti-identified (a) muons and
(b) electrons. The symbols represent the central values of the Z + jets data and the three
ALPGEN+PYTHIA6 MC samples: Z + jets, opposite-charge (OC) W + jets, and same-charge
(SC)W + jets. The bands represent the uncertainties: Stat refers to the statistical component,
which is dominated by the number of jets identified as leptons in Z + jets data; Background is
due to the subtraction of other electroweak processes present in Z + jets data; and Sample is
due to the variation of the f` ratios in Z + jets to OCW + jets or to SCW + jets in the three
MC samples. The symbols are offset from each other for presentation [199].
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The analysis conducted in this thesis relies on MC simulations of the signal and background
processes as described in the previous chapter. In this chapter some features of the signal pro-
cesses are presented and examined if they are apparent in the kinematic distributions and other
observables. After this a set of cuts is presented in order to remove events which are most
likely background events and to enhance the signal-to-background ratio. Before the distribu-
tions are processed further with the MVA method (described in detail in Chapter 7) used to
discriminate between signal and background events, the agreement between the simulated and
observed events is checked, since the modelling of the distributions is an important factor for the
MVA.
6.1 Features of the Signal
Since the considered final state contains two neutrinos, the signal processes are expected to have
a large amount of missing transverse energy compared to the background processes. Further, the
Higgs-boson decay chain features a characteristic topology due to (angular) momentum conser-
vation and theV ´A structure of the electroweak interaction. Figure 6.1 shows the decay chain
of the Higgs boson in its rest frame, where theW bosons are emitted back-to-back. Due to an-
gular momentum conservation, the spins of theW bosons have to point into opposite directions
and therefore they both have the same helicity.
+  -
01
1/2
1
1/2 1/2 1/2
Figure 6.1: Illustration of spin correlation in the Higgs-boson decay in its rest frame. The black
arrows indicate the momentum of the particles in the rest frame of the mother particle while
the blue arrows indicate their spin. The leptons are emitted in the same direction due to the
V ´ A structure of the electroweak interaction.
Since W bosons only interact with left-handed fermions and right-handed antifermions, the
helicity of their decay products is also fixed: In the decay of theW ´ boson the antineutrino has
to be right-handed, while the charged lepton is left-handed and vice versa for theW ` boson. A
consequence of this decay topology is, that the charged leptons are emitted in the same direction
in the Higgs-boson rest frame and therefore have a small opening angle between each other. Fig-
ure 6.2 shows the relative missing transverse momentum as defined in equation (4.4) and opening
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(a) Relative missing transverse momentum. (b) Opening angle of the final-state leptons.
Figure 6.2: Normalised distributions of the relative transverse missing energy EmissT, rel (a) and
cos θp`1, `2q, the cosine of the opening angle between the final-state leptons (b) in the 0-jet
channel. The SM Higgs-boson signal for mℎ “ 125 GeV is depicted in red, while the total
background is depicted in blue.
angle distributions of the two final-state leptons for a SM Higgs with 125 GeV in the 0-jet chan-
nel.
In case of the Higgs-boson production via VBF two jets are added to the signal signature which
are likely to point into forward/backward directions of the detector which leads to a character-
istic gap in the pseudorapidity distributions of the jets. Together with the dijet-mass distribu-
tion they provide a good discrimination between signal and background as can be seen in Fig-
ure 6.3.
Furthermore, it is not possible to fully reconstruct the Higgs boson mass due to the presence
of two neutrinos. In order to constrain the mass, the so-called transverse mass is introduced [2]:
mT “
c´
ETp``q ` EmissT
¯2 ´ ´ #‰p Tp``q ` #‰EmissT ¯2 , (6.1)
where ETp``q/EmissT is the transverse energy of the leptons/missing transverse momentum in the
final state and #‰p Tp``q/ #‰EmissT is the transverse momentum/missing transverse momentum vector
of the leptons or neutrinos respectively. This variable is invariant under Lorentz boosts in beam
direction and values of mT are smaller or equal than the invariant mass of the decaying particle.
Due to this feature, the mean values of mT distributions move to higher values for higher Higgs-
bosonmasses as shown in Figure 6.4 and Table 6.1.
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(a) Pseudorapidity of the first jet. (b) Invariant dijet mass.
Figure 6.3: Normalised distributions of the pseudorapidity of the first jet ηp j1q (a) and the
invariant dijet mass mp j jq (b) in the 2-jet channel. The VBF Higgs-boson signal for mℎ “
125 GeV is depicted in red, while the total background is depicted in blue.
Figure 6.4: Transverse mass distribution for Higgs bo-
son signals with mℎ “ 125 GeV, mℎ “ 340 GeV and
mℎ “ 540 GeV depicted in different shades of red and the
total background in blue. With the Higgs boson mass pro-
gressing to higher values, the mean of the corresponding
distribution also progresses to higher values.
Table 6.1: Mean and RMS values of
the mT distribution for different val-
ues of the Higgs boson mass mℎ in
GeV.
mℎ mean RMS
125 111.50 20.86
150 125.13 21.81
340 224.00 60.98
540 333.02 100.21
750 392.16 117.83
950 406.15 117.62
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6.2 Event Selection
The ℎ{H ÑWW Ñ eν µν events are recorded according to the objects and triggers described
in Chapter 4. A common preselection for all search regions is performed in order to enhance the
signal-to-background ratio and to remove regions, which are almost completely dominated by
background events. After this, different sets of cuts are applied depending on the search region of
the Higgs-bosonmass and the jet multiplicity bins.
6.2.1 Preselection
The following preselection of ℎ{H ÑWW Ñ eν µν event candidates is imposed:
• Exactly two opposite sign leptons with different flavour passing the lepton selection de-
fined in Section 4.1 are required. In addition the leading lepton `1 is required to have
pT ą 25 GeV and the subleading lepton `2 is required to have pT ą 15 GeV.
• The invariant mass of the two leptons mp``q has to be larger than 10 GeV.
• The relative transverse missing energy EmissT, rel is required to be at least 25 GeV. This pro-
vides a strong suppression ofW + jets/QCDmultijet andZ + jets/Drell-Yan backgrounds
(the latter mainly originating from Z Ñ τ`τ´ decays).
6.2.2 Selection
As described in Section 6.1, the shape of the Higgs-boson signals depend on the regarded Higgs-
boson mass. Therefore it is advantageous to adjust the cuts applied on kinematic variables for dif-
ferent search settings. For example (see Figure 6.4) keeping all events withmT ă 150 GeVmight
be fitting when searching for a Higgs boson with the mass of 125 GeV, since it would mainly re-
move background events and keeping signal events, but it would also remove the bulk of events
of a Higgs boson with the mass of 340 GeV or more. Reverting the cut would lead to the oppo-
site result: The bulk of the light Higgs-boson signal and background events are rejected while the
events containing a heavyHiggs signal are kept.
In order to take this feature into account, the analysis is split into five (non-orthogonal) selection
regions (see Table 6.2) where different optimisation of cuts are performed.
Table 6.2: Search regions in terms of the Higgs-boson mass, where different cuts are applied.
Low mass 1 Low mass 2 High mass 1 High mass 2 High mass 3
135 – 160 GeV 165 – 195 GeV 200 – 300 GeV 320 – 500 GeV ą 500 GeV
In each search region, the analysis is further split in terms of jet multiplicity where in the 0-jet
channel zero jets are required, in the 1-jet channel exactly one jet is required and in the 2-jet chan-
nel exactly two jets are required. In the 1- and 2-jet channel any event which contains a b -tagged
jet is rejected to suppress backgrounds originating from top-quark decays. In addition, in the 2-jet
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channel it is required, that the jets are identified in opposite hemispheres to take the special VBF
topology into account.
Table 6.3 shows the cuts of the different mass regions and jet channels which are applied in
addition to the preselection cuts. The cuts on the dilepton opening angle ∆φp`1, `2q and on
the dilepton invariant mass mp``q, depicted in Figure 6.5, are applied to reduce the number of
background events in regions, where only a negligible signal contribution is expected. In the low-
mass regions, the different cuts onmp``q exploit the mass dependence of the heavy Higgs boson
signal.
(a) Dilepton opening angle. (b) Invariant dilepton mass.
Figure 6.5: Normalised distributions of the dilepton opening angle ∆φp`1, `2q (a) and the in-
variant dilepton mass mp``q (b) in the 0-jet channel with the rejected region marked. The SM
Higgs-boson signal for mℎ “ 125 GeV is depicted in red while the total background is depicted
in blue.
In the high-mass regions the mass dependence of the heavy Higgs-boson signal is respected with
the cuts on mT as can be seen in Figure 6.6. In the high-mass region 1 the transverse mass is also
constrained from above because in the regarded phase space ofmT ą 290 GeV only background
events and (almost) no signal events can be found. In order to avoid those regions, these back-
ground events are rejected.
The additional cuts on transverse momentum of the leading lepton pTp`1q and the transverse
momentum of the dilepton system pTp``q are also used to remove background-dominated phase
space.
Finally, a cut on the invariant dijet massmp j jq is placed in the 2-jet channel. While the other cuts
where aiming for a minimal loss of signal events, applying this cut rejects a lot of signal events.
However, it can be stated, that it is very hard to distinguish between signal and background
events in the region of mp j jq ă 250 GeV and therefore the events are completely removed (see
Figure 7.6 in Chapter 7). This helps to focus on phase space regions where a discrimination
between signal and background events is feasible. The event yield of the signal and background
events after the selection is shown in Table 6.4.
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Table 6.3: Applied cuts in the different mass regions. The definitions correspond to the available
Higgs-boson samples: For 135 GeV ď mH ă 200 GeV samples are available in 5 GeV steps, for
200 GeV ď mH ă 600 GeV the step width is 20 GeV and for 600 GeV ď mH the step width
is 50 GeV.
Low-mass region 1: 135 – 160 GeV
Variable 0 jets 1 jet 2 jets
∆φp`1, `2q ă 2.4 – –
mp``q ă 100 GeV ă 100 GeV ă 100 GeV
mp j jq – – ą 250 GeV
Low-mass region 2 : 165 – 195 GeV
Variable 0 jets 1 jet 2 jets
∆φp`1, `2q ă 2.4 – –
mp``q ă 115 GeV ă 115 GeV ă 115 GeV
mp j jq – – ą 250 GeV
High-mass region 1: 200 – 300 GeV
Variable 0 jets 1 jet 2 jets
pTp`1q – – ą 30 GeV
mT 120 GeV ă mT ă 290 GeV 145 GeV ă mT ă 290 GeV –
pTp``q ą 20 GeV – –
mp j jq – – ą 250 GeV
High-mass region 2: 320 – 500 GeV
Variable 0 jets 1 jet 2 jets
pTp`1q ą 35 GeV ą 40 GeV ą 30 GeV
mT ą 140 GeV ą 150 GeV ą 110 GeV
pTp``q ą 20 GeV – –
mp j jq – – ą 250 GeV
High-mass region 3: 520 – 1000 GeV
Variable 0 jets 1 jet 2 jets
pTp`1q ą 35 GeV ą 50 GeV ą 30 GeV
mT ą 140 GeV ą 180 GeV ą 140 GeV
pTp``q ą 20 GeV – –
mp j jq – – ą 250 GeV
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(a) Transverse mass in the 0-jet channel. (b) Transverse mass in the 1-jet channel.
(c) Transverse mass in the 2-jet channel.
Figure 6.6: Normalised distributions of mT for the different jet channels with the marked
rejected region. The SM Higgs-boson signals with mℎ “ 125 GeV, mℎ “ 340 GeV and mℎ “
540 GeV are depicted in different shades of red while the total background is depicted in blue.
The excess of observed events compared to the expected events in the 0-jet channel of Table 6.4
is at most 24%, depending on the selection region. This can be explained by an enhancedWW -
boson production cross section [201] of „ 22% compared to the theoretical prediction. The
enhanced cross section would also explain, why the excess is mainly present in the 0-jet channel
where the diboson background is dominant.
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Table 6.4: The expected number of signal and background events for an integrated luminosity of
20.3 fb´1 in the signal regions. Each column shows the event yield for the selections described
in Table 6.3. For each jet channel the expected event yield of a heavy Higgs boson with a
mass ofmH “ 150 GeV,mH “ 180 GeV,mH “ 240 GeV,mH “ 340 GeV ormH “ 540 GeV
respectively in the Type I 2HDM with tan β “ 1 and α “ pi is shown.
0 jets
Process Selection Region
Low-mass 1 Low-mass 2 High-mass 1 High-mass 2 High-mass 3
SM Higgs Boson 167.8 167.9 52.9 11.2 11.6
Diboson 2496.4 2721.1 3068.5 2499.5 2499.5
Top-quark 374.2 426.8 629.4 645.6 645.6
Z{γ˚ + jets 64.7 69.3 79.5 41.5 41.5
W + jets 45.3 53.0 78.4 51.2 51.2
QCD Multijets 1.9 2.0 2.9 2.0 2.1
Total 3150.3 3440.1 3911.5 3251.0 3251.4
Obs. 3930 4242 4591 3696 3696
Heavy Higgs Boson 663.9 733.3 287.4 172.3 50.9
1 jet
Process Selection Region
Low-mass 1 Low-mass 2 High-mass 1 High-mass 2 High-mass 3
SM Higgs Boson 94.5 94.9 6.2 4.6 0.0
Diboson 1039.2 1182.9 917.4 921.7 572.7
Top-quark 940.8 1095.5 1095.1 1161.2 805.4
Z{γ˚ + jets 868.4 872.3 17.8 16.6 9.9
W + jets 63.1 69.4 25.6 17.6 7.6
QCD Multijets 11.0 11.5 1.8 1.1 0.6
Total 3016.9 3326.5 2063.8 2122.8 1396.1
Obs. 3030 3362 2115 2166 1445
Heavy Higgs Boson 360.8 444.3 177.0 136.3 45.8
2 jets
Process Selection Region
Low-mass 1 Low-mass 2 High-mass 1 High-mass 2 High-mass 3
SM Higgs Boson 12.6 12.6 11.3 3.4 0.0
Diboson 40.4 46.7 72.5 60.5 51.5
Top-quark 93.3 109.9 179.1 152.0 134.7
Z{γ˚ + jets 47.9 48.2 39.9 4.2 1.3
W + jets 2.0 2.0 2.2 1.2 0.9
QCD Multijets 0.5 0.5 0.3 0.1 0.0
Total 196.6 219.9 305.3 221.3 188.4
Obs. 174 198 277 193 171
Heavy Higgs Boson 47.9 71.0 39.6 27.5 13.5
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6.3 Control Regions
Beside the signal region selection described in the last section, two control regions (CRs) are
defined by reverting particular selection criteria. These CRs are enriched with specific processes
and they are mainly used to determine the normalisation of the MC simulations with respect to
the observed data. Here two different CRs are used: the light Higgs Boson CR and the top-quark
CRwhich are described in the following sections.
6.3.1 Light-Higgs-Boson Control Region
The light-Higgs-Boson CR is constructed in the 0-jet and 1-jet channel by the cuts given in Ta-
ble 6.5.
Table 6.5: Cuts which define the light Higgs Boson control region.
Variable 0 jets 1 jet
mT ă 120 GeV ă 145 GeV
∆φp`1, `2q ă 2.4 ă 2.4
While the cut on mT is performed in order to create an orthogonal set of phase space com-
pared to the signal region, the additional cut on ∆φp`1, `2q is applied in order to remove a
large fraction of Z + jets background. These cuts enrich the regarded phase space with SM
processes, including the SM Higgs boson, which is used to check the modelling of the vari-
ables and to estimate the normalisation of the processes. Furthermore, since it is assumed
that the light scalar Higgs boson ℎ of the 2HDM coincides with the discovered Higgs bo-
son with a mass of 125 GeV, the shape and rate informations of the light Higgs boson can
constrain the allowed coupling modifications predicted by the 2HDM. Therefore, the light-
Higgs-Boson CR is included in the statistical analysis, which is described in detail in Chap-
ter 9.
6.3.2 Top-Quark Control Region
The top-quark CR is used in order to estimate the t t¯/single top-quark processes, which is the
dominant background in the 2-jet channel. It is constructed by inverting the b -jet veto in the 2-
jet channel, which means that at least one jet needs to tagged as b jet. This CR is very pure since
it contains almost only top-quark candidate events, therefore it is used to determine the rate of
t t¯/single top-quark events in the final statistical analysis (see Table 6.6).
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Figure 6.7 shows some basic variables in the different CRs and Table 6.6 shows the event
yield of signal and background events in the CRs after the full selection. The MC predic-
tions are normalised to the number of observed events in data and the shaded error bands
represent systematic (see Chapter 8) and statistical uncertainties. Below the histograms, the
deviation between the simulated events and the data events is shown. The presentation fol-
lows the recommendation described in Ref. [202], where the statistical significance, defined
as the probability of finding a deviation at least as big as the one observed in the data, un-
der the assumption that the chosen theoretical model describes the system, of the deviation
is given in terms of the so-called z -value. The z -value describes the deviation to the right
of the mean of a Gaussian distribution in units of standard deviations, which would corre-
spond to the same p-value. Equation (6.2) shows the connection between p- and z -value [202]:
p-value “
ż 8
z -value
dx
1?
2pi
e´
x2
2 . (6.2)
Significant deviations are characterised by small p-values which correspond to z -values ą 3
while common statistical fluctuations lie in the range of 1-2 z -value units. Further, plotting
signed z -values has the advantage of being able to spot excesses (positive z -value) or deficits
(negative z -value) of data over the expectations while not hiding features which are worth show-
ing.
Below the significance plot the χ2-probability is shown, which is a measure of accordance be-
tween MC prediction and data. It is basically performed as Pearson’s χ2 test [203] with the test
statistic
χ2 “
Mÿ
i“k
nk ´ ν˜k
ν˜k
, (6.3)
where M is the number of bins, nk is the number of observed events and ν˜k is the number of pre-
dicted events in bin k. The χ2-probability is given as:
p χ2 “
ż 8
χ2
dx f px ; ndq, with f px ; ndq “ x
nd
2 ´1
2
nd
2 Γp
nd
2 q
e´
x
2 , (6.4)
with nd “ M´1 being the number of degrees of freedom, f px ; ndq being the χ2-pdf and Γpxq be-
ing the well-knownGamma function [204].
The systematic uncertainties are included in the calculation of p χ2 by utilising pseudo ex-
periments which are generated within the systematic variations. For each experiment the
χ2-value from equation (6.3) is calculated, producing a distribution fgen.px ; ndq of χ2 val-
ues. Then, the χ2obs.-value is computed from the actual data points and p χ2 is determined
by:
p χ2 “
ż 8
χ2obs.
dx fgen.px ; ndq. (6.5)
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(a) Relative missing transverse momentum. (b) Transverse mass.
(c) Transverse momentum of the leading lepton. (d) Pseudorapidity of the leading jet.
(e) Transverse momentum of the leading lepton. (f) Invariant dijet mass.
Figure 6.7: Basic variables of the light Higgs boson CR (top and center) and the top-quark CR
(bottom). The MC predictions are normalised to data and the shaded error bands show the total
(systematic and statistical) uncertainty. The significance of the deviation between the simulated
events and the data is shown in the subplots as described in Ref. [202]. The last bin of the
histograms includes a possible overflow.
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Table 6.6: The expected number of signal and background events for an integrated luminosity
of 20.3 fb´1 in the control regions. Each column shows the event yield for the selections de-
scribed in Tables 6.3 and 6.5 for the control regions. In the lower table, for each jet channel the
expected event yield of a heavy Higgs boson with a mass of mH “ 150 GeV, mH “ 180 GeV,
mH “ 240 GeV, mH “ 340 GeV or mH “ 540 GeV respectively, in the Type I 2HDM with
tan β “ 1 and α “ pi is shown.
Light Higgs boson control region
Process Jet channels
0 jets 1 jet
SM Higgs Boson 115.5 80.0
VV {W γ{W γ˚ 885.8 489.9
t t{W t{t q{t b 64.0 354.5
Z{γ˚ + jets 50.5 405.7
W + jets 23.3 34.0
QCD Multijets 1.9 4.7
Total 1140.9 1368.7
Obs. 1464 1406
Top-quark control region
Process Selection Region
Low-mass 1 Low-mass 2 High-mass 1 High-mass 2 High-mass 3
SM Higgs Boson 2.1 2.1 1.9 0.6 0.0
VV {W γ{W γ˚ 7.6 9.1 15.9 13.4 12.1
t t{W t{t q{t b 344.4 405.7 662.8 558.9 496.1
Z{γ˚ + jets 8.7 8.7 7.3 0.5 0.3
W + jets 1.9 1.8 1.7 1.3 0.5
QCD Multijets 0.1 0.2 0.1 0.0 0.0
Total 364.8 427.5 689.7 574.8 509.1
Obs. 364 431 720 595 541
Heavy Higgs Boson 8.1 10.1 7.0 4.2 1.9
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One of the major tasks in this analysis is the separation between signal and background event
candidates, in order to obtain regions in the phase space where a decision about the presence of a
possible signal can be made. Instead of using a single kinematic variable, a multivariate-analysis
(MVA) method based on artificial NNs is chosen [205] which has the advantage of combining the
discrimination power of several variables and utilising the correlations between them in order
to optimise the separation between signal and background processes. The NeuroBayes analysis
tool [206, 207] is used in this analysis, since it provides a robust preprocessing of the kinematic
input variables and has a better performance in terms of separation power and stability compared
to the standard tool TMVA [208].
In the following sections the general concept of NNs and the specialities of the NeuroBayes pack-
age are briefly described. After this, the training procedure – including the selection of input vari-
ables and their validation – is described followed by the presentation of the NNs, which are vali-
dated in the CRs.
7.1 Functionality of Neural Networks
The NeuroBayes package provides a three-layered, feed-forward NN with robust preprocess-
ing of the input variables. The network architecture consists of pn ` 1q input nodes for the
first layer (one node for each of n input variables and a bias node), a hidden layer with m
nodes and a single output node, which gives a continuous distribution between ´1 and 1.
The number of nodes in the hidden layer can be adjusted by the user, but the dependence
on the separation power is small. Therefore, the standard setup of six nodes is not altered.
Each node of the hidden layer has connections to all nodes of the input layer, which have
different strengths represented by weights wi j , where i and j are the indices of the input
and hidden nodes. While the input of the first layer are the preprocessed variables, the in-
put of the hidden layer ℎ j is a weighted sum of the input variables x i plus an additional bias
term b j , which describes the connection strength to the bias node and is used to shift the
weighted sum to the linear part of the sigmoid function (7.2) in order to avoid saturation effects:
ℎ jpx, b jq “
ÿ
i
wi j x j ` b j . (7.1)
The output of the hidden nodes is mapped to the interval r´1,`1s by passing its input ℎpxq to a
symmetrised sigmoid function
Spℎpxqq “ 2
1` e´ℎpxq ´ 1, (7.2)
which is illustrated in Figure 7.1.
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Figure 7.1: Symmetrised sigmoid function Spℎpxqq which is used as transfer function for the
hidden nodes. Any input value ℎpxq is mapped to the interval r´1, 1s with a small sensitivity
region around zero.
The sigmoid function is also utilised to determine the output of the network’s output layer. The
single node in this layer is connected with the nodes of the preceding one with weights w j and
the final output for n input variables andm hidden nodes is given as:
o “ S
¨˝
mÿ
j“1
w jS
˜
nÿ
i“1
wi j x j ` b j
¸‚˛
“ S
¨˝
mÿ
j“1
w jS
`
ℎ jpxq
˘‚˛.
(7.3)
The construction of the output o is such, that it takes values close to 1 for target (signal) events
and values close to ´1 for non-target (background) events. In order to achieve this, the weights
wi j , wk have to be adjusted according to the target. This process is called training and it is per-
formed using the available MC simulations as so-called training sample. It is described in more de-
tail after the preprocessing of the input variables has been illustrated.
7.1.1 Preprocessing of Variables
The preprocessing of the input variables is one of the main features of NeuroBayes. It starts with
a non-linear transformation (using the cumulative pdf) of the input variables, such that the trans-
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formed variables are distributed uniformly (flattening of the variables), which reduces the influ-
ence of statistical outliers. After this, a spline fit to the signal distribution is performed, which
further reduces the influence of statistical fluctuations. This distribution is further transformed
into a Gaussian distribution with mean of zero and a standard deviation of one, which provides
good conditions for an initial learning since it enforces the output of the first-layer nodes to be in
the sensitive range of the sigmoid function.
In addition, the correlation matrix for all input variables and their correlations to the target
are calculated. With the help of the correlation matrix, the significance of the input variables
can be determined by the loss of the total correlation to the target caused by removing the
respective variable. In order to find a ranking of the variables which are used for the train-
ing, they are decorrelated and the total correlation to the target is computed. Then, one vari-
able after the other is omitted to determine the correlation loss caused by its removal. The
variable with the smallest loss is discarded and the procedure is repeated until no variables
are left, which leads to a ranking of the variables according to their importance or separation
power.
7.1.2 Training of Neural Networks
The training of the NN is performed in order to determine the weights wi j and wk from equa-
tion (7.3). This is done by presenting MC events to the NNs and minimising the so-called en-
tropy loss function [206]:
E “
ÿ
k
log
ˆ
1
2
p1` tk ¨ okq ` 
˙
(7.4)
with the network output ok , the target value tk for each event k of the training sample and a
small regularisation parameter  , needed to avoid numerical problems at the beginning of the
training and which is reduced in each iteration of the training, becoming zero after the first few.
The advantage of the entropy loss function is that completely wrong classified events with ok “ 1
and tk “ ´1 or vice versa lead to an infinite large E, which forces the network to get rid of those
wrong classifications very early in its learning process [206]. The small signal-to-background ra-
tio in the samples is artificially enhanced to 50% signal events and 50% background events, while
the ratios among the different backgrounds are kept as predicted by the respective cross sections
and selection efficiencies.
The minimisation of the entropy loss function E is performed via back-propagation [209] with
an additional momentum term which improves the robustness and the speed of the algorithm.
As stated above, the training – and so the minimisation – is an iterative process in order to min-
imise E by varying the weights wi j and wk . For the latter, the update can be calculated easily
since the target and its error of the output node are known:
wkptr`1q “ wkptr q ` ∆wkptr`1q, with
∆wkptr`1q “ ´γ BEBwkptr q ` p∆wkptr q,
(7.5)
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where wkptr q describes the values of the weight at the r th iteration, ∆wkptr`1q describes the
update of the weight in the following iteration r ` 1 and ∆wkptr q the weight update of the
previous iteration. The constant γ is used to control the learning speed, while p controls the
step width of the gradient descend. The latter term is called momentum term, since this term is
equivalent to a friction term for a classical particle in its equation of motion which incorporates
information from the previous iterations [210]. In this context, it decelerates the algorithm in ar-
eas with frequent gradient changes and it accelerates the algorithm in regions with small gradient
changes.
For the update to the weights wi j the hypothetical target values and their corresponding errors
for the hidden nodes must be known. While this is not possible directly, it is possible to derive
the error of the hidden nodes by back-propagating the error of the output node to the input
nodes which takes the following form:
wi jptr`1q “ wi jptr q ` ∆wi jptr`1q, with
∆wi jptr`1q “ ´γ BEBwi jptr q ` p∆wi jptr q
“ ´γ BEBS
BS
Bℎ j
Bℎ j
Bwi jptr q ` p∆wi jptr q.
(7.6)
Again, γ and p control the learning speed and weight update and can be adjusted by the user,
where small values for γ cause a slower butmore accurate behaviour.
As last step, statistically insignificant connections are removed from the NN to ensure that it
does not concentrate on irrelevant features of the data. This also avoids overtraining, a common
feature of MVA techniques where learning does not adjust to the significant but to random prop-
erties of the training sample. In the NeuroBayes package it is monitored during the training
process if the network is overtrained by using only 80% of the MC events for the training, while
using the other 20% as test sample to check for overtraining. The events from the test sample
are fed to the previously trained NN and the entropy loss function (7.4) is evaluated. If the eval-
uation results to be constant in each iteration (ideally 0) the sample is considered as well trained,
while a an increase indicates overtraining.
7.2 Setup of the Networks
Since the shape of the heavy Higgs boson signal changes in dependence of its mass as described
in Section 6.1 several NNs, each optimised to a specific mass, are trained in order to take this
property into account. Table 7.1 shows for which masses the training has been carried out
and in which mass range the NN is evaluated. For example the NN trained to separate events
with a Higgs boson mass mH of 150 GeV from background events is also used for Higgs bo-
son masses in the range of 135 GeV ď mH ď 160 GeV. The choice is adjusted to the avail-
able MC samples: In the region below 200 GeV the mass distance between two samples is
5 GeV, from 200 GeV to 600 GeV the distance is 20 GeV and above 600 GeV the distance is
50 GeV. Since the width of the Higgs bosons are smaller at lower masses, more NNs are used
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in the mass range below 200 GeV, while for higher masses a training every 100 GeV is suffi-
cient.
Table 7.1: Summary of trained NNs for different Higgs-boson masses. The left column shows
at which mass the training was carried out and the right column shows in which mass range the
corresponding network is used.
mH used for the training Mass range
150 GeV 135 GeV ď mH ď 160 GeV
180 GeV 165 GeV ď mH ď 195 GeV
240 GeV 200 GeV ď mH ď 300 GeV
340 GeV 320 GeV ď mH ď 400 GeV
440 GeV 420 GeV ď mH ď 500 GeV
540 GeV 520 GeV ď mH ď 600 GeV
650 GeV 650 GeV ď mH ď 700 GeV
750 GeV 750 GeV ď mH ď 800 GeV
850 GeV 850 GeV ď mH ď 900 GeV
950 GeV 950 GeV ď mH ď 1000 GeV
Furthermore, for each jet channel a separate training is performed in order to consider the differ-
ent characteristics of the channels. In the 0-jet channel the training is performed using only the
ggF process as target, assuming that the VBF process plays an inferior role in this channel, while
in the 1-jet channel both processes are used as targets. In the 2-jet channel the situation is opposite
compared to the 0-jet channel, using the VBF process as target. In total 30 (10 mass points times
3 channels) different NNs are used in the signal regions. For the light Higgs boson CR, two ad-
ditional NNs are trained using the mℎ “ 125 GeV Higgs boson as target in the 0- and 1-jet chan-
nel.
Finally, the NN-output distribution delivered by NeuroBayes is linearly mapped from its origi-
nal interval r´1, 1s to r0, 1s.
7.2.1 Choice of Input Variables
The separation power of the used NNs is mainly driven by the choice of input variables. If vari-
ables with a strong separation power are omitted, the quality of the networks is heavily impaired
while on the other hand, at some point the networks reach a saturation, where additional vari-
ables are not able to improve the separation power, due to their systematic uncertainties which
distort them. Out of the available kinematic variables (about 40) the ones, which were used
most frequently in the training (in all mass regions and channels) have been picked, resulting
in 20 variables which are presented to all NNs in all jet channels. The reduced number of vari-
ables has only a small effect on the quality of the networks, which was checked by comparing
the values of the total correlation-to-target of both scenarios. The reduction caused by the re-
moval of variables induces a maximal decrease of one percentage point of the total correlation-to-
target.
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The used variables can be categorised as follows:
Leptonic Variables: These variables depend only on the leptonic objects of the final state:
• pTp`2q, the transverse momentum of the the sub-leading lepton,
• |ηp`1q| and |ηp`2q|, the absolute value of the lepton pseudorapidity,
• ∆φp`1, `2q, the azimuthal angle between the leptons,
• ∆Rp`1, `2q, the angular distance of the leptons,
• pTp``q, the transverse momentum of the dilepton system,
• ∆pTp`1, `2q, the absolute value of the transverse momentum difference between the
leptons,
• ∆ηp`1, `2q, the absolute value of the pseudorapidity difference between the leptons
and
• mp``q, the invariant mass of the dilepton system.
Jet Variables: These variables contain information of one or more jets of the final state:
• pTp j1q, the transverse momentum of the leading jet,
• ηp j1q, the pseudorapidity of the jet with the largest transverse momentum,
• ∆Rp`1, j1q, the angular distance between the leading lepton and the leading jet and
• ∆Rp``, j1q, the angular distance between the dilepton system and the leading jet.
in case of the 2-jet channel the following variables are also considered:
• pTp j2q, the transverse momentum of the sub-leading jet,
• ηp j2q, the pseudorapidity of the sub-leading jet,
• ∆ηp j1, j2q, the pseudorapidity difference between the two jets,
• ∆Rp j1, j2q, the angular distance between the two jets and
• mp j jq, the invariant mass of the dijet system.
Event Variables: These variables depend on a combination of all objects in the final state:
• EmissT, rel, the relative missing transverse momentum as given in equation (4.4),
• mT, the transverse mass as given in equation (6.1) and
• ptotT , the magnitude of the vector sum of all final state objects:
ptotT “
ˇˇ
#‰p totT
ˇˇ “ ˇˇˇ #‰p Tp`1q ` #‰p Tp`2q ` #‰p Tp j1q ` #‰p Tp j2q ` #‰EmissT ˇˇˇ . (7.7)
As an example, Table 7.2 shows the ranking of the used variables in the different jet channels
for the training performed for a heavy Higgs boson mass ofmH “ 340 GeV. The ranking for all
training points can be found in Appendix A.
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7.2.2 Modelling of the Input Variables
After the input variables have been chosen, their modelling in the signal region is reviewed
in order to check if the data are correctly described by the MC simulations. As an example,
Figures 7.2 to 7.4 show the six most important input variables (obtained from Table 7.2) in
the different jet channels for the training performed for a heavy Higgs boson mass of mH “
340 GeV.
Table 7.2: Variables used for the training of the NN at mH “ 340 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 50.3%, 48.5% and
73.9% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 21.7 mT 19.9 mp j jq 12.4
∆ηp`1, `2q 14.8 ηp j1q 19.1 mT 8.9
∆Rp`1, `2q 10.7 ∆Rp``, j1q 16.6 ∆ηp j1, j2q 8.4
|ηp`1q| 10.1 pTp j1q 12.3 ∆Rp`1, j1q 8.2
∆pTp`1, `2q 8.9 ∆ηp`1, `2q 11.2 ∆ηp`1, `2q 8.1
|ηp`2q| 7.0 ∆Rp`1, `2q 9.8 ηp j1q 6.3
mp``q 6.3 |ηp`1q| 7.2 ptotT 5.5
pTp`2q 4.5 mp``q 6.7 pTp`2q 3.3
ptotT 4.5 ∆pTp`1, `2q 4.6 mp``q 3.1
pTp``q 3.4 pTp`2q 3.1 ∆Rp`1, `2q 2.8
EmissT, rel 0.6 |ηp`2q| 2.7 ∆φp`1, `2q 2.8
pTp``q 0.7 EmissT, rel 1.8
∆φp`1, `2q 0.6 pTp j2q 1.2
ptotT 0.3 pTp j1q 1.2|ηp`2q| 0.7
∆pTp`1, `2q 0.7
|ηp`1q| 0.6
pTp``q 0.2
80
7.2. Setup of the Networks
Figure 7.2: The six most important input variables for the NN, trained to obtain a heavy Higgs
boson with a mass of mH “ 340 GeV in the 0-jet channel. The MC predictions are normalised
to fit values as described in Section 7.3 and the shaded error bands show the total (systematic and
statistical) uncertainty. The significance of the deviation between the simulated events and the
data is shown in the subplots as described in Ref. [202]. The last bin of the histograms includes
a possible overflow.
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Figure 7.3: The six most important input variables for the NN, trained to obtain a heavy Higgs
boson with a mass of mH “ 340 GeV in the 1-jet channel. The MC predictions are normalised
to fit values as described in Section 7.3 and the shaded error bands show the total (systematic and
statistical) uncertainty. The significance of the deviation between the simulated events and the
data is shown in the subplots as described in Ref. [202]. The last bin of the histograms includes
a possible overflow.
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Figure 7.4: The six most important input variables for the NN, trained to obtain a heavy Higgs
boson with a mass of mH “ 340 GeV in the 2-jet channel. The MC predictions are normalised
to fit values as described in Section 7.3 and the shaded error bands show the total (systematic and
statistical) uncertainty. The significance of the deviation between the simulated events and the
data is shown in the subplots as described in Ref. [202]. The last bin of the histograms includes
a possible overflow.
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7.2.3 Neural Network related Cuts
As described in Section 6.2.2, the NN-output distributions caused two non-intuitive cuts on the
transverse massmT in the high-mass 1 region and on the invariant dijet massmp j jq for all mass re-
gions of in the 2-jet channel.
(a) Transverse mass in the 0-jet channel without
additional cut on mT.
(b) NN-output distribution for the training point at
mH “ 240 GeV without additional cut on mT.
(c) Transverse mass in the 0-jet channel with
additional cut on mT.
(d) NN-output distribution for the training point at
mH “ 240 GeV with additional cut on mT.
Figure 7.5: Transverse mass and NN-output distributions in the 0-jet channel before the addi-
tional cut on mT ((a) and (b)) and after the additional cut which constrains mT from above ((c)
and (d)). The peak around zero in the NN output vanishes after the cut.
Figure 7.5 shows NN-output distributions normalised to unit area for the training point at
mH “ 240 GeV in the high mass 1 region. The red curve depicts the 2HDM signal with the
mass of a heavy Higgs boson of mH “ 240 GeV, tan β “ 1 and α “ pi, while the blue curve
shows the total background. Figure 7.5(b) shows a spike in the NN-output distribution around
zero, which is caused by events which are categorised as completely background-like. Those
events can be found in Figure 7.5(a) in the range mT ą 290 GeV, where no signal but only
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background events are found. But in order to avoid this strong shape fluctuation, the additional
mT ă 290 GeV cut on mT is performed (see Figure 7.5(c)), which removes the peak in the NN-
output distribution as can be seen in Figure 7.5(d). With larger Higgs boson masses the peak
of the signal distribution tends to higher values of mT, as described in Section 6.2.2, and this
effect vanishes. Similar behaviour can be observed in the 1-jet channel, where this cut is also ap-
plied.
(a) Invariant dijet mass in the region mp j jq ă 250 GeV. (b) NN-output distribution for the training point at
mH “ 240 GeV when applied to events with mp j jq ă
250 GeV.
Figure 7.6: Invariant dijet mass distribution for mp j jq ă 250 GeV (a) and NN output distri-
bution trained at mH “ 240 GeV (b). The NN classifies signal events as well as background
events as background-like, if they originate from the phase space region mp j jq ă 250 GeV.
The second cut, which was chosen in order to improve the shape of the NNs, is the cut
mp j jq ą 250 GeV on the invariant dijet mass. While optimising the rest of the cuts to
loose a minimum of signal events, this cut not only removes background events but also a
fair amount of signal events. This can be justified by regarding how the NNs treat the events
originating from this region in phase space. Figure 7.6(a) shows the invariant dijet mass dis-
tribution for mp j jq ă 250 GeV, while Figure 7.6(b) shows how the events from this region
are treated by the NN trained with a heavy Higgs boson mass of 240 GeV for events coming
from this region. As can be seen, most of the signal-like events are treated as background-
like, leaving the NN unable to classify signal events correctly coming from this phase space
region. Therefore, events from this region of phase space are removed in order to focus the NNs
on significant regions, where a discrimination between signal and background events is possi-
ble.
7.3 Neural Network Output
The main goal of the NNs is the separation between signal and background events. Figure 7.7
shows the NN-output distributions normalised to unit area for the NN trained at mH “
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340 GeV. As in the section before, the red curve depicts the 2HDM signal where the mass of the
heavyHiggs boson is assumed to bemH “ 340 GeV.
(a) (b)
(c)
Figure 7.7: NN-output distributions, normalised to unit area, for mH “ 340 GeV. Figure (a)
shows the distribution of the 0-jet channel, (b) of the 1-jet channel and (c) of the 2-jet channel.
The red curve shows the 2HDM signal withmH “ 340 GeV, tan β “ 1 and α “ pi and the blue
curve shows the sum of all background processes.
The normalisation of the plots in Figures 7.2 to 7.4 and in Figure 7.9 is obtained by a binned
log-likelihood fit using the NN-output distributions of the light Higgs boson CR (0-jet and 1-jet
channel) simultaneously with the event yield of the top-quark CR (2-jet channel). The four
scale factors of the different processes are used as free parameters of the fit: βSM for SM-ggF and
-VBF processes, βdiboson for diboson background processes, βtop for processes including at least
one top quark and βDrell-Yan for Drell-Yan/Z + jets processes. The SM-Higgs boson processes
are summed together due to the small statistics. TheW + jets background is fixed, since the nor-
malisation for this process is obtained from data as described in Section 5.3.2. The fit results are
shown in Table 7.3, while the NN output distributions of the light Higgs CR and the top-quark
CR are shown in Figure 7.8, where for the top-quark CR the NN trained atmH “ 340 GeV was
chosen as example.
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Table 7.3: Scale factors for signal and background processes as obtained from the fit of the the
NN-output distributions of the light Higgs boson CR (0-jet and 1-jet channel) simultaneously
with the event yield of the top-quark CR (2-jet channel) to the data. Statistical uncertainties on
the normalisation factors are shown.
Process Scale Factor
SM Higgs Boson 1.074˘ 0.029
Diboson Bkg. 1.224˘ 0.033
Top-quark Bkg. 0.989˘ 0.044
Z{γ˚ + jets 0.787˘ 0.057
The agreement between the simulated events and the data is checked for all NNs. As an example,
Figure 7.9 shows the distributions of the NN discriminant, trained to separate the signal of a
heavy Higgs boson with the mass of mH “ 340 GeV from the background processes. A decent
agreement between simulations and data is found. The ranking of the input variables and the
output distributions of the NN distributions which were trained with other mass samples can be
found in Appendices A and B respectively.
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(a) (b)
(c)
Figure 7.8:NN-output distribution in the light Higgs boson CR (top) and in the top-quark CR
(bottom). In the bottom plot the NN trained atmH “ 340 GeV was chosen as an example. The
MC predictions are normalised to the values given in Table 7.3 and the shaded error bands show
the total (systematic and statistical) uncertainty. The significance of the deviation between the
simulated events and the data is shown in the subplots as described in Ref. [202]. The last bin
of the histograms includes a possible overflow.
7.3. Neural Network Output
(a) (b)
(c)
Figure 7.9: NN-output distribution in the high-mass-2 region in the 0-jet channel (a), the 1-jet
channel (b) and in the 2-jet channel for a NN trained at mH “ 340 GeV. The MC predictions
are normalised to the values given in Table 7.3 and the shaded error bands show the total
(systematic and statistical) uncertainty. The significance of the deviation between the simulated
events and the data is shown in the subplots as described in Ref. [202]. The last bin of the
histograms includes a possible overflow.
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Systematic uncertainties on the normalisation of the different backgrounds, on the signal ac-
ceptance, and on the shape of the NN-discriminant distributions for signal and background
processes deteriorate the sensitivity of the search for the Higgs-boson production. Both, rate
and shape uncertainties are taken into account as Gaussian variations when generating pseudo ex-
periments that include correlated variations of rate and shapes (see also Section 9.4). Systematic
uncertainties due to the residual differences between data andMC simulations for the reconstruc-
tion and energy calibration of jets, electrons and muons are propagated through the analysis.
The considered systematic uncertainties can be split into the following categories, where the un-
certainties associated with jets are dominating. Table 8.2 shows a summary of the impact of the
different uncertainties.
8.1 Jet Modelling Uncertainties
The main source of uncertainty on the modelling of jets comes from the JES, including the mod-
elling of pile up, as well as b -jet identification [150]. The JES uncertainty [211] has been evalu-
ated using 2010 ATLAS data. Additional contributions to this uncertainty due to the larger pile-
up effects in 2012 data are included and range up to 4% as a function of the transverse momentum
for central jets (η “ 0.0) and from 3% to 7% as a function of η with pT “ 40 GeV and are taken
fromRef. [212].
The JES uncertainties can be split into several categories. The most important one is the
η -intercalibration modelling, as described in Section 4.1.3. The uncertainty on the jet-level
corrections due to the modelling of additional parton radiation is estimated by comparing di-
jet events simulated with PYTHIA and HERWIG. This modelling uncertainty dominates the η -
intercalibration uncertainty and increases with η . Furthermore, the different measurements of
the pT balance are subject to uncertainties of the jet resolution and the electron/photon energy
scale which are summarised as detector uncertainties. The modelling of the physics processes
due to the choice of MC generators, the modelling of the final-state radiation and the modelling
of the underlying event as well as the soft radiation is also aﬄicted with an uncertainty which
alters the JES. Finally, the limited size of the data set, used to determine the JES, also carries an
uncertainty which is taken into account. In total, twelve different uncertainty components are
taken into account for the JES where the up/down variations are performed independently from
each other. As an example, the impact of one component of the JES systematic shape uncertainty
on the shapes of the NN output distributions in the 2-jet channel trained for a mH “ 340 GeV
Higgs boson are depicted in Figure 8.1. Further plots with all systematic shape uncertainties can
be found in Ref. [205].
Additional uncertainties arise from jets with pT ă 20 GeV (soft jets) as well as from soft
calorimeter energy deposits that are not associated with reconstructed physics objects and the
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(a) (b)
(c) (d)
Figure 8.1: Uncertainties on the shape of the NN output distribution trained for an mH “
340 GeV Higgs boson in the 2-jet channel due to uncertainty of the JES modelling. The figures
show the impact on the different background processes: Diboson background (a), top-quark
background (b), Drell-Yan/Z + jets background (c) and SM Higgs-boson production (d). The
black dots show the nominal NN output distribution, while the markers represent the upward
(red) and downward (blue) shape variations, obtained by evaluating the NN on the samples
altered by the systematic variation. The ratio panel shows the relative difference between the
nominal shape and the shapes shifted by the systematics and the grey band shows the statistical
uncertainty of the nominal sample.
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jet energy resolution (JER) which range from 5% to 20% depending on pT and η as described in
Ref. [160]. Other minor uncertainties are assigned to the reconstruction of EmissT and to account
for the impact of pile-up collisions on EmissT .
The uncertainties related to b -jet identification are decomposed into six uncorrelated compo-
nents, so-called eigenvectors, where the number of the eigenvectors is based on the number of
pT bins used in the calibration. A covariance matrix is constructed for each source of uncertainty
and the sum of these matrices form the total covariance matrix. The corresponding eigenvectors
of the total covariance matrix are varied within˘1σ to determine the uncertainties. The rate un-
certainties originating from the decomposed components range between below 1% and 8% [200],
while the uncertainty for a c -jet (light jet) to be reconstructed as a b -jet ranges between 6% –
14% (9% - 19%), depending on the transverse momentum (and pseudorapidity) of the jet. Each
uncertainty corresponding to the eigenvectors is propagated independently through the analy-
sis.
8.2 Lepton Modelling Uncertainties
Uncertainties on the electron and muon reconstruction, identification, and trigger efficiencies
are estimated using tag-and-probe methods [156, 213, 214] on samples enriched with Z Ñ ``,
J {ψ Ñ ``, orW Ñ `ν (` “ e, µ) events. Other components include the electron and muon en-
ergy scale which are summarised in Table 8.1 as described in Ref. [215].
Table 8.1: Uncertainties on lepton efficiency, energy scale and resolution [215].
Uncertainty Source Size of the uncertainty
reconstruction: 0.1% – 3.0% depending on ET and ηElectron efficiency identification: 0.2% – 2.7% depending on ET and η
Electron energy scale 0.4% depending on ET and η (except for the crack region)
Electron energy resolution 1% depending on ET and η
Muon efficiency ă 2.6% depending on pT and η
Muon energy scale ă 3.0% depending on pT and η
Muon energy resolution less than 1% depending on pT and η
8.3 Missing Transverse Momentum Modelling Uncertainties
For the calculation of EmissT reconstructed physics objects are used whose calorimeter deposits
are associated with reconstructed electrons, photons, tau leptons, jets and muons. There-
fore all uncertainties related to these objects are propagated through the calculation of the
missing transverse momentum. The impact of the soft terms to the total uncertainty are
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also taken into account and have been obtained by the ATLAS Jet/EmissT combined perfor-
mance group [159]. The uncertainties are up to 17% for the calorimeter based determina-
tion of EmissT for events with E
miss
T ą 45 GeV and at most 5% for the track-based determina-
tion.
8.4 Migration, Diboson Off-Shell Effect and Luminosity Uncertainties
The normalisation factors are governed by the total number of events and their distribution in
the different jet channels. To take the migration of diboson and top events between the jet chan-
nels into account, uncertainties are introduced. In case of diboson processes the migration of jets
between 0-jet and 1-jet channel is taken into account, which is estimated with an uncertainty of
12%. For top-quark processes the migration between 0-jet, 1-jet and 2-jet channel are considered,
the migration from the 2-jet channel into the other jet channels being dominant. The estimated
uncertainties are 4%, 3% and 6% for the 0-jet, 1-jet and 2-jet channel respectively. The size of the
uncertainties has been determined estimating the fractions of events, migrating between the jet
channels from theMC samples.
Due to the same initial and final state the g g Ñ H Ñ WW and the g g Ñ WW pro-
cesses can have an interference. This effect is considered for the light Higgs (125 GeV) con-
tribution and is estimated using MCFM samples with the interference included. It only affects
the g g Ñ H Ñ WW and g g Ñ WW samples, where the latter is a small fraction of
the total diboson background. The impact on the rate of g g Ñ H Ñ WW and g g Ñ
WW events is 14% in the 0-jet channel, 78% in the 1-jet channel and 50% in the 2-jet chan-
nel.
The uncertainty on the integrated luminosity is determined by van der Meer scans [216] and its
value is found to be 2.8% [217].
8.5 Cross-Section Uncertainties
In this section, theoretical uncertainties on signal and background processes are presented. Their
main sources are the PDFs, QCD renormalisation and factorisation scales, generator modelling
and underlying event and parton shower (UEPS).
The relative uncertainty on the signal cross section is determined following [66] and [218] by
independently varying QCD renormalisation and factorisation scales. Following the Stewart-
Tackmann procedure, described in Ref. [219], independent uncertainties for each jet channel are
assumed in the ggF production mode. For high Higgs-boson masses, the relative uncertainties
depend on the mass [220] and are 38% in the 0-jet channel, 42% in the 1-jet channel and 78% in
the 2-jet channel at a Higgs-bosonmass of 600 GeV. The average relative uncertainty for the VBF
production processes is assumed to be 10.4% [220].
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The scale uncertainties for theWW diboson background production are evaluated by varying
the renormalisation and factorisation scales up and down by a factor of 2. The PDF uncer-
tainties are evaluated using CT10 PDF eigenvectors compared to the MSTW2008 PDFs [221].
The UEPS uncertainty is evaluated by comparing the normalisation factors for the nominal
POWHEG+PYTHIA6 sample to the predictions from POWHEG interfaced to PYTHIA8 and HERWIG.
The total uncertainties range from 2% to 7.1%, with the lowest uncertainties for the 0-jet channel
and the highest ones for the 1-jet channel. In the 2-jet channel, dominated by VBF production,
the scale variations are 10% for production processes without QCD vertices and 34% for produc-
tion processes withQCD vertices.
Apart fromWW diboson production, theW γp˚q{Z , ZZ and Zγ diboson processes are included
as well in the analysis. Uncertainties forW γ diboson production are evaluated for each jet chan-
nel using MCFM, following the so called Stewart-Tackmann procedure. The resulting uncertainties
are 11% in the 0-jet channel, 53% in the 1-jet channel and 100% in the 2-jet channel [215]. In addi-
tion, a PDF uncertainty of 3.1% is applied.
Uncertainties on the top-quark production cross sections in the 0-jet channel, arising from the
QCD renormalisation and factorisation scale, the PDFs, UEPS and the NLO parton matching
are evaluated using a similar procedure as described in theWW diboson background case. In ad-
dition, an uncertainty on the relative size of the single top-quark production cross section, com-
pared to the top-quark-antiquark pair production cross section, is applied by varying the single
top-quark cross section by ˘20% as described in Ref. [220]. The uncertainties on the treatment
of interference between top/anti-top quark and single top-quark production are assessed by com-
paring samples with two different schemes for removing common diagrams from the MC sam-
ples. The total uncertainty in this jet channel is 7.5%.
The uncertainties in the 1-jet channel are derived using the same methods as in the 0-jet channel
but with a difference in the b -tagging efficiency in the generator-level samples. An average b -
tagging efficiency of 82.2% and mis-tag efficiency of 11.6% is assigned to each b -jet and non-b -jet
to emulate the b -tagging. These are derived from reconstruction level POWHEG+PYTHIA sam-
ples by matching the reconstructed jets to truth jets to classify them as b -jets and non-b -jet. The
total uncertainty on the efficiency of the remaining selection is 2%.
In the 2-jet channel the total uncertainties are 5% in the ggF case and 26.2% in the VBF case. For
the latter, the main background process is top-quark-antiquark pair production.
The QCD scale uncertainty for the Drell-Yan processes is evaluated through variation of the
renormalisation ( µR ) and factorisation ( µF ) scales used in the ALPGEN Z + jets samples with par-
ton multiplicity of 0, 1, or 2. The different values for µR and µF are [220]:
µR “ µF “ µ0, µR “ µF “ 0.5 ¨ µ0 and µR “ µF “ 2 ¨ µ0 (8.1)
with µ0 “
b
m2Z `
ř
j mT, j 2, where mZ is the mass of the Z boson and mT, j is the transverse
mass of the jet with index j . The PDF uncertainties are evaluated using the CT10 eigenvec-
tors and its comparison among the MSTW2008, and NNPDF2.3 central values. The generator
modelling is evaluated through comparison of the nominal ALPGEN+HERWIG prediction to the
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ALPGEN+PYTHIA6 and SHERPA alternatives. The impact of the uncertainties are 21% in the 0-jet
channel, 12% in the 1-jet channel and 16% in the 2-jet channel.
As described in Section 5.3.2 the fake factor for theW + jets and QCD multijet background
processes is determined from data. In this method, theW + jets and QCD multijet samples are
constructed by subtracting a MC control sample from a data sample measured in Z + jets and di-
jet events. In order to derive an uncertainty for the fake factor, different MC control samples are
compared and POWHEG+PYTHIA8, ALPGEN+PYTHIA6 and ALPGEN+HERWIG are used. The total
uncertainty on the fake factor and therefore on the rate is found to be at most 40% formuons and
61% for electrons as [200].
An overview of the systematic rate uncertainties is given in Table 8.2 for each jet channel, using
the largest value from all mass regions. Furthermore, the uncertainties are rounded to integers,
but all uncertainties smaller than 1% are rounded up.
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Table 8.2: Systematic rate uncertainties for background processes in the different jet channels.
The uncertainties are rounded to integers in percent but all uncertainties smaller than 1 percent
are rounded up. As described in the text, the exact value of the luminosity uncertainty is 2.8%
for every process. The Off-shell systematic affects only the g g ÑWW process and its impact
to the total uncertainty is given in parentheses.
0 jets
Uncertainty Source Diboson Bkg. Top-quark Bkg. DY/Z + jets
Jet Modelling 10% 12% 31%
b -tagging 1% 1% 1%
Lepton Modelling 6% 1% 8%
EmissT Modelling 4% 1% 5%
top migration – 4% –
diboson jet migration 12% – –
Off-shell 4% – –
Luminosity 3% 3% 3%
Total uncertainty 18%p19%q 13% 32%
1 jet
Uncertainty Source Diboson Bkg. Top-quark Bkg. DY/Z + jets
Jet Modelling 11% 8% 13%
b -tagging 3% 6% 2%
Lepton Modelling 7% 2% 2%
EmissT Modelling 4% 1% 4%
top migration – 3% –
diboson jet migration 12% – –
Off-shell 78% – –
Luminosity 3% 3% 3%
Total uncertainty 19%p80%q 11% 14%
2 jets
Uncertainty Source Diboson Bkg. Top-quark Bkg. DY/Z + jets
Jet Modelling 18% 6% 24%
b -tagging 3% 8% 2%
Lepton Modelling 5% 2% 2%
EmissT Modelling 3% 1% 12%
top migration – 6% –
Off-shell 50%
Luminosity 3% 3% 3%
Total uncertainty 19%p53%q 12% 27%
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The compatibility of the observed data with the different signal predictions, depending on
the set of 2HDM parameters, is evaluated by performing hypothesis tests based on pseudo
experiments. When searching for a heavy Higgs boson the following hypotheses are com-
pared:
• In the null hypothesis H0 the Standard Model including a Higgs particle with
mℎ “ 125 GeV is assumed.
• In the signal hypotheses H1 a specific 2-Higgs-Doublet Model, depending on the triplet
pmH , tan β, cospβ ´ αqq is assumed. In the regarded scenarios mℎ is fixed at 125 GeV,
assuming that the light scalar Higgs boson of the 2HDM coincides with the SM-like Higgs
boson.
In order to compare the results of this analysis with the ATLAS analysis [222], which focusses on
the search for a heavy SM-like Higgs boson in the same decay channel, the following hypotheses
are also regarded:
• In the null hypothesis H ˚0 the Standard Model without any Higgs particles is assumed.
• In the alternative hypotheses H ˚1 the Standard Model without a light Higgs boson with
mℎ “ 125 GeV but with a Higgs boson in the mass range 135 GeV ď mH ď 1000 GeV
is assumed.
The hypothesis tests are carried out using the q -value test statistic, which is defined through the
likelihood function L which in turn describes the statistical model. A detailed description of
the likelihood function, the test statistic and how exclusion limits for the models are calculated is
given in the following sections.
9.1 The Likelihood Function
The binned likelihood function, which describes the statistical model, is given as:
Lp #‰β sig; #‰β bkgq “
Mź
k“1
P pnk ; µkq ¨
Bź
j“1
Gpβbkgj ; 1;∆ jq, (9.1)
where #‰β sig and #‰β bkg are the vectors of scale factors for the different signal and background pro-
cesses
#‰
β sig “ pβ2HDMggF,light, β2HDMggF,heavy, β2HDMVBF,light, β2HDMVBF,heavy, βSMggF, βSMVBFq for H0, and H1
#‰
β sig “ pβSMggF,heavy, βSMVBF,heavyq for H ˚0 and H ˚1 and
#‰
β bkg “ pβdiboson, βZ+ jets, βtop-quarkq for all hypotheses
(9.2)
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The signal scale factors are set according to the predicted values of the model:
#‰
β
sig
H1
“ p1, 1, 1, 1, 0, 0q, #‰β sigH0 “ p0, 0, 0, 0, 1, 1q and
#‰
β
sig
H˚1
“ p1, 1q, #‰β sigH˚0 “ p0, 0q,
(9.3)
while the background scale factors are left floating within their uncertainties.
The sum of the number of bins of the NN output distributions of the signal region, the NN
output distributions of the light Higgs boson CR and the event yield of the top-quark CR is
denoted with M . The incorporation of the light Higgs boson CR narrows the parameter space,
since it takes the features of the light Higgs boson with mℎ “ 125 GeV into account. Further,
the rate of top-quark events is almost completely determined by the top-quark CR due to its pu-
rity.
The Poisson likelihood P pnk ; µkq is described by,
P pnk ; µkq “
e´µk ¨ µnkk
nk !
(9.4)
with the number of observed events nk and the mean number of estimated events µk in bin k.
Further, the mean value is composed of the sum of the estimated number of events of each re-
garded process:
µk “
Sÿ
j“1
µ
sig
jk `
Bÿ
j“1
µ
bkg
jk , with
µ
sig
jk “ β
sig
j ¨ ν˜ sigj ¨ αsigjk and µ
bkg
jk “ β
bkg
j ¨ ν˜bkgj ¨ αbkgjk .
(9.5)
Here S and B denote the number of signal and background processes respectively. The index j
runs over the respective number of processes and the number of expected events of a certain pro-
cess per bin is given by the product of the predicted events in the selected data set, ν˜ sigj for signal
and ν˜bkgj for background processes, scale factors β
sig
j and β
bkg
j , and the relative fraction of sig-
nal events given by αsigjk and background events given by α
bkg
jk respectively. The set of α jk are also
called templates of the processes.
The scale factors βbkgj for the backgrounds (diboson, Z+ jets and top-quark) are the parameters
of the likelihood function are fitted to match the observed data, while theW+ jets background
rate is fixed due to its data-driven nature. The Gaussian functions of the background priors,
which incorporate a priori knowledge on the background processes,
Gpβbkgj ; 1;∆ jq “
1?
2pi ∆ j
exp
¨˝
´
pβbkgj ´ 1q2
2∆2j
‚˛ (9.6)
have a mean of one and a width of∆ j which is the relative uncertainty on the cross-section predic-
tion of the background process.
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9.2 Hypothesis Tests
The goal of a hypothesis test is to reject the null hypothesis based on the available data set. In
order to do that, a single variable function of the data sample – a test statistic – is defined which
allows to distinguish the null from the alternative hypothesis. In the regarded case where both
hypotheses are simple, which means that each of them is described by a single probability distri-
bution and a corresponding pdf, the Neyman-Pearson lemma [223] states that the most powerful
test statistic in order to reject the null hypothesis in favour for the alternative hypothesis is the
likelihood ratio (or q -value):
q “ ´2 ln
¨˝
Lp #‰β sigH1,
#‰
β bkgq
Lp #‰β sigH0,
#‰
β bkgq
‚˛. (9.7)
In order to carry out the hypothesis test, the q -value pdfs for the different hypotheses are con-
structed using large numbers of pseudo experiments. Two ensembles are generated, the first
implementing the null hypothesis, the second implementing the alternative hypothesis. Comput-
ing the q -value for each pseudo experiment of both ensembles leads to two distinct q -value distri-
butions q0pqq and q1pqq corresponding to the null and alternative hypothesis, respectively. The
q -value distributions (normalised to unity) qˆ0pqq and qˆ1pqq give the pdfs for both hypotheses
which can finally be used to perform the hypothesis test. Therefore, the observed q -value qobs,
which is compared with the two pdfs of the hypotheses, is obtained by calculating the q -value
from the measured data set.
The common approach to decide if the null hypothesis has to be rejected, is to calculate the p-
value for the null (or background only) hypothesis:
pobsb “ pbpqobsq “
ż qobs
´8
dq 1 qˆ0pq 1q, (9.8)
which describes the probability to obtain an outcome as much (or even more) signal-like as
measured in data assuming the null hypothesis being true. The null hypothesis is rejected if it is
smaller than a given significance level α (usually set to 5%). However, this method does not take
into account the statistical power 1´pobss+b, which describes the probability to correctly reject the
null hypothesis, the alternative hypothesis being true. The p-value for the alternative (or signal
plus background) hypothesis pobss+b is given as:
pobss+b “ ps+bpqobsq “
ż 8
qobs
dq 1 qˆ1pq 1q. (9.9)
In order to take the power into account, the so-called CLsmethod [224, 225], firstly intro-
duced by LEP experiments, is deployed. Instead of using only pbpqq, the following quantity
CLs “ ps+bpqq1´ pbpqq (9.10)
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(a) (b)
Figure 9.1: Example q -value distributions of qˆ0pqq in red and qˆ1pqq in blue. The observed
p-values are depicted in (a), where pobsb is shown in yellow, while p
obs
s+b is shown in green. In (b),
the medians of the q -value distributions and the expected p-values are shown.
is used to reason a rejection of the null hypothesis. By construction, the CLs-value is always
larger than ps+bpqq. Further, due to the inclusion of both p-values, the distinction between the
considered hypotheses is more reliable and avoids artificial exclusions [226].
In order to have a graphical representation of the quantities used to calculate the CLs-value,
Figure 9.1 shows a sketch of the q -value distributions as well as the different p-values for a
possible observed outcome in (a) and for the expected outcome assuming the null hypothe-
sis, where qobs is replaced in equations (9.8) and (9.9) by the median qexp0 of qˆ0pqq, in (b).
9.3 Calculation of Cross-Section Limits
If it is not possible to reject the null hypothesis an upper limit on the production cross sec-
tion is constructed or the phase space where the alternative hypothesis can be excluded is
given. In this analysis the former is implemented to test the background-only hypothesis
H ˚0 against the hypothesis H
˚
1 , while the latter is implemented to test the SM hypothesis
H0 against the 2HDM, where a particular signal hypothesis H1, determined by a designated
set of 2HDM parameters pmH , tan β, cospβ ´ αqq, is said to be excluded at 95% CL if CLsă
0.05.
In order to obtain the expected 95% CL upper limits, the cross section is varied until the value
is found which corresponds to the 95% CL. If the computed CLs-value is larger than 0.05
ensembles of pseudo experiments with gradually increased cross sections are generated until
the corresponding CLs-value reaches 0.05, which provides the expected limit. The ˘1σ and
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˘2σ uncertainty bands are calculated following the same strategy and by changing the up-
per (lower) limit of the integral in equation (9.8) (and (9.9)) to the corresponding quantiles.
The same procedure is applied in order to obtain the observed limit utilising the observed q -
value qobs.
9.4 Incorporation of Systematic Uncertainties
For each process, four types of uncertainties are considered: Cross-section uncertainties, statisti-
cal uncertainties due to the limited amount of MC events, acceptance uncertainties and shape un-
certainties.
In order to take care of the cross-section uncertainties, the expected number of events of each
process are varied within the appropriate uncertainty. This is performed by generating a ran-
dom number for each process according to the log-normal distribution, which is favoured over
a Gaussian distribution, since it cannot deliver unphysical results of negative expectation val-
ues.
The limited amount of simulated MC events is taken into account by a bin-wise altering of the
template histograms. Each bin entry is varied within its statistical uncertainty by exchanging the
bin entry with a random number drawn from a Gaussian distribution centred at the original bin
entry andwith a standard deviation corresponding to the statistical uncertainty of the considered
bin.
The acceptance uncertainties are implemented by varying the expectation values of each process
by throwing a Normal distributed random number for each systematic uncertainty.
Finally, the shape uncertainties are taken into account by systematically altering the up and
down fluctuated template histograms obtained from the systematically altered MC samples. A
new template histogram is generated in each pseudo experiment by interpolating linearly be-
tween the nominal template histograms and the systematically modified template histograms.
The full correlation between the acceptance variation and the shape variation is taken into
account via a nuisance parameter which acts as weight for each considered systematic uncer-
tainty.
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Since there is no indication for a heavy Higgs boson, exclusion limits at 95% CL (obtained with
the CLsmethod) are presented for the two scenarios described in the previous chapter: The SM-
like scenario, where a search is carried out for a heavy SM-like Higgs boson under the assumption
of the SM without a Higgs boson. The second set of scenarios are the 2HDM-like scenarios,
where the search for a heavy Higgs boson is performed in a specific 2HDM, defined by the triplet
pmH , tan β, cospβ ´ αqq, under the assumption of the SM including a light Higgs boson with a
mass ofmℎ “ 125 GeV.
10.1 Exclusion Limits for the Standard Model-like Scenario
Figure 10.1 shows the exclusion limits on the cross section times branching ratio in terms
of the heavy Higgs boson mass mH . In order to obtain the limits for the ggF and VBF signal
alone, the signal strength of the regarded process is set to 1, while the other one is treated as back-
ground.
As can be observed in Figures B.5(b) to B.7(b), the 0-jet channel shows a small deficit in data, as-
sumed to be a statistical downward fluctuation, which is propagated through the NN output dis-
tribution in to the exclusion limits obtained from the ggF signal alone in Figure 10.1. The deficit
is visible in the higher mass range and therefore the observed limit slightly drops below the 2σ
band between 500 and 600 GeV, while it is compatible with the expected limit on the 2σ level
elsewhere.
A SM-like Higgs boson with a mass of mH ď 850 GeV (mH ď 700 GeV expected) can be ex-
cluded at 95%CL by this analysis.
10.2 Exclusion Limits for the 2-Higgs-Doublet Model Scenarios
The hypothesis tests, as described in the last chapter, are performed for a large part of the 2HDM
Type I and II parameter space. The results are presented in the mH -cospβ ´ αq plane for fixed
values of tan β, where the mass range of 135 ď mH ď 1000 GeV is considered for the mass of
the CP-even Higgs boson H . The mass range is scanned in steps of 5 GeV frommH “ 135 GeV
to 200 GeV, in steps of 20 GeV in the range from 220 GeV to 600 GeV and in steps of 50 GeV
from 650 GeV upward. The scan of the 2HDM coupling parameter is performed in steps of 0.1
in cospβ´αq if | cospβ´αq| ą 0.1. To get a better understanding of the alignment limit (cospβ´
αq Ñ 0), in the range | cospβ ´ αq| ď 0.1 the step width is reduced to 0.01. For tan β, values
of 1, 3 and 6 are considered and for each combination of these parameters the CLsvalues are de-
termined and exclusion contours are drawn in themH -cospβ´αq plane at 95% CL as depicted in
Figure 10.2.
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(a) 95% CL upper limits on the cross section times branch-
ing ratio using the ggF signal alone.
(b) 95% CL upper limits on the cross section times branch-
ing ratio using the VBF signal alone.
(c) 95% CL upper limits on the cross section times branch-
ing ratio using the combination of ggF and VBF signal.
Figure 10.1: 95% CL upper limits on the cross section times branching ratio using the ggF
signal (a), the VBF signal (b) and their combination (c). The solid line shows the observed limit,
while the dotted line shows the expected limit with the ˘1σ and ˘2σ uncertainty bands in
green and yellow respectively. The blue line shows the theoretical cross section times branching
ratio as predicted by the SM.
10 |Results
(a) 2HDM Type I, tan β “ 1. (b) 2HDM Type II, tan β “ 1.
(c) 2HDM Type I, tan β “ 3. (d) 2HDM Type II, tan β “ 3.
(e) 2HDM Type I, tan β “ 6. (f) 2HDM Type II, tan β “ 6.
Figure 10.2: Exclusion contours of 2HDM Type I (left column) and Type II (right column) for
different values of tan β in the mH -cospβ ´ αq plane. The coloured area shows the observed
exclusion, while the area limited by the black line shows the expected exclusion at 95% CL.
10.2. Exclusion Limits for the 2-Higgs-Doublet Model Scenarios
In the mass region from 135 to 350 GeV almost all parts of the mH -cospβ ´ αq plane can be
excluded for all regarded values of tan β and for both 2HDM types. However, in the alignment
limit no exclusion is possible in the considered decay channel, since the coupling of the heavy
2HDM Higgs boson to the vector bosons scales with cospβ ´ αq. Further, an exclusion up to
1000 GeV is possible in some parts of themH -cospβ´αq plane for all tan β values as well, while
the excluded region slightly shrinks with increasing tan β.
To get an understanding of the sensitivity of the analysis the expected exclusion contours are
also computed and shown as black lines in Figure 10.2. In this calculation the median qexp0 of the
qˆ0pqq distribution (see Section 9.2) instead of qobs is used.
The impact of the different systematic uncertainties has been investigated to see which have the
largest influence on the computed exclusion limits. For this purpose a sample parameter point
(mH “ 460 GeV, cospβ´αq “ ´0.1, tan β “ 1 in 2HDMType I) has been picked and the corre-
sponding CLsvalues have been evaluated with different sets of systematics/uncertainties enabled.
The results are given in Table 10.1.
Table 10.1: Impact of different systematic uncertainties on the exclusion power at the parameter
point mH “ 460 GeV, cospβ ´ αq “ ´0.1, tan β “ 1 in 2HDM Type I. Each group of
systematics has been evaluated solitarily.
Systematics CL in %
Jet Modelling 98.1
b -tagging 98.2
Lepton Modelling 98.4
EmissT Modelling 99.5
Cross section 98.8
Migration syst. 98.1
Off-shell syst. 99.9
Lumi 99.9
Full syst. 96.1
No syst. 100
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The discovery of a scalar Higgs-boson like particle with mℎ « 125 GeV in July 2012 was not
only a huge success for CERN, LHC and all involved experiments, but also for the SMwhich can
now be regarded as complete in the sense, that all predicted particles have been found and their
properties have been measured. Unfortunately, it is incomplete in the sense, that it cannot ex-
plain all observed properties of our universe like the baryon asymmetry [23] or dark matter [24]
and it has unsatisfactory issues like the strong CP problem [22] (the question why QCD does
not break CP symmetry). However, the framework of 2HDMs allows to address at least two
of the issues mentioned above, namely the baryon asymmetry in the universe [26] and the strong
CP problem [27].
The analysis presented in this thesis shows an extension of the search presented in Ref. [37],
which strongly enhances the examined phase space of 2HDMs from mH ď 300 GeV to mH ď
1000 GeV. The search for a heavy scalar Higgs boson H of the 2HDMs is carried out in the
ℎ{H ÑWW Ñ µνeν decay channel and under the assumption, that the Higgs particle ℎ with
a mass of approximately 125 GeV is the light scalar particle predicted by the 2HDMs. These
models are tested against the SM including a SM-like Higgs boson with a mass of 125 GeV us-
ing 20.3 fb´1 of collision data recorded by the ATLAS detector with a centre-of-mass energy of
8 TeV in 2012.
Since no evidence for an additional heavy Higgs boson H could be found in the investigated
mass range of 135 GeV to 1000 GeV, excluded phase space regions at 95% CL are given in
the mH -cospβ ´ αq plane for Type I and Type II 2HDMs for different values of tan β. In
both model types, large parts of the mH -cospβ ´ αq planes can be excluded for masses up to
1000 GeV.
The phase space regarded in the search mentioned above is fully included in this analysis. Only a
small area in the mass range of 135 GeV to 350 GeV where no exclusion is possible is left due to
the alignment limit and the vanishing coupling of the heavy Higgs boson to vector bosons. Be-
cause of the alignment limit, it is not possible to remove all “blank spots” of the mH -cospβ´αq
planes only relying on ℎ{H ÑWW {ZZ decay channels. For further exclusion, decay channels
which involve the coupling to fermions need to be regarded or constraints from other searches
have to be imposed.
The limits on the 2HDM phase space presented in this thesis are the most advanced ones cur-
rently available. Further, the direct search performed in this analysis enables a coherent consider-
ation of the different 2HDM coupling modifications and the kinematics for the light and heavy
Higgs bosons. Finally, while both – a direct search and a pure coupling analysis of the light
Higgs boson – have the possibility to constrain the possible parameter space of 2HDMs, only
a direct search renders the possibility to find a heavy state as predicted by the considered mod-
els.
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A|Ranking of Variables in Neural Network Training
A|Ranking of Variables in Neural Network Train-
ing
In Tables A.1 to A.10 the ranking of variables in the different jet channels for the different train-
ing points as described in Table 7.1 is given. Table A.11 shows the ranking for the training in the
lightHiggs boson CR.
Table A.1: Variables used for the training of the NN at mH “ 150 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 44.6%, 55.3% and
72.0% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 22.2 mT 33.8 mT 22.2
|ηp`1q| 19.1 pTp j1q 20.2 mp j jq 12.6
mp``q 15.3 ηp j1q 18.0 ∆ηp j1, j2q 8.1
pTp``q 12.8 ∆Rp``, j1q 15.6 ∆Rp`1, j1q 7.8
∆pTp`1, `2q 12.3 mp``q 11.8 mp``q 7.0
ptotT 10.0 ∆pTp`1, `2q 10.5 ηp j1q 6.4|ηp`2q| 6.3 ∆Rp`1, `2q 6.3 ∆Rp`1, `2q 3.8
pTp`2q 4.5 pTp``q 5.4 EmissT, rel 3.2
∆Rp`1, `2q 3.5 |ηp`1q| 5.0 pTp``q 3.0
∆ηp`1, `2q 2.1 ∆ηp`1, `2q 3.5 pTp`2q 2.7
EmissT, rel 1.8 pTp`2q 2.3 ∆pTp`1, `2q 2.6
∆φp`1, `2q 1.6 |ηp`2q| 2.3
ptotT 1.1 |ηp`1q| 1.9|ηp`2q| 0.9 ∆ηp`1, `2q 1.7
pTp j2q 1.6
ptotT 1.2
∆φp`1, `2q 0.9
pTp j1q 0.2
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Table A.2: Variables used for the training of the NN at mH “ 180 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 43.5%, 51.4% and
70.4% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mp``q 15.4 mT 19.2 mT 10.2
∆pTp`1, `2q 15.0 pTp j1q 16.1 ∆ηp j1, j2q 7.2
|ηp`1q| 14.4 ηp j1q 15.6 EmissT, rel 6.3
pTp`2q 13.9 ∆Rp``, j1q 13.7 mp j jq 6.0
pTp``q 13.5 pTp`2q 9.2 ηp j1q 5.9
mT 12.9 mp``q 7.6 mp``q 5.3
ptotT 7.1 ∆pTp`1, `2q 7.2 ∆Rp`1, j1q 4.6|ηp`2q| 3.3 |ηp`1q| 4.8 pTp`2q 4.4
∆Rp`1, `2q 2.0 EmissT, rel 4.1 pTp``q 3.5
EmissT, rel 1.6 ∆Rp`1, `2q 3.2 ∆pTp`1, `2q 3.2
∆ηp`1, `2q 1.1 ∆ηp`1, `2q 2.2 ∆Rp`1, `2q 2.3
ptotT 2.1 ∆φp`1, `2q 2.0
∆φp`1, `2q 1.5 pTp j1q 1.9
pTp``q 0.6 |ηp`2q| 1.4
|ηp`1q| 1.1
ptotT 0.9
pTp j2q 0.8
∆ηp`1, `2q 0.3
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Table A.3: Variables used for the training of the NN at mH “ 240 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 38.9%, 41.2% and
71.1% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 22.6 ∆Rp``, j1q 17.8 mp j jq 10.9
|ηp`1q| 13.4 ηp j1q 16.6 mT 9.8
pTp``q 11.3 mT 14.5 ∆ηp j1, j2q 7.5
pTp`2q 9.4 pTp j1q 13.9 ∆Rp`1, j1q 6.8
∆pTp`1, `2q 8.7 mp``q 8.3 ∆ηp`1, `2q 6.0
∆Rp`1, `2q 8.1 ∆Rp`1, `2q 5.8 ηp j1q 5.8
mp``q 7.5 |ηp`1q| 5.5 EmissT, rel 5.2
|ηp`2q| 7.4 ∆ηp`1, `2q 5.0 pTp``q 4.6
∆ηp`1, `2q 6.3 EmissT, rel 3.9 ptotT 3.0
ptotT 3.6 pTp`2q 2.6 mp``q 2.9
EmissT, rel 1.1 ∆pTp`1, `2q 2.5 pTp`2q 2.8
pTp``q 1.4 ∆pTp`1, `2q 2.1
ptotT 1.0 ∆Rp`1, `2q 1.9|ηp`2q| 0.9 pTp j2q 1.6
|ηp`1q| 1.2
∆φp`1, `2q 1.0
pTp j1q 0.5
|ηp`2q| 0.1
Table A.4: Variables used for the training of the NN at mH “ 340 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 50.3%, 48.5% and
73.9% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 21.7 mT 19.9 mp j jq 12.4
∆ηp`1, `2q 14.8 ηp j1q 19.1 mT 8.9
∆Rp`1, `2q 10.7 ∆Rp``, j1q 16.6 ∆ηp j1, j2q 8.4
|ηp`1q| 10.1 pTp j1q 12.3 ∆Rp`1, j1q 8.2
∆pTp`1, `2q 8.9 ∆ηp`1, `2q 11.2 ∆ηp`1, `2q 8.1
|ηp`2q| 7.0 ∆Rp`1, `2q 9.8 ηp j1q 6.3
mp``q 6.3 |ηp`1q| 7.2 ptotT 5.5
pTp`2q 4.5 mp``q 6.7 pTp`2q 3.3
ptotT 4.5 ∆pTp`1, `2q 4.6 mp``q 3.1
pTp``q 3.4 pTp`2q 3.1 ∆Rp`1, `2q 2.8
EmissT, rel 0.6 |ηp`2q| 2.7 ∆φp`1, `2q 2.8
pTp``q 0.7 EmissT, rel 1.8
∆φp`1, `2q 0.6 pTp j2q 1.2
ptotT 0.3 pTp j1q 1.2|ηp`2q| 0.7
∆pTp`1, `2q 0.7
|ηp`1q| 0.6
pTp``q 0.2
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Table A.5: Variables used for the training of the NN at mH “ 440 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 62.5%, 59.6% and
78.3% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 20.3 mT 23.0 mp j jq 8.1
∆ηp`1, `2q 12.7 ηp j1q 19.5 ∆ηp j1, j2q 6.0
∆Rp`1, `2q 12.2 ∆Rp``, j1q 13.0 mT 5.6
|ηp`1q| 9.0 ∆Rp`1, `2q 9.2 ∆Rp`1, j1q 4.5
∆pTp`1, `2q 9.0 pTp j1q 9.0 ∆ηp`1, `2q 4.4
|ηp`2q| 8.5 |ηp`1q| 8.4 ∆Rp`1, `2q 3.6
mp``q 4.5 |ηp`2q| 6.9 ηp j1q 3.2
ptotT 2.7 ∆ηp`1, `2q 6.5 pTp j2q 2.4
EmissT, rel 1.9 ∆pTp`1, `2q 4.5 ptotT 2.4
∆φp`1, `2q 1.0 pTp`2q 3.7 |ηp`2q| 1.6
pTp``q 0.7 mp``q 2.8 mp``q 1.6
ptotT 2.6 E
miss
T, rel 1.4
∆φp`1, `2q 2.0 ∆φp`1, `2q 1.2
pTp``q 0.9 ∆pTp`1, `2q 1.1
pTp`2q 1.0
pTp j1q 1.0
|ηp`1q| 0.8
pTp``q 0.3
Table A.6: Variables used for the training of the NN at mH “ 540 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 70.6%, 63.2% and
81.4% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 21.2 mT 24.3 mp j jq 9.3
∆Rp`1, `2q 9.2 ηp j1q 18.6 mT 7.4
|ηp`2q| 9.1 ∆Rp``, j1q 11.1 ∆Rp`1, j1q 5.4
|ηp`1q| 8.7 pTp j1q 9.6 ∆ηp j1, j2q 5.4
∆pTp`1, `2q 8.7 ∆Rp`1, `2q 9.6 ηp j1q 3.2
∆ηp`1, `2q 8.2 |ηp`1q| 8.2 |ηp`2q| 2.8
pTp``q 2.7 |ηp`2q| 7.6 |ηp`1q| 2.6
EmissT, rel 2.7 ∆ηp`1, `2q 6.5 ∆Rp`1, `2q 2.6
pTp`2q 2.1 ∆pTp`1, `2q 4.0 EmissT, rel 2.4
ptotT 1.8 mp``q 3.4 ∆ηp`1, `2q 2.4
∆φp`1, `2q 0.8 pTp`2q 2.0 pTp`2q 2.3
pTp``q 1.4 ptotT 2.0
∆φp`1, `2q 1.3 ∆φp`1, `2q 1.7
EmissT, rel 0.6 ∆pTp`1, `2q 1.5
pTp j2q 1.2
pTp``q 0.6
pTp j1q 0.3
mp``q 0.2
A|Ranking of Variables in Neural Network Training
Table A.7: Variables used for the training of the NN at mH “ 650 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 76.4%, 69.9% and
85.0% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 14.1 mT 20.4 mT 9.6
|ηp`1q| 6.6 ηp j1q 11.6 mp j jq 7.4
|ηp`2q| 6.3 |ηp`1q| 7.0 ∆Rp`1, j1q 5.4
∆pTp`1, `2q 6.0 ∆Rp``, j1q 6.4 ∆ηp j1, j2q 5.4
∆Rp`1, `2q 4.3 |ηp`2q| 6.2 |ηp`2q| 3.7
∆ηp`1, `2q 3.8 ∆Rp`1, `2q 6.0 |ηp`1q| 3.2
ptotT 3.0 pTp`2q 3.8 ηp j1q 3.1
pTp``q 2.3 pTp j1q 3.6 EmissT, rel 2.6
mp``q 1.8 ∆pTp`1, `2q 3.0 ∆φp`1, `2q 2.1
EmissT, rel 1.3 E
miss
T, rel 2.5 p
tot
T 1.5
∆φp`1, `2q 0.3 ∆φp`1, `2q 2.2 ∆Rp`1, `2q 1.5
∆ηp`1, `2q 2.2 ∆pTp`1, `2q 1.4
ptotT 1.6 pTp j1q 1.4
pTp``q 0.9 ∆ηp`1, `2q 1.3
pTp``q 0.8
pTp`2q 0.6
pTp j2q 0.5
mp``q 0.4
Table A.8: Variables used for the training of the NN at mH “ 750 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 78.9%, 75.1% and
87.3% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 14.4 mT 20.7 mT 10.6
∆pTp`1, `2q 5.8 ηp j1q 9.3 ∆ηp j1, j2q 6.7
|ηp`2q| 5.3 |ηp`1q| 6.9 mp j jq 5.7
|ηp`1q| 4.8 |ηp`2q| 5.9 ∆Rp`1, j1q 4.0
∆ηp`1, `2q 3.5 ∆Rp``, j1q 5.8 |ηp`2q| 3.8
pTp``q 3.1 ∆φp`1, `2q 3.9 |ηp`1q| 3.4
∆Rp`1, `2q 2.5 pTp j1q 3.5 ηp j1q 2.5
∆φp`1, `2q 2.4 ∆pTp`1, `2q 2.4 ∆Rp`1, `2q 2.0
ptotT 1.8 ∆ηp`1, `2q 2.1 ∆φp`1, `2q 1.9
EmissT, rel 1.0 ∆Rp`1, `2q 1.9 ptotT 1.6
pTp`2q 0.3 mp``q 1.4 ∆pTp`1, `2q 1.4
EmissT, rel 1.3 pTp`2q 1.3
pTp``q 1.0 pTp``q 1.0
pTp`2q 0.9 ∆ηp`1, `2q 1.0
pTp j2q 0.9
EmissT, rel 0.9
pTp j1q 0.7
mp``q 0.4
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Table A.9: Variables used for the training of the NN at mH “ 850 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 80.6%, 76.6% and
88.7% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 15.0 mT 21.2 mT 12.1
|ηp`2q| 5.0 ηp j1q 9.4 mp j jq 6.9
|ηp`1q| 4.9 |ηp`1q| 6.0 ∆ηp j1, j2q 4.7
∆pTp`1, `2q 4.4 |ηp`2q| 5.8 |ηp`2q| 3.6
∆φp`1, `2q 2.8 ∆Rp``, j1q 3.5 ∆Rp`1, j1q 3.5
pTp``q 2.4 ∆Rp`1, `2q 3.4 ηp j1q 2.7
ptotT 2.2 ∆φp`1, `2q 3.3 ptotT 2.7
∆Rp`1, `2q 2.1 ∆pTp`1, `2q 2.6 |ηp`1q| 2.6
∆ηp`1, `2q 2.1 pTp`2q 2.3 ∆φp`1, `2q 2.2
EmissT, rel 1.5 pTp j1q 2.3 pTp``q 2.0
pTp`2q 0.6 EmissT, rel 1.9 pTp`2q 1.8
pTp``q 1.5 ∆pTp`1, `2q 1.7
ptotT 1.0 mp``q 1.5
∆ηp`1, `2q 0.7 pTp j1q 1.1
∆Rp`1, `2q 0.9
EmissT, rel 0.8
∆ηp`1, `2q 0.7
pTp j2q 0.0
Table A.10: Variables used for the training of the NN at mH “ 950 GeV in the 0-jet channel
(left), the 1-jet channel (centre) and in the 2-jet channel (right), ordered by their importance.
The ordering is given by the loss in total correlation to the target, which is 82.8%, 78.1% and
89.3% respectively, for the entire set of variables.
0-jet channel 1-jet channel 2-jet channel
Variable corr. loss in % Variable corr. loss in % Variable corr. loss in %
mT 16.2 mT 20.9 mT 9.9
∆pTp`1, `2q 5.8 ηp j1q 9.6 mp j jq 6.8
|ηp`2q| 4.2 |ηp`2q| 6.1 ∆ηp j1, j2q 5.0
pTp``q 3.5 |ηp`1q| 5.3 |ηp`1q| 3.3
|ηp`1q| 3.4 ∆φp`1, `2q 4.0 |ηp`2q| 3.1
pTp`2q 2.6 ∆Rp``, j1q 3.4 ∆Rp`1, j1q 2.7
∆φp`1, `2q 2.6 pTp j1q 2.6 ∆φp`1, `2q 1.9
mp``q 2.5 ∆pTp`1, `2q 1.7 ptotT 1.8
EmissT, rel 2.1 ∆Rp`1, `2q 1.6 ∆pTp`1, `2q 1.6
∆Rp`1, `2q 1.9 ptotT 1.3 pTp``q 1.5
ptotT 1.8 ∆ηp`1, `2q 1.2 ηp j1q 1.0
pTp``q 1.1 pTp`2q 0.9
pTp`2q 0.7 ∆Rp`1, `2q 0.9
EmissT, rel 0.7 E
miss
T, rel 0.7
pTp j2q 0.4
∆ηp`1, `2q 0.3
mp``q 0.2
pTp j1q 0.1
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Table A.11: Variables used for the training of the NN at mH “ 125 GeV in the 0-jet channel
(left) and in the 1-jet channel (right), ordered by their importance. The ordering is given by the
loss in total correlation to the target, which is 34.2% and 50.4% respectively, for the entire set
of variables.
0-jet channel 1-jet channel
Variable corr. loss in % Variable corr. loss in %
mp``q 18.0 mT 55.6
pTp``q 15.5 ∆Rp``, j1q 41.9
|ηp`1q| 14.3 pTp j1q 38.5
|ηp`2q| 12.8 mp``q 29.3
∆pTp`1, `2q 10.1 ηp j1q 28.1
mT 9.1 |ηp`1q| 8.1
EmissT, rel 8.0 E
miss
T, rel 7.7
ptotT 7.3 p
tot
T 7.2
pTp`2q 4.8 |ηp`2q| 6.9
∆φp`1, `2q 3.5 ∆Rp`1, `2q 6.1
∆Rp`1, `2q 1.2 ∆pTp`1, `2q 4.9
pTp``q 3.5
∆φp`1, `2q 3.1
pTp`2q 2.6
B|Separation of Signal and Background Events
in the Neural Networks
In Figures B.1 to B.10 the NN-output distributions, once normalised to unit area with a 2HDM
signal with tan β “ 1 and α “ pi (red curve) and the total background (blue curve) is shown for
the different training points and once normalised to the fit values from Table 7.3.
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Figure B.1: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 150 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 150 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.2: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 180 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 180 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.3: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 240 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 240 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.4: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 340 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 340 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.5: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 440 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 440 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.6: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 540 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 540 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.7: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 650 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 650 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.8: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 750 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 750 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.9: NN-output distributions, normalised to unit area (left column) and normalised to
fit values from Table 7.3 (right column), for mH “ 850 GeV. Figures (a) and (b) show the
distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 850 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
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Figure B.10: NN-output distributions, normalised to unit area (left column) and normalised
to fit values from Table 7.3 (right column), for mH “ 950 GeV. Figures (a) and (b) show
the distribution of the 0-jet channel, (c) and (d) of the 1-jet channel and (e) and (f) of the 2-jet
channel. The red curve shows the 2HDM signal with mH “ 950 GeV, tan β “ 1 and α “ pi
and the blue curve shows the sum of all background processes.
Erklärung
Hiermit erkläre ich nach § 7, Absatz (2) der Promotionsordnung des Fachbereich C der Bergis-
chen Universität Wuppertal vom 18. Februar 2008, dass ich die vorliegende Arbeit selbstständig
verfasst und keine anderen als die angegebenen Quellen und Hilfsmittel verwendet, sowie alle
wörtlich oder inhaltlich übernommene Stellen als solche gekennzeichnet habe und dass die Dis-
sertation in der gegenwärtigen oder einer anderen Fassung keinem anderen Fachbereich einer
wissenschaftlichen Hochschule vorliegt.
Wuppertal, 2. Oktober 2015
(Gunar Ernis)
143

Danksagung
Mein besonderer Dank gilt in erster Linie Prof. Dr. Wolfgang Wagner, der mir Gelegenheit
gab die vorliegende Arbeit zu schreiben und mich in den letzten Jahren dabei sehr gut be-
treut hat. Dein Interesse und die stetige Unterstützung haben sehr zum Gelingen dieser Ar-
beit beigetragen. Ich möchte mich außerdem für die verschiedenen Aufenthalte am CERN,
die Möglichkeit an Konferenzen teilzunehmen und Vorträge zu halten und den Besuch der
CERN School of Computing bedanken. Diese einmaligen Erfahrungen werde ich sicher nicht
vergessen.
Weiterhin gilt mein Dank Dr. Dominic Hirschbühl, der mir nicht nur treffsicher die richtigen
Fragen gestellt hat sondern auch zu jeder Tages- und Nachtzeit bereit war auf meine Fragen zu
antworten und behilflich zu sein. Außerdem konnte ich durch deine Anregungen und Korrek-
turen dieser Arbeit den letzten Schliff verleihen.
I would like to thank Dr. Corinne Mills for being second referee of the thesis and for her support
of the analysis during her convenorship (and beyond) of the HSG3 in ATLAS. Thank you for
your interest and your questions regarding the analysis, they helped a lot to understand and elimi-
nate problems.
Meinen Korrekturlesern Dr. Ofir Gabison, Dr. Frank Ellinghaus, Julia Fischer und Frank
Volkmer gebührt auch ein großes Dankeschön. Ihr habt mir nicht nur über meine Betriebs-
blindheit hinweg geholfen und die Arbeit dadurch (hoffentlich) verständlicher gemacht, son-
dern mich auch von den kleinen (und großen) Fehlern befreit, die sich bei so einem langen
Text zwangsweise einschleichen. Alle verbleibenden Fehler gehen selbstverständlich auf mein
Konto!
Meinen Mitstreitern auf demWeg zu akademischem Ruhm – Julia Fischer und Frank Volkmer –
danke ich für die Hilfe bei (physikalischen) Problemen und die bisweilen etwas ausartende
Abendgestaltung
Meiner Frau Anja danke ich von ganzem Herzen für ihre Unterstützung in jeder Lebenslage.
Danke, dass du darauf geachtet hast dass ich den Kopf auchmal frei bekomme.
Zu guter Letzt möchte ich mich herzlich bei meinen Eltern bedanken. Ohne euch und eure
großartige Unterstützung wäre mein Studium, geschweige denn eine Doktorarbeit, niemals
möglich gewesen.
145
