We are grateful to our colleagues at Cambridge for their attention (1) to our recent article (2) . Our major goal therein was to report precise measurements of colloidal interactions caused by DNA handshaking. Because no detailed models for our system were available, we constructed a mean-field model, itself a significant refinement of one we published (3) in 2005. In contrast to previous comparisons of theory and experiment, our model and data agreed quantitatively, using reasonable values of DNA's physical (3) and thermodynamic (4) properties. We agree with the Cambridge group's conclusion that no existing theoretical framework can provide an exact description of this complicated physical situation. We are baffled, however, by the logic of their claim that our comparatively simple model is not correct because it disagrees with the model described in their letter, despite both agreeing satisfactorily with the data (Fig. 1) .
As stated explicitly in our article, we derived an approximate expression for the interaction potential from the exact partition function of the system. This "Poisson approximation" was motivated by its use in the literature (3, 5, 6) and checks that showed it to be adequate under the conditions of our experiment. Alternatively, we can evaluate numerically the exact partition function (equation S3 in our article), within the local chemical equilibrium (LCE) framework. Our LCE results with and without the Poisson approximation are shown in Fig. 1 , with the more precise one matching the data better, but by a statistically insignificant amount.
As pointed out by the Cambridge group, our mean-field LCE approach should work well when the fraction of DNA strands that are hybridized is small, because it assumes that hybridization does not significantly perturb the spatial distribution of reactive strands. We would add that when the hybridized and unhybridized DNA conformations are similar (e.g., when hybridization does not create strained configurations), the LCE approach should work well even for finite degrees of hybridization. This is precisely the case for the highly compressed ssDNA in our experimental design.
We have since found that our LCE approach (without the Poisson approximation) models quantitatively a range of new data that we have gathered at lower DNA densities and different DNA architectures, suggesting that our earlier model-data agreement was not "fortuitous." Indeed, these findings confirm that the LCE approach provides a useful and conceptually simple model description, and they will be the subject of a future publication. We look forward to sharing prepublication data with the Cambridge group again in the future. temperature. All models are highly sensitive to the hybridization free energy of the DNA sticky end, ΔG hyb . Adjustment of this fitting parameter within its expected error range, ±0.8 k B T, has the effect of shifting any model curve horizontally by an amount signified by the horizontal error bar. The approximate LCE (dashed) and precise LCE (solid) curves correspond closely to the measurements, for slightly different values of ΔG hyb . The Cambridge model (1) (filled squares) would as well, if shifted using a slightly different, but physically plausible value of ΔG hyb .
