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The growing complexity of embedded systems demands for new methodo-
logies for handling the software-view as well as the architecture-view on the
system. Regarding development goals, in most cases these two views are not
compatible with each other. As a result, architecture description languages and
system simulations are used for abstract system description and the evaluation
of the system against performance, power and energy consumption or system
utilization.
This work presents a new architecture description language that has been deve-
loped having in mind the demanding requirements of automated software par-
allelisation for embedded multicore systems. With its features and supporting
tools, the language is able to combine the architectural view with the software-
view of embedded systems.
Based on the description a simulation framework has been developed, which
implements a novel and adaptive methodology for handling different abstrac-




Die zunehmende Komplexität eingebetteter Systeme verlangt nach neuen Me-
thoden zur Handhabung der vorherrschenden Sichtweisen auf das System. Die
Softwaresicht eines Anwendungsentwicklers und die Hardwaresicht der Ar-
chitektur eines eingebetteten Systems stehen hinsichtlich der Entwicklungszie-
le oftmals orthogonal zueinander. Architekturbeschreibungssprachen und Sys-
temsimulationen dienen hierbei der abstrakten Beschreibung und der Evalua-
tion der Leistung, des Energieverbrauchs oder der Systemauslastung.
Diese Arbeit stellt eine Architekturbeschreibungssprache vor, welche für die
besonderen Anforderungen einer automatisierten Softwareparallelisierung für
eingebettete Multicoresysteme konzipiert worden ist. Sie stellt damit ein Bin-
deglied zwischen den beiden Sichtweisen dar und wird durch eine Reihe von
Werkzeugen unterstützt.
Basierend auf dieser Architekturbeschreibungssprache wurde ein Simulations-
framework entworfen und implementiert, welches sich durch eine neuartige
Adaptivität in Bezug auf unterschiedliche Abstraktionsebenen innerhalb der
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Während bereits 1927 die ersten Patente zu Transistoren von Julius Edgar Li-
lienfeld [Lil27] veröffentlicht wurden, dauerte es noch viele Jahre bis es 1958
zur Erfindung des ersten Integrierten Schaltkreises [Kil76] kam. Doch schon
kurz darauf veröffentlichte Gordon E. Moore seine These zur Verdopplung der
Komplexität integrierter Schaltkreise [Moo65] welche bis heute unter dem Na-
men "Moore’s Law"bekannt ist und bis heute besteht, wenn auch nicht in seiner
ursprünglichen Form.
Auch wenn Moore selbst, seine ursprüngliche Prognose einer Verdopplung der
Komponenten auf einem integrierten Schaltkreis innerhalb eines Jahres selbst,
auf eine Verdopplung alle zwei Jahre angepasst hat, zeigt die Entwicklung der
letzten 40 Jahre, dass diese Gesetzmäßigkeit weiterhin gültig ist.
Der in Abbildung 1.1 dargestellte Verlauf der Prozessorentwicklung zeigt deut-
lich, dass die Anzahl an Transistoren entsprechend Moore’s Law kontinuierlich
gestiegen ist.
Über die Jahre ist diese Entwicklung allerdings an eine physikalische Grenze
gestoßen. Die sogenannte Power-Wall [PH08, Seite 39] verhindert eine weitere
Steigerung der Taktfrequenz eines Prozessors, da der Energieverbrauch expo-
nentiell mit der Taktfrequenz wächst. Durch immer kleinere Strukturgrößen
konnte dieser Effekt lange Zeit überbrückt werden und dennoch wird keine
Steigerung der Taktfrequenz mehr erreicht. Die Leistung von Prozessoren, bis
dahin weitestgehend aus einem einzigen Kern bestehend, konnte weiterhin für
einige Zeit durch Architekturverbesserungen gesteigert werden. Dennoch ist
ersichtlich, dass diese Steigerung deutlich abgenommen hat und deshalb ande-
re Lösungen gesucht wurden.
Mit der Verfügbarkeit vieler Transistoren wurden Prozessoren entwickelt, wel-
che mehrere Prozessorkerne auf einem Chip vereinen und damit eine enorme
Leistungssteigerung bei geringfügig höherem Energieverbrauch bieten. Kom-
merzielle Serverprozessoren bieten bereits heute deutlich über 10 Prozessorker-




















Abbildung 1.1: Darstellung der Entwicklung von Prozessoren von 1975 bis
2015 [Rup16, Moo11]
phones besitzen Prozessoren, welche mit bis zu 8 oder mehr Prozessorkernen
ausgestattet sind.
Und auch im Bereich der eingebetteten Systeme, werden immer mehr Mehr-
kernprozessoren eingesetzt, da sie über ein exzellentes Energie/Leistungsver-
hältnis verfügen.
Das große Problem, welches auch über 10 Jahre nach der Einführung erster
kommerzieller Mehrkernprozessoren besteht ist deren Programmierbarkeit um
die zur Verfügung stehenden Leistungsreserven effektiv nutzen zu können.
Während einerseits unterschiedliche Programmiersprachen und Programmier-
modelle für die Parallelverarbeitung entwickelt wurden, wuchs andererseits
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die Komplexität der Hardwarearchitektur enorm um auf jedem einzelnen Pro-
zessorkern, als auch auf allen Kernen gemeinsam, soviel Leistung wie möglich
bereitstellen zu können.
Das Ergebnis ist, dass beide Entwicklungsrichtungen die parallele Softwareent-
wicklung auf eine Komplexitätsebene heben, welche kaum mehr handhabbar
ist. Betrachtet man die Architektur und die Entwicklung paralleler Anwendun-
gen für eingebettete Systeme sowohl aus Hardware als auch aus Nutzer- bzw.
Entwicklersicht ergeben sich grundsätzliche Unterschiede.
Während Nutzer einen Algorithmus zur Lösung eines Problems entwickeln
möchten stehen auf Hardwareseite eine Vielzahl möglicherweise heterogener
Komponenten zur Verfügung.
Während Nutzer eine mathematische Beschreibung und mächtige Hochspra-
chen zur Softwareentwicklung bevorzugen, müssen auf Hardwareseite Pro-
grammiermodelle, Kommunikationsstrukturen, verfügbare Datentypen und
Spezialinstruktionen sowie weitere Hardwareeigenschaften berücksichtigt
werden.
Während ein Entwickler seine Software möglichst unabhängig von der Art des
Parallelismus und der Verarbeitung beschreiben möchte, implementieren Pro-
zessoren und Mehrkernprozessoren verschiedenste sequentielle als auch par-
allele Architekturen wie RISC, CISC, VLIW, SIMD, MIMD, MISD.
Die heutige Compilertechnik ist zwar schon sehr weit fortgeschritten, erfor-
dert es aber für nahezu jede Architektur einen eigenen dedizierten Compiler
zu entwickeln, der die spezifischen Hardwareeigenschaften kapselt und dem
Softwareentwickler zur Verfügung stellt.
Dabei den Überblick über die schier unzähligen Realisierungsalternativen zu
behalten wird für Anwendungsentwickler dedizierter eingebetteter Systeme
immer schwieriger.
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Aus diesem Grund wurde das EU Forschungsprojekt ALgorithm parallelizati-
on for Multicore Architectures (ALMA) [BSO+12] ins Leben gerufen, welches
sich zum Ziel gesetzt hat die Programmierung von Mehrkernprozessoren in
eingebetteten Systemen zu vereinfachen. Dazu sollte ein Framework entwickelt
werden, welches eine automatisierte Parallelisierung mathematischer Algorith-
men aus der Sprache Scilab [Sci13] für Mehrkernprozessoren anbietet.
Um die Lücke der oben beschriebenen Sichtweisen eines Algorithmenentwick-
lers und einer Hardwarearchitektur zu schließen sollte eine Architecture Des-
cription Language (ADL) zum Einsatz kommen, welche in der Lage ist, die für
die Parallelisierung notwendigen Hardwareeigenschaften aufzunehmen und
den Werkzeugen des ALMA Framework zur Verfügung zu stellen.
Dadurch wird es einerseits dem Entwickler ermöglicht sich auf die Entwick-
lung des Algorithmus zu konzentrieren ohne sich größere Gedanken über eine
mögliche Hardwarearchitektur machen zu müssen. Andererseits erlaubt die
Verwendung einer ADL die Entwicklung hardwareunabhängiger Parallelisie-
rungswerkzeuge, welche für eine Vielzahl an unterschiedlichen Komponenten
eingesetzt werden können.
Als weiteres Kernelement des Frameworks soll ein Architektur- und Softwa-
resimulator eingesetzt werden, der eine direkte Evaluation des parallelisierten
Algorithmus ermöglicht um das Ergebnis iterativ optimieren zu können.
1.1 Ziele und Beitrag der Arbeit
Aus diesem Umfeld lassen sich die grundsätzlichen Ziele dieser Arbeit ablei-
ten, welche den Maßstab für die zu entwickelnde Architekturbeschreibungs-
sprache und die zugehörigen Werkzeuge bieten:
5
1 Einleitung
• Das Hauptziel der ADL ist das Schließen der Lücke zwischen Nutzer-
und Hardwaresicht, in dem notwendige Hardwareeigenschaften model-
liert und den Parallelisierungswerkzeugen zur Verfügung gestellt wer-
den.
• Die ADL muss die notwendige Flexibilität bieten, um einen durchgängi-
gen Prozess von Systembeschreibung, Parallelisierung, Simulation, Eva-
luation und Optimierung darstellen zu können.
• Mit dem Hintergrund der automatisierten Parallelisierung ist es notwen-
dig einerseits strukturelle Systeminformationen als auch Verhaltensinfor-
mationen der Hardwarearchitektur beschreiben zu können.
• Um die iterative Optimierung der Parallelisierungswerkzeuge zu unter-
stützen müssen Simulationszeiten so kurz und die gewonnenen Informa-
tionen so genau wie möglich erhoben werden.
In dieser Arbeit wird deshalb eine flexible Architekturbeschreibungssprache
vorgestellt, welche es erlaubt sowohl Struktur- als auch Verhaltensinforma-
tionen komplexer heterogener Multicorearchitekturen zu modellieren, welche
sich sowohl an der Nutzersichtweise als auch an der Hardwaresichtweise ori-
entiert. Dazu wurde ein ADL-Compiler entwickelt, der die beschriebene Ar-
chitektur analysiert, die zur Verfügung gestellten Informationen extrahiert und
diese an die Parallelisierungswerkzeuge weitergibt. Des Weiteren erzeugt der
ADL-Compiler eine, auf einer Komponentenbibliothek und einem Simulati-
onsframework basierende, Simulationsumgebung zur Simulation, Evaluation
und parametrierbaren Entwurfsraumexploration von Multicoresystemen.
Um die durchgängige Flexibilität des Frameworks zu ermöglichen wurde für
die ADL ein spezielles Hierarchiekonzept entwickelt, welches sowohl die Be-
schreibung von alternativen Implementierungen, hierarchischen Implementie-
rungen als auch die Beschreibung unterschiedlicher Abstraktionsebenen einer
Komponente zulässt. Besonders durch die Verwendung der hierarchischen
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Modellierung unterschiedlicher Abstraktionsebenen kann dabei eine deutliche
Reduktion der Simulationszeiten für iterative Parallelisierungsansätze erzielt
werden ohne nennenswerte Verluste in der Qualität der parallelisierten An-
wendung hinnehmen zu müssen.
Evaluiert wurde deshalb die Fähigkeit zum Einsatz in der Entwurfsraumex-
ploration sowie die adaptive Simulation mit Komponenten auf unterschied-
lichen Abstraktions- und Genauigkeitsebenen, sowie deren Auswirkungen so-
wohl auf die Entwurfsraumexploration als auch auf die automatisierte iterative
Parallelisierung von Algorithmen.
1.2 Aufbau der Arbeit
Diese Arbeit verfolgt eine Thematische Gliederung der Kapitel, so dass Grund-
lagen und weitere thematisch verwandte Arbeiten in die entsprechenden Ka-
pitel integriert wurden.
Kapitel 2 gibt zunächst einen Einblick in das EU-Forschungsprojekt ALMA, in
dessen Rahmen diese Arbeit entstanden ist.
Kapitel 3 beschreibt die Anforderungen und Ziele des Frameworks und gibt
einen Überblick über die einzelnen Komponenten und der Zusammenhänge
untereinander. Dazu wird jeweils eine kurze Zusammenfassung der Beschrei-
bungssprache und des zugehörigen Compilers, der Simulationsumgebung so-
wie des Profilers wiedergegeben.
In Kapitel 4 wird somit die Umsetzung und der Aufbau der Architekturbe-
schreibungssprache beschrieben, sowie die in der Sprache realisierten Hierar-
chiekonzepte, die Sichtweisen auf Hardware und Software innerhalb der ADL
und parametrierbaren Beschreibungsmöglichkeiten erläutert.
Das Kapitel 5 beschreibt die Realisierung des ADL-Compilers zum Übersetzen
der Architekturbeschreibungssprache in eine Zwischendarstellung zur
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Verwendung im Simulator. Dabei wird auch der vollständige Ablauf sowie
die implementierten Funktionen im Übersetzungsvorgang detailliert beschrie-
ben.
Kapitel 6 beschreibt nun die Simulationsumgebung, die implementierten Si-
mulationsklassen und Konfigurationsmöglichkeiten. Dazu beschreibt es außer-
dem die Methodik zur dynamischen Erstellung einer Simulationsumgebung
aus der Architekturbeschreibungssprache.
Als nächstes beschreibt Kapitel 7 die Laufzeitanalysefunktionen von Instru-
mentierungsfunktionen über die Profiling Klassen und deren Integration in das
Simulationsframework.
Anschließend gibt Kapitel 8 einen Überblick über die durch den Einsatz der
Beschreibungssprache erzielten Ergebnisse im Rahmen der Entwurfsraumex-
ploration, der Performanzanalyse, sowie der Spracheigenschaften im Hinblick
auf die hierarchische Beschreibung und die damit verbundenen Möglichkeiten
zur Steuerung des Simulationsframework.




Dieses Kapitel beschreibt das EU Forschungsprojekt ALMA: ALgorithm
parallelization for Multicore Architectures, welches das Ziel verfolgt hat
Algorithmen aus Hochsprachen automatisiert zu parallelisieren und di-
rekt für eine eingebettete Multicorearchitektur zu kompilieren. Es werden
die Ziele des Projekts sowie der Lösungsansatz zur automatisierten Paral-
lelisierung dargestellt. Dazu gehört eine kurze Beschreibung der Kompo-
nenten und der verwendeten Kahrisma Architektur.
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Das ALMA [GAV+12] [SOB+13] Projekt befasst sich mit einem neuartigen An-
satz für den Entwicklungsprozess für Hardware und Softwaresysteme. Das
Ziel des Projektes ist es eine Entwicklungsumgebung für die automatisierte
Parallelisierung sequentieller Algorithmen bereitzustellen, welche die Komple-
xität eines zugrunde liegenden Multiprozessorsystems vor dem Endnutzer ver-
steckt, indem Algorithmen, welche in SciLab [Sci13] geschrieben sind, kompi-
liert und für rekonfigurierbare Multiprozessorsysteme optimiert werden. Als
Ergebnis erzeugt die ALMA-Toolchain ausführbare Dateien für eine Multico-
rehardware als auch eine Simulationsumgebung.
Eines der Designziele des ALMA Projekts ist die Hardwareunabhängigkeit der
Toolchain, welche nicht dediziert für eine Zielarchitektur implementiert wer-
den, sondern eine Vielzahl an Architekturen unterstützen soll. Obwohl die
Toolchain generisch ist, muss das Ergebnis, also die parallelisierte Anwendung,
für die zugrundeliegende Architektur optimiert werden, weshalb eine detail-
lierte Kenntnis über die Hardwarearchitektur zwingend notwendig ist.
Eine Schlüsselkomponente für eine effektive Parallelisierung ist daher eine ab-
strakte Beschreibung der Architektur sowie eine Simulationsumgebung mit der
die erstellte Anwendung evaluiert werden kann. Nur so können iterative Ver-
besserungen an der Anwendung durchgeführt, sowie eine leistungsfähige und
effiziente Parallelisierung gefunden werden.
Innerhalb des ALMA Projekts wurden zwei Beispielarchitekturen verwendet.
Eine der beiden ist die KArlsruhe’s Hypermorphic Reconfigurable-Instruction-
Set Multi-grained-Array (KAHRISMA) Architektur [RKB+10], die zweite ist ei-
ne Multicore Architektur der niederländischen Firma Recore [Rec17].
Das Ergebnis dieses Forschungsprojektes wird im StartUp emmtrix Technolo-
gies [SRO+16] weiter verfolgt.
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2.1 ALMA Software Framework
Das ALMA Software Framework besteht aus mehreren Gruppen an Werkzeu-
gen und Software-Bibliotheken, wie sie in Abbildung 2.1 dargestellt sind. Der
linke Teil dieses Diagramms beschreibt dabei die Compiler-Toolchain mit ihren
Verarbeitungsschritten um aus einer SciLab Anwendung eine für Multicore Ar-
chitekturen optimierte ausführbare Datei zu erstellen. Diese kann anschließend
direkt auf der Hardware als auch innerhalb des Systemsimulators ausgeführt
werden.
Dabei wird zunächst die SciLab Anwendung durch eine Vorverarbeitung in
eine Zwischendarstellung in C überführt. In diesem Schritt werden bereits hilf-
reiche Informationen extrahiert, die für die spätere Parallelisierung der Anwen-
dung genutzt werden können. Dazu gehören beispielsweise Größen- und Da-
tentypinformationen von Matrizen und Variablen oder Lebensdauer und Sicht-
barkeiten von Variablen. Anschließend wird das C-Programm mit Hilfe des
Generic Compiler Suite (GeCoS) Framework [FYEM+13] in einen Hierarchical
Task Graph (HTG) überführt. Auf diesem lassen sich feingranulare als auch
grobgranulare Transformationen zur Parallelisierung durchführen um einer-
seits eine optimierte Code-Ausführung innerhalb einer Verarbeitungseinheit
(feingranular) als auch eine Verteilung des Programms auf mehrere Prozesso-
ren (grobgranular) zu erreichen.
Das Ergebnis ist wiederum ein C-Programm, welches nun parallelisiert wur-
de und von einem architekturspezifischen Compiler in eine Ausführbare Da-
tei übersetzt wird. Für die KAHRISMA Architektur baut dieser Compiler auf
dem Low Level Virtual Machine (LLVM) [Lat13b] Compiler Framework auf
und verwendet darüber hinaus angepasste Werkzeuge aus der Gnu Compiler
Collection [C. 10]. Dieser wurde in der Arbeit von Timo Stripf [Str13] entwickelt
und erforscht. Dabei wurden die notwendigen Funktionen zur Unterstützung
der Laufzeitrekonfiguration auf unterschiedliche Instruction Set Architectures



























































Abbildung 2.1: Übersicht über die ALMA Toolchain [BSO+12]
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2.1 ALMA Software Framework
KAHRISMA Compiler erzeugt ausführbare Dateien im Executable and Linka-
ble Format (ELF) [Com95] Dateiformat, welche mehrere ISAs aus KAHRISMA
unterstützen und damit die Laufzeitrekonfiguration unterstützen.
Um die architekturspezifischen Eigenschaften der Hardware optimal im Paral-
lelisierungsprozess nutzen zu können, wird in der ALMA-Werkzeugkette eine
ADL eingesetzt. Diese Sprache muss in der Lage sein, die notwendigen und
hilfreichen Informationen der Architektur abzubilden, gleichzeitig aber die Fle-
xibilität bieten um in verschiedenen Werkzeugen sinnvoll eingesetzt zu wer-
den. Nur durch den Einsatz einer derartigen Architekturbeschreibungsspra-
che kann das gesamte Parallelisierungsframework architekturunabhängig, er-
weiterbar und flexibel gestaltet werden um auch zukünftigen Anforderungen
und Architekturen gerecht zu werden.
Die ALMA Werkzeugkette verwendet nun einen iterativen Ansatz mit dem die
Parallelisierung der Anwendung schrittweise optimiert werden kann. Deswe-
gen muss die Architekturbeschreibungssprache die Grundlage für eine Sys-
temweite Simulationsumgebung darstellen, mit deren ein Ergebnis der Soft-
wareparallelisierung evaluiert und iterativ optimiert werden kann. Hier spielt
der Trade-Off zwischen feingranularer und grobgranularer Parallelisierung ei-
ne für die Performanz der Anwendung entscheidende Rolle. Dazu wird ein
flexibles Simulationsframework benötigt, welches zusammen mit der ADL ei-
ne ausführbare Simulationsumgebung für die parallelisierte Anwendung be-
reitstellt. In dieser Umgebung müssen Evaluationswerkzeuge wie Applikati-
onsprofiling oder Architekturtracing zur Verfügung stehen, welche auch die
besonderen Anforderungen an die Evaluation der einzelnen Parallelisierungs-
schritte ermöglicht. Die genaue Abbildung der Compilertransformationen auf
die Profilingfunktionen ist daher zwingend erforderlich um diese Informatio-
nen mit einer Feedback-Schleife auch wieder verarbeiten zu können.
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2.2 Die KAHRISMA Hardwarearchitektur
KAHRISMA ist eine flexible Very Long Instruction Word (VLIW) Architektur,
welche aus einer Menge an Ausführungseinheiten bzw. Prozessorelementen,
genannt Encapsulated Datapath Element (EDPE), besteht. Diese sind zur Lauf-
zeit rekonfigurierbar und können so verschieden komplexe Architekturen oder
Spezialinstruktionen realisieren. Jede der möglichen Architekturen bietet seine
Vorteile für bestimmte Anwendungen, Applikationen und Einsatzzwecke. Ein
KAHRISMA System, wie es in Abbildung 2.2 dargestellt ist, kann aus mehreren
Dutzend dieser EDPEs bestehen, wodurch es zu einem komplexen Multicore-
system wird.
EDPEs können zu Konfigurationen zusammengefasst werden um als eine grö-
ßere einzelne Ausführungseinheit zu arbeiten, um den Instruction Level Par-
allelism (ILP) innerhalb einer Anwendung besser ausnutzen zu können. Eine
derartige Konfiguration besteht aus bis zu vier KAHRISMA Prozessorkernen
welche auf dem Run-Time Scalable Issue-Width (RSIW) Konzept basieren. Je-
der Prozessorkern implementiert einen zweifach-VLIW (RSIW2) Prozessor. Bei
einer Kombination von vier Prozessoren (RSIW2222) wird also ein achtfach-
VLIW Prozessor erstellt [KSJB11]. Eine weitere Möglichkeit der Konfiguration
besteht darin aus den EDPEs Spezialinstruktionen zu konstruieren um die Aus-
führung von dedizierten Anwendungen zu beschleunigen.
Zur Nutzung des ILP kann die Architektur mit Ihrer Vielzahl an Prozessoren
auch als klassische Multicorearchitektur genutzt werden. Dadurch können An-
wendungen auch vom Thread Level Parallelism (TLP) profitieren, der die par-
allele Ausführung mehrerer unabhängiger oder zusammengehöriger Anwen-
dungen erlaubt.
Dadurch kann die Architektur auf aktuelle Anforderungen und Belastungen
reagieren oder auf spezielle Ziele, wie kurze Reaktionszeiten oder einen maxi-
mierten Datendurchsatz hin optimiert werden.
14
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Abbildung 2.2: Übersicht über die KAHRISMA Architektur in der unterschied-
liche Konfigurationen aktiv sind. Die Ausführungseinheiten




Ein Framework für die Evaluation
eingebetteter Systeme
Dieses Kapitel beschreibt den Aufbau und das Zusammenspiel der ein-
zelnen Komponenten des in dieser Arbeit entwickelten Frameworks. Da-
bei wird jeweils ein Überblick über die Ziele des Frameworks und die An-
forderungen an das Framework definiert.
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3.1 Ziele
Der grundlegende Zweck des Beschreibungsframeworks ist die Unterstützung
unterschiedlicher Werkzeuge für die Softwareentwicklung. Ein besonderer Be-
reich hierbei ist die Entwicklung von parallelen Anwendungen. Dabei ist eine
sehr genaue Kenntnis der zugrundeliegenden Hardware notwendig um eine
effiziente Berechnung und Ausführung zu erreichen.
Daraus ergibt sich das primäre Ziel der Architekturbeschreibung eine abstrak-
te Informationsquelle über die Hardwarearchitektur zur Verfügung zu stellen
um den Entwicklungsprozess paralleler Programme sowie die automatisierte
Parallelisierung sequentieller Algorithmen für eingebettete Systeme zu unter-
stützen.
Die im Rahmen des ALMA Projektes [BSO+12] entwickelten Softwarewerkzeu-
ge zur automatisierten Parallelisierung von Algorithmen nutzen diese
Möglichkeit um hardwareunabhängig arbeiten zu können. Die über die Hard-
warearchitektur notwendigen Kenntnisse können so aus der Architekturbe-
schreibung extrahiert und in den Entwicklungsprozess eingebunden werden.
Somit kann eine Vielzahl unterschiedlicher Hardwarearchitekturen unterstützt
werden, was allerdings eine hohe Flexibilität und Adaptivität des Frameworks
erfordert.
Ein weiteres Ziel des Frameworks ergibt sich aus der allgemeinen Anforderung
an Parallelisierungswerkzeuge möglichst effizienten und schnell ausführbaren
Code zu erzeugen. Um dieses Ziel erreichen zu können sind Messungen der
Leistung des Systems und des erzeugten Quellcodes notwendig. Deshalb ist
ein Ziel dieses Framework die Integration einer Simulationsumgebung mit der
das beschriebene System als auch die erzeugte parallele Software simuliert und
evaluiert werden kann.
Mit der Verknüpfung der ADL mit Architekturanalysen und einer Simulations-
umgebung mit integriertem Profiler ist es wichtig, dass die ADL ein durchgän-
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giges Konzept verfolgt um eine in allen Werkzeugen konsistente und gemein-
same Beschreibung des Systems zu ermöglichen.
3.2 Anforderungen
Ausgehend von den Zielen, ergeben sich die Anforderungen an das Beschrei-
bungsframework.
Analysierbarkeit Die Architekturbeschreibung muss formalisiert und
analysierbar sein, damit Sie für die Verwendung in Entwicklungswerk-
zeugen für heterogene parallele Systeme eingesetzt werden kann. An-
dernfalls können Compiler und Scheduler keine Entscheidungen tref-
fen, die maßgeblich für die Effizienz eines parallelen heterogenen Sys-
tems verantwortlich sind. Darüber hinaus wäre damit keine Systemer-
zeugung in Simulationssystemen möglich.
Erweiterbarkeit und Adaptierbarkeit Um der ständigen Weiterentwick-
lung eingebetteter Systeme Rechnung tragen zu können, muss eine Ar-
chitekturbeschreibungssprache entsprechend erweiterbar sein. Dies be-
trifft sowohl die Unterstützung neuster Technologien und Komponenten
als auch die Beschreibungsmuster an sich. Die Adaption der einzelnen
Werkzeuge auf ein beschriebenes System spielt dabei eine sehr wichtige
Rolle in der Konsistenz des Frameworks.
Rekonfigurierbarkeit Da Rekonfigurierbare Systeme einen besonderen
Stellenwert bei der Entwicklung heterogener Systeme genießen und
manche davon die Eigenschaft besitzen ihre Funktion, Struktur und ihr
Verhalten zur Laufzeit zu ändern, soll die Architekturbeschreibung so-
wie das Framework diese Möglichkeiten schon in der Design-Phase mit
einbeziehen.
19
3 Ein Framework für die Evaluation eingebetteter Systeme
Reduzierung von Komplexität Im Vergleich zu anderen Beschreibungs-
sprachen, soll diese Sprache die Möglichkeit bieten auf einfache Art und
Weise, reguläre als auch irreguläre Systeme zu beschreiben um deren
Komplexität handhabbar zu gestalten.
Mixed-Level-Beschreibung Die Beschreibung soll in der Lage sein, so-
wohl Verhaltens- als auch Strukturinformationen zu beinhalten. Diese
Informationen sollen hierarchisch beschrieben und verwendbar sein.
Dies soll eine Flexibilität bei der Auswahl verschiedener Parameter bei
Beschreibung, Analyse und Simulation ermöglichen. Besonders die Si-
mulation soll die Ausführung unterschiedlicher Abstraktionsebenen un-
terstützen.
3.3 Frameworks für die Entwurfsraumexploration
SESAM [VGS+10, PEP06] ist ein Entwurfsraumexplorationsframework, wel-
ches es erlaubt Architekturen als auch Anwendungen sowie Performance Mo-
dellierungen zu erstellen. Allerdings werden Architektur und Anwendung ge-
trennt voneinander simuliert, da für die Architektur eine rein strukturelle Be-
schreibung verwendet wird. Dadurch ist eine binärkompatible Simulation der
Anwendung nicht möglich, was SESAM für den Einsatz innerhalb eines itera-
tiven Parallelisierungsansatz ungeeignet macht.
Hermes Multi Processor System (HeMPS) [CDCM09] ist ein Framework zur
Beschreibung von homogenen Multiprozessorsystemen mit Network-on-Chip
Kommunikationssystemen. Zur Verfügung steht eine NoC Infrastruktur und
auf MIPS Plasma basierende Prozessorsimulatoren. Die Beschreibung des Sys-
tems steht allerdings keine Architekturbeschreibungssprache zur Verfügung
sondern ein graphischer Editor mit der die Größe eines HeMPS Array defi-
niert und Software-Tasks in Form von Task Graphen modelliert werden kön-
nen. HeMPS unterstützt nun die dynamische Allokation von Tasks auf das
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Multiprozessorsystem und deren Simulation mit Hilfe von zyklenakkuraten
SystemC Modellen.
Angiolini et. al. [ACL+06] vereinen nun die CAD Werkzeuge von LISATek, die
LISA Architekturbeschreibungssprache mit MPARM, einer Multiprozessorum-
gebung auf SystemC Basis. Beide Sprachen bzw. Systeme arbeiten auf Bit- und
Signal-Akkuraten Simulationsklassen, welche entweder, im Fall von MPARM,
direkt in SystemC beschrieben sind, oder die Beschreibung von Application-
Specific Instruction Set Processors (ASIPs) in LISA erlauben, aus denen sich
SystemC Modelle erzeugen lassen. Weitere Abstraktionsebenen sind hier al-
lerdings nicht möglich. Die Beschreibung mit LISA wird im Abschnitt 4.3 be-
schrieben.
ALMA ähnliche Parallelisierungswerkzeuge sind MAPS [CCS+08] oder MPA
[BBWA09]. Der Unterschied zwischen ALMA, MAPS und MPA besteht darin,
dass MAPS und MPA eine Applikation in C-Code verwenden und daher deut-
lich eingeschränkter in der Anwendungsprogrammierung sind, als wenn ein
SciLab Algorithmus verwendet wird. Des Weiteren verwendet MAPS analyti-
sche Verfahren für die Performance Evaluation anstelle einer Simulation.
Mit der Problematik von ILP und Cache-Optimierungen, welche oftmals ge-
gensätzliche Auswirkungen auf die Leistungssteigerung eines Systems besit-
zen, befasst sich die Arbeit von Barthou et. al. [BDC+07]. Vorgeschlagen wird
eine feingranulare Analyse des Programmcodes, um automatisch gute Kom-
promisse zwischen beiden Optimierungsmöglichkeiten zu erzielen und damit
die Gesamtleistung des Systems nochmals zu steigern. Es fehlen allerdings
grobgranulare Ansätze, welche Anwendungen auf Multicoreprozessoren ver-
teilen können.
In [DZK+13] hingegen wird eine Lösung vorgestellt, welche sich besonders
um das Mapping von Threads auf Multicore Systeme und damit die Ausfüh-
rung auf verschiedenen Kernen kümmert. Dabei wird ein neuartiger Ansatz
verfolgt, welcher eine effektive Wiederverwendung von Daten innerhalb ei-
ner geteilten Cache Struktur eines Multicoreprozessors ermöglicht und damit
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die Belastung der Kommunikations- und Speichersysteme verringert. Die Be-
schränkung hierbei liegt darin, dass nur Schleifen ohne weitere Abhängigkei-
ten im Daten- als auch Kontrollfluss betrachtet werden können und dies somit
für den Einsatz spezialisierter eingebetteter Systeme kaum in Frage kommt.
Um derartige Abhängigkeiten zu betrachten, wird in [HJB+13] ein dynami-
sches Framework beschrieben, welches zur Laufzeit eines Programms eine Ab-
hängigkeitsanalyse durchführt und einen dynamischen Scheduler für das auf-
rufen weiterer Schleifeniterationen aufbaut. Basierend auf einem Basisschedu-
ler, welcher dem Programm als Laufzeitsystem hinzugefügt werden muss, kön-
nen so dynamisch individuelle Schedules ermittelt werden, welche sich den
aktuellen Gegebenheiten anpassen um das Programm weiter zu beschleuni-
gen und die Parallelität auf mehreren Kernen besser auszunutzen. Auch hier
liegt die Beschränkung darin, dass nur Schleifeniterationen betrachtet werden
können und im Vergleich zu ALMA keine tiefgreifende Analyse und Partitio-
nierung allgemeiner Algorithmen stattfindet.
3.4 Aufbau und Komponenten
Das Framework besteht aus mehreren Komponenten, die jeweils aufeinander
Aufbauen oder unterschiedliche Teilergebnisse erzeugen. Die Grundlage stellt
dabei die Architekturbeschreibungssprache dar, deren Zusammenspiel mit den
anderen Komponenten in Abbildung 3.1 dargestellt ist.
Des Weiteren existiert ein ADL-Compiler um die Architekturbeschreibung zu
übersetzen und weiteren Werkzeugen zur Verfügung zu stellen. Als weitere
Werkzeuge stehen Analysefunktionen zur Verfügung die in den Compiler in-
tegriert sind und auf dessen Ergebnissen ausgeführt werden können. Die Er-
gebnisse der Analysewerkzeuge können dann wiederum Entwicklungswerk-
zeugen wie der ALMA-Toolchain oder GeCoS übergeben werden. Direkt auf
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Abbildung 3.1: Komponenten und Werkzeuge im Framework und deren Zu-
sammenhang mit der ADL
den Ergebnissen des Compilers arbeitet auch das Simulationsframework. Die-
ses generiert aus einer Bibliothek an Simulationsklassen und der Architektur-
beschreibung eine simulierbare Systemumgebung zur Ausführung paralleler
Software.
Das Simulationsframework unterstützt dabei eine Vielzahl an unterschiedli-
chen Simulationsmethoden von funktional bis zyklenakkurat oder von abstrak-
ter Softwaresimulation bis zur binärkompatiblen Simulation. Welche Simulati-
onsmethode zum Einsatz kommt wird durch die Simulationsklasse bestimmt.
Das Simulationsframework gibt den Rahmen vor und steuert die Simulation
der einzelnen Module.
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Als weiteres wichtiges Werkzeug wurde für das Simulationsframework ein
flexibler und adaptiver Profiler entworfen, dessen Funktionen als Bibliotheks-
klassen dem Simulationsframework zur Verfügung gestellt werden. Durch die
Modellierung eines Systems in der ADL kann das Simulationsframework an-
schließend die notwendigen Klassen entsprechend der instanziierten Modu-
le auswählen und zur Verfügung stellen. Dadurch kann sichergestellt werden,
dass Profilingfunktionen je nach instanziiertem Modul verfügbar sind.
3.4.1 Architekturbeschreibungssprache
Die ADL soll die Beschreibung von Hardwarearchitekturen ermöglichen, ein-
fach erlernbar, flexibel und leicht erweiterbar sein. Aus diesem Grund bedient
sich die ADL den aus typischen Hardwarebeschreibungssprachen, wie Very
High Speed Integrated Circuit Hardware Description Language (VHDL)
[IEE09] oder Verilog [IEE06], bekannten Konzepten aus Modulen und Instan-
zen, Ports und Interfaces, sowie den Verbindungen daraus.
Die aus der Hardwarebeschreibung bekannten Elemente bilden das struktu-
relle Gerüst der Architekturbeschreibung. Diese wird wiederum mit Verhal-
tensbeschreibungen annotiert. Innerhalb des in Abbildung 3.2 dargestellten Y-
Diagramms nach Gajski und Kuhn befindet sich die Architekturbeschreibungs-
sprache deshalb auf den oberen markierten Ebenen.
Das grundlegende Element der Architekturbeschreibungssprache stellt das
Modul dar. Ein Modul modelliert eine für sich eigenständige und abgeschlos-
sene Komponente einer Hardwarearchitektur wie beispielsweise einen Prozes-
sor oder einen Speicher. Als Strukturkomponente beschreibt es den Aufbau
einer solchen Systemkomponente. Ports geben die Kommunikationspunkte,
also Eingabe und Ausgabemöglichkeiten an. Ports werden mit einem Inter-
face verknüpft, wodurch ein Verbindungstyp definiert wird. Um ein System
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Abbildung 3.2: Einordnung der ADL im Y-Diagramm nach Gaisky und Kuhn
zu beschreiben werden nun Module instanziiert und diese Instanzen anschlie-
ßend miteinander verbunden. Die Verbindung der Ports impliziert die Verwen-
dung eines Interfaces, welches im Modulport referenziert wurde. So können
direkt inkompatible Module, bzw. Ports erkannt werden, wenn die Instanz-
ports unterschiedliche Interfaces verwenden. Die Modulbeschreibung unter-
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stützt die Verwendung von Hierarchieebenen um Module aus Teilkomponen-
ten aufzubauen oder um Simulationsalternativen zu beschreiben. In diesem
Hierarchiekonzept liegt die Besonderheit darin, dass jede Ebene in sich ab-
geschlossen ist und damit auch jede Hierarchieebene eine Abstraktionsebene
darstellen kann.
Als weiteres grundlegendes Element dieser Architekturbeschreibungssprache
wird eine Verhaltensbeschreibung, genannt Behavior, verwendet. Ein Beha-
vior annotiert Module und Interfaces, wodurch die Verhaltensinformationen
auch auf die Instanzen übertragen werden können. Um eine klare Analysier-
barkeit der Sprache zu erlauben werden Verhaltensbeschreibungen nicht in ei-
ner Programmiersprache verfasst, sondern als klar definierte Eigenschaften in-
nerhalb der ADL angegeben. Um das funktionale Verhalten eines Moduls zu
beschreiben, können die Simulationsklassen und damit eine Programmierspra-
che verwendet werden. Diese können entsprechend dem Hierarchiekonzept
auf mehreren Abstraktionsebenen implementiert werden, um so das Verhalten
auf dem gewünschten Detailgrad zu implementieren.
Um den Einsatz in Compiler-Werkzeugen und Parallelisierungswerkzeugen zu
ermöglichen umfasst die Architekturbeschreibungssprache ein spezielles um-
fangreicheres Behavior, mit dem Prozessorinformationen abbildbar sind. Da-
zu gehören die vorhandenen internen Ressourcen und Ausführungseinheiten,
welche nicht als eigenständige Module modelliert werden müssen. Aber auch
Befehlssatzinformationen inklusive einer semantischen Beschreibung der In-
struktionen welche auf den passenden Compiler abgebildet werden können
sind Teil dieser Beschreibung. Besonders wichtig für feingranulare Paralleli-
sierungsschritte sind Performanzinformationen, Belegungsinformationen von
Ressourcen, Latenz- und Befehlsdurchsatzinformationen der Ausführungsein-
heiten. Auf grobgranularer Ebene ist die Struktur eines Systems sowie die
Kommunikationsinfrastruktur entscheidend. Struktur- als auch Verhaltensin-
formationen können extrahiert und analysiert werden. Dadurch können detail-
lierte Informationen über Nachrichten und Kommunikationswege zwischen
Prozessorkernen ermittelt werden.
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Als weiteres Element werden Konfigurationen eingesetzt. Eine Konfiguration
beschreibt dabei eine Untermenge der in einer Systembeschreibung verfüg-
baren Instanzen und Verbindungen. Konfigurationen können dafür verwen-
det werden rekonfigurierbare Systeme zu beschreiben. Innerhalb eines Systems
können mehrere sich überlappende Konfigurationen beschrieben werden. Al-
lerdings muss sichergestellt sein, dass diese Konfigurationen nicht gleichzeitig
geladen werden. Auf Analyse- und Beschreibungsebene kann dies durch den
Compiler abgedeckt werden. Innerhalb der Simulation müssen dafür entspre-
chende Laufzeitumgebungen oder Betriebssystemfunktionen in die Simulati-
onsmodule implementiert werden.
3.4.2 ADL-Compiler
Um die ADL effektiv verarbeiten zu können, beinhaltet das Framework einen
Compiler, welcher die Sprache in eine Zwischendarstellung übersetzt. Inner-
halb des Simulationsframework wird aus dieser Zwischendarstellung die Si-
mulationsumgebung erzeugt.
Der Compiler wird als Multi-Pass Compiler [ALSU06] implementiert. Obwohl
nicht direkt nach jedem Pass Ausgabedateien erzeugt werden, ist es dennoch
nicht möglich die ADL mit einem einzigen Compiler-Pass zu übersetzten. Dies
liegt unter anderem an der notwendigen Weiterleitung von Verbindungsin-
formationen bei der Verwendung von Implementierungen. Diese lassen sich
nur iterativ auflösen, nachdem alle Module zunächst einmalig geparst worden
sind. In diesem Fall wird durch die einzelnen Compilerpasses ein Ergebnis er-
zeugt, welches für weitere Analysen als auch für die Simulationsumgebung zur
Verfügung gestellt wird.
Direkt im Compiler werden auch statische und generische Analysewerkzeu-
ge als Compiler-Pass integriert. Die Analyse-Passes folgen nun den Compiler-
Passes und fügen dem Compiler-Ergebnis jeweils mehr Informationen hinzu.
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Durch das Pass Konzept kann sichergestellt werden, dass die Analysefunktio-
nen auch durchgeführt werden können, da alle auf der gleichen Datenbasis
durchgeführt werden. Jede Analysefunktion kann dabei einen eigenen Ausga-
bedatensatz definieren. Die Ausgabe kann an den Compiler übergeben werden,
so dass ein gleichmäßiges Ausgabeformat verwendet wird. Dies erleichtert die
anschließende Weiterverarbeitung der Analysedaten.
Die Analysewerkzeuge werden primär dafür verwendet, die für die Softwa-
reparallelisierung notwendigen Informationen aus der ADL zu extrahieren.
Dazu zählen einerseits High-Level Informationen über die globale Systemar-
chitektur, welche in grobgranularen Code-Transformationen eingesetzt werden
können. Für die Parallelisierung werden zudem Speicherhierarchien und Spei-
cherarchitekturen evaluiert sowie die Kommunikationsinfrastruktur hinsicht-
lich ihrer Kommunikationskosten zwischen Prozessoren analysiert. Auf der
anderen Seite werden Low-Level Informationen über Prozessorarchitekturen,
Befehlssatzinformationen und Ressourcenverbrauch extrahiert, die für die fein-
granulare Parallelisierung und die Code-Generierung verwendet werden.
Der Aufbau sowie die Funktionsweise des ADL-Compiler sind in Kapitel 5 nä-
her beschrieben.
3.4.3 Multicore Simulator
Der Multicore Simulator dient primär der Evaluation eingebetteter Systeme
bestehend aus Hardwarekomponenten sowie sequentieller als auch paralleler
Anwendungen und Softwarefunktionen. Für die Verwendung in der ALMA
Toolchain soll einerseits sichergestellt werden, dass das parallelisierte
Programm auch tatsächlich ausführbar ist und kann deshalb simulativen Tests
unterzogen werden. Des Weiteren kann nach einer erfolgreichen Parallelisie-
rung noch keine genaue Aussage über die tatsächlich erreichte Beschleunigung
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des Programms oder die Qualität der Parallelisierung hinsichtlich Ressourcen-
nutzung und Auslastung des Systems getroffen werden. Um diese Merkma-
le zu evaluieren bietet sich eine Gesamtsystemsimulation der Anwendung als
auch der Hardwarekomponenten an. Nur dadurch lässt sich das Zusammen-
spiel aus Hardware und Software sinnvoll evaluieren.
Um dies zu ermöglichen wurde der Simulator mit einer Binärkompatibilität
entworfen. Dies bedeutet, dass die zu simulierende Architektur Programme
ausführen kann, welche auch auf einer realen Hardware ausführbar sind. Bei
der Anwendung handelt es sich damit nicht mehr um ein Modell.
Als Eingabedaten verwendet der Simulator eine kompilierte ausführbare par-
allelisierte Anwendung sowie eine Architekturbeschreibung in ADL. Analog
zum Aufbau der ADL-Module verwendet der Simulator einen Bibliotheksan-
satz, bestehend aus den Simulationsmodulen sowie den Kommunikationsin-
terfaces. Diese basieren auf SystemC [Sys12] und werden vom Simulator ent-
sprechend der ADL Beschreibung zu einer Simulationsumgebung verbunden.
Damit erhält der Simulator die Flexibilität um grundsätzlich jegliche in der
ADL beschreibbare Architektur auch simulieren zu können.
Die Nutzung dieses Bibliotheksansatzes mit Simulationsmodulen bietet da-
bei mehrere für den Entwurf eingebetteter Systeme wichtige Merkmale. Zum
einen lässt sich das Hierarchiekonzept der ADL damit vollständig umsetzen,
wodurch sich umfangreiche Möglichkeiten zur Entwurfsraumexploration er-
geben. Die Simulationsmodule können dabei entweder als Teilkomponenten
realisiert werden, so dass mehrere Simulationsmodule ein hierarchisch höher
angesiedeltes Simulationsmodul ersetzen können, oder ein Simulationsmodul
stellt eine Implementierung auf einer niedrigeren Abstraktionsebene mit hö-
herer Simulationsgenauigkeit dar. Aus diesem Ansatz lässt sich somit auch ein
Trade-Off modellieren, mit dem Simulationsgeschwindigkeit gegenüber der Si-
mulationsgenauigkeit abgewogen werden kann. Durch Auswahl der Hierar-
chieebene innerhalb der ADL, lässt sich die Simulationsumgebung verändern,
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wodurch sich abhängig von den gewählten Simulationsmodulen unterschied-
liche Simulationseigenschaften ergeben.
Zum anderen kann damit sichergestellt werden, dass die Konsistenz zwischen
der ADL, der Simulationsumgebung sowie dem Systemprofiler stets gewahrt
bleibt.
3.4.4 Adaptiver System Profiler
Der System Profiler ist ein wichtiges Werkzeug um die Leistungsfähigkeit einer
Applikation in Verbindung mit der zugrundeliegenden Hardwarearchitektur
zu messen. Er wird deshalb direkt in das Framework und den Simulator in-
tegriert und dient der Performanzanalyse parallelisierter Anwendungen. Der
Profiler stellt dafür ein generisches Framework zur Verfügung, welches der
Hierarchiebeschreibung der ADL sowie dem Simulationsframework gerecht
wird. Die Herausforderung liegt dabei in der Bereitstellung eines konsistenten
Frameworks, während sich die verfügbaren Simulationsmodule stark vonein-
ander unterscheiden können.
Aus diesem Grund stellt das Framework die notwendigen Funktionen als Ap-
plication Programming Interface (API) bereit um in jedes Simulationsmodul
integriert werden zu können. Es stehen dafür Instrumentierungsfunktionen,
Profiling Events und Profiling Types zur Verfügung. Eine Instrumentierungs-
funktion dient als Einsprungfunktion innerhalb einer parallelen Anwendung
und wirft bei Ausführung sogenannte Profiling Events im Simulator. Durch
die Simulation kann die Ausführung der Anwendung unterbrochen werden,
wobei nur ein minimaler Unterschied zu einer nicht instrumentierten Anwen-
dung entsteht.
Ein Event kann nun mehrere Profiling Types ansprechen. Das bedeutet, dass
die durch ein Event generierten Informationen an mehrere Types weitergege-
ben werden und dort weiterverarbeitet oder analysiert werden können.
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Wird ein Profiling Event direkt in einem Simulationsmodul gebunden, kann
er auch ohne Instrumentierungsfunktion geworfen werden. Dadurch kann für
das Profiling eine Simulationsunterbrechung durchgeführt werden und hat da-
mit keinen Einfluss auf die simulierte Anwendung.
Die Trennung der Funktionen auf Events und Types ermöglicht es der hierar-
chischen Flexibilität der ADL und des Simulationsframeworks gerecht zu wer-
den. Ein Event reagiert immer auf genau eine Instrumentierungsfunktion und
wird deshalb nur erzeugt, wenn die Funktion, und damit das zugehörige Mo-
dul, auch verfügbar ist. So könnte eine Anwendung auf einem Modul simuliert
werden, welches mehr oder weniger Profiling Funktionen zur Verfügung stellt
als ein anderes Simulationsmodul.
Die Evaluationsfunktionen innerhalb eines Types werden nun vom Event an-
gestoßen. Stehen also weniger Funktionen zur Verfügung, so werden auch we-
niger Events generiert. Die damit angestoßenen Evaluationsfunktionen werden
damit selektiert und deshalb nur ausgeführt, wenn alle notwendigen Informa-
tionen zur Verfügung stehen. Auf diese Weise kann ein konsistentes Ergebnis
erzielt werden, in dem die Evaluationsmethoden direkt von den verwendeten
Simulationsklassen abhängen.
Da die Evaluationsfunktion innerhalb eines Profiling Types implementiert
wird, bestimmt die Instrumentierungsfunktion noch nicht welche Evaluations-
funktion tatsächlich ausgeführt wird. Um Daten nicht mehrfach erheben zu
müssen kann ein Event die Informationen auch an mehrere Profiling Types
weitergeben. Innerhalb des Profiling Types lassen sich somit beliebige Evaluati-
onsfunktionen von Funktionsprofiling über Kommunikationsprofiling, bis hin
zu Prozessor-, Speicher-, oder Instruktionstracing implementieren.
Des Weiteren können Simulationsmodule auch eigene spezifische Methoden
zum Profiling oder Tracing der Architektur bereitstellen. Um diese Funktionen
nutzbar zu machen, kann die API des Profilers dazu verwendet werden, die-
se Informationen zu sammeln und zu visualisieren. Dies geschieht durch die
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Implementierung von Wrapper-Funktionen innerhalb des Simulationsmoduls,
welches auch den eigentlichen Simulator kapselt. Alternativ erlaubt das Si-
mulationsframework die Weitergabe von Kommandozeilenparametern an das




Eine modulare und hierarchische
Architekturbeschreibung
Dieses Kapitel beschreibt die Architekturbeschreibungssprache, ihren
Aufbau und die Funktionsweise. Darüber hinaus gibt dieses Kapitel ei-
ne Einordnung von Architekturbeschreibungssprachen im Vergleich zu
anderen Sprachen wieder.
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4.1 Einordnung
Für die Beschreibung von Spezifikationen, Systemen und Systemeigenschaften,
Software oder Hardwarearchitekturen werden unterschiedliche Sprachen ver-
wendet. Allen voran stehen natürliche Sprachen, wie Deutsch oder Englisch,
welche in ihrer Ausdrucksstärke sehr mächtig sind, allerdings auch schwer in-
terpretierbar und daher nicht automatisiert zu verarbeiten sind. Eine natürliche
Sprache für die Beschreibung einer Multicorearchitektur zur verwenden ist da-
her keine geeignete Wahl.
Formale Sprachen wurden entworfen um mit Hilfe mathematischer Konstruk-
te Verifikationen durchführen zu können. Mit einer Formalen Sprache können
Spezifikationen eindeutig beschrieben und automatisiert analysiert sowie ve-
rifiziert werden. Für die Entwicklung sowie die abstrakte Beschreibung eines
Multicoresystems sind auch formale Sprachen nicht geeignet, da sich abstrak-
te Eigenschaften und Systemstrukturen nur unzureichend mit mathematischen
Konstrukten beschreiben lassen.
Eine weitere Klasse an Sprachen sind Modellierungssprachen wie beispielswei-
se die Unified Modelling Language (UML) [Obj15]. Sie erlauben die Modell-
ierung der Struktur und auch der Architektur. Modellierungssprachen ermög-
lichen zwar auch die Beschreibung von Funktionsabläufen, Eigenschaften und
Zusammenhängen, allerdings lassen sich konkrete Verhaltensweisen und
Funktionsimplementierungen nur unzureichend beschreiben. So ist es nicht
möglich Compiler oder Simulationsumgebungen aus einer Modellierungsspra-
che heraus zu generieren.
Für die Funktionsbeschreibung eignen sich Programmiersprachen, wie C
[KR88], C++ [Str00] oder auch Java [Ora15], sehr gut. Auch Architekturmo-
dellierungen lassen sich mit Programmiersprachen gut umsetzten. Die Proble-
matik bei Programmiersprachen besteht auf Grund hoher Freiheitsgrade in der




Eine Hardware Description Language (HDL), welche eine synthetisierbare Be-
schreibung verfolgt, stellt Architekturinformationen auf einer sehr detaillier-
ten Ebene dar. Die Erzeugung von Hardwarestrukturen ist eine Eigenschaft die
Formale Sprachen oder Programmiersprachen nicht abbilden können. Im Ge-
genzug sind HDLs deutlich eingeschränkter was die Beschreibungsfähigkei-
ten angeht, weshalb HDLs als eigene Sprachgruppe gesehen werden können.
Wie in Abbildung 4.1 zu erkennen ist, haben alle Sprachen einen gemeinsamen




Abbildung 4.1: Abgrenzung einer ADL von anderen Sprachen nach Mishra et.
al. [MD08]
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Da sich nun viele Sprachtypen für die Beschreibung von Hardware- oder Soft-
warearchitekturen verwenden lassen, ist eine dedizierte Abgrenzung, ob eine
Sprache eine ADL ist, nicht eindeutig durchführbar. Erkennbar ist allerdings,
dass ADLs oftmals gemeinsame Eigenschaften, wie eine formale Beschreibung,
abstrakte Informationsdarstellung, einfache Modellierungen und Möglichkei-
ten zur automatisierten Analyse bieten.
4.2 Klassifikation
Das Hauptziel einer ADL ist eine formale Beschreibung von Systemen, Sys-
temkomponenten oder einzelnen Funktionsblöcken sowie deren Verbindungen
untereinander. Dabei können zum einen die Strukturbeschreibung als auch die
Verhaltensbeschreibung ein Ziel der ADL sein. Weitere Ziele die von ADLs ver-
folgt werden sind Hardwareentwicklung, Systemverifikation oder Simulator
und Compiler Generierung.
Nach Mishra et. al. [MD05] lassen sich ADLs dadurch in folgende Beschrei-
bungsklassen einteilen und anschließend in verschiedene Zielrichtungen klas-
sifizieren:
Strukturelle ADLs werden dazu verwendet die Struktur und den Aufbau
von Systemen, Systemkomponenten oder Prozessoren zu beschreiben.
Verhaltensbasierte ADLs bieten die Möglichkeit das Verhalten einer
Komponente zu modellieren und zu beschreiben.
gemischte ADLs sind Sprachen die sowohl Struktur, als auch Verhaltens-
informationen abbilden. Durch die Kombination der beiden Komponen-
ten, sind diese im Regelfall aber komplexer als reine Sprachen aus nur
einem der beiden Bereiche.
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partielle ADLs sind Beschreibungssprachen, die nur Teile einer der vorher-
gegangenen Bereiche abdecken. Sie können sowohl strukturell, verhal-
tensbasiert oder auch gemischte Sprachen sein. Ihre Beschreibungsmög-
lichkeiten sind allerdings auf dedizierte Anwendungsfälle hin reduziert
und erlauben keine allgemeine Systembeschreibung.
In Abbildung 4.2 sind diese zusätzlich entsprechend ihrer Zielsetzung unter-








Abbildung 4.2: Klassifikation von Architekturbeschreibungssprachen (abgelei-
tet aus [MD05])
4.3 ADLs und Sprachen
Dieser Abschnitt beschreibt bekannte Architekturbeschreibungssprachen und
Arbeiten im Bereich der Architekturbeschreibung und Analyse. Dazu werden
jeweils die Kernpunkte einer Arbeit beschrieben und mögliche Schwachpunkte
für die Verwendung in dieser Arbeit genannt.
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IP-XACT [Wkh10] ist ein Standard zur Beschreibung von Komponenten, Syste-
men, Kommunikationsinfrastruktur und zugehörigen Interfaces mit XML. Der
Standard beschreibt dazu mehrere Meta-Beschreibungen (XML-Schemas) aus
der XML Beschreibungen von Hardwarekomponenten und deren Eigenschaf-
ten abgeleitet werden können. Hauptsächliches Ziel ist es vor allem Electro-
nic Design Automation (EDA) Werkzeuge zur automatisierten Generierung,
Packaging, Bestückung von Platinen usw. zu unterstützen, deren Systembe-
schreibung auf RTL-Ebene stattfindet und somit eine synthetisierbare System-
beschreibung erstellt. Diese detaillierte Beschreibung macht IP-XACT für High-
Level Analysen und Simulationsumgebungen uninteressant.
Als Erweiterung zu IP-XACT wird in [Mra09] ein Modellbasierter Ansatz vor-
gestellt, welcher es erlaubt neben der in IP-XACT verfügbaren RTL-Ebene ei-
ne sogenannte Transaction-Accurate Ebene zu modellieren aus der sich Sys-
temC TLM Code generieren lässt um die Simulation eingebetteter, mit IP-XACT
beschriebener, Systeme zu beschleunigen und die Wiederverwendbarkeit von
Modulen zu erhöhen. Dabei ist bisher eine gleichzeitige Verwendung unter-
schiedlicher Abstraktionsebene noch nicht möglich.
Die Computer Architecture Description Language (CADL) [BVL09] ist eine
Struktur orientierte Architekturbeschreibungssprache basierend auf XML. Das
Ziel von CADL ist die effiziente Beschreibung von Prozessoren, Instruktions-
satz und Pipelinestufen zur Erzeugung von zyklenakkuraten multithreaded
Simulatoren. Im Gegensatz zu SystemC, welches einen singlethreaded Kernel
besitzt, erlaubt ein multithreaded Simulator deutlich schnellere Ausführungs-
zeiten der Simulation durch eine parallele Ausführung des Simulationscodes.
Die Beschreibung erlaubt dazu allerdings nur die Modellierung von Prozesso-
ren und deren internen Komponenten, wie der Pipeline oder dem Registersatz.
Die Beschreibung eines Multicore Systems ist in CADL daher noch nicht mög-
lich.
Die Coarse-Grained Array Description Language (CGADL) [FMSR09] ist eine
gemischte Architekturbeschreibungssprache zur Beschreibung von grobgranu-
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lar rekonfigurierbaren Systemen, welche aus einem Array an Prozessoreinhei-
ten sowie einem Verbindungsnetzwerk bestehen. Eine Prozessoreinheit wird
dabei von CGADL auf detaillierter struktureller Ebene beschrieben, und kann
Verhaltensbeschreibungen auf der Ebene einer Hardwarebeschreibungsspra-
che enthalten um daraus eine Hardwaresynthese anzustoßen. Alternativ kann
damit eine SystemC Simulation erzeugt werden. Im Vergleich zu anderen
ADLs fokussiert CGADL einfache Prozessoren, welche mit RISC oder CISC
Prozessoren in typischen Multiprozessorsystemen nicht vergleichbar sind.
CGADL stellt damit einen Spezialbereich dar, der für die automatisierte Par-
allelisierung von Hochsprachen-Algorithmen nicht geeignet ist.
Harmless [KBB+12] (Hardware ARchitecture Modeling Language for Embed-
ded Software Simulation) ist eine Architekturbeschreibungssprache, welche Ih-
ren Fokus auf die Beschreibung von flexiblen Instruktionssätzen legt, um Echt-
zeitsysteme schnell und effizient simulieren zu können. Dazu wird die Be-
schreibung der Mikroarchitektur von der Beschreibung des Instruktionssatz
getrennt um eine Flexibilität hinsichtlich der Wiederverwendung eines Instruk-
tionssatzes auf mehreren Mikroarchitekturen zu erlauben. Des Weiteren wird
eine Mikroarchitektur für rein funktionale Simulatoren nicht benötigt, was die
Simulationsgeschwindigkeit erhöhen kann. Der Fokus auf Echtzeitsysteme legt
nahe, das Multicoreprozessoren nicht unterstützt werden, zumal keine Kom-
munikationsstrukturen beschreibbar sind.
Die in [LBV13] vorgeschlagene Architekturbeschreibungssprache im Frame-
work PolyCuSP (Politechnique Customizable Soft Processor) ist eine auf XML
basierende Sprache, welche die Lücke zwischen syntheseorientierten ADLs,
wie bspw. LISA [SHN+02] und einer vollständigen ASIC Entwicklung schlie-
ßen möchte. Deshalb setzt PolyCuSP auf parametrierbare Prozessortemplates
und der Beschreibung von Spezialbefehlen, welche zusammen eine beschleu-
nigte Entwicklung von ASIPs ermöglichen soll. Auf Seiten der ADL, ist die-
se auf die Beschreibung von Instruktionen und Instruktionssätzen ausgelegt
und daher nicht für Multicorearchitekturen anwendbar. Für die Simulation ei-
ner mit PolyCuSP beschriebenen Architektur lassen sich zyklenakkurate RTL
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Modelle generieren, welche auch in synthetisierbaren HDL Code transformiert
werden können. Daneben stehen nur Matlab Modelle für die funktionale Vali-
dierung der Instruktionen bereit.
Eine weitere Sprache ist die Embedded Architecture Description Language
(EADL) [LPXL10]. EADL ist eine Beschreibungssprache für eingebettete Hard-
ware-Software Systeme, welche auf einem Komponentenmodell, bestehend
aus HW-Komponenten und SW-Komponenten, aufbaut. Das Ziel der Sprache
ist die Unterstützung von und Integration in Co-Design, Co-Simulation Co-
Verifikation und Co-Synthese Methoden. EADL setzt dabei auf die Verwen-
dung einer Formalen Sprache, wodurch eine formale Verifikation einer Archi-
tektur sowie der modellierten Funktionalitäten ermöglicht wird. Das Grund-
modell innerhalb der EADL ist ein abstraktes eingebettetes System, bei dem
Softwarekomponenten innerhalb eines Betriebssystems ausgeführt werden,
und die Hardwarekomponenten als Application-Specific Integrated Circuit
(ASIC) Prozessor zur Verfügung stehen. Dazwischen stehen sogenannte
Bridge-Komponenten, welche einen Adapter zwischen Softwaresemantik und
Hardwareevents darstellen. Während eine rein strukturelle Beschreibung den
Aufbau des Systems beschreibt, dient die formale Beschreibung nun zur Defini-
tion der Funktionalität über Eigenschaften (Properties), die innerhalb der struk-
turellen Komponenten deklariert werden. Von dieser formalen Beschreibung
des Systems lässt sich nun auch simulierbarer und synthetisierbarer HDL-Code
generieren. Um die Wiederverwendbarkeit der einzelnen Komponenten zu er-
höhen lassen sich Templates und Patterns beschreiben.
Für die Unterstützung von rekonfigurierbaren Architekturen durch Archi-
tekturbeschreibungssprachen wird in [LAR11] eine Beschreibungssprache vor-
geschlagen, welche XML als Datenbasis verwendet. Auf struktureller Ebene
beschreibt die Sprache physikalische Blöcke und Verbindungen. Dabei können
primitive Blöcke, wie LookUp Tables (LUTs), Speicher oder Flip-Flops beschrie-
ben werden. Die Verbindungen sind FPGA-typisch als direkte Verbindungen,
Crossbar-Verbindungen oder Multiplexer-Verbindungen beschreibbar. Um ei-
ne hierarchische Beschreibung zu ermöglichen, können komplexe Blocke auch
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aus Teilkomponenten, wie weiteren Komplexen Blöcken oder primitiven Blö-
cken bestehen. Die Beschreibungssprache dient dabei hauptsächlich der Syn-
these von komplexeren logischen Blöcken innerhalb von heterogenen FPGA
Architekturen und arbeitet deshalb eng mit Netzlistenbeschreibungen zusam-
men. Eine Hochsprachensimulation, wie mit SystemC oder C++, zur Entwurfs-
raumexploration ist dadurch nicht möglich.
In [SBP12] wird eine Plattformbeschreibungssprache (PDL) vorgeschlagen um
die Programmierung von heterogenen Multicoresystemen zu vereinfachen. Da-
zu werden die Komponenten eines heterogenen Multicoresystems durch ei-
ne generische hierarchische Struktur beschrieben, welche aus einer oder meh-
reren Master-Komponenten und Worker-Komponenten besteht. Dazwischen
existieren sogenannte hybride Komponenten, welche sowohl als Master als
auch als Worker in Erscheinung treten können. Das Basisziel der PDL sind
Task-orientierte Programme bei der ein Master die Aufgaben zur Laufzeit an
die Worker verteilt. Das Konzept ist damit vergleichbar zu Programmiermo-
dellen wie OpenCL [SGS10] oder Cuda von Nvidia [NBGS08], orientiert sich
damit an dynamischen Multicoresystemen und versucht die unterschiedlichen
Programmiermodelle für Multicoresysteme zu abstrahieren.
EXPRESSION [HGG+99, GHKG98] ist eine gemischte ADL welche das Ziel
verfolgt Komponenten und Prozessoren von System-On-Chip (SoC) Architek-
turen zu beschreiben. Mit EXPRESSION lassen sich detaillierte Beschreibun-
gen von Instruktionssätzen für ASIPs, sowie individuelle Speicherhierarchien
in SoC Architekturen erstellen. Aus der Beschreibung lassen sich automatisch,
Compiler, Simulator und Reservierungstabellen für das beschriebene System
generieren. Da die Sprache für die Entwicklung von Singlecoreprozessoren ent-
worfen wurde sind Interprozessorkommunikation und Multicorebeschreibun-
gen nicht möglich.
LISA [SHN+02] ist eine Architekturbeschreibungssprache zur Beschreibung
des Verhaltens eines Prozessors in Form des Instruktionssatzes. Allerdings be-
sitzt LISA auch eine strukturelle Komponente, welche die Beschreibung von
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Pipelinestufen ermöglicht. Deshalb wurde LISA in Hardware Ressourcen und
ausführbare Operationen unterteilt. Dies ermöglicht es durch die verfügbaren
Werkzeuge zyklenakkurate Simulatoren der beschriebenen Architekturen zu
generieren sowie Compiler für Spezialinstruktionen zu erstellen, welche aus-
führbare Dateien erzeugen können.
In [RAC13] wird eine mögliche Anwendung von LISA für die High-Level-
Synthese von ASIPs in Multicoreumgebungen vorgestellt. Im Allgemeinen ist
LISA auf Grund des Fokus auf Pipelinestufen und Spezialinstruktionen weni-
ger gut für Multicorearchitekturen geeignet.
4.3.1 ArchC
ArchC [ARB+05] ist ein Erweiterung von SystemC und ist damit keine klassi-
sche ADL sondern stellt spezialisierten C++ Code dar. Für die Systembeschrei-
bung stellt SystemC zwar die entsprechenden Funktionen zur Verfügung, de-
ren Beschreibung ist aber in dieser Form nicht standardisiert. ArchC versucht
genau diese Lücke zu schließen indem es Makros, Templates und Schlüsselwör-
ter mit einen standardisierten Format innerhalb von SystemC für die Systembe-
schreibung bereitstellt. Daneben existiert ein auf Eclipse basierendes Werkzeug,
der Platform Designer [AGB+05], zur Systemmodellierung. Das damit verfolg-
te Ziel von ArchC ist eine bessere Wiederverwendbarkeit von Systemkompo-
nenten einer Systembeschreibung und einer damit verbundenen Beschleuni-
gung des Entwicklungsprozesses.
Der Fokus der in [RABA04] beschriebenen ArchC ADL liegt auf Prozessorar-
chitekturen und der Beschreibung von Instruktionssätzen, sowie die automati-
sierte Generierung von Werkzeugen für die beschriebenen Architekturen. Da-
durch, dass ArchC sowie SystemC auf C++ basieren, lassen sich sowohl Struk-
tur, als auch Verhaltensinformationen durch die Programmiersprache beschrei-
ben. Dies macht ArchC zu einer Beschreibungssprache gemischten Types. Die
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in ArchC verfügbaren Makros dienen hauptsächlich der Beschreibung struk-
tureller Informationen, da die Makros für die Standardisierung als auch die
Interoperabilität gedacht sind. Schlüsselwörter können anschließend dazu ver-
wendet werden um Systemdetails zu beschreiben sowie für die Überarbeitung
und Verfeinerung der Beschreibung.
In seiner Basisversion stellt ArchC zwei Makros für die Systembeschreibung
zur Verfügung AC_ARCH und AC_ISA.
AC_ARCH beinhaltet dabei die Ressourcen einer Architektur während AC_ISA
den Befehlssatz des Prozessors spezifiziert.
Um nun eine korrekte, vollständige und funktionale ArchC Systembeschrei-
bung zu erhalten sind allerdings weitere Verhaltensbeschreibungen notwendig
die über Standard SystemC Code bereitgestellt werden müssen. Dabei ist es
möglich mit einer einfachen und rein funktionalen Systembeschreibung zu be-
ginnen, welche Schrittweise verbessert wird, bis eine vollständige zyklenakku-
rate Beschreibung erreicht ist.
Sollen unterschiedliche Abstraktionsebenen miteinander verknüpft werden, so
ist dies innerhalb von SystemC möglich. In [SRAA11] ist eine Speicherbeschrei-
bung basierend auf SystemC Transaction-level Modeling (TLM) beschrieben,
welche es ermöglicht sowohl ein funktionales als auch zyklenakkurates Mo-
dell zu verwenden.
Um auch Multiprozessorsysteme beschreiben zu können, wird in [ABAA05]
eine Multi-Processor System-on-Chip (MPSoC) Erweiterung vorgestellt. diese
erlaubt es mit ArchC auch komplexere homogene oder heterogenen Multipro-
zessor Systeme zu beschreiben. Darüber hinaus ist es auch möglich Synchroni-
sations- und Kommunikationsmechanismen innerhalb eines MPSoC zu be-
schreiben.
Dazu wird ein neues Makro AC_SYSTEM eingeführt, welches grob mit dem
AC_ARCH Makro, für die Beschreibung von Einkernprozessoren, vergleichbar
ist.
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4.3.2 SoCLib
Die SocLib Plattform [SoC11] ist ein auf SystemC basiertes Simulationsframe-
work, welches aus einer Bibliothek an Simulationsmodulen eine Simulations-
umgebung in SystemC generiert. Dafür stellt SoCLib eine Bibliothek an Prozes-
sor Intellectual Property (IP)-Cores sowie Systemkomponenten eines MPSoC
bereit. Die Bibliothekskomponenten nutzen ein gemeinsames als auch mitein-
ander kompatibles Format, das als Basis für die Erstellung eines Rapid Prototy-
ping Systems sowie weiterer Schritte innerhalb einer Design Space Exploration
(DSE) dient.
Um die Interoperabilität der verschiedenen Komponenten sicherzustellen wird
jede Komponente, genannt Module, mit Metadaten beschrieben. Analog zu
dieser Metadatenbeschreibung wird auch ein System durch eine solche Me-
tadatenbeschreibung realisiert.
Sowohl die Komponentenmetadaten als auch die Systemmetadaten werden in
einer Beschreibungsdatei beschrieben, welche auf dem Syntax der Python Pro-
grammiersprache [Pyt13] aufbaut. Dadurch lassen sich für den Parsing Vor-
gang, die für die Programmiersprache Python verfügbaren Werkzeuge verwen-
den.
In dieser Systembeschreibung werden nun Informationen über die mit den Mo-
dules assoziierten Quelldaten eingefügt. Dies sind die C++ Klassennamen so-
wie die Template-Bezeichner, welche für die SystemC Instanziierung, die Spezi-
fikation von Modul-Parametern, die Verbindungsinformationen sowie für Pa-
rameter weiterer Werkzeuge benötigt werden.
Die Modulbeschreibung erfolgt dabei rein strukturell, und lässt nur wenige
weitere Architekturanalysen zu, da die Parameter stark auf C++ Templates
aufbauen. SocLib dient dabei als Simulationsplattform, welche durch die Me-
tadatenbeschreibung erzeugt wird. Diese bestimmt nun auch die Verwendung
sowie die Ziele einer SoCLib Plattform.
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SoCLib Modules können auf zwei unterschiedliche Abstraktionsebene be-
schrieben werden: dem Zyklenakkuraten und Bitakkuraten (Cycle-Accurate /
Bit-Accurate (CABA)) Level sowie einem speziellen SystemC TLM Level, ge-
nannt TLM-Distributed Time (DT), welches im Abschnitt 6.2.4 näher erläutert
wird.
Damit mehrere Module mit jeweils unterschiedlichen Abstraktionsebenen ver-
wendet werden können, muss ein sogenanntes Transactor-Component [GM10]
beschrieben und verwendet werden, welches zwischen CABA und TLM-DT
übersetzen kann. Jede Modulbeschreibung definiert dabei den Typ der Be-
schreibung, womit das verwendete Abstraktionslevel spezifiziert wird. Die
Verwendung unterschiedlicher Modulbeschreibungen und Beschreibungs-
typen wird damit erlaubt und ermöglicht die Simulation auf mehreren Ab-
straktionsebene. Allerdings sind die Abstraktionsebenen auf die beiden be-
schriebenen beschränkt und es lassen sich keine weiteren Ebenen dazwischen
dynamisch generieren.
4.3.3 Kahrisma Core ADL
Das Kahrisma Projekt bestand aus grundsätzlich zwei Komponenten, erstens
der Entwicklung einer flexiblen VLIW Architektur [RKB+10] und zweitens ei-
nem adaptiven Compiler [SKRB12], der die Entwicklung von Anwendungen
für diese Architektur ermöglicht. Um das Softwareframework [SKB11], beste-
hend aus Compiler, Assembler und Linker der Flexibilität der Architektur an-
zupassen, wurde von Stripf [Str13] die Kahrisma-Core-ADL entworfen. Dabei
handelt es sich um eine Prozessorbeschreibungssprache welche der Beschrei-
bung des Instruktionssatz, der Register und der Operanden dient. Sie unter-
stützt dabei die Beschreibung des Verhaltens der Instruktionen, welches an-
schließend zur Generierung des Compilers verwendet wird.
Die Besonderheit dieser Beschreibungssprache ist die Möglichkeit sogenann-
te Mixed-ISA Architekturen zu beschreiben. Die Kahrisma Architektur ist eine
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solche Architektur, welche die Ausführung unterschiedlicher Instruktionssätze
erlaubt und sich selbst zur Laufzeit rekonfigurieren, d.h. den Instruktionssatz
wechseln, kann. Ein Instruktionssatz der Kahrisma Architektur wird durch ei-
ne Konfiguration dargestellt, die aus einem oder mehreren Prozessorkernen
bestehen kann. Jeder Kahrisma Kern beschreibt eine zwei-fach VLIW Architek-
tur, welche durch Verwendung mehrerer Prozessorkerne bis zu einer acht-fach
VLIW Architektur ausgebaut werden kann.
Der Compiler kann die Informationen aus der Architekturbeschreibungsspra-
che nutzen, um Anwendungen zu erzeugen, die zur Laufzeit rekonfiguriert
werden können, um die Kahrisma Architektur effektiv zu nutzen. Darüber
hinaus dient die ADL der Erzeugung eines Simulators, welcher in Form eines
Basisframeworks die Ausführung von generischen Prozessorinstruktionen er-
laubt. Durch das Einbinden der ADL in dieses Basisframework wird der Simu-
lator befähigt diese beschriebenen Instruktionssätze zu simulieren und kann
dadurch flexibel auf die Anforderungen der Architektur reagieren.
Die Kahrisma-Core-ADL basiert auf einer Datenbeschreibungssprache welche
auch für die Architekturbeschreibungssprache dieser Arbeit für Multicore-
Architekturen verwendet wird.
4.4 Die ALMA Architekturbeschreibungssprache
Das grundsätzliche Ziel der Beschreibungssprache ist die Modellierung von
Hardwarearchitekturen für die Verwendung in parallelisierenden Softwareent-
wicklungswerkzeugen und damit die Sicherstellung der Hardwareunabhän-
gigkeit dieser Werkzeuge. Sie bedient sich dabei, wie in Abschnitt 3.4.1 be-
schrieben, sowohl struktureller als auch verhaltensbasierter Elemente.
Die Zielsetzung der Sprache ist damit die Unterstützung von Compilern sowie
die Erstellung einer Simulationsumgebung für Multicorearchitekturen. Beson-
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deres Augenmerk liegt auch auf der Unterstützung parallelisierender Werk-
zeuge wie der ALMA Toolchain. Daher kann die Sprache wie folgt als ge-
mischte ADL mit der Zielrichtung Compiler-orientiert, Simulationsorientiert








Abbildung 4.3: Klassifikation der ALMA-ADL
Die ADL besteht aus grundsätzlich zwei voneinander unabhängigen Kompo-
nenten. Einerseits basiert die Sprache auf einer Data Description Language
(DDL) [Str13], welche in ihrer Funktion ähnlich und kompatibel zu bekann-
ten Markup-Sprachen wie der Extensible Markup Language (XML) [Wor08]
oder der JavaScript Object Notation (JSON) [ECM11] ist. Darauf aufgesetzt ist
die Architekturbeschreibungssprache, welche Elemente innerhalb der DDL de-
finiert. Dazu existiert eine META-Sprachbeschreibung welche die Regeln für
die Architekturbeschreibungssprache festlegt und die verwendbaren Elemente
und Konstrukte definiert, sowie gültige Wertebereiche spezifiziert.
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4.4.1 Datenbeschreibung
Die Datenbeschreibungssprache DDL ermöglicht es Daten in einer Baumstruk-
tur abzulegen. Diese Struktur besitzt zwei unterschiedlichen Elementtypen:
Knoten und Blätter. Die Blätter des Baumes stellen nicht weiter verzweigbare
Elemente dar und repräsentieren skalare Datentypen. Ein Knoten besitzt min-
destens ein weiteres Kind-Element und wird in der Datenbeschreibungsspra-
che durch einen sogenannten Container dargestellt. Ein Container kann wie-
derum Container-Elemente besitzen wodurch die Baumstruktur aufgespannt
wird.
Als mögliche Datentypen stehen Ganzzahl (integer) und Gleitkommazahlen
(float) sowie Zeichenketten (string) zur Verfügung. Darüber hinaus können
Werte als Boolean (bool) oder undefiniert (undef) deklariert werden. Ganzzah-
len und Zeichenketten werden auch als Schlüssel verwendet welche einen Kno-
ten identifizieren.
Um kompakte Beschreibungen zu ermöglichen unterstützt die Sprache auch
Variablen, Kontrollstrukturen und Schleifen, sowie Funktionen, welche auf den
Daten ausgeführt werden können. Dadurch wird die Sprache flexibel und weit
einsetzbar und behält durch die Baumstruktur eine mögliche Kompatibilität zu
bekannten Markup-Sprachen wie XML oder JSON. Nach auflösen der Varia-
blen und Sprachstrukturen kann die Datenbeschreibungssprache in eine reine
Baumstruktur überführt und so in XML oder JSON übersetzt werden.
Weitere Informationen zur Spezifikation der Sprache, ihrer Funktionen und
Operatoren sind im Anhang A beschrieben.
4.4.2 Architekturbeschreibung
Aufbauend auf der Datenbeschreibungssprache wurde die ADL als META-
Sprachdefinition beschrieben, welche die Regeln für eine Architekturbeschrei-
bungssprache festlegt. Dabei basieren sowohl die META Sprachbeschreibung
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als auch die Architekturbeschreibung auf der gleichen Datenbeschreibungs-
sprache. Dies ermöglicht sowohl eine einfache Erweiterbarkeit der Sprache als
auch die Definition des Regelwerkes, so dass die Sprache analysierbar gehalten
werden kann.
Die in dieser META-Beschreibung definierten Objekte erlauben anschließend
eine Verifikation von Architekturbeschreibungen hinsichtlich ihrer syntak-
tischen Korrektheit.
Die Architekturbeschreibung selbst ist aufgebaut aus Sections, welche die ein-
zelnen Abschnitte für die Beschreibung von Modulen oder Instanzen darstel-
len. Die Beschreibung definiert hier grundsätzlich sechs unterschiedliche Sec-
tions, welche auf der obersten Ebene der Architekturbeschreibungssprache an-
gesiedelt sind (Veröffentlicht in [SOB+12a]):
Global Allgemeine Informationen zum System
Interfaces Interface-Bibliothek
Modules Modul-Bibliothek
TopLevel Wurzelmodul einer Architekturbeschreibung
Microarchitectures Instruktionssatz und Ressourceninformation
Configurations Konfigurationsalternativen des TopLevel Moduls
Neben den Sections wurden für die Architekturbeschreibung sogenannte Ar-
chitecture Description Blocks oder auch kurz Blocks definiert, welche wieder-
kehrende Elemente in der Architekturbeschreibung beschreiben, die innerhalb
unterschiedlicher Sections die gleiche Funktion erfüllen und damit nicht auf
der Wurzelebene der Datenbeschreibungssprache verwendet werden können.
Dazu zählen Verhaltensbeschreibungen, Simulationsparameter, Port und Port-
typen sowie die Beschreibung von Implementierungen.
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Der Zusammenhang der einzelnen Komponenten der ADL ist in Abbildung 4.4
als UML-Klassendiagramm dargestellt, obwohl die Komponenten in dieser
Form keine Klassen darstellen, lassen sich damit die Relationen der Kompo-
nenten untereinander sehr gut darstellen. Sections sind in Blau dargestellt und
Blocks in Rot.
Abbildung 4.4: Darstellung der ADL Komponenten als UML
Klassendiagramm
Im Folgenden wird ein Überblick über die Sections sowie der Verhaltensbe-
schreibung gegeben. Detaillierte Informationen zur formalen Definition und
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der Implementierung der Sections und der Blocks sind im Anhang B aufge-
führt.
4.4.2.1 Global
Im Global Abschnitt der Architekturbeschreibungssprache werden allgemeine
und systemweite Parameter beschrieben. Für die Hardwarebeschreibung sind
dies einerseits die Basisfrequenz des Systems, welche für jedes instanziierte
Module angenommen wird, solange die Basisfrequenz nicht individuell über-
schrieben wird. Andererseits existiert der Parameter BootConfiguration.
Dieser zeigt an, welche Konfiguration bei Start des Systems ausgewählt und
konfiguriert werden soll, wenn Konfigurationen in der Systembeschreibung
vorhanden sind.
Der Aufbau des Global Abschnitts ist in Abbildung B.1 dargestellt, während
Quellcode B.1 ein Beispiel mit einer Basisfrequenz von 500Mhz und der Start-
konfiguration mit dem Namen RSIW_1 aus dem Konfigurationsbereich der
KAHRISMA-Prozessor-Architektur darstellt.
4.4.2.2 Interfaces
Interfaces stellen die Typen einer Verbindung zwischen Systemkomponen-
ten und Instanzen dar.
Ein Interface beschreibt einen Verbindungstyp, der die Verbindung zwischen
zwei Modul-Instanzen beschreibt. Jedes Interface besitzt einen Namen, mit
dem es eindeutig gekennzeichnet wird. Darüber hinaus besitzt jedes Interfaces
das Element PortType, welches im Abschnitt B.4.1 näher beschrieben ist, sowie
eine Verhaltensbeschreibung Behavior, siehe auch Abschnitt B.9, in der zusätz-
liche High-Level Informationen gespeichert werden können. Jedem Interface
wird außerdem ein Simulation Abschnitt zugeordnet in der die zugehörige
51
4 Eine modulare und hierarchische Architekturbeschreibung
Simulationsklasse angegeben wird. Wird keine Simulationsklasse angegeben,
so wird für eine Simulation ein Standard-SystemC Interface angenommen.
Da ein Interface jeweils an Ports von Modulen gekoppelt wird, besitzt das
Interface keinen eigenständigen Port, sondern nur den sogenannten PortType.
Dieser definiert die Rolle, die das an diesem PortType angeschlossene Modul
in der Verbindung einnimmt. Dazu lässt sich für angegebene PortTypes eine
Multiplizität angeben. Diese definiert die Anzahl der gültigen Verbindungen
von Ports mit diesem PortType an das Interface. Die Definition der Multiplizität
entspricht dabei weitestgehend der Kardinalität in Klassendiagrammen und
kann als Ganze Zahl oder Intervall angegeben werden. Die Definition eines
Interface ist im Anhang in Abschnitt B.4 angegeben.
4.4.2.3 Modules
Als Umsetzung eines Bibliotheksansatzes zur Wiederverwendung von Kom-
ponentenbeschreibungen stellen die Module Systemkomponenten dar, welche
innerhalb einer Systembeschreibung instanziiert werden können. In Modulen
sind die Verbindungsmöglichkeiten, sowie die Grundlegenden Verhaltensbe-
schreibungen vorhanden.
Die Verwendung von Ports, PortTypes und Interfaces erlaubt die Strukturelle
Integritätsprüfung sowie statische und generische Kommunikationsanalysen,
sofern Verhaltensinformationen verfügbar sind.
Darüber hinaus kann ein Modul eine Implementierung besitzen, welche ei-
nerseits die Instanziierung der Module vornimmt (siehe Abbildung 4.5) und
andererseits eine Unterstruktur beschreibt, wiederum bestehend aus Modulen
und Verbindungen (Siehe Abbildung 4.9).
Mit dieser Implementierung wird das in Abschnitt 3.4.1 vorgestellte Hierar-
chiekonzept realisiert. Im Verlauf dieser Arbeit wird in Anschnitt 4.7.3 näher
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Abbildung 4.5: Darstellung der Implementierung als Werkzeug zur Instanziie-
rung und Individualisierung von Modulen
auf die Hierarchie der ADL, ihre Möglichkeiten und Verwendung im Frame-
work eingegangen.
Dazu verfügt ein Modul über eine Verhaltensbeschreibung, mit der es als Spei-
cher, Prozessor oder Kommunikationskomponente, aber auch als eine Kombi-
nation aus mehreren Elementen identifiziert werden kann.
Ein weiteres Element eines Moduls sind Simulationsinformationen, die im
Multicore Simulator, siehe Kapitel 6, verwendet und an die Simulationsklassen
weitergegeben werden. Darüber hinaus wird in diesem Abschnitt die hierar-
chische Systemgenerierung gesteuert, welche Auswirkungen auf das zu simu-
lierende System, zur Verfügung stehende Profiling Informationen und weitere
Architekturanalysen hat.
Die zwei zwingend notwendigen Angaben sind die Referenz auf die SystemC
Simulationsklasse und die Angabe über den Zustand des Moduls in der Hier-
archie als aktiv oder inaktiv. Ist ein Modul aktiv, so wird die Hierarchie nicht
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weiter aufgelöst, und die hier angegeben Simulationsklasse im Fall einer Si-
mulation verwendet. Ist das Modul inaktiv so wird dessen Implementierung
evaluiert. Die Angabe der Simulationsklasse kann durch einen leeren String er-
setzt werden, wenn es sich nur um rein analytische Beschreibungen handelt.
Zusätzlich zu den notwendigen Simulationsparametern ist die Definition von
klassenspezifischen Simulationsparametern möglich. Deren Verfügbarkeit
hängt von der jeweiligen Simulationsklasse ab und erlaubt es damit Parame-
terwerte zu setzen, welche nur für die Simulationsklasse, nicht jedoch für eine
Hardwareimplementierung, notwendig sind.
Während die Angabe der Ports und der Simulationseigenschaften eines Mo-
duls zwingend notwendig ist, um einerseits die Verbindung zu anderen Modu-
len und andererseits die Simulation als auch die Handhabung der Hierarchie
im Simulationsabschnitt zu ermöglichen, sind die Angaben zu Verhalten und
Implementierung optional.
4.4.2.4 TopLevel
Das TopLevel ist ein besonders Modul, in welchem die eigentliche Systembe-
schreibung vorgenommen wird. Hierzu werden die in Modules beschriebenen
Module als Instanzen implementiert und über Ihre Ports verbunden.
Das TopLevel der Architekturbeschreibungssprache ist der Ausgangspunkt der
Systemerzeugung. Während die Abschnitte Interfaces und Modules als Kom-
ponentenbibliothek dienen, ist das TopLevel die erste erzeuge Instanz im Sys-
tem. Im Grunde handelt es sich um ein automatisch instanziiertes Modul und
folgt daher syntaktisch und semantisch einer Modulbeschreibung mit gerin-
gen Abweichungen. Die Definition von Modulports ist nicht zwingend erfor-
derlich. demgegenüber müssen die Abschnitte Simulation und Implementation
analog zu Modulen definiert werden.
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Sollte für ein TopLevel eine Simulationsklasse vorhanden sein, so kann diese
auch verwendet werden. Im Allgemeinen ist das TopLevel allerdings inaktiv
und dient nur der Beschreibung der höchsten Hierarchieebene.
4.4.2.5 Configurations
Die Section Configurations ist eine optionale Beschreibung für rekonfigu-
rierbare Systeme welche die Funktionalität einer Instanz oder einer Gruppe
von Instanzen ändern kann. Dazu beschreibt eine Konfiguration eine Unter-
menge der im Toplevel beschriebenen Instanzen und Verbindungen.
Während der Aufbau und Informationsgehalt der Implementierung innerhalb
einer Konfiguration mit der eines Moduls identisch ist, wird die Implementie-
rung hier anderweitig verwendet. Die hier genannten Instanzen und Verbin-
dungen stellen eine Anforderungsebene dar um diese Konfiguration abzubil-
den. D.h. die durch die Instanzen referenzierten Module müssen auch in der
beschriebenen Systemarchitektur im TopLevel, und darunterliegenden Hier-
archieebenen, instanziiert worden sein und die Verbindungen zur Verfügung
stellen. Ist dies der Fall, so kann diese Konfiguration auf das System ange-
wandt werden und beispielsweise zusätzliche Verhaltensbeschreibungen oder
eine andere Mikroarchitektur bereitstellen.
Eine Besonderheit dieser Konfigurationen stellt dabei die Fähigkeit dar auf
mehrere Instanzen eines Moduls angewendet zu werden. Der ADL Compi-
ler prüft bei Anwendung einer Konfiguration alle vorhandenen Instanzen und
Verbindungen auf das in der Konfiguration angegebene Muster.
Für derart beschriebene rekonfigurierbare Architekturen kann eine dynami-
sche Änderung der Konfiguration während der Simulation durchgeführt wer-
den. Dazu ermittelt der ADL Compiler zu Beginn der Simulation alle anwend-
baren Konfigurationsmöglichkeiten auf das erzeugte System und führt Proto-
koll über deren Anwendbarkeit. Die dynamische Rekonfiguration zur Laufzeit
übernimmt anschließend ein Laufzeitsystem im Multicore Simulator.
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4.4.2.6 Microarchitectures
Der Abschnitt Microarchitectures ist im Grunde eine Verhaltensbeschrei-
bung eines Mikroprozessors, welche detaillierte Informationen über den Be-
fehlssatz und die Prozessorressourcen enthält. Die Verwendung von
Microarchitectures ist in Abschnitt 4.5 näher beschrieben.
4.4.2.7 Verhaltensbeschreibung mittels Behavior
Dieser Abschnitt beschreibt die in der Architekturbeschreibungssprache defi-
nierten Verhaltensparameter, welche in einem Modul, einer Konfiguration oder
in einem Interface verwendet werden können. Die Verhaltensbeschreibungen
sind immer für das Modul gültig in dem sie definiert werden und können be-
liebig kombiniert werden. Dies ermöglicht es in hierarchischen Beschreibun-
gen Verhaltenskombinationen zu beschreiben, die in einer tieferen Ebene durch
mehrere einzelne Module repräsentiert werden können.
Abbildung 4.6 gibt eine Übersicht über die Verfügbaren Verhaltensbeschreibun-
gen der ADL.
Die Definitionen zu den einzelnen Verhaltensbeschreibungen und die zugehö-
rigen Parameter sind im Anhang in Abschnitt B.9 und in Tabelle B.5 beschrie-
ben.
4.5 Architekturbeschreibung aus Softwaresicht
Eines der Hauptkonzepte dieser Architekturbeschreibung ist es, die Architek-
tur nicht nur aus Hardwaresichtweise zu beschreiben. Das bedeutet, dass die
Architekturbeschreibung nicht nur aus strukturellen Elementen besteht, son-
dern auch Verhaltensbeschreibungen enthalten kann. Darüber hinaus wird die
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Abbildung 4.6: Darstellung der verfügbaren Verhaltensbeschreibungen inner-
halb der ADL als Klassendiagramm
Hardware derart beschrieben, dass ein Softwareentwicklungswerkzeug opti-
malen Nutzen aus der Beschreibung ziehen kann. Dies ist daran erkennbar,
dass Komponenten wie beispielsweise der Instruktionssatz nicht nur im Ma-
schinencode sondern auch mit einer semantischen Deklaration beschrieben
werden. Dies ermöglicht es die Hardwarebeschreibung direkt in Compiler und
Parallelisierungswekzeuge zu integrieren, die direkt von der semantischen Be-
schreibung profitieren können. Andererseits erlaubt die Beschreibung im Ma-
schinencode und die zugehörige Ressourcenverwendung auch eine Ableitung
der Hardwarearchitektur auf mehreren Ebenen. Dies umfasst sowohl die Sys-
temebene als auch die Komponentenebene der Strukturachse im Y-Diagramm
(siehe Abbildung 3.2).
Eine wichtige Komponente der ADL ist dafür die Beschreibung von Mikroar-
chitekturen als Verhaltensbeschreibung von Prozessoren und Prozessorkernen.
Mit dieser Verhaltensbeschreibung werden die strukturellen Informationen ei-
ner Multicorearchitektur mit detaillierten Informationen einer Mikroarchitek-
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tur verknüpft. Dabei spielt für die Gesamtsystemarchitektur der interne Auf-
bau eines Prozessors eine untergeordnete Rolle. Allerdings ist die Angabe der
verfügbaren Ausführungseinheiten und Ressourcen sowie die Definition des
Instruktionssatzes eine notwendige Information für die Parallelisierung von
Anwendungen auf feingranularer Ebene.
Um die Komplexität der Mikroarchitektur vor dem Softwareentwickler zu ver-
bergen, sie aber dennoch den Werkzeugen zur Verfügung stellen zu können,
wurde hier dieser Zwischenweg gewählt. Jede Mikroarchitektur speichert, wie
in Abbildung 4.7 dargestellt, die von dieser Architektur unterstützten Daten-
typen, die verfügbaren Ressourcen, wie Ausführungseinheiten oder Register,
eine Instruktionssatzbeschreibung sowie Compiler-spezifische Parameter.
Abbildung 4.7: Klassendiagramm der Microarchitecures-Section
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4.6 Flexibilität und Heterogenität
Ein weiterer Vorteil den die Architekturbeschreibungssprache bietet ist deren
Flexibilität. Durch die Wahl einer Datenbasissprache mit Baumstruktur ist die
Architekturbeschreibungssprache grundsätzlich Domänenunabhängig. Erst
durch die Erstellung einer META-Beschreibung und der Entwicklung des Com-
pilers wird die Architekturbeschreibungssprache auf die Domäne der einge-
betteten Multicoresysteme zugeschnitten. Dennoch behält die Architekturbe-
schreibungssprache die Flexibilität auch in anderen Domänen oder zur Be-
schreibung anderer Systeme verwendet zu werden.
Darüber hinaus besitzt die Sprache durch die Basis der Datenbeschreibung ei-
ne Flexibilität die in anderen Sprachen nicht vorhanden ist. Variablen, Schlei-
fen und konditionale Codeausführung sind Konstrukte welche aus Program-
miersprachen entnommen sind, und in den bekannten MarkUp Sprachen, wie
XML [Wor08] oder JSON [ECM11] nicht ohne weiteres verwendbar oder über-
haupt nicht verfügbar sind. Dadurch sind reguläre Strukturen einfach zu be-
schreiben und die ADL erlaubt es damit flexibel große oder komplexe Systeme
zu beschreiben. Durch die bedingte Code Ausführung und die Variablen lassen
sich auch dynamisch unterschiedlichste Systeme aus einer ADL heraus erzeu-
gen, was zur Flexibilität der Sprache beiträgt.
Durch die Trennung der Beschreibung von der Simulationsumgebung sowie
durch die Entwicklung eines komplexen Compilers, welcher auf mehreren Pha-
sen aufbaut, ist es sehr schnell möglich auch die Beschreibungsmöglichkeiten
innerhalb der ADL zu erweitern. Dadurch kann die ADL auch auf zukünftige
Entwicklungen im Bereich der eingebetteten Systeme reagieren und die ver-
schiedensten Komponenten beschreiben.
Dies macht sich auch in der Anzahl der beschreibbaren Komponenten und der
Verbindungsstrukturen bemerkbar. Im Gegensatz zu manch bestehenden Fra-
meworks ist diese Architekturbeschreibung nicht auf ein Kommunikationsmo-
dell festgelegt.
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Es lassen sich durch die Module der Architekturbeschreibung sowohl Bus-
Architekturen, direkte Verbindungen oder Netzwerkarchitekturen simulieren.
Die Verbindungstopologie eines Netzwerks kann innerhalb eins Netzwerkmo-
duls funktional, oder durch die Verbindungen der Module untereinander
strukturell modelliert werden.
Um der zukünftigen Entwicklung Rechnung zu tragen, ist es mit dieser Archi-
tekturbeschreibung auch möglich unterschiedlichste Module zu beschreiben.
Jedes Modul kann dabei unterschiedliche Typen, wie Prozessoren, Beschleu-
niger, Speicher oder Kommunikationsinfrastrukturelemente, darstellen. Damit
lassen sich auch heterogene Architekturen sowie System-on-Chip Architektu-
ren mit beliebigen Komponenten beschreiben.
Diese Beschreibungsmöglichkeit ist notwendig um als Basis für eine effektive
und effiziente Parallelisierung für eingebettete Systeme eingesetzt zu werden.
Spielt heutzutage der Energieverbrauch eine immer größere Rolle im Entwick-
lungsprozess, so lassen sich leistungsfähige und energieeffiziente Systeme nur
durch die Implementierung anwendungsspezifischer Prozessoren realisieren,
die in einem heterogenen System eine für den Anwendungszweck ideale Kom-
bination darstellen.
Architekturbeschreibungssprachen, welche wie LISA [SHN+02] oder CASL
[WMP+08] die Beschreibung von Pipelinestufen und Spezialbefehlen ermög-
lichen und daraus automatisch Compiler und Simulatoren generieren können,
vermissen den Vorteil hierin auch einen “Standard“ Prozessor integrieren zu
können. Auch hier profitiert das Framework von der Trennung der Architek-
turbeschreibung von der eigentlichen Simulation des Systems, da sich ein an-
wendungsspezifisch generierter Prozessor auch in das Framework integrieren
und durch die ADL beschreiben lässt. So können unterschiedlichste Technolo-
gien kombiniert und integriert werden.
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4.7 Hierarchische Beschreibung und
Abstraktionsebenen
Hierarchie beschreibt grundsätzlich den Aufbau von Komponenten durch un-
tergeordnete Komponenten, so dass ein übergeordnetes Element durch Teilele-
mente dargestellt werden kann. Dabei stehen die Teilelemente auf einer nied-
rigeren Hierarchieebene als das Gesamtelement. Durch die Verwendung von
Hierarchien lassen sich in Teilen auch Details beschreiben, welche auch für das
Gesamtelement gelten, sie werden auf höherer Ebene aber ausgeblendet.
Im Vergleich dazu gibt es Abstraktionsebenen. Eine Abstraktion eines Elemen-
tes ist die Darstellung des Elements auf einer höheren Ebene, wobei Details
weggelassen werden. Bei einer Modellbildung spricht man von einer Abstrakti-
on, wenn das Modell die Realität widerspiegelt. Dabei kann das Modell aber in
seiner Komplexität reduziert werden um nur bestimmte Aspekte einer Realität
darzustellen oder um Details wegzulassen, die auf der höheren Abstraktions-
ebene nicht mehr notwendig sind, oder die Komplexität des Modells unnötig
erhöhen würden.
In der klassischen Abstraktion [Jan04] von Modellen spricht man von mehre-
ren Modellierungs- oder Abstraktionsebenen. Die für diese Arbeit relevanten
Ebenen sind dabei die "Realität", also die existierende oder zu entwickelnde
Hardware oder Software, welche ausgeführt beziehungsweise verwendet wer-
den soll um eine Anwendung oder Funktion auszuführen und zu realisieren.
Daneben spielt das Modell die wichtige Rolle. So stellt die Beschreibung ei-
ner Architektur mit Hilfe einer Architekturbeschreibungssprache ein Modell
der Realität dar, welches die notwendigen Eigenschaften darstellt, die zur Er-
füllung der Aufgaben: Simulation, Parallelisierung, Analyse und Entwurfsrau-
mexploration, benötigt werden. Darüber hinaus wird auch ein Meta-Modell
realisiert. Dies entspricht einer Anleitung sowie einem Regelwerk zum Erstel-
len von Modellen, also Architekturbeschreibungssprachen. Dazu gehört nicht
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die Syntax der Sprache, sondern die einzelnen dafür verwendeten Komponen-
ten. Konkret handelt es sich um den Aufbau der Module, Instanzen oder Ver-
haltensbeschreibungen sowie alle weiteren Komponenten der Architekturbe-
schreibungssprache.
Der Unterschied zu einer klassischen Hierarchie besteht nun in der Behand-
lung von Information und Details. Sowohl Abstraktionsebenen als auch Hier-
archieebenen können dazu verwendet werden um ein System oder in diesem
Fall eine Hardwarearchitektur auf unterschiedlichen Ebenen zu modellieren.
Bei der Abstraktion werden nun beim Wechsel in eine höhere Abstraktions-
ebene Details entfernt oder vereinfacht. Das Modell ist allerdings in Bezug auf
seine Ebene vollständig. Bei einer Hierarchie gehen immer alle Ebenen in das
Gesamtmodell ein. So dass eine niedrigere Hierarchieebene zwar mehr Details
darstellt, das Gesamtsystem aber aus den Komponenten einer niedrigeren Ebe-
ne aufgebaut ist. Dadurch sind alle Informationen und Details zu jedem Zeit-
punkt vorhanden. Ein Modell auf einer definierten Abstraktionsebene kann al-
so hierarchische Elemente aufweisen.
Das besondere Merkmal dieser Architekturbeschreibungssprache ist es nun,
sowohl ein hierarchisches Modell zu verwenden, als auch die Möglichkeit zu
bieten unterschiedliche Abstraktionsebenen zu beschreiben. Durch die Ver-
wendung hierarchischer Module, können Systeme aus Teilkomponenten aufge-
baut werden. Dies vereinfacht die Modellierung von Systemen enorm. Als Bei-
spiel sei ein Mikroprozessor genannt, welcher aus mehreren Komponenten wie
Ausführungseinheiten, Zwischenspeichern oder Peripherieeinheiten bestehen
kann und bildet an sich ein komplexes System. Als Komponente eines Multi-
prozessorsystems können nun durch das Instanziieren eines Prozessormoduls
die Teilkomponenten des Prozessors automatisch instanziiert werden. Dadurch
müssen die Teilkomponenten nicht jeweils einzeln beschrieben werden. Große
komplexe Systeme können also in kleinere Teilsysteme aufgeteilt und hierar-
chisch modelliert werden.
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Parallel dazu soll es in der ADL auch sehr einfach möglich sein, unterschiedli-
che Abstraktionsebenen zu beschreiben. Dies erleichtert die Verwendung der
ADL hinsichtlich unterschiedlicher Ziele sowie in den verschiedensten Ent-
wicklungsschritten eines Multiprozessorsystems. Diese Abstraktion wird da-
durch erreicht, dass ein hierarchisch modelliertes Modul einerseits aus Teil-
komponenten aufgebaut wird, andererseits davon aber auch ersetzt werden
kann. Das bedeutet, durch die Verwendung einer höheren Ebene stehen die
Informationen aus der niedrigeren Ebene nicht mehr zur Verfügung.
Eine weitere Möglichkeit zur Behandlung unterschiedlicher Abstraktionsebe-
nen stellt die Trennung von Beschreibung und Nutzung dar. Wird die Archi-
tekturbeschreibung im Simulator verwendet um eine Simulationsumgebung
zu erzeugen, so sind die Simulationsmodule von den ADL Modulen getrennt
implementiert. Lediglich ein Verweis in der ADL gibt an, welches Simulati-
onsmodul verwendet werden soll. Damit ist es möglich über die hierarchische
Modellierung eines Moduls mehrere Simulationsmodule an ein ADL Modul
zu binden. Dabei kann jedes Simulationsmodul eine andere Abstraktionsebe-
ne implementieren, beispielsweise eine funktionale Simulation oder eine zy-
klenakkurate Simulationsimplementierung.
Um dies zu ermöglichen und dennoch eine konsistente Simulationsumgebung
erzeugen zu können, muss die hierarchische Beschreibung sehr strikt ausgelegt
werden. Während reine hierarchische Beschreibungen damit umgehen können,
wenn Verweise oder Verbindungen über mehrere Ebenen hinweg angelegt wer-
den, ist dies hier nicht mehr der Fall. Für die Auswertung der Abstraktions-
ebene über die hierarchische Beschreibung ergibt sich die strikte Anforderung,
dass Verbindungen zwischen ADL Modulen immer auf der gleichen Ebene de-
finiert werden und die Grenzen des Elternmoduls nicht überschreiten dürfen.
Dadurch dürfen Teilkomponenten nur innerhalb derselben Systemkomponen-
te oder mit ihrer Elternkomponente verbunden werden.
Dieses Hierarchiekonzept gibt dabei keine Begrenzung der maximalen Ebenen
an. Da jedes Modul durch Teilkomponenten dargestellt werden kann, welche
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wiederum aus Teilkomponenten bestehen kann, können damit Hierarchieket-
ten abgebildet werden die sehr viele Ebenen beinhalten.
Ein Vorteil der sich aus diesem Konzept ergibt ist die Möglichkeit gleiche Mo-
dule auf unterschiedlichen Abstraktionsebenen innerhalb derselben Simulati-
onsumgebung zu verwenden und zu simulieren. Damit kann beispielsweise
in einem Multiprozessorsystem ein einzelner Prozessor zyklenakkurat und mit
sehr vielen Architekturdetails simuliert werden, während die anderen Prozes-
soren mit einem weniger detaillierten aber wesentlich schnelleren Simulations-
modul simuliert werden.
Auf der anderen Seite benötigt ein derartiges Konzept eine erweiterte komple-
xere Werkzeugunterstützung. Um Abstraktionsebenen auszuwählen, müssen
entsprechende Mechanismen in der ADL vorgesehen werden. Beim Ersetzen
eines Moduls durch dessen Teilkomponenten müssen, auf Grund der strik-
ten Hierarchieregeln, die Verbindungen zu den Elternmodulen richtig aufge-
löst werden. Dieser Prozess wird als Hierarchieauflösung innerhalb des ADL
Compilers implementiert.
Aus diesem Hierarchiemodell, kombiniert mit unterschiedlichen Abstraktions-
ebenen, lassen sich zwei Konzepte ableiten die in Abbildung 4.8 dargestellt
sind. Das erste Konzept stellt die Vertikale Hierarchie dar, während das zweite
Konzept horizontale Hierarchie genannt wird.
Beide Konzepte, veröffentlicht in [BOR+14], werden in den nächsten beiden
Abschnitten genauer beschrieben.
4.7.1 Vertikale Hierarchie
Die Vertikale Hierarchie entsteht aus der Beschreibung eines Hierarchischen
Modells mit mehreren Abstraktionsebenen. Dabei beschreibt jede Hierarchie-
ebene, das Selbe Modell auf einer anderen Abstraktionsebene. Für die Archi-
tekturbeschreibung bedeutet dies, dass jeweils nur ein Modul vorhanden ist,
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Abbildung 4.8: Darstellung der beiden unterstützten Hierarchiekonzepte in-
nerhalb einer Modul Implementierung der ADL
welches jeweils die gleiche Funktion erfüllt. In jedem Modul können allerdings
unterschiedliche Verhaltenseigenschaften implementiert und beschrieben sein.
Dadurch kann je nach verwendeter Hierarchieebene der Fokus der Beschrei-
bung verändert werden, beispielsweise auf ein genaueres Berechnungsmodell
interner Instruktionen oder auf eine genauere Kommunikationsmodellierung.
Das Konzept wird erweitert durch die Verlinkung der Simulationsklassen je
nach Abstraktionsebene. So können bei gleicher Funktionalität auch genaue-
re Simulationsmodelle verwendet werden. Abbildung 4.8 stellt diese vertikale
Achse der ADL-Hierarchie dar.
4.7.2 Horizontale Hierarchie
Auf der anderen Seite stellt die horizontale Hierarchie die X-Achse des Hierar-
chieschaubilds dar, wie es in Abbildung 4.8 zu sehen ist. Hierbei werden nun
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Module durch eine Implementierung ersetzt, die aus mehreren Modulen be-
steht. Damit werden dem Modell weitere Details hinzugefügt, deren Funktio-
nalität aber schon auf höherer Ebene beschrieben sind. Die Implementierung
stellt dabei beispielsweise das Ersetzen eines Prozessormoduls mit einer Imple-
mentierung aus Prozessorkern, internem Speicher und Peripherieeinheiten dar.
Auf der horizontalen Ebene wird dem Modell keine Funktionalität hinzuge-
fügt, sondern nur vorhandene Elemente detaillierter dargestellt. Dabei können
allerdings weitere Einstellungsmöglichkeiten einstehen, wie beispielsweise die
Größe eines internen Speichers, die auf der höheren Ebene nicht zur Verfügung
standen.
Das Prinzip dabei ist nun, eine Entwurfsraumexploration möglichst effizient
durchzuführen. Anstatt zu Beginn schon hunderte Eigenschaften zu evaluie-
ren, können grobe Modelle für eine schnelle Eingrenzung des Entwurfsraums
verwendet werden. Eine zweite Stufe der Exploration kann anschließend mit
detaillierteren Modellen in einem kleineren Entwurfsraum durchgeführt wer-
den.
Die ADL erlaubt es dennoch sowohl horizontale als auch vertikale Hierarchie-
konzepte zu vereinen. So könnte beispielsweise ein Prozessormodell zur Verfü-
gung stehen, welches rein funktional beschrieben und simuliert werden kann.
Eine mögliche Implementierung könnte dabei aus mehreren Modulen mit je-
weils zyklenakkurater Simulation bestehen. Dabei gehen allerdings mögliche
Zwischenstufen verloren.
4.7.3 ADL Modul Implementation
Die Implementation stellt einen ADL-Block dar, der in Modulen oder Kon-
figurationen sowie dem TopLevel verwendet werden kann.
Über die Implementierung von Modulen, also der Realisierung eines Moduls
durch Teilkomponenten, werden die Hierarchieebenen innerhalb der ADL auf-
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gespannt. Welche Hierarchieebene für die Simulation verwendet wird, wird
über die Simulationsparameter einer Instanz gesteuert.
Die Implementierung beschreibt einen Satz an Modulinstanzen und deren Ver-
bindungen untereinander. Dabei werden Instanzen angelegt, welche mit Hilfe
ihrer Ports miteinander verbunden werden können. Eine Implementierung ei-
nes Moduls beschreibt damit eine Hierarchieebene innerhalb des Moduls, da
jede Instanz wiederum einem Modul zugeordnet ist.
Daher gilt für die Verbindungen eine strikte Einhaltung der Hierarchischen
Ordnung. Instanzen können nur mit Instanzen auf der gleichen Ebene, d.h. in-
nerhalb derselben Implementierung oder mit ihrem Elternmodul verbunden
werden. Nur so lassen sich die Unterschiedlichen Hierarchieebenen effektiv
und korrekt auflösen um eine simulierbare und analysierbare Umgebung zu
erhalten.
Abbildung 4.9 stellt die in der ADL verfügbaren Elemente zur Beschreibung
der Hierarchie dar. Aus der Verknüpfung zwischen einem Modul und einer
Instanz ist es möglich, dass mehrere Hierarchieebenen beschrieben werden was
in Abbildung 4.9 in grün dargestellt ist. Eine Instanz kann wiederum, mit der
Verknüpfung zum Modul, eine Implementierung besitzen.
4.7.3.1 Instanzen
In diesem Abschnitt der Implementierung werden Instanzen von Modulen de-
finiert. Eine Instanz stellt dabei ein konkretes Objekt eines Moduls dar. Im Ver-
gleich zu objektorientierten Programmiersprachen beschreibt ein Modul eine
Klasse, während eine Instanz ein Objekt dieser Klasse darstellt. Jede Instanz be-
sitzt daher eine Referenz zu dem Modul von dem die Instanz abgeleitet wird.
Darüber hinaus kann eine Instanz einen Simulationsblock enthalten, der die im
Modul beschriebenen Simulationsframework überschreibt oder erweitert. Da-
mit können Instanzen individualisiert und angepasst werden. Über den spezi-
ellen ADL-Operator SubInstance lassen sich über die Implementierung eines
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Abbildung 4.9: Darstellung der Hierarchiemodellierung innerhalb der ADL als
Klassendiagramm
Moduls die darin erzeugten Instanzen auf den unteren Hierarchieebenen auf-
rufen und einzelne Parameter überschreiben.
Parameter die nicht direkt von Instanzen oder über SubInstance angesprochen
werden, werden vom Elternmodul übernommen, so dass das Ergebnis der Ver-
einigungsmenge entspricht:
InstanceEigenscha f ten = ModuleEigenscha f ten ∪ SubInstanceEigenscha f ten
4.7.3.2 Connections
Dieser Abschnitt beinhaltet alle innerhalb dieser Implementierung auftreten-
den Verbindungen zwischen Instanzen. Verbindungen werden durch die voll-
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ständige Angabe der Quellinstanz, des Quellports, des Zielports und der Ziel-
instanz definiert. Die Angabe des zu verwendenden Interfaces ist nicht not-
wendig, da sie implizit aus der Portdefinition im Modul abgeleitet werden
kann. Verbindungen zwischen Instanzen werden innerhalb der ADL immer
bidirektional propagiert. Soll also eine unidirektionale Verbindung modelliert
werden, so geschieht dies über die Definition des Interfaces und deren PortTy-





Dieses Kapitel beschreibt den Aufbau und die Funktionen des ADL Com-
pilers. Dabei wird auf die einzelnen Funktionen eingegangen, welche
für die Überführung der ADL in die Zwischendarstellung benötigt werden
und welche Transformation auf der ADL durch die jeweiligen Funktionen
durchgeführt werden.
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Der ADL-Compiler hat die Aufgabe die Architekturbeschreibung in eine Zwi-
schenrepräsentation zu überführen, welche dann effektiv weiterverarbeitet
werden kann. Dazu gehören einerseits das Parsen der Datenbeschreibungs-
sprache sowie die Übersetzung der ADL-Beschreibung in eine Zwischendar-
stellung. Auf der Basis dieser Zwischendarstellung werden Struktur- und Ver-
haltensinformationen durch Architekturanalysefunktionen extrahiert, so dass
diese zur Parallelisierung einer Anwendung verwendet werden können.
Die Zwischendarstellung wird zudem innerhalb des Simulators weiterverwen-
det um daraus die Simulationsumgebung zu erzeugen ([BOR+14]). Zu den
Aufgaben des ADL-Compilers gehört deshalb auch die Hierarchieauflösung
entsprechend der ADL-Parameter, sowie die dadurch notwendige Reparatur
aufgebrochener Instanzverbindungen.
5.1 Software-Architektur
Die Architektur des Compilers folgt den Prinzipien aktueller Multi-Pass Com-
piler Frameworks. Die einzelnen Funktionen werden modular und unabhängig
implementiert, so dass sie nur auf den zuvor erzeugten Ergebnissen arbeiten
und damit austauschbar und aktualisierbar bleiben. Dadurch wird auch sicher-
gestellt, dass der Compiler entsprechend anpassbar und erweiterbar ist, soll-
ten neue Funktionen in der Architekturbeschreibungssprache umgesetzt wer-
den.
Für die Architektur des Compilers existieren deshalb Container-Klassen für die
einzelnen ADL-Objekte. Jedes ADL-Element wird nun durch ein Objekt inner-
halb eines Containers dargestellt, in dem die Parameter, Variablen und Funk-
tionen abgelegt werden.
Die Container Klassen sind im Klassendiagramm (Abbildung 5.1) blau hinter-




Abbildung 5.1: Klassendiagramm des Compilers und des internen Aufbaus
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5.2 Analysephase
Die Analysephase eines Compilers bezeichnet man üblicherweise als Frontend,
in dem lexikalische, syntaktische und semantische Analysen des Quellcodes
durchgeführt werden. Diese Schritte wendet auch der ADL-Compiler auf den
ADL-Quellcode an. Über die Angabe einer META Beschreibung können zu-
sätzliche sprachbedingte semantische Analysen ausgeführt werden.
5.2.1 Lexikalische und syntaktische Prüfung
In diesem Pass werden die Eingabedateien auf ihre lexikalische und syntakti-
sche Korrektheit geprüft. Dazu kommt die Bibliothek der Datensprache DDL
zum Einsatz. D.h. der Compiler überprüft hiermit die Syntax der Datenbe-
schreibungssprache auf Fehler. Des Weiteren werden in diesem Schritt Varia-
blen und Kontrollstrukturen aufgelöst, so dass Schleifen vollständig ausgerollt
und bedingte Ausführungen aufgelöst wurden. Alle Variablen werden hierbei
durch ihre Werte ersetzt sowie ADL-Funktionen ausgeführt und evaluiert.
Das Ergebnis ist also eine vollständig analysierte ADL-Beschreibung ohne Va-
riablen oder Kontrollstrukturen.
5.2.2 Semantische Prüfung
Die META-Beschreibung wird in derselben Datenbeschreibungssprache ange-
geben wie eine Architekturbeschreibung selbst. Dabei gibt die META-Beschrei-
bung den Rahmen vor, welche Inhalte eine Architekturbeschreibung beinhal-
ten muss und wie deren Aufbau gestaltet ist, sowie welche Daten eingetragen
werden.
Diese Beschreibung ist unerlässlich, wenn eine Analysierbarkeit der Eingabe-
daten garantiert werden soll.
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Da die META-Beschreibung in DDL verfasst ist, durchläuft auch die META-
Beschreibung die Syntaxprüfung mittels DDL und wird dann als zweite Einga-
bedatei vom Compiler verarbeitet. Die semantische Prüfung der Architektur-
beschreibungssprache evaluiert nun die strukturelle Korrektheit einer Archi-
tekturbeschreibung indem Sie die ADL-Eingabedatei auf die Einhaltung der in
der META-Beschreibung definierten Regeln hin prüft. Dieser Pass ändert die
ADL-Eingabedatei nicht ab, sondern erlaubt nur deren weitere Verarbeitung
im Compiler.
In Abbildung 5.2 ist ein Beispiel einer Meta-Beschreibung angegeben, welches
einige der Beschreibungsmöglichkeiten darstellt.
1 [’SingleData’][’NetworkAdapter’][’Hash’] = {
2 [’Order’] = (’Latency’, ’MessageTypes’);
3 [’MayExists’] = [’MustExists’] = set([’Order’]);
4 [’SingleData’][’Latency’][’Int’] = true; // cycles
5 [’SingleData’][’MessageTypes’][’Hash’] = {
6 [’Data’][’Hash’] = {
7 [’Order’] = (’DataSize’, ’DataDirection’, ’SendOverhead’, ’
ReceiveOverhead’);
8 [’MayExists’] = set([’Order’]);
9 [’MustExists’] = set(’DataSize’, ’DataDirection’);
10 [’SingleData’][’DataSize’][’Int’] = true; // bits
11 [’SingleData’][’DataSize’][’Vector’] = {
12 [’Data’][’Int’] = true;
13 };
14 [’SingleData’][’DataDirection’][’String’] = true;
15 [’SingleData’][’SendOverhead’][’Int’] = true; // bits




Abbildung 5.2: ADL META Beschreibung der NetworkAdapter-
Verhaltensbeschreibung mit Unterstützung mehrerer
Nachrichtentypen.
Die dazugehörige logische Struktur der Meta-Beschreibung wird durch die
Baumstruktur in Abbildung 5.3 realisiert.
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Einige semantische Prüfungen, wie beispielsweise die korrekte Verbindung
von Interfaces, oder bestimmter Eigenschaften, wie SendOverhead und
ReceiveOverhead, können nicht durch die Meta-Prüfung abgedeckt wer-
den.
Diese beiden Eigenschaften haben weiterreichende Abhängigkeiten von ande-
ren Eigenschaften, hier DataDirection, welche die Verwendung der beiden
vorherigen Eigenschaften definiert. Diese semantischen Prüfungen werden in
den nachfolgenden Compilerpasses durchgeführt, sobald die notwendigen In-





DataSize Integer / Vector<Integer> (bits)
’DataDirection’ String
SendOverhead Integer (bits, opt if Receive)




Abbildung 5.3: Struktur der NetworkAdapter-Verhaltensbeschreibung.
Handelt es sich hierbei um klar ausführbare Prüfungen, welche direkt nach
dem Parsen der Informationen durchgeführt werden, so werden sie in diesen
Schritt integriert. Andernfalls werden komplexere Funktionen im Anschluss an
den Parsing Prozess implementiert und ausgeführt.
5.3 Sprachevaluation
Das Backend des ADL Compilers ist im Gegensatz zu Programmiersprachen-
Compilern nicht in der Lage ausführbaren Code zu erzeugen. Die Funktion
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ist aber einem Multi-Pass Compiler ähnlich. Das Backend des ADL-Compilers
erzeugt eine in-memory Repräsentation, die an weitere Werkzeuge weitergege-
ben werden kann und auf der Architekturanalysen ausgeführt werden.
Die Passes sind als Funktionen der Klasse CSADL realisiert und arbeiten auf
den darin referenzierten Container-Klassen für Module, Instanzen usw., siehe
Abbildung 5.1. Im Folgenden werden die einzelnen Passes des ADL-Compilers
beschrieben, die in der angegebenen Reihenfolge aufgerufen werden.
Module Parsing In diesem Pass werden die in der ADL beschriebenen
Module vollständig geparst. D.h. die in der ADL angegebenen Werte ein-
zelner Parameter werden in die Variablen der Modul-Objekte geschrie-
ben. Für jedes Beschriebene ADL-Modul wird ein eigenes Objekt im
Modul-Container erstellt. Dieser Schritt übernimmt nur die Rohdaten
und führt noch keinerlei weitere Transformationen oder Analysen aus.
Dies ermöglicht eine einfachere und effizientere Implementierung der
Individualisierung einzelner Instanzen, da die durch SubInstance zur
Verfügung gestellten Werte direkt mit den Rohdaten kombiniert werden
können.
Generate Instances Aus den zuvor generierten Modul-Objekten werden
nun Instanzen erzeugt. Es wird ein weiterer Container für Instanzen ver-
wendet, in den nun jeweils ein Objekt pro ADL-Instanz erzeugt wird.
Auch hier sind nun alle Instanzen eindeutig, können aber von demselben
Modul-Objekt abstammen. Durch diese Kombination kann die Referenz
zum Modul-Objekt erhalten werden, was spätere Analysefunktionen be-
fähigt auf Modulebene zu arbeiten.
Jedes Instanzobjekt kopiert dabei das Modul aus dem es erzeugt wurde,
besitzt darüber hinaus aber auch die Verbindungsinformationen welche
in den Implementierungsabschnitten der ADL-Beschreibung modelliert
sind. Hierbei erzeugt der Compiler, alle Instanzen die in allen modellier-
ten Hierarchieebene beschrieben werden. Allerdings nur solche Instan-
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zen, die sich aus der initialen Instanz des TopLevel und dessen Imple-
mentierung ableiten lassen.
Propagate Instance Information Nachdem alle Instanzen erzeugt wur-
den, werden Verhaltensbeschreibungen, SubInstance Informationen und
Implementierungen der Module an die Instanzen propagiert. hierbei
werden die Rohdaten übertragen und mit den Rohdaten der Instanzen
kombiniert. Dabei können Parameter überschrieben oder vollständige
Objekte hinzugefügt werden. Die Daten liegen hier noch immer als Roh-
daten vor. Für die korrekte Auflösung der Hierarchie sind die Implemen-
tierungsinformationen notwendig. So kann eine Instanz feststellen, wel-
che Verbindungen zwischen den Hierarchieebenen, erlaubt sind direkte
Verbindungen zur Eltern-Instanz und zu Kind-Instanzen, existieren. Da-
bei kann auch eine rekursive Verteilung vorgenommen werden um alle
Hierarchieebenen korrekt zu erfassen.
Parse Instances Sind alle Ebenen vollständig erzeugt und die Informatio-
nen an alle Instanzen korrekt propagiert worden, können die einzelnen
Rohdaten in den Instanzen geparst werden. Dazu wird über alle Instanz-
Objekte iteriert und die Rohdaten in Variablen oder C++-Structs über-
führt.
Propagate Connections Dieser Pass ermittelt die korrekten Verbindun-
gen zwischen Eltern einer Instanz und Kindern einer Instanz. Dadurch,
dass bei Auswahl einer tieferen Hierarchieebene eine Instanz entfernt
wird, müssen die Kinder der entfernten Instanz wissen, welche Instan-
zen mit dieser Instanz verbunden sind, damit diese Verbindungen kor-
rekt aufgelöst werden können. Dazu werden alle Verbindungen entspre-
chend an Kinder und Eltern propagiert. Dies erleichtert im Nachhinein
die Reparatur von Verbindungen.
Propagate Interfaces Da nun alle Verbindungen vollständig propagiert
wurden, können diesen die entsprechenden Interfaces zugeordnet wer-
den. Dadurch erhalten die Verbindungen auch Verhaltensinformationen
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und Typinformationen. In diesem Pass wird daher auch die Konsistenz
der Instanzverbindungen geprüft.
Propagate ActiveInstances Die Auswahl der Hierarchieebenen im
Simulation Block einer Modul- oder Instanzbeschreibung wird in die-
sem Pass ausgewertet. Der ADL-Compiler erstellt einen neuen Instanz-
Container und kopiert in diesen nur die aktiven Instanzen, welche zur
Analyse oder Simulation ausgewählt wurden. Anschließend wird nur
noch auf diesem Container gearbeitet. Der vollständige Instanz-
Container ist weiterhin verfügbar und kann zur Rekonfiguration der Si-
mulationsumgebung verwendet werden.
Remove Inactive Connections Auf den aktiven Instanzen wird nun eine
Bereinigung und Reparatur durchgeführt. Verbindungen zu nicht mehr
existierenden Instanzen werden gelöscht und durch die alternativen Ver-
bindungen ersetzt um eine Hierarchieebene zu überspringen. Der ADL-
Compiler führt zu diesem Zweck eine Tiefensuche auf den aktiven In-
stanzen durch und beginnt mit der Ersetzung bei denjenigen Instanzen
die keine Kind-Verbindungen mehr besitzen. Dadurch können die nun
daran anzuschließenden Instanzen, Verbindungen sowie alternative Ver-
bindungen, gleichermaßen aktualisiert werden. Dadurch wird es mög-
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Dieses Kapitel beschreibt den Aufbau und die Funktionsweise des Mul-
ticore Simulators, sowie eine kurze Beschreibung von SystemC, welches
als Grundlage für die Simulation verwendet wird. Für den Multicoresimu-
lator wird der vollständige Toolflow beschrieben, um aus der ADL eine
simulierbare Umgebung zu erzeugen, sowie die Erstellung von Simulati-
onsstatistiken.
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6.1 Ziele
Das Simulationsframework verfolgt mehrere Ziele, welche aus dem EU-Projekt
ALMA entstanden sind. Dazu zählt als eines der Hauptziele die Evaluation
paralleler Programme welche mit Hilfe der ALMA Toolchain erstellt worden
sind. Da diese Werkzeuge architekturunabhängig entworfen worden sind, er-
halten sie die architekturspezifischen Informationen aus der ADL. Eine Auf-
gabe des Simulators ist es nun eine Simulationsumgebung für die in der ADL
beschriebenen Architektur bereitzustellen und die Evaluation des parallelen
Programms für diese Architektur zu ermöglichen.
Dementsprechend wird das Ziel der Flexibilität des Frameworks davon abge-
leitet. Ein fest definierter Simulator wäre kontraproduktiv für die Entwicklung
architekturunabhängiger Parallelisierungswerkzeuge. Deshalb soll der Simula-
tor sowohl auf die zu simulierende Architektur, als auch auf die Abstraktions-
ebene der Architekturbeschreibung anpassbar sein und mehrere Simulations-
modi adaptiv unterstützen.
Für die Evaluation von sowohl Architektur als auch Anwendung ist es uner-
lässlich entsprechende Funktionen mit in den Simulator zu integrieren. Dies
geschieht durch den System Profiler, welcher in der Lage ist sowohl Tracing als
auch Profiling Funktionen zu unterstützen.
Die Ergebnisse der Evaluation sollen anschließend in geeigneter Form für die
weitere Verarbeitung zur Verfügung gestellt werden. Ein besonderes Ziel ist
dabei die Rückführung dieser Ergebnisse in die Eingabebeschreibung der Ar-
chitektur. Dadurch lassen sich iterative Optimierungen sowohl bei der Verwen-
dung in Entwicklungswerkzeugen, wie der ALMA-Toolchain, als auch in der
Simulation selbst realisieren.
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6.2 Hardware und Software Simulation
Ähnlich zu einem realen Computer System ist das zentrale Element eines MP-
SoC Simulators die Prozessorsimulationseinheit. Dabei kann in mehrere Klas-
sen von Simulatoren unterschieden werden. Abhängig vom Ziel der Simula-
tion ergeben sich einerseits Hardwaresimulatoren, welche das Ziel verfolgen
die physikalischen Vorgänge eines Prozessors nachzubilden und zu simulieren.
Auf der anderen Seite gibt es funktionale Simulatoren, die die Funktionsweise
eines Prozessors nachempfinden. Diese können physikalische Effekte mit ein-
beziehen, sind aber in der Regel nicht darauf ausgelegt.
Innerhalb der funktionalen Simulatoren gibt es wiederum mehrere Untertei-
lungen. Es gibt reine Funktionssimulatoren, in denen die Struktur, also der
Aufbau des Prozessors, keine Rolle spielt. Das Verhalten des Prozessors, al-
so dessen Funktion, wird dabei über mathematische Funktionen abgebildet.
Je nach Detailgrad können auf einem solchen System Softwareanwendungen
auch ausgeführt werden, ist allerdings eher selten der Fall, da diese direkt in die
mathematische Beschreibung integriert sind. Auf Grund der mathematischen
Simulation sind rein funktionale Simulatoren sehr schnell in der Ausführung
und sind daher für eine Entwurfsraumexploration für Softwarefunktionen sehr
gut geeignet.
Eine weitere Ebene sind strukturelle Simulatoren. Diese bilden den inneren
Aufbau eines Prozessors ab, wodurch eine sehr genaue Simulation der inneren
Abläufe eines Prozessors entsteht. Der Fokus solcher Simulatoren liegt dabei
nicht auf der Ausführung von Softwareanwendungen, sondern eher dem Low-
Level Entwurf neuer Prozessorarchitekturen. Durch die strukturelle Simulati-
on lassen sich Hardwaretests durchführen und Ausführungsfehler aufdecken.
Eine solche Simulation erfordert auf Grund ihrer Komplexität hohe Rechenka-
pazitäten und kann im Regelfall nicht mit der realen Geschwindigkeit des zu
simulierenden Prozessors ausgeführt werden. Eine Simulation hat daher eine
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sehr lange Laufzeit und ist deswegen nicht für die Exploration von MPSoC
Systemen geeignet.
Eine sich dazwischen bewegende Klasse sind sogenannte Instruktionssatzsi-
mulatoren (ISSs). Sie simulieren einen Prozessor indem sie sich auf funktionaler
Ebene wie ein Prozessor verhalten und dabei seinen Instruktionssatz (ISA) si-
mulieren. Der Instruktionssatz stellt die ausführbaren Befehle eines Prozessors
dar. Je nach Ausführung des ISS kann es sich nun um rein funktionale oder rein
strukturelle Simulatoren handeln. Oftmals werden aber auch beide Sichtweisen
miteinander verknüpft um die Vorteile beider Seiten zu verwenden.
Da ein ISS jeweils nur einen Prozessor simuliert, werden diese Simulatoren mit
weiteren Simulationskomponenten kombiniert um eine vollständige System-
simulation zu erhalten. Eine Systemsimulation enthält neben dem Prozessor
auch weitere Elemente wie Speicher, Caches, Bus- und Kommunikationssyste-
me oder Input/Output (I/O) Controller.
Da ISS oftmals strukturelle als auch funktionale Elemente miteinander verbin-
den, kann eine Systemsimulation auf verschiedenen Abstraktionsebenen rea-
lisiert werden. Dadurch lassen sich unterschiedlichste Ziele hinsichtlich der
Performanz einer Simulation erfüllen. Dies kann beispielsweise eine möglichst
schnelle oder eine möglichst genaue Simulation sein. Da sich die Ziele Genau-
igkeit und Geschwindigkeit orthogonal zueinander verhalten, ist es oftmals so,
dass eine sehr genaue Simulation auch höchstwahrscheinlich eine sehr langsa-
me Simulation ist und umgekehrt.
Zu den genauesten Abstraktionsebenen der Simulatoren zähl die Register-
Transfer Level RTL Simulation, wie sie in Hardwarebeschreibungssprachen wie
VHDL oder Verilog, aber auch in SystemC eingesetzt wird. Für die Ausfüh-
rung von Prozessorinstruktionen, d.h. bei einer Verwendung als ISS können
damit Geschwindigkeiten bis wenige hundert Hertz erzielt werden. Heutzu-
tage finden Prozessoren in diesen Frequenzbereichen nur noch in Spezialbe-
reichen Anwendung, weshalb eine Simulation in den seltensten Fällen für die
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Simulation von Softwarefunktionen verwendet werden kann. Allerdings lassen
sich durch die Strukturelle Genauigkeit einer Register-Transfer Level (RTL) Si-
mulation, die internen Abläufe eines Prozessors präzise nachempfinden, testen
und optimieren. Befehle, Speicherzugriffe oder Kommunikationsoperationen
lassen sich mit Hilfe einer RTL Simulation zyklengenau, und teilweise auch
sub-zyklengenau, simulieren. Für die Ausführung einer Softwareanwendung
sind diese jedoch nicht geeignet. Wohl aber um dedizierte Funktionen in Hard-
ware zu beschreiben und diese zu simulieren.
In Abbildung 6.1 werden nun bekannte Simulationstechnologien hinsichtlich
ihrer Genauigkeit und ihrer Simulationsgeschwindigkeit gegenübergestellt.
Ziel dieser Arbeit ist es ein Framework, bereitzustellen, dass sich unterschiedli-
cher Technologien bedienen kann um dadurch ein möglichst breites Spektrum
abzubilden.
Um nun eine hohe Simulationsgeschwindigkeit zu erreichen ist es notwendig
diese strukturelle Genauigkeit aufzugeben. Rein funktionale Simulatoren ohne
Zeitmanagement, wie beispielsweise OVP [Imp08], können Geschwindigkei-
ten bis hoch in einstellige Gigahertzbereiche erreichen, die im eingebetteten
Bereich bereits schneller simulieren können, als ein reales System für die Aus-
führung benötigt. So können auf sogenannten virtuellen Plattformen Systemsi-
mulationen mit laufenden Betriebssystemen und Anwendungen simuliert wer-
den. Die Kosten einer solchen Simulation gehen auf die Genauigkeit sowie die
Messfunktionen. Ohne jegliches Zyklen- oder Zeitmanagement kann eine Soft-
ware nur auf seine Funktion simuliert werden. Die Verwendung eines zeitlich
genauen Profilers, beispielsweise für eine automatisierte Parallelisierung, ist
auf dieser Ebene nicht mehr möglich.
Zwischen einer RTL Simulation und einer vollständig Zeitlosen funktionalen
Simulation liegen etliche Kombinationen und Verfeinerungsschritte wie sie in
Abbildung 6.2 dargestellt sind. Des Weiteren besitzen beide Ebenen sehr un-
terschiedliche Anforderungen an die Beschreibung des Systems. Daraus ergibt
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Abbildung 6.1: Verhalten unterschiedlicher Abstraktionsebenen und Simula-
tionstechnologien hinsichtlich Genauigkeit und Geschwindig-
keit einer Simulation
sich die Diskrepanz, dass analog zu den ADLs, auch hier Simulatoren für ei-
ne dedizierte Kombination des Abstraktionslevels entstanden sind. Für jeden
Simulator sind eigene Simulationsmodule, eigene Beschreibungen sowie Im-
plementierungen notwendig, die jeweils verfeinert werden müssen, wenn sie
auf einen andere Abstraktionsebene gebracht werden sollen.
Gajski und Cai [CG03] haben dafür jeweils für die Domänen Computation
(Berechnung) und Communication (Kommunikation) drei Basisklassen defi-
niert von denen sich unterschiedliche Abstraktionsmodelle ableiten lassen. Die
Kategorien sind in Abbildung 6.2 dargestellt, überlagert von Simulationstech-
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nologien und Beschreibungssprachen, die die jeweiligen Abstraktionsmodelle
abdecken. Die Modelle sind:
A "Specification model": zeitlose funktionale Modelle.
B "Component-assembly model": zeitliche funktionale Modelle.
C "Bus-arbitration model": Transaktionsmodelle
D "Bus-functional model": Kommunikations- und Verhaltensmodelle
E "Cycle-accurate computation model": akkurate Berechnungsmodelle
F "Implementation model": Register-Transfer-Modelle
Diese fehlende Flexibilität soll der MPSoC System Simulator ausgleichen, in-
dem eine ADL verwendet wird, die die notwendige Struktur als auch Verhal-
tensbeschreibung für sowohl zyklenakkurate als auch funktionale Simulations-
systeme bietet. Kombiniert wird dies mit einem Basissimulatorsystem, welches
ein Framework für die Kombination unterschiedlichster Simulationsmodule
bereitstellt, in dem mehrere Abstraktionsebenen kombiniert und mit einer ge-
meinsamen ADL gesteuert werden kann. So kann in allen Verfeinerungsschrit-
ten auf dieselbe Basis an Simulationsmodulen sowie auf eine gemeinsame Be-
schreibung zurückgegriffen werden um die Simulationsumgebung an die ak-
tuellen Bedürfnisse anzupassen.
6.2.1 SystemC
Für die Systemsimulation mit unterschiedlichen Detailgraden hat die Open
SystemC Initiative (OSCI) (seit 2011 mit Accellera zur Accellera Systems In-
itiative [Acc11] fusioniert) SystemC als Standard etabliert. SystemC stellt ein
Framework für die Modellierung, die Simulation und die Analyse von digita-
len Systemkomponenten oder ganzen Systemen dar. Implementiert als Quell-
codebibliothek besteht SystemC aus einer Menge an C++ Klassen, Interfaces
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Abbildung 6.2: Darstellung der Verfeinerungsschritte einer Simulation mit
Technologien und Beschreibungssprachen, nach [CG03]
sowie Makros die für die Beschreibung und Modellierung eines Systems ver-
wendet werden. Dazu implementiert SystemC einen Simulationskernel, der die
Simulation eines in SystemC beschriebenen Systems und damit weitreichende
Analysen ermöglicht.
Die primäre Domäne von SystemC ist die Implementierung eines Simulations-
modells, kann aber unter Einschränkungen auch als ADL interpretiert wer-
den um digitale Systeme zu beschreiben. In diesem Fall sind die Beschreibung
als auch das Simulationsmodell miteinander vermischt. Da SystemC auf C++
aufbaut ist es primär eine Programmiersprache, so dass eine Systembeschrei-
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bung immer in das Simulationsmodell integriert und somit implementiert sein
muss.
Für die Simulation stellt SystemC Mechanismen und Interfaces auf verschie-
denen Detailebenen bereit, die sowohl für die Simulation als auch die System-
beschreibung verwendet werden. Die möglichen Detailgrade umfassen dabei
rein funktionale Beschreibungen bis hin zu zyklenakkuraten Simulationsmo-
dellen, welche ähnlich einer Hardwarebeschreibungssprache auf Bitänderun-
gen und Signalflankenänderungen innerhalb eines Taktzyklus reagieren kön-
nen. Dabei steigt der Rechenaufwand für die Simulation mit wachsendem De-
tailgrad. Während rein funktionale Modelle hohe Simulationsgeschwindigkei-
ten erreichen, bewegen sich bitakkurate und zyklenakkurate Modelle in den
Simulationsgeschwindigkeiten einer Hardwaresimulation wie beispielsweise
VHDL.
Über die Implementierung von sogenannten Wrappern und Adaptern ist es
möglich Übersetzungen von und in andere Detailgrade oder Berechnungsmo-
delle zu implementieren, wodurch diese innerhalb einer Simulation miteinan-
der kombiniert werden können.
Die Natur der Programmiersprache C++ ermöglicht zwar die Wiederverwen-
dung von Klassen und damit von Systemkomponenten, allerdings lassen sich
Modifikationen nur im vorgegebenen Modell realisieren. Soll der Detailgrad
eines Modells oder einer Systemkomponente verändert werden, so muss ei-
ne Implementierung erfolgen. Dies macht SystemC während der Design-Phase
sehr flexibel verliert diese Flexibilität aber in der Implementierung eines Simu-
lationsmodells.
6.2.1.1 Architektur Modellierung
Für die Architekturmodellierung verwendet SystemC [Sys12, Gro02] soge-
nannte Modules für die Beschreibung von Komponenten sowie Ports und In-
terfaces für die Kommunikation. Mit Hilfe von Prozessen wird das Verhalten
eines Moduls beschrieben.
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Modules Das Basiselement der strukturellen Systembeschreibung in Sys-
temC ist ein Modul. Module können mit Hilfe des SCMODULE Makro
oder über C++ Objektdefinitionen erzeugt werden. Das Modul erlaubt
die Kapselung und die Gruppierung von Komponentenfunktionen um
die Systemkomponenten zu organisieren.
Ports, Interfaces und Channels Module kommunizieren miteinander
über Ports, über die Informationen von einem Modul zum anderen Mo-
dul übertragen werden können. Um die Kompatibilität zwischen Mo-
dulen und der Zielfunktionalität herstellen zu können, nutzt eine Ver-
bindung ein Interface. Damit SystemC mit dem C++ Standard konform
bleibt, stellen Interfaces abstrakte Elemente dar, welche nur Funktionen
deklarieren ohne eine Implementierung bereitzustellen. Ein Channel
wird nun von einem Interface abgeleitet und implementiert die darin
deklarierten Funktionen. Ein Port eines Moduls wird nun durch die Im-
plementierung eines Interfaces an einen Channel gebunden. Durch die
Vererbungsmöglichkeiten in C++ ist es auch möglich mehrere Channels
zu gruppieren und somit hierarchisches Channels zu erzeugen. ein Pri-
mitive Channel hingegen implementiert nur einen direkten Port.
Prozesse Da Hardware in der Lage ist Befehle und Operatoren auch paral-
lel und gleichzeitig abzuarbeiten muss SystemC dieses Verhalten simu-
lieren. Dieses Ziel wird erreicht in dem Aktivitäten als Processes model-
liert werden, welche anschließend, ähnlich zu Hardwaresimulationss-
prachen wie VHDL nebenläufig bzw. im Zeitmultiplexverfahren ausge-
führt werden. Die Ausführungsreihenfolge der Prozesse hängt von der
Implementierung des Simulationskernels ab.
6.2.1.2 Simulationskernel
Der Simulationskernel von SystemC wurde Event-basiert entworfen und
macht sich dabei eine breite Interpretation des Begriffs Event zu nutze. Sys-
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temC Events können dabei entweder zeitliche Events, beispielsweise eines Ti-
mers, oder Signalevents wie die steigende flanke eines Taktsignals darstellen.
Es werden aber auch SystemC interne Mechanismen bereitgestellt, um eigene
Events zu definieren auf die der Simulationskernel reagieren kann. Da dadurch
die Anzahl auftretender Events sehr groß werden kann, wird eine Simulation
die auf alle Events reagiert entsprechend langsam. Daher wurde für SystemC
ein alternatives Konzept entwickelt: SystemC-TLM [Ope09]. SystemC-TLM ar-
beitet dabei auf einer funktionalen Ebene und ignoriert dabei gewisse hard-
warespezifische Details. Dadurch verliert SystemC-TLM zwar auch an Genau-
igkeit während der Simulation, gewinnt allerdings auch an Geschwindigkeit.
Um SystemC und SystemC-TLM gegenüberzustellen, sei ein Speicherzugriff
als Beispiel genannt. Während in SystemC alle Bit-Wechsel auf dem Kommuni-
kationsbus berechnet und simuliert werden müssen, gibt ein Funktionsaufruf,
die sogenannte Transaction, in SystemC-TLM nur das Ergebnis des Speicherzu-
griffs zurück. Zyklenzahlen und Ausführungszeiten können dabei berechnet,
geschätzt oder vollständig ignoriert werden. Damit verschiebt sich auch der
Einsatzzweck und der Use-Case von Prozessorarchitekturen und Hardware-
schaltkreisen hin zu Funktionsblöcken und ganzen Systemen oder sogenann-
ten Virtuellen Plattformen in der mehrere IP Blöcke modelliert und simuliert
werden können.
SystemC und SystemC-TLM erlauben die Modellierung und Simulation von
Systemen auf unterschiedlichen Genauigkeitsebenen (im SystemC Standard
[Sys12] auch Coding Styles genannt). Dazu zählen:
Untimed Dies ist das schnellste aber auch ungenaueste Simulationslevel.
Ein System welches als untimed modelliert wird stellt dabei keine bis
kaum Zeitinformationen zur Verfügung, deren Genauigkeit wiederum
nicht definiert ist. Untimed Modelle können daher nur für die schnelle
funktionale Verifikation von Software oder Hardware verwendet wer-
den.
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Loosely-Timed In loosely-timed Systemen werden Transaktionen zwar
blockierend ausgeführt, ein sogenanntes Temporal Decoupling ermög-
licht allerdings die Beschleunigung der Simulation. Die Zeitliche Ent-
kopplung sorgt dafür, dass Simulationsmodule bis zu einem gewissen
Zeitquantum der globalen Simulationszeit vorauslaufen können um un-
nötige Synchronisationsintervalle zu vermeiden und damit den Swit-
ching Overhead in komplexeren Systemen zu reduzieren.
Approximately-timed Diese Modellierungsebene basiert auf nicht-
blockierenden Transaktionen welche allerdings nicht von einer zeitlichen
Entkopplung profitieren können. Dadurch wird eine höhere zeitliche Ge-
nauigkeit erreicht als bei einer loosely-timed Simulation.
Cycle-accurate auf der genauesten aber damit langsamsten Modellie-
rungsebene stehen sowohl blockierende als auch nicht-blockierende
Funktionsaufrufe zur Verfügung. Diese richten sich allerdings strikt nach
dem SystemC Standard und erlauben keine Verwendung von TLM.
SystemC erlaubt die Verwendung mehrerer Coding-Styles innerhalb einer Si-
mulation, wodurch die Verfeinerung eines Moduls in ein genaueres Modell mo-
dular und schrittweise bei gleichzeitiger Verifikation der Module untereinan-
der erfolgen kann.
6.2.2 Simulationstechniken
Für die eigentliche Simulation wurden bereits mehrere Frameworks vor-
geschlagen. Während viele Frameworks auf SystemC aufbauen [BBB+05]
[MKB+11], basieren andere auf eigens entwickelten C-basierten Simulationen
[CGH+08] oder Khan Prozess Netzwerken um die Anwendung zu modellieren
[HBLH09] [CHB09].
In [ANMD07] wird ein Simulationsansatz basierend auf TLM Unterebenen vor-
geschlagen um eine Performanceabschätzung durchzuführen. Allerdings gibt
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es keine Aussagen über System bzw. Architekturbeschreibungsmöglichkeiten
oder über eine iterative Applikationsoptimierung.
Um einen Kompromiss zwischen Geschwindigkeit und Genauigkeit innerhalb
von TLM Modellen basierend auf SystemC 2.0 zu erzielen wird in [BSS+06]
ein Multi-Level Ansatz vorgeschlagen. Dabei wird für die Kommunikation ein
Konzept implementiert, welches mehrere Abstraktionsebenen vorhält und
durch spezielle Komponenten innerhalb des SystemC Channels Entschei-
dungsmöglichkeiten zur Wahl der Implementierung zur Verfügung stellt. Eine
abstrakte Beschreibung des Systems existiert nicht, weshalb alle Alternativen
direkt mit in das SystemC Modell implementiert werden. Dadurch wird die
Beschreibung des Systems extrem Komplex, was eine automatisierte Architek-
turanalyse auf Strukturebene erheblich erschwert.
Mit ReSP schlagen Beltrame et. al [BFS09, BBF+08, MKB+11] einen Ansatz
vor, der es erlaubt mit Hilfe der Skriptsprache Python Architekturen zu be-
schreiben, welche an einen SystemC Simulator gekoppelt werden. Durch eine
automatische Integration von Python in C++, welches die Basis für SystemC
darstellt, lassen sich Simulatorinstanzen unkompliziert in die Simulationsum-
gebung integrieren, ohne dass Wrapper-Klassen für den Simulator notwendig
sind. Dazu wird ein SystemC IP Core mit Hilfe eines Python Skriptes analysiert
und die Funktionen anschließend in C++ bereitgestellt, woraus eine SystemC
main Datei zur Simulation erstellt wird. Dieses Vorgehen ist besonders für au-
tomatisierte simulationsbasierte Entwurfsraumexplorationen hilfreich, bei der
auch Softwarekomponenten in SystemC modelliert werden.
In [FQS08] beschreiben Fummi et al. ein auf SystemC TLM basierendes Fra-
mework zur Netzwerksimulation. Der Fokus des SCNSL genannten Simulati-
onsframeworks liegt auf der Modellierung von vernetzten eingebetteten Syste-
men, wodurch sich beispielsweise auch kabellose Sensornetzwerke simulieren
lassen. Die Architektur von SCNSL besteht aus einem Simulationskernel basie-
rend auf SystemC für die Netzwerksimulation und der Beschreibung von No-
des, welche eingebettete Systeme, Systemkomponenten oder Prozessoren dar-
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stellen können. Dazu kommen Ports und Channels, welche die Nodes mitein-
ander verbinden und damit das eigentliche Netzwerk darstellen, sowie Packets
um die Dateneinheit zu modellieren, welche zwischen Nodes ausgetauscht
wird. Um die Netzwerksimulation zu beschleunigen wird die Beschreibung
der Node vom Netzwerkframework entkoppelt, wodurch große Synchronisa-
tionsintervalle erzielt werden können. Innerhalb des Frameworks ist auch die
Kombination von RTL oder TLM Modellen möglich. Eingeschränkt wird das
Framework durch den Fokus auf Netzwerkkomponenten, was eine System-
weite Analyse des Systems inklusive der Verarbeitungseinheiten erschwert.
Virtuelle Plattformen, welche wie OVP [Imp08] oder HySim [GKK+08] auf na-
tiv kompilierten Code zurückgreifen, erreichen hohe Simulationsgeschwindig-
keiten. Dabei ist allerdings zu beachten, dass die Synchronisation zwischen
dem nativ ausgeführten Simulationscode und dem simulierten Prozessor zu
starken Genauigkeitsverlusten führen kann. Durch Entkopplung des nativen
Codes und des spezifischen ISS lässt sich zwar die funktionale Korrektheit
[MEJ+12] der Simulation verbessern, allerdings sind kaum Timing-Informat-
ionen über die internen Strukturen des MPSoC Systems verfügbar. Somit las-
sen sich parallele Anwendungen hervorragend funktional testen, aber für die
Systemanalyse zur automatisierten Parallelisierung sind diese weniger geeig-
net.
Zur weiteren Beschleunigung von Simulationen werden verschiedene Ansätze
vorgeschlagen. Der in [QD11] angewandte Ansatz verwendet Cuda [NBGS08]
zur Beschreibung von RTL Tasks um diese parallel auf Graphics Processing
Units (GPUs) auszuführen. Die Ausgangsbasis dafür stellt ein HDL Code in
Verilog [IEE06] dar, welcher auf CUDA Funktionen gemappt wird. Der Simu-
lator wird anschließend vollständig in CUDA implementiert und führt damit
die HDL Simulation durch. Eine derartige Simulation erlaubt damit allerdings
nur die Verwendung von RTL Code, weshalb die Flexibilität zum Wechseln
des Abstraktionslevels nicht gegeben ist. Darüber hinaus lässt sich damit keine
binärkompatible Simulation durchführen, wie sie für die Parallelisierung not-
wendig ist.
94
6.2 Hardware und Software Simulation
6.2.3 ArchC
Eine ArchC Systembeschreibung kann dazu verwendet werden um automati-
siert einen ISS sowie die zugehörige Toolchain, bestehend aus Assembler, Lin-
ker und C++ Compiler Backend, zu erzeugen. Das Zielsystem kann dabei ent-
weder auf funktionaler Ebene oder auf zyklenakkurater Ebene erzeugt werden
und können, wie in [MKB+11] beschrieben, auch kombiniert werden. Aller-
dings sind keine weiteren Simulationsebenen außer funktional oder zyklenak-
kurat definiert.
ArchC beinhaltet dafür den Interpretierenden Simulatorgenerator acsim, wel-
cher die Verhaltensbeschreibung einer ArchC Architekturbeschreibung ver-
wendet um einen Simulator zu generieren. Eine schnellere Variante, accsim,
kompiliert direkt den ArchC C++ Quellcode und setzt dabei auf Präprozesso-
ren um die Simulation zu beschleunigen.
Um Rapid-Prototyping mithilfe von ArchC zu ermöglichen steht das Platform
Designer Framework [AGB+05] zur Verfügung, welches Werkzeuge für die
Entwurfsraumexploration bereithält. Zu den Werkzeugen zählen die beiden
SystemC Simulatoren, Werkzeuge für die Modellierung mit ArchC sowie Ana-
lytische Plugins für die Eclipse Integrated Development Environment (IDE)
[Ecl13] sowie eine Komponentenbibliothek.
6.2.4 SoClib und DSX
Das Ziel von SoClib ist die Bereitstellung einer umfangreichen Menge an IP Co-
res um MPSoC Systeme zu erstellen und zu testen. Werkzeuge rund um SoClib
bestehen aus einem zyklen- und bitakkuraten Simulationskernel
(SystemCASS [BG07, BG10]) und dem Design Space Explorer (DSX [Des11,
Mwm09]). Das zentrale Element der SoClib Plattform ist eine Bibliothek an
Central Processing Unit (CPU) IP Cores jeweils mit einem ISS für die Prozessor-
architektur. neben den Prozessorkernen stellt SoClib auch Simulationsklassen
95
6 ADL basierte Multicore System Simulation
für Speicher, Kommunikationselemente, Coprozessoren oder diverse Control-
ler zur Verfügung. Die Simulationsklassen verwenden dabei zwei unterschied-
liche Abstraktionsebenen:
CABA (Cycle-Accurate / Bit-Accurate) Herkömmliche zyklenakkurate
SystemC Modelle erlauben keine Simulation von Signaländerungen in-
nerhalb eines Taktzyklus. Das CABA Modell aus SoClib beachtet dabei
auch Events die innerhalb eines Taktzyklus auftreten und macht dadurch
auch Bitänderungen sichtbar.
TLM-DT (TLM with Distributed Time) Dieses spezielle Modell von
SystemC-TLM ist für eine verteilte sowie Multi-Threaded Simulation
[MMGP10, PMGP10] von MPSoC Systemen konzipiert worden.
Ein weiteres wichtiges Werkzeug der SoClib Plattform ist soclib-cc, welches
es erlaubt Systemkomponenten für SoClib zu erstellen oder Informationen aus
den Metadaten der Module auszulesen. Der SoClib Design Space Explorer
(DSX) nutzt nun die SoClib Bibliothek sowie die Modulbeschreibungen um
Systeme zu simulieren und Anwendungen auf die Komponenten zu platzie-
ren.
6.2.5 Kahrisma Simulator
Die Funktionalität des Kahrisma MPSoC Simulators innerhalb des ALMA Fra-
mework ist getrennt in die Aufgaben Systemgenerierung und Systemsimulati-
on. Abbildung 2.1 zeigt die beiden Bestandteile: den ADL Compiler (siehe Ka-
pitel 5) und den Multi-Core Simulator, welche beide im Rahmen dieser Arbeit
beschrieben werden.
Die Basis für diese Simulation und Beschreibungssprache stellt ein für
KAHRISMA entwickelter Mehrkernsimulator [San11] dar, der es ermöglicht,
aus einer einfachen Systembeschreibung mehrere KAHRISMA Simulator-
instanzen zu generieren und als Multicore-System zu simulieren
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Der KAHRISMA Prozessorkernsimulator selbst stellt einen zyklenapproxima-
tiven ISS [SKB12] für die Architektur zur Verfügung, welcher aus der
KAHRISMA-ADL konfiguriert werden kann.
Er unterstützt dabei die Simulation der KAHRISMA-mixed-ISA Simulation be-
reits innerhalb eines KAHRISMA Prozessorsimulator, so dass dafür kein eige-
ner Simulator entwickelt werden muss. Für eine tatsächliche Multicoresimula-
tion muss hierfür aber noch ein Ressourcenmanagement und Konfigurations-
management entworfen werden, da dieses nur rein funktional zur Verfügung
steht und bei größeren Arrays für das Mapping von Anwendungen auf dem
MultiCore Array zu Problemen führt.
Um ein System simulieren zu können, welches auch Softwareanwendungen
ausführen kann, werden allerdings weitere Module wie Speicher und Kommu-
nikationsinfrastruktur benötigt.
6.3 Aufbau des MultiCore Simulators
Im Simulator wird eine Modul-Bibliothek implementiert, welche die unter-
schiedlichen Simulationsklassen aufnimmt. Eine Basisklasse sorgt für die Sys-
temgenerierung und Erzeugung, sowie die Anbindung des System Profilers.
Des Weiteren baut der Simulator auf SystemC auf. Der Simulationskernel von
SystemC wird dazu verendet die Simulation zu steuern und zu kontrollieren.
Das Zeitmanagement der Simulation übernimmt SystemC. Insgesamt besteht
das Framework aus den folgenden Komponenten deren Zusammenspiel in Ab-
bildung 6.3 dargestellt ist.
MultiCore Simulator Der Simulator integriert Basisklassen zur Systemer-
zeugung und zur Verbindung der einzelnen Module sowie die SystemC-
Laufzeitumgebung. In der Basisklasse werden außerdem alle Simulati-
onsoptionen und Steuerungsfunktionen implementiert. Dazu gehört
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auch die Integration des ADL-Compilers für die Verarbeitung der Ar-
chitekturbeschreibung.
Simulationsklassenbibliothek Diese Bibliothek umfasst alle Simulations-
klassen der einzelnen Module. Diese Klassen implementieren SystemC
Schnittstellen sowie die Simulatoren der einzelnen Module.
SystemC Simulationskernel Der Simulationskernel steuert des Zeit-
verhalten des Systemsimulators und dient der Synchronisation der ein-
zelnen Simulationsklassen.
ADL-Compiler Der ADL-Compiler, siehe Kapitel 5, verarbeitet die Archi-
tekturbeschreibung und stellt dem Simulationsframework eine Zwi-
schendarstellung der ADL zur Verfügung.
System Profiler Der Profiler, siehe Kapitel 7, wird direkt in den Simulator
integriert. Dadurch können die Profiling-Funktionen aus den Simulati-
onsklassen heraus angesprochen werden.
Die klare Trennung der Compiler Funktionalität, welche im ADL-Compiler im-
plementiert wurde, sowie die Funktionen, welche für die Simulation eines MP-
SoC System benötigt werden, führt zu einem kleinen Simulationskernel der
von der Vorverarbeitung des Systemgenerators abhängt. Das Simulationsmo-
dul für den KAHRISMA Prozessor wurde als Wrapper um den KAHRISMA
Prozessorarchitektursimulator implementiert und erhielt dazu ein Laufzeitsi-
mulationsmodul. Während des Startup der Simulation, instanziiert der Simu-
lator alle Simulationsmodule, wie Verarbeitungseinheiten, Speicher, Netzwer-
ke etc., basierend auf den Ergebnissen des ADL-Compiler. Die einzelnen EDPE
Prozessoreinheiten der KAHRISMA Architektur werden von dessen Laufzeit-
modul verwaltet, wodurch die ADL Konfigurationen und damit die Rekonfi-
gurierbarkeit des Systems auch während der Simulation unterstützt wird. Ent-
sprechend der Verbindungsinformationen der ADL werden auch die Simulati-
onsmodule über SystemC Bindings verbunden. Die von der ADL angebotene
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Abbildung 6.3: Aufbau des System Simulators
Flexibilität macht es dabei notwendig SystemC Module Ports zu deaktivieren,
wenn sie in einer Systembeschreibung nicht aufgeführt sind.
Die SystemC Simulationsklassen des Simulators können vollständigen Ge-
brauch aller in der ADL bereitgestellten Parameter machen und sogar eige-
ne Parameter definieren, welche als Modulparameter in der Simulation Be-
schreibung der ADL zugänglich gemacht werden können.
Dies wird ermöglicht durch die Einbindung der ADL-Objekte aus dem ADL
Compiler in die Simulationsumgebung. Das in Abbildung 6.4 dargestellte Klas-
sendiagramm zeigt die Assoziationen zwischen der rot dargestellten ADL und
der SysSim Basisklasse sowie einer ADLInstance und dem jeweiligen SysSim-
Module in blau, von welchem die systemspezifischen Simulationsmodule ab-
geleitet werden.
Durch diese flexible und umfassende Parametrierbarkeit der Simulationsmo-
dule können diese auch als Instanzen über die ADL stark individualisiert wer-
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Abbildung 6.4: Vereinfachtes Klassendiagramm des SystemSimulators
den, wodurch der Entwicklungsaufwand für Simulationsmodule stark redu-
ziert wird.
6.4 Multicore Simulator mit Simulationskernel
Innerhalb des Multicore Simulators wird SystemC verwendet und die Verbin-
dungen zwischen den Simulationsklassen zu realisieren sowie um die Simu-
lation durch den Simulationskernel von SystemC zu steuern. SystemC imple-
mentiert einen Event-basierten Simulationskernel als C++ Bibliothek, welche in
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C++ Projekte eingebunden und somit in C++ Anwendungen verwendet wer-
den kann. Dadurch ist es mit SystemC möglich sowohl Hardware als auch Soft-
warekomponenten oder eine beliebige Kombination daraus zu simulierten. Die
Simulation ist aufgebaut mit SystemC-Modulen, Ports, Interfaces und Chan-
nels welche die Systemkomponenten und deren Kommunikation beschreiben.
Jedes dieser Elemente kann unterschiedliche Genauigkeitsstufen von bit- und
zyklenakkurater Simulation und Berechnung bis hin zu vollständig zeitloser
Simulation implementieren. Darüber hinaus können für die Kommunikation
Signale, vergleichbar mit Hardwareleitungen, und Funktionsaufrufe mit ge-
kapselter Funktionalität implementiert werden.
In allen Implementierungsvarianten, außer der vollständig zeitlosen Simulati-
on, verwendet SystemC eine globale Zeit zur Synchronisation der einzelnen
Module. Diese Zeit wird durch die Simulation-Events gesteuert und unter-
stützt auch die Ausführung von Delta-Cycles, als sich direkt auswirkende Än-
derungen von Werten auf Grund von Nebenläufigkeiten der simulierten Hard-
ware
Der Simulationsablauf in SystemC besteht aus einer Initialisierungsphase so-
wie aus einer sich wiederholenden Schleife aus einer Evaluationsphase, einer
Aktualisierungsphase sowie einer Zeitfortschreibungsphase. Innerhalb der In-
itialisierung übernimmt SystemC die Aufgaben Module zu instanziieren und
Laufzeitobjekte zu erstellen. Darüber hinaus werden die Ports und Interface-
Objekte miteinander verknüpft sowie initiale Variablenwerte gesetzt.
Die Simulationsschleife beginnt jeweils mit einer Evaluationsphase in der die
Signal- und Variablenwerte der Module ausgewertet und die dadurch anzu-
stoßenden Prozesse bestimmt werden. Diese Prozesse werden in der Upda-
tephase ausgeführt und bedingen Wertänderungen auf Signalen und Varia-
blen. Anschließend erhöht SystemC die globale Simulationszeit. Eine Ausnah-
me davon stellen sogenannte Delta-Cylces dar, welche eine Wiederholung der
Evaluations- und Updatephase darstellen ohne die globale Simulationszeit zu
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Abbildung 6.5: Aufbau der SystemC Simulationsklassen aus der ADL Beschrei-
bung und Übergabe der Verhaltensparameter
erhöhen. Dies kommt vor, wenn durch eine Updatephase Signalwerte oder Va-
riablen verändert werden auf die ein SystemC Prozess sensitiv reagiert. Dieser
wird nun erneut ausgeführt ohne die Simulationszeit zu erhöhen und bedingt




Der allgemeine Simulationsablauf des Multicoresimulators ist unterteilt in sie-
ben einzelne Schritte, die nacheinander ausgeführt werden. Dieser Abschnitt
beschreibt die einzelnen Simulationsschritte welche in Abbildung 6.6 darge-
stellt sind.
6.5.1 Framework Instanziierung
In dieser ersten Phase wird durch die Hauptklasse des Frameworks die Simula-
tionsklasse SysSim initialisiert. Dabei werden die Simulationsoptionen, welche
über Command-Line-Optionen oder Konfigurationsdateien übergeben werden
geparst und in der Simulationsklasse als eigenständiges Objekt abgelegt. In ei-
nem zweiten Schritt wird der ADL-Compiler aufgerufen und erhält die in den
Optionen angegebene ADL-Datei als Eingabeparameter. Durch den Kompilier-
prozess wird eine Speicherrepräsentation der Architekturbeschreibung erstellt
und der Simulationsumgebung zur Verfügung gestellt. Der dritte Schritt der
Framework Initialisierung instanziiert den SystemProfiler. Die zur Verfügung
stehenden Profiling-Typen und Profiling-Events werden im Profiler registriert
und aktiviert.
6.5.2 Simulationsmodulinstanziierung
Mit Hilfe der ADL Speicherrepräsentation führt das Simulationsframework ei-
ne Instanziierung der Simulationsmodule aus. Die in der ADL angegebenen
aktiven Simulationsmodule werden durch das Simulationsframework ausge-
lesen und dazu verwendet die notwendigen SystemC Klassen aus der Simu-
lationsbibliothek zu instanziieren. Sind die SystemC Klassen instanziiert leitet
das Framework die Modul und Instanzspezifischen Simulationsoptionen, siehe
B.3.2, an die SystemC Klasse weiter.
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Abbildung 6.6: Ablauf einer Simulation
6.5.3 Simulationsmodulverbindung
Nachdem die SystemC Klassen instanziiert wurden, können die Ports der Sys-
temC Module miteinander verbunden werden. Dazu werden die Architektur-
verbindungen, sowie die zugehörigen Ports, aus der ADL ausgelesen. Um eine
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korrekte SystemC Simulation zu ermöglichen müssen diese Ports an SystemC
Bibliotheksfunktionen gebunden werden, die die Kommunikationssimulation
übernehmen. Alternativ können hierfür eigene Interfaceklassen in SystemC im-
plementiert werden, welche die in der ADL beschriebenen Eigenschaften abbil-
den. In diesem Schritt können Inkonsistenzen auftreten, falls die Simulations-
klassen nicht miteinander kompatibel sind. Die SystemC Laufzeitumgebung
stellt diese Fehler fest, so dass sie korrigiert werden können.
6.5.4 SystemC Instanziierung
Sind alle SystemC Simulationsklassen korrekt miteinander verbunden, über-
nimmt die Simulationsklasse SysSim den Simulationsstart indem es den Sys-
temC Simulationskernel anstößt. In dieser Phase instanziiert dann der Simula-
tionskernel die notwendigen SystemC Module, Ports, Interfaces sowie Varia-
blen und Signale um die eigentliche Systemsimulation vorzubereiten.
6.5.5 SystemC Simulation
Nun beginnt die eigentliche System Simulation, die vom SystemC Kernel aus-
geführt wird. Dieser beginnt mit der Ausführung der Simulationsschleife aus
Evaluation und Update wie in Abschnitt 6.4 beschrieben. Jedes Simulations-
modul implementiert dabei einen SystemC Prozess, sodass jedes Modul durch
den SystemC Scheduler entsprechend seiner Sensitivität aufgerufen wird. Die
Prozesse sind so implementiert, dass sie auf die Ports des SystemC Moduls und
damit auf die Ports des ADL Moduls sensitiv reagieren.
Wurde ein Modul samt seinem Prozess ausgeführt, so wird es in einen Warte-
zustand gesetzt, aus dem es durch den Scheduler wieder aktiviert wird, sobald
sich ein entsprechender Port-Wert geändert hat. Die durch die Ausführung des
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Prozesses ermittelten Variablen und Signalwerte, welche an die Ports des Mo-
duls angelegt werden, stehen nach der Updatephase auch den anderen Simu-
lationsmodulen zur Verfügung.
Wie zuvor beschrieben kann es hierbei auch zur Ausführung von Delta-Cycles
kommen, wenn Module direkt sensitiv auf diese Änderungen reagieren. Wur-
den alle Simulationsmodule ausgeführt und findet sich kein weiterer aktiver
Prozess mehr, so erhöht SystemC die Simulationszeit und stößt die nächste Si-
mulationsrunde an.
Während der Simulation, kann ein Simulationsmodul einen Profiling-Callback
in das Simulationsframework ausführen. Da SystemC die Ausführung von re-
gulären C++ Code während eines Simulationszyklus erlaubt, hat der Funkti-
onsaufruf in den Profiler des Frameworks keine Auswirkung auf die eigentli-
che Systemsimulation oder die Simulationszeit und erlaubt dadurch die Samm-
lung von Modul- und Anwendungsinformation zur Laufzeit.
Die Simulation kann durch reguläre als auch irreguläre Gründe gestoppt wer-
den. Eine erfolgreiche und regulär beendete Simulation wird dadurch erreicht,
dass alle Simulationsmodule korrekt ausgeführt und beendet werden ohne den
Simulationskernel über einen Fehler zu benachrichtigen. Eine Alternative ist
ein expliziter Stop-Aufruf durch eines der Module um den Simulationskernel
zu beenden. Durch einen solchen Stop-Aufruf wird die Simulation direkt im
Kernel angehalten, so dass direkt auf den letzten Zeitstempel des Simulations-
kernels zugegriffen werden kann, wodurch die Simulationszeit bestimmt wer-
den kann. Daher wurde der Kernel derart implementiert diesen Zeitstempel
auch bei vollständiger Ausführung der Module zu erstellen und zu ermitteln.
Wird kein Stop-Aufruf durchgeführt überprüft der Simulationskernel die ein-
zelnen Module auf Aktivität und die Erstellung von Simulationsevents, wel-
che Wertänderungen beinhalten können. Sind keine Events mehr vorhanden,
so prüft der Kernel über eine definierbare Wartezeit hinweg die Simulation auf
neue Events und erklärt nach deren Ablauf die Simulation für beendet.
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Dies kann allerdings auch auftreten wenn sich die Simulationsmodule in einer
Deadlock Schleife befinden. Um dies zu erkennen müssen die Simulationsmo-
dule eigene Mechanismen implementieren um den Simulationskernel bei Be-
endigung der Simulation über den Fehlerzustand oder noch ausstehende Be-
nachrichtigungen auf die ein Modul wartet zu unterrichten. Andernfalls ist der
Kernel nicht in der Lage einen Deadlock zu erkennen. Eine weitere Möglichkeit
ist das Ausführen eines Stop-Aufrufs durch ein Modul, sobald ein Fehler oder
Deadlock erkannt wurde. Der Fehlercode kann dann an den Simulationskernel
übergeben werden.
6.5.6 Statistiken generieren
nachdem die Simulation beendet wurde übernimmt das Framework wieder die
Steuerung über den weiteren Verlauf. Dieser besteht darin, die Simulationser-
gebnisse der einzelnen Module zu sammeln und Simulationsstatistiken zu ge-
nerieren. Dazu gehören mehrerer Funktionen innerhalb des Frameworks. Eine
Callback Funktion des Frameworks ruft dazu die einzelnen Simulationsklassen
auf und fragt die darin generierten Statistikdaten, wie die letzte aktive Simu-
lationszeit, die Anzahl ausgeführter Prozessorbefehle oder den Fehlerzustand
des Moduls ab. In Anschluss daran werden auch weitere registrierte Statistik-
funktionen aufgerufen um modul- oder instanzspezifische Information abzu-
fragen. Bei einer Netzwerksimulation können hier beispielsweise dessen Aus-
lastung, durchschnittliche Paketlänge usw. vom Simulationsklassenentwickler
implementiert und dem Framework zur Verfügung gestellt werden.
6.5.7 Ausgabe erstellen
Die im vorherigen Schritt generierten und vom Framework gesammelten In-
formationen werden in einer Baumstruktur abgelegt und im JSON Format ab-
gespeichert. Dadurch stehen sie nach der Simulation weiteren Werkzeugen wie
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der automatisierten Parallelisierung oder auch dem Anwendungs- und Syste-
mentwickler zur Analyse bereit. Des Weiteren werden in dieser Simulations-
phase die Profiling Daten, ebenfalls im JSON Format, erstellt. Dazu ruft das
Simulationsframework den System Profiler auf. Dieser ruft die registrierten
Profiling Types nacheinander auf, wodurch jeweils eine Ausgabedatei mit den
Typ-Spezifischen Daten erzeugt wird. Die Möglichkeiten des System Profilers
sind in Kapitel 7 genauer beschrieben.
6.6 Hierarchie innerhalb des Simulators
Aus der Sicht des Multicore Simulators spielt die hierarchische Struktur der Ar-
chitekturbeschreibung nur eine untergeordnete Rolle, da die Hierarchie schon
durch den ADL-Compiler aufgebrochen wurde. Der Simulator erhält eine fla-
che, hierarchielose Beschreibung um die Simulationsumgebung zu erstellen.
Diese Beschreibung besteht nur aus den aktiven Instanzen der Architekturbe-
schreibung und deren zugehörigen SystemC Simulationsklassen.
Einzig die erstellten Modul- und Instanznamen lassen einen Rückschluss auf
die hierarchischen Beziehungen zu. Die Instanzen sind allerdings vollständig
evaluiert und für die Simulation vorbereitet worden.
Auch die Verbindungen werden vom ADL-Compiler entsprechend angepasst
und im Auflösungsprozess der hierarchischen Struktur repariert indem Verbin-
dungen ersetzt werden. welche zuvor zwischen deaktivierten Modulen und
Kind-Instanzen existiert haben. Am Ende des hierarchischen Auflösungspro-
zesses existieren somit nur noch Verbindungen zwischen Instanzen, welche in




Die Architekturbeschreibung erlaubt die Angabe von Laufzeitparametern und
System- bzw. Modulfrequenzen. Diese werden dazu verwendet die System-
geschwindigkeit zu ermitteln und können mit der globalen SystemC Simula-
tionszeit kombiniert werden. Unterschiedliche Modulfrequenzen werden zu-
dem zur Synchronisation der Simulationsklassen und Simulationsmodule ver-
wendet.
Da die globale SystemC Zeit unabhängig von realen Zeiten ist, muss über diese
Frequenzen die im System simulierte Zeit berechnet werden. Primär werden
zunächst die Taktzyklen der einzelnen Module über die globale SystemC Zeit
ermittelt und anschließend die Simulationszeit mit Hilfe der in der Architek-
turbeschreibung angegebenen Modulfrequenzen berechnet.
Um eine korrekte Synchronisation zwischen Modulen mit unterschiedlichen
Frequenzen während der Simulation zu erreichen ermitteln Module mit von
der Systemfrequenz abweichenden Frequenzen das Frequenzverhältnis und
fügen falls notwendig zusätzliche Wartezyklen ein, damit die Reaktionszeiten
mit der globalen Systemfrequenz berechnet werden können. Insgesamt arbeitet
das SysSim Modul, welches die SystemC Basisklasse der Simulation darstellt,
nach dem Approximately-Timed Simulationsmodell von SystemC TLM.
Dieses Berechnungsmodell erlaubt die Definition modulspezifischer Timing-
Parameter, welche anschließend über TLM synchronisiert werden. Dadurch ist
es möglich auch unterschiedliche Timing-Modelle innerhalb einer Simulation
zu implementieren und zu verwenden, wodurch eine Mixed-Level Simulation
erreicht wird.
Der Befehlssatz-Simulator der KAHRISMA Architektur verwendet ein Appro-
ximatives Zeitmodell (Approximately-Timed (AT)), welches sehr eng mit dem
approximativen TLM-AT-Level (siehe Abschnitt 6.2.1.2) verbunden ist. Um
nun die Simulationsgeschwindigkeit adaptiv anpassen zu können, unterstützt
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der KAHRISMA-Simulator eine sogenannte yield-time. Diese erlaubt es einer
Kernsimulator-Instanz gegenüber anderen Simulationsinstanzen in der Zeit
voranzuschreiten ohne eine Synchronisation durchführen zu müssen. Mit die-
ser yield-time wird der Parameter run-ahead-cycle definiert. Durch die Verän-
derung der yield-time wird das Synchronisationsverhältnis zwischen den ISS-
Modulen verändert. Wird die yield-time verlängert, so verlängert sich das Syn-
chronisationsintervall und damit verringert sich der Switching Overhead wäh-
rend der Simulation. Dadurch kann die Simulation deutlich beschleunigt wer-
den, verliert aber auch an Genauigkeit, da Taktzyklen weniger akkurat appro-
ximiert werden können. Für die Modellierung dieses Parameters wird in der
ADL der CyclesPerRun Parameter dem Simulation Block eines Moduls
als modulspezifischer Parameter hinzugefügt. Nun kann innerhalb der Archi-
tekturbeschreibung dieser Parameter für eine adaptive Simulation innerhalb
einer extensiven Entwurfsraumexploration verwendet werden um beispiels-
weise aussichtsreiche Kandidaten genauer und nicht so aussichtsreiche Kandi-





Dieses Kapitel beschreibt den SystemProfiler des Frameworks. Dabei wird
auf dessen Aufbau und die Komponenten, sowie die Funktionsweise ein-
gegangen.
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7.1 Evaluation und Analyse
Für die Evaluierung und Messung von Software gibt es verschiedene Verfah-
ren und Techniken für unterschiedliche Ziele und Aufgaben. Dieses Kapitel
soll einen kurzen Überblick darüber verschaffen, welche Analyseverfahren für
welche Aufgabenbereiche geeignet sind und welchen Einsatzzweck sie erfül-
len. Dadurch lassen sich die Funktionen des SystemProfilers einordnen und
klassifizieren.
7.1.1 Debugging
Diese wohlbekannte Technik ist das Grundgerüst der Softwareanalyse und
dient hauptsächlich zur Fehlersuche sowie Fehleranalyse. Für eine genaue
Analyse werden beim Kompilieren des Programms sogenannte Debug-Infor-
mationen im Code belassen. Sie dienen der Lesbarkeit des Codes und erfül-
len im übersetzten Programm eigentlich keine Funktion mehr. Mit Hilfe dieser
Informationen lassen sich allerdings Verknüpfungen zwischen kompiliertem
Code und Quelldateien erschaffen, da sie Angaben darüber machen, zu wel-
chem Programmteil im Quellcode der vorliegende kompilierte Code gehört.
Mit der schrittweisen Ausführung des Quellcodes können nun interne Abläufe
analysiert und auf ihre Korrektheit hin überprüft werden.
7.1.2 Profiling eingebetteter Systeme
Profiling beschreibt die Erstellung eines definierten Profils eines Systems oder
einer Software. Ein solches Profil kann die Ausführung von Funktionen und
die durch Funktionen benötigte Zeit oder Ressourcen beschreiben. Es kann
sich dabei aber auch um ein Speichernutzungsprofil [HSW07], Cache-Zugriffs-
statistiken [Sew04], ein Energieprofil [Hüb09] des Systems oder andere Profile
handeln.
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Profiling im Bereich der Ausführung von Software oder der Performanz- und
Zeitmessung dient der Aufdeckung von sogenannten Hot-Spots oder auch
Schwachstellen innerhalb einer Software.
Dadurch können aber auch Rückschlüsse über das gesamte Verhalten einer
Software gezogen werden. Es wird somit erkennbar, welche Funktion wie oft
von einer anderen Funktion aufgerufen wird. Was kann man nun aus solchen
Erkenntnissen folgern? Die Antwort hierauf ist, dass die gewonnenen Informa-
tionen aufzeigen können, an welcher Stelle ein Programm mit möglichst wenig
Aufwand optimiert werden kann. Dabei ist es wichtig die Kombination aus
Ausführungszeit und Programmverhalten zu betrachten.
Für die Softwareparallelisierung sind diese Informationen unerlässlich um ei-
nerseits eine möglichst performante und damit schnelle Softwareausführung
zu erhalten, aber auch um die Auslastung der zur Verfügung stehenden Pro-
zessoren zu maximieren.
Für das Profiling werden oftmals zwei unterschiedliche Verfahren angewandt.
Je nach Verfügbarkeit von Systemressourcen und Zugriffsmöglichkeiten besit-
zen sie unterschiedliche Vor- und Nachteile.
Einer der ersten Profiler ist gprof [GKM82, FS88] welcher sowohl auf Samp-
ling aufsetzt, allerdings auch eine betriebssystemabhängige Instrumentierung
erlaubt. gprof ermittelt ein Ausführungsprofil, welches angibt, wie viel Zeit
die einzelnen Funktionen eines Programms benötigen. Dabei wird zwischen
exklusiver Zeit, also Zeit, in der Instruktionen dieser Funktion ausgeführt wer-
den, und inklusiver Zeit, in der Instruktionen von aufgerufenen Funktionen
ausgeführt werden unterschieden. Viele neuere Profiler [Sle11, Ver11, NS03,
NS07] bauen auf den gleichen Prinzipien auf, erlauben aber mehr Einstellungs-
möglichkeiten oder die Integration von Trace-Points, d.h. betriebssysteminter-
ne Schnittstellen, neuere Betriebssysteme, graphische Darstellungen der Ergeb-
nisse oder eine besonders leichtgewichtige Implementierung und Integration
in die Anwendung.
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7.1.2.1 Sampling
Das Sampling beschreibt eine einfache und schnelle Möglichkeit ein Profiling
durchzuführen. Um ein Profiling zu erstellen, nimmt der Profiler in einem re-
gelmäßigen Intervall Stichproben vom Programmablauf, indem er beispiels-
weise den Callstack eines Prozessors oder einen Speicherbereich ausliest. Ein
Callstack Sample stellt eine Liste von Funktionen in folgender Reihenfolge dar.
An oberster Stelle steht die Funktion, die zum Zeitpunkt der Stichprobe in Be-
arbeitung war. Die darunter aufgelisteten Funktionen geben den Aufrufverlauf
an. Durch dieses Verfahren ist es dem Profiler möglich ein Profiling zu erstel-
len ohne den Programmcode verändern zu müssen. Der Programmablauf wird
im Regelfall also nicht beeinflusst. Allerdings hat die Intervallgröße einen mas-
siven Einfluss auf die Genauigkeit und die Leistung des Gesamtsystems. Ein
zu kleines Intervall kann dazu führen, dass ein Prozessor zu viel Zeit damit
verbringt Samples zu generieren, so dass keine Ressourcen für die eigentliche
Programmausführung zur Verfügung stehen. Ein zu groß gewähltes Intervall
birgt dagegen die Gefahr, dass kleinere Funktionen nicht von einem Sample
getroffen werden. Die Folgen sind fehlende Funktionen oder eine falsche Ver-
teilung von Ausführungszeiten.
Beim Sampling wird die Ausführungszeit nicht direkt gemessen, sondern es
werden ausschließlich Stichproben zu bestimmten Zeitpunkten genommen.
Die Ausführungszeit einzelner Funktionen muss daher mit statistischen Me-
thoden ermittelt werden, welche die tatsächliche Ausführungszeit möglichst
genau approximieren sollen.
Fehlende Funktionsaufrufe oder Codeblöcke würden innerhalb einer automati-
sierten Parallelisierung zu großen Ungenauigkeiten und damit schlechten Par-
allelisierungsergebnissen führen.
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7.1.2.2 Instrumentierung
Der Begriff Instrumentieren kommt von der Anbindung von Instrumenten zur
Messung der Laufzeiten oder Ausführungshäufigkeiten. Die Instrumente sind
in diesem Fall zusätzliche Monitorfunktionen, die einen Funktionsaufruf oder
einen Rücksprung an den Profiler weitergeben. Eine andere Art von Instrumen-
ten sind Zähler, die im Programmcode untergebracht werden um die Ausfüh-
rungshäufigkeit von Funktionen aufzuzeichnen. Das Ergebnis ist daher sehr
detailliert und gibt Informationen darüber, welche Funktionen wie oft aufge-
rufen wurden. Darüber hinaus gibt das Ergebnis die aufrufenden Funktionen
und die aufgerufenen Funktionen aller instrumentierten Funktionen an. Durch
die Verwendung von Zeitmarken lassen sich auch sehr genaue Zeitmessungen
erstellen, um herauszufinden, wie viel Zeit eine Funktion oder ein Codeblock
tatsächlich zur Ausführung benötigt. Mit Instrumentierungsfunktionen ist es
darüber hinaus auch möglich exakt zu protokollieren, wie viel Zeit auf Ein-
und Ausgabe, Sperrmechanismen oder andere Konstrukte und Systemkompo-
nenten gewartet werden muss. Man unterscheidet im Allgemeinen zwischen
einer manuellen und einer automatischen Instrumentierung. Bei der manuellen
Instrumentierung fügt der Programmierer die zusätzlichen Funktionen selbst
in den Code ein. In diesem Fall ist der Programmierer der Profiler selbst. Im
Normalfall übernimmt er dann auch die Auswertung der Ergebnisse. Von au-
tomatischer Instrumentierung spricht man, wenn ein Profiler das Programm
ohne den Programmierer ändert. Das heißt, der Profiler fügt die zusätzlichen
Funktionen und Zähler selbstständig in den Programmcode ein und wertet
die Ergebnisse nach der Programmausführung aus. Wie zu Beginn beschrie-
ben bedeutet Instrumentieren auf jeden Fall einen Eingriff in den Programmco-
de. Dies ist der große Nachteil von instrumentiertem Code: Er entspricht nicht
mehr der ursprünglichen Software, die ausgeführt werden sollte.
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7.1.3 Tracing
Ganz andere Ziele verfolgt das Tracing. Als ein Test, der bewusst auf das inter-
ne Verhalten abzielt, ermöglicht das Tracing eine genaue Verfolgung des Pro-
grammablaufs oder internen Routinen und Hardwarefunktionen. Ein Tracing
kann grundsätzlich auf zwei Ebenen durchgeführt werden. Die erste Ebene ist
die Daten- oder Instruktionsebene. Dabei werden ausgeführte Befehle oder Da-
tenzugriffe zum Zeitpunkt und in der Reihenfolge ihrer Ausführung gespei-
chert oder ausgegeben. Dies kann zum Erkennen von Fehlern verwendet wer-
den, wenn die richtige Ausführung des zu testenden Programms bekannt ist.
Die Protokollierung aller Befehle ist allerdings sehr speicherlastig und rechen-
intensiv. In vielen Fällen reicht es aus ein Tracing nur auf Kontrollflussebene
durchzuführen. Das Programm wird dazu in einen Kontrollfluss überführt, der
aus einzelnen Basisblöcken aufgebaut ist. Dadurch ist es nicht mehr nötig jeden
einzelnen Befehl zu protokollieren.
Bei komplexen Programmen sind oftmals mehrere Tausend Basisblöcke nötig
um den gesamten Programmablauf darzustellen. Daher wird ein Tracing oft-
mals nicht von Hand, wie das Debugging, sondern von Tools ausgeführt, die
eine automatisierte Programmablaufanalyse erstellen.
7.1.4 Performanzanalyse
Für die Ermittlung der Performance werden in [CHB09] strukturelle Perfor-
manzmodelle verwendet. Diese werden innerhalb des Kompiliervorgangs von
GCC [C. 10] durch Verwendung einer Maschinenbeschreibung erzeugt. Im
Normalfall werden Maschinenbeschreibungen innerhalb von GCC verwendet
um architekturspezifischen Code zu generieren und spezifische Codeoptimie-
rungen durchzuführen. Diese Maschinenbeschreibung wird ausgetauscht und
dazu verwendet SystemC Simulationsmodelle zu erzeugen, mit denen eine
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Performanzermittlung durchgeführt werden kann. Das erzielte Ergebnis ist
zwar sehr genau, bietet allerdings nur eine statische Abschätzung der Ausfüh-
rungszeit. Somit können dynamische Effekte bei der automatisierten Paralleli-
sierung nur schwer abgeschätzt werden.
In [CMH+13] wird eine kombinierte Technik zwischen Sampling und Profiling
vorgeschlagen, welche einen interessanten Ansatz darstellt. Um den Overhead
der Instrumentierung möglichst gering zu halten, werden keine statischen In-
strumentierungsfunktionen in den Anwendungscode eingebracht, sondern ei-
ne sogenannte Dynamische Binärinstrumentierung verwendet, die es ermög-
licht, den ausgeführten Code zur Laufzeit zu instrumentieren. Im Allgemei-
nen übernimmt eine Laufzeitumgebung die Kontrolle über die Ausführung der
Anwendung, um so die Instrumentierung dynamisch einfügen zu können, wo-
durch der Overhead gering bleibt. Um diesen Overhead noch weiter zu verrin-
gern, wird ein Start und Stopp Signal eingefügt, welches in regelmäßigen In-
tervallen, analog zu einem Sampling, die Kontrolle an die Anwendung zurück-
gibt oder sich die Kontrolle nimmt. So werden Sampling und Instrumentierung
kombiniert, was den Overhead verringert und dennoch nur zu moderaten Ge-
nauigkeitsverlusten führt. Hierbei können weitere Kompromisse eingegangen
werden um die Genauigkeit zu erhöhen oder den Overhead zu vermindern.
Die wichtigsten Parameter hierfür sind das Samplingintervall und die Dauer
der laufenden Instrumentierung pro Samplingintervall.
Moseley et. al. [MSR+07] verfolgen einen Schattenprofiling genannten Ansatz,
um den Einfluss der Instrumentierung auf die auszuführende Applikation zu
minimieren. Dazu wird ein Schattenprozess erzeugt, welcher als Klon zu der zu
instrumentierenden Applikation erzeugt wird und an Stelle dieser instrumen-
tiert wird. Dieser Ansatz kann auf Multicoreprozessoren angewandt werden,
wenn genügend Rechenressourcen zur Verfügung stehen. Um den Overhead
für das Gesamtsystem zu minimieren ist es möglich Schattenprozesse dyna-
misch zu erzeugen, welche im System auf unterschiedliche Prozessoren gesche-
dult werden können.
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Ein ähnlicher Ansatz wird in [WH07] verwendet. Analog zum Schattenpro-
filing werden hier Schattenprozesse einer nicht-instrumentierten Applikation
erzeugt und mit der Dynamischen Binärinstrumentierung, vgl. [CMH+13], in-
strumentiert. Die Kombination des Schattenprofiling mit der dynamischen In-
strumentierung erlaubt es nicht nur die Applikation, sondern auch daran ange-
bundene Bibliotheken zu instrumentieren und dabei den Einfluss auf die Ap-
plikation gering zu halten.
Beide Ansätze erfordern allerdings einen dynamischen Scheduler innerhalb
des Systems, welcher nicht in allen eingebetteten Systemen verfügbar ist.
7.2 System Profiler
Die oben beschriebenen Möglichkeiten sind grundsätzlich auch in einem Si-
mulationssystem einsetzbar. Auch die Anbindung externer Profiler, wie gprof
[GKM82] oder andere, ist möglich. Allerdings geht der Einsatz eines instru-
mentierenden Profilers immer zu Lasten der Ausführungszeit einer parallelen
Anwendung. Viele externe Profiler setzen deshalb auch auf das Sampling von
Zustandsdaten. Dieses muss in einer Simulationsumgebung allerdings explizit
unterstützt werden, oder es muss ein Betriebssystem mit der Anwendung si-
muliert werden worüber diese Daten erhoben werden können. Da für die auto-
matisierte Parallelisierung in ALMA außerdem stellenweise sehr feingranulare
Messungen vorgenommen werden müssen, ist der Einsatz von Instrumentie-
rungsfunktionen aus Qualitätsgründen vorzuziehen. Die Verfälschung der Si-
mulationsergebnisse kann dadurch reduziert werden, dass Instrumentierungs-
funktionen vom Simulator abgefangen werden können und direkt als Simula-
torcode ausgeführt werden.
Die Basis des System Profilers stellen deshalb Instrumentierungsfunktionen
dar, welche in den Applikationscode eingefügt und im Simulator registriert
werden müssen. Während der Simulation der Applikation achtet der Profiler
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auf die Ausführung dieser Instrumentierungsfunktionen. Dabei kann jedes Si-
mulationsmodul auf die in den Basisklassen implementierten Funktionen zu-
rückgreifen um die Instrumentierungsfunktionen abzufangen. Grundsätzlich
werden Instrumentierungsfunktionen als Paar eingefügt. Eine start-Funktion
leitet eine Messung ein, indem ein Zeitstempel während der Simulation erzeugt
wird. Eine darauf folgende end-Funktion erzeugt wiederum einen Zeitstempel,
welcher mit dem Start-Zeitstempel verrechnet wird ([BBO+14]).
Jeder Instrumentierungsfunktion muss im Applikationscode eine eindeutige
ID zugewiesen werden, womit start- und end-Funktion identifiziert werden
können. Darüber hinaus fügt das Framework entsprechende Event und Type
Bezeichner hinzu, welche eine vollständige systemweite Eindeutigkeit garan-
tieren. Zusätzlich können weitere Parameter innerhalb von Modulen hinzuge-
fügt werden, welche anschließend zur Verarbeitung der gesammelten Informa-
tionen genutzt werden können.
Das Funktionsformat einer start-Instrumentierungsfunktion ist in Quellcode
7.1 dargestellt, wobei <TYPE> durch einen der verfügbaren Profile-Types er-
setzt werden muss (vgl. Abschnitt 7.4):
1 start_<TYPE>_profiling (uint32 task_id , uint32
processingElement_id ) ;
Quellcode 7.1: System Profiler Funktionsformat zur Instrumentierung
Es stehen drei allgemeine Profiling-Types zur Verfügung, welche insgesamt
sechs Instrumentierungsfunktionen bereitstellen. Diese sind in Tabelle 7.1 auf-
gelistet.
Instrumentierungsfunktionen für unterschiedliche Profiling Types können
überlappend sowie umschließend in den Code integriert werden, da sie sich
nicht beeinflussen. Für Instrumentierungsfunktionen welche demselben Pro-
filingType zugeordnet werden sind nur umschließende Funktionsaufrufe mög-
lich. Eine Überlappung ist nicht erlaubt, da sonst Zeitstempel nicht mehr ein-
deutig zugeordnet werden können und anschließende Berechnungen fehler-
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Funktion Beschreibung
start_task_profiling Startmarkierung für eine TASK Profiling Mes-
sung, welche ein durch Start und Ende definier-
tes Quellcodesegment vermisst.
end_task_profiling Endmarkierung für eine TASK Profiling Mes-
sung.
start_send_profiling Startmarkierung für eine SEND Profiling Mes-
sung um Kommunikationsfunktionen wie bei-
spielsweise MPI_Ssend zu profilen.
end_send_profiling Endmarkierung für eine SEND Profiling Mes-
sung.
start_recv_profiling Startmarkierung für eine RECIEVE Profiling
Messung um Kommunikationsfunktionen wie
beispielsweise MPI_recv zu profilen.
end_recv_profiling Endmarkierung für eine RECIEVE Profiling Mes-
sung.
Tabelle 7.1: Verfügbare allgemeine Profilingfunktionen
haft sind. Quellcode 7.2 gibt dabei ein Beispiel für eine fehlerhafte Integration
von Instrumentierungsfunktionen an.
1 //fehlerhafte Überlappung von Instrumentierungsfunktionen
2 //basierend auf demselben Profiling Type und derselben
3 //Ausführungseinheit
4 start_task_profiling ( 1 , 1 ) ;
5 start_task_profiling ( 2 , 1 ) ;
6 end_task_profiling ( 1 , 1 ) ;
7 end_task_profiling ( 2 , 1 ) ;
Quellcode 7.2: Fehlerhafte Überlappung von Instrumentierungsfunktionen
7.2.1 Aufbau des SystemProfiler
Der Aufbau des Profilers ist in Abbildung 7.1 abgebildet, anhand derer auch
die Funktionsweise und Zusammenhänge erläutert werden. In Grün darge-
stellt ist die Basisklasse des Profilers, welche als Objekt im Systemsimulator
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erzeugt und initialisiert wird. Die vier Funktionen stellen die API des Profi-
lers dar, um Profiling Events und Profiling Types zu registrieren und miteinan-
der zu verknüpfen. Die Funktion profileEvents(. . .) dienst dabei als Ein-
sprung in die Rot dargestellten Event-Objekte, welche wiederum die einzelnen
Profiling Types aufrufen und die gesammelten Daten weitergeben. In Blau sind
dargestellt die Basisklasse für Profiling Types und die für das ALMA Paralle-
lisierungswerkzeug implementierten, davon abgeleiteten Types, welche aktiv
im Framework eingesetzt werden.
7.3 Profiling Events
Ein Profiling Event ist ein bei der Initialisierung des System Profiler generiertes
Objekt, welches auf die Instrumentierungsfunktionen hört. Jede Instrumentie-
rungsfunktion besitzt eine eindeutige ID, welche auf einem Profiling Event re-
gistriert werden kann. Anschließend wird das Event ausgeführt sobald eine re-
gistrierte Instrumentierungsfunktion ausgeführt wird. Um zu verhindern, dass
es zu Interferenzen zwischen mehreren Events kommt, ist eine Registrierung
einer Instrumentierungs ID nur auf genau einem Event möglich. Um dennoch
eine größtmögliche Komplexität bereitstellen zu können ist es möglich einen
Event mit mehreren Profiling Types zu kombinieren. Dadurch können die In-
formationen, wie der aktuelle Taktzyklus oder die Task ID, welche durch das
Event gesammelt werden mehreren Auswertealgorithmen zur Verfügung ge-
stellt werden.
Das System Simulator Framework stellt dafür Funktionen zur Registrierung
von Profile Events im System Profiler, als auch der IDs zu den Events zur Ver-
fügung. Darüber hinaus werden die Funktionen bereitgestellt, welche es erlau-
ben die Profile Events mit den Profile Types zu verknüpfen.
Die RegisterEvent Funktion erzeugt dabei ein Profiling Event und weißt ihm
die übergebene Instrumentierungs ID zu. Die Funktion gibt einen Fehlerwert
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Abbildung 7.1: Klassendiagramm des SystemProfilers
zurück, der angibt ob die ID registriert werden konnte (true), oder ob schon
ein Event mit dieser ID existiert (false).
1 bool profile_register_pEvent (uint8_t eID , CTSString name ) ;
Quellcode 7.3: Profiling Event Registrierung
122
7.4 Profiling Types
Die Type Mapping Funktion verknüpft ein existierendes Profiling Type Objekt
mit einem Profiling Event. Das Event speichert alle mit ihm verknüpften Types
ab und ruft eine Execute-Funktion innerhalb der Types auf, jedes Mal, wenn
das Event aufgerufen wird. Auch diese Funktion gibt Fehlerzuständen zurück,
je nachdem ob ein Type schon auf diesem Event registriert wurde (false),
wenn der Type nicht existiert (false), wenn des Event nicht existiert (false)
oder wenn eine erfolgreiche Verknüpfung durchgeführt wurde (true).
1 bool profile_map_pEvent_pType (uint8_t eID , CTSString
TypeName ) ;
Quellcode 7.4: Verknüpfung von Profiling Type und Event
7.4 Profiling Types
Ein Profiling Type stellt eine Analyse und Auswertefunktion dar, welche auf
den Daten der auftretenden Profiling Events ausgeführt wird. Dabei kann ein
Profiling Type auf einen oder auch mehrere Events angewiesen sein. Um diese
Daten zu erhalten reicht es aus, den Profiling Type über die in Quellcode 7.4
dargestellte Funktion mit dem Profiling Event zu verknüpfen. Wie oben be-
schrieben, wird nun bei jedem auftretenden Event eine Execute Funktion auf-
gerufen, welche vom Profiling Type Entwickler individuell implementiert wer-
den kann. Je nachdem, welche Events von einem Simulationsmodul zur Ver-
fügung gestellt werden, können damit modulspezifische Profilingfunktionen
implementiert werden. Auf diese Weise lassen sich aber auch alle weiteren auf-
tretenden Profiling Events innerhalb einer Simulationsumgebung miteinander
kombinieren. Die Registrierfunktionen der Event-Klasse prüfen dabei ob ein
Profiling Type während einer Simulation verwendet werden kann oder nicht.
Im nächsten Abschnitt sind ProfilingTypes als Beispiele beschrieben, wie sie im
ALMA Projekt verwendet wurden.
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7.5 Ausgabe
Für ein allgemeines Profiling erlaubt der SystemProfiler die Verwendung von
drei vordefinierten Profiling Types die jeweils eine spezifische Profiling Aus-
gabe erzeugen. Diese drei Types definieren ein TASK Profiling welches die
Ausführungszeiten und Ausführungsinformationen von Quellcodeabschnitten
sammelt. Des Weiteren wird ein SEND und ein RECIEVE Profiling implemen-
tiert um die Kommunikationszeiten von zu sendenden Daten und zu empfan-
genen Daten zu ermitteln. Darüber hinaus steht ein Profiling Type für das Sta-
tustracing eines Prozessors zur Verfügung.
7.5.1 Task ID Profiling
Die Profiling Informationen des TASK Profiling zielen auf die Ermittlung von
Ausführungszeiten und Ausführungsinformationen von sogenannten TASKS.
Als Task wird ein Quellcodeabschnitt bezeichnet, welcher sich aus einem oder
mehreren Basisblöcken zusammensetzen kann. Die Profiling Informationen
werden in Java Script Object Notation (JSON) abgelegt womit eine Weiterver-
arbeitung der Informationen in Werkzeugen zur Codegenerierung als auch zur
Softwareparallelisierung wie der ALMA Toolchain ermöglicht. Welche Infor-
mationen durch das TASK Profiling gesammelt werden ist in Tabelle 7.2 abge-
bildet.
Der Profiler besitzt eine grundlegende Fehlerbehandlung. Das bedeutet er stellt
fest, wenn durch falsche Instrumentierung Unregelmäßigkeiten innerhalb der
ProfilingIDs auftreten. Dadurch werden ungültige Profilinginformationen er-
zeugt, die der Profiler ignoriert.
Die Profiling Informationen werden pro Instrumentation ID und pro Ausfüh-




minimum Die minimale Ausführungszeit einer Ausführung des instrumen-
tierten Codesegments in Cycles.
maximum Die maximale Ausführungszeit einer Ausführung des instrumen-
tierten Codesegments in Cycles.
average Die mittlere Ausführungszeit einer Ausführung des instrumentier-
ten Codesegments in Cycles.
waiting Die durchschnittliche Zeit einer Ausführung des instrumentierten
Codesegments in Cycles, in der der simulierte Prozessorkern kei-
ne Instruktionen ausführt. Beispielsweise, wenn auf Kommunikati-
on gewartet wird. Dies ist nur ermittelbar, wenn der Simulator die
Wartezeiten ermitteln kann.
execute Die Gesamtanzahl der Ausführungen des instrumentierten Code-
segments in Cycles.
ignored Die Anzahl der Ausführungen, welche durch den Profiler ignoriert
werden. Dies kann durch interne Fehler oder falsche Instrumentie-
rung auftreten. Bei ignorierten Ausführungen werden die gemesse-
nen Zyklen nicht zur Berechnung von Minimum, Maximum, Ave-
rage oder Waiting herangezogen.
Tabelle 7.2: TASK Profiling Ausgabeinformationen
Das Ergebnis wird sortiert und in einer Baumstruktur im JSON Format abge-
bildet. Die Sortierreihenfolge ist wie folgt. Ein Beispiel dafür ist in Quellcode
7.5 angegeben.
1. Profiling Type Name
2. Ausführungseinheiten ID
3. Instrumentation ID (Task ID)
Zur Visualisierung der Profiling Ergebnisse wurde der Profiler mit einer Funk-
tion ausgestattet, die Profiling Informationen in Form einer Paraver Trace
[PLCG95, Bar14] zu schreiben. Das Paraver Trace Format stammt aus dem
High-Performance Computing Bereich und wurde für das Profiling und Tra-
cing von verteilten Anwendungen basierend auf MPI auf Serversystemen und
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1 {
2 "ALMA_TASK" : { //ProfilingType Name
3 "0" : { //ID der Ausführungseinheit
4 "1" : { //ID der
Instrumentierungsfunktion
5 "minimum" : 17 ,
6 "maximum" : 17 ,
7 "average" : 17 ,
8 "waiting" : 0 ,
9 "execute" : 100 ,




14 "ALMA_SEND" : {
15 "1" : {
16 "2" : {
17 "minimum" : 6 ,
18 "maximum" : 6 ,
19 "average" : 6 ,
20 "waiting" : 0 ,
21 "execute" : 1 ,





Quellcode 7.5: Beispiel eines ALMA Task Profiling Eintrags
Rechenzentren entwickelt. Es visualisiert ein System sowie Applikationszu-
stände in zeitlicher Abfolge. Dazu werden sogenannte State Traces verwendet,
die einer Zeitspanne einen Status zuweisen. Dieser Status wird pro Thread er-
mittelt. Dabei kann ein System aus mehreren Nodes mit jeweils mehreren Pro-
zessoren bestehen. Dazu können Anwendungen auf dem Serversystem defi-
niert werden. Die Definition einer Anwendung beinhaltet die Aufteilung der
Anwendung in Tasks, welche einer Node zugewiesen werden. Eine Task be-
steht wiederum aus mehreren Threads die dann auf den Prozessoren ausge-
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führt werden. Darüber hinaus können zusätzliche Kommunikationsevents ein-
gefügt werden, welche beispielsweise auf MPI Send und MPI Recieve Funktio-
nen gemappt werden.
Paraver ist ein Werkzeug in einer Reihe von Analysewerkzeugen die auch für
weitere Analysen der Applikation verwendet werden können.
Der Systemsimulator verwendet nun die Eigenschaften des Paraver Tracing
Werkzeugs um die ermittelten Traces und Profiling Informationen zu visuali-
sieren. Dazu ermittelt der Simulator die Anzahl der Verwendeten Prozessorsi-
mulatoren bzw. Prozessoren und die Gesamtausführungszeit der Applikation
in Zyklen. Diese wird definiert durch das Maximum an simulierten Zyklen der
Prozessoren innerhalb der Architekturbeschreibung.
Ein Paraver State Trace Eintrag wird mit dem Format aus Quellcocde 7.6 er-
zeugt und beinhaltet die Laufzeit die eine Codesegment in einem definierten
Zustand verbringt.
1 1: < core >: <app>: < task >: < thread >: < s t a r t i n g time >: < ending
time >: < s t a t e value >
Quellcode 7.6: Paraver State Record Eintrag
Paraver State Trace Einträge werden unterschieden durch die Ausführungs-
einheit, die Applikation, die Tasks der Applikation sowie der Threads inner-
halb eines Tasks. Diese Eigenschaften werden nun spezifisch für den Multicore
Simulator genutzt um die Profiling Informationen abzubilden. Für jedes Paar
an passenden Instrumentierungsfunktionen, jeweils start- und end-Funktion,
wird für das allgemeine Profiling ein Eintrag mit dem Status 1 erzeugt um an-
zuzeigen, dass das Codesegment in diesem Zeitintervall ausgeführt wurde.
Innerhalb des Simulators werden die Ebenen core, app, task und thread dazu
verwendet hierarchische Codesegmente zu visualisieren, die sich gegenseitig
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beinhalten. Dies ist durch die Verwendung innerhalb der ALMA Toolchain ent-
standen, welche für die Parallelisierung einen HTG verwendet, um die Appli-
kation zu strukturieren. Dieser hierarchisch aufgebaute Baum beinhaltet hierar-
chische Knoten und Blattknoten. Ein Blattknoten ist im Regelfall ein Basisblock
während ein hierarchischer Knoten mehrere Basisblöcke als auch Kommunika-
tion beinhalten kann. Ein Knoten wird dabei als Task bezeichnet, wenn es sich
um einen Blattknoten handelt oder als HTask für einen hierarchischen Kno-
ten.
Im Folgenden sind die Ebenen und deren Verwendung im System Profiler be-
schrieben:
Processing Cores werden für die Visualisierung des Prozessors bzw. Si-
mulationsmodul verwendet auf dem die Instrumentierungsfunktion
ausgeführt wurde.
Application wird für Level 1 Profiling IDs verwendet. Dies ist entweder
eine TaskID, welche in keinem HTask integriert ist, oder um den obersten
HTask innerhalb der Struktur.
Task wird für Level 2 Profiling IDs verwendet. Dies ist entweder eine Tas-
kID, welche in genau einem HTask integriert ist, oder um den zweit-
höchsten HTask innerhalb der Baumstruktur.
Thread wird für Level 2 + i Profiling IDs verwendet. Dies ist immer der
letzte Task, also Blattknoten, einer hierarchischen Struktur mit zwei oder
mehr hierarchischen Knoten. HTasks welche an dritter oder weiteren
Stelle in der Hierarchie stehen werden nicht dargestellt, da Paraver nur
die Verwendung von drei Ebenen zulässt.




7.5.2 Kahrisma Spezifisches Prozessor Tracing
Für das Kahrisma Simulationsmodul wurde ein spezielles Statustracing imple-
mentiert, welches während einer Simulation durchgeführt werden kann. Dazu
wurden die Instrumentierungsfunktionen direkt in das Simulationsmodul in-
tegriert, so dass keine Änderung der Anwendung notwendig ist. Das Prozes-
sortracing ermittelt dabei den Wechsel der Zustände des Kahrisma-Prozessors.
Die Zustände sind in Tabelle 7.3 aufgeführt und beschrieben. Der Prozessor-
status wird dabei von der Art der ausgeführten Instruktionen bestimmt, und
kann mit Hilfe von Kommunikationsvorgängen bestimmt werden.
Die Informationen werden analog zum allgemeinen Profiling in Paraver State
Trace Einträge geschrieben mit dem Unterschied, dass je nach Zustand auch
ein anderer Wert für den Eintrag gesetzt wird.
Statuscode Name Beschreibung
0 unused Der Prozessorsimulator wurde nicht konfiguriert
und deswegen nicht verwendet.
1 idle Der Prozessorsimulator wurde konfiguriert, führt
aber derzeit keine Instruktionen aus.
2 running Der Prozessorsimulator wurde gestartet und führt
Recheninstruktionen aus.
3 waiting send Der Prozessorsimulator wartet auf einen anderen
Prozessor bevor er eine sendende Kommunikation
startet.
4 sending Der Prozessorsimulator führt Instruktionen zum
Senden von Daten aus.
5 waiting recv Der Prozessorsimulator wartet aber auf einen ande-
ren Prozessor um Daten zu empfangen.
6 recieving Der Prozessorsimulator empfängt Daten von einem
anderen Kern.
Tabelle 7.3: Mögliche Kahrisma Prozessor Statuscodes mit Beschreibung
Für das Tracing sind nicht alle Ebenen des Paraver Eintrags notwendig. Des-
halb schreibt der SystemProfiler die Kahrisma ProzessorID als core und als
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thread in den Paraver State Eintrag. Durch das Einfügen der ID als Thread wer-
den Aggregationsfehler verhindert, welche bei der Verwendung des Paraver
Werkzeugs auftreten können, wenn der Eintrag nicht geschrieben wurde. Die




Dieses Kapitel beschreibt die mit der ADL und dem Simulationsframework
durchgeführten Experimente und stellt deren Ergebnisse vor. Es wurden
Untersuchungen hinsichtlich der Anwendbarkeit der Hierarchischen Be-
schreibung zur Beschleunigung der Simulation, der Eignung zur Entwurfs-




Einer der Hauptabwägungen eines Simulators ist die Bilanz zwischen der Per-
formanz oder Geschwindigkeit einer Simulation und der Genauigkeit der Si-
mulation und ihrer Ergebnisse. Die hierarchische Struktur der ADL erlaubt
es diese Abwägung zu treffen, dynamisch zu verändern sowie die Vorteile
unterschiedlicher Auslegungen von Performanz und Geschwindigkeit effektiv
nutzbar zu machen. Während in anderen Beispielen oftmals die Ebenen von
TLM zur Differenzierung dieser Abwägung verwendet werden [WDK+04] er-
laubt die ADL die Modellierung genauigkeits-sensitiver Parameter, welche so-
wohl eine grobgranulare Simulation als auch eine feingranulare Modellierung
erlauben. Durch die Verwendung mehrerer Hierarchieebenen eines einzelnen
Moduls können Leistungsprobleme spezifischer Moduleigenschaften oder von
Teilkomponenten eines Moduls ermittelt werden während andere Bereiche ei-
nes Systems auf funktionaler Ebene ohne nennenswerte Geschwindigkeits-
nachteile simuliert werden können. Dies kann durch die ADL soweit gesteu-
ert werden, dass auch unterschiedliche Instanzen desgleichen Moduls unter-
schiedlich simuliert werden können.
In den folgenden Abschnitten werden einige der Möglichkeiten der ADL evalu-
iert und analysiert um das Geschwindigkeits- und Genauigkeitsverhalten der
Simulation zu bewerten.
Dazu zunächst einige Definitionen, welche im Verlauf dieses Kapitels verwen-
det werden:
Instruction Eine innerhalb eines simulierten Prozessors vollständig aus-
geführte Operation der simulierten ISA wird Instruction genannt. Die
Anzahl der benötigten Instruktionen für eine Simulation ist unabhängig
vom Host-Computer auf dem die Simulation ausgeführt wird.
Clock Cycle Ein einzelner Ausführungsschritt der Simulation, welcher
an die Taktfrequenz des simulierten Prozessors gebunden ist, ist ein
Clock Cycle und führt zu einem Fortschreiten der Simulationszeit. Eine
Instruction kann auch mehrere Clock Cylces benötigen um ausgeführt zu
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werden. Analog zur Anzahl der Instruktionen hängt auch die Anzahl
der Taktzyklen nicht vom Host-Computer ab.
Simulation Time Die Simulationszeit ist die reale Zeit, die der Simulator
benötigt um die Simulation auszuführen. Diese Zeit hängt stark von der
Leistung des Host-Computer ab.
Simulated Time Im Vergleich zur Simulationszeit, ist die simulierte Zeit
die Zeit, welche die simulierte Anwendung bei realer Ausführung be-
nötigt hätte. Sie wird über die Synchronisation der Taktfrequenzen und
den ausgeführten Taktzyklen ermittelt.
Wall Clock Die sogenannte Wall Clock ist eine globale systemweite Zeit,
gegenüber der alle Module synchronisiert werden.
Simulation Speed Die Simulationsgeschwindigkeit ist eine abgeleitete




beschreibt. Da die Simulationszeit in die Berechnung mit einfließt ist
auch dieser Wert stark vom Host-Computer abhängig.
Run-ahead Cycle Die Anzahl an Taktzyklen, die eine Simulationsinstanz
gegenüber anderen Instanzen vorweg laufen kann ohne synchronisiert
werden zu müssen, wird als Run-ahead Cycles definiert.
Simulationsgenauigkeit Die Genauigkeit der Simulation wird immer als
relativer Wert verglichen mit einem Referenzsystem angegeben. Das Re-
ferenzsystem beschreibt dabei ein System, bei dem die maximale Anzahl
an Simulationsmodulen mit jeweils maximaler interner Genauigkeit, vgl.




8.1 Zielsetzung der Evaluation
Der Fokus des Evaluationsvorgangs ist die Beschreibung sowie die Analyse des
Einflusses verschiedenster Parameter und deren Änderungen innerhalb der
ADL auf die erzeugte Simulationsumgebung und die Simulation selbst. Einen
hohen Stellenwert nehmen dabei die Effekte der hierarchischen Beschreibung
im Simulator ein, sowie der Einfluss des run-ahead einzelner Prozessorinstan-
zen. Andere Systemparameter werden verwendet um die Beschreibung samt
Simulation im Hinblick auf den Einsatz in einer Entwurfsraumexploration hin
zu untersuchen.
Ein weiteres Ziel dieser Evaluation ist die Feststellung der Eignung des Simu-
lationssystems für iterative Parallelisierungswerkzeuge und der Einfluss der
Simulationsgenauigkeit auf die erzielbare Qualität einer automatisierten Paral-
lelisierung. Durch den Zusammenhang der Parameter, des Hierarchiekonzepts
der ADL und des Simulators mit der Simulationsgenauigkeit kann hier ein in-
direkter Zusammenhang zur Ergebnisqualität hergestellt werden.










Tabelle 8.1: Verwendete Hierarchieebenen und Module innerhalb der
Evaluation
Die Architekturbeschreibungssprache erlaubt es durch hierarchische Modell-
ierung mehrere Ebenen mit unterschiedlichen Detailgraden zu definieren. Für
134
8.2 Hierarchische Simulation und Entwurfsraumexploration
diesen Zweck wurde eine Speicherhierarchie sowie eine hierarchische Netz-
werkkomponente aufgebaut, welche in Tabelle 8.1 dargestellt wird. Ein Memo-
ryAdapter wird dabei auf allen Ebenen implementiert, übernimmt allerdings
jeweils andere Funktionen um die verfügbaren Speicherkomponenten korrekt
ansprechen zu können.
Sowohl der ADL-Compiler als auch der Multicore Simulator lassen sich über
Kommandozeilenparameter steuern, siehe auch Anhang C. Dadurch lassen
sich Skripte implementieren die automatisiert über Simulationsparameter und
Architekturparameter iterieren und die resultierenden Systeme evaluieren. Der
Simulator erstellt mit Hilfe des System Profiler Laufzeitstatistiken, welche an-
schließend skriptbasiert ausgewertet werden können. Durch diese Entkopp-
lung der Simulation von der endgültigen Auswertung können umfassende Da-
ten gesammelt werden, welche nicht für jede Analyse benötigt werden. Im
Nachhinein kann dadurch aber jeweils ausgewählt werden welche Daten be-
trachtet werden sollen ohne Simulationen wiederholen zu müssen.
8.2 Hierarchische Simulation und
Entwurfsraumexploration
Für eine umfassende Entwurfsraumexploration werden nun die Modul- und
Parameterkombinationen simuliert, analysiert und evaluiert, welche der Spei-
cherhierarchie des Systems zuzuordnen sind. Um eine Systemweite Aussage
über Simulationszeiten und Leistungsparameter zu erhalten werden die Statis-
tiken der einzelnen Prozessoren gegenübergestellt und entweder gemittelt, das
Maximum oder das Minimum bestimmt. Je nach Konfiguration, übernimmt
ein dedizierter externer Prozessor das Laufzeitmanagement des KAHRISMA-
Arrays oder ein Prozessor des Arrays übernimmt diese Aufgabe zu Beginn.
Beide Konfigurationen sind auch in realen Multicore-Prozessoren denkbar. Für
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eine reine Leistungsbetrachtung der Anwendungsausführung können im ers-
ten Fall statistische Informationen und Evaluationsdaten des Management-Pro-
zessors ignoriert werden, während im zweiten Fall eine Overhead Betrachtung
durchgeführt werden muss.
8.2.1 Anwendung
Die Applikation mit der eine erste Evaluation durchgeführt wird, ist eine Ma-
trix Multiplikation [Lös12], welche auf eine Vielzahl von Prozessoren verteilt
werden kann. Für die Berechnung wird eine parametrierbare Anzahl verteil-
ter Prozessoren verwendet, welche Daten und Nachrichten entsprechend dem
Message Passing Interface (MPI)-Standard [Mes09, WD96] kommunizieren.
Zunächst wird ein Control-Task erstellt, welcher die Worker-Instanzen erzeugt.
Jede dieser Instanzen wird auf einen EDPE Prozessor verteilt, wodurch die ge-
samte Anwendung parallel ausgeführt wird.
Diese spezielle Version der Matrix Multiplikation unterstützt neben unter-
schiedlichen Eingangsgrößen alle KAHRISMA Zielarchitekturen sowie unter-
schiedliche Prozessorkonfigurationen. Für diese Evaluation wird zunächst nur
die Zielarchitektur RSIW2, also ein zwei-fach VLIW Kahrisma Prozessor, ver-
wendet, während die Schlüsselparameter der Applikation die Anzahl der ver-
wendeten MPI Prozesse (n) und die Matrixgröße (M) als Eingangsgröße sind.
Matrizen wachsen in ihrer Größe, d.h. Anzahl an Elementen, exponentiell mit
der Größe des Parameters m wie folgt:
M = 2m × 2m, m ∈N (8.1)
Die Anzahl der verwendbaren Prozesse, die für die Berechnung verwendet
werden können verwendet daher auch die Basis Zwei. Je nach Konfiguration
müssen daher:
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i =
{
n, ohne dedizierter Laufzeitmanagementinstanz
n + 1, mit dedizierter Laufzeitmanagementinstanz
(8.2)
Instanzen für die Ausführungseinheiten zur Verfügung stehen um die Appli-
kation ausführen zu können.
8.2.2 Grundlegende Parameter
Während des Evaluationsprozess werden unterschiedlichste Simulationspara-
meter verändert, während andere unverändert bleiben. In Tabelle 8.2 werden
alle dynamischen sowie alle statischen Parameter, deren Wertebereich sowie
deren Standardwert aufgelistet. Sollten in einer Abbildung keine Änderungen
eines Parameterwertes explizit aufgeführt sein, so kann angenommen werden,
dass das System mit dem Standardwert des Parameters erzeugt und simuliert
wurde. Die Standardwerte für die Cache- und Speicherparameter des KAHRIS-
MA Systems sind aus der Arbeit von Stripf [SKB12] entnommen.
Die Anzahl der inaktiven EDPEs eines Multicore Systems haben während der
Simulation keinen messbaren Einfluss auf die Ergebnisse. Dies kann gezeigt
werden, indem Systeme mit deutlich unterschiedlich vielen Prozessorkernen,
zwischen 2 und 100, verwendet werden um eine Anwendung zu simulieren,
welche nur einen Prozess verwendet. Ein messbarer Unterschied liegt nur in
der Instanziierung des Simulationssystems und in der Anlaufzeit des Simula-
tors, da diese mit der Anzahl an verfügbaren simulierten Prozessoren steigt.
Die Laufzeitergebnisse werden davon allerdings nicht beeinflusst, da die Mes-
sungen erst mit dem Start der eigentlichen Simulation nach dem Initiierungs-
prozess beginnen.
Um die allgemeine Laufzeit gering zu halten bietet sich ein System mit 16 bzw.
20 EDPEs an, da je nachdem welche MPI-Konfiguration gewählt ist entweder
16 bzw. 17 Prozessoren für die MPI-Prozesse zur Verfügung stehen müssen. Im
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Module/Parameter Standard Wertebereich Einheit
EDPEs 20 -
System Frequenz 500 - MHz
Speicherfrequenz 500 200, 500 MHz
MPI Prozesse 1 2, 4, 8, 16
Matrix Größe 9 7, 8, 9, 14, 16, 18 2x × 2x
Run-ahead Zyklen 1 10, 100, 1000, 10000 Cycles
Lokale Speicherverzögerung 18 - Cycles
L1 hit Verzögerung 3 - Cycles
L1 Größe 2 128, 256, 512, 1024 KB
L2 hit Verzögerung 6 - Cycles
L2 Größe 256 64, 1024, 2048 KB
Globale Speicherverzögerung 18 - Cycles
Tabelle 8.2: Evaluationsparameter mit Wertebereichen und Standardwerten
[BOR+14]
Folgenden wurde für die Kachelstruktur des KAHRISMA-Evaluationssystem
eine 4× 5 Anordnung ausgewählt um 20 EDPEs zu realisieren. Die Anordnung
wirkt sich auf die Kommunikationsinfrastruktur aus, weshalb eine möglichst
quadratische Anordnung gewählt wurde. Für maximal 16 Prozesse ist daher
eine 4×4 Anordnung gut geeignet.
8.2.3 Ausgangsbasis der Simulation
Die Ausgangssituation der Simulatorperformanz ist in Abbildung 8.1 darge-
stellt und zeigt die Simulation Time eines Standardsystems, vgl. Tabelle 8.2,
wobei unterschiedlich große Prozessorarrays für die Berechnung der Matrix-
Multiplikation verwendet wurden. Die Anzahl an MPI-Prozessen bewegt sich
von minimal 1 Prozess bis hin zu 16 Prozessen als das Maximum.
Da diese Ergebnisse die Basis für weitere Analysen und Vergleiche darstellen,
wurde das System auf dem niedrigsten verfügbaren Abstraktionslevel simu-
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Abbildung 8.1: Simulation Time unterschiedlicher Matrixgrößen in Bezug auf
die verwendeten MPI-Prozesse.
liert. Für den run-ahead-Parameter wurde der niedrigstmögliche Wert 1 ver-
wendet, was den Simulator dazu zwingt, jeden Prozessor nach einem berechne-
ten Zyklus zu synchronisieren. Um Parameteränderungen vergleichen zu kön-
nen wird dieses System im Hinblick auf Genauigkeit und Geschwindigkeit als
Referenzsystem verwendet.
Die Laufzeit der Anwendung korreliert sehr stark mit der Matrizengröße, da
die Anzahl der Elemente nach Formel 8.1 exponentiell mit der Größe wächst.
Somit steigt die Komplexität der Berechnung und damit erhöht sich auch die
Ausführungszeit.
Ein anderes Ergebnis ist die längere Simulation Time bei einer Erhöhung der
MPI-Prozesse, da der allgemeine Aufwand der Simulation aber auch der Swit-
ching Overhead innerhalb der Simulation mit der wachsenden Anzahl an akti-
ven Prozessorinstanzen wächst.
Bei kleineren Matrizen ist der prozentuale Anstieg des Aufwands größer als bei
größeren Matrizen, da der Kommunikationsaufwand deutlich steigt. Für Ma-
trizen einer Größe von 214× 214 benötigt die Simulation mit 16 MPI-Prozessen
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14.6 Mal länger als bei Verwendung von nur einem MPI-Prozess. Bei einer Grö-
ße von 216× 216 dauert die Simulation nur 5.6 Mal länger und bei der größten






































Abbildung 8.2: Simulation Speed der Ausführung von Matrixmultiplikationen
mit jeweils unterschiedlicher Matrizengröße mit Bezug auf die
Anzahl der MPI Prozesse. Grundlage bildet das KAHRISMA
Systeme mit Standardeinstellungen und Hierarchieevaluation.
Die Simulationszeit verlängert sich mit steigender Anzahl an Prozessen, ana-
log dazu sinkt die Simulationsgeschwindigkeit. Abbildung 8.2 zeigt die re-
sultierende Simulationsgeschwindigkeit aus den Simulationszeiten aus Abbil-
dung 8.1. Aus den Simulationsgeschwindigkeiten ist klar ersichtlich, dass die
Geschwindigkeit des Simulators einzig von der Anzahl der Prozesse abhängt
und nicht von der Eingabegröße, hier der Größe der Matrizen. Die Redukti-
on der Geschwindigkeit der einzelnen Simulationsdurchläufe ist in Tabelle 8.3
dargestellt.
Die Gesamtperformance des Simulators bei einer Simulation von 16 MPI Pro-
zessen erreicht maximal 1/3 der möglichen Performance einer Simulation mit
1 MPI Prozess. Bei steigender Anzahl der MPI Prozesse wächst der Overhead
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für das Management der Prozesse enorm, da SystemC nur einen realen Prozes-
sorkern unterstützt.
MPI Prozesse
Matrixgröße Ergebnisbereich 1 2 4 8 16
27 × 27 Instanz 100 42.7 18.1 4.3 1.1
System 100 85.3 72.5 34.5 17.8
28 × 28 Instanz 100 43.6 19.2 6.8 2.1
System 100 87.1 76.7 54.2 34.3
29 × 29 Instanz 100 40.5 19.6 6.8 2
System 100 81.1 78.6 54.2 32.1
Tabelle 8.3: Reduktion des Simulation Speed verglichen mit dem Referenzsys-
tem bei eingeschalteter Hierarchiesimulation in Prozent.
8.2.4 Einfluss von Simulationsparametern
Die folgenden Ergebnisse werden zur Referenzleistung des Simulators relativ
in Bezug gesetzt. Dabei wird der Einfluss des run-ahead Parameters auf die Sys-
temsimulation gemessen und bewertet. Ein weiterer Betrachteter Faktor ist die
Simulation auf unterschiedlichen horizontalen Hierarchieebenen. Das bedeu-
tet, dass Systeme mit unterschiedlichen Detailgraden simuliert werden und
die Leistung des Simulators evaluiert wird. Dabei kann davon ausgegangen
werden, dass ein System auf niedrigerer Hierarchieebene, also mit mehr De-
tails, auch ein genaueres Ergebnis für die Anwendungssimulation erzeugt, da
Speichereffekte, Kommunikationseffekte oder sonstige im System auftretende
Ereignisse berücksichtigt werden können.
Das Ziel dieser Simulation und Parameterevaluation ist es einen sinnvollen
Trade-Off zwischen Detailgrad (Hierarchie), run-ahead, Ergebnisgenauigkeit
und Simulationsgeschwindigkeit zu erreichen. Dabei muss trotz allem die Kor-
rektheit der Ergebnisse eingehalten werden.
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Die Genauigkeit einer Simulation kann nun durch die Differenz der Taktzyklen
zur Referenzsimulation definiert werden. Die höchste Genauigkeit der Refe-
renzsimulation wird erreicht, wenn alle Informationen aller Module zur Verfü-
gung stehen. Das bedeutet in diesem Fall, dass ein maximal detailliertes Modell
mit Evaluation aller horizontalen Hierarchieebenen verwendet wird. Entspre-
chend wird hier ein minimaler run-ahead mit dem Wert 1 eingesetzt, welcher
die KAHRISMA Prozessorkerne zwingt, nach jeder ausgeführten Instruktion
eine Synchronisation mit anderen Modulen durchzuführen sowie die verwen-
deten Taktzyklen zu berechnen.
Dieses Referenzsystem wird in den folgenden Abbildungen als 100% Genauig-
keit festgelegt, wohl wissend, dass die Simulation nicht vollständig einer realen
Ausführung entspricht.
Die Simulatorperformanz kann des Weiteren von der Simulationszeit abgeleitet
werden. Eine kürzere Simulationszeit korreliert mit einer höheren Leistung des
Simulators. Die absoluten Simulationszeiten, welche in Abbildung 8.1 darge-
stellt sind, werden hier als Referenz verwendet, um die weiteren Simulationen
daran zu messen.
Analog zur Anzahl der simulierten Taktzyklen, wird die Referenz der Simu-
lationszeiten mit maximaler horizontaler Hierarchieevaluation bei minimalem
run-ahead bestimmt.
Um den Einfluss der beiden beschriebenen Parameter zu bestimmen wurde
eine große Matrixmultiplikation mit unterschiedlichen Systemkonfigurationen
simuliert. In Abbildung 8.3 werden die Ergebnisse der einzelnen Simulatio-
nen mit 2 MPI Prozessen bei unterschiedlich belegtem run-ahead Parameter
dargestellt. Die gestrichelten Linien stellen dabei ein Simulationssystem ohne
Hierarchieevaluation dar, während die durchgezogenen Linien ein System mit
vollständiger Hierarchie abbilden. Die Roten Linien geben den Verlauf der Si-
mulationszeit wieder, während die blauen Linien die simulierten Taktzyklen
angeben.
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Den Referenzpunkt stellt in dieser Evaluation das voll hierarchische Modell bei
einem run-ahead von 1 dar und entspricht dem Datenpunkt der durchgezoge-





















Simulationszeit ohne Hierarchie Simulationszeit mit Hierarchie
Taktzyklen ohne Hierarchie Taktzyklen mit Hierarchie
Abbildung 8.3: Simulation Time und Simulationsgenauigkeit einer Simulation
einer 29 × 29 Matrix Multiplikation ausgeführt auf einem Sys-
tem mit 2 MPI Prozessen bei Standardeinstellungen. [BOR+14]
Anhand der Ergebnisse lässt sich erkennen, dass die Simulationsgenauigkeit
bei vollständiger Hierarchie auch bei größeren Synchronisationsintervallen von
bis zu 1000 run-ahead Zyklen sehr stabil bleibt und erst bei noch größeren In-
tervallen stark ansteigt. Bei deaktivierter Hierarchieevaluation ist zu erkennen,
dass die zusätzlichen Module der hierarchischen Simulation einen deutlichen
Vorteil bringen, da die berechneten Taktzyklen der Simulation deutlich höher
liegen, während der run-ahead Parameter hier kaum einen Einfluss zu haben
scheint.
Verglichen zur Genauigkeit des Simulationssystems lässt sich bei der Simulati-
onszeit eine deutliche Verbesserung bei größeren Synchronisationsintervallen
feststellen. Der größere run-ahead verringert den Synchronisationsaufwand so-




Es ist allerdings auch zu erkennen, dass hierarchische Modelle von einem grö-
ßeren run-ahead stärker profitieren als nicht-hierarchische Modelle. Insgesamt
zeigen diese Ergebnisse, dass schon bei einem Wechsel von 1 auf 10 run-ahead
Zyklen die Simulationszeit in beiden Simulationsumgebungen um etwa 25%
reduziert werden kann ohne große Einbußen bei der Genauigkeit. Einen gu-
ten Trade-Off bietet hier der Arbeitspunkt bei 1000 run-ahead Zyklen bei einer
Reduktion der Simulationszeit von etwa 50%.
Ein ähnliches Bild zeichnet die Evaluation bei der Verwendung von 8 MPI Pro-
zessen, wie in Abbildung 8.4 dargestellt. Deutliche Unterschiede gibt es hier
bei der Simulation des nicht hierarchischen Modells, dessen Taktzyklenberech-
nung von der Verwendung mehrerer Prozesse profitiert. Dies lässt sich durch
die Anzahl verfügbarer Quellen erklären, da in diesem Fall 8 Simulationsmo-
dule verwendet werden, welche jeweils eine Taktzyklenberechnung vorneh-
men, als auch dadurch, dass die Anwendung auf 8 Prozessoren verteilt jeweils
kleinere Anteile auf einem einzelnen Prozessor benötigt. Ein einzelnes Simula-
tionsmodul, muss also einen kleineren Anteil ausführen, weshalb der erzeugte
Fehler durch fehlende Speichereffekte usw. geringer wird.
Ähnlich zur Evaluation mit zwei Prozessen verhält sich die Hierarchische Si-
mulation weitgehend stabil, erzeugt aber einen früheren Drift bereits bei einem
run-ahead von 1000, was sich durch die höhere Anzahl an Prozessen und damit
mehr Synchronisationsaufwand erklären lässt.
Damit ist feststellbar, dass bei steigender Prozessanzahl zwar der Synchroni-
sationsaufwand steigt, aber auch dessen Notwendigkeit wächst um genaue Si-
mulationsergebnisse erzielen zu können.
Um von einer möglichst hohen Simulationsgeschwindigkeit zu profitieren ver-
schiebt sich der optimale Arbeitspunkt des Systemsimulators auf einen run-
ahead Wert von 100, da schon hier bei geringen Qualitätsverlust eine Beschleu-
nigung um fast 50% bei Verwendung einer hierarchischen Simulation erzielt
werden kann.
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Simulationszeit ohne Hierarchie Simulationszeit mit Hierarchie
Taktzyklen ohne Hierarchie Taktzyklen mit Hierarchie
Abbildung 8.4: Simulation Time und Simulationsgenauigkeit einer Simulation
einer 29 × 29 Matrix Multiplikation ausgeführt auf einem Sys-
tem mit 8 MPI Prozessen bei Standardeinstellungen. [BOR+14]
Bei der Verwendung von 16 MPI Prozessen in Abbildung 8.5 lassen sich die
Trends bestätigen, welche sich schon bei 8 Prozessen abgezeichnet haben. Die
nicht-hierarchische Simulation wird relativ gesehen genauer, da Speichereffek-
te weitaus weniger ins Gewicht fallen. Kommunikation fällt bei dieser Matrix-
Multiplikation kaum ins Gewicht, da die Anwendung zu Beginn aufgeteilt, an-
schließend weitestgehend individuell berechnet und zum Schluss wieder zu-
sammengefügt wird.
Interessant sind die Arbeitspunkte bei sehr großen run-ahead Werten. Bei 10000
run-ahead Zyklen profitiert der Simulator nicht mehr von der Reduzierung des
Synchronisationsaufwands, sondern leidet stark unter der folgenden Ungenau-
igkeit und der fehlerhaften Ausführung von nicht synchronisierten Instruktio-
nen. Dadurch steigt sowohl der generierte Fehler stark an, als auch die Simula-
tionszeit, selbst bei nicht-hierarchischen Modellen.
Tabelle 8.4 stellt nun die Simulationsgeschwindigkeit der einzelnen Simulati-























Simulationszeit ohne Hierarchie Simulationszeit mit Hierarchie
Taktzyklen ohne Hierarchie Taktzyklen mit Hierarchie
Abbildung 8.5: Simulation Time und Simulationsgenauigkeit einer Simulation
einer 29 × 29 Matrix Multiplikation ausgeführt auf einem Sys-
tem mit 16 MPI Prozessen bei Standardeinstellungen. [BOR+14]
Referenztabelle 8.3 ist eine deutliche Verbesserung zu sehen, da die Simulati-
onszeiten nicht schwächer sinken, als bei Verwendung von 1 run-ahead Zyklus.
Erkennbar ist, das erstens kleinere Eingangsgrößen weniger stark von einem
größeren run-ahead Wert profitieren als größere Programme und zweitens die
Simulatorleistung bei einer höheren Anzahl an Prozessen durch einem größe-
ren run-ahead stark verbessert werden kann.
Um die bisherigen Ergebnisse zusammenfassen, zeigt Abbildung 8.6 das Er-
gebnis einer Entwurfsraumexploration. Die dafür verwendeten Parameter sind
als Anwendung die Matrixmultiplikation mit einer Matrizengröße von 27 × 27
bei einer Verwendung von 8 MPI Prozessen für die Ausführung. Der Level 1
Cache besitzt eine Größe von 2KB, während der Level 2 Cache 64KB groß ist.
Jeder Punkt in Abbildung 8.6 stellt dabei ein Ergebnis dar, welches sich aus der
ermittelten Simulationszeit sowie dem erzeugten Fehler relativ zum Referenz-
modell zusammensetzt. Das Referenzmodell verwendet dabei eine vollständi-
ge hierarchische Evaluation der Systembeschreibung sowie ein Synchronisati-
onsintervall von 1 Zyklus.
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MPI Prozesse
Matrizengröße Ergebnisbereich 1 2 4 8 16
27 × 27 Instanz 100 46.5 14.4 4 0.9
System 100 92.9 57.8 32.2 15.1
28 × 28 Instanz 100 45 20.8 8.3 2.6
System 100 90.1 83.3 66.4 41.8
29 × 29 Instanz 100 42.8 21.9 10.4 3.9
System 100 85.6 87.5 83.3 62.8
Tabelle 8.4: Reduktion des Simulation Speed bei einem run-ahead von 1000 Zy-
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Abbildung 8.6: Ergebnisse einer Entwurfsraumexploration, welche den Kom-
promiss zwischen Genauigkeit und Simulationszeit verdeut-
licht. In Rot sind Pareto-optimale Arbeitspunkte dargestellt.
[BOR+14]
Das Ergebnis zeigt, dass sich aus den unterschiedlichen Kombinationen zwi-
schen Detailgrad und Synchronisationsintervall unterschiedliche mögliche Ar-





Im vorherigen Abschnitt wurde beschrieben, welchen Einfluss die Simulations-
parameter der ADL auf die tatsächliche Simulation ausüben. Besonders der
Hierarchieparameter ist dabei auch für die Größe der zu simulierenden An-
wendung interessant.
In diesem Abschnitt soll daher ermittelt werden wie die Simulationsparameter






















Simulationszeit 2^14 Matrix Simulationszeit 2^16 Matrix Simulationszeit 2^18 Matrix
Taktzyklen 2^14 Matrix Taktzyklen 2^16 Matrix Taktzyklen 2^18 Matrix
Abbildung 8.7: Simulation Time und simulierte Taktzyklen einer Simulation
unterschiedlich großer Matrix Multiplikationen ausgeführt auf
einem System mit 2 MPI Prozessen in Bezug auf den run-ahead
bei Standardeinstellungen mit Hierarchieevaluation.
Abbildung 8.7 zeigt eine Simulationsumgebung mit zwei MPI Prozessen, wel-
che für die Multiplikation von großen Matrizen verwendet wird.
Bis zu 1000 run-ahead Zyklen zeigt sich, dass sowohl Genauigkeit als auch die
Simulationszeit für alle drei Matrizengrößen nur wenig voneinander abweicht.
Erst bei einem run-ahead von 10000 zeigen sich wie in Abbildung 8.3 entspre-
chende Abweichungen bei der Genauigkeit der Simulation, während die Si-
mulationszeiten nahe beieinander liegen. Dies lässt den Schluss zu, dass kleine
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Simulationssysteme mit wenigen Prozessoren bzw. Prozessen, von der Größe

























Simulationszeit 2^14 Matrix Simulationszeit 2^16 Matrix Simulationszeit 2^18 Matrix
Taktzyklen 2^14 Matrix Taktzyklen 2^16 Matrix Taktzyklen 2^18 Matrix
Abbildung 8.8: Simulation Time und simulierte Taktzyklen einer Simulation
unterschiedlich großer Matrix Multiplikationen ausgeführt auf
einem System mit 16 MPI Prozessen in Bezug auf den run-
ahead bei Standardeinstellungen mit Hierarchieevaluation.
Bei größeren Simulationssystemen, beispielsweise mit 16 MPI Prozessen in Ab-
bildung 8.8, ist dieser Einfluss stärker messbar. Schon bei einem run-ahead von
10 Zyklen hat die Eingangsgröße einen sichtbaren Einfluss auf die Simulations-
zeit. Bei größeren Lasten, kann der Simulator besser von den Verbesserungen
durch den run-ahead profitieren als bei kleineren Matrizen. Im Gegenzug leidet
allerdings die Qualität bei größeren Matrizen stärker und erreicht bei kleinen
Matrizengrößen eine bessere Genauigkeit.
8.2.6 Speicherfrequenzen und Cachegrößen
Während dieser Simulation wurden bisher alle Module bei gleicher simulierter
Taktfrequenz, 500Mhz, evaluiert. In vielen modernen heterogenen SoC Syste-
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men ist es allerdings oftmals so, dass unterschiedliche Komponenten auch mit
unterschiedlichen Taktfrequenzen betrieben werden.
Deshalb wird in diesem Abschnitt der Zusammenhang zwischen unterschiedli-
chen Modulfrequenzen im Simulator ermittelt. Dies geschieht im Rahmen einer
Entwurfsraumexploration bei der eine Cache-Hierarchie bestehend aus unter-
schiedlichen First Level (L1) und Second Level (L2) Cache Größen für die Ma-
trixmultiplikation evaluiert wird. Die Exploration erfolgt mit Hilfe der ADL,
indem Parameter entsprechend modifiziert werden.
In dieser Evaluation wurde alle Simulationsumgebungen mit Hierarchieeva-
luation erstellt, um die Cache-Module mit in die Simulationsumgebung zu in-
tegrieren. Dadurch befinden sich alle Simulationsumgebungen auf dem glei-
chen Abstraktions- und Detaillevel. Die Anzahl der simulierten Taktzyklen be-
schreibt deswegen nicht mehr die Qualität der Simulation an sich, sondern
die Performanz, bzw. Ausführungszeit der zu simulierenden Anwendung. Der
Systemsimulator rechnet dabei mit einer abstrakten Anzahl an Taktzyklen, so
dass unterschiedliche Modulfrequenzen ausgeglichen werden. Eine geringere
Anzahl an Taktzyklen spiegelt demnach eine höhere Performanz des zu simu-
lierenden Systems wider.
Zusammenfassend kann vorweggenommen werden, dass die Speicherfrequen-
zen einen großen Einfluss auf das Gesamtsystem haben, sofern die lokalen Ar-
beitsdaten größer sind als die einzelnen Caches.
Abbildung 8.9 zeigt nun die Auswirkungen unterschiedlicher Cache Größen
auf die Anzahl der simulierten Taktzyklen. Da jeder Prozessor einen eigenen
L1 Cache besitzt ist dessen Größe dominant gegenüber kleinen L2 Caches.
Die benötigten Taktzyklen der Anwendung können deutlich reduziert werden,
wenn die Arbeitsdaten vollständig in den L1 Cache passen. Dadurch ist keine
Auslagerung auf den Hauptspeicher mehr notwendig, was in der Exploration
bei einer Cachegröße von 1024 KB erreicht wird (siehe grüne Linien in Abbil-
dung 8.9).
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L2 und L1 Cache Größe 
2^14-matrix - 200 MHz
2^14-matrix - 500 MHz
2^16-matrix - 200 MHz
2^16-matrix - 500 MHz
2^18-matrix - 200 MHz
2^18-matrix - 500 MHz
Abbildung 8.9: Einfluss der Speicherfrequenz und der Cachegrößen auf die si-
mulierten Taktzyklen für unterschiedliche Matrizengrößen bei
Verwendung von zwei MPI Prozessen. [Brä13]
Die Arbeitsdaten eines MPI Prozesses hängen von der Größe der Matrizen so-
wie vom verwendeten Datentyp ab. Bei 32Bit Datentypen erreichen die Arbeits-
daten folgende in Tabelle 8.5 dargestellten Werte.
Matrizengröße Anzahl Elemente Elementgröße Arbeitsdaten
27 × 27 16384 32 bit/4 byte 64 KB
28 × 28 65536 32 bit/4 byte 256 KB
29 × 29 262144 32 bit/4 byte 1024 KB
Tabelle 8.5: Größe eines Arbeitsdatensatzes eines MPI Prozesses bei unter-
schiedlichen Matrizengrößen
Da jeder MPI Prozess eine eigene Kopie der Daten erhält, müssen die Arbeits-
daten entsprechend mit der Anzahl der MPI Prozesse multipliziert werden.
Bei zwei MPI Prozessen ergeben sich so Systemarbeitsdaten von 128KB, 512KB
und 2MB. Diese Daten sind wichtig für die Größe des L2 Cache.
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Betrachtet man die in Abbildung 8.9 dargestellten Ergebnisse, lassen sich für
unterschiedlich große Matrizen die folgenden Schlussfolgerungen ableiten.
Kleine Matrizen, blaue Linien, können von einem größeren L1 Cache nicht nur
profitieren. Wächst der L1 Cache, während der L2 Cache zu klein ist, um die
Systemarbeitsdaten aufzunehmen, so erhöht sich auch die Ausführungszeit der
Matrix Multiplikation. Bestenfalls lässt sich eine Beschleunigung der Anwen-
dung um 11% gegenüber den Standardwerten der KAHRISMA Architektur,
siehe Tabelle 8.2, erzielen.
Bei mittelgroßen Matrizen, rote Linien, zeigt sich, dass diese besser auf einen
größeren L1 reagieren, wobei auch hier bei kleinen L2 Größen zunächst eine
Stagnation der Leistung eintritt und erst mit ausreichender Cachegröße eine si-
gnifikante Beschleunigung erreicht werden kann. Werden schnellere Speicher
verwendet, so sind die Auswirkungen der Cachegrößen nicht mehr so aus-
schlaggebend für die Performanz des Systems.
Bei großen Matrizen, grüne Linien, haben die einzelnen Cachegrößen erst dann
deutliche Auswirkungen, sobald die Arbeitsdaten eines Prozesses in den L1
Cache oder die Gesamtsystemdaten in den L2 Cache passen. Ist eines von bei-
den der Fall so hat die Speicherfrequenz kaum Einfluss auf die Leistung des
Systems. Hier zeigt sich auch der Einfluss des L2 Cache besonders, dass bei
ausreichender Größe des L2 Cache, der L1 Cache in den Hintergrund rückt. Bei
den beiden anderen Matrizengrößen zeigt sich dieses Verhalten schon bei einer
L2 Cache Größe von 1024 KB.
8.2.7 Einfluss der MPI Effekte auf die Simulatorleistung
Die Anzahl der Verwendeten MPI Prozesse hat zudem einen erheblichen Ein-
fluss auf die Performanz eines Multicoresystems. Abbildung 8.10 zeigt die be-
nötigten Taktzyklen einer MPI Instanz welche für die Berechnung unterschied-
licher Matrizengrößen benötigt werden. Kleine und mittlere Matrizen profitie-
ren entweder nicht oder nur marginal von der Parallelisierung da der Aufwand
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für die Synchronisation der MPI Prozesse zu groß ist. Erst bei den größeren Ma-






















Abbildung 8.10: Simulierte Taktzyklen einer Systemsimulation bei maximaler
Genauigkeit (mit Hierarchieevaluation und minimalem run-
ahead) in Bezug auf die verwendeten MPI Prozesse. [Brä13]
8.3 Hierarchische Netzwerkanalyse für Multicore
Systeme
Während im vorherigen Abschnitt schon gezeigt wurde, dass die hierarchische
Beschreibung durch die ADL in Verbindung mit dem flexiblen Multicoresimu-
lator auf Prozessorebene einsetzbar ist um Speicherhierarchien zu evaluieren
und zu explorieren, wird in diesem Abschnitt der Fokus auf die Implemen-
tierung einer hierarchischen Netzwerkkommunikation gelegt. Dabei wird wie-
derum das KAHRISMA Multicore System verwendet. Allerdings mit dem Un-
terschied, dass das Netzwerkmodul, welches für die Kommunikation zwischen
den Prozessoren verwendet wird auf hierarchische Weise beschrieben wird, mit
dem Ziel mehrere Abstraktionsebenen zur Verfügung zu stellen.
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Für die Beschreibung und die Simulation stehen nun zwei unterschiedliche
Module zur Verfügung. Einerseits ist dies ein Funktionales Netzwerkmodul,
basierend auf einer direkten FIFO Kommunikation zwischen den Prozessorker-
nen und andererseits auf einer zyklenakkuraten Netzwerksimulation des inva-
sive Network-on-Chip (iNoC) basierend auf der Arbeit von Heißwolf [Hei15].
Dazu wurden ein Netzwerkadapter entwickelt, welcher die Synchronisation
zwischen den approximativen Simulationsmodulen der Kahrisma Architektur
und dem zyklenakkuraten Netzwerkmodul übernimmt.
Ziel dieser Evaluation ist es darzustellen welche Möglichkeiten durch die hier-
archische Beschreibung auch für Kommunikationskomponenten zur Ver-
fügung stehen, sowie die Untersuchung der Übertragungsmöglichkeiten und
Anforderungen an die Applikation.
8.3.1 Anwendung
Für die Evaluation der Netzwerksimulation kommt eine einfache PingPong
Anwendung zum Einsatz, da diese ausreichend ist um die Auswirkungen der
Kommunikationsparameter auf die Simulationsgenauigkeit zu zeigen. Da die
Ausführung der Anwendung fast ausschließlich durch Kommunikation zwi-
schen den Prozessoren bestimmt ist, lassen sich die einzelnen Verarbeitungs-
schritte innerhalb der Simulation sehr gut abbilden.
8.3.2 Grundlegende Parameter
Die Netzwerksimulation besteht aus zwei Komponenten, einer funktionalen
und einer zyklenakkuraten Kommunikationssimulation. Dabei werden folgen-
de wesentlichen Parameter eingesetzt: Die Array bzw. Netzwerkgröße wird be-
stimmt durch die Anzahl an Prozessoren, EDPEs, im Multicoresystem. Das Ver-
bindungsdelay, also die Zeit, welche ein Datum von einem Kern zum anderen
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Kern benötigt, ist bei der funktionalen Simulation auf 20 Zyklen festgelegt. Bei
der zyklenakkuraten Simulation wird diese Übertragungszeit durch die ein-
zelnen Komponenten im System und im Netzwerk, wie beispielsweise Router,
bestimmt und jeweils für jedes Datenpaket berechnet.
Daneben gibt es noch die Paketgröße, welche in der funktionalen Simulation
nicht zum Einsatz kommt, da die Daten direkt über FIFO-Verbindungen an
den Empfängerprozessor übertragen werden. Neben weiteren Parametern, die
von der zyklenakkuraten Netzwerksimulation des iNoC [Hei15], bereitgestellt
werden, ist die Paketgröße allerdings ein interessanter Parameter für die Paral-
lelisierung von Anwendungen. Unterschiedliche Einstellungen der Paketgröße
sind in Tabelle 8.6 aufgelistet.
Name Pakete Delay Beschreibung Applikation
Blackbox 1 20 Zyklen funktionales Netzwerk standard













Tabelle 8.6: Simulationsvarianten der Netzwerksimulation
8.3.3 Ausgangsbasis der Simulation
Die Funktionale Netzwerksimulation besteht aus Kahrisma Prozessorkernsi-
mulationen an deren Ports ein Netzwerksimulationsmodul direkt angeschlos-
sen ist. Dieses besteht aus direkten Verbindungen zwischen zwei Ports, welche
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dynamisch bei Bedarf eines Kerns hergestellt werden. Eine Verbindung wird
durch einen FIFO-Channel realisiert, dessen Reaktionszeit, respektive Latenz
in Zyklen, durch die ADL angepasst werden kann. Die Verbindung unterstützt
blockierendes und nicht-blockierendes Senden und Empfangen, sowie auch
Kombinationen davon. Die durch den FIFO-Channel entstehende, bzw. pro-
grammierbare, zeitliche Verzögerung wird als Wartezyklus der Verarbeitungs-
zeit des jeweiligen Kernsimulators zugeordnet.
Prozessor Prozessor
ProzessorProzessor
Abbildung 8.11: Aufbau der funktionalen Simulation
Dadurch lässt sich eine Funktionale Netzwerksimulation erzeugen und simu-
lieren. Die FIFOs erlauben den mehrfachen Aufbau von Verbindungen zum
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selben Simulationsmodul, welches sich in diesem Fall selbstständig um das
Handling der Verbindungen kümmern muss.
Die Ungenauigkeit des Simulationsmodells entsteht dabei durch die festgeleg-
ten Latenzen des Netzwerkmoduls, welche auf alle Verbindungen angewandt
wird allerdings keine Auslastungsmetriken oder weitere Verbindungseigen-
schaften wie die Länge der Verbindung, Anzahl der Hops, Zwischenspeicher
oder Verarbeitungszeiten in Infrastrukturkomponenten berücksichtigt.
8.3.4 Netzwerksimulation
Demgegenüber erlaubt es die hierarchische Beschreibung der ADL auch alter-
native Simulationsmodule einzusetzen. Der Aufbau des detaillierteren zur Ver-
fügung stehenden Modells besteht aus einem Netzwerkmodul sowie zusätzli-
chen Netzwerkadapter Modulen, die nun die Knotenpunkte zwischen den Pro-
zessorsimulationsmodulen und dem Netzwerkmodul übernehmen.
Dazu stellen diese entsprechende Puffer-Speicher zur Verfügung und überneh-
men sowohl Strukturen als auch Aufgaben zum Verbindungsauf- und Abbau
sowie dem Verbindungsmanagement.
Das Netzwerkmodul beinhaltet dabei Netzwerkrouter, welche interne Verbin-
dungskomponenten wie Buffer, Ports und die eigentlichen Netzwerklinks im-
plementieren. Darüber lassen sich nun detaillierte Analysen und Kommuni-
kationsprofile erstellen und die Ergebnisse daraus in die automatisierte Par-
allelisierung von Software für eingebettete Multicoresysteme einbringen. Die
Modellierung des iNoC Netzwerkmoduls wird durch die hierarchische Imple-
mentierung des funktionalen Netzwerkmoduls innerhalb der ADL realisiert.
Eine erneute Beschreibung ist dadurch nicht notwendig. Die zyklenakkurate Si-
mulation zusammen mit den Netzwerkadaptern kann durch die Deaktivierung
















Abbildung 8.12: Aufbau der zyklenakkuraten Netzwerksimulation
Die zusätzlichen Netzwerkadaptermodule übernehmen dabei die zusätzliche
Aufgabe der zeitlichen Synchronisation zwischen den zyklenapproximativen
Prozessorsimulatoren und der zyklenakkuraten Netzwerksimulation. Die Ge-
nauigkeit wird nun dadurch erhöht, dass einerseits eine zyklenakkurate Kom-
munikationssimulation verwendet wird und andererseits die genaueren Kom-
munikationswerte in die approximativen Simulationsmodelle übertragen wer-
den können, indem die berechneten Zyklen an den Prozessor als Wartezeiten
individuell für jede einzelne Verbindung übergeben werden. Zur Kommunika-
tionsanalyse wurden darüber hinaus unterschiedliche Features des iNoC im-
plementiert. So unterstützt das iNoC auch unterschiedliche Paketgrößen, wel-
che Einfluss auf die Auslastung des Netzwerks und damit die Performanz einer
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parallelen Applikation haben können. Diese Eigenschaften stehen dem funktio-
nalen Modell nicht zur Verfügung.
8.3.5 Netzwerkanalyse und Simulationsergebnisse
Vergleicht man die Simulationszeit einer einfachen PingPong Anwendungen
mit unterschiedlich großen Datenpaketen, siehe Abbildung 8.13, so wird deut-
lich, dass die zyklenakkurate Netzwerksimulation sehr viel langsamer abläuft

































Abbildung 8.13: Darstellung der Simulationszeit in Sekunden unterschied-
licher Simulationskonfigurationen des Netzwerkmoduls.
[PB14]
Doch lassen sich mit der zyklenakkuraten Netzwerksimulation deutlich ge-
nauere Analysen über das Kommunikations- und Zeitverhalten des Multico-
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resystems durchführen. Dies ist in den Abbildungen 8.14 und 8.15 dargestellt,
in denen die durchschnittlich benötigten Zyklen pro Paket insgesamt und pro

















































Abbildung 8.14: Durchschnittlich benötigte Anzahl an Zyklen pro übertrage-
nem Paket bei unterschiedlicher Paketgröße je nach zu über-
tragendem Datensatz. [PB16]
Schon durch die Ausführung des einfachen PingPong Benchmark zwischen
zwei Prozessoren lässt sich feststellen, dass die Kommunikation zwischen Pro-
zessoren stark Anwendungsabhängig ist. Die durchschnittlichen Transport-
und Verarbeitungszeiten zwischen zwei Prozessorinstanzen hängt stark von
der Größe der zu übertragenden Daten, als auch der zurückzulegenden Stre-
cke ab. Ein Detailparameter, den das iNoC Simulationsmodul über die ADL-
Beschreibung nutzbar macht ist die Möglichkeit eine maximale Paketgröße zu
definieren. Tabelle 8.7 stellt die Evaluationsergebnisse der effektiv genutzten
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Abbildung 8.15: Durchschnittlich benötigte Anzahl an Zyklen pro übertrage-
nem Datenwort bei unterschiedlichen Paketgrößen je nach zu
übertragendem Datensatz. [PB16]
Paketgröße für unterschiedliche Datensätze an, sowie die durchschnittlich zur
Übertragung benötigten Zyklen.
Dabei ist erkennbar, dass größere Datensätze auch von größeren Paketgrößen
profitieren, diese allerdings auch in eine Sättigung laufen. In diesem Beispiel
sind zwei unterschiedliche pareto-optimale Arbeitspunkte zu erkennen. Für
große Datensätze ist eine Konfiguration mit einer Paketgröße von 8 Datenwor-
ten nur minimal langsamer als eine Konfiguration mit 16 Datenworten, bietet
allerdings eine bessere durchschnittliche Paketauslastung. Bei einer Realisie-
rung eines Netzwerks mit einer Paketgröße von maximal 8 Datenworten könn-
ten darüber hinaus Zwischenspeicher eingespart und Verarbeitungseinheiten
weniger komplex ausfallen. Ein anderes Ergebnis stellt der Arbeitspunkt für
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Tabelle 8.7: Durchschnittliche effektive iNoC Paketgröße sowie resultierende
durchschnittliche Kommunikationszeiten
Maximale Datensatzgröße
Paketgröße klein (1) mittel (10) groß (100)
effektive durchschnittliche Paketgröße, in Klammer Paketnutzung
2 words 2,00 (100%) 2,00 (100%) 2,00 (100%)
8 words 2,04 ( 25%) 4,67 ( 58%) 7,30 ( 91%)
16 words 2,06 ( 13%) 6,50 ( 40%) 13,60 ( 85%)
durchschnittliche Kommunikationsszyklen pro Datenwort
2 words 27,0 19,0 16,0
8 words 18,3 12,5 10,8
16 words 17,0 4,8 10,7
mittlere Datensatzgrößen dar. Da dieser vollständig in ein Netzwerkpaket der
Größe 16 passt, ist hier eine deutlich kürzere Kommunikationszeit zu ermitteln
als bei allen anderen Konfigurationen.
Damit wird deutlich, dass die maximale Paketgröße eine applikationsspezi-
fische Größe darstellt, welche im Umfeld eingebetteter Multicoreprozessoren
von Applikation zu Applikation variiert. Daher ist diese ein gutes Beispiel
dafür, wie die Implementierung von ADL-Modulen dazu verwendet werden
kann, um Einfluss auf die Komplexität und den Umfang einer Entwurfsraum-
exploration zu nehmen.
8.4 Adaptive Multi-Level-Simulation
Für eine effektive Verwendung von Parallelisierungswerkzeugen im Entwick-
lungsprozess müssen die Verfahren zur Parallelisierung sowohl hinsichtlich ih-
rer Qualität als auch hinsichtlich Ihrer Geschwindigkeit und Performanz zur
Lösungsfindung hin möglichst optimale Ergebnisse liefern. Diese Optimie-
rungsziele lassen sich daraus auch auf Simulationssysteme ableiten. Einerseits
erfordert eine hohe Parallelisierungsqualität eine möglichst genaue Messung
162
8.4 Adaptive Multi-Level-Simulation
der Performanz und Optimierungsparameter der Hardware als auch der par-
allelisierten Anwendung. Auf der anderen Seite bedingt eine genaue und ak-
kurate Simulation auch eine lange Ausführungszeit des Simulationssystems.
Wird die Simulation auf Geschwindigkeit hin optimiert, so müssen oftmals De-
tails verborgen werden, wodurch Ungenauigkeiten entstehen können, welche
sich negativ auf das Parallelisierungsergebnis auswirken werden. Auf Basis der
in dieser Arbeit vorgestellten ADL mit ihrem horizontalen als auch vertikalen
Hierarchiekonzept, kombiniert mit dem flexiblem Simulationsframework wur-
de eine adaptive Evaluationsumgebung entwickelt, die in der Lage ist, sich den
jeweiligen Anforderungen der Applikation, des Hardwaresystems als auch der
Parallelisierungsqualität anzupassen.
Dadurch wird der Einsatz eines Simulationssystems für iterative Parallelisie-
rungsansätze ermöglicht, welche sonst durch lange Simulationslaufzeiten nicht
anwendbar wären oder durch zu ungenaue Simulationen unzureichende Er-
gebnisse erzielen würden.
Das maßgebliche Ziel einer Parallelisierung ist die Beschleunigung der Aus-
führung bei gleichzeitig relativer Verringerung des Energieverbrauchs. Dabei
spielen verschiedenste Faktoren eine Rolle um Prozessoren nicht über Gebühr
zu belasten sowie um Kommunikationskosten zu minimieren.
Betrachtet man nun die Beschleunigung als primäre Optimierungsfunktion der
Parallelisierung, so kann diese als das Verhältnis zwischen sequentieller Aus-
führungszeit und der Summe von Paralleler Ausführungszeit und Kommuni-






Für die Parallelisierung einer gesamten Anwendung kann diese Formel auch
auf einzelne Tasks abgeleitet werden, so dass auf jeden Task einzeln eine Paral-
163
8 Framework Evaluation
lelisierung angewandt werden kann wenn die entsprechenden Ressourcen zur
Verfügung stehen und wenn gilt:
tparallel + tKommunikation < tsequentiell (8.4)
Die einzelnen Ausführungszeiten und Kommunikationszeiten können dabei
von Anwendung zu Anwendung, von Hardware zu Hardware und von Sche-
duling zu Scheduling stark unterschiedlich sein.
Um die Einhaltung dieser Gleichung zu überwachen ist daher eine möglichst
genaue, aber auch sehr rechenaufwändige, Evaluation der Performanzparame-
ter notwendig.
Dies macht die Qualität einer automatisierten Parallelisierung stark abhängig
von der Qualität der Evaluationsergebnisse. Der SystemProfiler des Simulators
ermöglicht nun eine taskspezifische Messung der Performanzparameter die
der Adaptivität des Simulationssystems in nichts nachsteht. Dies wird durch
die Kombination akkurater Simulationen mit hoher Genauigkeit und funktio-
nalen Simulationen mit hoher Geschwindigkeit ermöglicht.
Implementiert wurde nun eine iterative selbst-adaptierende Simulationsumge-
bung, die Evaluationsergebnisse in die Architekturbeschreibung selbst zurück-
führt, dadurch Simulations- und Verhaltensparameter anwendungsfallspezi-
fisch adaptiert und damit die Genauigkeit nachfolgender Simulationen verbes-
sert, während auf die höheren Geschwindigkeiten einer schnelleren Simulation
gesetzt werden kann.
Das Ergebnis ist eine Feedback-Schleife in die die Parallelisierungswerkzeuge
aktiv eingebettet wurden, wie sie in Abbildung 8.16 dargestellt ist.
8.4.1 ADL Update Loop
Der erste Schritt dieser iterativen Optimierung ist die Ausführung einer Tie-





























Abbildung 8.16: Feedback-Schleife im Framework von ADL über Simulation
zurück zur ADL
die genauesten Simulationsklassen und damit das geringste Abstraktionslevel
eines Moduls zu finden.
Auf diese Weise wird eine Simulationsumgebung mit maximal verfügbarer Ge-
nauigkeit, dem höchsten Detailgrad und dem niedrigstmöglichen Abstrakti-
onslevel über alle Module hinweg erzeugt. Das bedeutet, es gibt keine Kom-
bination an Simulationsmodulen innerhalb der Simulationsbibliothek, welche
die modellierten Systemmodule genauer simulieren und evaluieren kann. Die-
se Simulationsumgebung wird nun verwendet um eine initiale Simulation des
Systems und der parallelisierten Anwendung durchzuführen. Der generierte
parallele Programmcode, sowie nach Verfügbarkeit auch die Simulationsmo-
dule, werden instrumentiert um ein Applikationsprofiling, sowie ein Statustra-
cing der Module auszuführen wodurch Performance Parameter, Kommunika-
tionskosten, Auslastungs- und Nutzungsstatistiken erzeugt werden. Dieses Set
an gesammelten Informationen stellt die genauesten Profiling Informationen
dar, welche über das Simulationssystem generiert werden können. Sie wer-
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den nun über die Feedback-Schleife der ADL aggregiert und in die höheren
Abstraktionsebenen und Modelle zurückgeführt. Eine Aggregation kann bei-
spielsweise dadurch implementiert werden, dass zunächst über eine dedizier-
te Verbindung über das Netzwerk eine Summe der Übertragungszeit ermittelt
wird. Eine zweite Aggregation kann anschließend die Durchschnittswerte für
Kommunikationszeiten im gesamten Netzwerk ermitteln, welche an eine funk-
tionale Netzwerksimulation übergeben werden. Die Art der Aggregation ist
abhängig davon, welche Verhaltensparameter auf der Elternebene verfügbar
sind. Da ein Modul nur seine direkten Eltern- und Kind-Module kennt müssen
Aggregationen über mehrere Ebenen hinweg mit mehreren Aggregationsstu-
fen implementiert werden.
8.4.2 Evaluation der Feedback-Schleife
Um dieses Ansatz zu evaluieren wurde ein Multicoresystem, bestehend aus ei-
nem Array an Verarbeitungseinheiten sowie einem Verbindungsnetzwerk
verwendet um parallele Anwendungen zu simulieren. Jede Verarbeitungsein-
heit wird dabei durch einen Prozessor aus dem Kahrisma System repräsentiert
und über einen zyklenapproximativen Instruktionssatzsimulator simuliert.
Diese Simulatoren wurden mit Hilfe eines SystemC Wrappers (SysSimModu-
le) implementiert deren Kommunikation untereinander auf TLM Funktionen
basiert. Mit Hilfe der horizontalen Implementierung dieses Arrays und der In-
dividualisierungsmöglichkeiten der ADL, könnten jedem Prozessor auf diese
Weise individuelle Parameterwerte für beispielsweise Taktfrequenz, Speicher-
hierarchie, Cache-Verhalten etc. zugewiesen werden.
Verschiedenste Module dieser Systembeschreibung erlauben außerdem die
Verwendung der vertikalen Implementierung. Das verwendete Prozessormo-
dul erlaubt beispielsweise die Integration eines Level-1 Cache, sowie eines de-















Abbildung 8.17: Darstellung einer einfachen Summen-Aggregatfunktion beim
Wechsel von Abstraktionsebenen in einer Netzwerksimulati-
on über die Transferzeitfunktion d(x)
Ein weiteres Beispiel ist das Speichermodul des gemeinsamen geteilten Sys-
temspeichers, welches eine Implementierung besitzt in der ein Level-2 Cache
Module implementiert werden kann. Während das high-level Speichermodul
nur eine durchschnittliche Speicherzugriffszeit ermittelt, ermöglicht ein Cache-
Modul die Ermittlung von Hit- und Miss Raten, Cache Effizienzanalysen sowie
individuell berechenbaren zyklenapproximativen Speicherzugriffszeiten.
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Um die Kommunikation zwischen den Prozessoren zu ermöglichen, wurde ein
Netzwerkmodul implementiert, welches auf hoher Ebene nur eine funktionale
First In First Out (FIFO) basierte Kommunikation zwischen je zwei Prozessor-
kernen ermöglicht. Die detailliertere Variante des Netzwerkmoduls verwendet
eine zyklenakkurate SystemC Simulation des iNoC [Hei15] das eine 2D-Mesh
Topologie implementiert. Dieses Simulationsmodul nutzt eine RTL-Simulation
zur Berechnung der Komponenten, als auch die dafür notwendigen Signal-
Channels in SystemC. Dadurch bietet dieses Simulationsmodul eine deutlich
höhere Genauigkeit, benötigt dafür aber auch deutlich mehr Rechenzeit, wo-
durch die Simulationsgeschwindigkeit sinkt.
Als Schnittstelle zwischen dem Prozessorsimulationsmodul und dem Netz-
werkmodul wurde ein Netzwerkadapter entworfen, welcher zwei grundlegen-
de Aufgaben übernimmt. Einerseits wird die Funktionalität eines Netzwerka-
dapters realisiert, der eine korrekte Anbindung und Kommunikation zwischen
Prozessoren über das iNoC ermöglicht und andererseits implementiert der
Netzwerkadapter die notwendigen Synchronisationsmethoden um zyklenap-
proximative Simulationsmodule und zyklenakkurate Simulationsmodule mit-
einander zu verbinden.
Durch die derart verfügbaren Simulationsmodule lassen sich zu Evaluations-
zwecken vier unterschiedliche Abstraktionsebenen mit Hilfe der vertikalen Im-
plementierung darstellen, welche in Tabelle 8.8 aufgelistet sind.
A – High Accuracy verwendet eine detaillierte aber zyklenapproximati-
ve Prozessorsimulation inklusive Cache Hierarchie mit einem sehr klei-
nen internen Synchronisationsintervall (vgl. Absatz 8.2) kombiniert mit
einem zyklenakkuraten Netzwerkmodul, bestehend aus Netzwerkadap-
tern und Routerimplementierung.
B – Mid-High Accuracy verwendet eine weniger detaillierte Prozessor-
simulation bei größerem internen Synchronisationsintervall kombiniert




Tabelle 8.8: Übersicht über die Genauigkeiten unterschiedlicher
Abstraktionsebenen
Ebene Prozessormodell Netzwerkmodell Allgemeine
Genauigkeit Genauigkeit Genauigkeit
A – High detailliert, Sync = 1 RTL
+ ++ +++
B – Mid-High standard, Sync = 100 RTL
o ++ ++
C – Mid-Low detailliert, Sync = 1 FIFO
+ o +
D – Low standard, Sync = 100 FIFO
o o o
C – Mid-Low Accuracy verwendet eine detaillierte aber zyklen-approxi-
mative Prozessorsimulation inklusive Cache Hierarchie mit einem sehr
kleinen internen Synchronisationsintervall kombiniert mit einem funk-
tionalen FIFO basierten Netzwerkmodul.
D – Low Accuracy verwendet eine weniger detaillierte Prozessorsimula-
tion bei größerem internen Synchronisationsintervall kombiniert mit ei-
nem funktionalen FIFO basierten Netzwerkmodul.
8.4.3 Simulationsgeschwindigkeit
Um die Update-Schleife zu evaluieren wurde wieder eine Matrixmultiplikati-
on verwendet. Im Vergleich zur Analyse der hierarchischen Beschreibung, sie-
he Abschnitt 8.2, wurde nun keine bereits parallelisierte Implementierung ver-
wendet, sondern das Parallelisierungswerkzeug aus dem ALMA Projekt dazu
verwendet, eine in Scilab geschriebene sequentielle Matrixmultiplikation auto-
matisiert zu parallelisieren.
Schon durch die Verwendung einer Matrixmultiplikation wird die Notwendig-
keit genauer aber auch schneller Simulationen deutlich.
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Table 8.9 zeigt nun die benötigte Zeit um das System und die Anwendung auf
den jeweiligen Abstraktionsebenen High-Accuracy, Mid-High Accuracy, Mid-Low
Accuracy und Low-Accuracy zu simulieren. Verwendet wurde dafür ein Intel Co-
re i5 Prozessor mit einer Frequenz von 2.6 GHz. Wie zu erwarten war, benötigt
das genaueste Simulationsmodell bestehend aus dem detaillierten Prozessor-
modul und dem zyklenakkuraten iNoC Modul die meiste Zeit, gefolgt von den
anderen Abstraktionsebenen in der Reihenfolge ihrer Definition.
Tabelle 8.9: Simulationszeiten für eine Simulation einer 64x64 Matrixmultipli-
kation mit 4 Verarbeitungseinheiten
Abstraktionsebene Simulationszeit in Sekunden
A - High 360.059
B - Mid-High 323.214
C - Mid-Low 25.348
D - Low 17.474
Um nun zu ermitteln, welcher Speedup für die Ausführung eines iterativen









Da die Parallelisierungswerkzeuge aus dem ALMA Projekt einen iterativen
Optimierungsansatz verwenden, um die Qualität der Parallelisierung schritt-
weise zu verbessern werden mehrere Simulationsdurchläufe benötigt um das
jeweilige Ergebnis zu evaluieren. Die Gesamtsimulationszeit ergibt sich damit
aus dem Produkt der Simulationszeit mit der Anzahl der Iterationsschritte:
ttotal = n ∗ tsim (8.6)
Dabei können anhand der Abstraktionsebenen sowohl eine maximale Simula-
tionszeit, als auch eine minimale Simulationszeit abgeleitet werden:
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tmax = n ∗ tsim(A) und tmin = n ∗ tsim(D) (8.7)
Der maximalen Speedup für den iterativen Ansatz lässt sich dadurch wie folgt












Soll der maximale Speedup erzielt werden, so müssen in jedem Iterationsschritt
High-Level Simulationsmodule verwendet werden. Das Ergebnis ist allerdings
eine inakkurate Performance Evaluation, welche sich negativ auf die Paralle-
lisierungsqualität auswirkt. Um anwendungsspezifische Performanceparame-
ter und Kommunikationszeiten zu ermitteln, sollte mindestens eine vollstän-
dig detaillierte Simulation mit hoher Genauigkeit ausgeführt werden. Typi-
scherweise wird eine solche Simulation dem ersten Iterationsschritt zugeord-
net, wenn keine gravierenden Änderungen an der Parallelisierten Anwendung
zu erwarten sind. Andernfalls müsste eine erneute detaillierte Simulation
durchgeführt werden. Die so als typisch definierte iterative Simulation benö-
tigt nun folgende Laufzeit:
ttyp = tmax + n− 1 ∗ tmin (8.9)
In diesem Evaluationsbeispiel kann der typische Speedup über die Ausführung











Mit wachsender Anzahl an Iterationen innerhalb des Parallelisierungswerk-
zeug nähert sich der Speedup dem Wert S = 20.6, welcher durch die einzelnen
Abstraktionsebenen bedingt ist. Hierbei wird aber auch ersichtlich, dass die
Beschleunigung des Gesamtprozesses mit jeder weiteren Iteration langsamer
wächst.
8.4.4 Auswirkungen auf die Parallelisierungsqualität
Als Ausgangsbasis für die Evaluation der erreichbaren Qualität einer automa-
tisierten Parallelisierung wird eine einfache Matrixmultiplikation verwendet.
Allerdings nicht in C Code sondern es wird hier eine sequentielle Implemen-
tierung in SciLab [Sci13] den ALMA Werkzeugen zur Verfügung gestellt. Das
System auf das die Anwendung parallelisiert wird ist ein KAHRISMA Multi-
coreprozessor mit vier Prozessorkernen und der oben beschriebenen Architek-
tur.
Zur Evaluation werden zwei unterschiedliche Parallelisierungsansätze ver-
wendet um die unterschiedlichen Anforderungen an die Kommunikationssi-
mulation aufzuzeigen.
Für jede Parallelisierung werden vier Iterationsschritte verwendet, wobei drei
unterschiedliche Simulationskonfigurationen zur Verfügung stehen.
(1) high: High Accuracy Simulation für alle Iterationen, entspricht Modell
A (siehe Tabelle 8.8
(2) low: Low Accuracy Simulation für alle Iterationen, entspricht Modell D
(3) hybrid: Die erste Iteration nutzt eine High Accuracy Simulation, nach A,








3 waiting send türkis
4 sending blau
5 waiting recieve gelb
6 recieving rot
Tabelle 8.10: Durch Tracing ermittelte Prozessorzustände während der
Simulation
Die Ergebnisse sind als Status Tracing dargestellt, und wurden mit dem Sy-
stemProfiler erstellt und mit dem Analysewerkzeug Paraver [PLCG95, Bar14]
visualisiert. Tabelle 8.10 stellt die Prozessorzustände aus Tabelle 7.3 und deren
farbliche Zuordnung dar.
Der erste verwendete Parallelisierungsansatz ist ein sogenannter scatter-gather
Ansatz, bei dem eine Anwendung in unabhängige möglichst gleich große Teile
aufgesplittet und verteilt (scatter) wird, welche dann von jeweils einem Prozes-
sorkern ausgeführt werden. Sind aller Teilergebnisse berechnet, werden diese
auf einem dedizierten Kern zusammengeführt (gather) und das Endergebnis
ermittelt.
Die Ergebnisse aus 8.18 zeigen deutlich, dass eine genauere Simulation der
Kommunikationsinfrastruktur bei vier durchgeführten Iterationen nur margi-
nale Auswirkungen auf die Qualität der Parallelisierung hat. Der Vergleich der
Ausführungszeiten zeigt zwar kleine Unterschiede, diese sind aber nicht aus-
schlaggebend, wenn keine Echtzeitgrenzen gefordert werden.
Der zweite Parallelisierungsansatz verfolgt eine Pipeline Verarbeitung. Dabei
wird eine Anwendung in deutlich kleinere voneinander abhängige Prozesse
aufgeteilt, welche jeweils von einem zum nächsten Prozessor weitergegeben
werden. Dieser Ansatz eignet sich besonders für Streaming-Anwendungen, bei
denen ein Prozessor die Eingangsdaten verarbeitet und ein anderer dedizierte
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Abbildung 8.18: Qualität der erzielten Parallelisierung bei Verwendung eines
Scatter-Gather Ansatzes
Prozessor das Endergebnis erzeugt, oder aber für heterogene Architekturen bei
denen die einzelnen Prozessoren Spezialfunktionen bereitstellen.
Für die Parallelisierung bedeutet dies, dass eine deutlich genauere Kommuni-
kationsanalyse durchgeführt werden muss, da das Zusammenspiel der einzel-
nen Prozessoren stark von der Kommunikation untereinander abhängt. Wird
nun die Matrixmultiplikation nach dieser Technik parallelisiert, zeigt sich in
Abbildung 8.19, dass hierbei die Genauigkeit der Simulation ausschlaggebend
sein kann, um ein gutes Endergebnis zu erhalten.
Die erste Abbildung 8.19(a) zeigt dabei zum Vergleich das Ergebnis der initia-
len Parallelisierung, welche als Ausgangsbasis für den Iterativen Prozess aus
dem sequentiellen Code generiert wurde.
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Abbildung 8.19: Qualität der erzielten Parallelisierung bei Verwendung eines
Pipeline Ansatzes
Anschließend werden wieder die drei unterschiedlichen Simulationsmodelle
verwendet um den iterativen Parallelisierungsprozess durchzuführen. Klar er-
sichtlich ist, dass der akkurate Ansatz 8.19(b) gute Ergebnisse liefert, während
der funktionale Simulationsansatz 8.19(c) eine gute Pipeline Ausführung nur
erahnen lässt. Mit einem hybriden Ansatz 8.19(d) können nun sehr gute Paral-
lelisierungsergebnisse erzielt werden, dessen Ungenauigkeit nicht mehr Maß-



















































Gesamtsimulationszeit Durchschnittliche Simulationsgeschwindigkeit (Instr/Sek)
Abbildung 8.20: Darstellung der Gesamtsimulationszeit und der durch-
schnittlichen Simulationsgeschwindigkeit über den
Parallelisierungsprozess
Durch den hybriden Simulationsansatz kann dadurch gezeigt werden, dass
Simulationszeiten signifikant verringert werden können. Dies wird in Abbil-
dung 8.20 deutlich, in der die Simulationszeiten mit unterschiedlichen Syn-
chronisationsintervallen und die daraus resultierende durchschnittliche Simu-
lationsgeschwindigkeit während des Prallelisierungsprozesses dargestellt wer-
den. Mit zunehmenden Synchronisationsintervall kann die Simulationszeit
nochmals verringert werden.
Die Qualität der erreichten Parallelisierungsergebnisse mit dem hybriden Si-
mulationsansatz zeigt, dass zwar Genauigkeitsverluste vorhanden sind, diese







Ausgehend von der wachsenden Komplexität eingebetteter und zunehmend
heterogener Systeme bestehend aus mehreren Prozessoren, Beschleunigern
und Spezialkomponenten für die optimale Erfüllung einer gegebenen Aufga-
be, sind neue Methoden zur Programmierung dieser Systeme notwendig. Das
Forschungsprojekt ALMA hat dabei mit einer automatisierten Parallelisierung
einen wichtigen Schritt in diese Richtung vollführt. Um die Komplexität ei-
nes hoch parallelen und zugleich eingebetteten Systems handhaben zu können
wurden in dieser Arbeit eine Architekturbeschreibungssprache lexikalisch und
syntaktisch entworfen und eine entsprechende Werkzeugunterstützung umge-
setzt.
Daraus ist ein Framework zur Beschreibung, Analyse und Simulation von ein-
gebetteten Multicore Systemen entstanden, welches durch seine Flexibilität den
Anforderungen an eine Verwendung in Parallelisierungswerkzeugen gewach-
sen ist.
Für die Beschreibung des Systems wurden daher die zwei höchst unterschied-
lichen Sichtweisen des Anwendungsentwicklers und der zugrundeliegenden
Hardwarearchitektur vereint um eine ideale Beschreibungsgrundlage von so-
wohl strukturellen Informationen des Systems als auch Verhaltensinformatio-
nen abbilden zu können.
Die Verknüpfung dieser beiden Sichtweisen erlaubt nun eine einfache, flexible
und effiziente Beschreibung komplexer Multicore Systeme und deren Einbin-
dung in Parallelisierungswerkzeuge um eben diese Komplexität des Systems
dem Anwendungsentwickler bei der Parallelisierung auf verständliche Weise
bereitzustellen.
Die Architekturbeschreibungssprache bedient sich dafür sowohl bekannten
Konzepten aus Hardwarebeschreibungssprachen, wie der Verwendung von
Modulen, Ports und Interfaces zur strukturellen Beschreibung, aber auch se-
mantischer Methoden, welche üblicherweise in Compilern eingesetzt werden
um Verhalten und Instruktionen zu beschreiben.
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Des Weiteren wurde die Sprache mit einer Hierarchischen Beschreibung, ge-
nannt Implementierung, versehen, die es erlaubt sowohl hierarchische Aspek-
te, genannt horizontale Hierarchie, als auch unterschiedliche Abstraktionsebe-
nen, genannt vertikale Hierarchie, eines Systems oder einer Systemkomponen-
te zu beschreiben.
Dazu wurde ein Compiler entwickelt, welcher die entworfene Architekturbe-
schreibungssprache übersetzt, das beschriebene System analysieren kann, und
die Informationen an eine flexible Simulationsumgebung weitergibt. Während
dieses Übersetzungsvorgangs, werden die beiden Hierarchiekonzepte vom
ADL-Compiler aufgelöst und als flache Systembeschreibung einer Simulations-
umgebung übergeben. Diese erlaubt die Simulation und das Profiling des Sys-
tems gemeinsam mit der parallelen Anwendung und kann dazu verwendet
werden sowohl Werkzeugen als auch dem Anwendungsentwickler das not-
wendige Feedback zu geben um die Parallelisierung zu optimieren.
Die Evaluation hinsichtlich der Hierarchieebene und der Simulationsparame-
ter des Frameworks zeigt die Vielseitigkeit und die Flexibilität welche durch
die Verwendung der ADL in Kombination mit dem Systemsimulator erreicht
werden kann. Sie zeigen besonders die Fähigkeit des Frameworks sich adap-
tiv auf die jeweiligen Anforderungen hinsichtlich Simulationsgeschwindigkeit
und Simulationsgenauigkeit hin anzupassen um sowohl für grobgranulare Op-
timierungen als auch für feingranulare Parallelisierungsentscheidungen einge-
setzt werden zu können.
Hervorzuheben ist auch die Fähigkeit des Frameworks das gesamte Spektrum
an Arbeitspunkten hinsichtlich Detailgrad, Abstraktionsebene, Genauigkeit
und Simulationsgeschwindigkeit in einer gemeinsamen Werkzeugübergreifen-
den ADL zu kapseln. Diese Fähigkeit wird eingesetzt um die Auswirkungen
unterschiedlicher Abstraktionsebenen und Genauigkeitsstufen auf den Paral-
lelisierungsprozess zu evaluieren. Es wurde eine Feedbackschleife zwischen
mehreren Simulationsdurchläufen implementiert mit der hochdetaillierte In-
formationen auf höhere Abstraktionsebenen übertragen und damit die
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9 Zusammenfassung
Gesamtsimulationszeit deutlich reduziert werden kann. Dieser hybride Simu-
lationsansatz erlaubt es nun die Genauigkeit über den gesamten Parallelisie-
rungsprozess hoch und die Simulationszeit gering zu halten, was zu einer im
allgemeinen sehr guten Parallelisierungsqualität führt, welche mit den Ergeb-





Dieser Anhang beschreibt die Spezifikation der Datenbeschreibungs-
sprache und ihrer Elemente. Es handelt sich hier um einen Ausschnitt der
Spezifikation um die Grundlegenden Funktionen zu erläutern und um das
Verständnis für den Aufbau der ADL zu vervollständigen.
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A Spezifikation Datenbeschreibungssprache
Die Datenbeschreibungssprache wurde von Timo Stripf [Str13] während seiner
Forschungsarbeit für die Kahrisma-ADL entwickelt. Durch die enge Verknüp-
fung zum ALMA Projekt wurde diese als Basis für die Architekturbeschrei-
bungssprache verwendet. Die hier angegebene Spezifikation dient daher nur
dem Verständnis einiger Begrifflichkeiten die in dieser Arbeit verwendet wor-
den sind.
A.1 Datentypen
Die Datenbeschreibungssprache unterscheidet skalare und assoziative Daten-
typen. Skalare Datentypen stellen dabei Werte dar und können einen der fol-
genden Typen aufweisen:
undef ein existierender, aber nicht weiter spezifizierter Wert
bool ein boolescher Datentyp, kann wahr oder falsch annehmen
string Zeichenkettendatentyp
integer Ganzzahldatentyp
float Gleitkommatyp mit einfacher Genauigkeit
Die assoziativen Datentypen, auch Container genannt, stellen Knoten des Da-
tenbaumes dar und besitzen Kind-Elemente, entweder ein skalares Kind-
Element oder eine unbegrenzte Anzahl an assoziativen Kind-Elementen. Je-
der Container wird durch einen Schlüssel identifiziert, der entweder vom Typ
string oder vom Typ integer sein muss. Handelt es sich beim Schlüssel um eine
string, so ist der Container ein Objekt-Container. Bei integer Schlüsseln handelt
es sich um Vektor-Container. Die beiden Container unterscheiden sich in den





Die Datenbeschreibungssprache bedient sich ähnlichen lexikalischen Eigen-
schaften, wie sie auch aus Programmiersprachen bekannt sind.
Kommentare Die Sprache unterstützt Zeilenweise Kommentare sowie
mehrzeilige Kommentare die mit "//" eingeleitet bzw. mit "/*" begon-
nen und mit "*/" abgeschlossen werden können.
Bezeichner Werden für konstante Variablen oder Funktionen verwendet.
Sie müssen mit einem Buchstaben oder dem Zeichen "_" beginnen.
Literale sind die kleinstmöglichen Terme bestehend aus einer Zahl oder
einem einzelnen Zeichen.
Trennzeichen sind Klammern, Komma und Semikolon.
Füllzeichen Leerzeichen und Zeilenumbruch trennen Bezeichner vonein-
ander ab, werden aber darüber hinaus, ähnlich zu Kommentaren, im
Kompilierprozess nicht weiter betrachtet.
Operatoren Die Sprache unterstützt die üblichen Operatoren für logische,
arithmetische und Vergleichsfunktionen, welche an C++ angelehnt sind.
Komma, Semikolon und eckige Klammern werden als spezielle Element-
Zugriffsoperatoren verwendet.
A.3 Syntax
Um die Darstellung von Zahlen und Bezeichnern zu differenzieren müssen
Zahlen immer mit einem Dezimalzeichen beginnen, während Bezeichner im-
mer mit einem Buchstaben oder dem Sonderzeichen "_" beginnen müssen. Die
Zahlen können binär oder hexadezimal mit Präfix (0b oder 0h) sowie dezimal
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als Ganzzahl oder Gleitkommazahl angegeben werden und jeweils mit einem
Vorzeichen versehen werden.
Zeichenketten und Bezeichner werden hingegen grundsätzlich mit einfachen
Hochkommata ohne Unterstützung für Sonderzeichen oder doppelten Hoch-
kommata mit Escape-Zeichen für Sonderzeichen definiert. Eine weitere Mög-
lichkeit stellt der Quote-Operator q{...} dar, der es erlaubt formatierten Text als
Zeichenkette auch über mehrere Zeilen hinweg abzulegen.
A.4 Konstanten
Die Datenbeschreibungssprache kennt drei definierte Konstanten. Dies sind die
Werte true und false für die Wertzuweisung von booleschen Datentypen mit
wahr bzw. falsch, sowie der Wert undef für die Zuweisung eines undefinierten
Wertes.
A.5 Operatoren
Als Operatoren stehen die aus Programmiersprachen bekannten logischen und
arithmetischen Operatoren sowie Vergleichsoperatoren zur Verfügung. Eine
Besonderheit stellen die Elementzugriffsoperatoren dar, welche in der Über-
sicht in Tabelle A.1 beschrieben sind.
A.6 Spezialoperatoren
Neben den üblichen Operatoren unterstützt die Sprache weitere Operatoren
für den Elementzugriff. Dazu gehört der Elementzugriff "[ ]", welcher auf ein
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Operator Beschreibung Priorität Richtung
() Gruppierung —
[] Elementzugriff —
{} Block Operator —
leerer Operator 1 von Links
! logisches NICHT 2 von Rechts
~ Bitweises Komplement (bitweises NICHT) 2 von Rechts
+ Unäres Plus 2 von Rechts
- Unäres Minus 2 von Rechts
* Multiplikation 3 von Links
/ Division 3 von Links
% Modulo 3 von Links
+ Addition 4 von Links
- Subtraktion 4 von Links
« Bitweises Linksschieben 5 von Links
» Bitweises Rechtsschieben 5 von Links
< Kleiner als 6 von Links
<= Kleiner oder Gleich 6 von Links
> Größer als 6 von Links
>= Größer oder Gleich 6 von Links
== Gleichheit 7 von Links
!= Ungleichheit 7 von Links
& Bitweises UND 8 von Links
^ Bitweises exklusives ODER (XOR) 9 von Links
| Bitweises ODER 10 von Links
&& Logisches UND 11 von Links
|| Logisches ODER 12 von Links
, Vektor Operator 13 von Links
= Zuweisung 14 von Rechts
+= Addition mit Zuweisung 14 von Rechts
-= Subtraktion mit Zuweisung 14 von Rechts
*= Multiplikation mit Zuweisung 14 von Rechts
/= Division mit Zuweisung 14 von Rechts
%= Modulo-Division mit Zuweisung 14 von Rechts
&= Bitweises UND mit Zuweisung 14 von Rechts
^= Bitweises exklusives ODER mit Zuweisung 14 von Rechts
|= Bitweises ODER mit Zuweisung 14 von Rechts
«= Linksschieben mit Zuweisung 14 von Rechts
»= Rechtsschieben mit Zuweisung 14 von Rechts




existierendes Element zugreifen und dieses Überschreiben können, oder falls
es nicht vorhanden ist ein neues Element erstellen. Der Zugriff erfolgt entspre-
chend dem im Operator angegebenen Datentyp: Strings erzeugen Objektele-
mente während Ganzzahlen Vektorindexzugriffe durchführen. Wird ein Vektor
angegeben, so werden mehrere Zugriffe kaskadiert.
A.7 Variablen
Im Gegensatz zu anderen Markup-Sprachen wie XML oder JSON unterstützt
die Datenbeschreibungssprache die direkte Verwendung von Variablen. Varia-
blen werden über das Schlüsselzeichen "$" gefolgt von einem Bezeichner defi-
niert. Die Sprache unterstützt allerdings keine Zugriffsberechtigungen, so dass
Variablen immer gelesen oder Geschrieben werden können, der Gültigkeitsbe-
reich einer Variable ist aber auf den aktuellen Block beschränkt. In Unterblö-
cken werden Kopien verwendet, welche keine Änderung der zuvor definierten
Variable erzeugen.
Für jede Datei der Datenbeschreibungssprache existiert $VARIABLES welches
als Objekt alle Variablen dieser Datei beinhaltet und bei Einbindung weiterer
Dateien an diese übergeben werden kann.
A.8 Kontrollflussstrukturen
Die Datenbeschreibungssprache unterstützt die Kontrollflussstrukturen If – elif
– else für bedingte Ausführungen, for für gezählte Schleifenausführung und fo-





Für die Erstellung einiger Datenstrukturen gibt es neben den Operatoren auch
Funktionen die diese Aufgabe übernehmen können. Andere Funktionen unter-
stützen die Verwendung der Sprache. Hier werden die für die Architekturbe-
schreibung notwendigen Funktionen beschrieben.
A.9.1 vector(. . . ) or v(. . . )
Diese Funktion erzeugt einen neuen Vektor und muss verwendet werden,
wenn leere Vektoren oder Vektoren mit nur einem Element erzeugt werden
sollen.
A.9.2 replacevars(string) or r(string)
Die Ersetzen-Funktion wird benötigt um Elemente aus Variablen heraus zu er-
zeugen. Soll ein Variablenwert mit in den Elementschlüssel integriert werden
so kann innerhalb dieser Funktion der Bezeichner der Variable durch den ak-
tuellen Wert ersetzt werden.
A.9.3 isset($var)
Die Funktion isset() überprüft ob eine Variable innerhalb dieser Datei, oder
einem Block, schon definiert worden ist und gibt wahr oder falsch zurück.





Quellcode A.1 stellt nun die vollständige Backus-Naur Definition [Int96] der
Datenbeschreibungssprache dar. Mit dieser Definition wird die Syntax der
Sprache vollständig definiert.
1 Block ::= Statements|RValue|Empty;
2 Statements ::= {Statement,’;’}-;
3 Statement ::= Assignment|Selection|Iteration;
4 Assignment ::= {LValue,AssignOp}-,RValue;
5 Selection ::= ’if’,’(’,RValue,’)’,RValue,{’elif’,’(’,RValue,’)’,
6 RValue},[’else’,RValue];
7 Iteration ::= ’for’,’(’,RValue,’;’,RValue,’;’,RValue,’)’,RValue;
8 LValue ::= Access|Variable,[Access];
9 Access ::= {’[’RValue’]’}-;
10 RValue ::= Scalar|LValue|Function|’{’,Block,’}’|Vector|Op;
11 Scalar ::= String|Integer|Float|’undef’;
12 Op ::= RValue,BinaryOp,RValue|UnaryOp,RValue|’(’,RValue,’)’;
13 Vector ::= RValue{’,’RValue}-;
14 Variable ::= ’$’,Identifier;
15 Function ::= Identifier,’(’,[RValue],’)’
16 AssignOp ::= ’=’|’+=’|’-=’|’*=’|’/=’|’%=’|
17 ’<<=’|’>>=’|’|=’|’&=’|’^=’;
18 BinaryOp ::= ’+’|’-’|’*’|’/’|’%’|’&’|’|’|’^’|’&&’|’||’|
19 ’<<’|’>>’|’>’|’>=’|’<’|’<=’|’!=’|’==’;
20 UnaryOp ::= ’+’|’-’|’!’|’~’;
21 Undef ::= ’undef’;
22 Boolean ::= ’true’|’false’;
23 Integer ::= {Digit}-|’0x’,{HexDigit}-|’0b’,{BinDigit}-;
24 String ::= ?Datensprachenzeichenketten?;
25 Float ::= {Digit}-,’.’,{Digit}-;
26 Identifier ::= Letter,{’_’|Digit|Letter};
27 BinDigit ::= ’0’|’1’;
28 Digit ::= ’0’|’1’|’2’|’3’|’4’|’5’|’6’|’7’|’8’|’9’;
29 HexDigit ::= Digit|’a’|’b’|’c’|’d’|’e’|’f’|’A’|’B’|’C’|’D’|’E’|’F’;










Dieser Anhang beschreibt die Spezifikation der Architekturbeschrei-
bungssprache und ihrer Elemente. Dabei beschreibt dieses Kapitel den





Schlüsselwörter der ADL sind die in der Datenbeschreibungssprache beschrie-
benen Funktionen aber auch die Abschnittsbezeichnungen, wie Module, und
die Verhaltensbeschreibungen. Des Weiteren werden die Zeichen "." und ":" ver-
wendet um die Instanznamen im Kompilierprozess systemweit eindeutig zu
gestalten. Der Punkt trennt dabei die Hierarchieebenen auf, wodurch der In-
stanzname mit den Elterninstanzen verknüpft wird. Der ":" wird verwendet
um die Portnamen eines Modules, bzw. einer Instanz, mit dem Instanznamen
zu verknüpfen und um festzulegen, dass es sich bei diesem Namen um einen
Port handelt.
Schlüsselwörter dürfen nicht als Eigennamen oder Bezeichner verwendet wer-
den.
B.2 Global
Im Global Abschnitt werden allgemeine und systemweite Parameter be-
schrieben. Derzeit verfügbar sind die Basisfrequenz Frequency eines Systems





Abbildung B.1: Struktur der Global-Section
Der Aufbau des Global Abschnitts ist in Abbildung B.1 dargestellt, während
Quellcode B.1 ein Beispiel mit einer Basisfrequenz von 500Mhz und der Start-




1 [’Global’] = {
2 [’BootConfiguration’] = ’RSIW_1’;
3 [’Frequency’] = 500*1000*1000;
4 };
Quellcode B.1: ADL Beispielcode für die Global-Section einer KAHRISMA
Architekturbeschreibung
B.3 Module
Module werden innerhalb des Modules Abschnitts beschrieben und über
einen Namen eindeutig identifiziert. Ein Modul benötigt dabei eine Port Be-
schreibung mit Interfaces, sowie die Beschreibung der Simulationseigenschaf-
ten. Optionale Angaben sind die Verhalten und eine hierarchische Implemen-
tierung.
B.3.1 Ports
Ein Port beschreibt einen Anknüpfungspunkt an ein Modul. Jedem Port wird
ein Interface aus der Architekturbeschreibung und ein Porttype dieses Interface
zugewiesen. Dadurch wird der Typ des Ports über das Interface festgelegt. Als
Schlüssel wird der Portname angegeben und als Wert das Interface mit Portty-
pe, getrennt durch "." wie in Quellcode B.3 zu sehen ist.
B.3.2 Simulation
Dieser Abschnitt dient der Beschreibung von notwendigen und zusätzlichen
Simulationsparametern, die im Multicore Simulator, siehe Kapitel 6, verwendet
und an die Simulationsklassen weitergegeben werden.
Die zwei zwingend notwendigen Angaben sind die Referenz auf die SystemC
















<Parameter #1> Integer (opt)
<Parameter #2> Integer (opt)
...
<Property #1> Integer / Boolean / String (opt)







Abbildung B.2: ADL-Struktur der Modul Beschreibung
192
B.3 Module
1 [’Modules’] = {
2 [’Core_Module’] = {
3 [’Ports’] = {
4 /* Portname -> Interfacename */
5 [’MemInOut’] = ’GlobalMemoryConnect.Master’;
6 [’NetInOut’] = ’Noc_Link_RouterCore’;
7 [’RTSOut’] = ’RTS.Master’;
8 };
9
10 [’Behavior’] = {
11 [’Core’] = ’RSIW22’;
12 };
13
14 [’Simulation’] = {
15 [’SystemC_Class’] = ’CKahrismaEDPEModule’;
16
17 [’Parameters’] = {
18 /* Parametername -> Value */
19 [’StackSize’] = 256 * 1024;
20 [’CyclesPerRun’] = 100;
21 [’NetInPorts’] = 4;
22 [’NetOutPorts’] = 4;




Quellcode B.2: ADL Code Beispiel für eine Definition eines Moduls
1 [’Ports’] = {
2 [’Port_Name’] = ’InterfaceName.PortType’;
3 ...
4 };
Quellcode B.3: Portdefinition innerhalb von Modulen
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oder Inaktiv für die Steuerung der Hierarchie Die Angabe der Simulationsklas-
se kann durch einen leeren String ersetzt werden, wenn es sich nur um rein
analytische Beschreibungen handelt.
Zusätzlich zu den notwendigen Angaben ist die Definition von Klassenspezifi-
schen Simulationsparametern möglich. Deren Verfügbarkeit hängt von der je-
weiligen Simulationsklasse ab und erlaubt es damit Parameterwerte zu setzen,
welche nur für die Simulationsklasse, nicht jedoch für eine Hardwareimple-
mentierung, notwendig sind.









<Property #1> Integer / Boolean / String (opt)
<Property #2> Integer / Boolean / String (opt)
...
Abbildung B.3: Struktur des ADL-Blocks: Simulation
B.4 Interfaces
Jedes Interface besitzt einen Namen, mit dem es eindeutig gekennzeich-
net wird. Darüber hinaus besitzt jedes Interfaces das Element PortType, wel-
ches im Abschnitt B.4.1 näher beschrieben ist, sowie eine Verhaltensbeschrei-
bung Behavior, siehe auch Abschnitt B.9, in der zusätzliche High-Level In-
formationen gespeichert werden können. Jedem Interface wird außerdem ein
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Simulation-Abschnitt zugeordnet in der die zugehörige Simulationsklasse
angegeben wird. Wird keine Simulationsklasse angegebene wird für eine Si-











Abbildung B.4: ADL-Struktur der Interface Beschreibung
1 [’Interfaces’] = {
2 [’Interface_Name’] = {
3 [’PortType’] = {
4 [’PortName’][’Multiplicity’] = (min, max);
5 };
6 [’Behavior’] = {
7 [’Behavior_Name’] = {
8 [’Property_Name’] = ...;






Quellcode B.4: ADL Code Beispiel für eine Definition eines Interfaces
B.4.1 PortTypes
Da ein Interface jeweils an Ports von Modulen gekoppelt wird, besitzt das
Interface keinen eigenständigen Port, sondern einen sogenannten PortTyp. Die-




unde f Null bis unendliche Anzahl an Verbindungen
(0, unde f ) entspricht undef
i genau i Verbindungen sind gefordert, i ist Ganzzahl
(i, i) entspricht i
(i, j) mindestens i aber maximal j Verbindungen
Tabelle B.1: Übersicht über die möglichen Angaben der Multiplizität
Verbindung einnimmt. Dazu lässt sich für angegebene PortTypes eine Multi-
plizität angeben. Diese definiert die Anzahl der gültigen Verbindungen von
Ports mit diesem Porttyp an das Interface. Tabelle B.1 stellt die möglichen An-
gaben der Multiplizität dar, während Abbildung B.5 die ADL Struktur einer
PortType Definition darstellt. Jeder Porttyp wird über einen Namen innerhalb
des Interface eindeutig definiert. Der Schlüssel kann auch durch "[’.’]" ersetzt
werden. Dies entspricht einem Default PortType, der jedem Modulport zuge-








Abbildung B.5: ADL Struktur von PortTypes
B.5 Toplevel
Bei dem Toplevel der ADL handelt es sich um ein automatisch instanziiertes
Modul. Dieses folgt daher syntaktisch und semantisch einer Modulbeschrei-
bung mit geringen Abweichungen. Die Definiten von Modulports ist nicht
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zwingend erforderlich. Demgegenüber müssen die Abschnitte Simulation und
Implementation analog zu Modulen definiert werden.
Sollte für ein TopLevel eine Simulationsklasse vorhanden sein, so kann diese
auch verwendet werden. Im Allgemeinen ist das TopLevel allerdings inaktiv











Abbildung B.6: ADL Struktur von TopLevel
B.6 Configurations
Die Configuration Section erlaub es der ADL auch rekonfigurierbare Syste-
me zu modellieren. Eine Konfiguration wird definiert mit einem Namen und
einer Implementierung, siehe B.7. zusätzlich kann für eine Konfiguration ein
spezielles verhalten definiert werden.
B.7 Implementation
Eine Implementierung eines Moduls beschreibt eine Hierarchieebene innerhalb
des Moduls und besteht aus Instanzen und Verbindungen
Instanzen können nur mit Instanzen auf der Gleichen Ebene, d.h. innerhalb
derselben Implementierung oder mit ihrem Elternmodul verbunden werden.
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1 [’Configurations’] = {
2 [’Configuration_Name1’] = {
3 [’Implementation’] = {
4 [’Instances’] = {
5 [’Instance_Name1’] = {




10 [’Connection’] = {
11 [’Instance_Name1’] = {







19 [’Behavior’] = {
20 [’Core’] = {








29 }; // Configurations










Jede Instanz wird, wie in Abbildung B.8 dargestellt, durch ein DDL Objekt be-
schrieben, dessen Schlüssel der Instanzname ist. Eine Instanz besitzt eine Refe-
renz zum dem Modul von dem die Instanz abgeleitet wird. Instanzen können
durch Angabe von Modulelementen, siehe Abschnitt B.3, individualisiert wer-
den. Weiterhin kann zur Individualisierung über Hierarchieebenen hinweg der
















Abbildung B.8: Struktur des ADL-Blocks: Instances
Änderungen mit Hilfe von SubInstance wirken sich nur auf die konkret an-
gegebenen Instanzen aus, nicht aber auf das Modul, was eine Globale Ände-
rung aller Instanzen zur Folge hätte, oder auf andere Instanzen des Moduls.
Quellcode B.6 zeigt hierbei ein Beispiel wie Verhaltensbeschreibungen in der
ADL individualisiert werden können.
Eine über SubInstance initiierte Individualisierung muss dabei nicht alle Eigen-









Quellcode B.6: ADL Code Beispiel für das Überschreiben von
Modulparametern mittels SubInstance
derart miteinander verknüpft, das im Modul bestehende Parameter überschrie-
ben und nicht vorhandene Parameter ergänzt werden.
Der Befehl SubInstance kann auch dazu verwendet werden, um die aktuelle
Instanz selbst zu individualisieren. Sollte eine angegebene Instanz nicht gefun-
den werden, so wird der Block vom ADL Compiler ignoriert, was durch das
Aktivieren oder Deaktivieren von Instanzen oder Modulen vorkommen kann.
Sofern die Implementierungshierarchie bekannt ist, kann SubInstance auch ge-
schachtelt verwendet werden. dadurch können auch tiefer gelegene Instanze-
benen individualisiert werden.
B.7.2 Connections
Jede Verbindung wird durch ein DDL-Objekt beschrieben, deren Schlüssel der
Name der Quellinstanz ist. innerhalb dieses Blocks werden die Ports der In-
stanz aufgelistet und deren Wert mit einem Tupel festgelegt. Das Tupel besteht
aus der Zielinstanz und dem Zielport. Die Angabe des zu verwendenden In-
terfaces ist nicht notwendig, da sie implizit aus der Portdefinition im Modul
abgeleitet werden kann.
Verbindungen zwischen Instanzen werden innerhalb der ADL immer auf in die
entgegengesetzte Richtung propagiert.
nicht verwendete Instanzports müssen mit open gekennzeichnet werden um





<Property #1> String / Vector<String>





Abbildung B.9: Struktur des ADL-Blocks: Connections
B.8 Microarchitectures
Diese section beinhaltet detaillierte Informationen über Mikroarchitekturen,
welche einem Prozessorelement zugeordnet werden können. Jede Mikroarchi-
tektur wird über Ihren Namen eindeutig identifiziert und kann so in Modulen
über dessen Behavior referenziert werden.
Jede Mikroarchitektur speichert dabei die von dieser Architektur unterstütz-
ten Datentypen, die Verfügbaren Ressourcen, wie Ausführungseinheiten oder
Register, eine Instruktionssatzbeschreibung sowie Compiler spezifische Para-
meter. Abbildung B.10 gibt den Strukturellen Aufbau einer Mikroarchitektur-
beschreibung an. Ein Beispiel ist in Quellcode B.7 abgebildet. Die einzelnen
Komponenten sind im Anschluss genauer beschrieben.
B.8.1 DataTypes
Die Datentypen, die in diesem Abschnitt angegeben werden, geben an, in wel-
cher Form sie von der Mikroarchitektur unterstützt werden. Datentypen kön-
nen als NATIVE oder EMULATED definiert werden, wobei ein NATIVE Da-















<Compilation property #1> String





Abbildung B.10: Struktur des ADL-Blocks: Microarchitecture
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B.8 Microarchitectures
1 [’Microarchitectures’] = {
2 [’RSIW2’] = { // Microarchitecture Name
3 [’DataTypes’] = {
4 [’Int<64>’] = "EMULATED";
5 [’Int<32>’] = "NATIVE";
6 [’2xInt<16>’] = "NATIVE";
7 [’4xInt<8>’] = "NATIVE";
8 };
9 [’Resources’] = {
10 [’ALU’] = 2;
11 [’MUL’] = 1;
12 [’LS’] = 1;
13 [’BR’] = 1;
14 [’RegFile’] = 1;
15 };
16 [’Instructions’] = {
17 [’Add’] = {
18 [’DataType’] {
19 [’*’] = (’Int<8>’, ’Int<16>’, ’Int<32>’);
20 };
21 [’Semantic’] = v(’set’, ’DDst’, (’add’, ’DSrc1’, ’DSrc2’))
;
22 [’CodeGeneration’] = ’(%DSrc1 + %DSrc2)’;
23 [’Resources’] = {
24 [] = {






31 [’Compilation’] = {
32 [’Compiler’] = ’kahrisma-gcc’;




Quellcode B.7: ADL Code Beispiel für eine Definition einer Microarchitecture
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Datentyp nur durch zusätzliche Architekturfunktionen bereitgestellt wird.
Nicht angegebene Datentypen sind in der Architektur nicht verfügbar. Für Sin-
gle Instruction Multiple Data (SIMD) Befehle lassen sich die entsprechenden
Datentypen durch Angabe der maximal parallel innerhalb einer Ressource ver-
arbeitbaren Befehle mit der angegeben Bitbreite erweitern.
Die derzeit verfügbaren Datentypen sind Ganzzahl (Int<>) und Gleitkomma-
zahlen (Float<>) da deren Hardwareunterstützung im Bereich der eingebette-
ten Systeme stark von der Architektur abhängt. Ein Multiplikator vor dem Da-
tentyp gibt dabei die SIMD Parallelität an, während die Bitbreite des Datentyps
nach dem Datentyp angegeben wird.
B.8.2 Resources
Der Ressourcen Block listet die in der Architektur verfügbaren Ausführungs-
einheiten auf, welche für ein klassisches Scheduling auf Prozessoren notwen-
dig sind. Dabei wird grundsätzlich in Arithmetisch Logische Einheiten (ALU),
Multiplikationseinheiten (MUL), Speicherzugriffseinheiten (LoadStore (LS)),
Verzweigungsvorhersage (BR) und Registersätze (RegFile) unterschieden. An-
gegeben werden diese Typen als Schlüssel und deren Wert gibt die Anzahl
an Verfügbaren Einheiten an. Eine Angabe mit einem Boolean Wert, true ent-
spricht der Angabe 1.
B.8.3 Instructions
Der Block Instructions beinhaltet eine Liste der in der Architektur verfüg-
baren Mikrobefehle und entspricht in der Namensgebung einer Assembler Be-
schreibung des Befehlssatzes. Jeder Befehl wird dabei durch die Angabe der
kompatiblen Datentypen, einer semantischen Beschreibung, einer C-Code Re-






’Operator type #1’ String / Vector<String>






<Resource #1> Integer / Vector<Integer>












Datentypen, die innerhalb einer Instruktion angegeben werden, spiegeln die
Anforderungen zum Ausführen des Befehls wieder. Dabei kann für jeden Ope-
randen ein unterschiedlicher Datentyp angegeben werden. So ist das Ergeb-
nis einer Multiplikation von zwei 32Bit breiten Operanden im Regelfall 64Bit
breit, weshalb unterschiedliche Datentypen notwendig werden, sofern keine
besonderen Behandlungen am Ergebnis vorgenommen werden. Die Angabe
von"[’*’]" definiert die Verwendung eines Datentypen auf alle Operanden. Wel-
chen Datentyp das Ergebnis besitzt ist vom Befehl abhängig und kann den Ta-
bellen B.2, B.3 und B.4 entnommen werden.
B.8.3.2 Semantics
Für jeden Befehl wird eine semantische Beschreibung in Baumstruktur defi-
niert, welche in der automatisierten Übersetzung verwendet werden kann. Die-
se semantische Beschreibung ist daher angelehnt an das LLVM Compilerfra-
mework [Lat13a, WB13] und unterstützt unäre sowie binäre Funktionen. Einen
Spezialfall stellen Entscheidungs- und Vergleichsfunktionen dar, welche drei
Operanden benötigen.
B.8.3.2.1 Unäre Operationen unäre Operationen besitzen in der Beschrei-
bung zwei Parameter. Der erste Parameter beschreibt den Operationsnamen
und der Zweite Parameter den Operanden auf dem der Befehl ausgeführt wird.
Ein Übersicht der Verfügbaren unären Befehle ist in Tabelle B.2 aufgeführt.
Das Ergebnis der Operation muss dabei mit der Operation set, siehe Abschnitt





negate, op1 Berechnet das Einerkomplement eines Registerwer-
tes
entspricht op1
not, op1 Falls op1 = 0, dann ist das Ergebnis 1, andernfalls 0
load op1 lädt den Wert an der Adresse, welche über op1 an-
gegeben ist
Tabelle B.2: Semantische Beschreibungen unärer Operationen
B.8.3.2.2 Binäre Operationen Binäre Operationen besitzen in der Beschrei-
bung drei Parameter. Der erste Parameter beschreibt wiederum den Operati-
onsnamen und der Zweite, sowie dritte Parameter die Operanden auf denen
der Befehl ausgeführt wird. Ein Übersicht der Verfügbaren binären Befehle ist
in Tabelle B.3 aufgeführt. Das Ergebnis der Operation muss dabei mit der bi-
nären Operation set in ein Zielregister geschrieben werden.
B.8.3.2.3 Vergleichs- und Auswahloperationen Diese Operationen besit-
zen in der Beschreibung vier Parameter. Der erste Parameter beschreibt auch
hier den Operationsnamen während bei Vergleichsoperationen der zweite Pa-
rameter den Vergleichstyp beinhaltet und die beiden letzten Parameter die
Operanden darstellen. bei einer Auswahlfunktion beinhaltet der zweite Para-
meter den zu prüfenden Operanden und der dritte sowie vierte Parameter die
Ergebniswerte. Dabei kann eine Vergleichsoperation dazu verwendet werden
den Prüfoperanden für die Auswahloperation zu ermitteln. Das Ergebnis der
Auswahl Operation muss anschließend mit der binären Operation set, siehe
B.8.3.2.2, in ein Zielregister geschrieben werden.
Quellcode B.8 zeigt nun eine Semantische Beschreibung einer Vergleichsopera-
tion als Beispiel an. Die erste Zeile gibt dabei die Konstruktion Vergleichsope-





set, r, op1 setzt r auf den Rückgabewert von op1 entspricht op1

















addusat, op1, op2 gesättigte vorzeichenlose Addition
addssat, op1, op2 gesättigte vorzeichenbehaftete Additi-
on
sub, op1, op2 Subtraktion von op1 und op2
subusat, op1, op2 gesättigte vorzeichenlose Subtraktion
subssat, op1, op2 gesättigte vorzeichenbehaftete Sub-
traktion
mul, op1, op2 Multiplikation von op1 und op2
mulusat, op1, op2 gesättigte vorzeichenlose Multiplikati-
on
mulssat, op1, op2 gesättigte vorzeichenbehaftete Multi-
plikation
divs, op1, op2 vorzeichenbehaftete Division von op2
durch op1 gerundet zur Null
divu, op1, op2 vorzeichenlose Division
rems, op1, op2 vorzeichenbehaftete Modulo Operati-
on von op2 durch op1 (Vorzeichen ent-
spricht op1)
remu, op1, op2 vorzeichenlose Modulo Operation
shl, op1, op2 logische Verschiebung nach links von
op1 um op2 Stellen
shru, op1, op2 logische Verschiebung nach rechts von
op1 um op2 Stellen aufgefüllt mit Null
shrs, op1, op2 arithmetische Verschiebung nach
rechts von op1 um op2 Stellen, MSB
von op1 wird mit dem Vorzeichen
beschrieben
and, op1, op2 Logische Bitweise UND Verknüpfung
or, op1, op2 Logische Bitweise ODER Verknüpfung
xor, op1, op2 Logische Bitweise Exklusive ODER
Verknüpfung
store, op1, op2 Schreibt den Wert von op1 an die
Adresse welche durch op2 angegeben
wird
—





sel, op1, falseValue, trueValue Wenn op1 falsch oder Null ist, so
wird falseValue zurückgegeben,
andernfalls trueValue
cmp, cond, op1, op2 Vergleich der beiden Operanden
mit dem operater cond: Der Ver-
gleichsoperator kann eq: gleich;
ne: ungleich; gts/gtu: echt größer;
ges/geu: größer oder gleich; lts/l-
tu: echt kleiner; les/leu: kleiner
oder gleich sein. Für die letzten
vier existieren Varianten mit (s)
und ohne (u) Vorzeichen
Int<1>
Tabelle B.4: Semantische Beschreibung der Vergleichs- und
Auswahloperationen
1 [’Semantic’] = v(’set’, ’target operand’, (’select’,(’cmp’, ’
comparison type’, ’source one’, ’source two’), ’false value’,
’true value’));
2
3 [’Semantic’] = v(’set’, ’DDst’, (’select’,(’cmp’, ’eq’, ’DSrc1’, ’
DSrc2’),’00000000’, ’FFFFFFFF’));
Quellcode B.8: ADL Code Beispiel für eine Definition einer Vergleichsoperation
mittels semantischer Beschreibung
B.8.3.3 Resources
Im Ressource Block einer Instruktion wird die Nutzung von Ressourcen durch
die Instruktion beschrieben. Hierbei werden mehrere Ebenen verwendet. Auf
oberster Ebene werden Ressourcenanforderungen als Liste UND-Verknüpft.
Auf der zweiten Ebene werden die Ressourcen ODER-Verknüpft.
Elemente aus der Anforderungsliste können entweder sequentiell hintereinan-
der als auch parallel zueinander ausgeführt werden, ein Beispiel hierzu ist in
Quellcode B.9 zu sehen.
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jedes Ressourcenelement auf der unteren Ebene wird nun mit einem Tupel-
Wert definiert, der sowohl die Befehlsausführungsrate, als auch die Latenz der
Befehlsausführung auf dieser Ressource beschreibt. Im Allgemeinen werden
diese Ausführungszeiten in Takten angegeben. Die tatsächliche Ausführungs-
zeit lässt sich anschließend über die Taktfrequenz berechnen.
Die Angabe von Ressourcen bestimmt allerdings nicht die dedizierte Ausfüh-
rungseinheit, falls mehrere des gleichen Typs vorhanden sind. Ist dies ge-
wünscht, so kann eine Ressource auch als deklarierter Typ angelegt werden.
Ein Beispiel zwei unterschiedlicher Ressourcenallokationen ist in Abbildung
B.9 dargestellt.
1 // Eine so definierte Instruktion benötigt zwei ALUs für jeweils 1
Taktzyklus.
2 dies kann die gleiche ALU sequentiell in zwei aufeinanderfolgenden
Takten sein, oder zwei unterschiedliche ALUs mit paralleler
Ausführung
3 [’Resources’] = {
4 [] = {
5 [’ALU’] = 1;
6 };
7 [] = {
8 [’ALU’] = 1;
9 };
10 };
11 // Eine auf diese Weise definierte Instruktion benötigt eine ALU
für 2 aufeinanderfolgende Zyklen.
12 Dies kann eine ALU sein, oder zwei ALUs die eine zwingend
sequentielle Ausführung besitzen, so dass dieser Befehl auf
jeden Fall 2 Taktzyklen benötigt
13 [’Resources’] = {
14 [] = {
15 [’ALU’] = 2;
16 };
17 };





Der Block CodeGeneration dient der automatischen Quellcode Generierung
durch externe Tools. Dabei wird hier ein C-Code Template als Wert angegeben.
Funktionsoperanden können dabei durch einen Escapecharacter "%" definiert
werden wodurch diese vom ADL Compiler ignoriert und für die weitere Erset-
zung in externen Tools zur Verfügung steht.
Durch die Angabe einer C-Code Repräsentation in Kombination mit der se-
mantischen Compilernahen und programmiersprachenunabhängigen Instruk-
tionsbeschreibung können Code Analysen als auch Codegenerierung effizient
implementiert werden und in beide Richtungen verwendet werden.
B.8.3.5 Compilation
Dieser Abschnitt enthält Informationen über den für diese Architektur zu ver-
wendenden Compiler und entsprechende Flags, welche für eine erfolgreiche
Kompilierung gesetzt werden müssen.
B.9 Behavior
Dieser Abschnitt beschreibt die in der Architekturbeschreibungssprache defi-
nierten Verhaltensparameter, welche in einem Modul, einer Konfiguration an
einem Interface verwendet werden können. Verhalten werden als Objekt ver-
wendet und besitzen einen definierten Namen sowie klar definierte Eigen-
schaften, welche mit Werten belegt werden können.
Die Verhaltensbeschreibungen sind immer für das Modul gültig in dem sie de-
finiert werden und können beliebig kombiniert werden. Dies ermöglicht es in
Hierarchischen Beschreibungen Verhaltenskombinationen zu beschreiben, die
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in einer tieferen Ebene durch mehrere einzelne Module repräsentiert werden
können.
Tabelle B.5 gibt eine Übersicht über die Verfügbaren Verhaltensbeschreibun-
gen und ihre Eigenschaften. Durch die META-Sprachdefinition wird festgelegt,
dass nur diese Verhaltensbeschreibungen erlaubt sind, wodurch die Analysier-




Cache HitDelay, Size, LineSize, Associativity,
WriteStrategy ReplacementStrategy,
Module
Memory Delay, Size Module
NetworkAdapter Latency, MessageTypes Module
Network Latency, Method, RoutingProtocol Module
NetworkRouter Latency Module
Link Latency, Throughput, Direction, Sender Interface
Core Microarchitecture Module
Tabelle B.5: Übersicht über die definierten Verhaltensbeschreibungen in ADL
Um die Individualisierbarkeit einzelner Instanzen zu erlauben, können mit
SubInstance, siehe B.7.1, Verhaltenseigenschaften überschrieben oder ganze
Verhaltensbeschreibungen ergänzt werden.
B.9.1 Reconfigurable
Dieser Wert kann auf wahr oder falsch gesetzt werden und sagt aus, dass ein
Modul rekonfigurierbar ist. Rekonfigurierbare Module müssen zwangsläufig
auch in einer Konfiguration verwendet werden.
B.9.2 MemoryMapping
Mit Hilfe eines MemoryMapping können Zugriffsadressen auf Speicherberei-
che berechnet werden, und dient dazu lokale Speicheradressen in entfernte
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Speicheradressen umzurechnen. Speicherzuordnungen können über mehrere
Module hinweg kaskadiert werden. Die Berechnung erfolgt anschließend re-
kursiv. Speicherzuordnung gelten jeweils für den angegebenen Port eines Mo-
duls. Die anzugebenden Adressen sind jeweils die lokale und die entfernte
Startadresse des Bereichs, welcher durch die Größe definiert wird.
MappingName Modulweit eindeutiger Name.
Port Modulport an welchen der Speicherbereich ange-
schlossen wird.
LocalAddress Lokale Startadresse des Speicherbereichs.
TargetAddress Entfernte Startadresse des Speicherbereichs.





LocalAddress Integer / Undef





Abbildung B.12: Aufbau der MemoryMapping Verhaltensbeschreibung
Sind entweder LocalAdress oder TargetAdress innerhalb eines Moduls
nicht definiert, so muss Sie über SubInstance bei der Instanziierung mit an-
gegeben werden. Alternativ kann eine Simulationsklasse diese Aufgabe über-




Die Beschreibung von Cache Eigenschaften beinhaltet einige Parameter, wel-
che die Struktur eines Caches sowie die zeitlichen Eigenschaften beschreibt:
HitDelay Reaktionszeit in Takten, wenn die angefragten
Daten im Cache liegen.
Size Größe des Caches in Bytes.
LineSize Größe eine Cache-Zeile in Bytes.
Associativity Beschreibt den Faktor der Assoziativität des Ca-
ches.
ReplacementStrategy definiert die Ersetzungsstrategie des Caches: Der-
zeit werden zuletzt verwendet (LRU), am wenigs-
ten Verwendet (LFU) und Zufällig (Random) un-
terstützt.
WriteStrategy Definiert die Rückschreibstrategie: Erlaubt sind













Dieses Verhalten beschreibt einfache und allgemeine Speicherparameter für
Speicher mit zufälligem Lese und Schreibzugriff.
Delay Reaktionszeit in Takten bis zur Verfügbarkeit der
Daten.




Abbildung B.14: Aufbau der Memory Verhaltensbeschreibung
B.9.5 NetworkAdatper
Die Verhaltensbeschreibung Netzwerkadapter wird dazu verwendet das Kom-
munikationsverhalten einer Verbindung auf Prozessorseite zu beschreiben.
Diese Beschreibung nutzt die Applikationsebene (Schicht 7 im ISO-OSI Modell)
und definiert Nachrichten, welche durch diese Verbindung übertragen werden
können.
Das Verhalten NetworkAdapter besitzt dabei folgende Struktur:
Latency Beschreibt die Verarbeitungszeit einer Nachricht
in Zyklen im Netzwerkadapter.
MessageTypes Objekt, welche alle Nachrichtentypen beinhaltet.
MessageType Name Objekt, welches einen Nachrichtentyp definiert.
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DataSize Gibt die Nutzdatenmenge einer Nachricht als
Vektor mit Minimum und Maximum an. Sind Mi-
nimum und Maximum identisch, so kann auch
der skalare Wert angegeben werden.
DataDirection Beschreibt die Übertragungsrichtung einer Nach-
richt. Die Richtung kann als sendend (S), empfan-
gend (R) oder bidirektional (SR) definiert werden.
SendOverhead Notwendige Zusatzinformationen in Bits beim
Senden einer Nachricht, die zur Nutzdatenmen-
ge addiert werden.
ReceiveOverhead Notwendige Informationen in Bits die nach Emp-






DataSize Integer / Vector<Integer> (bits)
’DataDirection’ String
SendOverhead Integer (bits, opt if Receive)




Abbildung B.15: Aufbau der NetworkAdapter Verhaltensbeschreibung
Die Übertragungsrichtung gibt an, in welche Richtung Datenpakete verschickt
werden können. D.h. Sie definiert, ob der Netzwerkempfänger mit diesem
Nachrichtentyp Daten senden, empfangen oder beides kann. Eine Nachricht
kann dadurch als einfache Nachricht definiert werden, in dem dieser Wert auf
sendend oder empfangend gesetzt wird. Wird eine Bidirektionale Nachricht
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definiert, so erhält Sie ein Transaktionsverhalten. Die Größe der generierten
Antwort, um eine Transaktion als abgeschlossen zu markieren, wird durch das
Element ReceiveOverhead beschrieben.
B.9.6 Network
Das Netzwerk-Verhalten beschreibt die grundlegenden Eigenschaften, die be-
nötigt werden um ein Kommunikationsnetzwerk auf hoher Ebene zu beschrei-
ben. Dabei ist dieses Verhalten ausreichend, wenn nur eine sehr abstrakte Ebe-
ne analysiert oder simuliert wird. Werden darunterliegende Ebenen verwen-
det, so kann dieses Verhalten durch mehrere Instanzen ersetzt werden, bzw.
kann bspw. in einem Router ein genaueres Verhalten beschreiben.
Latency Durchschnittliche Übertragungszeit im gesamten
Netzwerk.
Method Art des Verbindungsaufbaus: Packetvermittelt
(Packet) oder Leitungsvermittelt (Circuit).





Abbildung B.16: Aufbau der Network Verhaltensbeschreibung
B.9.7 NetworkRouter
Der Netzwerkrouter ist eine Komponente eines Netzwerks und wird in un-
teren Hierarchieebenen verwendet. Das Verhalten definiert eine detailliertere
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Beschreibung eines Netzwerks, wenn es mit NetworkLinks verwendet wird.
Dieses Verhalten kann nicht gleichzeitig mit Network verwendet werden, bzw.
überschreibt dieses.
Latency Verarbeitungszeit von Paketen im Router.
’NetworkRouter’ Object
Latency Integer (cycles)
Abbildung B.17: Aufbau der NetworkRouter Verhaltensbeschreibung
B.9.8 NetworkLink
Der NetworkLink beschreibt das Verhalten eines Links und wird üblicherwei-
se innerhalb eines Interface verwendet. Das verhalten definiert eine Über-
tragungszeit sowie den reinen Datendurchsatz und die Übertragungsrichtung.
Diese kann als Simplex – streng Unidirektional, HalfDuplex – abwechselnd bi-
direktional oder FullDuplex – bidirektional definiert werden. Dazu definiert
dieses Verhalten den PortType des Interface auf den dieses Verhalten ange-
wandt werden soll. Dazu ist es möglich auf unterschiedlichen Porttypen je ein
anderes Verhalten zu beschreiben.
Latency Übertragungszeit in Takten für den in Through-
put angegeben Bit-Wert.
Throughput Datendurchsatz je Richtung in Bits.
Direction Übertragungsrichtung: Simplex, HalfDuplex
oder FullDuplex.
Sender PortType des Interface.
Um die Übertragungsgeschwindigkeit zu bestimmen muss der Durchsatz
durch die Latenz geteilt werden. Wird eine Fullduplex Verbindung verwendet
so kann der Durchsatz Wert verdoppelt werden, da zwei Übertragungswege







’Sender’ String (opt if !Simplex)
Abbildung B.18: Aufbau der Link Verhaltensbeschreibung
B.9.9 Core
Das Verhalten core wird dazu verwendet ein Modul oder eine Instanz als Ver-
arbeitungseinheit zu kennzeichnen. Dabei kann es sich um einen einfachen Ad-
dierer handeln oder um komplexe Prozessoren. Diese Komplexität wird in ei-
ner Mikroarchitektur beschrieben. Diese wird als Referenz angegeben und be-
schreibt die notwendigen Details (siehe B.8).
Microarchitecture Referenz zur Mikroarchitekturbeschreibung.
’Core’ Object
’Microarchitecture’ String






Dieser Anhang beschreibt die Steuerungsbefehle des Simulators und
dessen Kommandozeilenparameter. Dabei wird das Befehlsformat und
die verfügbaren Befehle samt ihrer Auswirkungen auf den Simulator be-
schrieben. Des Weiteren erlaubt das Framework die Verwendung von
Konfigurationsdateien um den Simulator zu konfigurieren. Der Aufbau
der Konfigurationsdateien wird hier ebenso beschrieben, wie die spezifi-
schen Kommandozeilenparameter des Kahrisma Simulationsmoduls.
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Der Multicore Simulator wird als Anwendung mit Kommandozeileninterface
(Command Line Interface (CLI)) kompiliert und kann damit anderen Werkzeu-
gen einfach zur Verfügung gestellt werden. Außerdem lässt er sich damit auch
als eigenständiges Werkzeug zur Simulation nutzen.
Das CLI erlaubt durch die Angabe von Befehlen und Argumenten die Steue-
rung des Simulators wodurch er auch Skriptbasiert in Entwurfsraumexplorati-
onswerkzeugen oder der ALMA-Parallelisierungstoolchain effektiv eingesetzt
werden kann.
Die zur Verfügung stehenden Befehle lassen sich in Globale Befehle und Spezi-
fische Befehle unterteilen. Zu letzteren gehören sowohl ADL-Modul, als auch
ADL-Instanz-spezifische Befehle, die direkten Einfluss auf die ADL-Implemen-
tierung der Module und Instanzen und damit auf die Simulationsklassen neh-
men können.
In Quellcode C.1 ist nun das Kommandozeilenformat für den Aufruf des Sys-
temSimulators angegeben. Spitze Klammern geben dabei Argumente an, wäh-
rend optionale Kommandozeilenkomponenten mit eckigen Klammern be-
schrieben werden.
1 Systemsim .exe −−sadl <ADL-File> [#Module <elf-file> −−cmd
<cmd_arg> ]
Quellcode C.1: Kommandozeilenformat des System Simulators
C.1 Globale Kommandozeilenbefehle
Die Befehle der Kommandozeilenanwendung die in die Kategorie der Globa-
len Befehle gehören, steuern die Konfiguration des Frameworks und des Simu-
lators an sich. Als Bezeichner für Befehle wird der "- -" Operator verwendet
der direkt vor dem Befehl steht Nach dem Befehl werden die Argumente des
Befehls getrennt von Leerzeichen in einer Liste aneinander gereiht.
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1 −−Befehl <Befehlsargument>
Quellcode C.2: Globales Befehlsformat des System Simulators
Das Befehlsformat ergibt sich damit wie folgt:




Diese Kommandozeilenbefehle werden vom Simulator als Text erfasst und an-
schließend unverändert an die Simulationsmodule weitergereicht. Dadurch
wird es einem Simulationsmodulentwickler ermöglicht eigene Kommandozei-
lenbefehle zu definieren um das Modul bei Simulationsstart konfigurieren zu
können oder vom Entwickler definierte Optionen auszuwählen. Dabei muss
das Simulationsframework nicht angepasst werden und kann so auf die dyna-
mische Systemerzeugung aus der ADL-Datei heraus reagieren.
Als Bezeichner wird "#" in Kombination mit einem ADL-Modulnamen verwen-
det. Der Bezeichner kann mehrfach verwendet werden um mehrere Module an-
zusprechen, muss aber hinter allen Globalen Befehlen stehen, da alle Zeichen
nach dem Modul-Bezeichner bis zu einem weiteren Modul-Bezeichner oder ei-
nem Instanz-Bezeichner als Text interpretiert werden.
1 #Module_Name [arguments ]
Quellcode C.3: CLI Trennzeichen für Module
Das Format der Modul-Spezifischen Kommandozeilenbefehle und der Argu-
mentliste wird in dem jeweiligen SystemC Modul definiert. Die Argumente
werden als Text an das SystemC Modul übergeben. Das SystemC Modul muss
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gibt einen Pfad zu und den Namen einer ADL-Datei an, wel-
che für die System Simulation verwendet werden soll. Dieser
Befehl muss immer angegeben werden, direkt oder über Kon-
figurationsdateien.
--cfg <config-files>
gibt einen Pfad zu und den Namen einer Konfigurationsdatei
an, welche weitere Befehle und Argumente Global oder Spezi-
fischer Art beinhalten kann.
--set <string>
Erlaubt die Angabe von ADL-Quellcode der an die ADL Datei
angehängt und mit kompiliert wird.
--quiet
schaltet die Ausgaben des Simulators während der Simulation
aus.
--ssim-profile <out-prefix>
aktiviert das Profiling mit Instrumentierten Anwendungen.
Die Ausgabedatei wird benannt mit dem angegebenen Prefix
sowie dem Namen des Profiling Types. Die Ausgabe erfolgt
im JSON Format.
--ssim-stats <out-prefix>
aktiviert die Erzeugung einer Statistikdatei des Systemsimu-
lators, welche interne Statistiken des Simulators, sowie soweit
Implementiert auch der Module erzeugt. Die Ausgabedatei
wird benannt mit dem angegebenen Präfix sowie einer Statis-
tikbezeichnung. Die Ausgabe erfolgt im JSON Format.
--ssim-trace <out-prefix> [ProfilingTypeName=[<Paraver
Config File>]]
aktiviert das Tracing interner Profiling Funktionen oder in-
strumentierter Anwendungen. IM Gegensatz zu ssim-profile
werden die Ausgaben in das Paraver Trace File Format trans-
formiert und können mit einer Paraver-Konfigurationsdatei
für die Visualisierung konfiguriert werden. Die Ausgabedatei-
en pro Profiling Type werden benannt mit dem angegebenen
Präfix sowie dem Namen des Profiling Types. Die Ausgabe er-
folgt im Paraver State Trace Format.
Tabelle C.1: Global Befehle für den System Simulator
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die Befehlsinterpretation innerhalb der Initialisierung des Moduls implemen-
tieren.
Der Argumenttext wird dabei an alle Instanzen des ADL-Moduls, also auch an
alle SystemC-Instanzen dieses Moduls weitergeleitet. Diese Weiterleitung wird
durch den Befehlsinterpreter sichergestellt, welcher in der Simulationsbasis-
klasse implementiert ist. Die allgemeine Simulationsmodulklasse, von der alle
Simulationsmodule abgeleitet werden müssen beinhaltet die Funktionen zur
Annahme und Speicherung des Textarguments und stehen somit immer zur
Verfügung.
Der Modul-Bezeichner wird gleichzeitig als Trennzeichen interpretiert, wes-
halb die Verwendung von Modul-Spezifischen Argumenten welche "#" im Na-
men tragen unzulässig ist.
Der Befehlsinterpreter erlaubt allerdings die Angabe eines Escape-Zeichens.
Wird innerhalb der Kommandozeile ein doppelter Modul-Bezeichner aufge-
führt, also "##", so wird ein Bezeichner entfernt und der zweite Bezeichner als
Text an das Modul weitergegeben.
Im Folgenden ist ein Beispiel zur Anwendung des Bezeichners innerhalb eines
Arguments angegeben.
1 #Module_Name ##argument [arguments ]
Quellcode C.4: Escape Zeichen für Modul-Bezeichner
C.3 Instanz Spezifische Kommandozeilenbefehle
Kommandozeilenbefehle, welche für spezifische Module bereitstehen können
auch auf einzelne Instanzen angewandt werden. Dies hat zur Folge, dass die
Befehle vom Simulator nur an die ausgewählte Instanz und nicht an das Si-
mulationsmodul weiterleitet werden. Dadurch werden alle anderen Instanzen
225
C Simulator Anwendung und Steuerung
eines Moduls unverändert zur Simulation verwendet und nur eine einzelne
Instanz konfiguriert. Dies kann zur weiteren Individualisierung einzelner In-
stanzen verwendet werden.
Analog zum Bezeichner für Module, dem "#", wird hierfür ein "@" als Bezeich-
ner und "@@" als Escape-Zeichen verwendet.
1 @Instance_Name [arguments ]
Quellcode C.5: CLI Trennzeichen für Instanzen
1 @Instance_Name @@argument [arguments ]
Quellcode C.6: CLI Escape Zeichen für Instanznamen
C.4 Konfigurationsdateien
Innerhalb der Kommandozeilenparameter ist es möglich eine Konfigurations-
datei anzugeben, welche weitere Befehle an den Simulator enthalten kann. Da
der Simulator die Angabe einer ADL-Datei erfordert, kann diese als Komman-
dozeilenargument oder innerhalb einer Konfigurationsdatei angegeben wer-
den. Es ist auch möglich mehrere Konfigurationsdateien anzugeben. die in den
Dateien angegebenen Befehle werden zu einem Befehlsstrom zusammenge-
fasst und anschließend verarbeitet. Dabei ist die Reihenfolge der Konfigura-
tionsdateien ausschlaggebend dafür, welche Werte verwendet werden. Grund-
sätzlich gilt, dass importierte Konfigurationsdateien bestehende Werte über-
schreiben. Eine Ausnahme bilden Befehle die über die Kommandozeile ange-
geben werden. Diese werden immer mit höherer Priorität gegenüber allen Kon-
figurationsdateien behandelt.
Die Konfigurationsdateien basieren, wie die ADL auch, auf der Syntax der Da-
tenbeschreibungssprache. Innerhalb einer Konfigurationsdatei werden, analog
zu den Kommandozeilenparametern, drei Bereiche definiert um die Funktio-
nen globaler als auch Modul- und Instanz-spezifischer Befehle abzubilden. Der
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Bereich Global beinhaltet alle befehle die zur Steuerung des Simulators und
des Frameworks zur Verfügung stehen. Jeder Befehl wird dabei als Schlüssel
ohne den Befehlsbezeichner "--" verwendet und die zugehörigen Argumente
als Werte, zum Beispiel als Zeichenkette, Vektor oder Zahlenwert, dem Schlüs-
sel zugeordnet. Ein Beispiel einer Konfigurationsdatei ist in Abbildung C.7 dar-
gestellt.
Modul- und Instanzspezifische Befehle werden unter den Blöcken Modules
und Instances zusammengefasst. Unterblöcke mit dem jeweiligen Modul
oder Instanznamen übernehmen dabei die Funktion der entsprechenden Be-
zeichner "#" und "@", welche dadurch entfallen können.
Auch hier werden Befehle als Schlüssel verwendet und deren Argumente als
Werte. Sind mehrere Argumente vorhanden können diese als Vektor oder als
Zeichenkette angegeben werden. Vektoren werden vom Framework automa-
tisch aufgelöst. Im Gegensatz zum globalen Befehlen müssen Befehle und Ar-
gumente aber so angegeben werden wie sie vom Modulentwickler vorgegeben
wurden und vom Modul verarbeitet werden können.
1 [Global] = {
2 [sadl] = <ADL−FILE >;
3 [cfg] = v ( config−f i l e −1, . . . , config−f i l e−n ) ;
4 } ;
5 [Modules] = {
6 [Module_Name] = {
7 //Module Specific options
8 } ;
9 } ;
10 [Instances] = {




Quellcode C.7: Aufbau einer Konfigurationsdatei für den System Simulator
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C.5 Software und Anwendungen für die
Simulation
Die Verwendung von Anwendungsdateien und Applikationen, welche auf der
Hardware Architektur simuliert werden sollen, ist stark vom verwendeten Si-
mulationsmodul abhängig. Das Applikationsformat als auch der Bereitstellung
von ausführbaren Dateien muss über Modul- oder Instanzspezifische Befehle
behandelt werden. Das Simulationsframework unterstützt nativ keine Ausfüh-
rung von Softwaredateien, sondern benötigt einen Instruktionssatzsimulator-
modul, welches die Dateien ausführt und simuliert.
C.6 Kahrisma Spezifische
Kommandozeilenparameter
Da der Kahrisma Prozessor als Anwendungsfall dieser Architekturbeschrei-
bung dient und auch für die Evaluation verwendet wird sollen hier die für die-
sen Prozessorsimulator zur Verfügung stehenden Kommandozeilenparameter
beschrieben und erläutert werden. Dieses Kapitel dient daher auch als Beispiel
für eine Implementierung und Umsetzung des zuvor beschriebenen Beschrei-
bungs- und Simulationsframework. Es zeigt außerdem auf, wie ein Simulator,
welcher nicht auf SystemC basiert und das Framework eingebunden werden
kann.
Da Kahrisma ein natives Multicoresystem mit ISA Runtime Rekonfigurierbar-
keit darstellt, wurde für die Simulation ein dediziertes Laufzeitsystem (Run
Time System - RTS) implementiert, welches die Konfigurierbarkeit des Kahris-
maSystems übernimmt. Alle Kommandozeilenparameter werden daher nur an
das RTS weitergeleitet, welches anschließend die Befehle wiederum an die ent-
sprechenden Prozessorsimulatoren übergibt.
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Das RTS Modul unterstützt die im Kahrisma Prozessor definierten befehle, wel-
che als Argumentliste an das Modul übergeben werden. Mindestens eines die-
ser Argumente muss ein Pfad zu einer Ausführbaren Datei im ELF-Format sein,
welche die zu simulierende Applikation beinhaltet. Es wird empfohlen diesen
Parameter zu Beginn der Argumentliste zu schreiben, da er ohne vorausge-
henden Befehl angegeben wird. Er kann aber auch an anderen Stellen definiert
werden, wenn alle anderen Befehle und deren Argumentlisten beachtet werden
um zu verhindern, dass die Applikation als Argument eines anderen Befehls
missgedeutet wird.
Alle Kahrisma.spezifischen Befehle starten mit "- -" als Bezeichner, welcher di-
rekt vom Befehlsnamen gefolgt wird. Befehlsargumente werden mit Leerzei-
chen getrennt jeweils hinter dem Befehl beschrieben. Um Befehle und Argu-
mente an die zu simulierende Anwendung weiterzuleiten existiert der Befehl
"- -args". Dieser übergibt alle hinter dem Befehl beschriebenen Argumente an
die Applikation und wird nur noch durch die Frameworkkommandos "#" und
"@" begrenzt. Daher müssen alle Simulatoroptionen für das Kahrismamodul
vor dem "- -args" platziert werden.
Quellcode C.8 gib t nun das Format und Reihenfolge der Kahrismabefehle in-
nerhalb der Kommandozeile an.
1 #Kahrisma_RTS_Module <elf-file> [−−opt <opt_args> ] [−−args
<arguments> ]
Quellcode C.8: Kommandozeilenformat für die Kahrisma Simulationsmodule
Tabelle C.2 Stellt eine Übersicht über die verfügbaren Kommandozeilenpara-
meter für das Kahrisma RTS bereit:
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Befehl Beschreibung
<elf-file> gibt einen Pfad zu einer Ausführbaren Datei
mit der zu simulierenden Applikation an.
--trace <filename> schaltet das vollständige Applikationstracing
an. Der Simulator generiert ein Instruktions-
tracing der ausgeführten Applikation und
speichert dies unter dem angegebenen Na-
men (’<filename>.trace’) ab.
--simpletrace <filename> Schaltet ein einfaches Applikationstracing
an, welches lesbare Instruktionsinformatio-
nen sammelt aber weniger Informationen als
das vollständige Tracing beinhaltet.
--alltrace <filename> schaltet alle verfügbaren Tracing Methoden
des Simulators an.
--stats <filename> Erzeugt eine Statistikausgabe des Simulators
über die ausgeführte Applikation.
--asmstats <filename> Erzeugt eine Statistikausgabe des Assemblers
über die ausgeführte Applikation.
--funcstats <filename> Erzeugt eine Statistikausgabe über Funktio-
nen und Funktionsaufrufe der ausgeführten
Applikation.
--allstats <filename> Erzeugt alle vorgenannten Statistikausgaben.
--crashdump <filename> Erstellt einen vollständiges Abbild im Falle
eines Absturzes oder unkontrollierter Beendi-
gung der Simulation.
--callgraph <filename> Erzeugt einen Callgraph der Applikation.
--quiet unterdrückt alle Ausgaben des Simulators
während der Simulation
- leitet alle Ausgaben der Simulation an std:out
weiter.
| <programm> Die ’pipe’ arbeitet wie die Linux Pipe und öff-
net das angegebene Programm und leitet alle
Ausgaben an dieses weiter.
| gzip --o <filename>.gz Dies ist ein Beispiel für die Funktionsweise
der Pipe: Es öffnet gZip und leitet alle Ausga-
ben daran weiter um eine komprimierte Er-
gebnisdatei zu erzeugen.
Tabelle C.2: Kahrisma-spezifische Kommandozeilenbefehle
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