Early studies of protein evolution established that evolutionary rates vary among sites, genes, and lineages. Here we review rate variation within each these three components, with an emphasis on plant nuclear genes. Evolutionary rates vary among nucleotide sites as a consequence of selection and mutational biases. Mutation varies among sites as a function of the base, its neighboring bases, and its proximity to insertion-deletion polymorphisms. Nonsynonymous rate variation among genes correlates most strongly with gene expression, perhaps owing to selection for translational robustness. Among lineages, perennial plants evolve more slowly than annuals, but the mechanism driving this effect remains unclear. There are also interactions among these three main components; we discuss the patterns of interaction and their significance for understanding the evolutionary forces that shape nucleotide substitution rates in plants. Finally, we highlight gaps in our knowledge and future opportunities to answer fundamental questions in plant molecular evolution.
Abstract
Early studies of protein evolution established that evolutionary rates vary among sites, genes, and lineages. Here we review rate variation within each these three components, with an emphasis on plant nuclear genes. Evolutionary rates vary among nucleotide sites as a consequence of selection and mutational biases. Mutation varies among sites as a function of the base, its neighboring bases, and its proximity to insertion-deletion polymorphisms. Nonsynonymous rate variation among genes correlates most strongly with gene expression, perhaps owing to selection for translational robustness. Among lineages, perennial plants evolve more slowly than annuals, but the mechanism driving this effect remains unclear. There are also interactions among these three main components; we discuss the patterns of interaction and their significance for understanding the evolutionary forces that shape nucleotide substitution rates in plants. Finally, we highlight gaps in our knowledge and future opportunities to answer fundamental questions in plant molecular evolution.
INTRODUCTION
A central question in molecular evolution is, at what rate does DNA change? To answer this question requires comparison of orthologous DNA segments among species. Of course, these comparisons are usually made with the intent not only to measure evolutionary rates, but also to infer the evolutionary processes that shape these rates. For example, to what extent does the rate of nucleotide substitution reflect gene function? Does the rate depend on genomic location and thus provide information about evolutionary processes that are organized along chromosomes? Do rates also vary among evolutionary lineages, and if so, why? These questions have been addressed broadly and repeatedly in animal systems but rarely for plant nuclear genes. One reason for this dearth is that plant nuclear genes change rapidly in copy number owing primarily to polyploidy. As a consequence, orthology can be difficult to establish. Further complicating the situation is the fact that most of the plant nuclear genomes sequenced to date have been taxonomically distant, thereby hampering comparisons. As a result, the study of molecular evolutionary rates in plants continues to lack a genomic perspective.
But the situation is changing rapidly. The publication of several nuclear genomes from the grasses-including Brachypodium distachyon, rice (Oryza sativa), sorghum (Sorghum bicolor), and maize (Zea mays ssp. mays)-signals an opportunity to perform extensive studies of rate variation among genes and among evolutionary lineages. The Brassicaceae offer a parallel opportunity, owing to the availability of two Arabidopsis genomes and ongoing sequencing of other taxa.
Because the data will no longer be limiting, many questions in plant molecular evolution will soon be revisited. It is thus an appropriate time to review the literature on evolutionary rates of DNA substitution in plants and to posit some of the outstanding remaining questions. Here we begin by briefly revisiting historical studies on evolutionary rates, focusing on the neutral theory and on early predictions for the evolutionary forces that could lead to molecular clocks. We then summarize the plant empirical literature and explicitly discuss the factors that contribute to variation in evolutionary rates, both among genes and among plant lineages.
AN HISTORICAL CONTEXT
The early 1960s was an exciting time for biochemists and evolutionary biologists. For the first time, researchers could compare amino acid sequences-particularly those of hemoglobin and cytochrome c-among species. These comparisons yielded unprecedented insights into protein function and evolution. For example, Margoliash's (1963) study of cytochrome c sequences led to the conclusion that molecular markers are evolutionary homologous, in the same way that physical appendages (e.g., whale fins and human arms) may be homologous. This simple conclusion made the field of molecular phylogenetics feasible. Moreover, early comparisons of amino acid sequences revealed subtle features about protein evolution, including the fact that amino acid residues vary in their evolutionary dynamics. Some residues are invariant, suggesting that they encode critical aspects of protein function, whereas others are evolutionarily labile.
An intriguing observation from this period was that the number of differences between amino acid sequences varied linearly with the time of divergence between species (Zuckerkandl & Pauling 1962 , Margoliash 1963 , Zuckerkandl & Pauling 1965 . This critical observation prompted the "molecular clock" hypothesis, which asserts that change at the molecular level occurs regularly through time across evolutionary lineages. It is hard to overstate the importance of the molecular clock concept when it was first articulated. Suddenly, researchers could use molecular data to date evolutionary phenomena using very simple methods. Date estimation requires only a measure of molecular divergence K between two orthologous amino acid (or, later, nucleotide) sequences and an estimated rate of change r, which is usually measured in replacements per site per year. Given K and r, the time T between two species is estimated by the simple relationship T = K /2r. Applying this equation to molecular data has yielded insights into the age of entities that lack an extensive fossil record, e.g., the monocots ( Janssen & Bremer 2004) .
However, it was clear from the earliest work on cytochrome c and hemoglobin that proteins obey separate clocks-that is, that different genes evolve at different rates (Dickerson 1971) . The predominant explanation for this phenomenon has been that proteins differ in their "functional" (Zuckerkandl 1976) or "fitness" densities (Drummond et al. 2005) . These densities represent the proportion of sites that are under selection, either for specific protein function or for characteristics such as translational efficiency or accuracy.
Soon after its formulation, the molecular clock hypothesis gained a theoretical foundation (Kimura 1968 . The theory provides a basis to understand the forces that shape evolutionary rates. Kimura noted that the rate of neutral evolution per generation (k g ) is
where N is the population size, μ T is the total mutation rate per generation, f 0 is the proportion of selectively neutral mutations, and P f is the probability of fixation of a new mutation. For neutral mutations, the probability of fixation is equal to the initial frequency in the population, which is 1/2N for a new mutation, so that
In other words, the rate of evolution is equal to the neutral mutation rate and should be independent of population size. This theoretical construct is extremely useful for two reasons. First, it provides insight into why different genes may adhere to different clocks, i.e., because genes vary in their functional densities. For example, pseudogenes should have f 0 = 1 because there is no selective constraint, whereas highly conserved genes should have f 0 values approaching zero. Second, it gives an explanation for the molecular clock documented by early empiricists. That is, it predicts that there is a uniform molecular clock that is constant on a per-year basis if mutation rates are constant per year across diverse evolutionary lineages. The latter condition is true if μ T /g, where g is the length of a generation measured in years, remains constant across diverse evolutionary lineages. But is it reasonable to assume that μ T /g is a constant across lineages? Some researchers have postulated that neutral mutation rates may be constant per generation rather than per year, suggesting that evolutionary rates should vary among lineages as a consequence of differing generation times (GTs) ). This prediction is especially pertinent to biological systems with determinant germ-line replication (Wu & Li 1985) . If the number of germ-line cell divisions is roughly equivalent between two organisms and if mutation usually occurs during cell replication, then organisms with a shorter GT have more germ-line cell divisions per unit time and a higher mutation rate (Li et al. 1996) . As discussed below, predictions about GT effects are complicated in plants because they do not undergo germ-line replication.
THE COMPONENTS OF RATE VARIATION
Early studies established that rates of molecular evolution vary among sites (e.g., amino acid residues) and among proteins (e.g., cytochrome c versus hemoglobin). Moreover, initial observations of a molecular clock yielded predictions that rates vary among lineages. Thus, the three main components of variation in evolutionary rate are sites, proteins, and lineages.
Given these three main components, it may be a helpful to think of evolutionary rates in an ANOVA-like framework (Smith & Eyre-Walker 2003) . We represent variation in nucleotide Site (S) Mutation rates vary among sites, with more mutation in G and C sites and in sites near indels. The strength of the mutation bias is a function of sequence context Morton & Clegg 1995 , Morton et al. 2006 , Tian et al. 2008 , Ossowski et al. 2010 Gene (G) Genes vary in rate as a function of many characteristics, but gene expression is a major predictor of K A Wright et al. 2004 , Drummond & Wilke 2008 , Yang & Gaut 2011 Lineage (L) Myriad studies suggest that the process of nucleotide substitution is more rapid in annual versus perennial plants, but the causes of this difference are still debated Bousquet et al. 1992 , Gaut et al. 1992 , Gillooly et al. 2005 , Kay et al. 2006 , Smith & Donoghue 2008 , Soria-Hernanz et al. 2008b , Yue et al. 2010 S × G There is currently no strong evidence that the rules and basic properties of site effects vary among genes, but the extent of methylation does vary among genes Zhang et al. 2006 , Lister et al. 2008 S × L Lineages may have slightly different biases in mutation pressure toward A + T nucleotides, but this is not well established. Differential methylation among lineages may also contribute to this effect, but more research is needed. The effect of indel-associated mutation varies among lineages as a function of mating system Hollister et al. 2010 , Zemach et al. 2010 , Feng et al. 2010 G × L The evolutionary rate of one gene relative to other genes may vary among lineages (Figure 4b ) Muse & Gaut 1997 , Cho et al. 2004 , Kim & Pritchard 2007 , Mower et al. 2007 S × G × L Just as there is little study of S × G effects, there are, as yet, no strong data to substantiate this interaction substitutions among plant genes and plant lineages by R. In this framework, R is a function of the three main effects: sites (S), because the rate of evolution varies by nucleotide site; genes (or regions) (G), because rates vary among the coding regions of proteins; and lineages (L), because rates may vary among species (Table 1) . ANOVA also includes interaction terms, so that our model is
Although the particulars of a formal model may vary [for example, Smith & Eyre-Walker (2003) argue for a multiplicative rather than an additive model], Equation 3 is intended here as an intellectual construct to integrate conceptually our knowledge of evolutionary change in plant nuclear genes. Given this model, our first task is to review variation attributable to the three main components, i.e., sites, genes, and lineages. We then turn to interactions among the three main effects and ask, is there empirical evidence that these interactions exist? If so, what evolutionary processes may be driving them?
SITE EFFECTS
Evolutionary rates vary among nucleotide sites for at least two reasons. First, natural selection acts differentially among sites. One prominent example is the fact that nonsynonymous sites typically evolve more slowly than synonymous sites, presumably because amino acid replacements are functionally constrained. Second, the underlying mutation process varies among sites. An example of the latter is methylated cytosines, which deaminate spontaneously. Deamination leads to high mutation rates and the preferential replacement of cytosine (C) with thymine (T).
To date, only two studies have examined mutational biases across plant nuclear genes. Morton et al. (2006) examined patterns of nucleotide changes in resequencing data from up to 14 maize (Zea mays ssp. mays) individuals across 1776 loci. From these data, they inferred that guanine (G) and C nucleotides mutate at ∼1.6-fold higher rates than adenine (A) and T nucleotides. More recently, Ossowski et al. (2010) characterized the mutational spectrum in five Arabidopsis thaliana mutation-accumulation lines by sequencing complete nuclear genomes. They found a total of 99 base substitutions in the five genomes, of which 75 were mutations in G or C sites, even though only 38% of intergenic regions consist of G or C sites. Thus, both studies document higher mutation rates in G and C residues than in A and T residues.
Elevated mutation rates in G and C sites could be due to methylation, because cytosine deamination is expected to drive C→T transitions and their complement (G→A). However, the high G and C mutation rates observed in maize and A. thaliana cannot be attributed solely to methylation. In maize, G and C sites retain high mutation rates in sequence contexts where cytosines are not expected to be methylated (Morton et al. 2006) . In A. thaliana, 56 of the 75 mutations to G and C residues are transitions (i.e., C→T or G→A mutations), but only 20 of these 56 sites were methylated in the ancestral mutation-accumulation strain (Col-0), suggesting that other mechanisms contribute to the high rate of C→T and G→A mutations. One possibility is UV radiation, which induces C→T and G→A mutations and thus may contribute to higher mutation rates for G and C nucleotides (Ossowski et al. 2010) .
The process of mutation is also context dependent (Morton & Clegg 1995) . Put simply, a nucleotide surrounded by As and Ts tends to show a lower transition:transversion bias than bases surrounded by Gs and Cs. This is primarily due to a significant decrease in the rate of transitions in sites with neighboring As and Ts, resulting in a lower overall substitution rate at these sites (Morton 2003) . Moreover, the effect extends beyond the nearest neighboring bases to include the broader context of base content around a nucleotide site (Morton et al. 1997) . Because base content varies around the genome, this context dependency ultimately makes mutation heterogeneous among regions (Zheng et al. 2007 ). The fact that neighboring-base dependencies are found consistently across chloroplast (Zheng et al. 2007 ), mitochondrial (Yang et al. 2002) , and nuclear (Morton et al. 2006) genomes suggests that there is a common mechanism. Potential causes include biases in DNA-insertion fidelities (Mendelman et al. 1989) or in the mismatch repair system, which is context dependent in Escherichia coli (Radman & Wagner 1986) .
Another bias, which has been documented only recently, increases the mutation rate for nucleotides near insertions and deletions (indels). Tian et al. (2008) demonstrated that regions linked to indels have higher nucleotide divergence in a variety of organisms, including rice (Oryza sativa). They also estimated that the presence of segregating indels increases mutation rates by as much as 35-fold within ∼200 base pairs (bp) of yeast indels. The mechanism for this effect is unclear, but they postulate that heterozygosity for the presence of an indel increases errors during meiosis. An interesting feature of indel-associated mutation is that its effect should vary among lineages as function of mating system (Hollister et al. 2010) , because heterozygosity levels are expected to vary with mating systems. Thus, indel-associated mutation not only contributes to site-to-site variation in evolutionary rates, but it also has the potential to contribute to differential evolutionary rates among lineages (see below).
Overall, there is ample evidence that mutation rates vary among sites and that context dependencies contribute to heterogeneities in evolutionary rate among nucleotide regions. These observations are thought to reflect biases in mutation-rather than selection-because they are found consistently in nongenic regions, which are not expected to be under strong selective constraint. However, as noted above, selection also adds to site-to-site variation in evolutionary rates. Because these selective phenomena are more easily summarized in the context of genes, we now turn to the second main effect.
GENIC EFFECTS
In 1987, Wolfe et al. (1987) uncovered a source of rate differences among plant genes: Genes within the chloroplast and nucleus evolve at least threefold and sixfold faster, respectively, than those in mitochondria. They also established that plant nuclear genes evolve at rates similar to animal nuclear genes and, therefore, that plant chloroplast and mitochondrial sequences evolve slowly. The reason for slow evolutionary rates in organelle genomes remains unclear, but it is likely that they have slower mutation rates, perhaps owing to different replication fidelity or rates of mismatch repair. The important point is that this seminal paper established that (a) there is substantial variation in evolutionary rates among plants genes and (b) the three different genomes are a major component of this variation.
Rate Variation among Nuclear Genes
Since Wolfe et al. (1987) , myriad papers have compared evolutionary rates among chloroplastencoded genes, illustrating that some genes such as matK evolve more quickly than genes such as rbcL (e.g., Zurawski & Clegg 1987 , Hilu & Liang 1997 . In contrast, surprisingly few studies have described either evolutionary rate variation among plant nuclear genes or the evolutionary mechanisms that contribute to this rate variation.
Despite differences in data and approaches, these few studies have yielded similar insights about the distribution of rate variation among nuclear genes. The first is that nuclear genes vary in their rate of synonymous divergence (K S ). For example, Zhang et al. (2002) document a ∼14-fold range of K S among genes, with 90% of genes represented within a window of ∼2.6-fold rate variation. The second is that nonsynonymous divergence (K A ) variation among genes exceeds that of K S , with a 3 to 5 times higher coefficient of variation. Presumably the higher coefficient of variation reflects greater variation in selective constraint among genes for K A than for K S , but it is important to note that K A and K S estimates are correlated across Arabidopsis genes (Zhang et al. 2002 , Wright et al. 2004 . The third characteristic is that the ratio of K A to K S ( = ω) is less than 1.0 for the vast majority of genes, suggesting that the type of positive selection detected by ω > 1.0 has not been a major feature of divergence between species (Tiffin & Hahn 2002 , Zhang et al. 2002 , Wright et al. 2004 . In fact, mean ω across these studies is ∼0.20, which suggests strong selective constraint on amino acid replacements.
Given these observations, the challenge is to identify the evolutionary forces that contribute to rate variation among genes. Recently, Yang & Gaut (2011) estimated divergence for 11,492 orthologs between Arabidopsis lyrata and A. thaliana, providing the first genome-wide analysis of rate variation among plant nuclear genes. Their principal observations were similar to those of previous studies, but the sample size provided more statistical power to investigate factors that correlate with (and presumably contribute to) rate variation among genes. For example, they, too, found that K A and K S are correlated across genes but could examine this correlation in a chromosomal context (Figure 1) . The peaks shared by K A and K S in Figure 1 are a clear indication of correlated rates on a chromosomal scale. Moreover, some of the windows of high K A and K S coincide with windows of high intraspecific diversity (Clark et al. 2007) (Figure 1 ). This Rates of synonymous (K S ) and nonsynonymous evolution (K A ) plotted along chromosome 1 of Arabidopsis thaliana and Oryza sativa. The A. thaliana plot is based on 4,157 ortholog pairs with Arabidopsis lyrata. The O. sativa plot includes 1,710 ortholog pairs with Brachypodium distachyon. Orthologs were identified as reciprocal best hits. Pairs with K S > 2 were discarded, and then K values for genes within windows of 0.5 Mb were averaged and plotted. The peak at ∼25 Mb on A. thaliana chromosome 1 corresponds to a region of high intraspecific polymorphism (Clark et al. 2007) .
correspondence between divergence and polymorphism suggests that mutation rates vary among chromosomal regions and contributes to correlations between K A and K S . Yang & Gaut (2011) investigated the correlation of 14 additional gene characteristics with evolutionary rate, using a statistical technique known as principle correlation regression (PCR) (Drummond et al. 2006) . In theory, PCR estimates the contribution of each characteristic to the overall variation in evolutionary rate among genes, while adjusting for intercorrelations. On the basis of this approach, the strongest correlates with K S variation are genic features such as gene length and G + C content, which probably reflect the effect of variable mutation rates among sites (see above). Codon bias is also a prominent contributor to K S variation among genes and is thought to be under selection, probably for the accuracy or speed of translation (Akashi 2001) . Overall then, K S seems to be affected by gene architecture (i.e., length), mutational effects related to gene composition and chromosomal location, and, finally, selection on codon bias.
In contrast to K S , K A correlates most strongly with gene expression; Arabidopsis genes with higher expression levels or broader expression patterns tend to have lower K A (Zhang et al. 2002 , Wright et al. 2004 , Yang & Gaut 2011 ). The correlation of K A with gene expression is pervasive across a range of organisms, including bacteria, yeast, worms, mice, and humans (Drummond & Wilke 2008) . In fact, the correlation between gene expression and evolutionary rate is the dominant predictor of rate variation among proteins, surpassing even more direct measures of functional importance (reviewed in Pal et al. 2006 ). 
Potential Causes of the Correlation between Gene Expression and K A
There are three explanations as to why K A correlates strongly with gene expression (reviewed in Rocha 2006) . The first explanation is that genes with broad or high expression patterns tend to be functionally important, and they, therefore, experience higher levels of constraint. For example, broadly expressed genes must function in different biochemical environments; therefore, they may be able to tolerate fewer mutations (Kuma et al. 1995 , Duret & Mouchiroud 2000 . A second explanation is that more highly expressed genes need to be translated more accurately, resulting in selection against nonsynonymous changes that result in suboptimal codons. This selective pressure would manifest itself on both K S , though the effects of codon bias, and K A , if some amino acids are translated more accurately than others. A difficulty with this explanation is that nonsynonymous rates correlate with expression patterns even after optimal codons are removed from the analysis (Drummond et al. 2005) .
The third explanation is that there is selection for robustness against mistranslation (Drummond et al. 2005 ). This scenario assumes that translation is a costly process that results either in a nonfunctional protein or a misfolded (and potentially toxic) protein. Under this set of conditions, more highly expressed genes should be under stronger selection, because they have more opportunity for misfolding and potential toxicity. Thus, genes may be under selection both at the level of translational accuracy, as evidenced by codon usage bias, and at the folding level, as a function of robustness. This conjecture is supported by computer simulations that that show selection against protein misfolding creates associations between gene expression and evolutionary rate (Drummond & Wilke 2008) . This mechanism (selection for robustness) assumes that there is a demonstrable fitness cost to misfolded proteins, even at low concentrations within the cell. This cost has been demonstrated in yeast (Geiler-Samerotte et al. 2011) , but no similar studies have been performed in plants.
Existing Obstacles and Future Opportunities
There are three obstacles to hurdle before additional studies of rates among plant nuclear genes will be useful for understanding causative evolutionary mechanisms. The first obstacle is accurate identification of orthologs, which is a more difficult in plant than animals because of the high incidence of gene duplication via polyploidy. For example, genome sequences for both sorghum and maize are available, so it should (in principle) be easy to identify orthologs between these species, especially because they diverged only ∼5 to 11 mya (Swigonova et al. 2004 ). However, the two genomes are differentiated by a polyploid event in the maize lineage (Gaut et al. 2000) , so that most single-copy sorghum genes are duplicated in maize. As a result, one-to-one correspondence between maize and sorghum genes is difficult to establish (Figure 2) . Some researchers have established methods to identify conserved ortholog sets from plant data (Fulton et al. 2002 , Duarte et al. 2010 , but orthology is difficult to substantiate without collinearity information.
However, the identification of orthologs is reasonably straightforward for some species' contrasts, including the comparison rice (O. sativa) to Brachypodium, which do not differ with respect to polyploidy events (Wicker et al. 2010 ). Here we provide some results based on calculating K A and K S for O. sativa and Brachypodium ortholog comparisons (Figure 1) . These results provide a first superficial description of the pattern of rate along a rice chromosome. It is clear that some of the broad patterns evident in Arabidopsis-such as relatively high divergence values near centromeres-are not obvious along the rice chromosome. We do not yet know why. Does the distribution of rate variation among genes vary substantially among plant taxa owing to different balances among evolutionary forces? Or are there more prosaic reasons to explain apparent differences, such as the quality and completeness of genome sequences? 12:34 Sorghum bicolor chromosomes A second obstacle is a dearth of functional data. It is difficult to infer the evolutionary forces that contribute to rate variation among genes without knowledge of gene function, levels and patterns of gene expression, and the phenotypic consequences of gene knockouts. Currently, A. thaliana has the most functional information readily available, but more data are needed from more taxa. Additional information on protein-protein interactions (De et al. 2009 , Lin et al. 2011 and biochemical networks will also be useful, because it is plausible that evolutionary rates are a function of protein connectivity and network position. For example, a study of the anthocyanin biosynthesis pathway suggested that upstream genes are more constrained than downstream genes because they contribute to more biochemical pathways (Rausher et al. 1999 ). Although differences in evolutionary rates between upstream and downstream genes may not be general (Yang et al. 2009 , Toleno et al. 2010 , continued evaluation of rates in a functional context will prove insightful.
The final obstacle is statistical. The distribution of evolutionary rates among genes is likely affected by numerous variables; isolating and identifying the contribution of each factor is not trivial because many of the factors are intercorrelated. Typically, the correlation between evolutionary rates and predictor variables has been measured by partial correlation, multiple regression, or PCR. However, all three methods may generate significant but spurious results when the predictor ES42CH12-Gaut ARI 11 August 2011 12:34 variables are measured with error (noise) (Drummond et al. 2006 , Plotkin & Fraser 2007 . The result is that the contribution of factors such as gene expression, which may be measured with substantial noise, may be overemphasized. Once these obstacles are hurdled, there are myriad questions to address. Is the correlation between evolutionary rate and gene expression dominant in plants other than A. thaliana? Is there consistent evidence that mutation rates vary among chromosomal regions, contributing to some of the variation in evolutionary rate among genes? Will more functional data-including data from gene knockouts and protein:protein interactions-fundamentally alter our understanding of rate variation among genes? If selection for protein robustness appears to be a general effect, are some tissues particularly sensitive to misfolding and mistranslation (Drummond & Wilke 2008 )? Although positive selection (i.e., ω > 1.0) has thus far not appeared to be a pervasive contributor to species' divergence, to what extent do genes vary in rate owing to adaptive processes (Wright & Andolfatto 2008) or variation in fitness effects (Slotte et al. 2010 )?
A Quick Aside: Rate Variation among Nongenic Regions of Nuclear Genomes
Our knowledge about the extent of rate variation among plant nuclear genes is rudimentary at best, but the picture becomes even murkier when we consider nuclear nongenic regions. Some noncoding regions evolve more slowly than do genes, perhaps owing to mutational effects related to transcription (DeRose- Wilson & Gaut 2007 , Morton & Wright 2007 ). In addition, some noncoding regions are highly conserved and probably enriched for functional elements (Freeling & Subramaniam 2009 ). These conserved noncoding sequences are much shorter in plants than in animals (Freeling & Subramaniam 2009 ). Finally, rates may vary among entire chromosomes, particularly for sex chromosomes, which experience far different selection dynamics and population sizes than do autosomes (Filatov & Charlesworth 2002 , Nicolas et al. 2005 , Qiu et al. 2011 . Noncoding regions are the largest component of plant genomes; continued investigation of these regions is imperative for understanding the structure, function, and evolution of plant genomes.
LINEAGE EFFECTS Empirical Patterns of Rate Variation from the Plastid rbcL Gene
Just as studies from the late 1980s provided hints that plant sequences exhibit both site and gene effects, there were also early hints that rates of nucleotide substitution vary among evolutionary lineages. For example, Rodermel & Bogorad (1987) studied two plastid genes (atpA and atpH) and contrasted their rates of nucleotide substitution between dicots and monocots. They found a 2.0 to 4.5 higher substitution rate in the dicots than in the monocots for both genes. In the same year, Wolfe et al. (1987) reported the opposite effect: Substitution rates were one-half the rate in a dicot lineage (tobacco) compared with the monocots in their study. Although not in agreement-perhaps owing to the use of an inaccurate divergence time T between species that was based on the fossil record-these studies are among the first to suggest that molecular clocks may not tick at the same rate in all plant lineages.
Rate studies exploded thereafter, thanks in part to G. Zurawski and M.T. Clegg, who made PCR primers available for the plastid rbcL gene. The rbcL gene became the tool of choice for phylogenetic inference (e.g., Chase et al. 1993 ) and also a focus of evolutionary rate studies. Following early reports of rate variation among evolutionary lineages of rbcL sequences (Doebley et al. 1990 , Wilson et al. 1990 ), two 1992 papers set the foundation for investigating evolutionary rates among plant lineages: In the first, Bousquet et al. (1992) compared 50 rbcL sequences from 18 angiosperm 12:34 families and employed the relative-rate test between pairs of taxa to test for rate variation. The key feature of the relative-rate test is that it can compare evolutionary rates between a pair of lineages without reliance on an estimated divergence time T based on the fossil record. Using this approach, Bousquet et al. (1992) detected statistically significant heterogeneity in substitution rates among lineages, with up to 138% and 85% differences among lineages for nonsynonymous and synonymous rates, respectively. Moreover, a clear pattern emerged: rbcL sequences from annual plants evolved faster than those from perennial angiosperms.
At the same time, Gaut et al. (1992) published a study focused on a monophyletic group, the monocots, also using rbcL data and the pairwise relative-rate approach. They documented rejection of a strict molecular clock within monocots. Most rejections occurred at the third position of the codons (i.e., synonymous sites), suggesting the rate variation among lineages is due to neutral processes rather than differing levels of selection on amino acid replacements. Moreover, they established that synonymous rate variation follows a hierarchical pattern; sequences from the grasses evolved most rapidly, followed by families in the orders Orchidales (orchids), Liliales (lilies), Bromeliales (bromeliads), and Arecales (palms). The grasses were estimated to evolve ∼fivefold faster than the palms (Figure 3) . By comparing the fold difference in rates to the minimum GT (i.e., time to first flowering) of plant species, they argued that molecular clocks in plants follow an approximate GT clock. A similar study, focusing on a different subset of monocots, confirmed extensive rate variation among additional monocot groups (Eguiarte et al. 1994) , with woody long-lived perennials evolving slower than the other analyzed species.
Rates Studies Using Nuclear Genes
Studies of rbcL and other plastid genes soon yielded to analysis of nuclear genes. Orthologs are necessary to study rate variation among lineages, just as they are necessary for studying rates among genes. rDNA has been the tool of choice for circumventing the "ortholog problem," because it is highly repeated in plants, assumed to be homogenized rapidly by gene conversion (Zimmer et al. 1988) , and, therefore, often considered orthologous among lineages. The two transcribed regions (ITS1 and ITS2) that border the 5.8S rDNA gene became particularly popular for rate studies (Baldwin et al. 1995) .
The general impression from myriad rDNA studies is both that there is rate heterogeneity among evolutionary lineages and that woody plants tend to evolve more slowly than other plants. However, the pattern has not always been clear. For example, Ainouche & Bayer (1999) studied the ITS (internal transcribed spacer) regions in the Lupinus genus of the Leguminosae, which consists mostly of annual and perennial herbs but also includes some shrubs and small trees (Ainouche & Bayer 1999) . Using relative-rate tests, they detected substitution rate heterogeneities in 28 pairwise comparisons out of 136 tests. For one subclade, these results coincided to higher rates in annual than in perennial taxa, but there was no clear difference between annual and perennial species in another subclade. A similar study documented heterogeneity in rates between annual and perennial taxa, using approaches that avoid nonindependence among pairwise relative-rate tests (Andreasen & Baldwin 2001) . Andreasen & Baldwin (2001) concluded that there is a GT effect but also proposed that ecology, history, and effective population sizes (N) have an influence on evolutionary rates.
Because patterns had been suggestive but not entirely consistent, several studies have attempted to test explicitly whether evolutionary rates are negatively correlated with GT. The first of these, by Whittle & Johnston (2003) , used independent phylogenetic contrasts, rather than intercorrelated pairwise comparisons, to examine rates. In 24 independent contrasts, they found no evidence to suggest that perennial plants evolve more slowly than do annual plants; in fact, branch lengths A phylogeny of monocots based on the chloroplast gene rbcL and modeled after figures from Smith & Donoghue (2008) . Branch lengths provide a visual approximation of evolutionary rates. Two well-known, slowly evolving groups, Bromeliads and the palms (Arecaceae), are highlighted, as is a more quickly evolving group, the grasses (Poaceae). The tree is based on 951 sequences assembled and aligned with PHLAWD software (http://code.google.com/p/phlawd/) ). The tree was reconstructed with maximum likelihood using the general time-reversible model. The tree was drawn with the "ape" package in R.
to perennial taxa were longer on average (Whittle & Johnston 2003) . This important study was contradicted by two subsequent studies. The first collected estimates of substitution rates in 21 Angiosperm families and concluded that annual plants evolve consistently faster than perennial plants, with an average rate almost twofold higher (Kay et al. 2006) . The second paper analyzed ITS sequences for 64 species from 13 families, yielding a total of 16 phylogenetically independent comparisons of annual and perennial taxa. Annuals again had ∼twofold faster substitution rates than the perennial taxa (Soria-Hernanz et al. 2008b ). Importantly, this paper includes a series of simulations investigating the power of statistical tests, which helped guide interpretation. The largest study to date was conducted by Smith & Donoghue (2008) , who assembled a data set for five separate monophyletic groups: the monocots, a lineage of rosids, and three lineages of asterids. The data included rDNA and several mitochondrion and chloroplast genes. With these data, they constructed phylogenies similar to those in Figure 3 , and they estimated the number of substitutions per nucleotide site per million years using branch lengths derived from dated molecular trees. They also reconstructed ancestral life history traits (trees/shrubs versus herbs) as a practical approximation of GT. Their main result was that sequences from herbaceous plants had 2.7-to 10-fold higher rates than those from the trees/shrubs; compared with woody taxa, herbs exhibited a larger variance in rate. Essentially, these authors reached the conclusions of myriad previous studies, including the rediscovery of the hierarchical rate pattern in the monocots and its correlation with GT. Nonetheless, the analysis was valuable for confirmation and generalization, because it was based on a large and taxonomically broad data set.
A future trend will be to study lineage effects on the basis of multiple, nuclear, non-ITS genes. We are aware of only one study of this type thus far: an evaluation of differences in evolution between two annual species (A. thaliana and Medicago trunculata) and two perennial species (Vitis vinifera and Populus trichocarpa), based on 95 nuclear and 34 chloroplast genes (Yue et al. 2010) . Although the number of taxa is small-and taxonomically distant-the study is unique in taking a genomic view, with enough data to muster good statistical power to reject the null hypothesis of rate homogeneity among lineages. On the basis of these data, Yue et al. (2010) found a higher evolutionary rate in annuals than in perennials for both nuclear and chloroplast sequences. Because they identified parallel rate differences between genomes-as have others (Eyre-Walker & Gaut 1997 , Soria-Hernanz et al. 2008a )-they conclude that rate differences among lineages are due to factors that affect both nuclear and organellar genomes. As more genome sequences become available, similarly large data sets may facilitate simultaneous investigation of lineage and genic effects.
Potential Causes of Rate Variation among Lineages
It has taken almost two decades, but there is now a consensus: Evolutionary rate and GT (particularly perennial versus annual) are negatively correlated. What evolutionary mechanism drives these empirical patterns? A handful of potential causes are commonly discussed in the literature.
Generation time.
As mentioned above, the GT hypothesis had its genesis in the animal literature, under the assumption that DNA replication leads to most mutations. The problem with the GT explanation for plants is that they do not have a dedicated germline. The number of somatic cell divisions may vary wildly among plant species, tissues (Klekowski 2003) , as well as cells of differing ages (Whittle & Johnston 2006) . Thus, to the extent that the GT hypothesis is correct, it lacks a unifying biological explanation. Moreover, most comparisons in the literature have been categorical-i.e., annual versus perennial plants-and there is a great deal of GT variation within those two categorical descriptions. There is a need for more quantitative (rather than categorical) ES42CH12-Gaut ARI 11 August 2011 12:34 treatments of GT. However, even perfect correlations between GT and evolutionary rate will not prove that the underlying cause of rate differences is the number or rate of cell division.
Speciation rate. In their landmark paper, Bousquet et al. (1992) documented differences in rates between perennial and annual lineages. However, they rejected the notion of a GT clock, because they observed more variation in nonsynonymous than in synonymous sites. They instead proposed that substitution rates are a function of speciation rates, with more species-rich groups having higher evolutionary rates. They reasoned that selection during speciation drives the fixation of adaptive nonsynonymous mutations, thereby increasing evolutionary rates. An alternative view is that speciation has an effect because it likely occurs in small populations in which a higher proportion of slightly deleterious mutations will be fixed, potentially leading to faster evolutionary rates at both nonsynonymous and synonymous sites.
Testing the relationship between evolutionary and speciation rates is not trivial because of the node density effect. This phenomenon describes the fact that clades with fewer lineages may have more undetected nucleotide substitutions (i.e., multiple hits on long branches) that lead to downwardly biased estimates of rate. Although probably most problematic in parsimony-based inference, it also affects maximum-likelihood and Bayesian approaches (Hugall & Lee 2007) . The net effect of this artifact is a bias toward slower rates in less species-rich clades. Nonetheless, several studies have assessed the relationship between evolutionary and speciation rates (Barraclough et al. 1996 , Savolainen & Goudet 1998 , Barraclough & Savolainen 2001 , Lancaster 2010 . They have uncovered a generally positive correlation, even when using methodological and sampling approaches to minimize node density artifacts (Barraclough & Savolainen 2001) .
It is important to note that GT could drive speciation effects, i.e., by causing higher mutation rates, GT may indirectly increase morphological differentiation, thereby leading to species diversification. Several studies support this idea. For example, Lancaster (2010) suggests that mutation rates drive a correlation between evolutionary rate and both speciation and extinction rates, Davies & Savolainen (2006) estimate that 2% and 11% of the variation in phenotypic rates of change can be explained by the rate of genotypic change, and several studies have identified correlations between rates of nucleotide substitution and morphological change (e.g., Barraclough & Savolainen 2001 , Xiang et al. 2008 , Seligmann 2010 ).
Metabolism and the environment. Speciation rate and GT may be the most discussed correlates with lineage effects, but another prominent idea is that molecular clocks tick at a metabolic rate (Martin & Palumbi 1993) . This metabolic view of molecular clocks assumes that most mutations are caused by genetic damage from the by-products of metabolism. Taking this idea a step further, Gillooly and coauthors (2005) derived a theory that links genetic change to energy flux: A certain amount of metabolic energy within a given mass of tissue will cause DNA substitutions, regardless of body size or taxon. They conclude that there is a single molecular clock, but instead of progressing as a function of time, as originally proposed, the clock ticks in units of mass-specific metabolic energy.
There is growing support for this idea in the plant literature (Wright et al. 2003 (Wright et al. , 2006 Gillman et al. 2010) . For example, rDNA analyses are consistent with an increase of molecular evolutionary rate in tropical species, with approximately twofold increases in rate compared with those of temperate species (Wright et al. 2006 , Gillman et al. 2010 . These increases may reflect higher levels of available energy in the tropics (Davies et al. 2004 ) and concomitantly higher metabolic rates. An alternative explanation is that UV radiation-rather than metabolic by-products-drives mutation rates, potentially explaining both high molecular rates and high species diversification in the tropics (Flenley 2011) .
Putting It All Together
On the basis of population-genetics principles, we can ascribe differences in rates among lineages to one of three underlying causes (reviewed in Bromham & Penny 2003) . First, there may be differences in μ T among lineages. To the extent that μ T differs among lineages, it is unclear if the difference is due to variances in polymerase fidelity, double-strand repair (Kirik et al. 2000) , UV damage, the number of cell divisions over time (i.e., the GT effect), or free-radical damage (i.e., a metabolic effect). Second, lineages may differ in effective population size N, which influences the efficacy of selection on non-neutral substitutions. Smaller N for highly species-rich lineages could drive not only correlations between evolutionary and speciation rates, but also expected correlations between evolutionary rate and mating system (Charlesworth & Wright 2001 , Hollister et al. 2010 . Finally, whole-scale differences in selection coefficients could lead to differences in rates between lineages. However, it seems likely to us that selection coefficients more often contribute to interaction effects than to lineage effects (see below).
In the end, we may never be able to pinpoint the mechanisms driving lineage effects. Our intuition is that all the potential causes cited above-from speciation to metabolism to environmentmust contribute in some way. Moreover, lineage effects are so pervasive-particularly between annual and perennial lineages-that it seems likely that life habit must be implicated in some way. It remains to be seen, however, whether GT, metabolism, or some other as-yet-unrecognized feature of life habit contributes principally to lineage effects. Additional studies are required that not only incorporate more molecular data to bolster statistical power to detect lineage effects, but also carefully incorporate quantitative measures of GT with ecological and metabolic information ) and with new models and statistical approaches (Mayrose & Otto 2011) .
INTERACTIONS AMONG MAIN EFFECTS
Above, we discuss S, G, and L effects, but there are interactions among these main effects (Table 1) . Consider, as an example, the work of Jeff Palmer and colleagues, who identified very rapid evolutionary rates in mitochondrial genes in lineages of the genus Plantago (Cho et al. 2004) . Mitochondrial genes in some members of this genus evolve 4,000-fold times faster than do mitochondrial genes in other lineages (Figure 4a) . If rate acceleration is caused by intrinsic properties of these Plantago lineages, then one would expect that all genes within this lineage evolve with dramatically rapid rates. However, neither chloroplast nor nuclear genes evolve particularly rapidly in these lineages (Figure 4a) . Thus, high mitochondrial rates are not a property of the Plantago lineages per se, but rather of the specific genome in a specific lineage, i.e., an interaction effect.
High evolutionary rates in Plantago mitochondrial genes may be caused by elevated mitochondrial mutation rates (Cho et al. 2004) . If this is true, then mutational dynamics at mitochondrial sites vary among lineages; hence, the Plantago phenomena may be described as S × L effects or, alternatively, as G × L effects (because the phenomenon encompasses the mitochondrial genes and genome). Palmer and colleagues have found mitochondrion-specific rate increases and slowdowns in other lineages (Mower et al. 2007) , suggesting that interaction effects may be common for plant mitochondrial genomes.
The Plantago work illustrates an important point: Some interaction effects are best understood diagrammatically as deviations from the proportionality of phylogenetic trees (Figure 4b) . The lineages that diverge from proportionality for a particular gene represent either S × L or G × L interactions (Figure 4b) . Formal statistical tests for proportionality have been devised (Muse & Gaut 1997 , Kim & Pritchard 2007 and fall under the general heading of relative-ratio tests (Muse & Gaut 1997 (a) Re-creation of empirical results from Cho et al. (2004) showing that one clade of Plantago sequences has extremely pronounced branch lengths in the mitochondrial cox1 gene relative to the chloroplast rbcL gene and nuclear rDNA genes. Trees were built with the neighbor-joining method based on synonymous distances (Nei & Gojobori 1986) . Bootstrap values >50% are indicated. (b) A schematic diagram of proportionality. Genes A, B, and C evolve at medium, fast, and slow rates, respectively, as indicated by branch lengths, but all three trees are proportional. Gene D is not proportional, owing to an extended branch in lineage 2. Adapted from Muse & Gaut (1997) .
they have been applied, whether formally or verbally, it has usually been to test for commensurate changes in evolutionary rate across chloroplast, mitochondrial, and nuclear sequences. Several evolutionary mechanisms may lead to deviation from phylogenetic proportionality. We have discussed one mechanism in the context of Palmer's work: If mutations are elevated in one gene (or genome) within a lineage, it can lead to disproportionate trees (Figure 4a) . However, a more common cause may be shifts in selective constraint in an evolutionary lineage. Imagine, for example, that Gene D in Figure 4b has become a pseudogene in lineage 2. With this change of selective constraint, Gene D of lineage 2 will have an elevated rate of nucleotide substitution, leading to a G × L effect and disproportional trees (Figure 4) . Phenomena similar to this hypothetical scenario have been documented in parasitic lineages that have lost selective constraint on some genes (e.g., Young & dePamphilis 2005) . Positive selection may also affect phylogenetic proportionality. If Gene D in lineage 2 is subjected to bouts of positive selection, rates of nucleotide substitution may accelerate. In fact, relative-ratio tests have been used to detect positive selection in mammalian and primate noncoding sequences (Kim & Pritchard 2007 , Bush & Lahn 2008 .
Although we suspect that G × L effects represent the largest interaction component, S × G effects also merit brief mention. Per current knowledge, the rules of site effects (e.g., context dependency, transition:transversion biases, C→T and A→G selection pressures, etc.) do not vary among regions of the nuclear genome. What does vary, however, is the extent of methylation, both among genes and among regions. For example, studies of DNA methylation in A. thaliana indicate that ∼20% of genes are heavily methylated and 66% are unmethylated (Zhang et al. 2006 , Lister et al. 2008 ; S. Takuno and B.S. Gaut, unpublished results). Accordingly, we expect that rates of C→T (and its G→A complement) should be higher in methylated than in nonmethylated genes. Thus, site effects may vary among genes as a consequence of methylation, although, to our knowledge, this has yet to be demonstrated directly. Moreover, if gene methylation is labile among species, it is reasonable to assume that methylation effects may contribute to S × L interactions. We anticipate that the investigation of these methylation-related effects will be a major focus in the field of plant molecular evolution over the next decade.
CONCLUSIONS AND PROSPECTS
We here provide a framework for thinking about the components that contribute to variation in nucleotide substitution rates while highlighting the gaps in our knowledge. The gaps are large. For example, site effects in nuclear genes have been characterized in only a couple of cases, and even known contributors to site variation, such as DNA methylation, have been described in only a small number of lineages (Feng et al. 2010 , Zemach et al. 2010 . Similarly, rate variation among nuclear genes has been characterized in only a handful of studies, most of which have focused on Arabidopsis species. We expect and hope that additional descriptions of rate variation among genes will be forthcoming, as such descriptions are a prerequisite for inferring the evolutionary forces that shape substitution rates.
Among the components of variation, we arguably know the most about lineage effects, which have been described for many taxa and a few genes. Yet, the evolutionary forces that drive rate variation among lineages are still a mystery. There is a clear relationship between evolutionary rates and life habit, but what drives the relationship? We believe that a promising avenue of research will be to continue to investigate rates in the context of metabolic and environmental features.
We conclude with a discussion of the interaction components of our ANOVA-like model (Equation 3) ( Table 1 ). There is clear evidence for G × L effects in the literature and some hints at the other interactions. Ultimately, we believe that detecting and measuring these interactions will be critical for understanding the multiplicity of factors that act to influence evolutionary rates. In particular, investigation of G × L effects should lead to an enhanced understanding of variation in selective constraints among lineages, as a complement to other approaches such as estimation of K A :K S ratios.
The astute reader will notice that we introduced an ANOVA-like model but did not attempt to assign proportions to the components. There is a simple reason: To date, there have been no attempts to estimate the contribution of each component to overall rate variation in plant nuclear ES42CH12-Gaut ARI 11 August 2011 12:34 genomes. If we were to hazard a guess, based purely on speculation, it would be that G, L and G × L effects are the largest components. But we really cannot answer the question with any authority and not without additional data sets that encompass more nuclear genes and more functional information from more taxa. Fortunately, such data sets are forthcoming, a product of ongoing genome sequencing and functional studies of model plants. As these data become available, we hope that our presentation of evolutionary rates in an integrated framework will help drive their analysis.
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