Introduction
The efficient implementation of the Fast Fourier Transform algorithm has been studied extensively .
on a wide variety of modern vector and parallel computers giving rise tc its many variants. On vector computers, one main difference between the variants is the way the intermediate sequences are ordered to favor certain architectural characteristics. For example, intermediate orderings that give long vectors with unit stride are selected for most vector computers [14] . On hypercube multiprocessors, it is the mapping of initial and intermediate data elements to processors that dictates the amount of communication required [15] which in turn affects its overall performance.
In our previous paper [16] we have examined efficient implementation of ordered radix-2 DIF FFTs (for the rest of this paper, FFT will mean radix-2 DIF FFT unless otherwise indicated) on a massively parallel hypercube computers -the Connection Machine. Two mapping strategies were considered, namely, standard-map (or consecutive-map as used in [7] ) and cyclic-map ( [7] or scatter-map as used in [3] ). Using the FFT with standard-map and i-cycles (defined later), a sequence with N = 2r elements could be transformed with r/2 + d + 1 parallel transmissions on a hypercube with P = 2d processors if d > r/2 [15] . On the other hand, using the FFT with cyclic-map and i-cycles, the same sequence can be computed with 2d -r/2 parallel transmissions [16] (the term "parallel transmission" will also be defined later). Besides reducing the amount of communication,
we have also shown that these transforms facilitate the parallel computation of the trigonometric factor without the need for trigonometric function evaluation nor interprocessor communication. This paper examines more closely on the parallel method for generating the trigonometric factors in terms of its numerical stability. In particular, we prove that the error growth of such a method is bounded above by O(n 1"5)where n is the length of the sequence to be -transformed.
We also show that this bound can be improved by using the idea of "restarting". In order to retain the coherency of the complete FFT algorithm which includes the use of better mapping strategies, i-cycles, and the new method for generating trigonometric factors,
.,
-. much of the contents covered in our previous paper [16] are included in this paper also. Thus, in section 2, We first review the concept of i-cycle which is central to the efficient implementation of ordered hypercube FFT. We then describe two data sequence to processor mapping strategies the standard-map and the cyclic-map, and study the communication requirements of these two mapping strategies together with the use of i-cycles. In section 3, we first discuss different ways of computing the trigonometric factors and then present a parallel method for the direct computation of the trigonometric factol's. Next we show that this method is particularly suited to a hypercube implementation using i-cycles. The performance results of these FFTs are presented in section 4. Finally, an error analysis of the method for trigonometric factor generation is presented in section 5.
Hypercube FFT Algorithms

Introduction
"-We consider the implementation of ordered FFTs on hypercube multiprocessors. It is assumed that the number of physical processors is P = 2 d where d is the dimension of the hypercube. Each proce_,sor has its own local memory (also called distributed-memory system). It is also " assumed that the number of elements to be transformed is N = 2r and that NIP is a small constant (massively parallel version of the original hypercube FFT [15] ). Moreover, if NIP > 2 (number of elements is more than twice the number of physical processors), the elements are mapped to virtual processors each of which contain exactly two elements (after the CM model).
It is known that interprocessor communication consumes a substantial amount of time and hence its minimization is of primary concern. Communication between virtual processors located in the same physical processor does not contribute to interprocessor communication. Throughout the .. text we will use the following notation.
If xn has N = 2r elements then it can be mapped into the multidimensional array
is the binary form of n. The FFT can then be loosely described as a sequence of 2r-1 transforms of length two in each of r dimensions. An example for the case N --16 is given in Table 1 . 
The original sequence is given as the first entry in Tabie 1. The transform in the dimension i3 is designated by replacing i3 by k3 in the second entry. Subsequent multiple 1-D transforms correspond to subsequent entries in Table 1 . The FFT requires the multiple 1-D transforms to be computed in the order of decreasing indices, i.e., i3, i2, il, and io. The last entry corresponds to the bit-reversal that is necessary to order the FFT. Between each of the multiple 1-D transforms the sequence xn is multiplied by certain roots of unity. For example, X(1)(k3, i2, il, io) is computed from "
where w = e -i7r/4.
The last two entries in Table 1 correspond to a reordering in which the element in position k3k2klko binary is moved to position koklk2k3.
2.2
Index Digit Permutation and i-cycle
The last entry in Table 1 is an example of an index-digit permutation [4] , called a bit-reversal. Other examples include the perfect shuffle and matrix transpositions.
The time required for communication is known to contribute substantially to the overall computing time. lt is also known to depend significantly on how the sequence xn is mapped to the processors.
We will begin with perhaps the most common mapping in which the first N/P elements are mapped to the first processor, the second N/P elements are mapped to the second processor and so forth.
--
(or consecutive as in [7] 
Both a processor number and address are required to identify a particular element in the sequence. The partition I is introduced for expository purposes to separate the address on the right from the processor number on the left. For example if r = 4 and d = 2 then the element z,_ with n = i3i2ilio has address ilio and is located in processor number i3i2 and the mapping is designated by x(i3i2 [ il io). From the last two entries in Table 1 it is evident that a method will be needed for performing the index digit permutation on tt:, hypercube.
To that end we introduce a specific class of communication tasks. [15] .
For example, if a standard sequence to processor map is used for :cn, an i-cycle is a reordering that exchanges the digit in position r -d -1 with any other digit. Two i-cycle examples are given in Table 2 . Table 2 : Sample i-cycles for the case d = 2 and r = 4
The second entry in Table 2 is obtained from the first by an i-cycle that exchanges the first and second (pivot) digits. Tlle third entry is obtained from the second by an i-cycle that exchanges the second and fourth digits. For N = 16 and P = 4 the data exchanges for two sample i-cycles are given in Table 3 below. The first two columns as well as the last two columns show the indices of the elements residing in the corresponding processors (the processor numbers are indicated in the third column) before and after an i-cycle has been performed. The i-cycles consist of parallel exchanges of packets with N/(2P) elements and for the two examples in Table 3 the packet size is 1_.£.6 _ 2. For example, the first two columns of Table 3 show that The third and fourth elements 2x4 --in processor 0 (i.e. 0010 and 0011) are exchanged with the first two elements in processor 1 (i.e. 0100 and 0101) while the third and fourth elements in processor 2 (i.e. 1010 and 1011) are e×changed with the first two elements in processor 3 (i.e. 1100 and 1101).
The i-cycle has three properties that make it useful for the development of parallel communication algorithms on the hypercube. I000  i000  2  i000  0010  1001  1001  2  1001  0011  1010  1100  2  1010  1010  1011  1101  2  1011  1011  1100  1010  3  1100  0110  1101  1011  3  1101  0111  1110  1110  3  1110  1110  1111  1111  3  1111  1111 I-cycle property B • It can be shown that at each stage of the FFT the packets transmitted between processors each contains 2"-d-1 = N/(2P) elements and that P/2 packets are exchanged in parallel.
I-cycle property C • Any index-digit permutation ca_, be implemented as a sequence of icycles. To see this, first decompose the permutation into disjoint cycles. Next decompose each cycle into i-cycles by interchanging the first position with the pivot position and restore it following the completion of the cycle. For example, if the cycle is (2, 8, 7, 5 ) and the pivot is in position 3, then this cycle is equivalent to the i-cycles (3,2)(3,8)(3,7)(3,5)(3,2) applied from left to right. Any index permutation can be implemented in no more than 1.5d i-cycles
2.3
The Standard-order FFT Consider now the implementation of a "standard-order FFT" which is defined as one using standard-map and i-cycles. The i-cycles are given in Table 4 for the case r = 8 and d = 5. The subscripts of the digits are increasing for a transform in standard order like the last entry in Table 1 . The letter 'a' in the superscript indicates an ordering rather than computational step and an '*' following an entry indicates that a parallel transmission was necessary for that step.
The sequence of i-cycles is selected based on the theory presented in [15] where it is shown that for even r > d/2 a total of r/2 + d + 1 = 10 parallel transmissions are required.
. Table 4 : Intermediate Orderings for a standard order FFT for N = 256 and P = 32
The Cyclic-order FFT
The mapping of a sequence onto the processors is known to significantly influence the time that is required for communication and hence mappings that reduce communication are of considerable interest.
The difficulty with selecting a map that minimizes communication for a particular algorithm is that it may not be optimum for a different part of the overall computation. However without knowledge of the other algorithms, and their optimal maps, it is not unreasonable to permit orderings other than the standard order. If order is not a consideration then it is known -that the FFT can be performed with d parallel transmissions. However it is likely that the other 6 parts of the overall computation will expect the order of the transform and the input sequence to be the same, particularly if utilities and subroutines are used. Therefore we define nn ordered transform as any transform in which the order of the sequence and its transform are the same.
In this section we will consider a variant of the parallel FFT presented above in which another mapping strategy and i-cycles are used. Communication is reduced and, as mentioned in the introduction, it is just as simple to select this map as the standard-map on the CM using geometry and priorities. 
-li,--2""id in
processor number id-lil "" io [7] .
A "cyclic-order FFT" is an ordered FFT using cyclic mapping and i-cycles. It requires fewer parallel transmissions than a standard-order FFT. An example is given in Table 5 for N = 256 and P = 32. As before, the locations that correspond to the digits on the right of the partition The cyclic-order transform in Table 5 requires six parallel transmissions compared with ten for the standard-order FFT in Table 4 . In general the cyclic-order FFT requires anywhere from d to 1.5d parallel transmissions and tile standard-order FFT requires anywhere from 1.5d to 2d parallel transmissions.
More specifically, for d > r/2, the cyclic-order FFT requires 2d-r/2 " transmissions compared to d + r/2 + 1 for the standard-order FFT. Therefore the cyclic-order FFT requires r -d + 1 fewer parallel transmissions than the standard-order FFT. For the finest grain computations with d = r -1 they differ by only two parallel transmissions. Nevertheless this difference will likely be noticeable because the total communication time is proportional to O(log N) #hich is also a small integer.
The FFT is often a part of a larger computation that is posed on a grid so it is reasonable to ask about the compatibility cf the Binary Reflected Gray code ordering and cyclic-ordering. In both the standard-order and the cyclic-order transform the processors can be mapped so that nearest neighbors are at a distance of oy,e, but at the expense of the i-cycles being conducted at a distance of two. 
Computing the Trigonometric Factors
There are a few alternative methods for computing the trigonometric factors depending on the available memory, I/O bandwidth, and processing capabilities [9] .
Recursion
Ali of the trigonometric factors at each stage are generated by recursion. This scheme requires only O(1) storage and is popular on a uniprocessor or vector processors. However, the computation is highly sequential and not suitable for multiprocessors.
Table look-up
The trigonometric factors are precomputed and stored in each processor. This scheme has an advantage for many FFTs since the trigonometric factors would be available for use without recalculation. However, this scheme also requires a large amount of storage (O(log N) per processor) for naive implementation.
[
8], for example, shows how to improve this memory utilization to O(N + PlogP).
Direct calculation
The trigonometric factors can be computed directly from the equation
However, the calculation of the trigonometric func-.
tions on each stage is very time consuming. Particularly since the FFT itself requires only a few operations.
Permutation
Initially, the trigonometric factors are distributed a mong the processors according to the calculations required in the first stage. In the subsequent stages, half of the trigonometric factors are permuted each to two other processors. This scheme may be inefficient on parallel machine such as the CM where communication is expensive.
None of these methods are completely satisfactory on massively parallel computers if memory is limited and communication is expensive. However, by performing a few additional operations at each stage, the trigonometric factors can be computed in parallel without any communication.
Consider the following example of a 16-point FFT (unordered transform) and suppose that element i is mapped to processor i, then the trigonometric factors needed at each stage of the algorithm are as in Table 6 . The entries in each column correspond to k in the trigonometric factor W -k. Entries with the form (k) refer to the exponent of a trigonometric factor that is not used at the current stage but is needed to compute the factors at a subsequent stage of the FFT using the proposed scheme.
It can be seen that the integers in each column are twice (mod N/2) the integers in the .. previous column and henc: the trigonometric factors can be computed from the identities. scheme for the unordered transform is the need to generate extra factors which are not used (the ones in parentheses in Table 6 but are needed to generate subsequent factors. This drawback, as we shall see below, does not occur for the ordered (both cyclic-order and standard-order) FFTs presented in section 2. Table 7 contains the exponents for the cyclic-order transform with N = 16 and P = 8 (2 points per processor or (O, i2,il,io) and (1, i2, il,io) reside in the same processor initially). Fewer computations are required because every trigonometric factor is used and therefore a factor of two is saved compared to the unordered FFT. Irl general, this method of computing trigonometric factors carl be used if tile order of the not-yet-transformed bits (is) is preserved. Tile characteristics of the methods for computing the trigonometric factors are summarized in ,. 
Performance of the Parallel Hypercube FFTs on the CM-2
In this section we consider the performance of three ordered FFTs on a hypercube whose logical and physical processor numbers are the same • 1. the standard-order FFT,
2. the cyclic-order FFT, 3. an ordered FFT by Hertz [6] which have separate bit-reversal and butterfly phases.
i Using CM FORTRAN/PARIS it is possible to equate logical and physical processor numbers. That is, any reference to processor id-1 "'" io is a reference to a processor with the same binary -" representation in the hypercube (as opposed to, for example, the binary reflected Gray code mapping).
A significant improvement is obtained because the key communication task (i-cycle) is conducted at a physical distance of at most one using news communication for all i-cycles. The programs were written in CM FORTRAN/PARIS and run on a CM-2. The times for different size FFTs are listed in Table 9 and the corresponding MFLOPS counts are listed in Table 10 .
The MFLOPS for (3) is calculated using the same formula as (1) and (2) . In reality, method (3) requires more than 7.5 operation per point and thus the MFLOPS count should be higher due to the need for computing the sine and cosine functions at each stage of the FFT.
These results demonstrate the attributes of cyclic-map, i-cycles, and the new parallel method of computing the trigonometric factors. From Table 10 , we estimate a performance of about 0.9 GFLOPS for a 16M-point FFT on a full 64k CM-2.
5 Error Analysis of the New Method for Computing Trigonometric Factors
In this section we consider the numerical accuracy of our new method for generating the trigonometric factors. Both analytical and numerical results will be presented. We shall begin with a . few definitions.
Definition 5 [5] If a number x is represented by the nearest floating point number (fl(x)) with precision t (number of digits for the mantissa) and machine base b, then
li(x) = x(1 + e), Je I_<u 1048576  8k  82  113  -2097152  8k  84  114  -262144  16k  154  208  51  524288  16k  152  208  53  1048576  16k  156  218  53  2097152  16k  160  220  54  4194304  16k  164  225  55  524288  32k  299  393  -1048576  32k  302  403  -2097152  32k  303  413  -4194304  32k  318  435  -838860'8  32k  318 
end if end for end if
This method computes the trigonometric factors initially using direct calls to the cosine and sine library functions and by the above assumption, ":
: [< u, and
Lemma 2 Ici + (si 1_<2u + .
Proof :
where I _i I_ < u, i = 1, 2,3 and which leads to the lemma by noting that
Proof :^k
where ] _i4 ]< u and which again leads to the lemma. []
Lemma 4^k
k I_j -_j I<_ 2v_h(a-1)u+ 2u+ u2,_nd
.k_,?. (__,)_ < 2,., + u2+I (<_-') 2-(c_-')21 + I(_j Î 
From the previous lemma, we have the following recurrence
Solving this recurrence using initial condition h(1) = 1 gives
The maximum error given by Algorithm compute_factor is 2--_2 n3/2. This is obvious if we notice that k only goes up to log 2 n. An additional feature about this new method is that if the above error bound is not acceptable, we can restart (using direct calls) say, at the middle (stage los2n) of FFT and we have the ' 2 following corollary. This corollary can be easily proved by noticing now that k only goes up to l°2--_-2-. If this bound is still not acceptable, we can have more restarts to achieve the desired accuracy.
It is given in [1] that the error for the Cooley Tukey FFT is of O(h m_th°d log s n)where hmeth°d is the error incurred in the trigonometric factor calculations.
Hence, we have the final theorem. In the following we present numerical results using single-precision arithmetic on the CM. A vector consisting of a discrete sine function in l.l:e real part and zero in the imaginary part is input to a FFT subroutine and the output is then input to an inverse FFT subroutine, both using the new method. An error vector is generated by taking the difference of the real parts of the original input and the final output• Table 11 shows the maximum norm and the root mean square of the error vector. The root mean square value is computed by taking the 2-norm of the • " error vector and then divided it by the size of the input. Table 12 shows the same norms but the new method is used with one restart. We observe a large increase in accuracy with the use of • just one restart. [15] in an ordered transform. Although this result has been demonstrated on the CM it would also be true for any hypercube because communication time is a significant part of the overall computing time. Second, the cyclic-order FFT has performance that is superior to the standard-order FFT and is therefore recommended where applicable. In addition, a parallel algorithm for computing tile trigonometric factors was presented that represents an attractive compromise between the communication, computation, and memory constraints that exist on the CM. The use of the i-cycle, cyclic-map, and the new parallel algorithm for computing the trigonometric factors have resulted in the development of a high performance ordered FFT for the CM.
