Abstract: Cloud computing is a computing model where users access ICT services and resources without regard to where the services are hosted. Communication resources often become a bottleneck in service provisioning for many cloud applications. Therefore, data replication which brings data (e.g., databases) closer to data consumers (e.g., cloud applications) is seen as a promising solution. In this paper, we present models for energy consumption and bandwidth demand of database access in cloud computing datacenter. In addition, we propose an energy efficient replication strategy based on the proposed models, which results in improved Quality of Service (QoS) with reduced communication delays. The evaluation results obtained with extensive simulations help to unveil performance and energy efficiency tradeoffs and guide the design of future data replication solutions.
INTRODUCTION
Cloud computing is a computing model, where users access ICT services based on their requirements without regard to where the services are hosted. It offers a dynamic provisioning of computing resources supported by datacenters employing virtualization technology. Users can benefit from the convenience of accessing computing services globally from centrally managed backups, high computational capacity and flexible billing strategies [1] . Cloud computing leverages the efficient utilization of servers, data center power planning, virtualization, and optimized software stacks. Nevertheless, cloud computing datacenters consume huge amounts of electricity resulting in higher total cost of operation and carbon dioxide (CO2) emission to the environment [2] .
Data center resources such as computing, storage, power distribution and cooling are over provisioned to ensure high reliability [3] . Cooling and power distribution systems consume around 45% and 15% of the total energy respectively, while leaving roughly 40% to the IT equipment [4] . These 40% are shared between computing servers and networking equipment. Depending on the data center load the communication network consumes 30 to 50% of the total power used by the IT equipment [5] .
A wide range of datacenter energy efficiency solutions rely on the fact that datacenter infrastructures are underutilized [10] and over provisioned [3] . In essence, the Dynamic Power Management (DPM) method puts idle components into sleep mode [10] . The other method called Dynamic Voltage and Frequency Scaling (DVFS) [11] exploits the relation between power consumption P, supplied voltage V, and operating frequency f: = 2 * . Reducing voltage and frequency reduces the power consumption. In computing servers, the effect of DVFS is limited, as power reduction applies only to the CPU, while the other components continue consuming at their peak rates. For communication devices, Dynamic Voltage Scaling is combined with Dynamic Network Shutdown (DNS) for power consumption optimization.
The performance of cloud computing applications depends largely on the availability and efficiency of highperformance communication resources [12] , [13] . For better reliability and high performance low latency service provisioning, data resources can be brought closer (replicated) to the physical infrastructure, where the cloud applications are running. However, datacenter infrastructures, such as storage and network devices are required to maintain replicas. Moreover, new replicas need to be synchronized and changes made at one of the sites need to be reflected at the other locations. This incurs an underlying communication costs both in terms of energy and in terms of bandwidth. In this regard, several data replication models [3] , [6] , [7] , [8] have been proposed to optimize system bandwidth and data availability between geographically distributed data centers. However, none of them focuses on energy efficiency and replication techniques inside data centers.
To address this gap, we propose a data replication technique for cloud computing data centers which optimizes energy consumption, network bandwidth and communication delay both between geographically distributed data centers as well as inside each datacenter.
II. SYSTEM MODEL
In this section, we present the model of cloud computing system which supports replication of data.
A. Cloud Applications
Most of the cloud applications rely on tight interaction with databases. Data queries can be fulfilled either locally or from a remote location. Data replication is used to ensure availability and reduce access delays. Fig. 1 presents the timeline of a workload execution in datacenter. It begins with the user request arrival at the datacenter gateway. After being scheduled, it is forwarded through the data center network to the selected computing resource for execution. At the server, the workload can request data item if it is needed for its execution. For this, it queries a database and waits for the database reply to arrive. The database querying delay corresponds to the round-trip time and depends on the database location. As soon as the database reply is received, the workload execution is started. At the end of the execution, some workloads will send a modified data item back to the database for the update. As a result, the total delay associated with the workload execution in datacenters can be computed as follows:
where is a time required for the workload description to arrive at the computing server, is a one-way communication delay between the server and the database, is a workload execution time which is defined by the size of the computing work of the workload and computing speed of the server, and is the time required to update database. A more detailed description of communication-aware models for cloud computing workloads is available in [16] .
B. Cloud Computing System Architecture
Large-scale cloud computing systems are composed of geographically distributed datacenters across the globe (see Fig. 2 ). The most widely used data center topology is the three tier fat tree, which consists of three layers of network switches: core, aggregation and access.
Central database (Central DB) is located in the wide-area network and hosts all the data required by the cloud applications. To speed up database access and reduce access latency, each data center hosts a local database, called datacenter database (Datacenter DB), which is used to replicate the most frequently used data items from the central database. In addition, each rack hosts at least one server capable of running local rack-level database (Rack DB), which is used for subsequent replication from the datacenter database.
When data is queried, the information about requesting server, the rack, and the datacenter is stored. In addition, the statistics showing the number of accesses and updates are maintained for each data item. A module called Replica Manager is located at the central database and periodically analyzes data access statistics to identify which data items are the most suitable for replication and at which replication sites. The availability of access and update statistics makes it possible to project data center bandwidth usage and energy consumption.
III. MODELS OF ENERGY AND BANDWIDTH CONSUMPTION
This section presents a model of energy consumption of datacenter IT infrastructure and bandwidth, which focuses on performance of cloud applications, utilization of communication and energy efficiency. This model focuses on energy consumption, usage of network bandwidth and communication delays of the cloud. The objective is to (a) minimize system-level energy consumption, (b) minimize utilization of network bandwidth and (c) minimize communication delays encountered in the data center network.
A. Energy Consumption of Computing Servers
The power consumption of a server depends on its CPU utilization. As reported in [15] an idle server consumes about two-thirds of its peak power consumption. This is because servers must keep memory modules, disks, I/O resources and other peripherals operational even when no computations are performed. Then, the power consumption scales with offered CPU load according to the following equation [15] :
where is an idle power consumption, power consumed at the peak load, is a server load, and a is a utilization level at which the server attains asymptotic, i.e. CPU power consumption is proportional to 2 , where is voltage and is an operating frequency. Voltage reduction requires frequency downshift. This implies a cubic relation from . To account of it, Eq. (2) can be rewritten as follows:
Eq. (3) forms the basis for DVFS power management, which can adjust operating frequency when server is underutilized to conserve operational power consumption [5] .
B. Energy Consumption of Network Switches
Network switches are hardware devices that consist of the port transceivers, line cards, and switch chassis. All these components contribute to the switch energy consumption, given by:
where ℎ is a power related to switch chassis, is the power consumed by a single line card, is number of line cards plugged into switch, is a power drawn by a port running at rate r, is number of ports operating at rate r and ∈ [0,1] is a port utilization which can be defined as follows:
where ( ) is an instantaneous throughput at the port's link at the time , is the link capacity, and is a measurement interval.
C. Bandwidth Model
In this section, we analyze network capacity of data centers and bandwidth requirements of cloud applications that access database for different replication strategies.
An availability of per-server bandwidth is one of the core requirements affecting design of modern data centers. The most widely used three-tier fat tree topology (see Fig. 2 ) imposes strict limits on the number of hosted core, aggregation, and access switches as well as the number of servers per rack.
Communications inside the datacenter can be broadly categorized to the uplink and downlink. The uplink flows are those directed from the computing servers towards the core switches. Conversely, the downlink flows are those from the core switches to the computing servers.
In the uplink, network bandwidth is used for propagating database requests and when applications need to update modified data items:
where is the number of computing servers, is the size of data request, and is the size of the updated data item. and are data access and update rates respectively.
In the downlink, the bandwidth is used for sending job descriptions to computing servers for execution, receiving database objects and propagating data item updates between data replicas:
where is the size of the job description, is the size of the requested data object in bits, and is the bandwidth required to update all the replicas.
is different on different segments of the downlink. For the wide-area network it corresponds to the update between Central DB and Datacenter DBs
while for the network inside data center it corresponds to the update between Datacenter DBs and Rack DBs
where is the number of Datacenter DBs and is the number of Rack DBs in each data center. Now, having computed the bandwidth required by running applications and their database interactions, we can obtain residual bandwidth by subtracting it from the network capacity. It will be different for every tier of the data center network due to bandwidth oversubscription involved.
For a three-tier data center with servers, access, aggregation and core switches, the corresponding network capacities at each tier can be obtained as follows:
where , and are the capacities at the access, aggregation and core tiers respectively. Commonly, is equal to 1 Gb/s, while and correspond to 10 Gb/s links in modern datacenters.
The uplink capacity is always limited due to over subscription at lower layers. Therefore, the residual bandwidth in the downlink and in the uplink available at each tier of the network can be obtained as follows:
where ∈ ( , , ) is an index indicating a tier level. The expression + 1 refers to the tier located above the tier . At any moment of time the residual bandwidth left not in use in the data center can be computed as follows:
= min(
D. Database Access and Energy Consumption
Having the model of energy consumption for computing servers (Section III-A) and network switches (Section III-B), we can obtain total energy consumption of data center IT equipment as follows:
where is the energy consumed by a computing server , while , , are the energy consumptions of each core, aggregation, and access switch respectively.
The load of individual servers is proportional to the workload execution and database query delays, therefore, energy consumption of server can be obtained as follows:
where ( ) is a power consumed by the server executing a workload obtained according to Eq. (2), is the time required to query and receive a data item from the database, is the workload execution time, is an average database access rate, and is a total time of the workload execution. The delay depends on the database location and employed replication strategy. If data query is satisfied from replica databases, becomes smaller, as propagation delay inside datacenter is in the order of microseconds. The delay associated with the database update is not included, as it becomes a job of the network to deliver the update after computing server becomes available for executing other tasks.
For network switches, energy consumption depends on the amount of traversing traffic and utilization of network ports (see Eq. (4)). Port utilization and traffic volumes are proportional to the size of job descriptions, data requests, data traffic, and data updates. Eqs. (6) and (7) allow computing traffic requirements in the uplink and the downlink respectively, while Eqs. (10), (11) , and (12) define bandwidth capacity for each segment (access, aggregation, and core) of the network. Based on the aforementioned and by adapting Eq. (4), the energy consumption of the access switches can be computed as follows:
where corresponds to the power consumption of the switch chassis and line cards, / is the number of servers per rack, and / are power consumption and port utilization of an access link, while and / are power consumption and port utilization of an aggregation network link.
Similarly, the energy consumption of the aggregation and core switches can be computed as follows:
where 2 • / is the number of aggregation switch links connected to racks, while and / are the power consumption and port utilization of a core network link.
IV. PERFORMANCE EVALUATION
In this section, we perform evaluation of the system model developed in Section III. The main performance indicators are: data center energy consumption, available network bandwidth and communication delay. The results obtained from modeling show good agreement with simulations results obtained from the GreenCloud simulator [9] . The interested reader may refer to [14] for more details on the simulation results.
A. Scenario
Considering three-tier data center architecture presented in Fig. 2 , we assume a uniform distribution of jobs among the computing servers as well as traffic in the data center network. Both computing servers and network switches implement DVFS [11] and DPM [10] power management techniques. Power consumption of communication ports can be adjusted in network switches based on the load of the forwarded traffic. Table I summarizes data center setup parameters. The topology is comprised of 1024 servers arranged into 32 racks interconnected by 4 core and 8 aggregation switches. The network links interconnecting the core and aggregation switches as well as the aggregation and access switches are 10 Gb/s. The bandwidth of the access links connecting computing servers to the top-of-rack switches is 1 Gb/s. The propagation delay of all these links is set to 3.3 µs. There is only one entry point to the datacenter through a gateway switch, which is connected to all the core layer switches with 100 Gb/s, 50 ms links. Table II presents the power consumption profiles of data center servers and network switches. The server peak energy consumption of 301 W is composed of 130 W allocated for a peak CPU consumption and 171 W consumed by other devices like memory, disks, peripheral slots, motherboard, fan, and power supply unit [15] . As the only component which scales with the load is CPU power, the minimum consumption of an idle server is bound and corresponds to 198 W. Energy consumption of network switches is almost constant for different transmission rates as 85-97% of the power is consumed by switches' chassis and line cards, and only a small portion of 3-15% is consumed by the port transceivers.
B. Evaluation results
According to the model presented in Section II, the energy consumed by IT equipment is composed of the energy consumed by the computing servers as well as core, aggregation, and access switches. Energy consumption of the computing servers is presented in Fig. 3 . The servers execute cloud applications that perform a certain amount of computing job and make a single database query for successful completion. The obtained energy consumption increases with the increase in server load. This is because energy is consumed during both phases, while doing computing work as well as while waiting for database data to arrive. The minimum querying time corresponds to the round-trip communication delay between the computing server and the database (see Fig. 1 for details) . However, in real systems communication delays are larger and are the subject to queuing delays on congested links and protocol-related procedures which often delay transmissions while waiting for previously transmitted data to be acknowledged.
The energy consumption of network switches is less sensitive to the forwarded traffic unlike in the case of computing servers. It is due the fact that only port level power consumption scales with the traffic load under DVFS power saving while the other hardware components, such as switch chassis and line cards remain always active. Fig. 4 reports the obtained energy consumption levels of network equipment. The result suggests that devising power saving modes that shut down entire hardware components of a switch would allow substantial savings. Fig. 5 presents the system bandwidth requirements in downlink without database updates. Since the bandwidth is proportional to both the size of data item and access rate, it grows fast and becomes higher than the corresponding capacities at the core, aggregation, and the access segments of the datacenter network necessitating replication. Having only 100 Gb/s at the gateway link would trigger replication even for the small data items of less than 12 MB (or 8 Ethernet packets) for the access rate of 1 Hz requiring data replication from Central DB to the Datacenter DB in order to avoid the bottleneck. The bandwidth provided by the core network of 320 Gb/s will be exceeded with data items larger than 40 MB for the access rate of 1 Hz. Similarly, the bandwidth of the aggregation network of 640 Gb/s will be exceeded after 78 MB and will require additional data replication from Datacenter DB to Rack DBs. Finally, data size larger than 125 MB will cause congestion in the access segment of the network clearly indicating the limits. Fig. 6 reports data access delays measured as an average time elapsed from the moment of sending data request and having the requested data arrived. As expected, access delay becomes smaller for replicas located closer to servers and for all the replication scenarios an increase in the size of data objects increases data access delay.
V. CONCLUSIONS AND FUTURE WORK
This paper reviews the topic of data replication in geographically distributed cloud computing data centers and presents models of energy consumption and bandwidth that can be used for efficient data replication strategy. In addition, optimization of communication delays leads to improvements in quality of user experience of cloud applications.
The evaluation of the proposed replication solution is based on the developed mathematical model and simulations using GreenCloud [9] . The obtained results confirm that replicating data closer to data consumers, i.e., cloud applications, can reduce energy consumption, bandwidth usage and communication delays substantially.
Future work on the topic will focus on developing a testbed implementation of the proposed solution. 
