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We present an experimental and numerical study of electron emission from a sharp tungsten
tip triggered by sub-8 femtosecond low power laser pulses. This process is non-linear in the laser
electric field, and the non-linearity can be tuned via the DC voltage applied to the tip. Numerical
simulations of this system show that electron emission takes place within less than one optical
period of the exciting laser pulse, so that an 8 fsec 800 nm laser pulse is capable of producing a
single electron pulse of less than 1 fsec duration. Furthermore, we find that the carrier-envelope
phase dependence of the emission process is smaller than 0.1% for an 8 fsec pulse but is steeply
increasing with decreasing laser pulse duration.
PACS numbers: 78.47.+p, 42.79.Hp, 79.70.+q
Fast, laser driven electron sources are crucial as
photo-electron injectors for accelerators and free electron
lasers [1]. They have also enabled time-resolved imaging
of fundamental processes in such diverse fields as solid
state physics [2, 3], chemistry [4] and biology [5]. Due to
the nature of the emission processes utilized so far, the
electron pulses at best resemble the laser pulse envelope
and are usually more than 100 fsec long. Ultrafast sub-
laser-cycle (∼ 1 fsec) electron sources have recently been
obtained in laser-ionization of gas phase atoms [6]. How-
ever, a spatially localized source with sub-laser-cycle res-
olution has been unknown so far. Here we demonstrate
a spatially and temporally localized source of sub-1 fsec
electron pulses. The electron pulses are generated by
the carrier electric field of a three cycle laser pulse and
are emitted from a sharp field emission tip to confine
the source area down to nanometric dimensions. This
electron source should find application in novel optical
accelerators [7], in new interferometers and in all kinds
of ultrafast electron microscopy [8].
Our system consists of a field emission tip onto which
we focus sub-8 fs laser pulses with sufficiently large field
strengths that optical field emission dominates the emis-
sion process. In previous work, we have studied laser in-
duced field emission using longer (∼ 70 fs) laser pulses [9].
For such long pulses, the electrons are expected to be
emitted over a time that is comparable to the length
of the exciting laser pulse. However, for few cycle laser
pulses, optical field emission can lead to electron emis-
sion in a time set by the laser period so that the emitted
electron pulse is significantly shorter than the laser pulse
itself. Optical field emission from solids is the direct ana-
log to optical tunnel ionization in atoms [10], with the
distinct advantage that the emitted electrons originate
from an area determined by the tip dimension (on the
order of nanometers) and not by the laser spot size (typ-
ically microns), and that the electron beam from a field
emission tip is well collimated down to about 10◦.
Considered from a different point of view, the elec-
tron emission processes described above can be used to
probe the exciting laser electric field, in stark contrast to
more conventional sensors that probe the laser intensity
and average over at least one optical period in the laser
field. This distinction becomes important for laser pulses
shorter than three optical periods, and critical for pulses
that are close to or in extreme cases even shorter than
one optical period [11]. The value of the electric field
is usually parameterized by the carrier-envelope phase
angle, which describes the phase advance of the electric
carrier field with respect to the pulse envelope [10]. In
this work, we study optical field emission from a tungsten
tip both from the perspective of generating ultrashort
electron pulses and from the perspective of developing a
simple carrier-envelope phase detector.
FIG. 1: (Color online). Sketch of the experimental setup.
The laser beam traverses a dispersion balanced interferome-
ter, whose output is focused onto the field emission tip.
In our setup a tungsten tip in (111) orientation with
a radius of curvature of around 80 nm is mounted in an
ultrahigh vacuum chamber (Fig. 1). A Kerr-lens mode-
locked Ti:Sapphire laser generates laser pulses with a rep-
etition rate of 150MHz and an average output power of
around 500mW. We measure the pulse duration with a
standard doubling crystal autocorrelator to be below but
close to 8 fs. The laser beam traverses a dispersion bal-
anced interferometer (Fig. 1), which allows the measure-
ment of interferometric autocorrelation traces using the
field emission tip as a non-linear element. The output
beam from the interferometer is focused on the tip with
a spherical gold mirror to a spot radius of ∼ 4µm (1/e2).
The tip is oriented perpendicular to the laser beam di-
rection, and the polarization vector of the laser light is
parallel to the tip shank. Emitted electrons are accel-
2erated towards an imaging microchannel plate detector
and the amplified current is measured. In addition to
the laser electric field, it is possible to add a DC field to
the tip by applying a voltage UDC. For sharp tips, the
electric field F and the applied voltage U are related by
the equation F = U/(kr), with the tip radius r and the
geometric factor k ≈ 5 [12].
With an average laser power of ∼ 100mW, electric
field strengths of around 0.75GV/m can be generated in
the focal spot. Because the dimensions of the tip are
smaller than the laser wavelength, AC field enhancement
takes place. We expect an enhancement factor of around
4 so that the electric field at the tip can reach 3GV/m
[9, 13]. In previous work, we have shown that at these
field strengths optical field emission dominates electron
emission [9].
FIG. 2: (Color online). Autocorrelation traces with tunable
non-linearity. (a) autocorrelation traces for three different DC
voltages but identical laser parameters. (b) peak-to-baseline
ratio versus DC tip voltage (blue points: data). The solid blue
line is the simulation result with no adjustable parameter, the
dashed red line is a fit of the simple optical field emission
model to the data. The numbers in circles correspond to the
traces given in (a). Inset: Peak current and baseline current
versus DC tip voltage.
Fig. 2(a) shows three interferometric autocorrelation
traces (IATs) recorded in the electron current for three
different DC electric fields but identical laser parameters.
We observe that the emission current for two pulses that
are separated by ∼ 100 fs is additive. This rules out
the possibility that the non-linearity in the emission pro-
cess is due to thermionic emission. Thermionic emission
scales exponentially with the deposited laser energy [12]
and has typical time scales of 100 fs to 1 ps [14]. Ad-
justing the DC field causes the shape of the IAT’s to
change because the non-linearity of the emission process
increases in a continuous manner as the DC field is re-
duced. To quantify this, we divide the peak emission
current by the baseline current and plot this ratio versus
the DC field [Fig. 2(b)]. For FDC = 0.53GV/m the peak-
to-baseline ratio reaches 25, which should be compared
with peak-to-baseline ratios of 8 and 32 for conventional
second and third order processes.
The dashed curve shows a semi-quantitative model for
the data based on optical field emission. In the opti-
cal field emission regime, the tunnel current at a given
time can be viewed as that arising from DC tunnelling
with the electric field given by the sum of the applied
DC field and the instantaneous value of the laser field.
The DC tunnelling is described by the Fowler-Nordheim
equation [12], which relates the tunnel current I to the
applied electric field F :







with A and B about constant. Due to the exponential
non-linearity in this equation, the photo-current obtained
at the maximum of the laser electric field (Flaser) makes
the largest contribution to the total emission probability.
This is given by








for two non-overlapping laser pulses and








for two perfectly overlapping identical pulses. We fit the
ratio of equation (3) and equation (2) to the data of Fig. 2
with Flaser as free parameter. The model fits the data
reasonably well and we obtain as best fit value Flaser =
(1.8±0.2)GV/m, which is consistent with the parameters
of our system given the uncertainty in the size of the laser
focus and field enhancement factor.
The Fowler-Nordheim theory used above describes field
emission in steady state for a DC field. For time de-
pendent processes, in particular for processes involving
laser pulses with durations comparable to electronic time
scales in metals, this model might prove to be insufficient.
In order to include key dynamical effects, we have inte-
grated the one-dimensional time-dependent Schro¨dinger
equation. The potential is modelled as shown in Fig. 3,
where the size of the box is chosen such that the ground
state wavefunction matches the electronic Fermi energy
in tungsten. This model reflects the fact that field emis-
sion from (111) planes should be dominated by emission
from surface states [15]. The effect of the laser field is to
modulate the barrier so that the potential reads V (z, t) =
V0 = −13.5 eV inside the metal (z ≤ 0) and V (z, t) =
−q2/(16πǫ0z)−qz[FDC+F0 exp(−2 ln 2t
2/τ2) cos(ωt+φ)]
outside. Here, the first term is the image potential, F0
is the peak of the laser electric field envelope, FDC is
the applied DC field, z the spatial coordinate and φ the
carrier-envelope phase angle. We find the initial ground
state wave function (in absence of the tunnel barrier:
F0 = FDC = 0) with the imaginary time method. The
simulation records the probability flux at z ≈ 6 nm out-
side of the metal for each time step. With this method,
we calculate the probability current integrated over a sin-
gle laser pulse as a function of pulse duration, pulse en-
ergy, DC tip voltage and carrier-envelope phase.
3FIG. 3: (Color online). Model and electron pulse. Model
potential used in the calculations, shown here with an applied
electric field of F = 4.4 GV/m (solid black line). E = 0 is
the vacuum energy. Initial potential and initial wavefunction
are shown in light blue. The inset shows the electric field
generated by a three cycle laser pulse (Flaser ≈ 2.7GV/m,
FDC = 0.2GV/m, CE phase φ = pi, bottom) and the resulting
probability flux (top). A single electron pulse with a width of
660 as (FWHM) is emitted. The measurement position was
at z = 2nm for this plot.
FIG. 4: (Color online). Modulation depth as a function of
DC field and fluence for a 2 cycle laser pulse (τ = 5.3 fs). The
surface plot is on a log scale, whereas the contour plot is on a
linear scale (colour bar applies to the latter). The two distinct
valley structures might reflect dynamical resonance effects.
From tunnel current vs. fluence behavior we extract
the non-linearity and calculate the expected peak to base-
line ratio. The result is the solid blue line in Fig. 2, a
theory curve with no adjustable parameters. Given that
our model does not include any properties of the emit-
ter material other than the work function, the agreement
with the data is very good. From this and also from the
agreement of the simple model described earlier we infer
that it is optical field emission that dominates the emis-
sion process. The slight deviations in both models might
be due to competing processes, owing to the fact that the
Keldysh parameter in our experiment is of order 1.
In principle, optical field emission is extremely sensi-
tive to the electric field of the laser pulse. Because of
the exponential in equation (1), optical tunnel emission
was the prominent process envisioned to enable a direct
measurement of carrier-envelope effects [16]. Although
nowadays several sensors for the CE phase of ultrashort
laser pulses exist [17, 18, 19], none of these advances
the quest to obtain direct CE phase locking of the laser.
Miniaturized, a detector like the one used in this work
could be used as such a system, with the observable be-
ing a modulation in the emission current depending on
φ. Fig. 4 shows the modulation depth [minimum current
(as function of φ) subtracted from maximum current di-
vided by the sum] as a function of pulse energy and DC
field for a two-cycle pulse. The largest modulation depth
(21%) lies close to the origin and stays on that order of
magnitude on a ridge that runs under a small angle to
the fluence axis.
FIG. 5: (Color online). Modulation depth as a function of
DC field and fluence for different pulse durations.
Fig. 5 displays the modulation depths for laser pulses
with different pulse durations. 3D plots for each pulse
duration show similar behaviors to the one shown in
Fig. 4. We find that for a three cycle pulse the carrier-
envelope phase modulates the emission current by no
more than 0.1 %. In contrast, a time-independent Fowler-
Nordheim calculation yields an almost one order of mag-
nitude larger modulation depth. We have studied the
problem experimentally by locking the carrier envelope
frequency of our laser using an f-2f interferometer [20]
and looking for a signal at the carrier envelope frequency
in the emitted electron current. With this method, we
find that the modulation depth is indeed smaller than
∼ 0.1 % for a three cycle laser pulse and so confirm the re-
sults of the time-dependent calculation. The discrepancy
between the time-dependent and the time-independent
calculation presumably stems from the fact that the bar-
rier modulation timescale is not much longer than the
electronic timescales within the metal. We conclude that
a field emitter based sensor is less suitable than initially
expected [16]. However, based on the simulation results,
4we believe that for pulses shorter than ∼ 2 optical pe-
riods a field emitter based system will represent a good
carrier envelope phase detector. Future work will seek to
provide experimental confirmation.
In optical field emission, individual laser cycles are ex-
pected to be resolved. In fact, in the simulation we ob-
serve sub-laser-cycle electron pulses for a wide range of
parameters (inset in Fig. 3). For our experimental con-
ditions, this corresponds to electron emission times of
around 660 as. Because CE phase stabilized lasers have
been shown to possess a timing jitter of down to 40 as
[21, 22], the timing jitter of the electron emission lies
well in the attosecond domain. Evidently, a finite ini-
tial energy spread and Coulomb repulsion will lead to
a loss of timing accuracy. Fast acceleration of the elec-
trons to energies & 100 keV, a limitation to one electron
per pulse [5], and laser-induced dispersion control will
mitigate these effects. An electron source with such a
high time-resolution would be extremely desirable for fu-
ture laser accelerators, in which the commonly used mi-
crowave acceleration field will be replaced by an optical
frequency electric field [7], and photonic crystal waveg-
uides will take the place of microwave cavities [23, 24].
Additionally, time-resolved imaging of biological, chem-
ical and solid state processes with faster and brighter
electron sources will push forward knowledge in each re-
spective field [2, 3, 4].
We would like to thank Steve Harris’s group and Men-
loSystems for lending us equipment and Phil Bucksbaum
for discussions. This work was supported by grants from
the ARO MURI program and by the Humboldt Founda-
tion (P.H.).
[1] V. Ayvazyan, N. Baboi, I. Bohnet, R. Brinkmann,
M. Castellano, P. Castro, L. Catani, S. Choroba,
A. Cianchi, M. Dohlus, H. T. Edwards, B. Faatz, A. A.
Fateev, J. Feldhaus, K. Flottmann, A. Gamp, T. Garvey,
H. Genz, C. Gerth, V. Gretchko, B. Grigoryan, U. Hahn,
C. Hessler, K. Honkavaara, M. Huning, R. Ischebeck,
M. Jablonka, T. Kamps, M. Korfer, M. Krassilnikov,
J. Krzywinski, M. Liepe, A. Liero, T. Limberg, H. Loos,
M. Luong, C. Magne, J. Menzel, P. Michelato, M. Minty,
U. C. Muller, D. Nolle, A. Novokhatski, C. Pagani,
F. Peters, J. Pfluger, P. Piot, L. Plucinski, K. Rehlich,
I. Reyzl, A. Richter, J. Rossbach, E. L. Saldin, W. Sand-
ner, H. Schlarb, G. Schmidt, P. Schmuser, J. R. Schnei-
der, E. A. Schneidmiller, H. J. Schreiber, S. Schreiber,
D. Sertore, S. Setzer, S. Simrock, R. Sobierajski, B. Sonn-
tag, B. Steeg, F. Stephan, K. P. Sytchev, K. Tiedtke,
M. Tonutti, R. Treusch, D. Trines, D. Turke, V. Verzilov,
R. Wanzenberg, T. Weiland, H. Weise, M. Wendt, I. Will,
S. Wolff, K. Wittenburg, M. V. Yurkov, and K. Zapfe,
Phys. Rev. Lett. 88, 104802 (2002).
[2] M. Merano, S. Sonderegger, A. Crottini, S. Collin,
P. Renucci, E. Pelucchi, A. Malko, M. H. Baier,
E. Kapon, B. Deveaud, and J.-D. Ganie`re, Nature 438,
479 (2005).
[3] B. J. Siwick, J. R. Dwyer, R. E. Jordan, and R. J. D.
Miller, Science 302, 1382 (2003).
[4] H. Ihee, V. A. Lobastov, U. M. Gomez, B. M. Goodson,
R. Srinivasan, C.-Y. Ruan, and A. H. Zewail, Science
291, 458 (2001).
[5] V. A. Lobastov, R. Srinivasan, and A. H. Zewail, Proc.
Nat. Acad. Sci. USA 102, 7069 (2005).
[6] H. Niikura, F. Le´ga´re, R. Hasbani, A. D. Bandrauk,
M. Y. Ivanov, D. M. Villeneuve, and P. B. Corkum, Na-
ture 417, 917 (2002).
[7] T. Plettner, R. L. Byer, E. Colby, B. Cowan, C. M. S.
Sears, J. E. Spencer, and R. H. Siemann, Phys. Rev. Lett.
95, 134801 (2005).
[8] W. E. King, G. H. Campbell, A. Frank, B. Reed, J. F.
Schmerge, B. J. Siwick, B. C. Stuart, and P. M. Weber,
J. Appl. Phys. 97, 111101 (2005).
[9] P. Hommelhoff, Y. Sortais, A. Aghajani-Talesh, and
M. A. Kasevich, Phys. Rev. Lett. 96, 077401 (2006).
[10] T. Brabec and F. Krausz, Rev. Mod. Phys. 72, 545
(2000).
[11] M. Y. Shverdin, D. R. Walker, D. D. Yavuz, G. Y. Yin,
and S. E. Harris, Phys. Rev. Lett. 94, 033904 (2005).
[12] See, for example, V. T. Binh, N. Garcia, and S. T. Pur-
cell, Adv. Imag. Elect. Phys. 95, 63 (1996).
[13] Y. C. Martin, H. F. Hamann, and H. K. Wickramasinghe,
J. Appl. Phys. 89, 5774 (2001).
[14] D. M. Riffe, X. Y. Wang, M. C. Downer, D. L. Fisher,
T. Tajima, and J. L. Erskine, J. Opt. Soc. Am. B 10,
1424 (1993).
[15] T. Ohwaki, H. Ishida, and A. Liebsch, Phys. Rev. B 68,
155422 (2003).
[16] L. Xu, C. Spielmann, A. Poppe, T. Brabec, F. Krausz,
and T. W. Ha¨nsch, Optics Lett. 21, 2008 (1996).
[17] G. G. Paulus, F. Lindner, H. Walther, A. Baltus˘ka,
E. Goulielmakis, M. Lezius, and F. Krausz,
Phys. Rev. Lett. 91, 253004 (2003).
[18] A. Apolonski, P. Dombi, G. G. Paulus, M. Kake-
hata, R. Holzwarth, T. Udem, C. Lemell, K. Tor-
izuka, J. Burgdo¨rfer, T. W. Ha¨nsch, and F. Krausz,
Phys. Rev. Lett. 92, 073902 (2004).
[19] T. M. Fortier, P. A. Roos, D. J. Jones, S. T. Cundiff,
R. D. R. Bhat, and J. E. Sipe, Phys. Rev. Lett. 92,
147403 (2004).
[20] R. Holzwarth, T. Udem, T. W. Ha¨nsch, J. C. Knight,
W. J. Wadsworth, and P. S. J. Russell, Phys. Rev. Lett.
85, 2264 (2000).
[21] T. Fuji, J. Rauschenberger, A. Apolonski, V. S. Yakovlev,
G. Tempea, T. Udem, C. Gohle, T. W. Ha¨nsch, W. Lehn-
ert, M. Scherer, and F. Krausz, Optics Lett. 30, 332
(2005).
[22] O. D. Mu¨cke, R. Ell, A. Winter, J. W. Kim, J. R. Birge,
L. Matos, and F. X. Ka¨rtner, Optics Expr. 13, 5163
(2005).
[23] X. E. Lin, Phys. Rev. ST AB 4, 051301 (2001).
[24] B. M. Cowan, Phys. Rev. ST AB 6, 101301 (2003).
