Multivariate regression models are widely used in various fields such as biology and finance. In this paper, we focus on two key challenges: (a) When should we favor a multivariate model over a series of univariate models; (b) If the numbers of responses and predictors are allowed to greatly exceed the sample size, how to reduce the computational cost and provide precise estimation. The proposed method, Interaction Pursuit Biconvex Optimization (IPBO), explores the regression relationship allowing the predictors and responses derived from different multivariate normal distributions with general covariance matrices. In practice, the correlation structures within are complex and interact on each other based on the regression function. The proposed method solves this problem by building a structured sparsity penalty to encourages the shared structure between the network and the regression coefficients. We prove theoretical results under interpretable conditions, and provide an efficient algorithm to compute the estimator. Simulation studies and real data examples compare the proposed method with several existing methods, indicating that IPBO works well.
Introduction
Many large-scale statistical applications involve building interpretable models, linking a large set of predictors to a number of responses, such as protein-DNA associations (Zamdborg and Ma, 2009 ), brain activity predictions (Liu et al., 2015) and stock market associations (Liao et al., 2008) . Multivariate regression models have been applied to this kind of task, to find which features are important for determining the responses and to capture the complex structures within the responses. In practice, if we allow both numbers of predictors and responses larger than the number of observations, responses always depend on small fractions of predictors. The correlations between responses could be affected by the inner structures of the predictors and that of the noise matrix, as well as the overlap of fractions of predictors in regression function, making it hard to achieve a good estimate.
Reviewing the literature, since the conditional dependence can capture the direct link between two variables when other variables are conditioned on, many researchers introduce the Gaussian graphical models and estimate the corresponding precision matrix to explore the relationship within variables (Yuan and Lin, 2007; Cai et al., 2011) . To identify the multivariate regression models, some literature uses a joint regularization penalty for both the regression coefficients and the precision matrix of noises, and solve them iteratively, rendering the heavy computational cost (Yin and Li, 2011; Rothman et al., 2010) . Marchetti-Bowick et al. (2019) proposed to regress the eQTL mapping and genes incorporating a Gaussian graphical model over the latter. The defined inversecovariance-fused lasso procedure is difficult to solve for a large set of variables too, for the fused penalty leads to a quadratic programming problem (Tibshirani and Wang, 2007) . Some literature considers an uncorrelation structure and calibrates regularization for each regression with respect to its noise level (Liu et al., 2015) . The reduced-rank regression is another effective approach in the multivariate models where the dimension reduction is achieved by constraining the coefficient matrix to have low-rank (Bunea et al., 2007; Chen and Huang, 2012; Mukherjee et al., 2015; Chen et al., 2013; Li and Zhang, 2017) . The structure among multi-response interaction models is also discussed by Cai et al. (2013 Cai et al. ( , 2016 , Molstad and Rothman (2016) and Zou et al. (2017) .
Although recent work dedicated to the multivariate models, there's still a gap of our understanding that most of the previous research either focused on the graph estimation of noises (Yin and Li, 2011; Rothman et al., 2010; Cai et al., 2013 Cai et al., , 2016 or the model is assumed to have some specific format, i.e. block-structured regularization (Obozinski et al., 2011) , uncorrelation structure for the noise matrix (Liu et al., 2015) . Yet, in many real applications of multivariate models, the structure within responses is not only affected by the correlation of the noises, but also affected by the regression function acting on the predictors, and the correlation within predictors as well.
This paper considers a study where allows both predictors and responses to have their complex structures. To be specific, responses are distributed based on the distributions of noise terms, predictors and the coefficient matrix, furthermore, each response is allowed to link with different fractions of predictors. Our aim is to identify the correct model under this complex environment. The interactions in both predictors and responses affect each other directly hence the information of the related precision matrices is useful and should not be ignored. Also, the computational cost should be concerned. We present a new procedure, called Interaction Pursuit Biconvex Optimization (IPBO), to address these needs. A key characteristic of IPBO sorting out the above problems is to use the Laplacian quadratic associated with the graph information to promote smoothness among coefficients associated with the correlated predictors and the correlated responses.
Another characteristic of IPBO is that this method explores the graph information directly from the responses and predictors, not from the noises. The reason is twofold:
First, the knowledge of noises is hard to figure out in practice. An iterative algorithm may approximate the estimator (Rothman et al., 2010) , still resulting in computational burden. Second, the graph estimation of the noises doesn't capture any patterns sharing with the regression matrix, since it only encodes the structure in responses that cannot be explained by predictors (Marchetti-Bowick et al., 2019) . We shall discuss the merits of this method and give a more detailed comparison in the next section.
We organize the rest of the paper as follows. Section 2 introduces the method for X with the uncorrelation structure and the general structure. Section 3 shows the coefficient matrix estimator and related theoretical properties. The simulations and application in Section 4 and Section 5 analyse the performance of IPBO and compare it with several existing methods. We conclude in Section 6. Technique details are provided in the Supplementary Material.
Methods
Considering a multivariate regression problem:
where Y, E ∈ R n×q are matrices of responses and noises, X ∈ R n×p is a covariate matrix and B = (β jk ) p×q is a matrix of regression coefficients. We note that the dimension of p and q are allowed to greatly exceed the sample size, i.e. they are allowed to grow at an exponential rate in sample size. For notational simplicity, we do not index them with n. Assume X be the random samples of a multivariate normal distribution N p (0, Σ) and E be the random samples of N q (0, Λ), then we obtain the structure of Y : Y is the random samples of a multivariate normal distribution that Y |X ∼ N q (XB, Λ) and Y ∼ N q (0, Θ −1 ) where Θ −1 = Λ + B T ΣB and Θ = (θ kk ) q×q is set to be the precision matrix (inverse covariance) of Y .
Uncorrelation structure for X
We first introduce a less complex structure that the predictors are uncorrelated. It can be seen as a special case for the complete version of IPBO showed in the next section.
Since we always normalize the predictors, we can simply assume that X ∼ N p (0, I), then based on the multivariate regression model, we have
Let B j· be the transposition of the jth row of B. Given n i.i.d.observations of X and Y , we define the estimatorB andΘ by solving following biconvex optimization:
where i) the first term Y −XB 2 F /n is the regression loss; ii) the second term tr(Y T Y Θ)/n − log det(Θ) is the inverse covariance loss which is derived from the marginal log likelihood of y; iii) the third term B 1 and the fourth term Θ 1 are l 1 regularization functions while λ 1 , λ 2 are tuning parameters; iv) the final term γ p j=1 B T j· ΓB j· is a Laplacian quadratic penalty and Γ is the Laplacian matrix, a symmetric matrix representation of a graph. For j = 1, . . . , p, this penalty satisfies
whereθ kk is the element of the estimated precision matrix. Above equality holds since the Laplacian matrix Γ is defined by
where A = {a kk } q×q called the adjacency matrix, and D = diag(d 1 , ..., d q ) with d k = q k =1 |a kk |. The proposed method conducts the adjacency matrix by the estimated precision matrix that A =Θ to encourage smoothness among the coefficients of the closely related responses.
This function also can be used when X are assumed to be fixed, which could associate with another method, MRCE (Rothman et al., 2010) , applying the graph information from the noise matrix. To show the merits of the proposed procedure, we use MRCE as a contrast:
where Θ 0 denotes the inverse noise covariance matrix. This estimator has the following two drawbacks for many applications:
Computational issue. The algorithm solving MRCE must be iterative with (Y − XB) T (Y −XB)/n updated in every step. As criticized by Rothman et al. (2010) , this algorithm may take many iterations to converge for high-dimensional data and the computational cost is heavy. Though the authors proposed an approximate threestage algorithm, the first step estimatesB is obtained by assuming an uncorrelation structure for noises, which is far from the true model. There's no guarantee that the solution of this approximate algorithm would close to the solution of MRCE.
Lack of information. MRCE assumes that the correlation of the response variables arises only from the correlation in the noises. It doesn't consider the effect of the regression function acting on the predictors. Furthermore, this procedure lucks of some structured sparsity penalty to encourage the shared structure between the graph and the regression coefficients.
As a solution to above drawbacks, the second term of (1), tr(Y T Y Θ)/n − log det(Θ), considers the graph information directly from the conditional dependencies of responses, which is quite easier to be obtained than that of noises; the final term of (1),γ p j=1 B T j· ΓB j· , promotes smoothness among the coefficient estimation associated with the linked responses.
In this section, we learn the information of the conditional correlation structure of responses with the knowledge that it is not only related to the distribution of the noise matrix but also affected by the coefficient matrix and its sparsity structure as well. We will make full use of the shared structure information by using the complete version of IPBO, see Section 2.2 for more details. In the meantime, we will introduce in Section 2.3 that our algorithm is simple and stable.
General X
We now define the complete version of the IPBO estimator for allowing both X and Y have high dimensional sparse complex graph structures. More precisely, we allow many predictors and responses are conditionally correlated, both numbers of which are not too much comparing the overall numbers, i.e. less than the sample size. We are interested in how features interact with each other and try to use this graph information to improve the efficiency of the multivariate regression modeling. Assume that
Let Ω and Θ denote the precision matrices of X and Y respectively. We use the penalized negative loglikelihood function g(·) to estimate two matrices, such as,
Let B ·k be the kth column of B and B j· be the transposition of the jth row of B. Given n i.i.d.observations of X and Y , we define the estimatorB,Ω andΘ by solving following optimization:
Comparing to (1), (2) adds the estimation of the precision matrix of X and adds another l 2 penalty γ 2 q k=1 B T ·k Γ 2 B ·k to encourage similarity between the coefficient estimation of the conditional correlated predictors. The Laplacian matrices, Γ 1 and Γ 2 , are conducted by the estimated inverse covariance of Y and X respectively. Throughout the paper, the penalized likelihood method for estimating the precision matrix in the Gaussian graphical model was proposed by Yuan and Lin (2007) . Friedman et al. (2008) developed a fast and stable algorithm called graphical Lasso, which solves a 1000-node problem (∼500,000 parameters) in a minute. Further, Ravikumar et al. (2011) analysed its performance under high-dimensional scaling.
Computational Algorithm and Solution
Set the objective as
We present a two-stage approximate algorithm for solving IPBO:
Two-stage Algorithm
Step 1: InitializeB (0) = 0, seek the minimizerΘ andΩ of
Step 2:
The first step gives the estimations of both Gaussian graphical models for the predictors and the responses respectively. Unlike the estimation of the precision matrix of noises, the former does not need iteration. The second step, estimatingB given Γ 1 and Γ 2 where the graph information is introduced fully by both Laplacian penalties, does not need iteration too.
As a contrast, we present a iterative algorithm which considers the aboveΘ,Ω andB as the initial estimation and adds Step 3 as following:
Step 3: Repeat the following step until convergence: GivenB (m) , seek the minimizer
and seek the minimizerB (m+1) of
Based on the theoretical discussion, both γ 1 and γ 2 are restricted to take small values, hence we have found in simulations that the difference between two algorithms is typically small. During simulations and empirical results, we use the two-stage approximate algorithm to solve the estimator.
To go beyond the basics, we turn to write the fit and solutions of this two-stage algorithm of IPBO. GivenΩ = (ω jj ) p×p andΘ = (θ kk ) q×q , the optimization (3) is strictly convex and the derivation of Laplacian penalties are
where X j and Y k represent the jth and kth column of X and Y , respectively. According to the Karush-Kuhn-Tucker (KKT) optimality conditions, forβ jk = 0, we have
More specifically, above equality can be written as
If the jth predictor is found to be conditional correlated with other predictors, unlike the l 2 smooth penalty doing the shrinkage equally, the estimated precision matrix produces the conditional correlation differentially and precisely. It directly affects the associated coefficient estimates, as found on the second term of right-hand side of (4). The estimated precision matrix of predictors has the same effect on the coefficient estimate, see the last term of right-hand side of (4).
Theoretical Result
Consider the dimensionalities that the number of predictors p = O(e n c 1 ) and the number of and similar definition on Θ. This is a natural requirement for the Gaussian graphical model (Ravikumar et al., 2011) , and we require that the estimated precision matrices have the same maximum degree too. The following condition is needed for establishing the rate of convergence.
Condition 1. Restricted eigenvalue condition: There exists a positive constant τ min that
and B = {∆ ∈ R p and |A| < n : ∆ A c 1 7 ∆ A }.
Remark 1. Restricted eigenvalue condition requires the lower bound of the eigenvalues of X T X/n associated with the support. This condition is widely used to bound the l 2error between β and the estimate in the uni-response regression models (Bickel et al., 2009; Meinshausen and Yu, 2009) , and is the only condition for IPBO obtaining the error bound.
Theorem 1. Suppose Condition 1 holds. Set λ 1 = K 1 log p/n and assume K 2 max(γ 1 , γ 2 ) max j,k {|β jk |} λ 1 where 0 < K 1 , K 2 < ∞. There exist positive constants c < min{c 1 , c 2 } and K that with probability at least 1 − o(e −n c ) we have
Remark 2. γ 1 and γ 2 are restricted to take small values comparing with λ 1 . That's natural because large γ 1 and γ 2 would make the smooth penalties become prevalent and the estimates will be hard to set to zero.
Remark 3. Since both smoothing penalties add extra uncontrollable elements in the error bound, the theoretical advantages of these penalties may not be very prominent.
The error bound of IPBO is roughly comparable with that of the Lasso.
The following condition is needed for recovering the true underlying sparse model.
Condition 2. Irrepresentable condition: Let C S k = X T S k X S k /n and C S c k = X T S c k X S k /n. There exists a fixed parameter η ∈ (0, 1) such that for k = 1, . . . , q,
and forT = Σ ⊗ Σ and T = Θ −1 ⊗ Θ −1 with ⊗ denoting the Kronecker matrix product,
Remark 4. Irrepresentable condition is well known from previous work on the variable selection consistency of the Lasso and the graphical Lasso (Zhao and Yu, 2006; Ravikumar et al., 2011) . The proposed procedures and the algorithms minimize both the squared error loss and the loglikelihood loss regularized with the l 1 penalty, hence this condition is needed for the theoretical support.
Though there are some other selection penalties for penalized likelihood function and penalized linear function which may not require the irrepresentable condition, we found in simulations and empirical experiences that the l 1 penalty is more stable and often outperforms others in dealing with complex correlated datasets.
Theorem 2. Suppose Condition 1-2 hold. If λ 1 = K 1 log p/n, K 3 λ 1 min j,k∈S {|β jk |} and K 2 max(γ 1 , γ 2 ) max j,k {|β jk |} λ 1 where 0 < K 1 , K 2 , K 3 < ∞, then with 0 < c < min{c 1 , c 2 } the following event holds:
Simulations
In this section, we present the performance of the proposed methods from six simulation examples, comparing with MRCE (Rothman et al., 2010) , GFlasso (Chen et al., 2010) and the l 1 /l 2 regularization (Obozinski et al., 2010 (Obozinski et al., , 2011 . In what follows, we write l 21 short for the l 1 /l 2 regularization. Let SIPBO (Short for Simplified IPBO) be the abbreviation of the proposed method with only one smoothness penalty on the coefficient estimation and one graph estimation on the responses; IPBO be the abbreviation of the complete version of the proposed method including two smoothness penalties on the coefficient estimation and two graph estimations on the responses and predictors respectively.
Within each example, we fix the sample size n = 100 and vary the dimensionalities We apply the two-stage algorithm (3) to solve SIPBO and IPBO. For the first stage that estimating the graphs, we use 5-fold cross-validation to choose λ 2 and λ 3 . Then, for the second stage with fixedΘ andΩ, we use the BIC criterion to choose turning parameters λ 1 , γ 1 and γ 2 :
and |S k | is the cardinality of set S k . λ 1 , γ 1 and γ 2 are selected by minimizing BIC(λ 1 , γ 1 , γ 2 ). The average of each measure is presented base on 100 simulations. Table 1 -2, we can see that both SIPBO and IPBO nearly uniformly outperform other methods in both l 2 error and MSE. SIPBO nearly performs best in Example 1 -3, which construct the correlation structures either in the predictors or in the responses. Besides, Example 1 -2 construct the structures containing relevant and irrelevant predictors while Example 3 constructs the correlation structure only in the relevant predictors. We are interested in how much interference the estimates may get from the irrelevant predictors which are correlated with the relevant predictors. As we can see, both SIPBO and IPBO are not affected much as their performances in Example 1 -3 behave similarly. Example 4 -6 considers more complex scenarios that both predictors and the responses have correlation structures. Furthermore, Example 6 considers the case that the nonzero coefficients are randomly assigned. In these cases, IPBO nearly performs the best, followed by the SIPBO.
As shown in

Analysis of Financial Datasets
In this section, we evaluate the performance of IPBO to analyse the index tracking problem. In economics and finance, an index is a measure to track markets or economic health.
We provide here a brief description of index tracking: it is a popular passive portfolio management strategies in fund management and aims to replicate the movement of a financial index using a small set of financial assets, e.g. stocks. To reduce the transactional cost, a good passive portfolio strategy would match the performance of index as closely as possible with the asset portfolio within as few stocks as possible. Linear regression model is widely used in the stock market, i.e. , , Yang and Wu (2016) , Fan et al. (2012) , Benidis et al. (2018) . The proposed method is appropriate for We consider 37 rolling periods and divide each period into training (= 100 days) and testing (= 20 days) parts.
Example 1.
In this example, we track four types of prices of Dow Jones Industrial Average, i.e. closing price, high price, low price and opening price, and use the 30 constituent stocks with their four prices as predictors. A multivariate regression model is constructed with four responses and 120 predictors, hopefully resulting in a precise estimation that each index price would find a fraction of predictors consisting of the exact price type of constituent stocks.
We apply the two-stage algorithm (3) to solve IPBO and use 5-fold cross-validation to select the tuning parameters in the first step. In the second step, we do not use the validation or cross-validation approach to select the tuning parameters; instead, we choose the tuning parameters such that the number of the selected predictors is 10. Results are shown in Figure 1 , where the columns and rows represent the four price types of index and that of constituent stocks respectively. The color denotes the average degree over 37 periods that the proportion of nonzero elements selected from each price type. As shown in Figure 1 , every diagonal element has the largest proportion, which means for each response its fraction of predictors mostly comes from the matched price type.
Example 2.
In this example, we track four indices, i.e. S&P500, NASDAQ-100 (NDX), Dow Jones represents the closing price of four indices and x jt represents the closing price of the jth constituent stock. We describe the relationship between x jt and y kt by the multivariate regression model that for k = 1, . . . , 4,
β jk x jt + e kt . Figure 2 and Table 3 show the estimated covariance of all the constituent stocks and the sample correlations of the indices respectively.
We use the Annual Tracking Error (ATE) and the Magnitude of the Daily Tracking Error (MDTE) to be the measurements. Both are standard measures used in the financial industry to assess the performance of tracking. Set daily return rate r t = (y t − y t−1 )/y t−1 and error t = r t −r t . We have ATE = √ 252 (error t − mean(error)) 2 T − 1 and MDTE = error 2 t T − 1 .
Four methods are compared, i.e. IPBO, MRCE, Gflasso and l 21 . We do not use the validation or cross-validation approach to select the tuning parameter; instead, we choose the tuning parameter for each method such that the number of selected stocks is 40.
The forecasting results are presented in Figure 3 , Figure 4 and Figure 5 . As shown in Figure 3 and Figure 4 , IPBO uniformly outperform other methods in both mean values and deviations, i.e. its predicted ATE are nearly between 3%-5% and its predicted MDTE are 6‱-8‱ while other methods are greater than 6% and 9‱. In Figure 5 , IPBO is closest to the benchmark and other methods have large fluctuations. 
Summary
We study the multivariate regression models and propose an efficient method called Interaction Pursuit Biconvex Optimization (IPBO). We assume that both predictors and responses are derived from different multivariate normal distributions with general covariance matrices, while correlation structures within are always complex and interact on each other based on the regression function. The proposed method uses the Laplacian quadratic associated with the graph information to improve estimation efficiency by promoting smoothness among the coefficients between the linked variables. We compare this method with several existing methods, showing that capturing the graph information from responses instead of from noises has advantages on both estimation and computational efficiency.
This paper focuses on building the structured sparsity penalty to encourages the shared structure between the network and the regression coefficients. It would be interesting to extend the structured sparsity penalty to other forms of adjacency measure which have been successfully used in network analysis (Huang et al., 2011) . It would be also interesting to extend the setting to more complicated settings, such as heavy-tailed noise, influential observations.
