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THE MINIMUM PRINCIPLE FOR CONVEX SUBEQUATIONS
JULIUS ROSS AND DAVID WITT NYSTRO¨M
Abstract. A subequation on an open subset X ⊂ Rn is a subset F of the
space of 2-jets on X with certain properties. A smooth function is said to be F -
subharmonic if all of its 2-jets lie in F , and using the viscosity technique one can
extend the notion of F -subharmonicity to any upper-semicontinuous function.
Let P denote the subequation consisting of those 2-jets whose Hessian part is
semipositive.
We introduce a notion of product subequation F#P on X×Rm and prove,
under suitable hypotheses, that if F is convex and f(x, y) is F#P-subharmonic
then the marginal function
g(x) := inf
y
f(x, y)
is F -subharmonic.
This generalises the classical statement that the marginal function of a
convex function is again convex. We also prove a complex version of this result
that generalises the Kiselman minimum principle for the marginal function of
a plurisubharmonic function.
Contents
1. Introduction 1
2. F-subharmonic Functions 5
3. Products of Primitive Subequations 10
4. Examples 17
5. Approximations 20
6. Reductions 25
7. The Minimum Principle in the Real Convex Case 30
8. The Minimum Principle in the Complex Convex Case 37
Appendix A. Associativity of products 44
Appendix B. Products of gradient-independent Subequations 45
1. Introduction
Although the maximum of two convex functions is always convex, the same is
not normally true for the minimum. However there is a minimum principle for
convex functions that states that if f(x, y) is a function that is convex in two real
variables then its marginal function
g(x) := inf
y
f(x, y)
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is again convex. This fundamental property is used throughout the study of convex
functions, in particular when considering convex optimisation problems. In fact,
since a function is convex if and only if its epigraph is a convex set, this minimum
principle can be viewed as precisely the statement that the linear projection of a
convex set is again convex.
In the complex case, convexity is replaced with the property of being plurisub-
hamonic, and then the statement becomes that if f(z, w) is a plurisubharmonic
function of two complex variables that is independent of the argument of w then
the marginal function g(z) = infw f(z, w) is again plurisubharmonic. This mini-
mum principle is due to Kiselman, and is a key tool in pluripotential theory.
*
Both convexity and plurisubharmonicity can be hugely generalised using the
technique of viscosity subsolutions. To explain this elegant idea, consider the real
case of convex functions (the complex case being completely analogous). If g :
X → R is a smooth function on an open X ⊂ Rn, local convexity of g is equivalent
to the statement that for all x ∈ X the Hessian Hessx(g) is contained in the set
of semipositive matrices. If g : X → R ∪ {−∞} is merely upper-semicontinuous,
then being locally convex is equivalent to the statement that for any smooth “test-
function” φ that touches g from above at x ∈ X (Figure 1) it holds that Hessx φ is
semipositive.
g φ
x
Figure 1. The function φ touching g from above at x
Now, we are free to replace the cone of semipositive matrices with any other
subset F of symmetric matrices, and in doing we can define what it means to be
F -subharmonic in precisely the same way. In fact if instead of using the Hessian
we instead use the full 2-jet, we can take F to be any subset of the space of 2-jets.
To have a useful theory we need to make some mild assumptions on F .
Definition. Let X ⊂ Rn be open and F be a subset of the space
J2(X) = X × R× Rn × Sym2n
of 2-jets on X . We say that F is a primitive subequation if
(1) F is closed.
(2) If (x, r, p, A) ∈ F and P is semipositive then (x, r, p, A+ P ) ∈ F .
Somewhat surprisingly, even at this level of generality the space of F -subharmonic
functions has many properties in common with convex and plurisubharmonic func-
tions. In this paper we define and prove a minimum principle in this setting.
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*
For a precise statement, suppose that F ⊂ J2(X) is a primitive subequation and
let
P = {(x, r, p, A) ∈ J2(Rm) : A is semipositive}
be the set of 2-jets whose Hessian part is semipositive. We will define a new
primitive subequation
F#P ⊂ J2(X × Rm)
in such as way that an F#P-subharmonic function is an upper-semicontinuous
f : X × Rm → R ∪ {−∞}
whose restriction to any non-vertical slice is F -subharmonic, and whose restriction
to any vertical slice is P-subharmonic. That is, f is F#P-subharmonic if and only
if
(i) For each Γ ∈ Hom(Rn,Rm) and y0 ∈ Rm the function
x 7→ f(x, y0 + Γx)
is F -subharmonic, and
(ii) For each fixed x0 the function y 7→ f(x0, y) is P-subharmonic (i.e. locally
convex).
We say that a subset Ω ⊂ X is F -pseudoconvex if Ω admits a continuous and
exhaustive F -subharmonic function.
Definition. Let π : X × Rm → X denote the natural projection. We say that a
primitive subequation F ⊂ J2(X) satisfies the minimum principle if the following
holds:
Suppose Ω ⊂ X×Rm is an F#P-pseudoconvex domain such that that the slices
Ωx := {y ∈ Rm : (x, y) ∈ Ω}
are connected for each x ∈ X . Then π(Ω) is F -pseudoconvex, and for any F#P-
subharmonic function f on Ω, the marginal function
g(x) := inf
y∈Ωx
f(x, y)
is F -subharmonic on π(Ω).
In the complex case we take X ⊂ Cn, and F ⊂ J2,C(X) a complex primitive
subequation (i.e. a subset of the space of complex 2-jets on X with the same proper-
ties as above). Denote by PC ⊂ J2,C(Cm) the set of complex 2-jets whose complex
Hessian is semipositive. We then make an analogous definition of product F#CPC
in which we require the Γ above to lie in Hom(Cn,Cm). The complex version of
the minimum principle is similar, but we require both Ω ⊂ X × Cm and f to be
independent of the argument of the second variable.
Definition. Let π : X × Cm → X denote the natural projection. We say that a
complex primitive subequation F ⊂ J2,C(X) satisfies the minimum principle if the
following holds:
Suppose Ω ⊂ X × Rm is an F#PC-pseudoconvex domain such that that the
slices Ωz are connected for each z ∈ X and are independent of the argument of the
second variable. Then π(Ω) is F -pseudoconvex, and for any F#PC-subharmonic
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function f on Ω that is independent of the argument of the second variable, the
marginal function
g(w) := inf
w∈Ωz
f(z, w)
is F -subharmonic on π(Ω).
We conjecture that the minimum principle holds for a wide-class of primitive
subequations F , and in this paper we prove this in complete generality for constant-
coefficient convex primitive equations that have one additional (mild) property.
Definition. We say that F ⊂ J2(X) has the Negativity Property if
(x, r, p, A) ∈ F and r′ < r ⇒ (x, r′, p, A) ∈ F.
We say that F is constant coefficient if for all x, x′ ∈ X we have
(x, r, p, A) ∈ F ⇔ (x′, r, p, A) ∈ F,
and F is convex if the fibre Fx = {(r, p, A) : (x, r, p, A) ∈ F} is convex for each
x ∈ X .
Main Theorem (Minimum Principle in the Convex Case). Let X ⊂ Rn be open
and F ⊂ J2(X) be a real or complex primitive subequation such that
(1) F satisfies the Negativity Property,
(2) F is convex,
(3) F is constant coefficient.
Then F satisfies the minimum principle.
It is not hard to check that PRn#PRm = PRn+m (and similarly in the complex
case). So when F = PRn , the above Theorem reduces to the classical statement
that the marginal function of a convex function is again convex. Similarly when
F = PC
Cn
we get precisely the Kiselman minimum principle.
The strategy of proof is as follows. Suppose first that f is F#P-subharmonic
and smooth, and also that for each x the minimum of {f(x, y) : y ∈ Ωx} is attained
at some point y = γ(x). Assume also that γ is sufficiently smooth. Then a direct
calculation, using the Chain Rule, allows one to express the 2-jet of the marginal
function g in terms of the 2-jet of the function f . And from this it becomes clear
that f being F#P-subharmonic implies that g is F -subharmonic. The minimum
principle for general f is then reduced to this case through a number of approxi-
mations, the most significant being that since F is assumed to be convex one can
perform an integral mollification to eventually reduce to the case that f is smooth.
One difference between the minimum principle we prove here and the classical
case is that being convex (resp. plurisubharmonic) can be tested by restricting to
lines (resp. complex lines), so it is essentially enough to assume that X is one di-
mensional (i.e. that n = 1). For F -subharmonic functions we do not have this tool
at our disposal. However we will see that we can reduce to the case that the second
variable lies in a one dimensional space (i.e. that m = 1) which turns out to be
crucial for the argument we give.
Notice that the convexity of F is used only in the approximation part of the
above argument (namely that the mollification of an F -subharmonic function re-
mains F -subharmonic)s. For this reason it seems to the authors that this convexity
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is a facet of the proof rather than an essential feature. In a sequel to this paper we
will take up the minimum principle again for non-convex subequations.
Comparison with other work: The viscosity technique arose in the study of
fully non-linear degenerate second-order differential equations, as pioneered by the
work of Caffarelli–Nirenberg–Spruck [2] and Lions–Crandall–Ishii (see the User’s
guide [4] and references therein). We use here the point of view taken by Harvey-
Lawson [12, 13, 14] that replaces non-linear operators with certain subsets of the
space of 2-jets, which is in the same spirit as earlier work of Krylov [21].
The minimum principle for convex functions is such a basic property that its
origin appears to be time immemorial. The minimum principle for plurisubhar-
monic functions was discovered by Kiselman [18, 19], and is often referred to as the
Kiselman minimum principle. This minimum principle is a tool used throughout
pluripotential theory, and is known to be intimately connected to singularities of
plurisubharmonic functions [7, 16, 18] as well as the complex Homogeneous Monge-
Ampe`re Equation (see for instance the work of Darvas-Rubinstein [5], or previous
work of the authors [24]).
A stronger form of minimum principle for convex functions was proved by Prekopa
[23], which has since been extended to the plurisubharmonic setting by Berndtsson
[1] (see also [3]). Other form of minimum principle can be found in [25, 22], and
surveys in [8, 20].
In [6], Darvas-Rubinstein prove the first “non-classical” minimum principle using
the viscosity technique. Their interest was in a particular subequation (that is
constant coefficient and depends only on the Hessian part) related to the study of
Lagrangian graphs. After this work was complete we became aware that a more
general minimum principle, with some similarities to the work developed here,
appeared in a lecture course of Rubinstein. We expect, but have not proved, that
the minimum principle in [6] can be derived from the statement in this paper as
the techniques used are rather similar (in fact both have close similarities with
Kiselman’s proof in [19]).
The authors’ interest in this minimum principle is the desire to extend the con-
nection between planar flows and the complex Homogeneous Monge-Ampe`re Equa-
tion to a more general setting [24]. We plan to take this up in a future work.
Acknowledgements: The authors wish to thank Tristan Collins for conversations
that stimulated this work.
2. F-subharmonic Functions
We first collect properties of F-subharmonic functions from the work of Harvey-
Lawson that we will need. For much more depth, including many interesting ex-
amples, the reader is referred to the original papers [14, 12, 13].
2.1. Real case. Let Mn×m(R) = Hom(R
m,Rn) denote the space of n × m real
matrices, Sym2n ⊂Mn×n(R) denote the real symmetric n× n matrices and
Posn = {A ∈ Sym2n : vtAv ≥ 0 for all v}
denote the symmetric semipositive matrices. Assume X ⊂ Rn is open and let
J2(X) := X × R× Rn × Sym2n
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be the jet-bundle over X , which has fiber over x ∈ X
J2n := R× Rn × Sym2n .
For F ⊂ J2(X) and x ∈ X write
Fx = {(r, p, A) ∈ J2n : (x, r, p, A) ∈ F}.
Definition 2.1 (Subequations). We say that F ⊂ J2(X) is a primitive subequation
if
(1) (Closedness) F is closed.
(2) (Positivity)
(r, p, A) ∈ Fx and P ∈ Posn ⇒ (r, p, A+ P ) ∈ Fx. (1)
We say that F ⊂ J2(X) is a subequation if in addition
(3) (Negativity)
(r, p, A) ∈ Fx and r′ ≤ r ⇒ (r′, p, A) ∈ Fx. (2)
(4) (Topological)
F = Int(F ) and Fx = IntFx. and IntFx = (IntF )x for all x ∈ X (3)
where the bar denotes topological closure.
We say that F is convex if each Fx is convex, i.e. if α1, α2 ∈ Fx and t ∈ [0, 1]
then tα1 + (1− t)α2 ∈ Fx.
Remark 2.2. The majority of the results of this paper hold for primitive sube-
quations that satisfy the Negativity Property. The extra assumption of being a
subequation is important for the Comparison Principle proved in [12, 13].
Example 2.3. Set
PX := X × R× Rn × Posn
which is a convex subequation. By abuse of notation we will simply write P for
PX when X is clear from context.
Definition 2.4. Let F ⊂ J2(X).
(1) We say F is constant coefficient if Fx is independent of x, i.e.
(x, r, p, A) ∈ Fx ⇔ (x′, r, p, A) ∈ Fx′ for all x, x′, r, p, A.
(2) We say F is independent of the gradient part (or gradient-independent) if
each Fx is independent of p, i.e.
(r, p, A) ∈ Fx ⇔ (r, p′, A) ∈ Fx for all x, r, p, p′, A.
(3) We say F depends only on the Hessian part if each Fx is independent of
(r, p), i.e.
(r, p, A) ∈ Fx ⇔ (r′, p′, A) ∈ Fx for all x, r, r′, p, p′, A.
Definition 2.5 (G-Invariance). The group GLn(R) acts on J
2(X) by
g∗(x, r, p, A) := (x, r, gtp, gtAg) for g ∈ GLn(R).
If G is a subgroup of GLn(R) we say F ⊂ J2(X) is G-invariant if g∗α ∈ F for all
α ∈ F and all g ∈ G.
Remark 2.6. Our action of GLn comes from thinking of the jet space using the
cotangent space to X , and is different in convention to that of [13].
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2.2. Complex Subequations. Set
J =
(
0 − Idn
Idn 0
)
∈M2n×2n(R).
IfA ∈M2n×2n(R) commutes with J then making the standard identification C ≃ R2
we think of A as a complex matrix Aˆ ∈Mn×n(C). Explicitly if in block form
A =
(
a c
b d
)
where a, b, c, d ∈Mn×n(R) then A commutes with J if and only if a = d and b = −c,
in which case
Aˆ := a+ ib ∈Mn×n(C).
Observe ÂB = AˆBˆ and Ât = Aˆ∗.
Let Hermn be the set of hermitian n× n complex matrices, and
PosCn := {Aˆ ∈ Hermn : v∗Aˆv ≥ 0 for all v ∈ Cn}
the subset of semipositive hermitian matrices. From the above it easy to check that
if AJ = JA then
A ∈ Sym22n ⇐⇒ Aˆ ∈ Herm(Cn) and
A ∈ Pos2n ⇐⇒ Aˆ ∈ PosCn .
Now for any A ∈M2n×2n(R) the matrix
AC :=
1
2
(A− JAJ)
commutes with J and thus we may think of AC as an element ofMn×n(C). Observe
if A is symmetric then AC is hermitian.
Definition 2.7. Let X ⊂ R2n ≃ Cn be open. We say F ⊂ J2(X) is a complex
subequation if (x, r, v, A) ∈ F if and only if (x, r, v, AC) ∈ F .
So by abuse of notation if F is a complex subequation we may equivalently
consider it as a subset
F ⊂ J2,C(X) := X × R× Cn ×Herm(Cn) =: X × J2,Cn
without any loss of information. The group GLn(C) acts on J
2,C(X) by
g∗(x, r, p, A) = (x, r, g∗p, g∗Ag).
Observe also if F is complex, then having the Positivity property (1) is equivalent
to
(x, r, p, A) ∈ F =⇒ (x, r, p, A+ P ) ∈ F for all P ∈ PosCn .
Example 2.8. Let
PCX := X × R× Cn × PosCn
which is a convex complex subequation. We will write PC for PCX when X is clear
from context.
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2.3. F -subharmonic functions. We again let X be an open subset of Rn.
Definition 2.9 (Upper contact points, Upper contact jets). Let
f : X → R ∪ {−∞}.
We say that x ∈ X is an upper contact point of f if f(x) 6= −∞ and there exists
(p,A) ∈ Rn × Sym2n such that
f(y) ≤ f(x) + p.(y − x) + 1
2
(y − x)tA(y − x) for all y sufficiently near x.
When this holds we refer to (p,A) as an upper contact jet of f at x.
Definition 2.10 (F-subharmonic function). Suppose F ⊂ J2(X). We say that an
upper-semicontinuous function f : X → R ∪ {−∞} is F-subharmonic if
(f(x), p, A) ∈ Fx for all upper contact jets (p,A) of f at x.
We let F (X) denote the set of F -subharmonic functions on X .
Observe that by definition any x such that f(x) = −∞ is not an upper-contact
point, and so the function f ≡ −∞ is trivially F -subharmonic. Clearly being F -
subharmonic is a local condition, by which we mean that if {Xα}α∈A is an open
cover of X then f ∈ F (X) if and only if f ∈ F (Xα) for all α.
Example 2.11 (Convex and Plurisubharmonic). Recall PX = X×R×Rn×Posn.
Then PX(X) consists of locally convex functions onX [13, Example 14.2]. Similarly
if X ⊂ Cn is open then PCX(X) consists of the plurisubharmonic functions on X
[13, p63].
2.4. Basic properties of F -subharmonic functions. The following lists some
of the basic limit properties satisfied by F -subharmonic functions (under very mild
assumptions on F ).
Proposition 2.12. Let F ⊂ J2(X) be closed. Then
(1) (Maximum Property) If f, g ∈ F (X) then max{f, g} ∈ F (X).
(2) (Decreasing Sequences) If fj is decreasing sequence of functions in F (X)
(so fj+1 ≤ fj over X) then f := limj fj is in F (X).
(3) (Uniform limits) If fj is a sequence of functions on F (X) that converge
locally uniformly to f then f ∈ F (X).
(4) (Families locally bounded above) Suppose F ⊂ F (X) is a family of F -
subharmonic functions locally uniformally bounded from above. Then the
upper-semicontinuous regularisation of the supremum
f := sup∗f∈Ff
is in F (X).
(5) If F is constant coefficient and f is F -subharmonic on X and x0 ∈ Rn is
fixed, then the function x 7→ f(x− x0) is F -subharmonic on X − x0.
Proof. See [13, Theorem 2.6] for (1-4). Item (5) is immediate from the definition.

Lemma 2.13 (Limits under perturbations of subequations). Let X be open and
F ⊂ J2(X) be a primitive subequation. For δ > 0 let F δ ⊂ J2(X) be defined by
F δ = {(x, r, p, A) : ∃r′, p′ with (x, r′, p′, A) ∈ F and |r − r′| ≤ δ and ‖p− p′‖ ≤ δ}.
Then
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(1) F δ is a primitive subequation.
(2) If F satisfies the Negativity property then so does F δ.
(3)
⋂
δ>0(F
δ(X)) = F (X).
Proof. That F δ has the Positivity property is immediate from the definition, and
F δ is closed as F is closed giving (1). Statement (2) is also immediate from the
definition. Finally using F is closed,
⋂
δ>0 F
δ
x = Fx, and thus
⋂
δ>0(F
δ(X)) =
F (X). 
2.5. F -subharmonicity in terms of second order jets. It is useful to under-
stand the property of being F -subharmonic in terms of second order jets. To do
so we first discuss what it means to be twice differentiable at a point. Again let
X ⊂ Rn be open.
Definition 2.14 (Twice differentiability at a point). We say that f : X → R is
twice differentiable at x0 ∈ X if there exists a p ∈ Rn and an L ∈ Sym2n such that
for all ǫ > 0 there is a δ > 0 such that for ‖x− x0‖ < δ we have
|f(x)− f(x0)− p.(x− x0)− 1
2
(x− x0)tL(x− x0)| ≤ ǫ‖x− x0‖2. (4)
When f is twice differentiable at x0 then the p, L in (4) are unique, and moreover
in this case f is differentiable at x0 and
p = ∇f |x0 =

∂f
∂x1
∂f
∂x2
...
∂f
∂xn
 |x0 ∈ Rn.
When f is twice differentiable at x0 we shall refer to L as the Hessian of f at x0
and denote it by Hess(f)|x0 . Of course, by Taylor’s Theorem, when f is C2 in a
neighbourhood of x0 then Hessx(f) is the matrix with entries
(Hess(f)x0)ij :=
∂2f
∂xi∂xj
|x0 .
Definition 2.15 (Second order jet). Suppose that f : X → R is twice differentiable
at x0. We denote the second order jet of f at x0 by
J2x0(f) := (f(x0),∇f |x0 ,Hess(f)|x0) ∈ J2n = R× Rn × Sym2n . (5)
The importance of the Positivity property is made apparent by the following that
shows that F -subharmonicity behaves as expected for sufficiently smooth functions.
Lemma 2.16. Let F ⊂ J2(X) satisfy the Positivity assumption (1) and suppose
f : X → R is C2. Then f ∈ F (X) if and only if J2x(f) ∈ Fx for all x ∈ X .
Proof. The reader may easily verify this, or consult [13, Equation 2.4 and Proposi-
tion 2.3]. 
The definition F -subharmonicity given above says that at any upper-contact
point x, with upper-second order jet (p,A), the quadratic function
y 7→ f(y) + p.(x− y) + 1
2
(y − x)tA(y − x)
has second-order jet lying in Fx. The next statement says that this is equivalent to
the more classical “viscosity definition”. Given an upper-semicontinuous f we say
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that φ is a C2-test function touching f from above at x0 if φ ∈ C2 in a neighbourhood
of x0 with φ ≥ f on this neighbourhood and φ(x0) = f(x0).
Lemma 2.17 (Viscosity definition of F -subharmonicity). An upper-semicontinuous
f : X → R ∪ {−∞} is in F (X) if and only if for all x0 ∈ X and test-functions φ
touching f from above at x0 it holds that J
2
x0(φ) ∈ Fx0 .
Proof. See [13, Lemma 2.4]. 
It takes some work to understand how F -subharmonicity interacts with linearity
in the space of functions. However when F is constant-coefficient and convex the
following is true:
Proposition 2.18. [Convex combinations of F -subharmonic functions] Let F be
a constant coefficient convex primitive subequation. Then any convex combination
of F -subharmonic functions is again F -subharmonic.
Proof. This is implied by [11, Theorem 5.1 ] (apply the cited theorem to Fx := λHx
and Gx := (1− λ)Hx for a given λ ∈ [0, 1]) 
2.6. The complex case. Let X ⊂ R2n ≃ Cn be open. If f : X → R is twice
differentiable at a point z ∈ X its complex Hessian is
HessCz (f) =
1
2
(Hess(f)− JHessx(f)J) ∈ Herm(Cn).
When f is sufficiently smooth we have
(HessCz (f))jk = 2
∂2f
∂zj∂zk
|z
where, as usual,
∂
∂zj
=
1
2
(
∂
∂xj
− i ∂
∂yj
)
for zj = xj + iyj.
In terms of the gradient, under the identification R2n ≃ Cn we have
∇f |z =
(
∂f
∂x |z
∂f
∂y |z
)
= 2
∂f
∂z
|z .
Definition 2.19 (Complex 2-jet). The complex 2-jet of f at z ∈ X is
J2,Cz (f) := (f(z), 2
∂f
∂z
|z ,HessCz (f)) ∈ J2,Cz = R× Cn ×Hermn .
So if F ⊂ J2(X) is complex then
J2z (f) ∈ Fz ⇐⇒ J2,Cz (f) ∈ Fz .
3. Products of Primitive Subequations
3.1. Real Products. For Γ ∈ Hom(Rn,Rm) =Mm×n(R) consider
iΓ : R
n → Rn+m iΓ(x) = (x,Γx) (6)
j : Rm → Rn+m j(y) = (0, y). (7)
These induce natural pullback-maps
i∗Γ : J
2
n+m → J2n
j∗ : J2n+m → J2m
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with the following property. If f : Rn+m → R is twice differentiable at (0, 0) ∈
Rn+m and we let
f1(x) := f(x,Γx) for x ∈ Rn
f2(y) := f(0, y) for x ∈ Rm
then f1, f2 are twice differentiable at 0 ∈ Rn and 0 ∈ Rm respectively, and
J20 (f1) = i
∗
ΓJ
2
(0,0)(f) (8)
J20 (f2) = j
∗J2(0,0)(f). (9)
Explicitly suppose
p :=
(
p1
p2
)
∈ Rn+m
and
A :=
(
B C
Ct D
)
∈ Sym2n+m
where the latter is in block form, so B ∈ Sym2n and D ∈ Sym2m. Then
i∗Γ(r, p, A) =
(
r, p1 + Γ
tp2, B + CΓ + Γ
tCt + ΓtDΓ
)
(10)
j∗(r, p, A) = (r, p2, D). (11)
Definition 3.1 (Products). Let X ⊂ Rn and Y ⊂ Rm be open, and F ⊂ J2(X)
and G ⊂ J2(Y ). Define
F#G ⊂ J2(X × Y )
by
(F#G)(x,y) =
{
α ∈ J2n+m) :
i∗Γα ∈ Fx and j∗α ∈ Gy
for all Γ ∈ Hom(Rn,Rm)
}
.
Lemma 3.2 (Basic Properties of Products).
(1) If F and G both satisfy any of the following properties then the same is
true for F#G: (a) Positivity (b) Negativity (c) Being constant coefficient
(d) Being independent of the gradient part (e) Convexity (f) Being closed
(g) Being a primitive subequation.
(2) If F1 ⊂ F2 ⊂ J2(X) and G1 ⊂ G2 ⊂ J2(Y ) then F1#G1 ⊂ F2#G2.
(3) For i = 1, 2 let Hi be a subgroup of GLni(R) and suppose that Fi ⊂ J2(Xi)
is Hi-invariant. Then F1#F2 is H1 ×H2-invariant.
Proof. Suppose P ∈ Posn+m and Γ ∈ Hom(Rn,Rm). Then i∗Γ(0, 0, P ) = (0, 0, P ′)
and j∗(0, 0, P ) = (0, 0, P ′′) where P ′ ∈ Posn and P ′′ ∈ Posm. Thus (a) follows
by linearity of i∗Γ and j
∗. Statement (b,c,d) are immediate from the definition.
Statement (e) follow from linearity of i∗Γ and j
∗, and (f) from continuity of i∗Γ and
j∗, and (g) combines (a) and (f). Statements (2) is immediate, and (3) follows from
identities such as
i∗Γ(h
∗α) = h∗1(i
∗
h2Γh
−1
1
α) for h = (h1, h2) ∈ H1 ×H2
the details of which are left to the reader. 
Remark 3.3. Taking H1 and H2 to be the orthogonal group in Lemma 3.2(3)
allows us to extend the definition of F1#F2 to products of Riemannian manifolds.
See [13].
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Proposition 3.4 (Associativity of products). Let Xi ⊂ Rni be open and Fi ⊂
J2(Xi) for i = 1, 2, 3. Then
(F1#F2)#F3 = F1#(F2#F3).
Proof. This can be proved by elementary manipulations, the details of which can
found in Appendix A. 
3.2. Products of Subequations. We stress that the product of subequations is
not necessarily a subequation since the Topological property may not be inherited
(see Example 4.3). The following two statements give conditions under which this
does hold.
Definition 3.5. We say that F ⊂ J2(X) has Property (P++) if the following holds.
For all x ∈ X and all ǫ > 0 there exists a δ > 0 such that
(x, r, p, A) ∈ Fx ⇒ (x′, r − ǫ, p, A+ ǫ Id) ∈ Fx′ for all ‖x′ − x‖ < δ. (P++)
Clearly if F a constant coefficient primitive subequation that has the Negativitiy
Property then (P++) holds.
Lemma 3.6 (Products of gradient-independent subequations). Assume F ⊂ J2(X)
and G ⊂ J2(Y ) are subequations with property (P++) that are independent of the
gradient part. Then F#G is a subequation.
Proof. The proof is elementary point-set topology, and can be found in Appendix
B. 
Corollary 3.7 (Products of constant-coefficient gradient-independent subequa-
tions). If F,G are both constant-coefficient primitive subequations with the Nega-
tivity Property that are independent of the gradient part, then F#G is a subequa-
tion.
Remark 3.8. Lemma 3.6 is far from optimal. In fact we will give in Section 4
examples of products of subequations that depend non-trivially on the gradient
part that remain a subequation.
3.3. Complex Products. Essentially the same definition is made in the complex
case. Given Γ ∈ Hom(Cn,Cm) we let iΓ(z) = (z,Γz) and j(w) = (0, w), which
induce pullbacks
i∗Γ : J
2,C
n+m → J2,Cn
j∗ : J2,Cn+m → J2,Cm
given explicitly by
i∗Γ(r, p, A) = (r, p1 + Γ
∗p2, B + CΓ + Γ
∗C∗ + Γ∗DΓ) (12)
j∗(r, p, A) = (r, p2, D), (13)
where
p :=
(
p1
p2
)
∈ Cn+m
and
A :=
(
B C
C∗ D
)
∈ Herm(Cn+m)
is in block form, so B ∈ Herm(Cn) and D ∈ Herm(Cm).
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Definition 3.9 (Products, Complex case). Suppose X ⊂ R2n ≃ Cn and Y ⊂
R2m ≃ Cm are open. Let F ⊂ J2,C(X) and G ⊂ J2,C(Y ). Define
F#CG ⊂ J2,C(X × Y )
by
(F#CG)(x,y) =
{
α ∈ J2,Cn+m :
i∗Γα ∈ Fx and j∗α ∈ Gy
for all Γ ∈ Hom(Cn,Cm)
}
.
This definition is compatible with our abuse of notation in thinking of a com-
plex F ⊂ J2(X) as being a subset of J2,C(X). That is, if F ′ denotes the subset
of J2,C(X) we are associating with a complex primitive subequation F ⊂ J2(X),
then (F ′#CG
′) = (F#G)′. For this reason all the basic properties we prove about
real products extend immediately to the complex case (for example the analogue
of Lemma 3.2 and Proposition 3.4 in the complex case follow immediately from the
real case).
Just as plurisubharmonic functions remain plurisubharmonic after composition
with a biholomorphism, the same is true for F#CPC-subharmonic functions after
composition with biholomorphism in the second variable. The precise statement is
as follows:
Lemma 3.10 (Composition with biholomorphisms in the second variable). Let
F ⊂ J2,C(X) be a complex primitive subequation, Ω ⊂ X × Cm be open and f be
F#CPC-subharmonic on Ω. Suppose that W ⊂ Cm is open and
ζ :W → ζ(W ) ⊂ Cm
is a biholomorphism. Then the function
f˜(z, w) := f(z, ζ(w))
is (F#CPC)-subharmonic on {(z, w) ∈ X ×W : (z, ζ(w)) ∈ Ω}.
Proof. Suppose first that f is C2, so J2,C(z,ζ(w))f exists. Then j∗J2,C(z,ζ(w))f ∈ PC which
implies j∗J2,C(z,w)f˜ ∈ PC. On the other hand if Γ ∈ Hom(Cn,Cm) then using the
Chain Rule,
i∗ΓJ
2,C
(z,w)f˜ = i
∗
∂ζ
∂w
Γ
J2,C(z,ζ(w))f
which lies in Fz since f is assumed to be F#CPC-subharmonic. This proves the
result for C2-functions f .
The case of upper-semicontinuous f follows, since if φ˜ is a C2 test-function touch-
ing f˜ from above at (z0, w0) then φ(z, w) := φ˜(z, ζ
−1(w)) is a C2 test function touch-
ing f from above at (z0, ζ(w0)). Thus the result follows from the first paragraph,
combined with Lemma 2.17. 
3.4. F#G-subharmonicity by restriction to slices. We now prove that f be-
ing F#G-subharmonic is equivalent to the restriction of f to each non-horizontal
slice being F -subharmonic and its restriction to each horizonal slice being G-
subharmonic. Again X ⊂ Rn and Y ⊂ Rm are assumed to be open.
Definition 3.11 (Slices). Given x0 ∈ X we call
jx0 : R
m → Rn × Rm jx0(y) = (x0, y)
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a vertical slice. Given y0 ∈ Y and Γ ∈ Hom(Rn,Rm) we call
iy0,Γ : R
n → Rn × Rm iy0,Γ(x) = (x, y0 + Γx)
a non-vertical slice.
Proposition 3.12. Assume that F and G are constant coefficient primitive sube-
quations. Let Ω ⊂ X×Y be open and f : Ω→ R∪{−∞} be upper-semicontinuous.
The following are equivalent
(1) f is F#G-subharmonic
(2)
i∗y0,Γf is F -subharmonic for all y0 ∈ Y and Γ ∈ Hom(Rn,Rm) and
j∗x0f is G-subharmonic for all x0 ∈ X.
The analogous statement holds in the complex case.
Proof. We prove the real case only as the complex one is the same.
(2)⇒ (1) This follows from the definitions. Let
β :=
((
p1
p2
)
,
(
B C
Ct D
))
be an upper contact jet for f at a point (x0, y0). Recall this means
f(x, y) ≤ f(x0, y0)+
(
p1
p2
)
.
(
x− x0
y − y0
)
+
1
2
(
x− x0
y − y0
)t(
B C
Ct D
)(
x− x0
y − y0
)
(14)
for (x, y) near (x0, y0). We wish to show
α := ((x0, y0), f(x0, y0), β) ∈ F#G.
Fixing x = x0 and letting y vary in (14) show that that (p2, D) is an upper
contact jet for j∗x0f at the point y0. Since j
∗
x0(f) ∈ G(Y ) this implies
j∗α = (y0, f(x0, y0), p2, D) ∈ (F2)y0 .
Similarly putting y = y0 + Γ(x − x0) into (14) and letting x vary gives that (p1 +
Γtp2, B + ΓC + C
tΓt + ΓtDΓ) is an upper-contact jet for i∗y0,Γf at the point x0.
Since i∗y0,Γf ∈ F (X) this gives
i∗Γα = (x0, f(x0, y0), p1 + Γ
tp2, B + CΓ + Γ
tCt + ΓtDΓ) ∈ Fx0 .
As this holds for all Γ we deduce that α ∈ F#G, and hence f is F#G-subharmonic.
(1)⇒ (2) This direction is more substantial, but follows easily from the Restric-
tion Theorem of Harvey-Lawson. (The reader may want to observe that what we
are calling a primitive subequation is called a subequation in [15] – see the note after
[15, Definition 2.4]). Working locally there is no loss in assuming that Ω = X × Y .
If we let i∗y0,Γ and j
∗
x0 also denote the pullback on second-order jets then, essentially
by definition,
i∗y0,Γ(F#G) = F and j
∗
x0(F#G) = G
which are both closed. Thus as F#G is assumed constant coefficient, [15, Theorem
5.1] applies to give (2). 
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3.5. Boundary convexity and definition of the minimum principle. Recall
that a function u : X → R defined on an open X ⊂ Rn is exhaustive if for each
a ∈ R the sublevel set
{x ∈ X : u(x) < a}
is relatively compact in X .
Definition 3.13 (F -pseudoconvexity). Let F ⊂ J2(X). We say that Ω ⊂ X is
F -pseudoconvex if there exists a
u : Ω→ R
that is continuous, exhaustive and F -subharmonic.
Remark 3.14. In [12, Section 5] there is a notion of “boundary convexity” de-
fined for domains with smooth boundary, which is possibly different to being F -
pseudoconvex.
Let π : Rn+m → Rm be the projection. For a subset Ω ⊂ X × Rm and x ∈ X
we write
Ωx := π
−1(x) = {y ∈ Rm : (x, y) ∈ Ω}.
Definition 3.15 (Connected fibres). We say that Ω has connected fibres if Ωx is
connected for each x ∈ π(Ω).
Lemma 3.16. Assume that F ⊂ J2(X) is a constant coefficient primitive sube-
quation, that and f is F#P-subharmonic on an open Ω ⊂ X × Rm. Then
(1) The function h : Ωx → R∪{−∞} given by h(y) = f(x, y) is locally convex.
(2) If Ωx is connected and h is exhaustive then Ωx is convex.
Proof. Proposition 3.12 says that h is P-subharmonic, which means it is locally
convex (Example 2.11) giving (1). Statement (2) follows as a connected open set
admitting an exhaustive locally convex function is convex [17, Theorem 2.1.25]. 
Corollary 3.17. If Ω ⊂ X × Rm is a F#P-pseudoconvex domain and Ωx is
connected then Ωx is convex.
Proof. Let f be F#P-subharmonic and exhaustive on X . Then for each x ∈ X the
function h(y) = f(x, y) is exhausing on Ωx so Lemma 3.16(2) applies. 
Definition 3.18 (The minimum principle in the real case). Let F ⊂ J2(X) be
a primitive subequation. We say that F satisfies the minimum principle if the
following holds:
Let Ω ⊂ X × Rm be a (F#P)-pseudoconvex domain with connected fibres.
Then π(Ω) is F -pseudoconvex, and for any f that is F#P-pseudoconvex on Ω, the
marginal function
g(x) := inf
y∈Ωx
f(x, y)
is F -subharmonic on π(Ω).
In the complex case we make essentially the same definition, only requiring also
that Ω and f be independent of the argument of the second variable. Consider the
real torus
T
m := {eiθ := (eiθ1 , · · · , eiθm) : θ = (θ1, . . . , θm)}.
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which acts on Cm by
eiθw = eiθ
 w1...
wm
 =
 e
iθ1w1
...
eiθmwm
 .
Definition 3.19 (Tm-invariance). We say that Ω ⊂ Cn × Cm is Tm-invariant if
(z, w) ∈ Ω⇒ (z, eiθw) ∈ Ω for all eiθ ∈ Tm.
When this holds we say a function f : Ω→ R ∪ {−∞} is Tm-invariant if
f(z, w) = f(z, eiθw) for all eiθ ∈ Tm.
Definition 3.20 (Minimum Principle in the Complex Case). Let X ⊂ Cn be
open. We say a complex primitive subequation F ⊂ J2,C(X) satisfies the minimum
principle if the following holds:
Suppose Ω ⊂ X × Cm is Tm-invariant (F#CPC)-psuedoconvex domain with
connected fibres. Then π(Ω) is F -pseudoconvex, and if f is a Tm-invariant F#CPC-
subharmonic function on Ω then the marginal function
g(z) := inf
w∈Ωz
f(z, w)
is F -subharmonic on π(Ω).
In both the real and complex case we have expressed this minimum principle for
the product F#P . However it is easy to see that one can replace the factor P with
any smaller primitive subequation, as in the following statement.
Lemma 3.21. Let X ⊂ Rn and Y ⊂ Rm be open. Assume that F ⊂ J2(X) and
G ⊂ J2(Y ) are primitive subequations such that
(1) F satisfies the minimum principle.
(2) G ⊂ P
Then for any F#G-pseudoconvex domain Ω ⊂ X × Y and any F#G-subharmonic
function f on Ω the marginal function
g(x) = inf
y∈Ωx
f(x, y)
is F -subharmonic on the F -pseudoconvex domain π(Ω). The analogous statement
holds in the complex case.
Proof. We consider Ω ⊂ X×Y ⊂ X×Rm. Since G ⊂ P , if Ω is F#G-psudoconvex
then it is also F#P-pseudoconvex, and if f is F#G-subharmonic on Ω then it
is also F#P-subharmonic. Hence the statement that we want follows from the
minimum principle for F . 
Remark 3.22 (Functions independent of the imaginary part of the second vari-
able). The Kiselman minimum principle is often stated for pseudoconvex domains
Ω ⊂ Cn × Cm that are independent of the imaginary part of the second variable
(rather than, as we have done here, independent of the argument of the second
variable). But these are equivalent by considering the map φ(z, w) := (z, ew) and
observing that Ω is pseudoconvex and independent of the imaginary part of the sec-
ond variable if and only if φ(Ω) is pseudoconvex and independent of the argument
of the second variable.
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When dealing with a general complex subequation F it is not clear if Ω being
F#CP-pseudoconvex implies that φ(Ω) is also F#CPC-pseudoconvex (this would
follow if Ω admitted an exhaustive F#CPC-subharmonic function that was inde-
pendent of the imaginary part of the second variable, but the authors do not know
whether this always holds). However by an averaging argument we will later prove
that a T-invariant F#CPC-pseudoconvex domain always admits a T-invariant ex-
haustive F#CPC-subharmonic function (see Lemma 6.4). For this reason we have
stated our minimum principle in terms of the argument of the second variable,
rather than its imaginary part (but see also Corollary 8.8).
4. Examples
4.1. Example I. It is not hard to check directly from the definitions that
PRn#PRm = PRn+m and (15)
PCCn#PCCm = PCCn+m . (16)
In the following we will give another example with a similar property, that need
not be constant coefficient or independent of the gradient part.
4.2. Example II. Suppose X ⊂ Rn is open and let
λ : R→ R
µ : X × R→ Sym2n(R)
Definition 4.1. Define
Fλ,µ = {(x, r, p, A) ∈ J2(X) : A ≥ λppt + µ where λ = λ(r) and µ = µ(x, r)}.
Lemma 4.2.
(1) Fλ,µ has the Positivity Property.
(2) If λ and µ are continuous then F is closed and has the Topological Property.
(3) If µ(x, r) and λ(r) are monotonic increasing in r then Fλ,µ has the Nega-
tivity Property.
(4) If λ(r) = λ0 ≥ 0 for all r, and µ(x, r) is convex in r then Fλ,µ is convex.
(5) If λ(r) ≥ 0 and µ(x, r) ≥ 0 for all x, r then Fλ,µ ⊂ P .
In particular if both conditions (2) and (3) hold then Fλ,µ is a subequation.
Proof. (1,3,5) are immediate from the definition, and (2) is simple point-set topol-
ogy that is left to the reader. (4) follows as the function p 7→ ppt is convex. 
Proposition 4.3. Suppose that for i = 1, 2 we have open Xi ⊂ Rni . Let
λ : R→ R
µ1 : X1 × R→ Sym2n .
Define µ : X1 ×X2 × R→ Sym2n1+n2 by
µ(x1, x2, r) := diag(µ1(x1, r), 0)
(here diag is to be understood as the matrix in block diagonal form). Then
Fλ,µ1#Fλ,0 = Fλ,µ.
In particular, the previous proposition gives various examples of products that
are subequations even though they are not gradient-independent (compare Section
3).
18 JULIUS ROSS AND DAVID WITT NYSTRO¨M
Proof of Proposition 4.3. Write F1 := Fλ,µ1 and F2 := Fλ,0. Fix xi ∈ Xi and let
α :=
(
r, p =
(
p1
p2
)
,
(
B C
Ct D
))
∈ J2n+m.
To ease notation set λ := λ(r) µ1 := µ1(x1, r) and(
Bˆ Cˆ
Cˆt Dˆ
)
:=
(
B C
Ct D
)
− λppt − µ(x1, x2, r)
so
Bˆ = B − λp1pt1 − µ1
Cˆ = C − λp1pt2
Dˆ = D − λp2pt2.
Claim: α ∈ (F1#F2)(x1,x2) if and only if the following three conditions all
hold: (
Id−DˆDˆ†
)
Cˆt = 0 (17)
Bˆ − CˆDˆ†Cˆt ≥ 0, (18)
Dˆ ≥ 0, (19)
(where Dˆ† denotes the pseudo-inverse of Dˆ).
The equivalence between these three conditions and the condition that(
B C
Ct D
)
≥ λppt + µ (20)
is a standard piece of Linear Algebra (Proposition 4.6), and this is precisely the
condition that α ∈ (Fλ,µ)(x1,x2).
To prove the claim, recall that by definition α ∈ (F1#F2)(x1,x2) if and only if
(i) j∗α = (r, p2, D) ∈ (F2)|x2
(ii) ιΓ(α) ∈ (F1)x1 for all Γ.
Now by definition of F2, (i) is equivalent is equivalent to D ≥ λp2pt2 which in turn
is equivalent to Dˆ ≥ 0. To better understand (ii) write
ζ(Γ) := B + CΓ + ΓtCt + ΓtDΓ− λ(p1 + Γtp2)(p1 + Γtp2))t − µ1
= Bˆ + CˆΓ + ΓtCˆt + ΓtDˆΓ.
Then
ι∗Γ(α) ∈ (F1)x1 ⇔ ζ(Γ) ≥ 0.
Suppose first that (17),(18),(19) all hold. The first and third of these state that
(I − DˆDˆ†)Cˆt = 0 and Dˆ ≥ 0. So by Lemma 4.5
ζ(Γ) ≥ Bˆ − CˆtDˆ†Cˆ ≥ 0.
As this holds for all Γ we deduce α ∈ (F1#F2)(x1,x2).
In the other direction, suppose that one of (17),(18),(19) do not hold. If it if
(19) that does not hold then j∗α /∈ (F2)x2 which immediately implies that α /∈
(F1#F2)(x1,x2). So we may suppose that Dˆ ≥ 0.
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If (17) does not hold there is some w 6= 0 such that (I − DˆDˆ†)Cˆtw 6= 0. Set
b := Cˆtw and let
qDˆ,b := 2x
tb+ xtDˆx
Then by Lemma 4.4 there is a sequence xj such that qDˆ,b(xj) → −∞ as j → ∞.
For each j pick a Γj ∈Mn1×n2(R) so that xj = Γjw. Then
wt(CˆΓj + Γ
t
jCˆ
t + ΓtjDˆΓj)w = b
txj + x
t
jb+ x
t
jDˆxj = qDˆ,b(xj)→ −∞
as j →∞. But this implies ζ(Γj) is not semipositive for j sufficiently large, and so
α /∈ (F1#F2)(x1,x2).
Finally assume (17) and (19) both hold, but (18) does not. Then there is a w 6= 0
such that
wt(Bˆ − CˆDˆ†Cˆt)w < 0.
Again set b := Cˆtw. Then Lemma 4.4 implies is an x0 ∈ Rn such that
qDˆ,b(x0) = −btDˆ†b
Now choose Γ ∈Mn×m(R) so x0 = Γw. Then
wtζ(Γ)w = wtBˆw + qDˆ,b(x0) = w
t(Bˆ − CˆDˆ†Cˆt)w < 0
Hence ζ(Γ) is not semipositive, and so α /∈ (F1#F2)(x1,x2). 
Lemma 4.4. Let P ∈ Sym2(Rn) and b ∈ Rn. Then the function
qP,b(x) := 2x
tb+ xtPx (21)
is bounded from below if and only if P ≥ 0 and (I − PP †)b = 0, in which case the
minimum value is attained and is equal to
p∗ := −btP †b.
Proof. See [10, p 420] or [9, Proposition 4.2]. 
Lemma 4.5. Let D ∈ Posm and C ∈ Mn×m with (I − DD†)Ct = 0. For each
Γ ∈Mm×n let
Q(Γ) := CΓ + ΓtCt + ΓtDΓ.
Then
Q(Γ) ≥ −CtD†C for all Γ. (22)
Proof. Fix a vector v and consider
vtQ(Γ)v = vtCΓv + vtΓtCtv + vtΓtDΓv.
Defining x := Γv and b := Ctv this becomes
vtQ(Γ)v = btx+ xtb+ xtDx = qD,b(x)
where qD,b is as in (21). Note that (I−DD†)b = (I−DD†)Ctv = 0. Hence Lemma
4.4 applies giving
vtQ(Γ)v ≥ −btD†b = −vtCD†Ctv.
As this holds for all v we conclude (22). 
Proposition 4.6. Consider a symmetric block matrix
M :=
(
Bˆ Cˆ
Cˆt Dˆ
)
.
ThenM ≥ 0 if and only if (i) Dˆ ≥ 0 (ii) (I−DˆDˆ†)Cˆt = 0 and (iii) Bˆ− CˆDˆ†Cˆt ≥ 0.
20 JULIUS ROSS AND DAVID WITT NYSTRO¨M
Proof. See [10, Theorem 16.1] or [9, Theorem 4.3]. 
Remark 4.7.
(1) An analogous statement holds in the complex case; details are left to the
reader.
(2) Putting λ ≡ 0 and µ ≡ 0 recovers (15) and (16).
4.3. Example 3. Let F ⊂ J2(Rn) be given by
Fx = {(r, p, A) : ‖p‖ ≤ 1}
which is easily checked to be a constant-coefficient subequation. If (r,
(
p1
p2
)
, A′) ∈
(F#P)(x,y) then ‖p1 + Γtp2‖ ≤ 1 for all Γ, which happens if and only if p2 = 0
and ‖p1‖ ≤ 1. Thus F#P is not the closure of its interior (so does not satisfy the
Topological Property) and thus is not a subequation.
5. Approximations
In this section we describe three approximation techniques. The first gives
an approximation of F#P-subharmonic functions by F#P-subharmonic functions
that are bounded from below. The second describes the sup-convolution that
approximates bounded F -subharmonic functions by semiconvex ones. The third
uses smooth mollification to approximate continuous F -subharmonic functions by
smooth ones. We remark that it is only the third of these that requires F to be
convex.
5.1. Approximation by subharmonic functions bounded from below. If
F is such that sufficiently negative constant functions are F -subharmonic then
any F#P-subharmonic function f can be approximated by the F#P-subharmonic
functions
fj = max{f,−j}
which are bounded from below and decrease to f pointwise as j tends to infinity.
In the following three statements we will show that essentially the same can be
arranged if F is constant-coefficient, without assuming that sufficiently negative
constant functions are F -subharmonic.
Lemma 5.1. Let F ⊂ J2(X) be a primitive constant-coefficient subequation. As-
sume there exists an F -subharmonic function on X that is not identically −∞.
Then any x0 ∈ X is contained in a neighbourhood x0 ∈ U ⊂ X on which there
exists an f ∈ F (U) that is bounded from below on U .
Proof. Let u ∈ F (X) be not identically −∞ and choose some x0 ∈ X such that
a := u(x0) 6= −∞. As u is upper-semicontinuous the set U1 := {x ∈ X : f(x) <
a + 1} is an open neighbourhood of x0. Choose some δ > 0 so that Bδ(x0) ⊂ U1
and let U := Bδ/2(x0).
For ‖ζ‖ < δ/2 define
uζ(x) := u(x− ζ) for x ∈ U.
Observe that if x ∈ U then ‖x − ζ − x0‖ ≤ ‖x − x0‖ + ‖ζ‖ < δ, so uζ is well
defined and bounded above by a + 1. Moreover, as F is constant-coefficient, uζ is
F -subharmonic on U . Thus
v := sup∗{uζ : ‖ζ‖ < δ/2}
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is F -subharmonic on U . And if x ∈ U then setting ζ′ := x− x0 we have ‖ζ′‖ < δ/2
and so v(x) ≥ uζ′(x) = u(x − ζ′) = u(x0) = a and so v is bounded from below by
a on U .
Thus provides an F -subharmonic function bounded from below on a neighbour-
hood U of the point x0. But as F is constant coefficient, we can translate U to
cover any given point of X , completing the proof. 
Lemma 5.2. Let F ⊂ J2(X) be a constant-coefficient primitive subequation. Then
for any F -subharmonic function f on X , the function
π∗f(x, y) := f(x) for (x, y) ∈ X × Rm
is F#P-subharmonic.
Proof. The vertical slices of π∗f are constant (so certainly P-subharmonic) and the
restriction of π∗f to any non-vertical slice is equal to f and hence F -subharmonic.
Thus π∗f is F#P-subharmonic from Proposition 3.12.

Proposition 5.3. Let F ⊂ J2(X) be a constant coefficient primitive subequation
that has the Negativity Property. Let Ω ⊂ X × Rm be open and f be F#P-
subharmonic on Ω that is not identically −∞.
Then given any x0 ∈ π(Ω) there exists a neighbourhood x0 ⊂ U ⊂ π(Ω) and a
v ∈ F (U) that is bounded from below. Moreover setting
ΩU := {(x, y) ∈ Ω : x ∈ U}
the functions
fj = max{f, π∗v − j} on ΩU
are F#P-subharmonic, are bounded below, and decrease pointwise to f on ΩU as
j →∞.
Proof. If the only F -subharmonic functions on X are identically −∞ then f must
also be identically −∞ so there is nothing to prove. Otherwise given x0 ∈ π(Ω)
Lemma 5.1 provides a neighbourhood x0 ⊂ U ⊂ π(Ω) and an F -subharmonic
function v on U that is bounded from below. Furthermore Lemma 5.2 says that
π∗v is F#P-subharmonic on U × Rm, and so in particular is F#P-subharmonic
on ΩU . Thus the fj are F#P-subharmonic, bounded from below, and decrease
pointwise to f on ΩU . 
5.2. Sup-convolutions. The Sup-convolutions is a well-known construction in the
theory of viscosity subsolutions, that allows approximation of certain F -subharmonic
functions by semiconvex functions.
Definition 5.4 (Semiconvexity). Let κ ≥ 0 and X ⊂ Rn be open. We say f : X →
R is κ-semiconvex if f(x) + κ2 ‖x‖2 is convex. If f is κ-semiconvex for some κ ≥ 0
then we say simply f is semiconvex.
Lemma 5.5. Let X ⊂ Rn be open and f : X → R. Given ǫ > 0 and non-empty
X ′ ⊂ X the function
g(x) := sup
ζ∈X′
{f(ζ)− 1
2ǫ
‖x− ζ‖2} for x ∈ X.
is 12ǫ -semiconvex on X .
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Proof. Write
g(x) +
1
2ǫ
‖x‖2 = sup
ζ∈X′
{f(ζ)− 1
2ǫ
‖ζ‖2 + 1
ǫ
x · ζ}
which is a supremum of affine functions in x, and thus is convex. 
Lemma 5.6 (Sup-convolution). Let X ⊂ Rn be open. Let F ⊂ J2(X) be a con-
stant coefficient primitive subequation that has the Negativity property. Suppose
f is F -subharmonic on X and bounded, say |f(x)| < M for x ∈ X .
Define the sup-convolution
f ǫ(x) = sup
ζ∈X
{f(ζ)− 1
2ǫ
‖x− ζ‖2} for x ∈ X.
Let δ =
√
4ǫM and
Xδ = {x : Bδ(x) ⊂ X}
Then
(1) f ǫ is 12ǫ -semiconvex
(2) f ǫ ց f pointwise on X as ǫ→ 0. In fact
f ǫ(x) ≤ sup
‖ζ−x‖<δ
{f(ζ)− 1
2ǫ
‖x− ζ‖2} for x ∈ Xδ. (23)
(3) f ǫ is F -subharmonic on Xδ.
Proof. This is [12, Thm 8.2] (we observe that in that paper F is assumed to depend
only on the Hessian part, but the proof works for any constant-coefficient primitive
subequation F that has the Negativity property.) For convenience we give the
details. (1) follows from Lemma 5.5. For (2) observe that clearly we always have
f ǫ ≥ f , and if x ∈ Xδ and ‖x−ζ‖ > δ then f(ζ)−f(x)− 12ǫ‖x−ζ‖2 ≤ 2M− δ
2
2ǫ = 0,
so f(ζ)− 12ǫ‖x− ζ‖2 ≤ f(x), which proves (23). By upper-semicontinuity of f , this
implies f ǫ decreases pointwise to f as ǫ tends to zero.
For (3) make a change of variables τ = ζ − x to get
f ǫ(x) = sup
‖τ‖<δ
{f(x− τ)− 1
2ǫ
‖τ‖2} for x ∈ Xδ.
The translation x 7→ f(x − τ) is F -subharmonic (Proposition 2.12(5)), and by
the Negativity property of F so is the function x 7→ f(x − τ) − 12ǫ‖τ‖2. Now f ǫ
is semiconvex, so continuous, so we may replace the supremum with its upper-
semicontinuous regularisation. Thus (Proposition 2.12(4)) f ǫ is F -subharmonic on
Xδ as claimed. 
Thus the sup-convolution allows one to approximate bounded F -subharmonic
functions by semiconvex ones (albeit on a slightly smaller subset). For this reason
the following terminology will be useful:
Definition 5.7 (Eventually on compact sets). Suppose P is a property of functions
defined on open subsets of Ω, and let fj be a sequence of functions fj defined on
Ω.
(1) We say that P holds eventually on relatively compact subsets if given any
open K ⋐ Ω there is a j0 such that fj |K has property P for all j ≥ j0.
THE MINIMUM PRINCIPLE FOR CONVEX SUBEQUATIONS 23
(2) We say fj ց f pointwise eventually on relatively compact subsets as j →∞
if for any open K ⋐ Ω the sequence fj |K decreases pointwise to f |K once
j is sufficiently large.
Proposition 5.8 (Exhaustive approximation by semiconvex functions). Let F ⊂
J2(X) be a constant-coefficient primitive subequation with the Negativity Property.
Suppose that f : X → R is F -subharmonic and bounded from below. Then
there exists a sequence of functions
fj : X → R
such that
(1) fj is semiconvex on X .
(2) fj ց f pointwise eventually on relatively compact subsets as j →∞.
(3) fj is F -subharmonic eventually on relatively compact subsets.
Proof. Let K1 ⋐ K2 ⋐ K3 ⋐ · · · be open and each relatively compact in the next,
with Ω = ∪jKj. By assumption f is bounded from below on X , and since it is also
upper-semicontinuous
Mj := sup
x∈Kj
|f(x)|
is finite.
Now for ǫ > 0 consider
fj,ǫ(x) := sup
ζ∈Kj
{f(ζ)− 1
2ǫ
‖x− ζ‖2}.
Lemma 5.5 implies that fj,ǫ is semiconvex on X .
Claim: Given j ≥ 2 and ǫj > 0 there exists an ǫj+1 < ǫj such that
(a) fj+1,ǫj+1 < fj,ǫj on Kj−1.
(b) fj+1,ǫj+1(x) ≤ sup|x−ζ|<1/j f(ζ) for all x ∈ Kj.
(c) fj+1,ǫj+1 is F -subharmonic on Kj.
To see this, let M = infζ∈Kj−1 |fj,ǫj(ζ)| (which is finite as fj,ǫj is semiconvex, and
so in particular continuous, on Kj−1). Any ζ ∈ Kj+1 \Kj is a bounded distance
away from any x ∈ Kj−1, say ‖ζ −x‖ > δ′ > 0. So for such ζ and sufficiently small
ǫj+1 < ǫj ,
f(ζ)− 1
2ǫj+1
‖x− ζ‖2 ≤Mj+1 − 1
2ǫj+1
δ′2 < M ≤ fj,ǫj(x).
On the other hand for ζ ∈ Kj and x ∈ Kj−1, clearly
f(ζ)− 1
2ǫj+1
‖x− ζ‖2 ≤ f(ζ)− 1
2ǫj
‖x− ζ‖2 ≤ fj,ǫj(x).
Putting these together,
f(ζ)− 1
2ǫj+1
‖x− ζ‖2 ≤ fj,ǫj (x) for all ζ ∈ Kj+1, x ∈ Kj−1
and taking the supremum over all ζ ∈ Kj+1 proves (a). Furthermore there is no
loss in assuming that ǫj+1 is chosen small enough so that setting δ :=
√
4Mj+1ǫj+1
we have Kj ⊂ {x : Bδ(x) ⊂ Kj+1} and δ < 1/j. Thus Lemma 5.6(2,3) imply (b,c)
respectively.
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Now let ǫ1 = ǫ2 := 1 and ǫ3 > ǫ4 > · · · be defined inductively so the claim holds
for all j and set fj := fj,ǫj . Condition (1) in the statement of the theorem holds
by construction, and since any open K ⋐ X is eventually contained in Kj for j
sufficiently large, conditions (a,b,c) imply (2) and (3).
For the final statement in the complex case, we may take each of the Kj to be
G-invariant, at which point it is clear that fj,ǫ is also G-invariant. 
Corollary 5.9 (Invariance). In the setting of Proposition 5.8 assume that X ⊂
R2n ≃ Cn and that G is a subgroup of the group of n×n unitary matrices. Assume
also that both X and f are G-invariant. Then the functions fj can be taken to be
G-invariant as well.
Proof. In the above proof we can take each of the Kj to be G-invariant, and then
the sup-convolutions fj,ǫ will also be G-invariant. 
5.3. Smooth Mollification. We next show that the smooth mollification of a
continuous F -subharmonic function is again F -subharmonic, as long as we assume
that F is convex. Fix a mollifying function φ on Rn, so φ is smooth, non-negative,
compactly supported with
∫
Rn
φ(t)dt = 1 and so φǫ(t) := ǫ
−nφ(ǫ−1t) tends to a
dirac delta as ǫ→ 0.
Proposition 5.10. [Smooth Mollifications Remain F -subharmonic] Let F be a
constant coefficient convex primitive subequation, and f be continuous and F -
subharmonic on X . Let K ⋐ Ω be open, and for sufficiently small ǫ define
fǫ(x) := f ∗ φǫ(x) =
∫
Rn
φǫ(t)f(x − t)dt.
Then fǫ is F -subharmonic on K for all ǫ sufficiently small.
Proof. Note that as φ is compactly supported, fǫ is well-defined for ǫ sufficiently
small. We may think of the integral in the convolution as a limit of Riemann sums,
each of the form
N∑
i=1
φǫ(ti)
N
f(x− ti)
for some points {ti} (where the ti of course also depend on N which is dropped
from notation). Note each function x 7→ f(x − ti) is a translation of f , and hence
is F -subharmonic on K. Let
SN :=
N∑
i=1
φǫ(ti)
N
Then SN →
∫
Rn
φǫ(dt) = 1 asN →∞. Now as F is convex, the convex combination
hN (x) :=
N∑
i=1
φǫ(ti)
NSN
f(x− ti)
is F -subharmonic on K (Proposition 2.18). And hN tends to fǫ locally uniformly
as N tends to infinity, so fǫ is F -subharmonic as well. 
Proposition 5.11 (Approximation by smooth functions). Let F ⊂ J2(X) be a
constant-coefficient convex primitive subequation with the Negativity Property.
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Suppose that f is F -subharmonic on X and continuous. Then there exists a se-
quence of functions
hj : X → R
with the following properties
(1) hj is smooth.
(2) hj → f locally uniformly.
(3) hj is F -subharmonic eventually on relatively compact subsets.
Proof. Let K1 ⋐ K2 ⋐ · · · ⋐ X be an exhausting family of open subsets, each
relatively compact in the next. Using Proposition 5.10 may choose ǫj > 0 such that
the function hj := f ∗ φǫj is F -subharmonic on Kj . We can even arrange so that
hj is smooth on Kj and then extend it arbitrarily to a smooth function on all of
X . Further we may as well assume that ǫj → 0 as j →∞. Properties (1,2,3) then
follow as an open K ⋐ X is contained in Ki for i sufficiently large. 
In the complex case we will want to apply this in a way that keeps the property of
being T-invariant. This can be done with the same kind of mollification argument
using polar coordinates in the second variable, as long as we work away from the
second variable being zero. The following statement is sufficient for our needs.
Proposition 5.12 (Invariance). Suppose X ⊂ Cn is open and that F ⊂ J2,C(X)
is a complex constant-coefficient convex primitive subequation with the Negativity
Property. Suppose also
Ω ⊂ X × C∗
is open, T-invariant and that f : Ω → R is continuous, F#CPC-subharmonic and
T-invariant.
Then there exists a sequence of smooth T-invariant functions hj : Ω→ R that are
eventually F#CPC-subharmonic on compact sets, and converge locally uniformly
to f on Ω.
Proof. Exhaust Ω by open K1 ⋐ K2 ⋐ · · · that are each T-invariant. Consider
φ(z, w) = (z, ew) and let g(z, w) = f(z, ew). As f is T-invariant we have that g
is independent of the imaginary part of w and is F#CPC-subharmonic by Lemma
3.10. For each j let ǫ be sufficiently small so that the mollification
gj(z, w) :=
∫
Cn
∫
R
g(z, w − t)φǫ(z)φǫ(t)dtdz
is well defined, smooth and F#CPC-subharmonic on φ−1(Kj). Notice that gj is
independent of the imaginary part of the second variable, and just as in the previous
proof we may assume gj is defined, smooth and independent of the imaginary part
on all of φ−1(Ω).
Thus gj decends to a function hj on Ω (i.e. gj(z, w) = hj(z, e
w)) and the hj
have the desired properties. 
6. Reductions
We now consider four reductions concerning the minimum principle that work
in both the real and complex case. The first allows us to reduce the dimension m
of the second variable to 1 (that is, in the real case we can assume Ω ⊂ X × R
and in the complex case Ω ⊂ X ×C). In the second reduction we show that if one
shows that marginal functions of F#P-subharmonic functions are F -subharmonic,
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then the minimum principle holds for F (i.e. the fact that the projection of an
F#P-pseudoconvex set is F -pseudoconvex is then automatic).
Our third reduction shows that it is sufficient to consider F#P-subharmonic
functions f that are both bounded below, and whose fibrewise minimum is attained
strictly in the interior of its domain (a property that is strictly weaker than the
function being exhaustive). In the fourth we show that we can even assume the
function f is semiconvex.
6.1. Reduction in dimension of the second variable.
Proposition 6.1. Suppose F ⊂ J2(X) is closed, and the minimum principle holds
for F#P-subharmonic functions f on F#P-pseudoconvex domains Ω ⊂ X × R
with connected fibres. Then the minimum principle holds for F in general.
The analogous statement holds in the complex case in which we assume Ω ⊂
X × C and that both f and Ω are T-invariant.
Proof. We need to show the minimum principle holds for F#P-subharmonic func-
tions on F#P-pseudoconvex domains Ω ⊂ X × Rm with connected fibres for any
m ≥ 1. We will use induction on m, the hypothesis of the Proposition being the
case m = 1.
So assume the statement we want holds for all integers up to m. For ease of
notation set
Pn := PRn .
From Proposition 3.4 and Example 4.1,
F#Pm+1 = F#(Pm#P1) = (F#Pm)#P1.
Now let
Ω ⊂ X × Rm+1 = X × Rm × R
be an F#Pm+1-pseudoconvex domain with connected fibres, and let f be F#Pm+1-
subharmonic on Ω. We will use (x, ζ, y) as coordinates on X × Rm × R and apply
the inductive hypothesis twice to the function f , first taking the infimum over y
and then the infimum over ζ.
To this end let πX : X × Rm+1 → X and π1 : X × Rm × R → X × Rm and
π2 : X × Rm → X be the natural projections, so πX = π2π1. Set
Ω(x,ζ) := {y ∈ R : (x, ζ, y) ∈ Ω}
g1(x, ζ) := inf
y∈Ω(x,ζ)
f(x, ζ, y) for (x, ζ) ∈ π1(Ω).
Claim: π1(Ω) ⊂ X×Rm is F#Pm-pseudoconvex and g1 is F#Pm-subharmonic.
In fact this follows by the inductive hypothesis (with m = 1). First we check
that for each (x, ζ) ∈ X × Rm the set Ω(x,ζ) is connected. But this is clear since
Ω(x,ζ) = {y ∈ R : (ζ, y) ∈ Ωx}.
Now Ωx is convex (Corollary 3.17), which implies that Ω(x,ζ) is convex, so cer-
tainly connected. Second, our hypothesis is that Ω is F#Pm+1 = (F#Pm)#P1-
psuedoconvex and f is F#Pm+1 = (F#Pm)#P1-subharmonic. Thus the inductive
hypothesis applies to give the claim.
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Now let
g2(x) := inf
ζ∈π1(Ω)x
g1(x, ζ) for x ∈ πX(Ω).
We claim the inductive hypothesis (for m) implies πX(Ω) = π2(π1(Ω)) is F -
pseudoconvex and g2 is F -subharmonic. For this we need only verify that π1(Ω)x
is connected. But this follows easily as
π1(Ω)x = {ζ : (x, ζ) ∈ π1(Ω)} = {ζ : (ζ, y) ∈ Ωx for some y}
which is convex as Ωx is convex.
Now elementary considerations show that
g2(x) = inf
ζ∈π1(Ω)x
inf
y∈Ω(x,ζ)
f(x, ζ, y) = inf
(ζ,y)∈Ωx
f(x, ζ, y) for x ∈ πX(Ω)
which is the marginal function of f . Thus the statement we want also holds for
integers up to m+ 1, and the induction is complete. 
6.2. Projections are automatically pseudoconvex.
Proposition 6.2. Let F ⊂ J2(X) be a primitive subequation. Suppose that
for any F#P-pseudoconvex domain Ω ⊂ X × R with connected fibres and any
f : Ω→ R ∪ {−∞} that is not identically −∞ it holds that
f is F#P-subharmonic on Ω⇒ g(x) := inf
y∈Ωx
f(x, y) is F -subharmonic on π(Ω).
Then π(Ω) is automatically F -pseudoconvex, and so the minimum principle holds
for F .
The analogous statement holds in the complex case, if we make the additional
hypothesis that Ω ⊂ X × C and f are T-invariant.
Proof. We start with the real case. Suppose that Ω ⊂ X×R is F#P-pseudoconvex
with connected fibres, and we aim to show π(Ω) is F -subharmonic. By hypothesis,
there is a continuous exhaustive F#P-subharmonic function f : Ω → R. So by
hypothesis its marginal function g(x) := infy∈Ωx f(x, y) is F -subharmonic on π(Ω).
But g is both continuous and exhaustive (Lemma 6.3) from which we conclude that
π(Ω) is F -pseudoconvex. This proves the minimum principle holds when m = 1.
But this is sufficient to prove the minimum principle for all m by Proposition 6.1,
thereby completing the proof in the real case.
In the complex case, the fact that π(Ω) is again F -subharmonic follows in the
same way once it is established that any T-invariant F#CPC-pseudoconvex domain
admits a continuous exhaustive F#CPC-subharmonic function that is T-invariant,
which we do in Lemma 6.4. 
Lemma 6.3 (Marginals functions preserving continuity and being exhaustive).
Let Ω ⊂ X × R and f : Ω → R be continuous (resp. exhaustive). Then g(x) :=
infy∈Ωx f(x, y) is continuous (resp. exhaustive).
Proof. For any real number a we have {x ∈ πX(Ω) : g(x) < a} ⊂ πX({(x, y) ∈
Ω : f(x, y) < a}. If f is exhaustive then {(x, y) ∈ Ω : f(x, y) < a} is relatively
compact, and hence so is {x ∈ πX(Ω) : g(x) < a}, proving that g is exhaustive.
Now assume f is continuous. If g(x) < a for some x then there is a y ∈ Ωx such
that f(x, y) < a. Then f < a on some neighbourhood U0 × U1 of (x0, y0), and
hence g < a on U0. Thus g is upper-semicontinuous.
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Next suppose g(xn) < a for a sequence of points xn ∈ πX(Ω) that converge to
some x ∈ πX(Ω) as n tends to infinity. For each n there is a yn with f(xn, yn) <
a. Thus (xn, yn) lie in the relatively compact set {(x, y) : f(x, y) < a}, and so
after taking a subsequence we may assume it converges to some point (x, y) ∈ Ω.
Continuity of f yields f(x, y) ≤ a, so g(x) ≤ a. Thus g is also lower-semicontinuous,
and hence continuous. 
Lemma 6.4 (Existence of Tm-invariant exhaustive functions). Let F ⊂ J2,C(X) be
a complex primitive subequation and Ω ⊂ X×Cm be a F#CPC-pseudoconvex and
Tm-invariant domain. Then there exists a continuous exhaustive F#CPC-function
on Ω that is Tm-invariant.
Proof. As Ω is F#CPC-pseudoconvex there exists an exhaustive continuous F#CPC-
subharmonic function u on Ω. For eiθ ∈ Tm set
uθ(z, w) := u(z, e
iθw).
which by Lemma 6.5 is F#CPC-subharmonic on Ω.
Now set
v(x, y) := sup
eiθ∈Tm
uθ(x, y).
Clearly v ≥ u, and so is exhaustive as u is. We claim that v is continuous. Let
ǫ > 0. By continuity of u and compactness of Tm there is a δ > 0 such that
if ‖(z, w) − (z′, w′)‖ < δ then |uθ(z, w) − uθ(z′, w′)| < ǫ for all eiθ ∈ Tm. Let
‖(z, w) − (z′, w′)‖ < δ . There is a eiθ0 ∈ Tm such that v(z, w) < uθ0(z, w) + ǫ <
uθ0(z
′, w′) + 2ǫ < v(z′, w′) + 2ǫ. Swapping the role of (z, w) and (z′, w′) gives
|v(z, w)− v(z′, w′)| < 2ǫ, proving continuity of v.
Hence v is locally bounded above and equal to its upper semicontinuous regular-
isation. So Proposition 2.12(4) tells us that v is F#CPC-subharmonic on Ω. Note
that v is Tm-invariant by construction.

Lemma 6.5. Let f be an (F#CPC)-subharmonic on a Tm-invariant open Ω ⊂
X × Cm. Then for any fixed eiθ ∈ Tm the function fθ(z, w) := f(z, eiθw) is
(F#CPC)-subharmonic on Ω
Proof. Apply Lemma 3.10 to the biholomorphism ζ(w) := eiθw. 
6.3. Reduction to functions that are relatively exhaustive. We next show
how to reduce to functions that are bounded from below, and have the property
that on each fibre the minimum is attained strictly away from the boundary. In
fact we will need two versions of this, and the following terminology is useful. Let
Ω′ ⊂ U × Rm where U ⊂ Rn is open and f : Ω→ R ∪ {−∞}.
Definition 6.6 (Relatively exhaustive). We say f is relatively exhaustive if for all
open V ⋐ U and all real a the set
{(x, y) ∈ Ω : f(x, y) < a and x ∈ V }
is relatively compact in Ω′.
Definition 6.7 (Functions with fibrewise minimum strictly in the interior). We
say f attains its fiberwise minimum strictly in the interior if for any x0 ∈ U there
exists a real number a and neighbourhood x0 ∈ V ⊂ U such that
KV := {(x, y) ∈ Ω′ : f(x, y) < a and x ∈ V }
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is relatively compact in Ω′ and π(KV ) = V .
(In other words, the marginal function of f is bounded from above by a on V ,
and the set of points (x, y) over V for which f is less than a is contained strictly
away from the boundary of Ω′.)
Lemma 6.8. If f is upper-semicontinuous and relatively exhaustive then is attains
its fiberwise minimum strictly in the interior.
Proof. Let g(x) = infy∈Ωx f(x, y). For any x0 ∈ π(Ω) pick any a with a > g(x0).
Then there is a neighbourhood V such that g < a on V . The set KV is relatively
compact in Ω′ as f is exhaustive, and π(KV ) = V by construction. 
We will prove the next two statements simultaneously.
Proposition 6.9. Let F ⊂ J2(X) be a primitive subequation that is constant
coefficient and has the Negativity Property. Suppose for any
f : Ω′ → R
such that
(a) Ω′ ⊂ X × R is open and has connected fibres,
(b) There exists a bounded F -subharmonic function on π(Ω′),
(c) f is F#P-subharmonic,
(d) f is bounded from below,
(e) f attains its fiberwise minimum strictly in the interior,
the marginal function
g(x) = inf
y∈Ωx
f(x, y)
is F -subharmonic on π(Ω′). (Note that in the hypothesis we are not assuming that
Ω′ is F#P-pseudoconvex).
Then the minimum principle holds for F . The analogous statement holds in
the complex case under the additional assumption that f and Ω′ ⊂ X × C are
T-invariant.
Proposition 6.10. Let F ⊂ J2(X) be a constant-coefficient primitive subequation
that has the Negativity Property. Then the conclusion of Proposition 6.9 continues
to hold if condition (e) is replaced with
(e’) f is relatively exhaustive.
Proof. Using Lemma 6.8 it is clear that Proposition 6.10 implies Proposition 6.9,
so it is sufficient to prove only the former.
Let Ω ⊂ X × R be an F#P-pseudoconvex domain with connected fibres and
f˜ : Ω → R ∪ {−∞} be F#P-subharmonic and not identically −∞ with marginal
function
g˜(x) := inf
y∈Ωx
f(x, y).
We claim that g˜ is F -subharmonic on π(Ω). By Proposition 6.2 this implies the
minimum principle holds for F .
By the hypothesis that Ω is F#P-pseudoconvex, there exists an exhaustive
F#P-subharmonic function u on Ω. By Proposition 5.3 there is an open cover
of π(Ω) by open subsets U ⊂ π(Ω) on which there exist an v ∈ F (U) that is
bounded from below. In such a case consider for each j ∈ N the function
fj := max{f˜ , π∗v − j, u− j} on Ω′ := Ω ∩ π−1(U).
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Observe that both π∗v − j and u − j are F#P-subharmonic (the first of these is
Proposition 5.3, and the second follows as F#P has the Negativity Property) and
hence so is fj. Thus (Ω
′, fj) and satisfy properties (a–d,e’), so by hypothesis
gj(x) := inf
y∈Ωx
fj(x, y)
is in F (U). But fj decreases to f˜ |Ω′ as j → ∞, and so gj decreases pointwise to
g˜|U as j →∞. Thus g˜|U is F -subharmonic, and since this holds for all such U we
conclude that g˜ is F -subharmonic on π(Ω) as claimed.
The complex case is the same since we can pick u to be T-invariant by Lemma
6.4, so both Ω′ and fj are T-invariant if f˜ and Ω are. 
Remark 6.11. (1) It is possible to prove the minimum principle in the real
case only using Proposition 6.10. However we will instead use Proposition
6.9 so that we can more easily reuse our statements when proving the
complex case.
(2) The only place so far we have used that F is constant-coefficient is in en-
suring that X is covered by open sets that admit F -subharmonic functions
bounded from below. There is a a version of Proposition 6.10 that does
not require F be constant-coefficient if one removes hypotheses (b) and (d).
The proof is essentially the same, and is left to the reader.
7. The Minimum Principle in the Real Convex Case
We now use approximation arguments to reduce the minimum principle to con-
sidering first only semiconvex funtions, and then only smooth functions. Note that
we are restricting attention for the moment to the real case; the complex case
is slightly more involved due to the requirement that all quantities involved be
T-invariant, and will be taken up in the next section.
7.1. Reduction to semiconvex functions.
Proposition 7.1. Let F ⊂ J2(X) be a constant-coefficient primitive subequation
that has the Negativity Property. Then the real case of Proposition 6.9 continues
to hold we assume in addition that
(f) f is semiconvex.
Proof. Let f : Ω′ → R be such that (a–e) hold, and as usual set g(x) = infy∈Ω′x f(x, y).
We will show g is F -subharmonic on π(Ω′), so Proposition 6.9 applies.
Since f satisfies condition (d) (namely f is bounded from below) we can use
the sup-convolution to approximate f by F#P-subharmonic functions that are
semiconvex. In detail, let
fj : Ω
′ → R
be the sequence of such approximations of f provided by Proposition 5.8, and for
convenience of the reader we recall these functions satisfy:
(1) fj ց f eventually on relatively compact sets as j →∞.
(2) fj is semiconvex on Ω
′.
(3) fj is F#P-subharmonic eventually on relatively compact sets of Ω′.
It is sufficient to prove that g is F -subharmonic on some neighbourhood of an
arbitrary x0 ∈ π(Ω′). As f satisfies condition (e) (namely that it attains its relative
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minimum strictly in the interior) we know there is an a > g(x0) and a neighbour-
hood V of x0 in π(Ω
′) such that
KV := {(x, y) ∈ Ω′ : f(x, y) < a and x ∈ V } ⋐ Ω′
and π(KV ) = V . Since Ω
′ has connected fibres, we can fix an open K ′ with
KV ⊂ K ′ ⊂ Ω′ each relatively compact in the next such that K ′ has connected
fibres.
Now choose j0 large enough such that for all j ≥ j0,
(i) fj(x0, y0) < a.
(ii) fj ց f pointwise on K ′.
(iii) fj is F#P-subharmonic and semiconvex on K ′.
By (i) and continuity of fj0 there are small neighbourhoods x0 ∈ U0 ⊂ π(KV ) and
y0 ∈ U1 ⊂ Ω′x0 such that U0 × U1 ⊂ K and
fj0 < a on U0 × U1.
Shrinking U0 if necessary, we may as well assume that there exists a bounded F -
subharmonic function on U0 (Lemma 5.1).
Now set K ′U0 := K
′ ∩ π−1(U0) and
f˜j := fj |K′
U0
.
Claim I: If x ∈ U0 then
inf
y∈K′x
f˜j(x, y)ց inf
y∈Ω′x
f(x, y) = g(x) as j →∞. (24)
To prove this note first by (ii) we have
inf
y∈K′x
f˜j(x, y)ց inf
y∈K′x
f(x, y) as j →∞.
On the other hand, (ii) also implies fj is pointwise decreasing on U0 × U1 ⊂ K, so
f ≤ fj < fj0 < a on U0 × U1 for all j ≥ j0. (25)
Thus
inf
y∈Ω′x
f(x, y) ≤ inf
y∈U1
f(x, y) ≤ a.
But by construction if y ∈ Ω′x \K ′ then f(x, y) ≥ a. So
inf
y∈Ω′x
f(x, y) = inf
y∈K′x
f˜j(x, y)
proving Claim I.
Claim II: For j ≥ j0 the function f˜j : K ′U0 → R satisfies conditions (a–f).
We have arranged that (a) holds (namely that K ′x is connected) and also that
π(K ′U0) = U0 which admits a bounded F -subharmonic function, giving (b). Con-
ditions (c) and (f) (namely that f˜j is F#P-subharmonic and semiconvex on KU0)
are given by (iii). In fact fj is semiconvex on all of Ω
′, so in particular continuous
on K ′, and thus f˜j is bounded from below, giving (d). It remains only to verify
(e), namely that f˜j attains its fibrewise minimum strictly in the interior.
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For this let x˜ ∈ U0 and fix any neighbourhood x˜ ∈ V˜ ⋐ U0. Let a be the number
used above. Then
K˜ := {(x, y) ∈ K ′U0 : f˜j(x, y) < a and x ∈ V˜ }
⊂ KV ∩ π−1(V˜ )
which implies K˜ is relatively compact in K ′U0 (see Lemma 7.2), and (25) implies
π(K˜) = V˜ . This precisely says that f˜j satisfies (e), competing the proof of Claim II.
So by the hypothesis of the Proposition, the marginal function of f˜j |K′
U0
is F -
subharmonic on U0. That is
g˜j(x) := inf
y∈K′x
f˜j(x, y) for x ∈ U0 = π(K ′U0)
is F -subharmonic. But Claim I tells us that g˜j decreases pointwise to g on U0 as j
tends to infinity, and so g ∈ F (U0). Since x0 ∈ π(Ω′) was arbitrary this implies g
is F -subharmonic π(Ω′), completing the proof. 
Lemma 7.2. Let KV ⋐ K
′ ⋐ X ×R be open, and V˜ ⋐ U0 ⋐ π(KV ) also be open.
Assume that K˜ ⊂ KV ∩ π−1(V˜ ). Then K˜ is relatively compact in K ′ ∩ π−1(U0).
Proof. Left to the reader. 
7.2. Reduction to the smooth case.
Proposition 7.3. Let F ⊂ J2(X) be a constant-coefficient primitive subequation
that has the Negativity Property and is convex. Then the real case of Proposition
7.1 continues to hold if we assume in addition that
(g) f is smooth.
Proof. The proof of this is almost identical to that of the previous Proposition. Let
f : Ω′ → R∪{−∞} be such that (a–f) hold, and as usual set g(x) = infy∈Ω′x f(x, y).
We will show is F -subharmonic on π(Ω′) so Proposition 7.1 applies.
Since F is now assumed to be convex, so is F#P , and f is assumed to be semicon-
vex (so in particular continuous), we may use smooth mollification to approximate
f locally uniformly by a sequence of smooth functions. So let hj : X → R be the
sequence of smooth functions furnished by Proposition 5.10. Recall these satisfy
(1) hj → f locally uniformly as j →∞.
(2) hj is smooth.
(3) hj is F#P-subharmonic eventually on relatively compact sets as j →∞.
Then the proof proceeds precisely as in Proposition 7.1, only we replace (24) with
the statement that
inf
y∈K′x
hj(x, y)→ inf
y∈Ω′x
f(x, y) = g(x) locally uniformly as j →∞ (26)
which follows easily from the fact that hj → f locally uniformly.

7.3. The minimum principle in the smooth real case. We next turn our at-
tention to a statement that guarantees that marginal functions of certain sufficiently
smooth F#P-subharmonic functions are F -subharmonic.
Proposition 7.4. LetX ⊂ Rn be open and F ⊂ J2(X) be a primitive subequation.
Let Ω ⊂ X × Rm be open and assume f : Ω→ R is such that
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(1) f is C2.
(2) f is strictly convex in the second variable.
(3) There exists a C1 function γ : X → Rm such that
g(x) := inf
y∈Ωx
f(x, y) = f(x, γ(x)) for x ∈ π(Ω).
Then
(a) The derivative of γ at a point x ∈ π(Ω) is given by
Γ :=
dγ
dx
= −D−tCt (27)
where
Hess(x,w(x)(f) =
(
B C
Ct D
)
(28)
is the Hessian matrix of f at (x, γ(x)) in block form (so Bij =
∂2f
∂xi∂xj
|(x,γ(x))
etc.).
(b) The marginal function g is C2, and its second order jet at a point x ∈ π(Ω) is
given by
J2x(g) = i
∗
ΓJ
2
(x,γ(x))(f) (29)
where i∗ is as defined in (10).
(c) If additionally f is F#P-subharmonic on Ω then g is F -subharmonic on π(Ω).
Proof. Note first that D = ( ∂
2f
∂yi∂yj
) is strictly positive as f(x, y) is assumed to be
strictly convex in y, so the inverse in (27) exists. Now, as γ(x) is a minimum of the
function y 7→ f(x, y) we have
∂f
∂y
(x, γ(x)) = 0 for all x ∈ X. (30)
Differentiating g(x) = f(x, γ(x)) with respect to x gives
∂g
∂x
(x) =
∂f
∂x
(x, γ(x)) +
∂f
∂y
(x, γ(x)) =
∂f
∂x
(x, γ(x)), (31)
from which we see dγdx is C1 (i.e. γ is C2). Then differentiating (30) with respect to
x yields
0 = C + (
dγ
dx
)tD = C + ΓtD
giving (27). Now differentiating (31) with respect to x gives
Hessx(g) = B + C
dγ
dx
= B + CΓ = B − ΓtDΓ.
So in terms of second order jets
J2x(g) = (f(x, γ(x)),
∂f
∂x
|(x,γ(x), B − ΓtDΓ) = i∗ΓJ2(x,γ(x))(f)
which is (29).
Finally assume f is F#P-subahamonic. Then since it is also C2 we know that
J2(x,γ(x0))(f) ∈ (F#P)(γ,γ(x)) and hence (by the definition of product subequations)
J2x(g) = i
∗
ΓJ
2
(x,γ(x))(f) ∈ Fx. So as g is C2 and x is arbitrary, Lemma 2.16 yields g
is F -subharmonic as claimed. 
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A simple argument with the implicit function theorem shows that if y 7→ f(x, y)
is strictly convex and attains its (necessarily unique) minimum at a point γ(x)
then the function x 7→ γ(x) is C1. However in the case we will be interested in,
the map y 7→ f(x, y) is convex but not necessarily strictly convex (so any such
minimum need not be unique). If F depends only on the Hessian part, then one
can circumvent this problem by approximating f by adding a small multiple of the
function φ(x, y) := ‖y‖2. Such an approximation will be strictly convex in the y
direction, and remains F#P-subharmonic as the Hessian of φ is strictly positive.
The next proposition is needed to deal with the possibility of gradient dependence
of F . We emphasise that among the hypothesis is that m is equal to 1.
Proposition 7.5. LetX ⊂ Rn be open and F ⊂ J2(X) be a primitive subequation.
Suppose
f : Ω′ → R
is such that
(a) Ω′ ⊂ X × R is open and has connected fibres.
(c) f is F#P-subharmonic.
(e) f attains its fibrewise minimum strictly in the interior.
(g) f is C2.
Then the marginal function
g(x) := inf
y∈Ωx
f(x, y) for x ∈ π(Ω)
is F -subharmonic.
Proof. Fix x0 ∈ π(Ω). By (e) there is an a so g(x0) < a and a neighbourhood V of
x0 that is relatively compact in U such that the set
K := {(x, y) ∈ Ω : f(x, y) < a and x ∈ V }
is relatively compact, and g < a on V . Note that for each x ∈ V the function
y 7→ f(x, y) is convex, and since Ωx is connected, we see that Kx is also connected.
Now write in block form
Hess(x,y)(f) =
(
Bˆ Cˆ
Cˆt Dˆ
)
(32)
(so Bˆ, Cˆ, Dˆ are functions of (x, y) which is dropped from notation). Given α, j ∈ N
we define
φ := φ(y) := e−αy (33)
Γˆ := Γˆ(x, y) := −(Dˆ + j−1Hessy φ)−1Cˆt (34)
Claim I: For any δ > 0 it holds that for all j ≫ α≫ 0,
|j−1φ| ≤ δ (35)
‖j−1Γˆt∇φ‖ ≤ δ (36)
uniformly over (x, y) ∈ K.
The first statement is immediate as φ is continuous and K is relatively compact.
For the second statement observe first that the inverse in the definition of Γˆ is
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well-defined as f is convex in the second variable, so Dˆ ≥ 0 and φ is strictly convex
so Hessy φ > 0. Now
‖j−1Γˆt∇φ‖ = ‖j−1αΓˆte−αy‖
= ‖j−1αCˆ(Dˆ + j−1α2e−αy)−1e−αy‖
≤ ‖Cˆ‖ j
−1αe−αy
Dˆ + j−1α2e−αy
≤ ‖Cˆ‖
α
,
where the last inequality uses that Dˆ ≥ 0. Now ‖Cˆ‖ is bounded uniformly over the
relatively compact set K, so Claim I follows.
Consider next the function
fj(x, y) := f(x, y) + j
−1φ(y)
and set
gj(x) := inf
y∈Kx
fj(x, y).
Fix neighbourhoods x0 ∈ U0 ⊂ V and y0 ∈ U1 ⊂ Ωx0 such that U0 × U1 ⊂ K.
Claim II: For x ∈ U0
gj(x)ց g(x) as j →∞.
To see this observe that since fj decreases to f we have
gj(x)ց inf
y∈Kx
f(x, y) as j →∞.
On the other hand, as x ∈ U0 we certainly have gj(x) ≤ a. But f(x, y) ≥ a for all
y /∈ Kx and so in fact infy∈Kx f(x, y) = infy∈Ωx f(x, y) = g(x).
Next recall from Lemma 2.13 the primitive subequation F δ ⊂ J2(X) given by
F δx = {(r, p, A) : ∃r′, p′ such that (r′, p′, A) ∈ Fx and |r− r′| < δ and ‖p−p′‖ < δ}.
Claim III: For given δ > 0 it holds that for all j ≫ α ≫ 0 the function gj is
F δ-subharmonic on U0.
Assuming this claim for now, fix such an α and let j tend to infinity to deduce
from Claim II that g is F δ-subharmonic on U0. Letting δ → 0 yields that g is in
fact F -subharmonic on U0 (Lemma 2.13(3)). Since U0 is a neighbourhood of an
arbitrary point x0 ∈ π(Ω) we conclude finally that g is F -subharmonic on π(Ω) as
needed.
Proof of Claim III: Let x ∈ U0. Since f is convex in y (Lemma 3.16) the
function y 7→ fj(x, y) is strictly convex. So as Ωx is connected, this along with (e)
implies y 7→ fj(x, y) has a unique minimum which we denote by γj(x). Note that
by construction (x, γj(x)) ∈ K. So if x ∈ U0 then γj(x) is the unique point that
satisfies
∂fj
∂y
(x, γj(x)) = 0.
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As fj is strictly convex in the y direction, the implicit function theorem implies
that γj is C1. Observe by definition,
gj(x) = fj(x, γj(x)) for x ∈ U0.
Now
Hess(x,γj(x))(fj) =
(
B C
Ct D + j−1Hessγ(x) φ
)
.
where C = C(x) = Cˆ(x, γj(x)) and similarly for B and D. Then Proposition
7.4(1,2) applies to fj|K , giving
dγj
dx
= Γj(x)
where
Γj(x) := Γˆ(x, γj(x)) = −(D + j−1α2e−αγ(x))−1Ct. (37)
(we remark that the transpose from equation (27) has been dropped as D is a 1× 1
matrix). Moreover gj is C2, and its second order jet at a point x ∈ U0 is given by
J2x(gj) = i
∗
ΓjJ
2
(x,γj(x))
(fj)
= i∗ΓjJ
2
(x,γ(x))(f) + j
−1i∗ΓjJ
2
(x,γj(x))
(φ)
= i∗ΓjJ
2
(x,γj(x))
(f) + j−1(φ(γ(x)),Γtj∇φ|γj(x),Γtj(Hessγj(x) φ)Γj)
∈ Fx + j−1(φ(γj(x)),Γtj∇φγj(x), 0)
where the last line uses that f is F#P-subharmonic and the Positivity property of
F . Then the bounds in Claim I show that for j ≫ α≫ 0 it holds that J2x(gj) ∈ F δx
completing the proof of Claim III and the Proposition.

7.4. Synthesis. The above analysis in the smooth case, combined with our previ-
ous reductions, is enough to prove our first minimum principle.
Theorem 7.6 (Minimum Principle in the Real Convex Case). Let F ⊂ J2(X) be
a real primitive subequation such that
(1) F satisfies the Negativity Property,
(2) F is convex,
(3) F is constant coefficient.
Then F satisfies the minimum principle.
Proof. This follows by combining Proposition 7.3 and Proposition 7.5.

Remark 7.7. When F = Pn we have seen in Section 4 that F#Pm = Pn+m.
Then Theorem 7.6 becomes the classical statement that if f(x, y) is a function that
is convex as (x, y) varies in a convex subset of Rn×m whose fibers are connected
then the marginal function g(x) := infy f(x, y) is convex in x.
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8. The Minimum Principle in the Complex Convex Case
We now prove the minimum principle in convex complex case. The idea of the
proof is similar to the real case, but made slightly more complicated as we are
considering the complex Hessian and have to make sure that all the terms that we
deal with are T-invariant.
In the following X ⊂ Cn will be open and F ⊂ J2,C(X) a primitive complex
subequation. We will let z be a complex coordinate on Cn and w a complex
coordinate on C.
8.1. Reduction to domains in the complement of zero section. We first
consider a reduction that allows us to work away from the zero section of the
second variable (i.e. to work insude X × C∗). This is needed to ensure that when
we make a smooth mollification we can retain the property of being T-invariant.
Proposition 8.1. Let F ⊂ J2,C(X) be a complex primitive subequation that is
constant coefficient and has the Negativity Property. Suppose for any
f : Ω′ → R
such that
(A) Ω′ is a T-invariant open subset of X × C with connected fibres,
(B) There exists an F -subharmonic function on π(Ω′) that is bounded from below,
(C) f is F#CPC-subharmonic and T-invariant,
(D) f is bounded from below,
(E) f attains its fiberwise minimum strictly in the interior,
(F) Ω′ ⊂ X × C∗,
the marginal function
g(z) = inf
w∈Ω′z
f(z, w)
is F -subharmonic on π(Ω′). Then the minimum principle holds for F .
Proof. Let f : Ω′ → R be such that (A–D) hold and also
(E’) f is relatively exhaustive.
Set g(z) = infw∈Ω′z f(z, w) which we will show is F -subharmonic on π(Ω
′). Then
Proposition 6.10 applies to give that the minimum principle holds for F .
Fixing z0 ∈ π(Ω′) it is sufficient to prove g is F -subharmonic in some neighbour-
hood V of z0. As Ω
′
z0 is T-invariant and connected we can write
Ω′z0 = {w ∈ C : r < |w| < R}
for some 0 ≤ r < R ≤ ∞. The proof then splits into two cases.
Case 1: r = 0.
We are assuming f is bounded from below on Ω, so say f ≥ c. Then (z0, 0) ∈ Ω,
so for sufficiently small neighbourhoods V of z0 we have (z, 0) ∈ Ω for all z ∈ V .
Shrinking V if necessary we may assume V ⋐ π(Ω′), and there exists a bounded
F -subharmonic function on V . In fact shrinking V further if necessary we can fix
real numbers 0 < R < R < R′′ and C such that for all z ∈ V ,
(I) if 0 ≤ |w| < R′′ then (z, w) ∈ Ω.
(II) if |w| < R then f(z, w) < C.
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(III) if R′ < |w| < R′′ then f(z, w) > 2C − c.
(This is possible by using openness and upper-semicontinuity of f to obtain R and
C in such a way that {(z ∈ V, |w| < r} is relatively compact in Ω′, and then using
that f is relatively exhaustive to obtain R′ and R′′). Set
λ :=
R
R′
< 1.
Claim: For all j sufficiently large there exist hj : Ωj → R such that
(i) π(Ωj) = V .
(ii) hj has properties (A–F).
(iii) For all z ∈ V
inf
w∈Ωz,|w|>λj+1
f(z, w) ≤ inf
w∈Ωj,z
hj(z, w) ≤ inf
w∈Ωz,|w|>λj
f(z, w). (38)
Given this claim for now, we use the hypothesis of the Proposition to conclude
that kj(z) := infz∈Ωj,z hj(z, w) is F -subharmonic on V . But (38) implies also that
kj decreases pointwise to g(z) = infw∈Ωz f(z, w), which is thus also F -subharmonic.
For the claim, choose j large enough to λj < R. Define
Ωj := {(z, w) ∈ Ω′ : z ∈ V and |w| > (R/R′′)λj}
and set
hj = max{f(z, w), f(z,Rλj/w) + c− C}.
Observe first that if (z, w) ∈ Ωj then Rλj/|w| < R′′ so (z, w) ∈ Ω and thus hj is
well defined on Ωj . Moreover if z ∈ V and |w| > λj then f(z,Rλj/w) + c − C <
c < f(z, w) so
(z, w) ∈ Ωj and |w| > λj ⇒ hj(z, w) = f(z, w). (39)
On the other hand if z ∈ V and (R/R′′)λj < |w| < λj+1 then Rλj/|w| > R′ so
using (III), f(z,Rλj/w) + c − C > C > f(z, w) (the last inequality follows from
(II) since we are assuming j is large enough so λj+1 < R). Thus we have
(z, w) ∈ Ωj and |w| < λj+1 ⇒ hj(z, w) > C. (40)
Now as λj < R < R′′ item (I) implies π(Ωj) = V so (i) holds. Proposition 3.10
implies that the function (z, w) 7→ f(z,Rλj/w) is F#P-subharmonic, hence so is
hj. From this properties (A-D) and (F) for the function hj are immediate, and
property (E) (namely that hj attains its minimum strictly in the interior) follows
from (40) and (39) giving (ii).
From (39) if z ∈ V then
inf
w∈Ωj,z
hj(z, w) = inf
w∈Ω′z,|w|>λ
j+1
hj(z, w).
Then observing that Ω′ ∩ {|w| > λj} ⊂ Ωj ∩ {|w| > λj+1} we have
inf
w∈Ωj,z
hj(z, w) = inf
w∈Ωj,z,|w|>λj+1
hj(z, w) ≤ inf
w∈Ω′z,|w|>λ
j
f(z, w).
On the other hand hj ≥ f everywhere so
inf
w∈Ωj,z
hj(z, w) = inf
w∈Ωj,z,|w|>λj+1
hj(z, w) ≥ inf
w∈Ωj,z,|w|>λj+1
f(z, w)
≥ inf
w∈Ω′z,|w|>λ
j+1
f(z, w)
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where the last inequality uses Ωj ⊂ Ω′. Thus we have (iii) giving the claim, and
completing the proof in the case r = 0.
Case 2: r > 0.
Fix a > g(z0). As f is assumed to be relatively exhaustive, there is relatively
compact neighbourhood V of z0 such that the set K = {(z, w) ∈ Ω′ : f(z, w) <
a and z ∈ V } is relatively compact in Ω′. Hence (just because it is relatively
compact) we can arrange, by shrinking V is necessary, that there is an r′ > r such
that
K ⊂ X × {(z, w) : |w| > r′}.
Furthermore there is no loss in assuming that there exists an F -subharmonic func-
tion on V that is bounded from below.
Now set
j := f |Ω′∩(V×{(z,w):|w|>r}).
Then by construction,
(i) j has properties (A–F)
(ii) The marginal function of j equals the marginal function of f on V , i.e.
inf
w
j(z, w) = inf
w∈Ω′z
f(z, w) = g(z) for z ∈ V.
Given this, our hypothesis apply to the j′ giving that g is F -subharmonic on V ,
which completes the case r = 0 and the proof of the Proposition is finished.

8.2. Reduction to the smooth complex case.
Proposition 8.2. Let F ⊂ J2,C(X) be a complex constant-coefficient convex prim-
itive subequation that has the Negativity Property. Then Proposition 8.1 continues
to hold we assume in addition that
(G) f is semiconvex.
Proof. The proof is the same as that of Proposition 7.1, only using Corollary 5.9
instead of Proposition 5.8 to ensure that the approximating semiconvex functions
fj are T-invariant. 
Proposition 8.3. Let F ⊂ J2,C(X) be a complex constant-coefficient convex prim-
itive subequation that has the Negativity Property. Then Proposition 8.2 continues
to hold if we assume in addition that
(H) f is smooth.
Proof. The proof is the same as the proofs of Proposition 7.3, only using Proposition
5.12 instead of Proposition 5.11 to ensure that the approximating smooth functions
hj are T-invariant (and we observe here that we are using in a crucial way condition
(F) that says Ω′ ⊂ X × C∗). 
8.3. The minimum principle in the complex smooth case.
Proposition 8.4. Let Ω ⊂ X×C∗ be open and Tm-invariant, and assume f : Ω→
R is such that
(1) f is C2 and Tm-invariant and strictly pseudoconvex in the second variable.
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(2) There exists a real C1 function γ : X → Rm ⊂ Cm such that
g(z) := inf
w∈Ωz
f(z, w) = f(z, γ(z)) for z ∈ π(Ω).
Then
(a) The derivative of γ is given by
Γ :=
dγ
dz
= − 1
2D
C∗ (41)
where
HessC(z,γ(z)(f) = 2
(
B C
C∗ D
)
(42)
is the complex Hessian matrix of f at (z, γ(z)) in block form (by which we
mean Bij =
∂2f
∂zi∂zj
|(z,γ(z)), Ci = ∂
2f
∂zi∂w
|(z,γ(z)) and D = ∂
2f
∂w∂w |(z,γ(z))).
(b) The marginal function g is C2, and its second order complex jet at a point
x ∈ π(Ω) is given by
J2,Cz (g) = i
∗
2ΓJ
2,C
(z,γ(z))(f) (43)
where i∗ is as defined in (10).
(c) If additionally f is F#CPC-subharmonic on Ω then g is F -subharmonic on
π(Ω).
Proof. As γ(z) is a minimum of the function w 7→ f(z, w) we have
fw(z, γ(z)) ≡ 0 and (44)
fw(z, γ(z)) ≡ 0.
Differentiating (44) with respect to z,
fwz(z, γ(z)) + fww(z, γ(z))γz(z) + fww(z, γ(z))γz = 0
where we have used that γ is real so (γ)z = γz. Now f is T
m-invariant, so (44)
implies
fww(z, γ(z)) = fww(z, γ(z))
(this can be seen, for instance, by using polar coordinates). Thus in fact
fwz(z, γ(z)) + 2fww(z, γ(z))γz(z) = 0
giving (41).
For the second statement, by definition
g(z) = f(z, γ(z))
so differentiating with respect to z gives
gz = fz(z, γ(z)) + fw(z, γ(z))γz + fw(z, γ(z))γz
= fz(z, γ(z)).
Differentiating with respect to z gives
gzz = fzz(z, γ(z)) + fzw(z, γ(z))γz + fzw(z, γ(z))γz.
After some manipulation, in terms of second order jets we deduce
J2,Cz (g) = (f(z, γ(z)), 2
∂f
∂z
|(z,γ(z)), 2B − 8Γ∗DΓ)) = i∗2ΓJ2(z,γ(z)(f)
which is (43).
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The final statement follows from this (precisely as in the proof of Proposition
7.4). 
The following perturbation argument deals with the fact that w 7→ f(z, w) may
not attain a (unique) minimum. We stress that we use in an essential way that
Ω ⊂ X × C∗.
Proposition 8.5. Let X ⊂ Cn be open and F ⊂ J2,C(X) be a complex primitive
subequation. Suppose
f : Ω′ → R
is such that
(A) Ω′ ⊂ X × C is open, T-invariant and has connected fibres.
(C) f is F#CPC-subharmonic and T-invariant.
(E) f attains is fibrewise minimum strictly in the interior.
(F) Ω ⊂ X × C∗.
(H) f is C2.
Then the marginal function
g(z) := inf
w∈Ωz
f(z, w) for z ∈ π(Ω)
is F -subharmonic.
Proof. This is similar to the proof of Proposition 7.5, but made slightly more com-
plicated due to the presence of the complex variable. For completeness we give the
entire argument here.
Fix z0 ∈ π(Ω), pick a so g(z0) < a and let w0 be such that f(z0, w0) < a. Fix
also an open neighbourhood x0 ∈ V ⋐ π(Ω) and let
K := {(z, w) ∈ Ω : f(z, w) < a and z ∈ V }
which by hypothesis is relatively compact. Since we are assuming Ω ⊂ X ×C∗, the
set K is bounded away from w = 0. So we may fix a large real M so
(z, w) ∈ K ⇒M−1 < ‖w‖ < M. (45)
Note that K is also T-invariant, so shrinking V is necessary we may assume that
each Kz is a non-empty annulus in C
∗ (so in particular each Kz is connected).
Write in block form
HessC(x,y)(f) = 2
(
Bˆ Cˆ
Cˆ∗ Dˆ
)
(46)
(so Bˆ, Cˆ, Dˆ are functions of (x, y) which is dropped from notation). Given α, j ∈ N
we define
φ := φ(w) := eα|w|
2
(47)
Γˆ := Γˆj(z, w) := − 1
2(Dˆ+ j−1φww)
Cˆ∗. (48)
Claim I: For any δ > 0 it holds that for all j ≫ α≫ 0,
|j−1φ| ≤ δ (49)
‖4j−1Γˆ∗φw‖ ≤ δ (50)
uniformly over (z, w) ∈ K.
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The first statement is immediate from the definition of φ as K is relatively
compact. For the second statement observe first that the inverse in the definition
of Γˆ is well-defined as f is PC-subharmonic in the second variable, so Dˆ ≥ 0 and φ
is strictly plurisubharmonic so HessCy φ is strictly positive. Now
φw = αe
α|w|2w (51)
φww = e
α|w|2(α2|w|2 + α) (52)
so
‖4j−1Γˆ∗φw‖ ≤ 2j
−1αeα|w|
2 |w|‖Cˆ∗‖
Dˆ + j−1eα|w|2(α2|w|2 + α) ≤
2‖Cˆ∗‖
α|w|
as Dˆ ≥ 0. Using (45) this is bounded above by δ as long as α is sufficiently large as
‖Cˆ‖ is bounded uniformly over the relatively compact set K. Thus Claim I follows.
Consider next the function
fj(z, w) := f(z, w) + j
−1φ(w)
and set
gj(z) := inf
y∈Kz
fj(z, w).
Fix neighbourhoods x0 ∈ U0 ⊂ V and y0 ∈ U1 ⊂ Ωx0 such that U0 × U1 ⊂ K.
Claim II: For x ∈ U0
gj(x)ց g(x) as j →∞.
This is proved exactly as for Proposition 8.5 so is not repeated.
Claim III: For given δ > 0 it holds that for all j ≫ α ≫ 0 the function gj is
F δ-subharmonic on U0.
Assuming this claim for now, fix such an α and let j tend to infinity to deduce
from Claim II that g is F δ-subharmonic on U0. Letting δ → 0 yields that g is in
fact F -subharmonic on U0 (Lemma 2.13(3)). Since U0 is a neighbourhood of an
arbitrary point z0 ∈ π(Ω) we conclude finally that g is F -subharmonic on π(Ω) as
needed.
Proof of Claim III: Let x ∈ U0. Since f is plurisubharmonic in y (Lemma
3.16) the function fj is strictly plurisubharmonic and exhaustive. As it is also
T-invariant this implies w 7→ fj(z, w) has a unique minimum which we denote by
γj(z), which for each z is the unique point satisfying
∂f
∂w
(z, γ(z)) = 0.
Again using that f is T-invariant, the implicit function theorem implies that γj is
C1. Note that by construction (z, γj(z)) ∈ K.
Thus by definition,
gj(z) = fj(z, γ(z)) for z ∈ U0.
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Now
HessC(z,γ(z))(fj) = 2
(
B 2C
C∗ D + j−1φww
)
,
where C = C(z) = Cˆ(z, γj(z)) and similarly for B and D. Then Proposition
8.4(1,2) applies to fj|K , giving
Γj(z) :=
dγj
dz
= Γˆj(z, γ(z)) (53)
where Γˆj is as above (we remark that the transpose from equation (27) has been
dropped as m = 1). Moreover gj is C2, and its second order jet at a point z ∈ U0
is given by
J2z (gj) = i
∗
2ΓjJ
2
(z,γj(z)
(fj)
= i2Γ∗
j
J2(z,γj(z))(f) + j
−1i2Γ∗
j
J2(z,γj(z))(φ)
= i2Γ∗j J
2
(z,γj(z))
(f) + j−1(φ(γj(z)), 4Γ
∗
jφw|γj(z), 8Γ∗jφww|γj(z)Γj)
∈ Fz + j−1(φ(γj(z)), 4Γ∗jφw|γj(z), 0)
where the last line uses that f is F#CPC-subharmonic and the Positivity property
of F . Then (36) applies to show that for j ≫ α ≫ 0 it holds that J2z (gj) ∈ F δz
completing the proof of Claim III.
From Claim II and Claim III the Proposition follows, exactly as for Proposition
8.5. 
8.4. Synthesis.
Theorem 8.6 (Minimum Principle in the Complex Convex Case). Let X ⊂ Cn be
open and F ⊂ J2,C(X) be a complex primitive subequation such that
(1) F has the Negativity Property,
(2) F is convex,
(3) F is constant coefficient.
Then F satisfies the minimum principle.
Proof. This follows by combining Proposition 8.3 and Proposition 8.5.

Remark 8.7. When F = PC
Cn
we have seen in Example 4.1 that F#PCm = PCn+m .
Then Theorem 8.6 is precisely the Kiselman minimum principle.
Corollary 8.8. With F as in Theorem 8.6, suppose that Ω ⊂ X×C is an F#CPC-
pseudoconvex domain and f : Ω → R ∪ {−∞} is F#CPC-subharmonic. Assume
that
(1) Ω is independent of the imaginary part of the second variable. That is
(z, w) ∈ Ω and Im(w) = Im(w′)⇒ (z, w′) ∈ Ω.
(2) Ω has connected fibres
(3) f is independent of the imaginary part of the second variable. That is
(z, w) ∈ Ω and Im(w) = Im(w′)⇒ f(z, w) = f(z, w′).
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(4) Ω admits an exhaustive continuous F#CPC-subharmonic function u that
is independent of the imaginary part of the second variable.
Then π(Ω) is F -pseudoconvex and the marginal function
g(z) := inf
z∈Ωz
f(z, w)
is F -subharmonic.
Proof. Let φ(z, w) = (z, ew) and set Ω′ = φ(Ω). Then u descends to an exhaustive
continuous function u′ on Ω′, which by Lemma 3.10 is F#CPC-subharmonic. Hence
Ω′ is F#CPC-pseudoconvex. Moreover f descends to an F#CPC-subharmonic
function f ′ on Ω′. But clearly π(Ω′) = π(Ω) and the marginal function of f ′ is
the same as the marginal function of f , so the minimum principle for F applied to
(Ω′, f ′) gives the result we want. 
Appendix A. Associativity of products
We prove Proposition 3.4 which states that ifXi ⊂ Rni are open and Fi ⊂ J2(Xi)
for i = 1, 2, 3 then
(F1#F2)#F3 = F1#(F2#F3).
Let x, y, z be coordinates on Rn1 ,Rn2 ,Rn3 respectively. We will consider certain
linear mappings
Γ : Rn1 → Rn2+n3
Φ : Rn1+n2 → Rn3
Ψ : Rn1 → Rn2
Υ : Rn2 → Rn3
and write
Φ(x, y) = Φ1(x) + Φ2(y)
where Φi : R
ni → Rn3 is linear. Recall that ιΓ : Rn1 → Rn1+n2+n3 is ιΓ(x) =
(x,Γ(x)) and similarly for ιΦ : R
n1+n2 → Rn1+n2+n3 and ιΨ : Rn1 → Rn1+n2 .
Lemma A.1. Suppose
Γ = (Ψ,Φ1 +Φ2 ◦Ψ). (54)
Then
ιΓ = ιΦ ◦ ιΨ
Proof.
ιΦ(ιΨ(x)) = ιΦ(x,Ψ(x)) = (x,Ψ(x),Φ(x,Ψ(x)))
= (x,Ψ(x),Φ1(x) + Φ2 ◦Ψ(x)) = ιΓ(x).

Now set
j2 : R
n2 → Rn1+n2 j2(y) = (0, y)
j3 : R
n3 → Rn1+n2+n3 j3(z) = (0, 0, z)
j23 : R
n2+n3 → Rn1+n2+n3 j23(y, z) = (0, y, z)
k : Rn3 → Rn2+n3 k(z) = (0, z).
Fix (x, y, z) ∈ X1 ×X2 ×X3. By definition of the product subequation we know
α ∈ (F1#(F2#F3))(x,y,z) if and only if
∀Γ we have ι∗Γα ∈ (F1)x and j∗23α ∈ (F2#F3)(y,z). (55)
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Observe for every Γ there is a pair (Φ,Ψ) such that (54) holds. Thus by Lemma
A.1, condition (55) is equivalent to
∀Ψ,Φ we have ι∗Ψι∗Φα ∈ (F1)x and j∗23α ∈ (F2#F3)(y,z). (56)
Using the definition of F2#F3, condition (56) is in turn equivalent to
∀Ψ,Φ,Υ we have ι∗Ψι∗Φα ∈ (F1)x and ι∗Υj∗23α ∈ (F2)y and k∗j∗23α ∈ (F3)z . (57)
Now j23◦k = j3, and a simple check yields j23◦ιΦ2 = ιΦ◦j2. Thus (57) is equivalent
to
∀Ψ,Φ we have ι∗Ψι∗Φα ∈ (F1)x and j∗2 ι∗Φα ∈ (F2)y and j∗3α ∈ (F3)z . (58)
So from the definition of (F1#F2), condition (58) is equivalent to
∀Φ we have ι∗Φα ∈ (F1#F2)x and j∗3α ∈ (F3)z (59)
which, by definition, is equivalent to α ∈ ((F1#F2)#F3)(x,y,z).
Appendix B. Products of gradient-independent Subequations
Recall we say that a subequation F ⊂ J2(X) has Property (P++) if the following
holds. For all x ∈ X and all ǫ > 0 there exists a δ > 0 such that
(x, r, p, A) ∈ Fx ⇒ (x′, r − ǫ, p, A+ ǫ Id) ∈ Fx′ for all ‖x′ − x‖ < δ (P++)
or said another way,
Fx + (x
′ − x, 0,−ǫ, ǫ Id) ⊂ Fx′ for all ‖x′ − x‖ < δ. (P++)
Lemma B.1. Assume that F and G have property (P++) and are independent of
the gradient part. Then H := F#G is a subequation
Proof. We have already seen in Lemma 3.2 that H is closed, and satisfies the
Positivity and Negativity properties (1) and (2). It remains to prove the Topological
property (3) which we break up into a number of pieces. Since F,G are independent
of the gradient part, so is H , and thus the only non-trivial part of the topological
property is to show [13, Section 4.8]
Int(H(x,y)) = (IntH)(x,y)
The fact that Int(H(x,y)) ⊂ (IntH)(x,y) is obvious, so the task is to prove the other
inclusion.
Let
α ∈ Int(H(x,y)),
so there exists a δ1 > 0 such that
‖αˆ− α‖ < δ1 and αˆ ∈ J2(X × Y )|(x,y) ⇒ αˆ ∈ H(x,y). (60)
By hypothesis there is a δ2 > 0 such that
Fx + (x
′ − x,−δ1
4
, 0,
δ1
4
Id) ⊂ Fx′ for ‖x− x′‖ < δ2 (61)
Gy + (x
′ − x,−δ1
4
, 0,
δ1
4
Id) ⊂ Gy′ for ‖y − y′‖ < δ2. (62)
Set δ = min{δ1/2, δ2/2} and pick any α′ ∈ J2(X × Y ) with
‖α′ − α‖ < δ.
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We will show that α′ ∈ H .
Denote the space coordinate of α′ by (x′, y′), so α′ ∈ J2(X × Y )|(x′,y′). Thus we
certainly have ‖x′ − x‖ < δ < δ2 and ‖y − y′‖ < δ2. Define
αˆ := α′ + ((x− x′, y − y′),−δ1
2
, 0,−δ1
2
Idn+m).
Then αˆ ∈ J2(X × Y )(x,y) and
‖αˆ− α‖ ≤ ‖α′ − α‖ + ‖αˆ− α′‖ < δ1.
Thus (60) applies, so αˆ ∈ H(x,y) which means
j∗αˆ ∈ Gy and i∗U αˆ ∈ Gx for all U.
Now using (62).
j∗α′ = j∗αˆ+ (y′ − y, δ1
2
, 0,
δ1
2
Idm) ∈ Gy + (y′ − y, δ1
2
, 0,
δ1
2
Idm) ⊂ Gy′ .
Similarly using the Positivitiy property of F and (61)
i∗Uα
′ = i∗U αˆ+ (x− x′,
δ1
2
, 0,
δ1
2
Idn+
δ1
2
U tU)
⊂ i∗U αˆ+ (x− x′,
δ1
2
, 0,
δ1
2
Idn)
⊂ Fx′ .
Thus α′ ∈ H(x′,y′). As this holds for all such α′ we conclude α ∈ Int(H) completing
the proof. 
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