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Este trabajo consiste en el análisis, diseño, desarrollo e implementación
de una plataforma de computación distribuida constituida por varios orde-
nadores de usuario en una red local en un sistema grid. Se prentende que
la plataforma sea invisible para los usuarios de los mismos, utilizando a tal
efecto la técnica de harvesting. De forma concreta se pretende abordar un
problema matemático, cuya solución pasa por un alto grado de utilización
computacional; mientras que de forma general se pretenden crear las bases
de una plataforma de computación distribuida que pueda solucionar otros
problemas de carácter matemático o de otros ámbitos.
¾Qué es un grid?
La traducción literal del término al castellano sería cuadrícula o rejilla, en
términos informáticos un grid es un conjunto de ordenadores separados físi-
camente pero conectados por una red de cualquier índole, de manera que
comparten recursos de cualquier tipo, tanto almacenamiento, como proce-
samiento.
¾Qué quiere decir harvesting?
De la misma manera, empezaremos diciendo que la traducción literal de har-
vesting sería cosecha o recolección. Ahora bien, en términos informáticos lo
que se recolecta son ciclos muertos del procesador (entiéndase de aquí en
adelante ciclos muertos como ciclos ociosos) para ejecutar una tarea indi-
vidual de forma transparente para el usuario. De una manera teórica usar
harvesting en un ordenador implica que el procesador se mantendría ocupa-
do el el cien por cien del tiempo, ora por que el usuario trabaja, ora por que
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no, aprovechando los ciclos ociosos y sin consecuencias para el o los usuarios
que en cualquier momento se hallen conectados a la máquina.
Denición de Objetivos:
Este TFC se presenta con la intención de abordar dos objetivos primor-
diales:
Como objetivo concreto se pretende abordar el cálculo de todas las
clases de isomorfía posibles en cuerpos nitos de característica 2 y
exponente m, así como contabilizar las curvas de genero 2 sobre dichos
cuerpos que pertenecen a cada una de las clases y en consecuencia
saber el número de curvas hiperelípticas de genero 2 total dentro de
cada uno de los cuerpos nitos de característica 2 y orden m.
Como objetivo más generalizado se espera conseguir una plataforma
adaptable a otros tipos de problemas que aborden a las matemáticas,




El objetivo que desea abordar este trabajo es el de hallar una curva
hiperelíptica de género 2 representante de cada una de las clases de isomorfía
de curvas hiperelípticas de género 2 con un punto en el innito, denidas
sobre cuerpos nitos de característica 2 y orden m; así como el de contabilizar
todas las curvas pertenecientes a cada una de dichas clases de isomorfía; y,
por ende, extraer el número de curvas hiperelípticas de género 2 con un punto
en el innito posibles posibles dentro de cada cuerpo nito de característica
2.
En primera instancia, el hecho de intentar cumplir el objetivo presen-
ta dos problemas claramente diferenciados: El Problema Matemático, y el
Problema Computacional.
2.1.1. El problema matemático.
Para denir el problema tenemos que asentar una serie de conceptos
matemáticos previos que nos permitan comprenderlo, así como la utilidad
que los resultados de este trabajo puedan llegar a tener. Estas deniciones
son sencillas, y no pretenden ser una explicación exhaustiva de los conceptos,
sino dar una idea de conceptos que más adelante se utilizarán.
Anillo conmutativo: Un anillo es una estructura algebraica formada por
un conjunto y dos operaciones que están relacionadas entre sí por
la propiedad distributiva, de manera que generalizan las nociones de
número, especialmente en el sentido de su operabilidad; además para
que un anillo sea conmutativo el producto debe ser conmutativo.
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Cuerpo: Un cuerpo es un anillo conmutativo (F,+,*) tal que 0 es distinto
de 1 y todos los elementos de F salvo 0 tienen inverso multiplicativo.
Cuerpo Finito: Un cuerpo nito es un cuerpo que contiene un número
nito de elementos. Se suele escribir Fqpara indicar un cuerpo nito
con q elementos.
Orden de un cuerpo nito: El orden de un cuerpo nito es igual a la
potencia (m) de un número primo (p). El orden de un cuerpo nito se
corresponde con el número de elementos que tiene el cuerpo.
Característica de un cuerpo nito: La característica de un cuerpo es
cero o un número primo. La característica de cualquier cuerpo se dene
como el número entero positivo p más pequeño tal que p·1=0, o cero
si no existe tal p. Es, efectivamente el número primo p mencionado en
la denición de orden.
Modelo de Koblitz de una curva hiperelíptica de genero 2: Desde el
punto de vista matemático diremos que una curva hiperelíptica de
género 2, C, denida sobre un cuerpo nito de característica 2 y orden
m, F2m ,tiene la siguiente representación según la ecuación de Koblitz:
C : y2 + h(x)y = f(x)
donde h, f ∈ F [x], deg(h) ≤2, deg(f)=5, f es mónico y no existen puntos
singulares.
Es decir, que f y h son de esta forma:
f(x) = x5 + a1x4 + a2x3 + a3x2 + a4x + a5 ∀ ai ∈ F
h(x) = a6x2 + a7x + a8 ∀ ai ∈ F
Figura 2.1: Descripción de curva hiperelíptica
Clase de isomorfía: Una clase de isomorfía es un conjunto de curvas hiperelíp-
ticas que comparten una serie de propiedades entre sí. No es el objetivo
de este proyecto estudiar el porqué de la isomorfía entre curvas. Nos
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limitaremos a decir que, a efectos prácticos, cualquiera de las curvas
hiperelípticas que pertenecen a la misma clase es válida para operar
con ella y es suciente para representar la clase. Las clases de isomorfía
de curvas de género 2 denidas sobre cuerpos binarios son interesantes
para abordar algunos sistemas criptográcos.
2.1.1.1. Alternativas al problema matemático.
El problema matemático nos obliga a trabajar con un calculador espe-
cializado en cuerpos nitos. Entre el software matemático existente capaz
de trabajar con cuerpos nitos encontramos a SAGE, Magma y GAP. De
entre estos tres calculadores nos es impuesto trabajar conMagma debido dos
razones principales.
Magma contiene la función isHyperEllipticCurve que permite determi-
nar si dados los polinomios cualesquiera h, f ∈ F [x], éstos denen una
curva hiperelíptica sobre dicho cuerpo F [x].
Reutilizamos un procedimiento anterior en código deMagma que deter-
mina si dadas dos curvas hiperelípticas denidas sobre el mismo cuerpo
de característica 2, éstas son isomorfas entre sí. Este procedimiento se
puede encontrar en ACTAS DE LA X RECSI, SALAMANCA, 2008
MIRET et al: Curvas de Género 2 sobre cuerpos binarios: un ltro para
usos criptográcos.
2.1.2. El problema computacional.
El problema computacional se nos presenta al hacer una serie de cál-
culos previos al abordaje del cómputo. Se ha visto que en la denición de
curva hiperelíptica de genero 2 (2.1.1) sobre un cuerpo nito de caracterís-
tica dos y exponente m, existen 8 variables representadas por a1, a2, .. , a8
y que todas y cada una de ellas pertenecen al cuerpo sobre el cual se de-
ne sin que exista ningún tipo de restricción en cuanto a la repetición
de los elementos de ese cuerpo. Así pues todo conjunto de números A =
{a0, a1, a2, a3, a4, a5, a6, a7} ∀ai ∈ F2m es candidato a denir una cur-
va hiperelíptica de genero 2 sobre F. En consecuencia, todos los posibles
candidatos a ser curva hiperelíptica vendrán dados por las Variaciones con
Repetición de 2m elementos escogidos de 8 en 8. Es decir, 2m posibilidades
(tantas como elementos tiene F ) para cada uno de los 8 elementos del con-
junto A. Así pues la fórmula para calcular el número de conjuntos candidatos
a denir una curva hiperelíptica sobre el cuerpo F2m es:
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V R82m = 2
m · 2m ·
8
˘. . . · 2m = (2m)8
En efecto, podemos saber de antemano el número de comprobaciones que
serán necesarias según sea el orden del cuerpo sobre el que actuemos:
Orden No. de candidatos No. de candidatos Tiempo una CPU
2 216 65536 197 s
3 224 16777216 90 horas
4 232 4294967296 -
5 240 1099511627776 -
6 248 281474976710656 -
7 256 72057594037927936 -
8 264 18446744073709551616 -
Cuadro 2.1: Candidatos a Curva Hiperelíptica según el orden del cuerpo de
característica 2
Como podemos apreciar en la tabla los dos primeros órdenes son asumi-
bles en tiempo para una máquina, pero suponiendo que el tiempo aumenta
según sea el orden, al mismo ritmo que aumenta el número de combinaciones
de los conjuntos candidatos a formar una curva hiperelíptica, debemos esti-
mar un coste temporal para F24 que superaría los 195 días lo que, a efectos
prácticos, es casi imposible de asumir para una sola máquina.
Las conclusiones a la que llegamos tras este pequeño cálculo son estas:
Existe un gigantesco número de curvas que se han de comprobar.
Además como cada curva válida será comparada con todas y cada una
de las curvas que representan las clases de isomorfía encontradas, con-
forme vaya aumentando el número de clases encontradas irá aumen-
tando el tiempo de comparación de cada curva válida, ya que la lista
con que compararla cada vez será más grande.
El factor de escala en cuanto número de curvas se reere, si se quiere
calcular un cuerpo de orden n+1 con respecto al de orden n es multi-
plicativo, y su valor es 28.
El coste temporal para abordar la resolución del problema a partir del
cuerpo F24 es insostenible para una sola máquina.
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2.1.2.1. Alternativas al problema computacional.
Según hemos visto en el punto 2.1.2, el problema computacional se vuelve
enorme para una sola máquina en cuanto el orden del cuerpo nito de car-
acterística 2 es mayor que 3. Es necesario pues, presentar una serie de alter-
nativas para llevar a cabo la resolución de este problema:
Una sola máquina:
Como ya hemos dicho el cálculo de las clases de isomorfía de curvas hiperelíp-
ticas para los cuerpos F22 y F23 ya ha sido realizado y comprobado, pero como
el aumento de tiempo para llegar a los resultados es tan acusado, se estiman
más de 195 días para la resolución del cuerpo F24 con una sola máquina.
Clúster / Máquinas Paralelas:
Es evidente que un clúster dedicado exclusivamente a este problema con-
seguiría un gran rendimiento, pero ante la lógica imposibilidad de tener un
clúster dedicado, y debido a que la misma naturaleza del trabajo lo hace
CPU-intensivo, en un clúster compartido nuestro cálculo conseguiría aca-
parar la mayoría de los recursos de una máquina, lo cual es insolidario en un
clúster que se dedica a investigación, pero válido a n de cuentas.
Reutilización de ciclos ociosos o harvesting :
Esta alternativa consiste en ejecutar la tarea utilizando exclusivamente los ci-
clos ociosos del procesador. Es decir, en el momento en que el procesador esté
inactivo, pasará a ejecutar el trabajo de manera no apropiativa. El usuario
no notará la ejecución del trabajo ya que en cuanto precise la utilización del
procesador el trabajo que usa harvesting se retendrá para retomarse en cuan-
to el procesador vuelva a estar disponible. Es evidente que esta técnica no
tiene sentido para un solo ordenador, sino que hay que conseguir paralelizar
el trabajo en una red extensa, en cuanto a número de máquinas se reere,
que permita obtener una potencia de cómputo elevada usando harvesting.
2.1.3. Objetivos del Proyecto.
Los cálculos que se han podido realizar con una sola máquina (F22 y
F23), se revelan como los únicos abordables desde una sola CPU; así que
para intentar llegar a cuerpos de orden superior la alternativa de un solo
ordenador no es viable.
CAPÍTULO 2. INTRODUCCIÓN 12
Computacionalmente hablando sólo son viables las alternativas de clúster,
y harvesting para resolver el problema. Además, se ha estimado que el único
cálculo abordable por una plataforma con los ordenadores de la universidad,
sería F24 , habida cuenta de que la estimación de tiempo para calcular las
clases de isomorfía del cuerpo de orden inmediatamente posterior(F25), es
del orden de 38.000 días para una sola máquina en dedicación exclusiva. Es
decir, en caso de poder conseguir 100 máquinas totalmente dedicadas las 24
horas del día, el tiempo de cómputo superaría de largo un año de duración.
Entonces debemos analizar cuál es el camino de paralelizado más viable,
si el clúster o la paralelización sobre máquinas en producción reutilizando
los ciclos ociosos.
En la universidad se dispone de un clúster en el Grupo de Computación
Distribuida, pero debido a la naturaleza del cálculo ante el que nos enfrenta-
mos, lanzar el programa en él implicaría el acaparamiento de los recursos de
procesador de las diferentes máquinas que componen el clúster, provocando
la inanición de los demás procesos que puedan estar siendo atendidos por el
clúster. Es decir, nos encontraríamos ante una monopolización de un recurso
que es de la universidad y que debe ser compartido entre varios proyectos.
Así las cosas, nos decantaremos por una solución intermedia que implica
el uso de harvesting en las máquinas de los laboratorios de la universidad,
así como en las diferentes salas de usuario. Necesitaremos pues, un servidor
dedicado que se encargue de asignar las tareas entre los diferentes nodos de
cómputo, sincronizar los resultados que vayan devolviendo todas y cada una
de las máquinas de usuario y sincronizar a su vez el envío de trabajos.
Este análisis previo nos lleva a la conclusión de que los objetivos nales
del proyecto son primordialmente tres:
1. Analizar las alternativas para resolver computacionalmente el proble-
ma.
2. Diseñar una arquitectura distribuida de cómputo basada en la reuti-
lización de los ciclos ociosos de máquinas de usuario.
3. Generar resultados veraces para las clases de isomorfía de las curvas




Como ya se ha avanzado en la introducción, el trabajo en sí presenta
una serie de requisitos que se deben cumplir para la correcta realización de
los objetivos además de otros impuestos por la elección de la solución al
cómputo, el sistema distribuido, el calculador y la técnica de reutilización de
los ciclos ociosos. En consecuencia y sin más preámbulos vamos a enumerar
los requisitos concretos que nos encontramos.
Calculador Numérico: El hecho de que el el proceso de compara-
ción de las curvas se debe realizar con un calculador numérico como
Magma, nos obliga a tener instalado Magma en todas y cada una de
las máquinas que ejecutarán el programa en modo nodo de trabajo.
ATENCIÓN: Nótese que debido a la naturaleza de la plataforma dis-
tribuida, y el deseo de que pueda ser reutilizada para otros nes, que
probablemente no impliquen magma, e incluso que no tengan una -
nalidad matemática, el servidor será independiente, y no tendrá que
tener instalado magma. Él sólo se dedicará a repartir el trabajo entre
los nodos de cómputo, los cuales sí que tendrán el calculador ejecután-
dose; y después a recibir unos resultados, en cheros de texto, sin que
tenga que tratarlos al nal.
Separación de tareas: Como toda plataforma distribuida, la que
pretendemos llevar a cabo, se compondrá de diferentes programas que
ejecutarán máquinas independientes, y que se puedan comunicar entre
ellos. En concreto, habrá tres programas diferenciados que ejecutarán
tareas diferentes según sea su cometido:
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• Un programa servidor que tendrá la misión de recibir un trabajo
general, separarlo en trabajos pequeños y enviarlo a los nodos de
cómputo.
• Un programa cliente, que ejecutará Magma y hará de interfaz
entre las tareas que vengan del servidor y la entrada del Magma.
• Un programa que denominaremos agente que será la interfaz entre
el usuario y el sistema distribuido. Será el encargado de comunicar
al servidor el trabajo total, cómo se tiene que separar y cómo se
tiene que realizar; mientras que también se precisa que pueda
solicitar estadísticas al servidor y devolverlas al usuario en forma
legible, para tener un pequeño control acerca del transcurso del
trabajo.
Flexibilidad: El diseño de la plataforma implicará que pueda ser ex-
ible a otras tareas que pueda ser que no contengan Magma, de manera
que sólo cambiando el programa cliente y redeniendo el protocolo de
mensajes para que se adapte al nuevo tipo de tarea, se pueda abordar
otra tarea de carácter diferente. Además en primera instancia tiene que,
automáticamente servir para ejecutar otras tareas de índole parecida
(repetición de un algoritmo sobre un o un conjunto de objetos) sobre
Magma con los mínimos cambios posibles. Es por ello que el programa
agente enviará los cheros con las funciones y procedimientos que car-
garán todos los clientes al ejecutar el Magma. Así, el servidor recibirá
estos cheros del agente y los enviará a cada nodo que se conecte a la
plataforma.
Tolerancia a fallos: El hecho de que equipos de usuario y equipos
de laboratorio compartidos por toda la universidad vayan a formar
parte de la plataforma distribuida hace indispensable que este trabajo
sea tolerante a fallos, es decir, debido a que el comportamiento de
los usuarios, así como el de las máquinas que utilizan, es inescrutable
a priori, es necesario que todo el sistema y la sincronización de los
resultados parciales sea segura y tolerante a fallos. En consecuencia
es obligatorio analizar una serie de eventos que pueden hacer que el
sistema se vuelva inestable, los resultados erráticos y/o los resultados
equivocados:
• El hecho de utilizar harvesting sobre los ordenadores de usuario,
implica necesariamente el uso de timeouts sobre los nodos de cóm-
puto, es decir, habilitar un tiempo máximo para la realización del
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trabajo, si una vez cumplido este tiempo el nodo no ha devuelto
los resultados a su trabajo, el trabajo pasará a la lista de tareas
pendientes y se dará la comunicación con el nodo como cerra-
da, siendo necesario una nueva conexión al sistema por parte del
programa cliente del nodo de cálculo.
• Como este proceso de computación se presupone largo, hay que
tener en cuenta las caídas en las redes local y eléctrica, la probabil-
idad de éstas esta es directamente proporcional al tiempo total de
cómputo que se precise. Debemos asegurar que éstas caídas cau-
san el mínimo de daños en el sistema. Consecuentemente va a ser
necesario guardar regularmente una serie de resultados parciales
que permitan retomar el trabajo desde una posición segura en
caso de caída total del sistema, del servidor, y de la red eléctrica.
• Del punto anterior se extrae la necesidad de usar algún proceso de
transacción, en caso de que la desconexión, la caída del servidor
o la falta del suministro eléctrico se produzcan en el momento
preciso del guardado de resultados parciales. En consecuencia el
procedimiento de guardar el estado parcial del trabajo por mo-
tivos de seguridad, tendrá que ser, así mismo tolerante a fallos. De
esta manera evitaremos que una caída del sistema deje corruptos
los cheros de estado parcial de los cuales se nutriría el servidor
al iniciarse en caso de una recuperación.
3.2. Solución a los requisitos.
3.2.1. Magma
3.2.1.1. Adaptación del código anterior.
Como ya avanzamos en el capítulo introductorio se nos impuso trabajar
con Magma debido a que partíamos de un código previamente realizado y
funcional. Este código fue el que generó los resultados en una sola máquina y,
por tanto, estaba pensado para calcular todas las clases de isomorfía incluidas
en un cuerpo concreto. Ahora el objetivo es que ese trabajo se pueda dividir
entre todos los clientes para lo cual, el programa no tiene que empezar por
la primera curva y acabar por la última, si no que se tendrá que centrar en el
cálculo de un rango de curvas y no en todas las curvas hiperelípticas posibles
en el cuerpo.
Debido a la sincronización que debe haber entre servidor y clientes, será
necesaria la declaración de nuevos procedimientos en lenguaje Magma que
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proporcionen nuevas funcionalidades:
Inicialización de las listas de clases en cada nodo con todas las clases
encontradas por la plataforma hasta el momento. Esto será necesario
cuando un nodo de cómputo se conecte a la plataforma y el trabajo ya
haya sido iniciado.
Procedimiento de cálculo. Según el cual, el calculador recibirá un in-
tervalo de curvas y el orden del cuerpo. Deberá buscar isomorfía entre
las curvas del intervalo y las curvas que tiene almacenadas localmente
como representantes de las clases de isomorfía calculadas hasta el mo-
mento. En caso de encontrar isomorfía se incrementará el contador
asociado a la curva que ha dado positivo, mientras que en caso con-
trario deberá noticar el descubrimiento de una nueva clase al servidor,
mediante el envío de la curva correspondiente. Este proceso de cálculo
deberá noticar el momento en el que termine el intervalo.
La actualización de listas de cada cliente. El cliente tiene que estar
preparado para actualizar sus listas en el momento que el servidor lo
requiera ya que los demás clientes también pueden encontrar también
clases nuevas que serán propagadas por el servidor.
Procedimiento de devolver resultados. Para estar completamente sin-
cronizados, el programa cliente no enviará los resultados al servidor
a menos que éste se los pida primero, para lo cual debemos tener un
procedimiento que devuelva los resultados de número de clases, número
de curvas en cada clase, de una manera inteligible para el cliente.
Procedimiento de nal de trabajo. El nodo recibirá la orden de dejar
de trabajar debido a que el trabajo principal ha sido terminado.
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3.2.1.2. Comunicación con el programa cliente de la plataforma
Para trabajar con el calculador magma deberemos tener instalado el cal-
culador en los nodos de cómputo, y buscar una manera de comunicar el
programa cliente con el calculador. Debido a que el calculador acepta los
comandos por la entrada estándar y devuelve todo por la salida estándar; la
manera escogida será redireccionar la entrada estándar del calculador hacia
la salida estándar del cliente mediante un pipe, a la vez que redireccionamos
la salida estándar de Magma a la entrada estándar de programa cliente con
otro pipe tal y como muestra la siguiente gura(3.2.1.2):
MagmaCliente









Client Out → Magma In
Pipe
Client In ← Magma Out
Comunicación entre el programa 
cliente y el calculador Magma
Figura 3.1: Esquema de la comunicación entre el programa cliente y el cal-
culador Magma.
3.2.2. Denición especíca de roles.
Debido a que es imprescindible separar los programas servidor, cliente y
agente. Nos vemos obligados a denir de una manera más concreta el papel
que jugará cada uno de ellos dentro de nuestro trabajo.
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1. Servidor: Se encargará de todo el proceso de sincronización. Cronológi-
camente, podríamos decir que sus funciones serían:
a) Preparar las estructuras de almacenamiento y los cheros.
b) Arrancar las estructuras compartidas, y los sistemas de comuni-
cación entre procesos.
c) Preparar las conexiones entrantes para que clientes y agentes
puedan conectar con él.
d) Aceptar y tratar independientemente todas las conexiones en-
trantes, actuando de maneras diferentes según se conecten:
1) Clientes: Añadirlos a la estructura y, en cuanto se pueda,
enviarles trabajo.
2) Agentes: Aceptar el mensaje de trabajo o retornarles las es-
tadísticas según sea el mensaje recibido.
e) Esperar mensajes de los clientes que se encuentran trabajando y
actuar en consecuencia.
f ) Guardar regularmente el estado parcial de la plataforma de man-
era segura y estable para poder comenzar desde ese punto en caso
de caída del sistema.
g) Comprobar regularmente el tiempo de trabajo de cada uno de los
nodos, para evitar situaciones de parada de cada uno de ellos.
2. Cliente: Será la interfaz que traduzca los mensajes del servidor en
mensajes inteligibles para el calculador Magma. Cronológicamente, sus
funciones serán:
a) Preparar los cheros locales.
b) Conectar con el servidor y esperar a que haya trabajo.
c) Recibir del servidor los cheros con las funciones que cargará el
calculador al inicio.
d) Arrancar el calculador en paralelo al programa.
e) Establecer los redireccionamientos entre los descriptores de en-
trada/salida, tanto del calculador como del programa en sí, para
garantizar la comunicación entre ambos.
f ) Leer de la salida del calculador y actuar en consecuencia.
g) Leer de la conexión con el servidor y actuar en consecuencia.
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3. Agente: Será la interfaz entre el usuario y la plataforma de cómputo.
Así como los otros dos programas tendrán un carácter persistente en el
tiempo, este no. El programa agente comenzará y terminará cada vez
que se ejecute en una máquina. En su ejecución tendrá dos modos de
actuación:
a) Envío de trabajo: Enviará al servidor un mensaje con el trabajo
que se ha de realizar, las funciones del calculador necesarias para
ello, y el tamaño de los trabajos individuales que realizará cada
nodo.
b) Solicitud de estadísticas: Enviará al servidor un mensaje y es-
perará a que el servidor le devuelva los diferentes cheros en los
que irán guardadas las estadísticas. Si es necesario, el agente se
encargará de presentar las estadísticas al usuario de una manera
gráca.
A grandes rasgos podemos decir que el servidor sincroniza, el cliente ejecuta
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4.1. Diseño general de la plataforma distribuida.
Como toda plataforma de computación distribuida, requiere un servidor,
una serie de clientes y alguna manera de interactuar con el usuario. Así la



















   puerto: 9000
Agente
Figura 4.1: Esquema general de diseño.
Como podemos observar en la gura (4.1), hay una serie de clientes conec-
tados mediante sockets al servidor principal. El servidor acepta conexiones
entrantes a través del conector A y un puerto de servicio que en principio
se ha denido jo con el número 9000. Aunque pueda parecer distinto, el
agente seguirá el mismo modo de conexión al servidor que los clientes, inten-
tará conectar su conector, valga la redundancia, con la dirección del servidor
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y el puerto del servicio denido. Donde realmente se diferencian agente y
cliente es a la hora de enviar el mensaje inicial, que será de distintos tipos
como veremos en el apartado de protocolos de mensajes.
4.1.1. Interfaz de Magma.
4.1.1.1. Representación de las curvas.
Para establecer un modo de actuación con Magma hemos de llegar a una
manera de representar los candidatos a curvas hiperelípticas de modo que
tanto el compilador como el calculador entiendan. El hecho de que una curva
hiperelíptica vaya denida por dos polinomios (como vimos en la denición
de curva hiperelíptica (2.1.1)) diculta las cosas debido a que no hay ningún
compilador que entienda de polinomios de una manera natural.
Basándonos en la tabla de número de candidatos en función del orden del
cuerpo (2.1) deducimos que si hay un número jo de candidatos, éstos pueden
ser representados por los números desde 0 hasta el total-1. El problema estará
pues en traducir del entero a los dos polinomios.
Ya que el cuerpo sobre el que actuamos en cada momento es nito, se
creo una función en código de Magma, que, dado un número cualquiera, y un
orden para un cuerpo nito de característica dos, te devuelve los polinomios
f y h perfectamente formados. Pondremos un ejemplo para el cuerpo F22 .
Este cuerpo tiene, según la tabla (2.1) un número de curvas que iría de la 0
a la 65535. Si traducimos esos número a binario nos quedan dos cadenas de
16 bits (log2(65536) = 16) como las siguientes:
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Como ya dijimos en el capítulo introductorio, hay 8 variables dentro de
las ecuaciones (a1 − a8) sea cual sea el orden del cuerpo. En este caso el
cuerpo F22contiene un número jo de elementos que es 4, por lo que cada
elemento se puede codicar con dos bits. Así pues sólo queda asignar los val-
ores del 0-3 a cada elemento según sea el orden de éstos dentro del conjunto.
Entonces ya podemos averiguar dado un entero de 16 bits el candidato a

















Se podría caer en la tentación de pensar que conforme aumenta el orden
del cuerpo está traducción perderá su sentido ya que también aumentará el
número de bits necesarios para representar cada elemento del cuerpo, pero
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no. De hecho estos números fueron ya calculados como las combinaciones
posibles entre los elementos del cuerpo, sean los que sean y del tamaño que
sean.
Ya tenemos una representación válida de los candidatos a curva hiperelíp-
tica, que entienden tanto el calculador como cualquier compilador, todos los
compiladores entienden de enteros. Ahora bien, si queremos representar con
un solo entero cada candidato, llegará un momento que el número de posi-
bles candidatos será tan grande que el compilador no entienda de enteros
tan largos. Para el compilador de C ese momento llega cuando el orden del
cuerpo asciende a 8 ya que las combinaciones posibles para ese cuerpo son
264 que es el número máximo que puede tratar C en forma de unsigned long
long int.
Esta restricción no es grave, debido a que el cuerpo de orden 8 es in-
abordable con este algoritmo. Según una estimación el coste para una sola
máquina se elevaría por encima de los mil milenios, suponiendo que tuvier-
amos un millon de máquinas cien por cien dedicadas, nos costaría algo más
de un año realizar el cálculo. Y es evidente que con un millón de conexiones
simultáneas haría falta algo más que un servidor normal.
4.1.1.2. Procedimientos.
Como ya avanzamos (3.2.1.2) la comunicación deMagma con el programa
cliente se hará por medio de la entrada y salida estándar, así que magma leerá
de su entrada estándar como si de una orden dada por un usuario se tratara
y, del mismo modo, lanzará sus resultados imprimiéndolos por pantalla. Para
que haya una comunicación apropiada se deberá denir un protocolo.
En base a las condiciones arriba impuestas se declararon una serie de
funciones y procedimientos para interactuar con el programa cliente:
Obtener f y h.
Esta función realiza el paso de conversión del entero a los polinomios f y h
según sea el parámetro de entrada m (orden del cuerpo nito)
Es isomorfa.
Esta función comprueba una lista de curvas hiperelípticas válidas no isomor-
fas entre sí, con una curva hiperelíptica válida. En caso de éxito, devolverá
cierto y el índice de la curva de la lista isomorfa a la curva comprobada. En
caso de no-éxito, devolverá falso y la curva no isomorfa al resto. Esta función
es la que utiliza la función de Javi Valera si comprueba que dadas dos curvas
CAPÍTULO 4. DISEÑO 24
hiperelípticas válidas, éstas son isomorfas entre sí, es decir, pertenecen a la
misma clase de isomorfía.
Procedimiento de Inicialización de Estructuras.
Este procedimiento será el primero en ejecutarse, y se encargará de crear
las listas de clases y establecer el orden del cuerpo para todos los cálculos
posteriores.
Procedimiento de cálculo.
Dados dos enteros que representan dos curvas, este procedimiento se encar-
gará de efectuar el cálculo en relación a las clases de isomorfía presentes entre
todos los candidatos del rango que denen esos dos enteros. Imprimirá por
pantalla las curvas que representen clases de isomorfía que no existan en sus
listas.
Procedimiento de actualización.
Dado un identicador de clase, y un representante de curva, este proced-
imiento actualizará con el identicador de clase impuesto el elemento de su
lista que sea isomorfo al representante dado. En caso de no existir tal iso-
morfía, el procedimiento añadirá la nueva clase a la lista con el identicador
dado.
Lanzar resultados.
En caso de que todas las clases tengan un identicador asignado por el servi-
dor, lanzará los resultados calculados obtenidos en el nodo acerca de las
clases de isomorfía, así como del número de curvas calculadas pertenecientes
a cada clase.
Programa Principal
Será encargado de leer de la entrada estándar dentro de un bucle. Este pro-
grama leerá siempre una cadena de enteros cuyo primer elemento marcará
el procedimiento a ejecutar, mientras que los siguientes serán los parámet-
ros pasados a este procedimiento como veremos en la siguiente sección del
documento (4.1.1.3).
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4.1.1.3. Comunicación. Protocolo de Mensajes.
Los diferentes procedimientos devolverán sus resultados a la entrada es-
tándar. Estos resultados deben estár formateados de manera que el cliente
entienda, es decir, debe haber un protocolo de comunicación entre el cliente
y el programa principal ejecutado por Magma.
Así,Magma entenderá las siguientes 5 cadenas de enteros como mensajes,
todas ellas separadas por espacios y acabadas por un n de línea y retorno
de carro:
Mensaje de Inicialización de estructuras:
• 1 m c1 r1 c2 r2 ... ci ri − 1 − 1 donde:
◦ 1 es el tipo de mensajes que arrancará el procedimiento de
inicialización de estructuras.
◦ m es el orden del cuerpo de característica dos sobre el cual se
trabajará.
◦ El par cn rn es un conjunto formado por el número de clase
(c) y la curva representante de la misma (r)
◦ -1 -1 es la marca de nal.
Mensaje de cálculo:
• 2 c1 c2 donde:
◦ 2 es el tipo de mensaje, arrancará el procedimiento de cálculo.
◦ c1 es el primer candidato a curva hiperelíptica del rango que
se calculará.
◦ c2 es el último candidato a curvki8lkila hiperelíptica del rango
que se calculará.
Mensaje de actualización:
• 3 c r donde:
◦ 3 es el tipo de mensaje. Arrancará el procedimiento de actu-
alización.
◦ c es el identicador de clase otorgado por el servidor.
◦ r es la curva representante de la clase c.
Mensaje de resultados.
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• Como el procedimiento de lanzar resultados no necesita parámet-
ros, este mensaje será simplemente un 4 seguido de un retorno de
carro.
Mensaje de nalización.
• Igual que el anterior, este mensaje será solo un 5 y su misión será
abortar la ejecución de Magma una vez terminado el trabajo.
A su vez, Magma lanzará los mensajes individuales por pantalla
formateados de una manera especíca. Todos ellos empezarán por
un carácter en mayúscula, y, dependiendo de éste, le seguirán ora
enteros, ora otros caracteres:
Mensaje de nueva clase de isomora:
• N C donde el carácter N (ene mayúscula) será el tipo de men-
saje y C será el representante de la nueva clase encontrada. Este
mensaje lo imprimirá el procedimiento de cálculo.
Mensaje de nalización de trabajo:
• F C1 C2 donde el carácter F (efe mayúscula) indicará que ha
terminado su rango de trabajo, mientras que C1 y C2 indicarán
el rango acometido.
Mensaje de actualización completada:
• U Este mensaje se compondrá solo del carácter U mayúscula,
e indicará que ya no queda ninguna clase a la cual el servidor no
haya asignado un número identicador. Este mensaje lo imprimirá
el procedimiento de actualización.
Mensaje de resultados:
• R C1 R1 N1 C2 R2 N2 ... Ci Ri Ni F donde:
◦ R (carácter erre mayúscula) será el tipo de mensaje. Este
mensaje será lanzado por el procedimiento de lanzar resulta-
dos.
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◦ La terna CnRnNn representará la la n-1 de la tabla de resul-
tados especicando: Identicador de clase (C), representante
de la clase (R) y número de curvas válidas pertenecientes a
dicha clase encontradas desde la última devolución de resul-
tados (N).
◦ F (carácter efe mayúscula) será la marca de nal del mensaje
de resultados.
Mensaje de Error:
• EProcedimiento: Mensaje de error. donde:
◦ E (carácter e mayúscula) indicará que ha habido un error.
◦ Procedimiento: Será el nombre del procedimiento que ha lan-
zado el mensaje de error(**).
◦ Mensaje de error : será el mensaje que diga dónde ha fallado
el código(**).
(**) Hay que tener encuenta que los campos Procedimiento y Mensaje
de error sumados tendrán un número de caracteres máximo que se
decidirá durante la implementación.
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4.1.2. Modelo Servidor-Cliente.
El diseño de la plataforma distribuida se corresponde con el modelo típico
servidor-cliente según el cual el servidor espera la incorporación de clientes, y
gestiona la actividad de los mismos. Para ello el servidor abre un conector y
espera dentro de un bucle una conexión remota hacia el mismo. Cada conex-
ión remota será tratada de manera independiente por un hilo de ejecución
que, a su vez, será el encargado de la comunicación entre la máquina remota
y el servidor utilizando el conector que abrió la máquina remota y dejando
el conector que abrió el servidor libre para que éste pueda gestionar dentro









Conecta con el 
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a través de B
Hilo Servidor B
Figura 4.2: Modelo servidor-cliente mediante hilos de ejecución
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4.1.3. El servidor.
El servidor en sí, estará compuesto por dos elementos claramente difer-
enciables. Uno será el programa ejecutable que gestione todas las entradas
de clientes, y el otro será una clase estática de nombre Server que guarde
las estructuras necesarias, e implemente todos los procedimientos que im-
pliquen esas estructuras. Además para facilitar la programación idearemos
una clase a la que llamaremos clase MagmaNodeThread que será tendrá la
misión de mantener cada uno de los hilos de ejecución, y la comunicación
con los clientes. A continuación se explicarán con más detalle y en este orden
las clases y el programa.
4.1.3.1. La clase estática del servidor. Server.
Esta clase tendrá como objetivo guardar todos los datos que utilizará
el servidor, gestionar los cheros de resultados y de respaldo del sistema y
manejar la comunicación de los procesos (en este caso hilos de ejecución) de
una manera segura. Además la clase se declara como estática debido a que
los diferentes hilos van a ejecutar procedimientos de la misma y a acceder a
los diferentes atributos denidos por la clase.
En sí los atributos de la clase serán todos denidos como estáticos e ini-
cializados a valores neutros en cuanto el programa servidor comience su eje-
cución. Éstos atributos son bastantes, pero se pueden dividir en tres grandes
grupos según la naturaleza de los datos que contienen:
En primer lugar los datos relativos a la máquina del servidor:
• Estructura con la dirección.
• Estructura con el puerto.
• Descriptor de socket.
• Identicador de los semáforos que gestionarán los recursos com-
partidos.
En segundo lugar estructuras de datos con información acerca de
los clientes:
• Vector con los identicadores de los clientes.
• Tabla de tiempos que incluirá:
1. Identicador de cliente.
2. Trabajo que está realizando.
CAPÍTULO 4. DISEÑO 30
3. Tiempo en el que empezó el trabajo actual.
En tercer lugar datos relativos al trabajo que hay que realizar,estos
atributos serán inicializados con una función de la clase a la que se
llamará sólo cuando el agente envíe un mensaje de trabajo:
• Orden del cuerpo.
• Primer candidato a curva hiperelíptica.
• Último candidato a curva hiperelíptica.
• Número de candidatos a curva hiperelíptica de que constará cada
trabajo.
• Un entero que se irá incrementando y asignando a cada una de
las clases nuevas encontradas.
• Un entero de tiempo que será el número de segundos máximo que
un cliente puede estar con un trabajo.
• Dos booleanos que indicarán si hay trabajo y si está nalizado.
• Dos enteros de tiempo que marcarán el tiempo de inicio de trabajo
y el tiempo de nalización del mismo.
• Una tabla de curvas en la que se guardarán los trabajos inmediatos
a realizar.
• Además la clase deberá tener implementadas las funciones que
gestionen todas y cada una de estas variables.
• Una tabla de resultados que incluirá en cada una de sus las tres
campos:
◦ Número de clase: Será único y asignado por el servidor. No
serán correlativos.
◦ Un representante: Será la curva representante codicada en
un entero largo, de la clase identicada por el campo anterior.
◦ Número de curvas: Será el número total de curvas calculadas
isomorfas entre sí y pertenecientes a la clase identicada por
el primer campo.
Además de la parte de los atributos tendremos una parte pública con las
funciones que, a su vez, también se pueden clasicar en cuatro grupos según
sus funcionalidades.
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Inicialización, acceso y modicación de los atributos. Como
serán declarados todos los atributos como elementos privados de la
clase, serán necesarias funciones para leerlos y/o modicarlos así como
una serie de funciones que permitan inicializar los valores relacionados
con el trabajo, la intercomunicación de procesos (semáforos), etc. Éstas
funciones son en principio simples y van desde la asignación o consulta
directa de los valores de los atributos privados de la clase, hasta la
inicialización de los semáforos.
Funciones de comunicación con el agente. Principalmente serán
necesarias las funciones de establecer trabajo nuevo, y enviar estadís-
ticas.
Funciones de control. Dentro de este grupo irán funciones más com-
plejas como serían:
• Añadir cliente a la estructura de clientes. Se utilizará cuan-
do un cliente haga login a la plataforma.
• Pedir trabajo siguiente de la lista para mandarlo al cliente.
Cuando un cliente esté preparado para recibir un trabajo nuevo,
será necesario llamar a esta función para denirlo.
• Borrar cliente de la lista. Cuando un cliente se desconecte,
o bien pase del tiempo límite de ejecución de tarea, se le dará
por muerto y se le borrará de la lista, teniendo en cuenta que
todo trabajo no nalizado por el mismo pasará a la lista de tareas
pendientes.
• Recoger los resultados del cliente. Cuando un cliente nalice
una tarea o un ciclo de tareas, se llamará desde el hilo a esta
función de manera que el servidor actualizará sus resultados.
• Propagar nueva clase de curvas hiperelípticas encontrada
por un cliente. Cuando Magma genere una clase que considere
nueva, el servidor se encargará de asignarle un número único y
correlativo, así como de enviar la supuesta nueva clase al resto de
nodos.
• Guardar el estado parcial de la plataforma. Esta función
será la encargada de ir salvando de una manera coherente y tol-
erante a fallos el estado actual de la plataforma completa. Esto
permitirá una recuperación de la mayor parte del trabajo realiza-
do en caso de caída del sistema.
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• Comprobar el tiempo de cómputo de los nodos. Esta fun-
ción comprobará en base a la tabla de tiempos de los clientes, y
de una manera periódica si algún cliente se ha quedado parado en
la ejecución, es decir, ha sobrepasado el tiempo máximo asignado
por la tarea.
4.1.3.2. La clase de los hilos. MagmaNodeThread.
Crearemos pues una clase que se encargue de gestionar la comunicación
entre cada uno de los clientes particulares y el servidor. De la misma manera
vamos a apuntar como hemos diseñado la clase empezando por los atributos
y siguiendo por las funciones.
Así pues en cuanto a los atributos, esta vez distinguiremos entre dos tipos
diferentes:
Atributos referentes a la comunicación y la sincronización.
• Descriptor de socket. El socket arrancado por el cliente, a través
del cual se comunicarán el hilo y el cliente.
• Dirección del Servidor.
• Dirección del Cliente.
• Estructura con el puerto del servicio.
• Identicador de semáforo del socket. Este semáforo es necesario
debido a que pudiera darse el caso de que a consecuencia del
alto grado de paralelismo del programa se intercalaran mensajes
enviados por otra función entre dos mensajes que deberían ser
recibidos en orden. Es necesario monopolizar el socket a la hora
de enviar varios mensajes que deben ir en orden. Cada objeto de
la clase tendrá denido su propio semáforo de socket.
• Contador de los trabajos parciales terminados por el nodo que
maneja el hilo.
Atributos referentes al trabajo de cálculo.
• Orden del cuerpo nito de característica dos.
• Candidato a curva hiperelíptica inicio de rango.
• Candidato a curva hiperelíptica nal de rango.
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• Variable booleana que nos dirá si un nodo ha sido inicializado
en el trabajo. Esta variable es necesaria debido a que cuando un
nodo recibe las diferentes listas con las clases calculadas hasta
el momento, éstas deben ser completamente actuales para evitar
problemas de coherencia en cuanto a la repetición de clases iguales
dentro de las listas de un mismo nodo. Así pues, los nodos comen-
zarán a trabajar por primera vez exclusivamente si el valor de esta
variable es falso y el servidor acaba de actualizar sus archivos de
resultados parciales.
• Variable booleana que indicará si el nodo está trabajando en un
momento determinado.
Además como ya hemos avanzado la claseMagmaNodeThread tendrá declaradas
una serie de funciones también clasiclables en grupos:
Funciones de asignación y consulta de atributos.
Funciones de control. Entre las cuales podemos destacar:
• Funcion constructora / destructora. Necesarias para establecer
los valores iniciales y liberar los recursos del sistema (semáforos)
respectivamente.
• Función de creación del hilo. Realmente no será el servidor quien
creará el hilo sino el objeto que el servidor cree. Esta función
acabará con una llamada a la función recibir desde cliente que se
encargará de la comunicación permanente con el nodo.
• Función recibir desde el cliente. Esta función es la función que se
quedará bloqueada recibiendo del conector y actuará en consonan-
cia a los mensajes que lleguen desde el cliente utilizando para ello
la función switch. Dentro de esta función se realizarán llamadas
a funciones de la clase Server, así como llamadas a funciones de
la misma clase. Esta función será la función principal de la clase,
y la función de comunicación en el lado del servidor hacia todos
los clientes.
4.1.3.3. El programa servidor. MagmaServer.
El programa MagmaServer será un ejecutable relativamente sencillo que
tendrá como tarea principal la paralelización y la gestión de las conexiones
mediante hilos de ejecución.
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En primer lugar el programa llamará a las funciones de la clase Server de
inicialización de los recursos de comunicación (semáforos), así como de las
estructuras.
Acto seguido, creará el conector (socket), le asignará un puerto (bind) y
comenzará a escuchar de el conector (listen).
Hecho esto arrancará dos hilos de ejecución con parecidas pero distintas
funcionalidades:
Un hilo que ejecutará una función con un bucle según la cual cada un
tiempo jo (determinado por una función sleep) se ejecutará la función
de la clase Server de Guardar el Estado parcial de la plataforma.
Otro hilo de similares características al anterior, pero que ejecutará la
función, de Comprobación de la tabla de tiempos. Hay que ver que esta
función no tiene que arrancar hasta que el trabajo no esté inicializado,
ya que el tiempo límite que un nodo cliente tiene para acabar el trabajo
vienen determinado por el programa agente al mandar el mensaje de
trabajo.
A partir del lanzamiento de los dos hilos el programa creará un objeto de
la clase MagmaNodeThread y se adentrará en un bucle donde ejecutará la
directiva accept para quedarse bloqueado hasta que reciba una conexión en-
trante. Al recibir cada conexión entrante y todo dentro del bucle el programa
servidor actuará de la siguiente manera:
1. Se copiarán en los atributos del hilo las direcciónes de servidor y cliente,
así como los descriptores de socket de los mismos, a través de los cuales
se establecerá la comunicación.
2. Se llamará a la función de crear hilo sobre el objeto de la clase Mag-
maNodeThread creado con anterioridad.
3. Se redenirá el objeto anterior a otro nuevo objeto de la clase Mag-
maNodeThread mediante la función new.
4. Se volverá al principio del bucle.
Así pues podemos decir que el programa servidor estará paralelizado en ra-
mas principales, además de todas las correspondientes a la comunicación
con los clientes (una por cliente). Los dos hilos, que gestionan las funciones
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periódicas, y el programa principal que gestiona las conexiónes entrantes.
Además todo el código perteneciente a la clase MagmaNodeThread también
será ejecutado por el servidor.
4.1.4. El programa cliente. MagmaClient.
El programa cliente se encargará de la comunicación con el servidor, y
de la ejecución de las tareas y recogida de resultados sobre Magma para ello
creará dos hijos, uno que redireccione las salida y entrada estándar hacia los
pipes y ejecute magma con los cheros de inicialización obtenidos del servi-
dor; y otro que se mantenga leyendo de la salida del magma; mientras que el
padre se mantiene a la escucha del conector para recibir los mensajes desde
el servidor, y en función a ello escribir en la entrada del magma.
En particular el programa MagmaClient seguirá este orden de actuación:
1. Obtendrá la dirección del servidor y el puerto del servidor. (Mediante
paso de parámetros o servidor DNS)
2. Creará su conector.
3. Conectará con el servidor.
4. Enviará mensaje de LogIn hacia el servidor.
5. Esperará los cheros de inicialización de Magma.
6. Creará los dos pipes y redireccionará la entrada y salida estándar a
través de ellos.
7. Establecerá su prioridad a mínima, justo por encima del proceso init.
Este es el punto en el que entra el juego el harvesting.
8. Creará el hijo que ejecutará Magma. Éste, a su vez, redireccionará
salida y entrada estándar hacia los pipes ahora de manera inversa para
conseguir la comunicación a través de ellos. Después ejecutará Magma,
pasándole como parámetros los cheros de inicialización.
9. El padre esperará dos segundos a que magma arranque y eliminará
la cabezera que imprime magma al iniciarse para evitar conictos con
mensajes futuros.
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10. Creará el hijo que lea carácteres de la entrada estándar (comunicada
con la salida de magma) y actuará en consonancia enviando mensajes
a través del conector y hacia el servidor.
11. El padre se mantendrá a la escucha del socket, tratará los mensajes
que reciba del servidor, y los adaptará para imprimirlos después en la
entrada del Magma.
4.1.5. El programa agente. MagmaAgent.
El programa agente, es un programa mucho más sencillo y comparte con
el programa cliente (4.1.4) los tres primeros puntos de actuación.
Recibirá por parámetros el modo de actuación (establecer trabajo nuevo
o pedir estadísticas). El programa agente no se dará de alta en el servidor,
si no que su primer mensaje será según haya sido el parámetro de modo de
actuación de solicitud de estadísticas o envio de trabajo.
En caso de envío de trabajo el programa agente enviará un mensaje del
tipo envío de trabajo y después los cheros necesarios para la ejecución del
mismo, en el caso de éste cálculo enviará cuatro cheros:
Fichero con los procedimientos creados para el magma: Fichero en
código Magma.
Fichero con las funciones creadas por Javi Valera. Función SonIsomor-
fas.
Fichero de trabajo: En este chero se especicará el orden del cuerpo,
el rango de curvas, el tiempo máximo de realización de trabajo por
parte del nodo de cómputo (programa cliente).
Fichero de Resultados: Este chero en principio será vacío, pero puede
ser que se quiera hacer un trabajo en varias veces, con lo cual este
chero contendría los resultados hasta la fecha.
Capítulo 5
Implementación
Podemos distinguir dos tipos de implementación. La referente al código
que ejecutará el calculador, que se realizará en el lenguaje propio del mismo;
y la referente a la plataforma, que se ha hecho en C++ debido a la potencia
de este lenguaje, y a que en la titulación técnica son C y C++ los lenguajes
de programación principales en el programa de estudios.
5.1. Código Magma.
El lenguajeMagma es un lenguaje típico de calculador. Existen funciones
y procedimientos, la diferencia está en que las funciones retornan un valor
mientras que los procedimientos no. Aún así, a los procedimientos se les
puede pasar valores de entrada/salida que pueden ser modicados a lo largo
del mismo si en la cabecera que declara el procedimiento está el caracter
tilde o virgulilla (~) delante de la variable que queremos que sea de entrada
salida.
5.1.1. Programa Principal.
MainProgram := function ();
//NumeroCurva[i] genera la Curva[i] que pertenece a la clase
//NumeroClase[i] de la que se han encontrado ContaCurvas[i].
//NoAsignadas mantiene todos los i
//para los que se cumple que NumeroClase[i] es igual a -1
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Curva := [ ];
NumeroClase := [ ];
ContaCurvas := [ ];
NumeroCurva := [ ];




while not finalizado do
//Leer hasta un final de línea
read x;
//Convierte x a un vector de enteros.
Mensaje := StringToIntegerSequence(x);
//Switch sobre el primer entero del mensaje.
case Mensaje[1]:
//Caso de inicialización de estructuras Mensaje[1]==1
when 1:
Curva := [ ];
NumeroClase := [ ];
ContaCurvas := [ ];
NumeroCurva := [ ];
NoAsignadas := [ ];
InitStructs(~Curva, ~NumeroClase, ~ContaCurvas,
~NumeroCurva, Mensaje, ~E, ~m);
if E ne 0 then




//Caso de mensaje de cálculo. Mensaje[1]==2.
when 2:
Calculate(~Curva, ~NumeroClase, ~ContaCurvas,
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~NumeroCurva, Mensaje, ~E, m, ~NoAsignadas);
if E ne 0 then




//Caso de actualización de estructuras. Mensaje[1]==3.
when 3:
UpdateStructs( ~Curva, ~NumeroClase, ~ContaCurvas,
~NumeroCurva, Mensaje, ~E, m, ~NoAsignadas );
if E ne 0 then








if E ne 0 then
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5.1.2. Procedimientos y funciones.
5.1.2.1. Procedimiento InitStructs.
InitStructs := procedure( ~Lista, ~Clase, ~Cuantas,
~Curva, Mensaje, ~E, ~m);
Figura 5.1: Cabecera del procedimiento InitStructs
Precondición: Lista, Clase, Cuantas, Curva, son secuencias de Magma pre-
viamente declaradas y modicables. Mensaje es una secuencia de
enteros que sigue este formato:
1 m C1 R1 C2 R2 ... ... Ci Ri -1 -1 donde:
- 1 es invariable y signica que el mensaje es de inicialización de
estructuras.
- m es el orden del cuerpo.
- Los pares Cn Rn, son un identicador de clase y una curva rep-
resentante de la misma respectivamente.
- Los dos -1's representan la marca de nal del mensaje.
Postcondición: Encaso de error E se evaluará a -2 y se imprimirá el mensaje
correspondiente, en caso contrario E será igual a 0 y además:
- Lista[n] contendrá la curva hiperelíptica representada por el el-
emento Rn del mensaje.
- Clase[n] contendrá los identicadores de clase únicos represen-
tados por Cn en el mensaje.
- Cuantas[n] tendrá valor 0.
- Curva[n], contendrá el representante codicado como entero Rn
del mensaje.
5.1.2.2. Procedimiento Calculate.
Calculate := procedure( ~Lista, ~Clase, ~Cuantas, ~Curva,
Mensaje, ~E, m, ~NoAsignadas );
Figura 5.2: Cabecera del procedimiento Calculate.
Precondición: Lista, Clase, Cuantas, Curva, son secuencias de Magma pre-
viamente declaradas y modicables. m es un entero y mensaje es
una secuencia de enteros con el siguiente formato:
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2 CI CF donde:
- 2 es invariable y representa que el mensaje es de cálculo.
- CI es el representante codicado de la curva por la cual se em-
pezará a calcular.
- CF es el representate codicado de la curva por la que se ter-
minará de calcular.
Postcondición: E se evaluará a -3 en caso de error a la vez que será im-
primido un mensaje por pantalla que indicando el error. En caso
contrario E no modicará su valor y además:
- En la secuencia Lista se añadirán las nuevas curvas hiperelípti-
cas encontradas no isomorfas al resto de las presentes en la lista.
- En la secuencia Clase se añadirán tantos -1's como curvas
hiperelípticas se hayan añadido a la secuencia Lista.
- En la secuencia Curva se añadirán los números enteros que rep-
resentan a cada una de las curvas añadidas en la secuencia Lista,
y en el mismo orden que se añadieron en ella. De manera que el
elemento entero Curva[i] genera la curva hiperelíptica Lista[i].
- La secuencia NoAsignadas contendrá todos los índices i de la
secuencia Clase, tales que Clase[i] sea igual a -1.
- Cuantas[i] contiene el número de curvas isomorfas a la curva
Lista[i] desde la última vez que enviaron resultados.
5.1.2.3. Procedimiento UpdateStructs.
procedure UpdateStructs(~Lista, ~Clase, ~Cuantas, ~Curva,
Mensaje, ~E, m, ~NoAsignadas);
Figura 5.3: Cabecera del procedimiento UpdateStructs
Precondición: Lista, Clase, Cuantas, Curva y NoAsignada son secuencias de
Magma previamente inicializadas y modicables.
Mensaje es una secuencia de enteros con el siguiente formato:
3 C R donde:
- 3 es invariable e indica que el mensaje es de tipo Update.
- C es el número de clase único y asignado en el servidor repre-
sentado por R.
- R es el representante codicado en forma de entero de la clase
C.
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Postcondición: En caso de error E se evaluará a -4 y se imprimirá por pan-
talla el mensaje de error correspondiente, en caso contrario E
mantendrá su valor y además:
- Si existe una curva Lista[i] tal que la curva representada por
R es isomorfa a ella Clase[i] tomará el valor de C si, y sólo si,
Clase[i] >C o Clase[i] tenga por valor -1 (en este caso, además se
borrará el valor i de la secuencia NoAsignadas).
- Si no existe tal curva R se añadirá a Curva, la curva represen-
tada por R se añadira a Lista, C se añadirá a Clase y el valor 0
se añadirá a Cuantas.
- Al nal se imprimirla el carácter U mayúscula si y sólo si
NoAsignadas es la secuencia vacía.
5.1.2.4. Procedimiento ThrowResults.
ThrowResults := procedure(Clase , Cuantas, Curva,
~E , NoAsignadas);
Figura 5.4: Cabecera del procedimiento ThrowResults
Precondición: NoAsignadas es la secuencia vacía.
Postcondición: En caso de error E tomará el valor -5. En caso contrario, E
no cambiará su valor, y además:
-Se imprimirán por pantalla una R (erre mayúscula) todas las
ternas [Clase[i],Curva[i],Cuantas[i]] con sus campos separados por
espacios y separadas entre ellas por saltos de línea.
5.2. Código C++.
5.2.1. Estructuras.
A la hora de hacer el código hemos tenido que denir una serie de estruc-
turas que nos ayudarán en el almacenamiento de resultados y en el control
de los clientes. Todas las estructuras que hemos utilizado están presentes
denidas en los cheros.h de la siguiente manera.
5.2.1.1. Estructura NodeTimer.
La estructura node timer será la que mantenga la información de tiempo
necesaria para que los nodos de cómputo que sobrepasen el tiempo límite
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establecido. Para ello se crea un vector de estructuras NodeTimer al que se
irá accediendo periódicamente para descartar los nodos que estén inactivos.
La estructura en sí guardará el puntero al objeto que gestiona la comu-
nicación hilo-cliente, la curva inicial que está procesando y el tiempo en el
que empezó a procesarla.
En caso de alcanzar el timeout la curva volvería a la lista de trabajos
pendientes, mediante el puntero se podrían ejecutar las funciones de volver
a pedir trabajo o desconectarse del servidor.
typedef struct{
MagmaThreadPtr Node ;




Esta es la estructura principal del cálculo. Aquí se guardarán todas las
clases encontradas, las curvas representantes y el número de ellas.
typedef struct{
unsigned long int Class Id ;
unsigned long long int Curve ;
unsigned long int nCurves ;
}CurveClass ;
5.2.2. Protocolo de mensajes MagmaNodeThread - Clien-
te/Agente.
La comunicación entre los clientes y el servidor la gestionará, por la
parte del servidor, un objeto de la clase MagmaNodeThread, mientras que
será el cliente mismo quién lea y escriba sobre el conector. Así pues ha sido
implementada una estructura mensaje de la manera siguiente:
typedef struct{
unsigned short int type ;
unsigned int l ength ;
}message ;
Como vemos el mensaje en sí sólo tiene dos campos, uno será el tipo
del mensaje y otro la longitud de la cadena de carácteres del mensaje sigu-
iente. En caso de que esta longitud valga 0 (como pasa en la mayoría de las
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ocasiones) signicará que no existe un mensaje concreto desde el servidor.
En cuanto al tipo de mensaje, se ha de decir que los tipos se declaran en
el chero librería general MagmaMain.h mediante el uso de denes. En la
siguiente tabla daremos una breve explicación de lo que signican cada uno
de los mensajes.
Tipo Denición Dirección
ISTN Mensaje de inicialicación de estructuras. Server-Node
CSTN Mensaje de orden de cálculo. Server-Node
USTN Mensaje de Propagación de clase. Server-Node
RSTN Mensaje de petición de resultados. Server-Node
WATS Mensaje de Trabajo general. Agent-Server
LINS Mensaje de incorporación a la plataforma. Node-Server
LONS Mensaje de abandono de la estructura. Node-Server
SATS Mensaje de petición de estadísticas. Agent-Server
SSTA Mensaje de estadísticas. Server-Agent
RNTS Mensaje de Resultados. Node-Server
RSTA Mensaje nal de resultados. Server-Agent
WFNS Mensaje de nalización de trabajo de nodo. Node-Server
ENTS Mensaje de Error Node-Server
NHCF Mensaje de nueva clase encontrada. Node-Server
WFSN Mensaje de nalización de trabajo. Server-Node
Cuadro 5.1: Tipos de mensajes del protocolo Servidor-Cliente
5.2.2.1. Intercambio de mensajes en un ciclo normal de cálculo.
1. Cliente →Servidor: Mensaje tipo LINS (Log In Node to Server).
a) Cliente: Envía el mensaje y se queda a la espera de recibir los
cheros de inicialización
b) Servidor (objeto MagmaNodeThread): Recibe el mensaje. Si hay
trabajo:
1) Añade el cliente a la estructura mediante la función Serv-
er::addNodeToList(...). Esta función enviará los archivos de
inicialización. Y el primer mensaje de tipo ISTN para que el
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calculador inice las estructuras sólo si es el primer nodo en
conectar.
2) Busca el siguiente trabajo mediante la función Server::askForWork(...).




3 stat ic int ServerSocketFd ;
4 stat ic struct sockaddr_in ServerAddress ;
5 stat ic struct s e rvent Port ;
6 stat ic unsigned int m;
7 stat ic unsigned long long int FirstCurve ;
8 stat ic unsigned long long int LastCurve ;
9 stat ic unsigned long int I n t e r v a l ;
10 stat ic unsigned int numOfClass ;
11 stat ic time_t TimeLimit ;
12 stat ic bool Work ;
13 stat ic bool WorkFinished ;
14 stat ic time_t TimeWorkStarted ;
15 stat ic time_t TimeWorkFinished ;
16 stat ic key_t SemKey ;
17 stat ic int SemId ; //Sem de l s e r v i d o r ;
18 stat ic vector< MagmaThreadPtr > C l i en t s ;
19 stat ic vector< CurveClass > ResultsTable ;
20 stat ic vector< NodeTimer > TimeTable ;
21 stat ic vector< unsigned long long int > NextCurve ;
22
23 public :
24 stat ic void setServerSocketFd ( int ) ;
25 stat ic int getServerSocketFd ( ) ;
26 stat ic void se tServerAddres s ( sockaddr_in∗ ) ;
27 stat ic struct sockaddr_in∗ getServerAddress ( ) ;
28 stat ic void s e t I n i t i a l V a l u e s (unsigned int , unsigned
long long int , unsigned long long int , unsigned
long int , time_t ) ;
29 stat ic unsigned int getM ( ) ;
30 stat ic unsigned long long int getF i r s tCurve ( ) ;
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31 stat ic unsigned long long int getLastCurve ( ) ;
32 stat ic unsigned long int g e t I n t e r v a l ( ) ;
33 stat ic bool working ( ) ;
34 stat ic void createSem ( ) ;
35 stat ic int getSemId ( ) ;
36 stat ic void updateResults ( ) ;
37 stat ic int addNodeToList (MagmaThreadPtr ) ;
38 stat ic int removeNodeFromList (MagmaThreadPtr ) ;
39 stat ic int askForWork (MagmaThreadPtr ) ;
40 stat ic void checkNodeTimers ( ) ;
41 stat ic int addNodeResults (char∗ , unsigned long long
int ) ;
42 stat ic int s av ePa r t i a l S t a t e ( ) ;
43 stat ic void PropagateNewClass ( CurveClass ) ;








3 pthread_t Id ;
4 int ServerSocketFd ;
5 int NodeSocketFd ;
6 struct sockaddr_in ServerAddress ;
7 struct sockaddr_in NodeAddress ;
8 struct s e rvent ∗Port ;
9 int JobsDoneByNode ;
10 bool NodeWorking ;
11 key_t SemKey ;
12 int SemId ;
13 unsigned int m;
14 unsigned long long int Curve1 ;
15 unsigned long long int Curve2 ;
16 bool i n i t ;
17
18 public :
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19 MagmaNodeThread ( ) ;
20 ~MagmaNodeThread ( ) ;
21 pthread_t getThreadId ( ) { return Id ; } ;
22 unsigned int getM ( ) {return m; } ;
23 unsigned long long int getCurve1 ( ) { return Curve1
; } ;
24 unsigned long long int getCurve2 ( ) { return Curve2
; } ;
25 void setM( const unsigned int eme) { m=eme ; } ;
26 void setCurve1 ( const unsigned long long int C1) {
Curve1=C1 ; } ;
27 void setCurve2 ( const unsigned long long int C2) {
Curve2=C2 ; } ;
28 int CreateThread ( ) ;
29 int getServerSocketFd ( ) { return ServerSocketFd ; } ;
30 void setServerSocketFd ( int fd ) { ServerSocketFd=fd
; } ;
31 void setNodeSocketFd ( int fd ) { NodeSocketFd=fd ; } ;
32 int getNodeSocketFd ( ) { return NodeSocketFd ; } ;
33 sockaddr_in∗ getServerAddress ( ) { return &
ServerAddress ; } ;
34 sockaddr_in∗ getNodeAddress ( ) { return &NodeAddress
; } ;
35 int getNodeJobs ( ) { return JobsDoneByNode ; } ;
36 void i n c r ea s eJob s ( ) { JobsDoneByNode++;};
37 void startWorking ( ) { NodeWorking=true ; i n i t=fa l se ;
} ;
38 bool isWorking ( ) { return NodeWorking ; } ;
39 int ReciveFromNode ( ) ;
40 int getSemId ( ) {return SemId ; } ;
41 void setThreadId ( pthread_t id ) { Id=id ; } ;
42 void se tServerAddres s ( sockaddr_in∗ Addr ) ;
43 void setNodeAddress ( sockaddr_in∗ Addr ) ;
44 bool i s I n i t i a t i n g ( ) { return i n i t ; } ;
45 void s e t I n i t (bool ) ;
46
47 } ;
48 typedef class MagmaNodeThread MagmaThread , ∗
MagmaThreadPtr ;
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5.2.4. Otras cuestiones interesantes de la implementación.
5.2.4.1. Checkpointing o punto de respaldo.
Necesitabamos una plataforma tolerante a fallos debido a que la prolon-
gación en el tiempo de éstos cálculos matemáticos hacían a la plataforma
susceptible a las caídas de la red eléctrica o los fallos generales del sistema.
Así pues, además de velar por el correcto funcionamiento del sistema, la
corrección de los resultados, asegurar la integridad independientemente de
la conexión o desconexión aleatoria de los nodos de cómputo, entre otras
muchas cosas; debíamos asegurar que una caída del servidor fuera el mo-
tivo que fuera, no provocara pérdidas de cálculo o inconcreción entre los
resultados hasta el momento y el trabajo restante.
Así pues nos dispusimos a crear una función que salvara el estado general
de las cosas (lo que en inglés se denomina checkpointing, punto de refuerzo
o comprobación) de una manera coherente. Esta función está denida en la
clase Server la ejecuta un hilo dentro del programa del servidor periódica-
mente y a continuación se presenta un seguimiento de actuación.
1. Hacer una copia de seguridad (backup) del chero de resultados, y el
chero de trabajos pendientes.
2. Crear un chero fantasma que nos indique que hay una transacción de
estado parcial en proceso.
3. Abrir los cheros originales de resultados y trabajos pendientes. Previa
llamada al bloqueo del semáforo que los gestiona.
4. Volcar en el chero de resultados, la tabla de resultados parciales.
5. Volcar en el chero de trabajos pendientes, el vector con los trabajos
pendientes y también la tabla de tiempos que contiene los trabajos en
proceso, cuyos resultados no se encuentran aún en la tabla de resulta-
dos.
a) En caso de que la tabla de trabajos pendientes, y la tabla de
tiempos estuviera vacía, esto signicaría que el trabajo ha llegado
a su n denitivamente. Esta comprobación se hace entre el punto
5 y 6.
6. Cerrar los cheros, y liberar el semáforo.
7. Borrar el chero fantasma transacción.
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Hay que tener en cuenta que de esta manera tendremos en todo momento
dos checkpoints, uno con los cheros de backup y otro con los más recientes.
Para recuperar el estado en caso de posible caída del servidor nos tendremos
que jar únicamente en que, si existe el chero fantasma de transacción, los
archivos habituales (no los de respaldo) no tienen asegurada su integridad.
De ser así arrancaríamos el servidor con los cheros de respaldo. En caso
contrario (el chero de transacción no existe) podemos armar que el estado
de resultados y tareas pendientes es coherente en sí mismo.
5.2.4.2. Multi-threading o sistema multilar.
Podemos imaginar que hay momentos en la sincronización que afectan a
todos los hilos y necesitan que cada uno de ellos otorgue una funcionalidad.
Es evidente que desde una perspectiva externa estos casos pueden ser evi-
dentes, pero desde la perspectiva del hilo no se pueden apreciar cuestiones
de sincronización global. Para abordar esta situación podríamos haber crea-
do un sistema conjuto de comunicación entre los hilos, mediante sistemas
como las tuberías o pipes que seguramente hubiera resultado arduo, tedioso
y muy complicado de seguir en caso de fallos (debuggin'). Aprovechando que
habíamos implementado una clase para agrupar la funcionalidad del hilo y,
aprovechando las ventajas que nos ofrece el código C++, optamos por una
solución mucho más sencilla.
Nuestra lista de clientes sería, a n de cuentas, una lista de apuntadores a
cada uno de los objetos de la clase MagmaNodeThread. Así, en cualquier mo-
mento, y desde cualquier punto del programa se podría acceder a todos y ca-
da uno de los Threads con la símple instrucción: Lista_Clientes[i]->funcion.
Esto otorga una exibilidad perfecta al programador, que ve como la sin-
cronización del servidor con todos los hilos se puede hacer con sólo dando
una vuelta por la lista de clientes. Además como los atributos del objeto
de la clase guardan los parámetros del trabajo individual de cada máquina,
podremos actuar selectivamente sobre los nodos que nos interese.
5.2.4.3. Harvesting o reutilización de ciclos ociosos.
Aunque por la potencia que tiene, parezca que la técnica del harvesting
vaya a resutar complicada de implementar, nada más lejos de la realidad.
De hecho sólo es necesaria una línea de código en C para conseguir que un
proceso tenga la prioridad más baja (en realidad el valor numérico de la pri-
oridad con más alto cuanta menos prioridad tiene el proceso). Para ponernos
en situación de como funciona las prioridades en Unix lo ilustraremos con
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una captura de pantalla del comando top.
Figura 5.5: Captura de pantalla del comando top.
Lo primero que hay que decir acerca de la prioridad en los sistemas
Unix es que todos los procesos se ejecutan, lo que marca la prioridad es la
proporción de tiempo de agenda de procesador que tienen. Los procesos con
una mayor prioridad (valores bajos), entrarán más en juego a la hora de
repartirse la CPU que lo que tengan la prioridad baja (valores altos).
Como se puede apreciar en la captura hay dos tipos de prioridad. La
primera es la columna marcada en rojo y encabezada por las letras PR
dene el valor de la prioridad. Este valor va desde -20 hasta 20.
La segunda columna marcada en azul y encabezada por las letras NI rep-
resenta el valor de nice. Aunque no se va a usar el nice en la implementación
del programa cliente, lo explicaré diciendo que el nice puede tener valores de
-5 a 5 y que su misión es hilar no, es decir modicar la prioridad de una
manera más ajustada. Para que se entienda:
Un proceso con prioridad 20 y nice 0 tendrá una agenda de procesdor
mayor que un proceso con prioridad 20 y nice 1.
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En la captura del top (5.2.4.3) observamos que los procesos con menor
prioridad tienen un valor 20, estos son procesos del sistema, como Init. Así
pues nosotros estableceremos el valor de la prioridad un punto por debajo
de estos procesos, en 19. Así nos aseguraremos de que todos los procesos de
usuario tienen una programación de ciclos. La manera de hacerlo es llamando
a esta función:
#include <sys / time . h>
#include <sys / r e s ou r c e . h>
int s e t p r i o r i t y ( int which , int who , int pr i o ) ;
Figura 5.6: Función setpriority.
Parámetros:
which: Representa quien. Acepta los siguientes valores: PRIO_PROCESS,
que cambiará la prioridad al proceso; PRIO_PGRP, que cambiará
la prioridad de todos los procesos de los usuarios pertenecientes
a un grupo; o PRIO_USER, que cambiará la prioridad de todos
los procesos pertenecientes a un usuario.
who: Indica el identicador de proceso (PID), grupo(GID) o usuario(UID)
al que asignar la prioridad, según fuera el parámetro which. En
caso de ser 0, indica que el proceso, usuario o grupo es el mismo
que está ejecutando la función.
prio: Representa la prioridad. Valores comprendidos entre -20 (muy
prioritario) y 20 (muy poco prioritario).
En nuestra implementación pondremos de valor which: PRIO_USER; de
valor who: 0; y de valor prio: 19. Esto es así porque el cliente se ejecutará
en una máquina ajena con un identicador de usuario diferente al resto.
Este será el usuario magma. Podría parecer una tontería establecer la pri-
oridad a todos los procesos ejecutados por el usuario magma y no sólo al
proceso propio pero no, ya que como MagmaClient utiliza la función execl
para ejecutar magma, que crea un nuevo proceso; y además al ejecutarse
arranca dos procesos hijos, cada uno con un nuevo pid; si usaramos el valor
PRIO_PROCESS, tendríamos que llamar a la función setpriority en todos
los hijos, y además averiguar el pid de magma para usarla sobre el también.
De esta manera, como se suele decir, matamos varios pájaros de un tiro.
Capítulo 6
Experimentación
Debido a una falta de tiempo material para realizar las experimenta-
ciones, así como de los permisos pertinentes y otras circunstancias externas
que afectan al laboratorio del que se prentendía fuera nuestra plataforma, só-
lo hemos podido acceder a unas pocas máquinas del Grupo de Computación
Distribuida de la UdL. En total hemos lanzado la plataforma con un servi-
dor y 4 máquinas clientes, y hemos podido comprobar como los tiempos de
cómputo para los cuerpos F22y F23se reducían en distinta medida. Así hemos
obtenido los siguientes resultados, según los distintos modos de actuación.
Como se puede apreciar en la tabla el aumento del número de CPU hace
reducir el tiempo de cómputo del problema (como estaba previsto). Parece
que la sincronización entre los procesos es mejor cuanto mayor es el número
de curvas que hay en el intervalo. Esto tiene una lectura positiva en este caso,
en que las máquinas estaban dedicadas al trabajo, y no había ningún usuario
conectado a ellas. Pero evidentemente, el mayor número de curvas implica
un coste temporal más elevado en el que son más probables las desconexiones
Orden 1 CPU(*) 4 CPU'S Curvas/Intervalo
2 197 s 64 s 400
2 197 s 53 s 1000
2 197 s 48 s 4000
2 197 s 45 s 10000
3 90 h 25.1 h 50000
3 90 h 24.6 h 100000
Cuadro 6.1: Resultados en base a la experimentación.
(*) En el caso de una CPU el intervalo fue el total: [0− 28m)
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lo que conllevaría una pérdida de paquetes de cómputo que tendrían que ser
recalculados.
Para abordar un problema de orden mayor habría que encontrar un equi-
librio que no conlleve demasiado tiempo para los nodos (para evitar proble-
mas de pérdida de excesivo trabajo en caso de caída del cliente), pero que
tampoco sature al servidor con innidad de pequeños paquetes de resultados.
También habría que tener en cuenta el número de máquinas, ya que para el




Tras haber realizado este trabajo se ha conseguido una plataforma de
cómputo orientada al problema que nos ocupaba de calcular las clases de
isomorfía sobre cuerpos nitos de característica 2.
Desde análisis del trabajo se extraen una serie de conclusiones previas a
la implementación del mismo:
En cuanto al problema matemático se deduce que Magma es un calcu-
lador de gran potencia ideal para trabajar con cuerpos nitos, y con las
funciones internas sucientes para denir curvas hiperelípticas dentro
de los mismos.
El problema computacional es abordable a medio plazo para el cuerpo
F24y muy a largo plazo y disponiendo de un gran número de máquinas
para el cuerpo F25 .
La complejidad computacional aumenta en relación al factor de escala
28 según aumenta en uno el orden del cuerpo nito en característica
2. Esto hace el problema inabordable para la plataforma a partir del
cuerpo F26 .
Para resolver problemas de orden mayor que 5 se precisaría de un
sistema global de computación distribuida, como por ejemplo sería el
proyecto SETI.
Del diseño de la plataforma se extraen principalmente las siguientes conclu-
siones:
55
CAPÍTULO 7. CONCLUSIONES Y TRABAJOS FUTUROS. 56
Una plataforma multilar, permite la gestión de más clientes en el
servidor que una plataforma basada en padre-hijo, debido a que los
hilos de ejecución son más ligeros computacionalmente hablando que
los procesos hijos.
Por contra, la plataforma multilar, requiere de más código a nivel
de intercomunicación de procesos, ya que puede incurrir en acceso si-
multáneo a variables compartidas más facilmente.
Es relativamente sencillo comunicar dos programas que se ejecutan en
la misma máquina utilizando pipes que redireccionen la entrada y la
salida estándares.
La técnica de harvesting puede incurrir facilmente en la inanición del
proceso si el usuario realiza un trabajo CPU intensivo.
En cuanto a la implementación podemos decir que:
El lenguage C/C++ es idóneo para el trabajo con pipes, sockets, re-
cursos ipc e hilos de ejecución.
Las clases estáticas son un elemento potente a la hora de programar el
trabajo de un servidor.
La agrupación del código en clases como MagmaNodeThread, nos fa-
cilita la programación con elementos normalmente farragosos como son
los hilos de ejecución.
7.1. Trabajos futuros, líneas abiertas.
Este proyecto lo podríamos considerar como una versión alfa de una
plataforma de computación distribuida, por lo que quedan muchos temas
pendientes con los cuales la plataforma mejoraría sustancialmente. Entre los
más importantes e inmediatos estarían:
Separación del trabajo de las clases de comunicación.
Podría ser interesante crear una clase trabajo donde se agruparían las fun-
cionalidades del trabajo, así como los datos pertinentes, para hacer la platafor-
ma más abierta y más adaptable en código. Para evitar problemas de de-
pendencia entre el trabajo de cálculo y la plataforma de distribución de las
tareas.
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Almacenamiento en base de datos.
Otra mejora del proyecto supondría el almacenamiento de los resultados y
las estadísticas en bases de datos utilizando, por ejemplo algún API de C.
Se pensó en este proyecto implementar una base de datos en la que guardar
los resultados, pero al nal nos decantamos por usar cheros debido a que se
hubiera complicado demasiado el diseño. Evidentemente, el almacenaje en
base de datos tanto de resultados como de estadísticas sería un añadido con
una enorme potencia para este proyecto, y su adaptación e interacción con
el usuario mejoraría de forma sustancial gracias a la gran cantidad de posi-
bilidades que ofrecen a día de hoy los gestores de bases de datos. Consultas,
portales web, facilidad de uso y estudio de las estadísticas...
Otro tema pendiente y de carácter lejano en el tiempo podría ser:
Salir al exterior.
El hecho de que la plataforma se ejecute en una red local, limita mucho las
posibilidades de cómputo. Esta plataforma tiene sentido para redes exten-
sas en cuanto a número de máquinas, como por ejemplo las universidades,
los institutos, la administración, grandes empresas; pero pierde práctica-
mente toda su potencia si se implementa en redes domésticas, redes a nivel
de aula-laboratorio o empresas pequeñas. Ese Salir al exterior, ese poder
tener nodos de cómputo más allá de donde puedan llegar nuestras manos,
le otorgaría a la plataforma una potencia sin fronteras al alcance de muy
pocos superordenadores. Claro está, esta visión de nuestra humilde platafor-
ma dista mucho de la realidad actual, y para llevarse a cabo habría que hacer
cambios estructurales importantes, convirtiéndose en un proyecto complejo
al que habría que dedicar mucho más tiempo.
Podemos ver un ejemplo de la potencia computacional que ofrecería el
que cualquier ordenador pueda ser nodo de cómputo de nuestra plataforma,
en proyectos como el SETI@home para la búsqueda de señales radiofónicas
extraterrestres ordenadas; el Genome@home, que analiza el genoma humano;
o el Folding@home, que se encarga de averiguar por qué se doblan ciertas
proteínas provocando algunas enfermedades; entre muchos otros.
Para nalizar podemos poner como líneas abiertas abordar los cuerpos
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8.1. Código completo de los procedimientos de ac-
tuación del programa Magma.
8.1.1. Procedimiento InitStructs.
InitStructs := procedure( ~Lista, ~Clase, ~Cuantas,
~Curva, Mensaje, ~E, ~m);
m:=Mensaje[2];
if m gt 1 then
i:=3;j:=4;
while (Mensaje[i] ne -1) and (Mensaje[j]) ne -1 do
f , h := ObtenerFyH( Mensaje[j] , m );
o , C := IsHyperellipticCurve( [ f , h ] );
if o then
Append (~Lista , C );
Append (~Clase , Mensaje[i] );
Append (~Cuantas , 0 );
Append (~Curva , Mensaje[j] );
else
E:=-1;
"EInitStructs: La curva ",Mensaje[j],






"EInitStructs: El parámetro m para crear el campo
finito sobre 2^m tiene que ser mayor que 1";
end if;
end procedure;
Figura 8.1: Código completo del procedimiento InitStructs.
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8.1.2. Procecimiento Calculate.
Calculate := procedure( ~Lista, ~Clase, ~Cuantas, ~Curva,
Mensaje, ~E, m, ~NoAsignadas );
o := false;
for i in [Mensaje[2] .. Mensaje[3]] do
f , h:= ObtenerFyH( i , m );
o , C := IsHyperellipticCurve( [ f , h ] );
if o then
o , C1 := EsIsomorfa( C , Lista );
if o then
Cuantas[C1] := Cuantas[C1] + 1;
else
Append (~Cuantas , 1 );
Append (~Lista , C1 );
Append (~Clase , -1 );
Append (~NoAsignadas, #Lista );
Append (~Curva , i );
//Esta línea imprime el número de








Figura 8.2: Código completo del procedimiento Calculate.
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8.1.3. Procedimiento UpdateStructs.
procedure UpdateStructs(~Lista, ~Clase, ~Cuantas, ~Curva,
Mensaje, ~E, m, ~NoAsignadas);
//Mensaje sera una sequencia [ 3 , clase , curva ]
o:=false; encontrado:=false;
f , h := ObtenerFyH (Mensaje[3], m);
o , C := IsHyperellipticCurve ( [f,h] );
if o then
//Buscamos entre las que tienen clase a -1.
//Si son isomorfas entonces cambiamos Clase[i].
//a la establecida por el servidor.
k:=1;
while (k le #NoAsignadas) and (not encontrado) do







if not encontrado then
k:=1;
while (k le #Clase) and (not encontrado) do
if Mensaje[2] lt Clase[k] then
encontrado:=SonIsomorfas(C , Lista[k]);
if encontrado then
Figura 8.3: Codigo completo del procedimiento UpdateStructs. Parte 1







if not encontrado then
Append (~Lista , C );
Append (~Cuantas , 0 );
Append (~Clase , Mensaje[2] );




"EUpdateStructs: La curva enviada por el Servidor, no es...
...Hiperelíptica.";
end if;




Figura 8.4: Código completo del procedimiento UpdateStructs. Parte 2
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8.1.4. Procedimiento ThrowResults.
ThrowResults := procedure(Clase , Cuantas, Curva,
~E , NoAsignadas);
if #NoAsignadas eq 0 then
i:=1;
"R";
if #Clase gt 0 then






"EThrowResults: No puedo lanzar resultados porque ...




Figura 8.5: Codigo completo del procedimiento ThrowResults.
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