Abstract: An improved decoding algorithm for low-density parity-check (LDPC) codes is presented. By taking advantages of the first-term Taylor's series multiple expansion to approximate the correction term of the Jacobian logarithm used in LLR-SPA (log-likelihood ratio sum-product algorithm), we propose an algorithm which significantly simplifies the check node update computation of the optimal LLR-SPA. Besides, the parameter δ is introduced to determine suitable expansion points. The simulation result shows that the proposed method with ten expansion points when δ is set to 0.01 has almost identical performance compared with ideal SPA algorithm and outperforms both the min-sum algorithm (MS), the offset min-sum algorithm (OMS) and the normalised min-sum algorithm (NMS). The architecture of proposed method is also presented for implementation, which has reduced computational complexity and is feasible for hardware implementation.
Introduction
Low-density parity-check (LDPC) codes were proposed initially by Gallager in the early 1960s [1] . But because the technology at the beginning was not mature enough for their practical implementation, they were not deployed for many years. Until the late 1990s, LDPC codes was rediscovered by MacKay [2] and attracted researchers' attention. LDPC codes can be decoded in an iterative way by the sum product algorithm (SPA) based on the message-passing principle. SPA is an optimal decoding algorithm assuming that the code's bipartite graph contains no cycles. As a coding scheme to approach the Shannon limit [3] , LDPC has been widely adapted in modern communication systems for its excellent performance. The first relevant work on reduced complexity LDPC decoding algorithms based on SPA can be found in [4] . The authors in [5] have been put a significative overview among the most popular reduced complexity decoding algorithms for LDPC codes, such as the min-sum algorithm (MS), normalised min-sum algorithm (NMS) and offset min-sum algorithm (OMS). In [6] a improved OMS algorithm was proposed, which makes use of a variable, instead of a constant, offset parameter. In particular, a dual min-sum algorithm was improved in [7] by using the second least value, apart from the minimum value, among the incoming set of message values. However, parameters of these MS algorithm are dependent of the order of the Galois Filed. An improved and effective decoding algorithm for LDPC codes has been recently presented in [8] . It makes use of the first-term MacLaurin series expansion to approximate the correction term of the the correction term of the Jacobian logarithm used in LLR-SPA (log-likelihood ratio sum-product algorithm) for the first time.
Inspired by the method proposed in [8], we extend the method with multiple expansion points to further improve the approximation precision and BER performance. Besides, the principle to select expansion points is also proposed. And the proposed method presents low computational complexity and simple structure for implementation. Moreover, the computational complexity of proposed method is almost unchanged as the number of the expansion points increases, which is suitable for ASIC or FPGA implementation [9] . Furthermore, this design can also be applied to LDPC codes over GF(q) [10] .
This remainder of this paper is organized as follows. Section 2 briefly reviews LDPC codes and the proposed method method with multiple expansion points. The simulation results of proposed method are presented in Section 3. The architecture for implementation of proposed method is presented in section 4. Finally, conclusive remarks are presented in Section 5.
Proposed method for sum-product algorithm
Here we adopt the same notation and provide a brief description of the SPA from [4, 5] . Assume a binary (N, K) LDPC code that is described by a sparse paritycheck matrix H of size M Â N, in which M is the number of parity check nodes corresponding to the parity-checks of a bipartite graph and N is the number of symbol nodes corresponding to the encoded symbols. And assume that each symbol node is connected to d s parity-check nodes and each parity check node is connected to d c symbol nodes, which means a regular LDPC code.
M(n) denotes the set of check nodes connected to the symbol node n, which means the position of ones in the nth column of H, and N(m) the set of symbol nodes participating in the mth parity-check equation, which represents the position of ones in the mth row of H. In addition, MðnÞnm represents the set M(n) excluding the mth check node and NðmÞnn the set N(m) excluding the nth symbol node. Besides, q n!m ðxÞ, x 2 f0; 1g means the message that the symbol node n sends to check node m, based on all the checks involving n except m. Similarly, r n!m ðxÞ, x 2 f0; 1g means the message that the mth check node sends to the nth symbol node, based on all the symbols checked by m except n. Let define two loglikelihood ratio (LLR) values in the logarithmic domain as n!m ðu n Þ ¼ Á lnfq n!m ð0Þ; q n!m ð1Þg and Ã m!n ðu n Þ ¼ Á lnfr m!n ð0Þ; r m!n ð1Þg. Assume that y is the received codeword corresponding to the transmitted codeword u, after binary phase shift keying (BPSK) modulation, both of size N. The SPA is summarised in three steps: (i) initialisation; (ii) iterative process; and (iii) hard decision.
Step (ii) includes the check node and bit node updates, which are the core of the algorithm. In order to simplify the check node update computation with negligible bit error rate (BER) performance loss, the Jacobian approach was proposed in [4, 5] . The check node update can be applied recursively based on the following expression
where È denotes modulo-2 operation, j j denotes absolute value, sgnð Þ denotes signum operation, respectively, U and V are two statistically independent binary random variables with log likelihood ratio (LLR) values of L(U) and L(V). The researchers usually implement the two nonlinear logarithmic functions in (1) with a look-up table (LUT) [4] . Omitting these two nonlinear logarithmic functions, (1) simplifies to
LðU È VÞ ffi sgnfLðUÞg sgnfLðVÞg minfjLðUÞj; jLðVÞjg ð2Þ which is also known as the min-sum algorithm (MS). Besides, scaling is applied in (2), thus we get the normalised min-sum algorithm (NMS) as follows LðU È VÞ ffi sgnfLðUÞg sgnfLðVÞg minfjLðUÞj; jLðVÞjg Â 1= ð3Þ
where > 1. In this case, since the incoming messages are scaled from the check node update computation, the performance improves. Moreover, to improve performance, by using the following expression we eliminate the incoming messages with magnitude less than β and obtain the offset min-sum algorithm (OMS)
LðU È VÞ ffi sgnfLðUÞg sgnfLðVÞg maxf0; minfjLðUÞj; jLðVÞjg À g ð4Þ
where > 0. The Taylor Series can be used to approximate a nonlinear function with a linear function. It was firstly introduced to LDPC decoding in [8] .
The method proposed in [8] adapts only one expansion point and expands around zero. The approximation neglects these orders greater than one and yields
The logarithmic term is always greater than zero, and the novel check node update approximation is obtained as LðU È VÞ ffi sgnfLðUÞg sgnfLðVÞg minfjLðUÞj; jLðVÞjg þ max 0; log 2 À 1 2 jLðUÞ þ LðVÞj
For simplicity, the method proposed in [8] is named with 'JA-SPA' in the rest paper. The approximation with only one point is suitable for the region close to expansion point. For the region that far away from the expansion point, the mismatch between the approximation and the exact value will be significant. In order to reduce this mismatch, we come up with the idea that approximate the correction term with multiple expansion points which will generate multiple linear approximations.
When it comes to the selection of expansion points, an auxiliary parameter δ is introduced to determine the expansion points. The parameter δ can be expressed as follows ¼ max jf c ðxÞ Àf c ðxÞj ð9Þ where δ indicates the maximum error between the exact value f c ðxÞ and the linear approximationf c ðxÞ.
As is known, the expansion point is also the tangent point of f c ðxÞ. The steps to determine the expansion points are presented as follows:
Step 1: Find the point ðx 0 ; f c ðx 0 ÞÞ as the initial expansion point. These points are points of intersection which are between approximation and axis. In this article, we start the searching of these points from the point of intersection between f c ðxÞ and axis y. Obviously, the initial point is ð0; f c ð0ÞÞ on axis y.
Step 2: Compute the linear approximationf c ðxÞ at expansion point ðx i ; f c ðx i ÞÞ and find the next expansion point. The parameter δ is set to be some constant. We scan the x from the point of intersection x i to 5 with step size 0.01, and choose the point that makes δ lager than that constant as the next expansion point ðx iþ1 ; f c ðx iþ1 ÞÞ.
Step 3: Repeat Step 1 to Step 2 until the δ smaller than the constant is adapted to the entire domain to obtain all the expansion points, and by using Eq. (8) get thef c ðxÞ.
Step 4: Reconstruct the the linear approximation to a piecewise function, and the max operation can be removed. If Eq. (8) is implemented directly, the complexity will increase greatly with the increased number of expansion points which involves more max operations, multiplications and additions. In this step, the connection point can be adjusted to make sure the curve has a better fitting degree.
The parameter δ is set to be 0.01 in our design and the determined expansion points are ten respectively, and the correction term can be approximated as 
For the region that x is above 4.83, the correction term is taken as zero. The summary of the approximations and corresponding expansion points are shown in Table I .
It's found that the method in [8] can also be interpreted by the proposed method with multiple expansion points according to Eq. (8) where i ¼ 1, and it can be verified that the corresponding expansion point is around zero. Fig. 1 plots the curves of different approximations and the curve of ideal correction term. Among these plotted methods, it's obvious that the proposed method has the highest accuracy while the 'JA-SPA' has the largest derivation.
Numerical results
The simulation is performed for LDPC codes defined in WiFi IEEE802.11ac standard. The code rate is set to 1/2, and the block size is 648. The channel is modeled to be AWGN (Additive White Gaussian Noise) and BPSK modulation is considered. AWGN is a basic noise model used in Information theory to mimic the effect of many random processes that occur in nature. For decoder, the number of iterations is 10. Simulations are carried out with ideal floating point algorithms and the total number of transmitted blocks is 10 4 . As shown in Fig. 2 , the 'MS' has the worst performance among the existing methods. The 'OMS' in which ¼ 0:1 has inferior performance compared with 'NMS' whose ¼ 0:9. The proposed method has about 0.12 dB performance superior than 'JA-SPA' when BER is 10 À5 . Besides, with the magnified detailed curves, it's shown that the proposed method is slightly superior than the 'JA-SPA' method among all SNR region, which has about 0.09 dB advantage when BER is 10 À4 . The proposed method has almost the same performance with identical 'SPA'.
Design architecture and complexity analysis
As mentioned above, as the parameter δ decreases, then the number of expansion points increases, the computational complexity of Eq. (8) will increase significantly. Fig. 3 shows the detailed architecture of the proposed method. Considering simplicity and feasibility for extension, the coefficients k, l and C involved in Eq. (8) are stored in LUT. The check node update operation will be executed firstly for the two inputs in case of L(U) and L(V), and the smaller value will be chosen via the sign of the difference value. Then the difference value is used to addressing the LUT to read the corresponding coefficients at specified expansion point. The correction term is computed and added with the largest input finally to get the complete result. By using a MUX, the |L(U)+L(V)| and |L(U)-L(V)| can be calculated seperately, and add together in the end. Another advantage of proposed method is that the complexity keeps almost unchanged as the number of expansion points increases. The only difference is the coefficients stored in LUT. The addressing signals for LUT can be generated by bit logic according to the value of difference. The cost of the proposed method is that one small LUT is needed. And three groups of coefficients are needed to be stored in the LUT in which k, l and C can be stored as an entity.
Conclusion
The improved method based on Taylor Series with multiple expansion points is presented in this paper. The proposed method aims to provide an improved approximation of check node update computation for LDPC codes along with excellent BER performance. Aided with parameter δ, the suitable expansion points can be determined and the corresponding approximations can be derived based on Taylor series expansion. When δ is set to be 0.01, ten expansion points can be determined. With application of ten expansion points, it was showed in the simulation results that the proposed method achieves excellent BER performance which is almost identical with SPA algorithm. Compared with existing methods, especially the JA-SPA method, the proposed method has slightly superior BER performance. Besides, the computational complexity keeps almost consistent for different number of expansion points. For ASIC or FPGA implementation, the proposed method will cost reduced resources.
