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ABSTRACT
In this paper, a new analysis for existence, uniqueness, and regularity of solutions to
a time-dependent Kohn-Sham equation is presented. The Kohn-Sham equation is a
nonlinear integral Schro¨dinger equation that is of great importance in many appli-
cations in physics and computational chemistry. To deal with the time-dependent,
nonlinear and non-local potentials of the Kohn-Sham equation, the analysis pre-
sented in this manuscript makes use of energy estimates, fixed-point arguments,
regularization techniques, and direct estimates of the non-local potential terms. The
assumptions considered for the time-dependent and nonlinear potentials make the
obtained theoretical results suitable to be used also in an optimal control framework.
KEYWORDS
Kohn-Sham model; time-dependent density functional theory; nonlinear
Schro¨dinger equation
1. Introduction
One of the main issues in computational chemistry and physics is the curse of dimen-
sionality of the multi-particle Schro¨dinger equation. To tackle this problem the so-
called density-functional theory has been introduced by P. Hohenberg and W. Kohn
in 1964, and W. Kohn and L. J. Sham in 1965; see [12, 17]. This theory has been
extended to time-dependent problems by E. Runge and E. K. U. Gross in 1984 [23];
see also [27, 20, 22]. These theories allow one to describe the state of a multi-particle
physical system, represented by the solution of the multi-particle Schro¨dinger equa-
tion, by a density function corresponding to a system of nonlinear integral one-particle
Schro¨dinger equations. This is the time-dependent Kohn-Sham (TDKS) system of
equations that allows one to describe the state a system of N particles. In particu-
lar, the Kohn-Sham system is a set of N one-particle Schro¨dinger equations, which is
numerically tractable, in contrast to the full multi-particle Schro¨dinger equation; see,
e.g., [27, 20, 2]. For this reason, the TDKS model became central in many applications
in computational chemistry and physics dealing also with optimal control problems,
see, e.g., [27, 20, 5, 6, 26, 24, 2] and references therein.
Nonlinear integral Schro¨dinger equations motivated also great interests in the math-
ematical community; see, e.g., [4] and the classical reference [7]. In these works, nonlin-
ear integral Schro¨dinger equations with time-independent potentials are treated using
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classical semi-group theory. We remark that the results of [4, 7] cannot be applied to
our problem as we consider explicitly time-dependent potentials that are not covered
in these references.
The classical approach based on semi-group theory, has been extended to the case
of time-dependent potential. We refer to [13, Chapters 6 and 7] and, e.g., to the very
recent work [21]. However, to use these results the potentials must be continuous
functions in time; see, e.g., Hypothesis (3) of Theorem 6.2.5 in [13] and Hypothesis
H0 in [21]. This assumption is in general not suitable for concrete applications and in
optimal control theory, where the time-dependency of the potentials is due to time-
dependent control functions that are, in general, much less regular than continuously
differentiable functions.
To the best of our knowledge, a time-dependent model similar to the one considered
in this work, is only addressed in [14, 15, 16, 25]. In [14, 15, 16] the authors prove
existence and uniqueness of solutions assuming that the potentials are continuously
differentiable in time. As mentioned above, this assumption appears too strong in
the context of control applications. An attempt to improve these results is made in
[25], where the authors try to obtain existence and regularity results by exploiting a
Galerkin approach combined with energy estimates. Unfortunately, the proofs of some
energy estimates derived in [25] are erroneous. The goal of this paper is to remedy to
this issue. In this work, we prove results that are very similar to the ones claimed in
[25], by slightly strengthening the assumptions on the boundary regularity of the space
domain and on the regularity of the nonlinear potentials. Our results are obtained using
proof techniques that are different from the ones used in [25].
To be more specific, the goal of this work is to prove existence, uniqueness and
regularity of solutions to the TDKS equation
i∂tΨ(x, t) = −∆Ψ(x, t) + V (x, t)Ψ(x, t) + F (Ψ(x, t)) in Ω× (0, T ),
Ψ(x, 0) = Ψ0(x) in Ω,
Ψ(x, t) = 0 on ∂Ω × (0, T ),
(1)
where Ω ⊂ R3 is a bounded domain and Ψ(x, t) ∈ C. More details about this model
are discussed in Section 2, where we also state our main assumptions. Notice that (1)
is a single Schro¨dinger equation. The choice of having this single equation, rather than
a system of Schro¨dinger equations is only made to conveniently ease the notation.
However, the extension of our results to the case of a system of Schro¨dinger equations
is straightforward.
Our theoretical analysis proceeds as follows. In Section 3, we study an auxiliary
problem, namely a linear inhomogeneous Schro¨dinger equation with time-dependent
potentials. We prove existence and uniqueness of solutions to this equation by a
Galerkin approach and energy estimates. These existence results and the correspond-
ing energy estimates are then used in Section 4 for proving existence and uniqueness
of a solution to (1) through a fixed-point argument. The solution obtained in Section
4 is ‘regular’, in the sense that it lies in the space
L∞(0, T ;H10 (Ω;C) ∩H
2(Ω;C)) ∩ C([0, T ];H10 (Ω;C)),
while its time weak derivative is in L∞(0, T ;L2(Ω;C)). This result is obtained by
requiring in (1) that the boundary ∂Ω is of class C2,1, that the potentials V and
F are twice differentiable in space, and that the initial condition function Ψ0 is in
2
H10 (Ω;C) ∩ H
2(Ω;C). These hypotheses are relaxed in Section 5, where we assume
that the potentials are differentiable and the initial condition is in H10 (Ω) and prove
existence and uniqueness of solution in L2(0, T ;H10 (Ω;C)) with time weak derivative
in L2(0, T ;H−1(Ω;C)). This is achieved by combining the results of Sections 3 with a
regularization technique based on mollifiers.
Finally, we wish to remark that the results presented in this work can be extended
to the case of the Kohn-Sham adjoint equation, which is used in the framework of
optimal control problems governed by the TDKS equation. This adjoint equation can
be regarded, in some sense, as a linearized TDKS equation with inhomogeneous right-
hand side; see, e.g., [24, 26, 25].
2. Formulation of the TDKS problem and main assumptions
The goal of this work is to prove existence and uniqueness of solutions to the TDKS
equation
i∂tΨ(x, t) = −∆Ψ(x, t) + V (x, t)Ψ(x, t) + F (Ψ(x, t)) in Ω× (0, T ),
Ψ(x, 0) = Ψ0(x) in Ω,
Ψ(x, t) = 0 on ∂Ω × (0, T ),
(2)
where Ω ⊂ R3 is a bounded domain and Ψ(x, t) ∈ C. The external potential V is
V (x, t) = V0(x) + Vu(x)u(t) ∈ R, (3)
where V0, Vu and u are real functions. The nonlinearities of the model are expressed
through F , that is
F (Ψ) = VH(Ψ)Ψ + Vxc(Ψ)Ψ, (4)
where VH is the Hartree potential
VH(Ψ)(x, t) =
∫
R3
|EΨ(y, t)|2
|x− y|
dy, (5)
and Vxc(Ψ(x, t)) ∈ R takes into account exchange and correlation potentials, whose
dependence on time and space variables is implicit through Ψ. For further details
about the Kohn-Sham model, we refer to [25] and references therein. In the Hartree
potential, we introduced the operator E that extends Ψ from Ω to R3. Since ∂Ω is
assumed to be of class C2,1, this operator can be defined using the so-called Caldero´n
extension theory, as done in Section IV of [1] (see in particular Theorem 4.32).
Let (·, ·) denotes the usual inner product for L2(Ω;C) and ‖ · ‖ the corresponding
induced norm. The weak form of the TDKS equation is
i(∂tΨ,Φ) = (∇Ψ,∇Φ) + (VΨ,Φ) + (F (Ψ),Φ) a.e. in (0, T ), (6)
for all Φ ∈ H10 (Ω;C). We look for a weak solution Ψ to (6) that satisfies the initial
condition Ψ(·, 0) = Ψ0.
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Consider the following Banach spaces and the corresponding norms
X := L2(0, T ;H10 (Ω;C)), ‖Φ‖
2
X :=
∫ T
0
‖Φ(t)‖2H1dt,
X∗ := L2(0, T ;H−1(Ω;C)), ‖Φ‖2X∗ :=
∫ T
0
‖Φ(t)‖2H−1dt,
W (0, T ) := {Φ ∈ X : Φ′ ∈ X∗}, ‖Φ‖2W := ‖Φ‖
2
X + ‖Φ
′‖2X∗ ,
Y := L2(0, T ;L2(Ω;C)), ‖Φ‖2Y :=
∫ T
0
‖Φ(t)‖2dt,
Z := H10 (Ω;C) ∩H
2(Ω;C), ‖Φ‖2H2 :=
∑
0≤|α|≤2
‖∂αΦ‖2,
Y∞,0 := L
∞(0, T ;L2(Ω;C)), ‖Φ‖Y∞,0 := ess supt∈(0,T )‖Φ(t)‖,
Y∞,1 := L
∞(0, T ;H1(Ω;C)), ‖Φ‖Y∞,1 := ess supt∈(0,T )‖Φ(t)‖H1 ,
Ŷ := L∞(0, T ;Z), ‖Φ‖
Ŷ
:= ess supt∈(0,T )‖Φ(t)‖H2 .
Let us introduce our standing assumptions:
(A1) The domain Ω ⊂ R3 is bounded and ∂Ω ∈ C2,1.
(A2) V0, Vu ∈ W
2,∞(Ω;R), where W 2,∞(Ω;R) is a standard Sobolev space; see, e.g.,
[8].
(A3) u ∈ L∞(0, T ;R).
(A4) Ψ0 ∈ Z.
(A5) For every Φ ∈ Z it holds that Vxc(Φ)Φ ∈ Z and there exist positive constants K
and K˜ such that
‖Vxc(Φ)Φ− Vxc(Λ)Λ‖ ≤ K‖Φ− Λ‖ (7)
‖Vxc(Φ)Φ− Vxc(Λ)Λ‖H2 ≤ K˜‖Φ− Λ‖H2 (8)
for any Φ,Λ ∈ Z.
Notice that the assumptions (A2), (A4) and (A5) will be relaxed in Section 5.
Let us recall some facts and existing results that we will use in this work.
(B1) There exists an orthogonal basis for H10 (Ω;C) which is orthonormal in
L2(Ω;C). Since ∂Ω ∈ C2,1 we can choose this basis to be {Ψj}j , where
Ψj ∈ Z ∩ H
3(Ω;C) are eigenfunctions of the Laplace operator. This follows
from [9, Theorem 1 in 6.5.1 and Theorem 4 in 6.3.2] and [11, Theorem 2.5.1.1].
Throughout this paper {Ψj}j is used to denote this basis.
(B2) For any integer m > 0 and some coefficients γ1, . . . , γm ∈ C the functions Ψ̂ :=∑m
j=1 γjΨj and ∆Ψ̂ vanish on ∂Ω.
(B3) For any Ψ0 ∈ Z, we can define (γ0)j := (Ψ0,Ψj), for j = 1, . . . ,M and
Ψ̂0 :=
∑m
j=1(γ0)jΨj. Then the inequalities ‖Ψ̂0‖
2 ≤ ‖Ψ0‖
2, ‖∆Ψ̂0‖
2 ≤ ‖∆Ψ0‖
2
and ‖∇Ψ̂0‖
2 ≤ ‖∇Ψ0‖
2 follow by Parseval-Plancherel’s theorem and the orthog-
onality properties of Ψj.
(B4) Consider the extension operator E . Since ∂Ω ∈ C2,1, Theorem 4.32 in Section IV
of [1] guarantees that E is a continuous operator fromW 1,p(Ω;C) toW 1,p(R3;C)
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and from W 2,p(Ω;C) to W 2,p(R3;C) for 1 < p <∞.
(B5) Consider the Hartree potential VH and define f(Φ) := VH(Φ)Φ. It follows from
[4, Lemma 5] that there exist positive constants Ca, Cb, Cc such that
‖f(Φ)− f(Λ)‖ ≤ Ca(‖Φ‖
2
H1 + ‖Λ‖
2
H1)‖Φ − Λ‖ ∀Φ,Λ ∈ H
1(Ω;C), (9)
‖f(Φ)‖H2 ≤ Cb‖Φ‖
2
H1‖Φ‖H2 ∀Φ ∈ H
2(Ω;C), (10)
‖f(Φ)− f(Λ)‖H2 ≤ Cc(‖Φ‖
2
H2 + ‖Λ‖
2
H2)‖Φ− Λ‖H2 ∀Φ,Λ ∈ H
2(Ω;C). (11)
(B6) Consider the space Z. The norms ‖ · ‖H2 and ‖ · ‖Z := ‖∆ · ‖ are equivalent;
see, e.g., [10, Theorem 2.31]. We denote by CZ the positive equivalence constant
such that ‖Φ‖H2 ≤ CZ‖Φ‖Z , ∀Φ ∈ Z.
3. An auxiliary problem
Consider the auxiliary problem
i∂tΨ(x, t) = −∆Ψ(x, t) + V (x, t)Ψ(x, t) +G(x, t) in Ω× (0, T ),
Ψ(x, 0) = Ψ0(x) in Ω,
Ψ(x, t) = 0 on ∂Ω× (0, T ),
(12)
where G ∈ Ŷ := L∞(0, T ;Z) is a given function. Problem (12) in weak form is
i(∂tΨ,Φ) = (∇Ψ,∇Φ) + (VΨ,Φ) + (G,Φ) a.e. in (0, T ) and ∀Φ ∈ H
1
0 (Ω;C). (13)
The goal of this section is to prove that this weak problem is uniquely solvable and to
obtain energy estimates for the corresponding solution. We proceed by using a Galerkin
approach. To this purpose, let us consider an integer m > 0, a finite-dimensional
space Wm := span{Ψ1, . . . ,Ψm}, where {Ψj}j is the basis introduced in (B1), and the
Galerkin approximation problem
i(∂tΨ
a
m,Φ) = (∇Ψ
a
m,∇Φ) + (VΨ
a
m,Φ) + (G,Φ) a.e. in (0, T ) and ∀Φ ∈Wm. (14)
If we make the ansatz Ψam(t) =
∑m
j=1 γj(t)Ψj , where the coefficients γj(t) are time-
dependent functions, then (14) is equivalent to the following initial-value problem
iγ˙(t) = A(t)γ(t) + g(t) in (0, T ),
γ(0) = γ0,
(15)
where γ(t) = [γ1(t), . . . , γm(t)]
⊤, γ0 ∈ C
m is defined by (γ0)j := (Ψ0,Ψj) for
j = 1, . . . ,m, and A(t) ∈ Rm×m and g(t) ∈ Rm are obtained by projecting the
right-hand side operators and functions of (12) ontoWm. The finite-dimensional prob-
lem (15) is uniquely solvable by an absolutely continuous function γ . This follows by
Carathe´odory’s existence theorem (since A ∈ L1(0, T ;Rm×m) and g ∈ L1(0, T ;Rm));
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see, e.g., [28]. Therefore, the Galerkin approximation Ψam has the following regularity
Ψam ∈ C([0, T ];Z ∩H
3(Ω)), ∂tΨ
a
m ∈ L
1(0, T ;Z ∩H3(Ω)).
We now prove the following energy estimates for the Galerkin solution Ψam.
Theorem 3.1. (Energy estimates for the auxiliary problem) Let G ∈ Ŷ . Then for
almost all t ∈ (0, T ) there exist positive constants C∇, C1,∆, C2,∆, C3,∆, K−1 and
K−2 (independent of m) such that
‖Ψam(t)‖
2 ≤ exp(T )
[
‖Ψ0‖
2 + T‖G‖2Y∞,0
]
, (16)
‖∇Ψam(t)‖
2 ≤ exp(C∇T )
[
‖∇Ψ0‖
2 + T‖G‖2Y∞,1
]
, (17)
‖∆Ψam(t)‖
2 ≤ exp(C1,∆T )
[
‖∆Ψ0‖
2 + T
[
C2,∆‖∇Ψ0‖
2 + C3,∆‖G‖
2
Ŷ
]]
, (18)
‖∂tΨ
a
m(t)‖H−1 ≤ K−1, (19)
‖∂tΨ
a
m(t)‖ ≤ K−2, (20)
where K−1 depends on ‖G‖Y∞,1 and ‖Ψ0‖H1 , and K−2 depends on ‖G‖Ŷ and ‖Ψ0‖H2 .
Proof. By testing (14) with Φ = Ψam, we get
i(∂tΨ
a
m,Ψ
a
m) = (∇Ψ
a
m,∇Ψ
a
m) + (VΨ
a
m,Ψ
a
m) + (G,Ψ
a
m),
whose imaginary part is
1
2
d
dt
‖Ψam(t)‖
2 = Im(G(t),Ψam(t)) ≤ ‖G(t)‖‖Ψ
a
m(t)‖ ≤
1
2
‖G‖2Y∞,0 +
1
2
‖Ψam(t)‖
2.
The estimate (16) follows by Gro¨nwall’s inequality in differential form and (B3).
To prove (17), we compute
d
dt
‖∇Ψam(t)‖
2 = 2Re(∇∂tΨ
a
m(t),∇Ψ
a
m(t)) = 2Re(∂tΨ
a
m(t),−∆Ψ
a
m(t)), (21)
where we integrated by parts and used the fact that ∂tΨ
a
m(t) = 0 on ∂Ω for almost all
t in (0, T ). Equation (14) in strong form is
∂tΨ
a
m = i∆Ψ
a
m − iVΨ
a
m − iG. (22)
6
Substituting (22) into (21), we get
d
dt
‖∇Ψam(t)‖
2 = 2Re(i∆Ψam(t)− iV (t)Ψ
a
m(t)− iG(t),−∆Ψ
a
m(t))
= 2Re
[
−i‖∆Ψam(t)‖
2 + i(V (t)Ψam(t),∆Ψ
a
m(t)) + i(G(t),∆Ψ
a
m(t))
]
= 2Re
[
i(V (t)Ψam(t),∆Ψ
a
m(t)) + i(G(t),∆Ψ
a
m(t))
]
= 2Re
[
−i(∇(V (t)Ψam(t)),∇Ψ
a
m(t)) − i(∇G(t),∇Ψ
a
m(t))
]
,
which implies that
d
dt
‖∇Ψam(t)‖
2 ≤ ‖∇(V (t)Ψam(t))‖
2 + ‖∇G(t)‖2 + 2‖∇Ψam(t)‖
2
≤ 2‖∇V ‖2∞‖Ψ
a
m(t)‖
2 + ‖∇G(t)‖2 +
[
2 + 2‖V ‖2∞
]
‖∇Ψam(t)‖
2
≤ ‖G‖2Y∞,1 + 2
[
1 + ‖V ‖2∞ + C
2
PF ‖∇V ‖
2
∞
]
‖∇Ψam(t)‖
2,
where ‖ · ‖∞ denotes the usual norm in L
∞(0, T ;L∞(Ω)), and CPF is the Poincare´-
Friedrichs constant. The estimate (17) follows by using Gro¨nwall’s inequality in dif-
ferential form, (B3) and setting C∇ = 2[1 + ‖V ‖
2
∞ + C
2
PF‖∇V ‖
2
∞].
To prove (18), let us consider
d
dt
‖∆Ψam(t)‖
2 = 2Re(∆∂tΨ
a
m(t),∆Ψ
a
m(t)). (23)
Substituting (22) into (23), we obtain
d
dt
‖∆Ψam(t)‖
2 = 2Re(∆(∂tΨ
a
m(t)),∆Ψ
a
m(t))
= 2Re(−∇(∂tΨ
a
m(t)),∇(∆Ψ
a
m(t)))
= 2Re(−∇(i∆Ψam(t)− iVΨ
a
m(t)− iG(t)),∇(∆Ψ
a
m(t)))
= 2Re
[
−i‖∇(∆Ψam(t))‖
2 − i(∆(V (t)Ψam(t)) + ∆G(t),∆Ψ
a
m(t))
]
= 2Re
[
−i(∆(V (t)Ψam(t)),∆Ψ
a
m(t))− i(∆G(t),∆Ψ
a
m(t))
]
,
(24)
where we used the fact that Ψam(t) ∈ H
3(Ω;C) (see (B1)), Ψam(t) = 0, ∆Ψ
a
m(t) = 0
and G(t) = 0 (G(t) ∈ Z) on ∂Ω for almost all t in (0, T ). Hence, we get
d
dt
‖∆Ψam(t)‖
2 = 2Re
[
−i(∆V (t)Ψam(t) + V (t)∆Ψ
a
m(t) + 2∇V (t)∇Ψ
a
m(t),∆Ψ
a
m(t))
− i(∆G(t),∆Ψam(t))
]
≤ 2‖V ‖∞‖∆Ψ
a
m(t)‖
2 + 2‖∆Ψam(t)‖‖∆V (t)Ψ
a
m(t) + 2∇V (t)∇Ψ
a
m(t)‖
+ ‖∆G(t)‖2 + ‖∆Ψam(t)‖
2
≤
[
2 + 2‖V ‖∞
]
‖∆Ψam(t)‖
2 + ‖G‖2
Ŷ
+ 8‖∇V ‖2∞‖∇Ψ
a
m(t)‖
2
+ 2‖∆V ‖2∞‖Ψ
a
m(t)‖
2.
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Using the Poincare´-Friedrichs inequality (to estimate ‖Ψam(t)‖
2 by ‖∇Ψam(t)‖
2) and
(17), we obtain
d
dt
‖∆Ψam(t)‖
2 ≤
[
2 + 2‖V ‖∞
]
‖∆Ψam(t)‖
2
+
[
8‖∇V ‖2∞ + 2C
2
PF ‖∆V ‖
2
∞
]
exp(C∇T )‖∇Ψ0‖
2
+
[
1 + T
[
8‖∇V ‖2∞ + 2C
2
PF ‖∆V ‖
2
∞
]
exp(C∇T )
]
‖G‖2
Ŷ
= C1,∆‖∆Ψ
a
m(t)‖
2 + C2,∆‖∇Ψ0‖
2 + C3,∆‖G‖
2
Ŷ
,
where
C1,∆ = 2 + 2‖V ‖∞,
C2,∆ =
[
8‖∇V ‖2∞ + 2C
2
PF‖∆V ‖
2
∞
]
exp(C∇T ),
C3,∆ =
[
1 + T
[
8‖∇V ‖2∞ + 2C
2
PF‖∆V ‖
2
∞
]
exp(C∇T )
]
.
The result (18) follows by using Gro¨nwall’s inequality in differential form and (B3).
Next, we prove (19). Consider any Φ ∈ H10 (Ω) such that ‖Φ‖H1 ≤ 1 and the equation
(14). We then write
|〈∂tΨ
a
m(t),Φ〉| ≤ |(∇Ψ
a
m(t),∇Φ)|+ |(V (t)Ψ
a
m(t),Φ)| + |(G(t),Φ)|
≤ ‖∇Ψam(t)‖+ ‖V ‖∞‖Ψ
a
m(t)‖+ ‖G(t)‖,
for almost all t ∈ (0, T ), where 〈·, ·〉 denotes the duality brackets. Using (16) and (17),
we obtain that there exists a constant K−1 independent of m (but depending on G
and Ψ0) such that
‖∂tΨ
a
m(t)‖H−1 = sup
Φ∈H10 (Ω;C) : ‖Φ‖H1≤1
|〈∂tΨ
a
m(t),Φ〉| ≤ K−1.
Finally, let us prove (20). Testing (14) with Φ = ∂tΨ
a
m(t), we obtain
i‖∂tΨ
a
m(t)‖
2 = (−∆Ψam(t), ∂tΨ
a
m(t)) + (V (t)Ψ
a
m(t), ∂tΨ
a
m(t)) + (G, ∂tΨ
a
m(t)).
This implies
‖∂tΨ
a
m(t)‖
2 ≤
(
‖∆Ψam(t)‖+ ‖V ‖∞‖Ψ
a
m(t)‖ + ‖G(t)‖
)
‖∂tΨ
a
m(t)‖
and hence
‖∂tΨ
a
m(t)‖ ≤ ‖∆Ψ
a
m(t)‖+ ‖V ‖∞‖Ψ
a
m(t)‖+ ‖G‖Ŷ .
The result (20) follows using the other energy estimates.
We are now ready to prove existence and uniqueness of a weak solution to the
auxiliary problem (13).
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Theorem 3.2. (Existence and uniqueness of a solution to the auxiliary problem) For
any G ∈ Ŷ there exists a unique weak solution Ψ ∈W (0, T ) to (13) (with Ψ(0) = Ψ0)
that satisfies the energy estimates of Theorem 3.1 and such that
Ψ ∈ Ŷ , ∂tΨ ∈ L
∞(0, T ;L2(Ω;C)) and Ψ ∈ C([0, T ];H10 (Ω;C)).
Proof. Consider a sequence of Galerkin approximations {Ψam}m. By Theorem 3.1
each function of this sequence lies in W (0, T ) and in particular Ψam ∈ L
2(0, T ;Z) and
∂tΨ
a
m ∈ Y . The energy estimates of Theorem 3.1 together with (B3) guarantee that
our Galerkin sequence is uniformly bounded in these spaces by constants that depend
only on the data of the problem. Since W (0, T ), L2(0, T ;Z) and Y are Hilbert spaces
(hence reflexive), there exists a subsequence {Ψamj}j that converges weakly in W (0, T )
and L2(0, T ;Z) to a weak limit Ψ̂ ∈ W (0, T ) ∩ L2(0, T ;Z) with {∂tΨ
a
mj}j converging
weakly in Y to ∂tΨ̂. Moreover, the sequence {Ψ
a
mj}j converges strongly in Y (by the
compact embedding ofW (0, T ) in Y ; see, e.g., [3, 19]). Using the linearity of operators
and functionals in (13), one can show that the limit Ψ̂ satisfies (13) with Ψ̂(0) = Ψ0;
see also [9] for similar arguments. Hence, Ψ̂ is a weak solution to (13). Now, since for
given positive constants C1 and C2 the sets
S1 := {Φ ∈ L
2(0, T ;Z) : ‖Φ(t)‖H2 ≤ C1 a.e. in (0, T )}
S2 := {Φ ∈ Y : ‖Φ(t)‖ ≤ C2 a.e. in (0, T )}
are weakly closed, we have Ψ̂ ∈ S1 and ∂tΨ̂ ∈ S2. With the same argument we
obtain that Ψ̂ satisfies the energy estimates of Theorem 3.1. Hence, Ψ̂ ∈ Ŷ and
∂tΨ̂ ∈ L
∞(0, T ;L2(Ω;C)). Moreover, since Z is compactly embedded in H10 (Ω;C),
the space W∞(0, T ) := {Φ ∈ Ŷ : ∂tΦ ∈ L
∞(0, T ;L2(Ω;C))} is compactly embedded
in C([0, T ];H10 (Ω;C)); see [3, Theorem II.5.16]. Therefore, Ψ̂ ∈ C([0, T ];H
1
0 (Ω;C)).
To prove uniqueness, we proceed by contradiction and assume that there exists
another function Ψ˜ ∈ W (0, T ), distinct from Ψ̂, that solves (13). If we define δΨ :=
Ψ̂− Ψ˜, it is possible to show that this function satisfies the equation
i(∂tδΨ,Φ) = (∇δΨ,∇Φ) + (V δΨ,Φ) a.e. in (0, T ), ∀Φ ∈ H
1
0 (Ω;C) (25)
with δΨ(0) = 0. The energy estimate (16) remains valid for (25) and implies that
‖δΨ‖Y = 0, which is a contradiction. Hence, the uniqueness of Ψ̂ follows.
4. Analysis of the full TDKS problem
In this section, we wish to show existence and uniqueness of a solution to (6). We
denote here the set Ŷ by ŶT := L
∞(0, T ;Z) to stress the dependence on the final time
T .
Consider a fixed positive constant B◦ and define
C◦(T,B◦) := exp(C1,∆T )
[
B◦ + ‖∆Ψ0‖
2 + TC2,∆‖∇Ψ0‖
2
]
, (26)
where the constants C1,∆ and C2,∆ are the ones given in Theorem 3.1. For any T̂ ∈
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(0, T ] we define
SB◦(T̂ ) := {Φ ∈ ŶT̂ : ‖Φ(t)‖Z ≤ C◦(T,B◦) a.e. in (0, T̂ )}. (27)
Notice that, in view of the equivalence between the norms ‖ ·‖H2 and ‖ ·‖Z (see (B6)),
the set SB◦(T̂ ) is a ball in ŶT̂ centered in zero and having radius depending on T̂ and
B◦.
Let F be the nonlinear function given in (4). Using (B5), (A5), (27) and (B6), we
have that for any Λ ∈ SB◦(T ) the following estimates hold:
‖F (Λ(t))‖H2 = ‖VH(Λ(t))Λ(t) + Vxc(Λ(t))Λ(t)‖H2
≤ Cb‖Λ(t)‖
2
H1‖Λ(t)‖H2 + K˜‖Λ(t)‖H2
≤ Cb‖Λ(t)‖
3
H2 + K˜‖Λ(t)‖H2
≤ CbC
3
Z‖Λ(t)‖
3
Z + K˜CZ‖Λ(t)‖Z
≤ CbC
3
ZC◦(T,B◦)
3 + K˜CZC◦(T,B◦),
(28)
where K˜ is given in (A5), CZ in (B6) and Bb in (B5); The estimate (28) implies that
F (Λ) ∈ ŶT .
Next, we introduce the map A : SB◦(T̂ )→ ŶT̂ defined by A(Λ) := Ψ˜, where Ψ˜ ∈ ŶT̂
is the unique solution to
i(∂tΨ˜,Φ) = (∇Ψ˜,∇Φ) + (V Ψ˜,Φ) + (F (Λ),Φ) a.e. in (0, T̂ ) (29)
for all Φ ∈ H10 (Ω;C) and with Ψ˜(0) = Ψ0. Notice that, since F (Λ) ∈ ŶT̂ , this problem
is uniquely solvable in Ŷ
T̂
by Theorem 3.2. Therefore, the map A is well defined. Let
us prove the following property of A.
Lemma 4.1. For any T ⋆ ∈ (0, T ] such that
T ⋆ ≤
B◦
C3,∆
[
CbC
3
ZC◦(T,B◦)
3 + K˜CZC◦(T,B◦)
]2 (30)
the set SB◦(T
⋆) is invariant under A, that is A(Λ) ∈ SB◦(T
⋆) for any Λ ∈ SB◦(T
⋆).
Proof. Take any Λ ∈ ŶT ⋆ and consider Ψ = A(Λ). Since F (Λ) ∈ ŶT ⋆, we can use the
energy estimates of Theorem 3.1. In particular, using (18), (28) and (30), we obtain
‖Ψ(t)‖2Z ≤ exp(C1,∆T
⋆)
[
‖∆Ψ0‖
2 + T ⋆
[
C2,∆‖∇Ψ0‖
2 + C3,∆‖F (Λ)‖
2
ŶT⋆
]]
≤ exp(C1,∆T
⋆)
[
‖∆Ψ0‖
2 + T ⋆C2,∆‖∇Ψ0‖
2
]
+ exp(C1,∆T
⋆)T ⋆C3,∆
[
CbC
3
ZC◦(T,B◦)
3 + K˜CZC◦(T,B◦)
]2
≤ exp(C1,∆T
⋆)
[
‖∆Ψ0‖
2 + T ⋆C2,∆‖∇Ψ0‖
2
]
+ exp(C1,∆T
⋆)B◦
= C◦(T
⋆, B◦)
for almost all t in (0, T ⋆), and the claim follows.
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The next lemma shows that the map A : SB◦(T̂ ) → SB◦(T̂ ) is a contraction for a
sufficiently small T̂ ∈ (0, T ⋆].
Lemma 4.2. Consider T ⋆ ∈ (0, T ] such that (30) holds. There exists a T ⋆⋆ ∈ (0, T ⋆]
such that for any T̂ ∈ (0, T ⋆⋆] the map A : SB◦(T̂ ) → SB◦(T̂ ) is a contraction (with
respect to the norm ‖ · ‖
Ŷ
).
Proof. Consider any two functions Λ1 and Λ2 in SB◦(T
⋆) and define the function
δΨ := A(Λ1)−A(Λ2). This function solves the problem
i(∂tδΨ,Φ) = (∇δΨ,∇Φ) + (V δΨ,Φ) + (F (Λ1)− F (Λ2),Φ) a.e. in (0, T
⋆) (31)
for all Φ ∈ H10 (Ω;C) and δΨ(0) = 0. Since F (Λ1) − F (Λ2) ∈ ŶT ⋆ , we can use the
energy estimate (18) to write
‖δΨ(t)‖2Z ≤ exp(C1,∆T
⋆)T ⋆C3,∆‖F (Λ1)− F (Λ2)‖
2
ŶT⋆
. (32)
Let us estimate the term ‖F (Λ1)− F (Λ2)‖
2
ŶT⋆
. Using (B5) and (A5), we get
‖F (Λ1)− F (Λ2)‖ŶT⋆ ≤ ‖f(Λ1)− f(Λ2)‖ŶT⋆ + ‖Vxc(Λ1)Λ1 − Vxc(Λ2)Λ2‖ŶT⋆
≤ Cc
(
‖Λ1‖
2
ŶT⋆
+ ‖Λ2‖
2
ŶT⋆
)
‖Λ1 − Λ2‖ŶT⋆ + K˜‖Λ1 − Λ2‖ŶT⋆ ,
where K˜ is as in (8) and Cc as in (11). Since Λ1,Λ2 ∈ SB◦(T
⋆), we have ‖Λj(t)‖
2
Z ≤
C◦(T
⋆, B◦), for j = 1, 2. Therefore, one obtains
‖F (Λ1)− F (Λ2)‖ŶT⋆ ≤ C◦◦(T
⋆)‖Λ1 − Λ2‖ŶT⋆ , (33)
where C◦◦(T
⋆) = K˜ + 2CcC◦(T
⋆, B◦). Using (33) into (32), we get
‖δΨ(t)‖2Z ≤ C◦◦(T
⋆)2 exp(C1,∆T
⋆)T ⋆C3,∆‖Λ1 − Λ2‖
2
ŶT⋆
. (34)
This implies that
‖A(Λ1)−A(Λ2)‖ŶT⋆ = ‖δΨ‖ŶT⋆ ≤ g(T
⋆)‖Λ1 − Λ2‖ŶT⋆ ,
where
g(T ⋆) = CZC◦◦(T
⋆)
√
exp(C1,∆T ⋆)T ⋆C3,∆.
Since the map T̂ 7→ g(T̂ ) is continuous and monotonically increasing in [0, T ⋆] with
g(0) = 0, there exists a T ⋆⋆ ∈ (0, T ⋆] such that g(T ⋆⋆) < 1, and we obtain
‖A(Λ1)−A(Λ2)‖ŶT⋆⋆ = ‖δΨ‖ŶT⋆ ≤ g(T
⋆)‖Λ1 − Λ2‖ŶT⋆⋆ ,
which shows that the mapping A : SB◦(T
⋆⋆)→ SB◦(T
⋆⋆) is a contraction.
Remark 1. The results of Lemmas 4.1 and 4.2 still hold if one assumes (8) to hold
only on bounded subsets of Z.
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We are now ready to show existence of a unique solution to the TDKS problem (6).
Theorem 4.3 (Existence and uniqueness of solution to the TDKS problem). There
exists a unique solution Ψ ∈ W (0, T ) to (6) with Ψ(0) = Ψ0. In particular, it holds
that
Ψ ∈ Ŷ , ∂tΨ ∈ L
∞(0, T ;L2(Ω;C)) and Ψ ∈ C([0, T ];H10 (Ω;C)).
Proof. We proceed in 4 steps.
Step 1: Existence and uniqueness for sufficiently short time interval.
Consider the problem (6) defined on a time interval [0, T ⋆⋆1 ], where T
⋆⋆
1 ∈ (0, T
⋆] is
chosen sufficiently small as in Lemma 4.2. By Lemma 4.2 the mapping A : SB◦(T
⋆⋆
1 )→
SB◦(T
⋆⋆
1 ) is a contraction. Therefore, the Banach-Caccioppoli fixed-point theorem [8, 9]
implies that there exists a unique solution Ψ̂1 ∈ SB◦(T
⋆⋆
1 ) to the problem (6).
Step 2: Existence for the entire time interval [0, T ].
We follow the same procedure used in [9, Section 9.2.1] to construct a unique solution
to (6) on [0, T ]. Since Ψ̂1(t) ∈ Z for almost all t in [0, T
⋆⋆
1 ], we can assume that
Ψ̂1(T
⋆⋆
1 ) ∈ Z (upon redefining T
⋆⋆
1 if necessary).
Now, we define a new problem which is identical to (6), but defined on the time
interval [T ⋆⋆1 , T ] and having initial condition Ψ̂2(T
⋆⋆
1 ) = Ψ̂1(T
⋆⋆
1 ). By repeating the
same arguments as in Step 1, one can show that there exists a T ⋆⋆2 ∈ (T
⋆⋆
1 , T ] such
that the new problem is uniquely solved on [T ⋆⋆1 , T
⋆⋆
2 ] by Ψ̂2 which lies in a ball
similar to SB◦(T
⋆⋆
1 ) whose radius depends on the length of the interval [T
⋆⋆
1 , T
⋆⋆
2 ].
Since Ψ̂2(t) ∈ Z for almost all t in [T
⋆⋆
1 , T
⋆⋆
2 ], we can assume that Ψ̂2(T
⋆⋆
2 ) ∈ Z (upon
redefining T ⋆⋆2 if necessary).
This argument can be repeated recursively. At the kth recursion step we obtain the
existence of the solution Ψ̂k to (6) on [T
⋆⋆
k−1, T
⋆⋆
k ] with initial condition Ψ̂k(T
⋆⋆
k−1) =
Ψ̂k−1(T
⋆⋆
k−1). In Step 3 we prove that a finite number of these intervals [T
∗∗
k−1, T
∗∗
k ]
are sufficient to cover the whole interval [0, T ], that is ∪Mk=1[T
⋆⋆
k−1, T
⋆⋆
k ] = [0, T ], with
T ⋆⋆0 = 0, a positive finite integer M , and a solution Ψ ∈ Ŷ to (6) on [0, T ].
Step 3: Existence of a finite covering of [0, T ].
In Step 2 we created a sequence {T ⋆⋆k }k and claimed that there exists a finite positive
integer M such that ∪Mk=1[T
⋆⋆
k−1, T
⋆⋆
k ] = [0, T ]. To prove this result, we look at the
differences T dk := T
⋆⋆
k −T
⋆⋆
k−1 for k = 1, 2, . . . and notice that choosing T
⋆⋆
k is equivalent
to choose T dk . In fact, at the k
th recursion step the solution Ψ̂k is defined on [T
⋆⋆
k−1, T
⋆⋆
k ],
and a simple time shift allows us to pose the corresponding problem on [0, T dk ] (instead
of [T ⋆⋆k−1, T
⋆⋆
k ]). We denote by Ψ˜k the (shifted) solution defined on [0, T
d
k ] and notice
that Ψ˜k(t) = Ψ̂k(T
⋆⋆
k−1+ t). Therefore, to prove the existence of a finiteM it suffices to
construct a sequence {T dk }k with
∑∞
k=1 T
d
k = ∞ and such that each T
d
k is sufficiently
small in the sense of Lemmas 4.1 and 4.2. To be more precise, we will construct a
sequence {T dk }k that converges to zero “sufficiently slowly” and then choose B◦,k =
O(T dk ). Moreover, our choices of {T
d
k }k and {B◦,k}k will satisfy
T dk ≤
B◦,k
C3,∆
[
CbC
3
ZC◦,k(T,B◦,k)
3 + K˜CZC◦,k(T,B◦,k)
]2 , (35)
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and
gk(T
d
k ) < 1, (36)
where
C◦,k(T,B◦,k) := exp(C1,∆T )
[
B◦,k + ak(1 + TC2,∆)
]
,
gk(T
d
k ) := CZC◦◦,k(T
d
k )
√
exp(C1,∆T
d
k )T
d
kC3,∆,
C◦◦,k(T
d
k ) := K˜ + 2CcC◦,k(T
d
k , B◦,k),
(37)
where we defined ak := ‖Ψ˜k(T
d
k )‖
2
Z . Notice that the conditions (35) and (36) are
exactly the ones considered in Lemmas 4.1 and 4.2.
Following the proof of Theorem 3.1, setting G = F (Ψ̂k) and using (28), one gets
ak ≤ exp(C1,∆T
d
k )
[
ak−1(1 + T
d
kC2,∆)
+ T dkC3,∆
(
CbC
3
ZC◦,k(T
d
k , B◦,k)
3 + K˜CZC◦,k(T
d
k , B◦,k)
)]
.
(38)
To ease the notation, we define C21 := C2,∆/C1,∆, C31 := C3,∆/C1,∆, and T
d
k :=
bk
C1,∆
,
where {bk}k is a sequence to be defined. These definitions allow us to rewrite (38) as
ak ≤ f(ak−1, bk, B◦,k), (39)
where
f(ak−1, bk, B◦,k) := exp(bk)
[
ak−1(1 + C21bk)
+ bkC31
(
CbC
3
ZC◦,k
( bk
C1,∆
, B◦,k
)3
+ K˜CZC◦,k
( bk
C1,∆
, B◦,k
))]
.
A direct inspection reveals that the map B◦,k 7→ f(ak−1, bk, B◦,k) is continuous and
monotonically increasing.
Since we aim at constructing a convergent-to-zero sequence {T dk }k and B◦,k =
O(T dk ), we make the following ansatz: the sequence {B◦,k}k is bounded by a posi-
tive global constant B. Since f is monotonically increasing in B◦,k, the boundedness
of {B◦,k}k implies that f(ak−1, bk, B◦,k) ≤ f(ak−1, bk, B).
Let us consider the two sequences {ak}k and {bk}k. Without loss of generality, we
consider the case in which {ak}k is possibly growing and {bk}k converges to zero. Our
goal is to construct a sequence {bk}k that converges to zero “slowly enough”, while
{ak}k grows “slowly enough”. This is necessary to satisfy (35), where the left-hand
converges to zero, while the right-hand side could grow as k → ∞. We then assume
that ak > 1 and bk < 1 for k large enough.
A Taylor expansion of b 7→ f(a, b,B) in b = 0 reveals that
f(a, b,B) = a+ b(Â+ B̂a+ Ĉa2 + D̂a3) +O(b2a3),
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for some positive constants Â, B̂, Ĉ, D̂. Therefore, (39) becomes
ak ≤ ak−1 + bk(Â+ B̂ak−1 + Ĉa
2
k−1 + D̂a
3
k−1) +O(b
2
ka
3
k−1). (40)
Now, we choose bk =
1
ka3k−1
, which clearly satisfies bk < 1 and bk → 0, and obtain
ak ≤ ak−1
(
1 +
Â
ka4k−1
+
B̂
ka3k−1
+
Ĉ
ka2k−1
+
D̂
kak−1
)
+O
( 1
k2a3k−1
)
≤ ak−1
(
1 +
Ê
k
)
≤ a0
(
1 +
Ê
k
)k
≤ a0 exp(Ê),
(41)
for some positive constant Ê, where we used that ak−1 ≥ 1. The estimate (41)
shows that the sequence {ak}k is bounded if we choose {bk}k as bk =
1
ka3k−1
. This
means that the sequence ak = ‖Ψ˜k(T
d
k )‖
2
Z is bounded if one chooses T
d
k =
bk
C1,∆
=
1
kC1,∆‖Ψ˜k−1(T dk−1)‖
6
Z
. Therefore, bk → 0 and T
d
k → 0 as k → ∞, and
∑∞
k=1 T
d
k = ∞. We
found a suitable candidate {T dk }k for our purposes.
It remains to show the existence of a sequence {B◦,k}k that is bounded (according
to our ansatz) and that satisfies (35) and (36). Let us look at (35). Since the sequence
{‖Ψ˜k(T
d
k )‖
2
Z}k is bounded, the denominator of the right-hand side of (35) is bounded.
Therefore, it is possible to find a B◦,k = O(T
d
k ) such that (35) is satisfied for any k.
Let us consider (36). A direct calculation allows us to obtain that
gk(T
d
k ) ≤ ĝ(T
d
k ),
where
ĝ(T dk ) = CZ
{
K˜ + 2Cc exp(C1,∆T
d
k )×
×
[
B + a0 exp(Ê)(1 + C2,∆T
d
k )
]}√
exp(C1,∆T dk )T
d
kC3,∆,
which is continuous, monotonically increasing in T dk and ĝ(0) = 0. Therefore, it is
sufficient to redefine T dk by dividing it by an appropriate positive constant to obtain
that (36) holds.
We have created a sequence {T dk }k whose elements satisfy the conditions of Lemmas
4.1 and 4.2 and such that the corresponding series diverges. Therefore, there exists a
finite positive integer M such that
∑M
k=1 T
d
k = T .
Step 4: Uniqueness and regularity of the constructed solution.
Uniqueness of such solution follows by the same arguments used in Theorem 3.2, but
with (16) replaced by a similar energy estimate obtained using Gro¨nwall’s inequality
and the Lipschitz continuity conditions (9) and (7).
The regularity of Ψ follows from the fact that, by Theorem 3.2 and (28), on each
subinterval of the finite covering of [0, T ] the solution Ψ satisfies energy estimates
similar to the ones of Theorem 3.1.
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5. Less regular initial condition and potentials
In the previous sections, we assumed (A2), (A4) and (A5), which essentially require
the potentials V0, Vu, Vxc and the initial condition function Ψ0 to be twice weakly
differentiable. Is it possible to exploit our results to obtain existence and uniqueness
of a solution also in case of less regular potentials?
If the initial condition function Ψ0 is less regular, then it is natural to expect less
regularity of the corresponding solution. In general, a Schro¨dinger equation “trans-
ports” in time the regularity of the initial condition. Some maximal regularity results
are proved in [7], where the unique solution has the same space regularity of the initial
condition. An extreme case is also shown in [22], where the authors prove that, for
a simple Schro¨dinger equation defined on a bounded one-dimensional space domain,
an initial condition in L2 (outside the domain of the Hamiltonian) leads to a solution
(so-called ‘mild solution’) that is continuous but nowhere differentiable in time and
continuous but nowhere differentiable in space for almost all times. For these reasons,
in this section we prove existence and regularity results in case of a less regular initial
condition Ψ0 ∈ H
1
0 (Ω;C).
The proofs of the results presented in the previous sections strongly rely on the reg-
ularity assumption on the potentials V0, Vu and Vxc being twice weakly differentiable.
In this section, we prove existence and regularity results for our problem (6) in the
case when weakly differentiable potentials W :=W0+Wuw and Wxc are added to the
right-hand side of our equation, i.e.
i(∂tΨ,Φ) = (∇Ψ,∇Φ) + ((V +W )Ψ +Wxc(Ψ),Φ) + (F (Ψ),Φ) a.e. in (0, T ), (42)
for all Φ ∈ H10 (Ω;C).
More precisely, we consider the following new assumptions.
(A2b) W0,Wu ∈W
1,∞(Ω;R).
(A3b) w ∈ L∞(0, T ;R).
(A4b) Ψ0 ∈ H
1
0 (Ω;C).
(A5b) For any Φ ∈ H10 (Ω;C) it holds thatWxc(Φ)Φ ∈ H
1
0 (Ω;C) and there exist positive
constants K1 and K2 such that
‖Wxc(Φ)Φ−Wxc(Λ)Λ‖ ≤ K1‖Φ− Λ‖ (43)
‖Wxc(Φ)Φ−Wxc(Λ)Λ‖H1 ≤ K2‖Φ− Λ‖H1 (44)
for any Φ,Λ ∈ H10 (Ω;C).
Because of the above discussion, we expect existence of a solution which is a function
in H10 (Ω;C) almost everywhere in (0, T ). To show this, we will need the following
technical lemma.
Lemma 5.1. There exists a positive constant ĈH such that
‖∇(VH(Φ)Φ)−∇(VH(Λ)Λ)‖ ≤ ĈH
(
‖Φ‖2H1 + ‖Λ‖
2
H1
)
‖Φ− Λ‖H1 (45)
for any Φ,Λ ∈ H1(Ω;C).
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Proof. We prove the statement for any Φ,Λ ∈ H1(R3;C). Once this is achieved, the
estimate (45) follows easily by considering E(Φ) and E(Λ) for any Φ,Λ ∈ H1(Ω;C)
and using the continuity of the extension operator E . In this proof, (·, ·) denotes the
inner product for L2(R3;C) and ‖ · ‖ the corresponding norm. Similarly, ‖ · ‖H1 and
‖ · ‖L∞ denote the usual norms for H
1(R3;C) and L∞(R3;C).
Let z(x) := 1|x| . For any three functions a, b, c ∈ H
1(R3), we write
∇[((ab) ⋆ z)c] = ((ab) ⋆ z)∇c+ (((∇a)b) ⋆ z)c + ((a∇b) ⋆ z)c. (46)
Using Cauchy-Schwarz and Hardy’s inequalities (see, e.g., [29, Lemma 4.1] and [4]),
we obtain
|((ab) ⋆ z)(x)| =
∣∣∣(a, b
|x− ·|
)
∣∣∣ ≤ ‖a‖∥∥∥ b
|x− ·|
∥∥∥ ≤ CH‖a‖‖∇b‖,
|(((∇a)b) ⋆ z)(x)| =
∣∣∣(∇a, b
|x− ·|
)
∣∣∣ ≤ ‖∇a‖∥∥∥ b
|x− ·|
∥∥∥ ≤ CH‖∇a‖‖∇b‖,
|((a∇b) ⋆ z)(x)| =
∣∣∣(∇b, a
|x− ·|
)
∣∣∣ ≤ ‖∇b‖∥∥∥ a
|x− ·|
∥∥∥ ≤ CH‖∇a‖‖∇b‖,
(47)
for almost all x ∈ R3.
The triangle inequality yields the estimate
‖∇(VH(Φ)Φ)−∇(VH(Λ)Λ)‖ ≤ ‖∇(VH(Φ)(Φ− Λ))‖ + ‖∇((VH(Φ)− VH(Λ))Λ)‖,
(48)
where the two terms on the right-hand side must be suitably bounded.
Consider the term ‖∇(VH(Φ)(Φ − Λ))‖. The relations (46) and (47) allow us to
compute
‖∇(VH(Φ)(Φ− Λ))‖ = ‖∇((ΦΦ) ⋆ z)(Φ − Λ))‖
≤ ‖∇((ΦΦ) ⋆ z)‖L∞‖Φ − Λ‖+ ‖(ΦΦ) ⋆ z‖L∞‖∇Φ−∇Λ‖
≤ CI(CH)‖Φ‖
2
H1‖Φ− Λ‖H1 ,
(49)
for some constant CI depending on the Hardy’s inequality constant CH .
Consider the term ‖∇((VH(Φ) − VH(Λ))Λ)‖. Notice that VH(Φ) − VH(Λ) can be
written as
VH(Φ)− VH(Λ) = (Φ(Φ− Λ)) ⋆ z + (Λ(Φ− Λ)) ⋆ z,
which then implies that
‖∇((VH(Φ)− VH(Λ))Λ)‖ ≤ ‖∇
[
((Φ(Φ− Λ)) ⋆ z)Λ
]
‖+ ‖∇
[
((Λ(Φ− Λ)) ⋆ z)Λ
]
‖.
Using again (46) and (47), a direct calculation (similar to (49)) allows us to obtain
‖∇((VH (Φ)− VH(Λ))Λ)‖ ≤ CII(CH)(‖Φ‖
2
H1 + ‖Λ‖
2
H1)‖Φ− Λ‖H1 , (50)
where CII is a positive constant depending on CH . The result (45) follows by (48),
(49), (50), and setting ĈH := max{CI(CH), CII(CH)}.
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We exploit the results obtained in Sections 3 and 4 to prove existence and uniqueness
of a solution to (42). Let us introduce the following smooth approximations; see,
e.g., [18, 15]. Suppose that a non-negative smooth function φ with compact support
(φ ∈ C∞c (R
3)) and such that
∫
R3
φ = 1 is given. Define
φǫ(x) := ǫ
−3φ(x/ǫ),
so that
∫
R3
φǫ = 1 and ‖φǫ‖L1 = ‖φ‖L1 ; see, e.g., [18]. Consider the smoothed initial
condition
Ψ0,ǫ = φǫ ⋆ E(Ψ0)
and the smoothed potentials
Wǫ(Φ) = φǫ ⋆ E(WΦ) and Wxc,ǫ(Φ) = φǫ ⋆ E(Wxc(Φ)Φ),
for any Φ ∈ Z, where E is the extension operator introduced in Section 2. Clearly, the
above convolutions are restricted on Ω and classical results [18, Section 2.16] guarantee
that the corresponding approximation functions are smooth, that is Ψ0,ǫ, Wǫ(Φ) and
Wxc,ǫ(Φ) are in C
∞(Ω;C) with
lim
ǫ→0
Ψǫ,0 = Ψ0, lim
ǫ→0
Wǫ(Φ) =W (Φ) and lim
ǫ→0
Wxc,ǫ(Φ) =Wxc(Φ)Φ
in L2(Ω). We define Vǫ(Ψ) := VΨ+Wǫ(Ψ) +Wxc,ǫ(Ψ) and consider the problem
i(∂tΨ,Φ) = (∇Ψ,∇Φ) + (Vǫ(Ψ),Φ) + (F (Ψ),Φ) a.e. in (0, T ) (51)
for all Φ ∈ H10 (Ω;C) and Ψ(0) = Ψ0,ǫ.
To use the results of Sections 3 and 4, we study the auxiliary Galerkin problem
i(∂tΨ
a
m,Φ) = (∇Ψ
a
m,∇Φ) + (Vǫ(Ψ
a
m),Φ) + (G,Φ) a.e. in (0, T ) (52)
for all Φ ∈Wm, which is exactly (14) with VΨ replaced by Vǫ(Ψ) and Ψ0 replaced by
Ψ0,ǫ. Notice that the smoothness of the regularized potential Vǫ guarantees that (52)
is uniquely solvable by a solution having the same regularity of the solution to (14).
The first key step is to prove energy estimates for the solution to (52) and study
the dependence of the obtained bounds on the regularization parameter ǫ. For this
purpose, we begin with some preliminary lemmas.
Lemma 5.2. Consider the initial condition function Ψ0 and its regularization Ψ0,ǫ.
There exist positive constants C0, C1 and C2 (independent of ǫ) such that for any ǫ > 0
it holds that
‖Ψ0,ǫ‖ ≤ C0‖φ1‖L1(R3)‖Ψ0‖,
‖∇Ψ0,ǫ‖ ≤ C1‖φ1‖L1(R3)‖Ψ0‖H1 ,
‖∆Ψ0,ǫ‖ ≤ C2‖∇φǫ‖L1(R3)‖Ψ0‖H1 ,
(53)
where φ1 = φǫ=1.
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Proof. The first estimate follows by a standard result for approximation by convolu-
tion (see, e.g., [18, Section 2.16]) and by the continuity of the extension operator.
The second estimate is obtained by exploiting the formula for the differentiation
of convolution and Young’s inequality. Indeed, we have ∇Ψ0,ǫ = ∇(φǫ ⋆ E(Ψ0)) =
φǫ ⋆∇E(Ψ0) and hence
‖∇Ψ0,ǫ‖ = ‖φǫ ⋆∇E(Ψ0)‖ ≤ ‖φ1‖L1(R3)‖∇E(Ψ0)‖L2(R3)
≤ ‖φ1‖L1(R3)‖E(Ψ0)‖H1(R3) ≤ CE‖φ1‖L1(R3)‖Ψ0‖H1 ,
where CE is the continuity constant of the operator E ; see (B4).
To obtain the third inequality, we do not differentiate twice Ψ0 (since it is only in
H10 (Ω;C)), but consider the distribution induced by ∇E(Ψ0) acting on the smooth
function φǫ. We then write
∂xj (φǫ ⋆ ∂xjE(Ψ0)) =
∫
R3
∂xjφǫ(x− y)∂xjE(Ψ0)(y) dy,
for j = 1, 2, 3, which is the derivative of the distribution induced by ∇E(Ψ0) and
applied to Φǫ. This formula allows us to compute
‖∆Ψ0,ǫ‖ = ‖∇ · (φǫ ⋆∇E(Ψ0))‖ ≤ C2‖∇φǫ‖L1(R3)‖Ψ0‖H1 ,
for some positive constant C2 that depends on CE .
Lemma 5.3. Consider the regularized potential Vǫ. There exist three positive constants
C3, C4 and C5 (independent of ǫ) such that for any ǫ > 0 it holds that
‖Vǫ(Φ)‖ ≤ C3
[
‖V ‖∞ + ‖φ1‖L1(R3)(‖W‖∞ +K1)
]
‖Φ‖,
‖∇(Vǫ(Φ))‖ ≤ C4
[
‖V ‖1,∞ + ‖φ1‖L1(R3)(‖W‖1,∞ +K2)
]
‖Φ‖H1 ,
‖∆(Vǫ(Φ))‖ ≤ C5
[
‖V ‖2,∞ + ‖∇φǫ‖L1(R3)(‖W‖1,∞ +K2)
]
‖Φ‖H2 ,
(54)
for any Φ ∈ Z, where the norms ‖ · ‖j,∞ are the usual norms for the spaces
L∞(0, T ;W j,∞(Ω;C)) for j = 1, 2.
Proof. The three estimates are obtained following the same arguments used in Lemma
5.2 together with the new assumptions (A2b) and (A5b).
With the estimates of Lemmas 5.2 and 5.3 at hand, we prove the following energy
estimates.
Theorem 5.4 (Energy estimates for the regularized problem). Let G ∈ Ŷ and con-
sider the solution Ψam to (52). For almost all t ∈ (0, T ) there exist positive constants
(independent of ǫ) Ĉ, Ĉ∇ and K−1 and a constant Cǫ > 0 (depending on ǫ) such that
‖Ψam(t)‖
2 ≤ exp(ĈT )
[
C20‖φ1‖
2
L1(R3)‖Ψ0‖
2 + T‖G‖2Y∞,0
]
, (55)
‖∇Ψam(t)‖
2 ≤ exp(Ĉ∇T )
[
C21‖φ1‖
2
L1(R3)‖∇Ψ0‖
2 + T‖G‖2Y∞,1
]
, (56)
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‖∆Ψam(t)‖
2 ≤ exp(CǫT )
[
C22‖∇φǫ‖
2
L1(R3)‖Ψ0‖
2
H1 + T‖G‖
2
Ŷ
]
, (57)
‖∂tΨ
a
m(t)‖H−1 ≤ K−1, (58)
‖∂tΨ
a
m(t)‖ ≤ ‖∆Ψ
a
m(t)‖+ ‖Vǫ(Ψ
a
m(t), t)‖ + ‖G‖Ŷ , (59)
where C0, C1 and C2 are given in Lemma 5.2. Notice that K−1 depends on ‖G‖Y∞,1
and ‖Ψ0‖H1 .
Proof. The estimate (55) can be obtained as for (16), using Lemma 5.3 and the first
of (53). In fact, by testing (52) with Φ = Ψam and taking the imaginary part, we obtain
1
2
d
dt
‖Ψam(t)‖
2 = Im(G(t),Ψam(t)) + Im(Vǫ(Ψ
a
m),Ψ
a
m)
≤
1
2
‖G‖2Y∞,0 +
1
2
‖Vǫ(Ψ
a
m)‖
2 + ‖Ψam(t)‖
2.
Multiplying both sides by 2 and using Lemma 5.3 to estimate the term ‖Vǫ(Ψ
a
m)‖
2,
we get
d
dt
‖Ψam(t)‖
2 ≤ ‖G‖2Y∞,0 + ‖Vǫ(Ψ
a
m)‖
2 + 2‖Ψam(t)‖
2 ≤ ‖G‖2Y∞,0 + Ĉ‖Ψ
a
m(t)‖
2,
where Ĉ = C23
[
‖V ‖∞ + ‖φ1‖L1(R3)(‖W‖∞ +K1)
]2
+ 2. The estimate (55) follows by
the Gro¨nwall inequality and the first inequality of (53).
Let us prove (56). Proceeding as in Theorem 3.1, we use (21) and (52) in strong
form to obtain
d
dt
‖∇Ψam(t)‖
2 = 2Re
[
−i(∇(Vǫ(Ψ
a
m(t), t)),∇Ψ
a
m(t))− i(∇G(t),∇Ψ
a
m(t))
]
,
and the results follows using Lemmas 5.2 and 5.3, Poincare´-Friedrichs’ and Gro¨nwall’s
inequalities.
Let us now prove (57). Recalling (23) and using (52) in strong form, we obtain (as
in (24))
d
dt
‖∆Ψam(t)‖
2 = 2Re
[
−i(∆(Vǫ(Ψ
a
m(t), t)),∆Ψ
a
m(t))− i(∆G(t),∆Ψ
a
m(t))
]
,
for almost all t in (0, T ). We can now use (54) to write
d
dt
‖∆Ψam(t)‖
2 ≤ C25
[
‖V ‖2,∞ + ‖∇φǫ‖L1(R3)(‖W‖1,∞ +K2)
]2
‖Ψam(t)‖
2
H2
+ ‖∆G(t)‖2 + 2‖∆Ψam(t)‖
2
≤ ‖G‖2Y∞,2 + Cǫ‖∆Ψ
a
m(t)‖
2,
where Cǫ = 2 + C
2
5
[
‖V ‖2,∞ + ‖∇φǫ‖L1(R3)(‖W‖1,∞ + K2)
]2
C2Z . The estimate (57)
follows by Gro¨nwall’s inequality and Lemma 5.2.
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Finally, the bounds (58) and (59) are obtained as for (19) and (20), respectively,
and using Lemma 5.3.
Notice that the energy estimates of Theorem 5.4 have two main properties. On the
one hand, the obtained bounds are independent of m (exactly as in Theorem 3.1). On
the other hand, only the bounds in (55), (56) and (58) are independent of ǫ, while the
others depend on the norm of ∇φǫ, which behaves as O(1/ǫ
α) for some positive α.
Since the bounds of Theorem 5.4 are independent of m, we can invoke our results
of Sections 3 and 4 to conclude that for any ǫ > 0 there exists a unique solution Ψǫ to
(51). This is formally stated in the following theorem.
Theorem 5.5 (Existence and uniqueness of solution to the ǫ-regularized problem).
For any ǫ > 0 there exists a unique solution Ψǫ to (51) such that
Ψǫ ∈ Ŷ , ∂tΨǫ ∈ L
∞(0, T ;L2(Ω;C)) and Ψǫ ∈ C([0, T ];H
1
0 (Ω;C)).
Moreover, there exist three positive constants Cα, Cβ and Cγ (independent of ǫ) such
that for any ǫ > 0 the following bounds hold
‖Ψǫ(t)‖ ≤ Cα, ‖∇Ψǫ(t)‖ ≤ Cβ, ‖∂tΨǫ(t)‖H−1 ≤ Cγ , (60)
for almost all t in (0, T ).
Proof. The proof of existence and uniqueness of a solution Ψǫ follows exactly the
arguments considered in Sections 3 and 4. For the sake of clarity, we sketch here the
main steps.
(a) The energy estimates of Theorem 5.4 allow us to show that there exists a unique
solution to the auxiliary problem obtained by replacing F (Ψ) with G ∈ Ŷ in
(51), that is,
i(∂tΨ,Φ) = (∇Ψ,∇Φ) + (Vǫ(Ψ),Φ) + (G,Φ) a.e. in (0, T ). (61)
(b) Given a final time T ⋆⋆, one defines an H2-ball SB◦(T
⋆⋆) (analogously to (27) and
using (57)), which is centered in zero and has finite radius depending on T ⋆⋆,
and a map Φ 7→ A(Φ) := Ψ˜, where Ψ˜ solves the auxiliary problem (61) with G
replaced by F (Φ). By reducing the final time T ⋆⋆ to a sufficiently small value, one
proves that SB◦(T
⋆⋆) is invariant underA and that A : SB◦(T
⋆⋆)→ SB◦(T
⋆⋆) is a
contraction (as in Lemma 4.2 and Theorem 4.3). The Banach fixed-point theorem
implies that there exists a unique solution in SB◦(T
⋆⋆) to the ǫ-approximated
problem (51).
(c) The obtained solution to (51) exactly satisfies the regularity claimed in the state-
ment of Theorem 5.5. This is obtained (as in Theorem 4.3) by noticing that the
nonlinear function F (Ψ) is uniformly bounded in H2 for any Ψ in SB◦(T
⋆⋆).
(d) The solution to (51) is extended on the time interval [0, T ] by repeating the
previous three steps on a finite number of subintervals (of sufficiently small
length of order T ⋆⋆) that cover [0, T ].
It is clear that the solution Ψǫ satisfies on each subinterval considered in step (d)
the energy estimates given in Theorem 5.4, upon replacement of Ψam by Ψǫ and G
by F (Ψǫ), and upon redefinition of Ψ0. However, these estimates have bounds that
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potentially depend on ǫ, because they are obtained by estimating the H2-norm of
F (Ψǫ).
To get ǫ-independent bounds (60) we proceed as follows. We define an H1-ball
ŜB◦(T
⋆⋆) (analogously to (27) and using (56)) centered in zero and having finite ra-
dius depending on T ⋆⋆. If necessary, we further reduce T ⋆⋆ to obtain a set ŜB◦(T
⋆⋆)
such that the intersection ŜB◦(T
⋆⋆) ∩ SB◦(T
⋆⋆) is invariant under A. Lemma 5.1 and
(8) guarantee that ‖F (Λ(t))‖H1 is uniformly bounded on ŜB◦(T
⋆⋆) by a constant in-
dependent of ǫ. Therefore, the terms ‖F (Ψǫ)‖Y∞,0 and ‖F (Ψǫ)‖Y∞,1 are bounded by
some constants independent of ǫ. Hence, the estimates (60) follow from Theorem 5.4.
In particular, Theorem 5.4 allows us to get energy estimates (independent of ǫ) on each
of subinterval of the finite covering constructed in (d). Since this covering of [0, T ] is
finite the estimates (60) are obtained by taking the maximum of the estimates over
the finite number of covering subintervals.
Using Theorem 5.5 we prove existence of a unique solution to (42).
Theorem 5.6 (Existence and uniqueness of solution to the TDKS problem). Under
the assumptions (A1), (A2), (A3), (A2b), (A3b), (A4b) and (A5b), there exists a
unique weak solution Ψ ∈W (0, T ) to (42).
Proof. Consider a sequence {ǫk}k such that ǫk → 0. Theorem 5.5 guarantees that
for any ǫk there exists a unique solution Ψǫk to the regularized problem (52). This
solution satisfies the bounds (60), which are independent of ǫ. Therefore, the sequence
{Ψǫk}k is bounded in W (0, T ). This implies that there exists a subsequence {Ψǫkj }j
that converges weakly in W (0, T ) and strongly in Y to a limit Ψ̂. The continuity of
functions and operators on the right-hand side of (42) allows us to show that Ψ̂ is a
weak solution to (42). Uniqueness can be obtained by proceeding as in the proof of
Theorem 3.2 and using (43), (9) and (7).
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