The problem of quasistatic evolution in small strain associative elastoplasticity is studied in the framework of the variational theory for rate-independent processes. Existence of solutions is proved through the use of incremental variational problems in spaces of functions with bounded deformation. This provides a new approximation result for the solutions of the quasistatic evolution problem, which are shown to be absolutely continuous in time. Four equivalent formulations of the problem in rate form are derived. A strong formulation of the flow rule is obtained by introducing a precise definition of the stress on the singular set of the plastic strain.
Introduction
In this paper we study quasistatic evolution problems in small strain associative elastoplasticity. More precisely, we consider the case of a material whose elastic behaviour is linear and isotropic, and whose plastic response is governed by the Prandtl-Reuss flow rule, without hardening (perfect plasticity). This is a classical problem in mechanics and it is usually formulated as follows in a domain Ω ⊂ R n . The linearized strain Eu , defined as the symmetric part of the spatial gradient of the displacement u , is decomposed as the sum Eu = e + p , where e and p are the elastic and plastic strains. The stress σ is determined only by e, through the formula σ = Ce, where C is the elasticity tensor. It is constrained to lie in a prescribed subset K of the space M n×n sym of n×n symmetric matrices, whose boundary ∂K is referred to as the yield surface. Given a time-dependent body force f (t, x) , the classical formulation of the quasistatic evolution problem in a time interval [0, T ] consists in finding functions u(t, x) , e(t, x), p(t, x), σ(t, x) satisfying the following conditions for every t ∈ [0, T ] and every x ∈ Ω :
(cf1) additive decomposition: Eu(t, x) = e(t, x) + p(t, x) , (cf2) constitutive equation: σ(t, x) = Ce(t, x) , (cf3) equilibrium: −div σ(t, x) = f (t, x) , (cf4) associative flow rule: (ξ − σ(t, x)) :ṗ(t, x) ≤ 0 for every ξ ∈ K, where the colon denotes the scalar product between matrices. The problem is supplemented by initial conditions at time t = 0 and by boundary conditions for t ∈ [0, T ] , x ∈ ∂Ω , of the form u(t, x) = w(t, x) on a portion Γ 0 of the boundary, and σ(t, x)ν(x) = g(t, x) on the complementary portion Γ 1 , where ν(x) is the outer unit normal to ∂Ω , w(t, x) is the prescribed displacement on Γ 0 , and g(t, x) is the prescribed surface force on Γ 1 .
For concreteness, we focus on the case where K is a cylinder of the form K = K + RI , where I is the identity matrix and K is a convex compact subset of M n×n D , the space of trace free n×n symmetric matrices. This corresponds to yield criteria, often used for metals, which are insensitive to pressure, such as the ones of Tresca and von Mises (see, e.g., [14] ). Then condition (cf4) implies thatṗ(t, x) ∈ M n×n D and it is not restrictive to assume that p(t, x) ∈ M n×n D . Introducing the normal cone N K (ξ) to K at ξ , the support function H(ξ) := sup ζ∈K ξ : ζ , and the subdifferential ∂H(ξ) of H at ξ , the flow rule (cf4) can be written in the equivalent forms (see, e.g., [10, Chapter 4] ):
(cf4 ) normality:ṗ(t, x) ∈ N K (σ D (t, x)) , (cf4 ) flow rule in primal formulation: σ D (t, x) ∈ ∂H(ṗ(t, x)) , (cf4 ) maximal dissipation: H(ṗ(t, x)) = σ D (t, x) :ṗ(t, x) , where σ D (t, x) denotes the deviator of σ(t, x) (see Section 2.1).
In the engineering literature quasistatic evolution problems of the type considered above are approximated numerically by solving a finite number of incremental variational problems (see [16] , [24] , and, more recently, [5] , [18] , [25] ). The time interval [0, T ] is divided into k subintervals by means of points 0 = t 0 k < t 1 k < · · · < t k−1 k < t k k = T , and the approximate solution u i k , e i k , p i k at time t i k is defined, inductively, as a minimizer of the incremental problem min (u,e,p)∈A(w(t i k ))
{Q(e) + H(p − p i−1 k ) − L(t k i )|u } , (1.1) D -valued bounded Borel measures on Ω ∪ Γ 0 . In accordance to the theory of convex functions of measures developed in [9] and [29, Chapter II, Section 4], we define the functional H(p) in the weak formulation of problem (1.1) as
where p/|p| is the Radon-Nikodym derivative of the measure p with respect to its variation |p|, while A(w(t i k )) is defined, here and henceforth, as the set of triples (u, e, p) , with u ∈ BD(Ω), e ∈ L 2 (Ω; M n×n sym ), p ∈ M b (Ω ∪ Γ 0 ; M n×n D ) , and Eu = e + p on Ω , subject to the relaxed boundary condition p = (w(t i k ) − u) ν H n−1 on Γ 0 . In the last formula denotes the symmetric tensor product.
Boundary conditions of this kind are typical in the variational theory of functionals with linear growth (see, e.g., [29] and [8] ). The mechanical interpretation of our condition on Γ 0 is that, if the prescribed boundary displacement is not attained, a plastic slip is developed at the boundary, whose strength is proportional to the difference between the prescribed and the attained boundary displacements.
In the case p i−1 k = 0 the weak formulation of problem (1.1) has been studied in detail in [30] , [2] , [13] , [29] , and [1] at the beginning of the 80's. With respect to this body of work, it is important to emphasize a change of perspective. The model we study (Prandtl-Reuss plasticity) takes explicitly into account the history of plastic deformation. Setting instead p i−1 k = 0 in (1.1) makes the problem oblivious to the accumulation of plastic strain. This is the so called Hencky theory of plasticity, in which elastic unloading following plastic loading is not correctly resolved (see [11] and [28] ).
We can rely however on the results of the above mentioned papers to solve problem (1.1) in the general case (Theorem 3.3), provided a safe-load condition is satisfied. Then we define the piecewise constant interpolations u k (t) := u i k , e k (t) := e i k , p k (t) := p i k , σ k (t) := σ i k , where i is the largest integer such that t i k ≤ t . The aim of this paper is to introduce a weak definition of continuous-time quasistatic evolution in the functional framework u ∈ BD(Ω) , e ∈ L 2 (Ω; M n×n sym ) , p ∈ M b (Ω ∪ Γ 0 ; M n×n D ), σ ∈ L 2 (Ω; M n×n sym ), and to prove that, up to a subsequence, the discrete-time solutions u k (t) , e k (t), p k (t), σ k (t), obtained by solving the weak formulations of problems (1.1), converge to a continuous-time solution u(t), e(t) , p(t) , σ(t) , provided max i (t i k − t i−1 k ) → 0 as k → ∞. Our definition fits the general scheme of continuous-time energy formulation of rateindependent processes developed in [22] , [23] , [19] , [20] , [21] , and [15] . Following those papers, for every time interval [s, t] contained in [0, T ] we introduce the dissipation associated with H , defined by D H (p; s, t) := sup N j=1 H(p(t j ) − p(t j−1 )) : s = t 0 ≤ t 1 ≤ · · · ≤ t N = t, N ∈ N .
The general definition proposed in [15] reads in our case as follows: a quasistatic evolution is a function t → (u(t), e(t), p(t)) from [0, T ] into BD(Ω)×L 2 (Ω; M n×n sym )×M b (Ω ∪ Γ 0 ; M n×n D ) which satisfies the following conditions:
(qs1) global stability: for every t ∈ [0, T ] we have (u(t), e(t), p(t)) ∈ A(w(t)) and Q(e(t)) − L(t)|u(t) ≤ Q(η) + H(q − p(t)) − L(t)|v for every (v, η, q) ∈ A(w(t)) ; where σ(t) := Ce(t), dots denote time derivatives, the first brackets ·|· in the integral denote the scalar product in L 2 (Ω; M n×n sym ) , while the other brackets ·|· are defined as in (1.2) .
The main result of the present paper is the proof of the existence of a quasistatic evolution satisfying prescribed initial conditions (Theorem 4.5), provided a uniform safe-load condition is satisfied.
A different formulation of the problem in rate form was proposed in [12] and [28] , where an existence result is proved by a visco-plastic approximation. It turns out that our definition is equivalent to the one considered in those papers (Theorem 6.1 and Remark 6.3). Therefore the existence result is not new, but our proof is completely different and leads to a different approximation of the solutions (Theorem 4.8) . Moreover it shows that this problem can be included in the general theory developed in [19] and [15] .
Our proof is obtained by considering the discrete-time solutions u k (t) , e k (t) , p k (t) , σ k (t) and by showing that they satisfy an approximate energy inequality (Lemma 4.6), which is similar to [15, Theorem 4.1] . This allows us to apply the generalization (Lemma 7.2) of the classical Helly Theorem proved in [15, Theorem 3.2] , and to extract a subsequence, independent of t and still denoted p k , such that p k (t)
Extracting a further subsequence, possibly depending on t , we may assume that u k (t) u(t) weakly * in BD(Ω) and e k (t) e(t) weakly in L 2 (Ω; M n×n sym ) . We prove (Theorem 3.7) that (u(t), e(t), p(t)) satisfies the global stability condition (qs1). Since there exists at most one (u, e) ∈ BD(Ω)×L 2 (Ω; M n×n sym ) such that (u, e, p(t)) satisfies (qs1) (Remark 3.9), we have u k (t) u(t) and e k (t) e(t) for the same subsequence (independent of t ) for which p k (t) p(t). One of the inequalities in the energy balance (qs2) is then proved by passing to the limit in the approximate energy inequality obtained for the discrete-time solutions, while the opposite inequality follows (Theorem 4.7) from the global stability, by adapting the proofs of [15, Theorem 4.4] and [6, Lemma 7.1] .
The second part of the paper is devoted to the regularity of solutions and to the comparison of our definition of quasistatic evolution with other definitions in rate form. We prove (Theorem 5.2) that, if the data of the problem are absolutely continuous functions of time, then for every quasistatic evolution the functions t → u(t) , t → e(t) , t → p(t) , and t → σ(t) are absolutely continuous on [0, T ] with values in BD(Ω) ,
, respectively. Moreover, we establish a pointwise estimate for the time derivatives of these functions which implies that, if the data of the problem are Lipschitz continuous on [0, T ], then the same is true for t → u(t) , t → e(t) , t → p(t) , and t → σ(t) (Remark 5.4).
Similar arguments prove that t → e(t) and t → σ(t) are uniquely determined by their initial conditions (Theorem 5.9), while elementary examples in dimension one show that, in general, this is not true for t → u(t) and t → p(t) (see [28, Section 2.1] ).
These regularity results allow us (Proposition 5.6) to write the energy balance (qs2) as balance of powers: for a.e. t ∈ [0, T ]
We then show that our definition of quasistatic evolution is equivalent to four different sets of conditions, expressed in rate form (Theorems 6.1 and 6.4). One of them can be interpreted as the weak formulation, in the spaces BD(Ω) ,
, of the four conditions (cf1)-(cf4), considered in the classical presentation of the problem; another one takes into account the weak formulation of maximal dissipation (cf4 ); the third one coincides with the definition considered in [28] ; the last one (Theorem 6.4 and Remark 6.5) presents a strong formulation of the normality rule in both forms (cf4 ) and (cf4 ). This requires a precise representative of σ D (t) defined |ṗ(t)|-a.e. on Ω ∪ Γ 0 . If K is strictly convex, this representative is obtained as limit of averages of σ D (t) (Theorem 6.6).
Notation and preliminary results

Mathematical preliminaries.
Measures. The Lebesgue measure on R n is denoted by L n , and the (n − 1) -dimensional Hausdorff measure by H n−1 . Given a Borel set B ⊂ R n and a finite dimensional Hilbert space X , M b (B; X) denotes the space of bounded Borel measures on B with values in X , endowed with the norm µ 1 := |µ|(B) , where |µ| ∈ M b (B; R) is the variation of the measure µ. For every µ ∈ M b (B; X) we consider the Lebesgue decomposition µ = µ a + µ s , where µ a is absolutely continuous and µ s is singular with respect to Lebesgue measure L n .
If µ s = 0, we always identify µ with its density with respect to Lebesgue measure L n . In this way L 1 (B; X) is regarded as a subspace of M b (B; X) , with the induced norm. In particular µ a ∈ L 1 (B; X) for every µ ∈ M b (B; X) . The indication of the space X is omitted when X = R . The L p norm, 1 ≤ p ≤ ∞, is denoted by · p . The brackets ·|· denote the duality product between conjugate L p spaces, as well as between other pairs of spaces, according to the context.
If the relative topology of B is locally compact, by Riesz representation theorem (see, e.g., [27, Theorem 6.19] ) M b (B; X) can be identified with the dual of C 0 (B; X) , the space of continuous functions ϕ : B → X such that {|ϕ| ≥ ε} is compact for every ε > 0 . The weak * topology of M b (B; X) is defined using this duality.
Matrices. The space of symmetric n×n matrices is denoted by M n×n sym ; it is endowed with the euclidean scalar product ξ : ζ := tr(ξζ) = ij ξ ij ζ ij and with the corresponding euclidean norm |ξ| := (ξ : ξ) 1/2 . The orthogonal complement of the subspace RI spanned by the identity matrix I is the subspace M n×n D of all matrices of M n×n sym with trace zero. For every ξ ∈ M n×n sym the orthogonal projection of ξ on RI is 1 n tr(ξ)I , while the orthogonal projection on M n×n D is the deviator ξ D of ξ , so that we have the orthogonal decomposition ξ = ξ D + 1 n (tr ξ)I . The symmetrized tensor product a b of two vectors a, b ∈ R n is the symmetric matrix with entries (a i b j + a j b i )/2. It is easy to see that tr(a b) = a · b , the scalar product of a and b , and that |a b| 2 = 1 2 |a| 2 |b| 2 + 1 2 (a · b) 2 , so that 1 √ 2 |a||b| ≤ |a b| ≤ |a||b|. Functions with bounded deformation. Let U be an open set in R n . For every u ∈ L 1 (U ; R n ) let Eu be the M n×n sym -valued distribution on U , whose components are defined by
It is easy to see that BD(U ) is a Banach space with the norm
It is possible to prove that BD(U ) is the dual of a normed space (see [17] and [30] ). The weak * topology of BD(U ) is defined using this duality. A sequence u k converges to u weakly * in BD(U ) if and only if u k u weakly in L 1 (U ; R n ) and Eu k Eu weakly * in M b (U ; M n×n sym ). Every bounded sequence in BD(U ) has a weakly * convergent subsequence. Moreover, if U is bounded and has Lipschitz boundary, every bounded sequence in BD(U ) has a subsequence which converges weakly in L n/(n−1) (U ; R n ) and strongly in L p (U ; R n ) for every p < n/(n − 1). For the general properties of BD(U ) we refer to [29] .
In our problem u ∈ BD(U ) represents the displacement of an elasto-plastic body and Eu is the corresponding linearized strain.
Mechanical preliminaries.
The reference configuration. Throughout the paper Ω is a bounded connected open set in R n with C 2 boundary. We suppose that the boundary ∂Ω is partitioned into two disjoint open sets Γ 0 , Γ 1 and their common boundary ∂Γ 0 = ∂Γ 1 (topological notions refer here to the relative topology of ∂Ω). We assume that Γ 0 = Ø and that for every x ∈ ∂Γ 0 = ∂Γ 1 there exists a C 2 diffeomorphism defined in an open neighbourhood of x in R n which maps ∂Ω to an (n − 1)-dimensional plane and ∂Γ 0 = ∂Γ 1 to an (n − 2) -dimensional plane.
On Γ 0 we will prescribe a Dirichlet boundary condition. This will be done by assigning a function w ∈ H 1/2 (Γ 0 ; R n ), or, equivalently, a function w ∈ H 1 (R n ; R n ) , whose trace on Γ 0 (also denoted by w ) is the prescribed boundary value. The set Γ 1 will be the part of the boundary on which the traction is prescribed.
Every function u ∈ BD(Ω) has a trace on ∂Ω , still denoted by u , which belongs to L 1 (∂Ω; R n ). If u k , u ∈ BD(Ω) , u k → u strongly in L 1 (Ω; R n ) , and Eu k 1 → Eu 1 , then u k → u strongly in L 1 (∂Ω; R n ) (see [29, Chapter II, Theorem 3.1]). Moreover, there exists a constant C > 0, depending on Ω and Γ 0 , such that [29, Proposition 2.4 and Remark 2.5]). We shall frequently use the space
. The latter space can be identified with the space of functions in C(Ω; M n×n D ) vanishing on Γ 1 . The duality product is defined by
for every τ = (τ ij ) ∈ C(Ω; M n×n D ) and every µ = (µ ij ) ∈ M b (Ω ∪ Γ 0 ; M n×n D ) . The set of admissible stresses. Let K be a closed convex set in M n×n D , which will play the role of a constraint on the deviatoric part of the stress. Its boundary is interpreted as the yield surface. We assume that there exist two constants r K and R K , with 0 < r K ≤ R K < ∞, such that
It is convenient to introduce the convex set
The set of admissible stresses is defined by
It turns out that H is convex and positively homogeneous of degree one. In particular it satisfies the triangle inequality
let µ/|µ| be the Radon-Nikodym derivative of µ with respect to its variation |µ|. Using the theory of convex functions of measures developed in [9] , we introduce the nonnegative Radon measure (2.7)
Using 
and H is lower semicontinuous on M b (Ω ∪ Γ 0 ; M n×n D ) with respect to weak * convergence. It follows from the properties of H that H satisfies the triangle inequality, i.e., for every ξ ∈ M n×n sym . Note that when C is isotropic, we have Cξ = 2µξ D + κ(trξ)I , where µ > 0 is the shear modulus and κ is the modulus of compression, so that our assumptions are satisfied.
Let Q : M n×n sym → [0, +∞[ be the quadratic form associated with C , defined by Q(ξ) :
It turns out that there exist two constants α C and β C , with 0 < α C ≤ β C < +∞, such that
for every ξ ∈ M n×n sym . These inequalities imply
It is convenient to introduce the quadratic form Q :
for every e ∈ L 2 (Ω; M n×n sym ). It is well known that Q is lower semicontinuous on L 2 (Ω; M n×n sym ) with respect to weak convergence.
The prescribed boundary displacements. For every t ∈ [0, T ] we prescribe a boundary displacement w(t) in the space H 1 (R n ; R n ) . This choice is motivated by the fact that we do not want to impose "discontinuous" boundary data, so that, if the displacement develops sharp discontinuities, this is due to energy minimization.
We assume also that the function t → w(t) is absolutely continuous from [0, T ] into H 1 (R n ; R n ), so that the time derivative t →ẇ(t) belongs to L 1 ([0, T ]; H 1 (R n ; R n )) and its strain t → Eẇ(t) belongs to L 1 ([0, T ]; L 2 (R n ; M n×n sym )) . For the main properties of absolutely continuous functions with values in reflexive Banach spaces we refer to [4, Appendix] .
Body and surface forces. For every t ∈ [0, T ] the body force f (t) belongs to the space L n (Ω; R n ) and the surface force g(t) acting on Γ 1 belongs to L ∞ (Γ 1 ; R n ) . We assume that the functions t → f (t) and t → g(t) are absolutely continuous from [0, T ] into L n (Ω; R n ) and L ∞ (Γ 1 ; R n ), respectively, so that the time derivative t →ḟ (t) belongs to L 1 ([0, T ]; L n (Ω; R n )), the weak * limiṫ
exists for a.e. t ∈ [0, T ], and t → ġ(t) ∞ belongs to L 1 ([0, T ]) (see Theorem 7.1). Throughout the paper we will assume also the following uniform safe-load condition: there exist a function t → (t) from [0, T ] into L 2 (Ω; M n×n sym ) and a constant α > 0 such that for every t ∈ [0, T ] −div (t) = f (t) a.e. on Ω ,
and
for a.e. x ∈ Ω and for every ξ ∈ M n×n D with |ξ| ≤ α . In these formulas D (t, x) denotes the value of D (t) at x ∈ Ω, and the trace [ (t)ν] of (t)ν on Γ 1 is interpreted in the sense of (2.23) below. We assume also that the functions t → (t) and t → D (t) are absolutely continuous from [0, T ] into L 2 (Ω; M n×n sym ) and L ∞ (Ω; M n×n D ) , respectively, so that the time derivative t →˙ (t) belongs to L 1 ([0, T ]; L 2 (Ω; M n×n sym )) ,
weakly * in L ∞ (Ω; M n×n D ) for a.e. t ∈ [0, T ] , and t → ˙ D (t) ∞ belongs to L 1 ([0, T ]) (see Theorem 7.1).
2.3.
Stress and strain. Given a displacement u ∈ BD(Ω) and a boundary datum w ∈ H 1 (R n ; R n ), the elastic and plastic strains e ∈ L 2 (Ω; M n×n sym ) and p ∈ M b (Ω ∪ Γ 0 ; M n×n D ) satisfy the equalities
Therefore we have e = E a u − p a a.e. on Ω and p s = E s u on Ω . Since tr p = 0 , it follows from (2.18) that div u = tr e ∈ L 2 (Ω) and from (2.19 ) that (w − u) · ν = 0 H n−1 -a.e. on Γ 0 . The stress σ ∈ L 2 (Ω; M n×n sym ) is defined by
The stored elastic energy is given by
Given w ∈ H 1 (R n ; R n ), the set of admissible displacements and strains for the boundary datum w on Γ 0 is denoted by A(w) : it is defined as the set of all triples (u, e, p) , with
, satisfying (2.18) and (2.19) . We shall also use the space Π Γ0 (Ω) of admissible plastic strains, defined as the set of
, and e ∈ L 2 (Ω; M n×n sym ) satisfying (2.18) and (2.19), i.e., (u, e, p) ∈ A(w) . We now prove a closure property for the multi-valued map w → A(w) .
Proof. Since Γ 0 is open in ∂Ω, there exists a bounded open set U in R n such that Γ 0 = U ∩ ∂Ω, and we defineΩ := Ω ∪ U . For k = 1, 2, . . . , ∞ letũ k ∈ BD(Ω) be defined byũ k = u k a.e. on Ω andũ k = w k a.e. on U \Ω. Then
(see, e.g., [29, Theorem 2.1 and Remark 2.3]). Since w k − u k is bounded in L 1 (Γ 0 ; R n ) by the continuity of the trace operator, the sequence Eũ k is bounded in M b (Ω; M n×n sym ) . As u k →ũ ∞ weakly in L 1 (Ω; R n ), we conclude thatũ k ũ ∞ weakly * in BD(Ω) . For k = 1, 2, . . . , ∞ letẽ k ∈ L 2 (Ω; M n×n sym ) be defined byẽ k = e k a.e. on Ω andẽ k = Ew k a.e. on U \Ω, and letp
The traces of the stress. If σ ∈ L 2 (Ω; M n×n sym ) and div σ ∈ L 2 (Ω; R n ) , then we can define a distribution [σν] on ∂Ω by
[σν]|ψ ∂Ω := div σ|ψ + σ|Eψ (2.23) for every ψ ∈ H 1 (Ω; R n ). It turns out that [σν] ∈ H −1/2 (∂Ω; R n ) (see, e.g., [29, Theorem 1.2, Chapter I]). We will consider the normal and tangential parts of [σν] , defined by
Stress-strain duality. Let
(2.31) This shows, in particular, that ifσ ,û satisfy the same properties as σ , u , and σ D =σ D a.e. on Ω,
for every ϕ ∈ C(Ω) (see [13, Theorem 3.2] , whose proof gives the result also in the case of weak convergence).
We define now a duality between Σ(Ω) and Π Γ0 (Ω) . Given σ ∈ Σ(Ω) and p ∈ Π Γ0 (Ω) , we fix u ∈ BD(Ω), e ∈ L 2 (Ω; M n×n sym ) , and w ∈ H 1 (R n ; R n ) satisfying (2.18) and (2.19) .
where ·|· Γ0 denotes the duality pairing between L ∞ (Γ 0 ; R n ) and L 1 (Γ 0 ; R n ). Using the previous remarks, it is easy to see that the measure [σ D : p] does not depend on the choice of u , e, and w . It follows from the definition and from (2.25) and (2.31) that
for every ψ ∈ C 1 (Ω). Using the definitions we can deduce that
for every σ ∈ C 1 (Ω; M n×n sym ) and every ϕ ∈ C 1 (Ω) , where the duality used in the righthand side is defined in (2.2). Using the continuity properties given by (2.35) we can prove by approximation that (2.37) holds also for every σ ∈ C(Ω; M n×n sym ) and every ϕ ∈ C(Ω) . Therefore, for every σ ∈ C(Ω; M n×n sym ) and every
where the right-hand side denotes the measure defined by for every ϕ ∈ C(Ω).
Finally, for every σ ∈ Σ(Ω) and p ∈ Π Γ0 (Ω) , we define
where u ∈ BD(Ω), e ∈ L 2 (Ω; M n×n sym ) , and w ∈ H 1 (R n ; R n ) satisfy (2.18) and (2.19) . We are now in a position to prove an integration by parts formula for stresses σ ∈ Σ(Ω) and displacements u ∈ BD(Ω), involving the elastic and plastic strains e and p .
42)
where ·|· Γ1 denotes the duality pairing between L ∞ (Γ 1 ; R n ) and 
(2.46) Equality (2.43) follows now from (2.45) and (2.46). To obtain (2.42) it is enough to take ϕ = 1 in (2.43).
In order to show the connection between the duality (2.41) and the functional H defined in (2.7), we need the following approximation result. 
Proof. Since U is bounded and has the segment property, there exists a finite open cover (U i ), i = 1, . . . , m , of ∂U and a corresponding sequence of nonzero vectors y i such that, if x ∈ U ∩ U i for some i, then x + ty i ∈ U for 0 < t < 1 . We set U 0 := U and y 0 := 0 .
As K is closed and convex, we have σ i
Let (ϕ i ), i = 0, . . . , m , be a C ∞ partition of unity for U subordinate to (V i ) and let
Then
The following proposition provides a variant of (2.8) expressed by using the duality (2.41).
for every σ ∈ Σ(Ω) ∩ K(Ω) , and 
This equality, together with (2.37) and (2.48), implies (2.49) and (2.50) with g = 0.
Let
Since the right-hand side converges to σ D |p as δ → 0 , equality (2.50) follows from the equality already proved for g = 0 and from (2.48).
The minimum problem
In this section we study in detail the minimum problem used in the incremental formulation of the quasistatic evolution. The data are the current value p 0 ∈ Π Γ0 (Ω) of the plastic strain and the updated values w ∈ H 1 (R n ; R n ) , f ∈ L n (Ω; R n ) , and g ∈ L ∞ (Γ 1 ; R n ) of the boundary displacement and of the body and surface loads. The total load L ∈ BD(Ω) is defined by
for every u ∈ BD(Ω). By solving the minimum problem min (u,e,p)∈A(w)
we get the updated values u , e, and p of displacement, elastic and plastic strain.
For the existence result we will assume the following safe-load condition: there exist ∈ L 2 (Ω; M n×n sym ) and α > 0 such that
for a.e. x ∈ Ω and for every ξ ∈ M n×n D with |ξ| ≤ α .
3.1. Existence of a minimizer. We begin by proving two technical lemmas concerning the safe-load condition. 
for every (u, e, p) ∈ A(w).
Proof. The result follows from the definition (2.41) of the duality product D |p and from the integration by parts formula (2.42).
for every p ∈ Π Γ0 (Ω).
Proof. By Proposition 2.4 we have
From (2.37) it follows that
where the duality product in the right-hand side is defined by (2.2). The conclusion follows now from standard arguments in measure theory.
We are now in a position to prove the existence of a solution to (3.2) . 7) in the sense that these problems have the same solutions. Let (u k , e k , p k ) ∈ A(w) be a minimizing sequence. By Lemma 3.2 we have
Therefore, the sequences e k and p k are bounded in
, the traces of u k are bounded in L 1 (Γ 0 ; R n ). Therefore u k is bounded in BD(Ω) by (2.1). Up to extracting a subsequence, we may assume that u k u weakly * in BD(Ω) , e k e weakly in L 2 (Ω;
To conclude we just need to show that
for every δ > 0. The integration by parts formula (2.43) gives
Passing to the limit as k → ∞, and using (2.43) again, we deduce that
By (3.10), (3.11) , and the lower semicontinuity of H , we have
Passing to the limit as δ → 0 we finally obtain (3.9). As (u k , e k , p k ) is a minimizing sequence and (u, e, p) ∈ A(w) , by (3.8) and (3.9) we conclude that (u, e, p) is a minimizer of (3.7).
3.2. The Euler conditions. We now derive the Euler conditions for a minimizer of (3.2) in the special case p = p 0 .
for every (v, η, q) ∈ A(0).
Proof. Let us fix (v, η, q) ∈ A(0) . For every ε ∈ R the triple (u + εv, e + εη, p + εq) belongs to A(w), and hence
Using the positive homogeneity of H we obtain
Taking the derivative with respect to ε at ε = 0 , we get
which implies (3.12).
, and let L be defined by (3.1). The following conditions are equivalent:
Since this is true, in particular, for v ∈ C ∞ c (Ω; R n ) , we conclude that −div σ = f on Ω , hence div σ ∈ L n (Ω; R n ). Using the distributional definition (2.23) of [σν] , from (3.13) we obtain also that [σν] = g on Γ 1 .
Let η ∈ L 2 (Ω; M n×n D ). Regarding −η as an absolutely continuous measure on Ω ∪ Γ 0 , the triple (0, η, −η) belongs to A(0) , thus from (a) we obtain
(3.14)
From the integration by parts formula (2.42) we get
so that (a) follows now from (3.14) .
, let σ := Ce, and let L be defined by (3.1). Then the following conditions are equivalent: Theorem 3.7. Let w k , f k , g k be sequences in H 1 (R n ; R n ), L n (Ω; R n ), L ∞ (Ω; R n ) respectively, let L k be defined by (3.1) with f = f k and g = g k , and let (u k , e k , p k ) ∈ A(w k ).
for every k and every (v, η, q) ∈ A(w k ), then (u ∞ , e ∞ , p ∞ ) ∈ A(w ∞ ) and
Proof. First we note that (u ∞ , e ∞ , p ∞ ) ∈ A(w ∞ ) by Lemma 2.1. Let σ k := Ce k and σ ∞ := Ce ∞ . If (3.15) holds, then u k , e k , p k , w k , f k , g k satisfy condition (a) of Theorem 3.6. By condition (c) of Theorem 3.6 we have σ k ∈ Σ(Ω) ∩ K(Ω) , −div σ k = f k a.e. on Ω , and [σ k ν] = g k on Γ 1 . Since e k e ∞ weakly in L 2 (Ω; M n×n sym ) , we have that σ k σ ∞ weakly in L 2 (Ω; M n×n sym ). As K(Ω) is closed and convex in L 2 (Ω; M n×n sym ) , we deduce that σ ∞ ∈ K(Ω) . Since −div σ k = f k a.e. on Ω and f k f ∞ weakly in L n (Ω; R n ) , we obtain that −div σ ∞ = f ∞ a.e. on Ω , hence σ ∞ ∈ Σ(Ω). Moreover, from (2.23) it follows that [σ k ν]
[σ ∞ ν] weakly in H −1/2 (∂Ω; R n ). As [σ k ν] = g k on Γ 1 and g k g ∞ weakly * in L ∞ (Ω; R n ) , we conclude that [σ ∞ ν] = g ∞ on Γ 1 . Therefore u ∞ , e ∞ , p ∞ , w ∞ , f ∞ , g ∞ satisfy condition (c) of Theorem 3.6. Inequality (3.16) follows now from condition (a) of Theorem 3.6.
3.3.
Continuous dependence on the data. We complete our study of the solutions (u, e, p) of the minimum problem (3.2) in the special case p = p 0 by proving the continuous dependence, in the norm topology, of u and e on the data p 0 , w , f , and g .
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where C 1 , C 2 , and C 3 are positive constants depending only on R K , α C , β C , Ω , and Γ 0 .
Adding term by term and using (2.5) we obtain
By (2.12) and (2.13) this implies
Since the embedding of BD(Ω) into L n/(n−1) (Ω; R n ) is continuous, there exists a constant A 1 , depending only on Ω, such that v n/(n−1) ≤ A 1 v 1 + A 1 Ev 1 .
(3.21)
By (2.1) there exists a constant C > 0 , depending only on Ω and Γ 0 , such that
Since Ev = (e 2 − e 1 ) + (p 2 − p 1 ) − (Ew 2 − Ew 1 ) , by the Hölder inequality we have also 
which yields (3.17) by the Cauchy inequality. As Eu i = e i + p i in Ω by (2.18) , by the Hölder inequality we obtain
The continuity of the trace operator from H 1 (Ω; R n ) into L 1 (∂Ω; R n ) implies that there exists a constant M , depending only on Ω , such that
By (2.1) there exists a constant C , depending only on Ω and Γ 0 , such that
Inequality (3.19 ) follows now form (3.18) .
Remark 3.9. Theorem 3.8 implies that, if (u 1 , e 1 , p 0 ) and (u 2 , e 2 , p 0 ) are solutions to problem (3.2) with the same w , f , and g , then u 1 = u 2 and e 1 = e 2 a.e. on Ω .
Quasistatic evolution
We now consider time-dependent body and surface forces f (t) and g(t) satisfying the regularity assumptions and the uniform safe-load condition of Section 2.2. For every t ∈ [0, T ] the total load L(t) ∈ BD(Ω) applied at time t is defined by
for every u ∈ BD(Ω). Moreover, thanks to (2.40), we can prove that for every p ∈ Π Γ0 (Ω) the function s → D (s)|p is differentiable at each t ∈ [0, T ] where˙ (t) exists and (2.17) holds, with derivative given by ˙ D (t)|p . This implies that t → ˙ D (t)|p(t) is measurable for every (Ω ∪ Γ 0 ; M n×n D ) has bounded variation, it is bounded and the set of its discontinuity points (in the strong topology) is at most countable (see, e.g., [4, Lemma A.1]). By Theorem 3.8 the same properties hold for the functions t → e(t) and t → σ(t) from [0, T ] into L 2 (Ω; M n×n sym ) , and for the function t → u(t) from [0, T ] into BD(Ω) . Therefore t → e(t) and t → σ(t) belong to L ∞ ([0, T ]; L 2 (Ω; M n×n sym )) and t → u(t) belongs to L ∞ ([0, T ]; BD(Ω)) . As t → Eẇ(t) belongs to L 1 ([0, T ]; L 2 (Ω; M n×n sym )) and t →ẇ(t) belongs to L 1 ([0, T ]; H 1 (R n ; R n )) , the integral in the right-hand side of (4.5) is well defined thanks to Remark 4.1
The following theorem gives an equivalent formulation of conditions (qs1) and (qs2), which uses the function t → (t) introduced in the uniform safe-load condition of Section 2.2.
is a quasistatic evolution if and only if it satisfies the following conditions:
(qs1 ) for every t ∈ [0, T ] we have (u(t), e(t), p(t)) ∈ A(w(t)) and
Q(e(t)) − (t)|e(t) ≤ Q(η) − (t)|η + H(q − p(t)) − D (t)|q − p(t) (4.6)
for every (v, η, q) ∈ A(w(t)); where σ(t) := Ce(t).
Proof. The equivalence of conditions (qs1) and (qs1 ) follows from Lemma 3.1.
As the functions t → f (t), t → g(t) , and t → w(t) are absolutely continuous from [0, T ] into L n (Ω; R n ), L ∞ (Γ 1 ; R n ), and H 1 (R n ; R n ) , respectively, the function t → L(t)|w(t) is absolutely continuous on [0, T ] and its time derivative is given by t → L (t)|w(t) + L(t)|ẇ(t) . It follows that The equivalence of conditions (qs2) and (qs2 ) follows now from (4.9) and (4.10).
4.2.
The existence result. The following theorem is the main result of the paper. for every (u, e, p) ∈ A(w(0)). Then there exists a quasistatic evolution t → (u(t), e(t), p(t)) such that u(0) = u 0 , e(0) = e 0 , p(0) = p 0 . Theorem 4.5 will be proved by a time discretization process. Let us fix a sequence of
For i = 0, . . . , k we set w i k := w(t i k ) , f i k := f (t i k ) , g i k := g(t i k ) , L i k := L(t i k ) , and i k := (t i k ).
For every k we define u i k , e i k , and p i k by induction. We set (u 0 k , e 0 k , p 0 k ) := (u 0 , e 0 , p 0 ), which, by assumption, belongs to A(w(0)) , and for i = 1, . . . , k we define (u i k , e i k , p i k ) as a solution to the incremental problem min (u,e,p)∈A(w i k )
The existence of a solution to this problem is proved in Theorem 3.3. We recall that by Lemma 3.1 the minimum problem (4.14) is equivalent to min (u,e,p)∈A(w i k ) For i = 0, . . . , k we set σ i k := Ce i k and for every t ∈ [0, T ] we define the piecewise constant interpolations
where i is the largest integer such that t i k ≤ t . By definition (u k (t), e k (t), p k (t)) ∈ A(w k (t)) and by (4.16) we have
for every (v, η, q) ∈ A(w k (t)).
4.3.
The discrete energy inequality. We now derive an energy estimate for the solutions of the incremental problems. Note that a remainder δ k is needed because the integral terms which appear in the right-hand side of (4.19) provide only an approximate value of the work done by the external forces.
Lemma 4.6. There exists a sequence δ k → 0 + such that for every k and every t ∈ [0, T ]
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where i is the largest integer such that t i k ≤ t .
The integrals in the right-hand side of (4.19) can be written as
where the sums involve only the values of (t) and w(t) at the discretization points t j k . This is the main difference between inequality (4.19) and those considered in [15, Theorem 4.1] .
Proof of Lemma 4.6. We have to prove that there exists a sequence δ k → 0 + such that Proof of Theorem 4.5. Let us fix a sequence of subdivisions (t i k ) 0≤i≤k of the interval [0, T ] satisfying (4.12) and (4.13) . For every k let (u i k , e i k , p i k ) , i = 1, . . . , k , be defined inductively as solutions of the discrete problems (4.14) , with (u 0 k , e 0 k , p 0 k ) = (u 0 , e 0 , p 0 ) , and let u k (t), e k (t), p k (t), σ k (t), w k (t), f k (t) , g k (t) , L k (t) , k (t) be defined by (4.17) .
Let us prove that there exists a constant C , depending only on the constants α C , β C , and α , and on the functions e 0 , t → w(t) , and t → (t) , such that
for every k . As t → w(t) and t → (t) are absolutely continuous with values in H 1 (R n ; R n ) and L 2 (Ω; M n×n sym ), respectively, the functions t → Ew(t) 2 and t → (t) 2 are bounded on [0, T ] and the functions t → Eẇ(t) 2 and t → ˙ (t) 2 are integrable on [0, T ] . This fact, together with (2.12), (2.13), (3.6), and (4. 19) , implies that .27), e k (t) 2 ≤ C and p k (t) 1 ≤ C for every k and every t , arguing as in the proof of Theorem 3.3 we deduce that u k (t) is bounded in BD(Ω) uniformly with respect to k and t . Let us fix t ∈ [0, T ]. There exist an increasing sequence k j (possibly depending on t ) and two functions u(t) ∈ BD(Ω) and e(t) ∈ L 2 (Ω; M n×n sym ) such that u kj (t) u(t) weakly * in BD(Ω) and e kj (t) e(t) weakly in L 2 (Ω; M n×n sym ) . By (4.18) we can apply Theorem 3.7 and we obtain that the triple (u(t), e(t), p(t)) is a solution of the minimum problem min
By Remark 3.9 there exists a unique (u, e) ∈ BD(Ω)×L 2 (Ω; M n×n sym ) such that (u, e, p(t)) is a solution to (4.30) . Therefore, the convergence result holds for the whole sequence, i.e., u k (t) u(t) weakly * in BD(Ω) and e k (t) e(t) weakly in L 2 (Ω; M n×n sym ) . Let us show now that the function t → (u(t), e(t), p(t)) is a quasistatic evolution satisfying (u(0), e(0), p(0)) = (u 0 , e 0 , p 0 ). The initial condition is fulfilled, since u k (0) = u 0 , e k (0) = e 0 , p k (0) = p 0 for every k . In (4.30) we have already proved that (u(t), e(t), p(t)) satisfies (4.4) for every t ∈ [0, T ].
It remains to prove the energy balance (4.5), or equivalently (4.7). By Theorem 4.7, proved below, it is enough to establish the energy inequality 
so that the lower semicontinuity of the dissipation (see (7. 3)) gives
It is convenient to write Passing to the limit as k → ∞ and using (2.43) again, we obtain
Analogously we can show that 
(4.37)
For every s ∈ [0, t] we have σ k (s) = Ce k (s) Ce(s) = σ(s) weakly in L 2 (Ω; M n×n sym ) . As σ k (s) is bounded in L 2 (Ω; M n×n sym ) uniformly with respect to k and s, we can pass to the limit in (4.19) as k → ∞ and we obtain (4.31) from (4.37) and from the lower semicontinuity of Q.
As in [15, Theorem 4.4] and [6, Lemma 7.1], the energy inequality (4.31) together with the global stability (qs1 ) imply the exact energy balance (qs2 ) . 
(4.41)
The first term in the right-hand side can be written as
. Now, arguing as in (4.25) and in the proof of the last inequality in (4.26), from the previous equality and from (4.41) we obtain that there exists a sequence ω k → 0 + such that
where i is the smallest index such that s ≤ s i k . Since i H(p(s i k ) − p(s i−1 k )) ≤ D H (p; 0, t), iterating the last inequality for 1 ≤ i ≤ k we obtain 
4.5.
Convergence of the approximate solutions. For every k let (u i k , e i k , p i k ) , i = 1, . . . , k , be defined inductively as solutions of the discrete problems (4.14), starting from (u 0 k , e 0 k , p 0 k ) = (u 0 , e 0 , p 0 ), and let u k (t) , e k (t) , p k (t) , σ k (t) be defined by (4.17). Let t → (u(t), e(t), p(t)) be a quasistatic evolution. Assume that
for every t ∈ [0, T ]. The following theorem shows, in particular, that stresses and elastic strains of the approximate solutions converge strongly in L 2 (Ω; M n×n sym ) . Proof. By the discrete energy inequality (4.19) for every t ∈ [0, T ] we have
where δ k → 0 and i is the largest integer such that t i k ≤ t . By the energy balance (4.7) we have also Q(e(t)) + D H (p; 0, t) − D (t)|p(t) + D (0)|p(0) + In the proof of Theorem 4.5 we have already seen that e k (t) e(t) and σ k (t) σ(t) weakly in L 2 (Ω; M n×n sym ), and that e k (t) 2 and σ k (t) 2 are bounded uniformly with respect to t and k . Moreover, k (t) → (t) and Ew k (t) → Ew(t) strongly in L 2 (Ω; M n×n sym ) . Therefore the right-hand side of (4.45) converges to the right-hand side of (4.46). This implies lim sup k→∞ Q(e k (t)) + 0<t r k ≤t
By the lower semicontinuity of Q and by (4.37) we obtain (4.44) and
Q(e k (t)) → Q(e(t)) , which gives the strong convergence of e k (t) , and, consequently, of σ k (t) = Ce k (t) .
Regularity and uniqueness results
In this section we prove that every quasistatic evolution t → (u(t), e(t), p(t)) is absolutely continuous with respect to time, and that the functions t → e(t) and t → σ(t) are uniquely determined by their initial conditions. 5.1. Regularity. For the general properties of absolutely continuous functions with values in Banach spaces we refer to [4, Appendix] for the reflexive case and to the Appendix of the present paper for the case of the dual of a separable Banach space.
If t → q(t) and t → v(t) are absolutely continuous from [0, T ] into M b (Ω ∪ Γ 0 ; M n×n D ) and BD(Ω), respectively, we definė Remark 5.1. If we apply (7.5) to the absolutely continuous function t → q(t) , with
By the definition of weak * convergence in BD(Ω) it follows from (5.1) that for a.e. t ∈ [0, T ] we have (v(s)−v(t))/(s−t) →v(t) strongly in L 1 (Ω; R n ) and (Ev(s) − Ev(t))/(s − t) Ev(t) weakly * in M b (Ω; M n×n sym ) as s → t . If we apply (7.5) to the absolutely contin-
This implies that for a.e. t ∈ [0, T ] the trace ofv(t) is the strong limit in L 1 (∂Ω; R n ) of the traces of (v(s) − v(t))/(s − t) as s → t (see [29, Chapter II, Theorem 3.1]). In other words the time derivative of the trace of v(t) is the trace of the time derivative of v(t) . Therefore, using (4.1) and (4.2), we can prove by a standard argument that d dt L(t)|v(t) = L (t)|v(t) + L(t)|v(t) The next proposition deals with the absolute continuity of the functions t → e(t) , t → p(t), and t → u(t) from [0, T ] into L 2 (Ω; M n×n sym ) , M b (Ω ∪ Γ 0 ; M n×n D ) , and BD(Ω), respectively.
Theorem 5.2. Let t → (u(t), e(t), p(t)) be a quasistatic evolution. Then the functions t → e(t), t → p(t), and t → u(t) are absolutely continuous from [0, T ] into L 2 (Ω; M n×n sym ),
, and BD(Ω) , respectively. Moreover, for a.e. t ∈ [0, T ] we have
8)
where C 1 and C 2 are positive constants depending on R K , α C , β C , α , sup t (t) 2 , sup t e(t) 2 , and sup t p(t) 1 , while C 3 depends also on Ω and C 4 also on Ω and Γ 0 .
Proof. Since H(p(t 2 ) − p(t 1 )) ≤ D H (p; t 1 , t 2 ) , by the energy equality (4.7) we obtain, after an integration by parts,
for every t 1 , t 2 ∈ [0, T ] with t 1 < t 2 . Consider now the functions v := u(t 2 ) − u(t 1 ) − (w(t 2 ) − w(t 1 )), η := e(t 2 ) − e(t 1 ) − (Ew(t 2 ) − Ew(t 1 )) , and the measure q := p(t 2 ) − p(t 1 ). Since (v, η, q) ∈ A(0) and (u(t 1 ), e(t 1 ), p(t 1 )) is a solution of the minimum problem (3.2) with p 0 = p(t 1 ) and L = L(t 1 ), by Theorem 3.4 and Lemma 3.1 we obtain − σ(t 1 )|e(t 2 ) − e(t 1 ) + (t 1 )|e(t 2 ) − e(t 1 ) + D (t 1 )|p(t 2 ) − p(t 1 ) + + σ(t 1 ) − (t 1 )|Ew(t 2 ) − Ew(t 1 ) ≤ H(p(t 2 ) − p(t 1 )) , so that (5.9) implies
Therefore, By (2.12) and (2.13) we obtain
(5.10)
By Lemma 3.2 we have that for every
therefore, inequality (5.9) with t 1 = s implies
We observe that sup t (t) 2 , sup t D (t) ∞ , sup t e(t) 2 , and sup t p(t) 1 are finite (see Remark 4.3 for e(t)). In the rest of the proof C will denote a positive constant, whose value can change from line to line, depending on these suprema and on the constants α C , β C , α .
The previous inequality implies that
Therefore, for every t 1 ≤ s ≤ t 2
By (5.10) and (5.11) , using e(t 2 ) − e(s) 2 ≤ e(t 2 ) − e(t 1 ) 2 + e(s) − e(t 1 ) 2 , we deduce that
By the Cauchy inequality we have
We can apply now a version of Gronwall inequality, proved in Lemma 5.3 below, which gives
This implies that t → e(t) is absolutely continuous from [0, T ] into L 2 (Ω; M n×n sym ) and thaṫ e(t) satisfies (5.5) .
Using the absolute continuity of t → e(t) and (5.5), inequality (5.11) with s = t 1 yields the absolute continuity of t → p(t) and (5.6) .
From the decomposition Eu(t) = e(t) + p(t) , it follows that t → Eu(t) is absolutely continuous from [0, T ] into M b (Ω; M n×n sym ) and Eu(t) =ė(t) +ṗ(t) for a.e. t ∈ [0, T ] . Inequality (5.7) is an easy consequence of this decomposition. It remains to prove that t → u(t) is absolutely continuous from [0, T ] into L 1 (Ω; R n ) and satisfies (5.8) . By (2.1) there exists a constant C > 0, depending on Ω and Γ 0 , such that
(5.13)
Using (2.19) and the continuity of the trace operator from H 1 (Ω; R n ) into L 1 (∂Ω; R n ) , we obtain that there exists a constant M , depending on Ω , such that , respectively. Assume that (u(t), e(t), p(t)) ∈ A(w(t)) for every t ∈ [0, T ]. Then (u(t),ė(t),ṗ(t)) ∈ A(ẇ(t)) for a.e. t ∈ [0, T ].
Proof. It is enough to apply Lemma 2.1 to the difference quotients.
Thanks to the following proposition, we can differentiate the energy balance (4.5) and obtain a balance of powers: the rate of change of stored energy plus the rate of plastic dissipation equals the power of external forces. 
Q(e(t)) + 
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where C 1 is a positive constant depending only on α C and β C , while C 2 depends also on α .
Proof. By Theorem 5.2 the function t → (u(t), e(t), p(t)) is absolutely continuous from [0, T ] into BD(Ω)×L 2 (Ω; M n×n sym )×M b (Ω ∪ Γ 0 ; M n×n D ) . As t → (u(t), e(t), p(t)) satisfies (qs2) in Remark 5.8. Let t → (u(t), e(t), p(t)) be a quasistatic evolution. By Proposition 5.7, estimates (5.5)-(5.8) are satisfied with constants C 1 , . . . , C 4 depending only on the data of the problem. More precisely,
Eẇ(t) 2 dt , e(0) 2 , and p(0) 1 , while C 3 depends also on Ω , and C 4 also on Ω and Γ 0 .
5.2.
Uniqueness of stress and elastic strain. We now prove that t → e(t) (and, consequently, t → σ(t)) is uniquely determined by its initial condition.
Theorem 5.9. Let t → (u(t), e(t), p(t)) and t → (v(t), η(t), q(t)) be two quasistatic evolutions and let σ(t) := Ce(t) and τ (t) := Cη(t). If e(0) = η(0), then e(t) = η(t) for every
Proof. By Theorem 5.2 the functions t → (u(t), e(t), p(t)) and t → (v(t), η(t), q(t)) are absolutely continuous. By condition (c) of Proposition 5.6 we have
(5.21)
From the global stability condition (4.4) and from Theorem 3.6 it follows that for every t ∈ [0, T ] we have τ (t) ∈ Σ(Ω) ∩ K(Ω) , −div τ (t) = f (t) a.e. on Ω , and [τ (t)ν] = g(t) on Γ 1 . By Lemma 5.5 we have (u(t),ė(t),ṗ(t)) ∈ A(ẇ(t)) for a.e. t ∈ [0, T ] . Therefore Proposition 2.4 gives H(ṗ(t)) ≥ τ D (t)|ṗ(t) . By (5.20) this implies
As div(τ (t) − (t)) = 0 a.e. on Ω and [(τ (t) − (t))ν] = 0 on Γ 1 by (2.15) and Theorem 3.6, this inequality is equivalent to
in view of the integration by parts formula (2.42). Analogously from (5.21) we obtain
Summing these two inequalities we get
If e(0) = η(0), we have C(e(0) − η(0))|e(0) − η(0) = 0 , so that for every t ∈ [0, T ] C(e(t) − η(t))|e(t) − η(t) ≤ 0, which is equivalent to e(t) = η(t) by (2.12).
Equivalent formulations in rate form
Let t → (u(t), e(t), p(t)) be a quasistatic evolution. Suppose for a moment thatṗ(t) ∈ L 2 (Ω; M n×n D ), and denote the values ofṗ(t) and σ D (t) at x ∈ Ω byṗ(t, x) and σ D (t, x), respectively. We recall that the normal cone N K (ξ 0 ) to K at ξ 0 ∈ M n×n D is defined in the following way: if ξ 0 ∈ K , then N K (ξ 0 ) is the set of matrices ζ ∈ M n×n D such that ζ : (ξ − ξ 0 ) ≤ 0 for every ξ ∈ K ; if ξ 0 / ∈ K , then N K (ξ 0 ) := Ø. In this section we want to prove thatṗ (t, x) ∈ N K (σ D (t, x)) for a.e. x ∈ Ω , (6.1) which represents the classical formulation of the flow rule.
6.1. Weak formulation. By the definition of N K it is easy to see that (6.1) is equivalent to saying that
for every τ ∈ Σ(Ω) ∩ K(Ω) with [τ ν] = g(t) on Γ 1 . Indeed, the fact that (6.1) implies (6.2) is straightforward, while to prove the converse implication it is enough to consider test functions of the form τ = ϕ ξ + (1 − ϕ) σ , with ϕ ∈ C ∞ c (Ω) , 0 ≤ ϕ ≤ 1 , and ξ ∈ K . Note that the variational inequality (6.2) makes sense even ifṗ(t) is only a measure, since in any caseṗ(t) ∈ Π Γ0 (Ω) by Theorem 5.2 and Lemma 5.5, so that the duality product σ D (t) − τ D |ṗ(t) is well defined by (2.41). We will regard (6.2) as the weak formulation of inclusion (6.1) whenṗ(t) ∈ M b (Ω ∪ Γ 0 ; M n×n D ) . The following theorem collects three different sets of conditions, including (6.2) and expressed in terms of the time derivativesṗ(t) ,ė(t) , andu(t) , which are equivalent to the conditions considered in Definition 4.2.
and let σ(t) := Ce(t). Then the following conditions are equivalent: (a) t → (u(t), e(t), p(t)) is a quasistatic evolution; (b) t → (u(t), e(t), p(t)) is absolutely continuous and (b1) for every t ∈ [0, T ] we have (u(t), e(t), p(t)) ∈ A(w(t)), σ(t) ∈ Σ(Ω) ∩ K(Ω) , −div σ(t) = f (t) a.e. on Ω , and [σ(t)ν] = g(t) on Γ 1 , (b2) for a.e. t ∈ [0, T ] we have H(ṗ(t)) = σ D (t)|ṗ(t) ;
(c) t → (u(t), e(t), p(t)) is absolutely continuous and (c1) for every t ∈ [0, T ] we have (u(t), e(t), p(t)) ∈ A(w(t)), σ(t) ∈ Σ(Ω) ∩ K(Ω), −div σ(t) = f (t) a.e. on Ω , and [σ(t)ν] = g(t) on Γ 1 , (c2) for a.e. t ∈ [0, T ] we have
for every τ ∈ Σ(Ω) ∩ K(Ω) with [τ ν] = g(t) on Γ 1 , where ·|· ∂Ω denotes the duality pairing between H −1/2 (∂Ω; R n ) and H 1/2 (∂Ω; R n ), (d3) for every t ∈ [0, T ] p(t) = Eu(t) − e(t) on Ω and p(t) = (w(t) − u(t)) ν H n−1 on Γ 0 .
Note that in conditions (b) and (c) the duality products σ D (t)|ṗ(t) and σ D (t)−τ D |ṗ(t) are well defined by (2.41), sinceṗ(t) ∈ Π Γ0 (Ω) by Lemma 5.5, and σ(t) , τ ∈ Σ(Ω) .
Proof of Theorem 6.1. We first prove that (a) ⇔ (b) . We already proved in Theorem 5.2 that every quasistatic evolution is absolutely continuous. Moreover, Theorem 3.6 shows that (b1) is equivalent to the global stability condition (qs1) of Definition 4.2. By Proposition 5.6 it only remains to prove that, for an absolutely continuous function t → (u(t), e(t), p(t)) satisfying either (b1) or (qs1), condition (b2) is equivalent to the balance of powers
for a.e. t ∈ [0, T ]. Since (u(t),ė(t),ṗ(t)) ∈ A(ẇ(t)) for a.e. t ∈ [0, T ] by Lemma 5.5, condition (b2) is equivalent to (6.3) in view of the integration by parts formula (2.42). We now prove that (b) ⇔ (c) . It is enough to show that, if (b1) is satisfied, then (b2) ⇔ (c2). Condition (c2) is equivalent to
Since σ(t) ∈ Σ(Ω) ∩ K(Ω) and [σ(t)ν] = g(t) on Γ 1 by (b1), the opposite inequality is trivial, so (c2) is equivalent to
This last condition is equivalent to (b2) by Proposition 2.4.
Finally, we prove that (c) ⇔ (d) . We observe first that (d3) and the absolute continuity of t → (u(t), e(t)) imply that also t → p(t) is absolutely continuous and (u(t), e(t), p(t)) ∈ A(w(t)) for every t ∈ [0, T ]. It remains to prove that, if (c1) is satisfied, then (c2) ⇔ (d2) .
By (2.23) we have
Therefore (d2) is equivalent to
Since (u(t),ė(t),ṗ(t)) ∈ A(ẇ(t)) for a.e. t ∈ [0, T ] by Lemma 5.5 and [(τ − σ(t))ν] = 0 on Γ 1 , condition (c2) is equivalent to (6.4) thanks to the integration by parts formula (2.42).
Remark 6.2. By Proposition 2.4 the measure H(ṗ(t)) − [σ D (t) :ṗ(t)] is nonnegative on Ω ∪ Γ 0 , so that (b2) of Theorem 6.1 implies
on Ω ∪ Γ 0 . (6.5) Remark 6.3. Condition (d) of Theorem 6.1 is the weak formulation of the quasistatic evolution problem for perfectly plastic materials, proposed in [12] in a slightly different form, and analysed in [28] .
6.2.
Strong formulation and precise definition of the stress. Let us return to the classical formulation (6.1) of the flow rule, which makes sense ifṗ(t) ∈ L 2 (Ω; M n×n D ) . It can be written equivalently in the forṁ
, we can consider the Radon-Nikodym derivativeṗ(t)/|ṗ(t)| ofṗ(t) with respect to its variation |ṗ(t)|, which is a function defined |ṗ(t)|-a.e. on Ω ∪ Γ 0 . We notice thatṗ (t)
whenṗ(t) ∈ L 2 (Ω; M n×n D ). It is tempting to consider the inclusioṅ
as a pointwise formulation of the flow rule in the general caseṗ(t) ∈ M b (Ω ∪ Γ 0 ; M n×n D ). There is, however, a problem due to the fact that the left-hand side of (6.7) is defined |ṗ(t)|a.e. on Ω ∪ Γ 0 , while the right-hand side is defined only L n -a.e. on Ω . This difficulty is overcome in Theorem 6.4 below, by introducing a precise representativeσ D (t, x) of σ D (t, x), defined almost everywhere with respect to the measure µ(t) := L n + |ṗ(t)|. A delicate point in the choice of this representative is the fact that it must also satisfy an integration by parts formula (see Remark 6.5). If K is strictly convex, this representative is essentially unique and can be obtained, in Ω, as limit of the averages of σ D (see Theorem 6.6). on Ω ∪ Γ 0 , (6.9)
for |ṗ(t)|-a.e. x ∈ Ω ∪ Γ 0 , (6.10)
whereσ D (t, x) denotes the value ofσ D (t) at the point x.
Remark 6.5. Assume that t → (u(t), e(t), p(t)) is absolutely continuous. If (e1) holds, then we can prove, using (2.43), that condition (6.9) of Theorem 6.4 is equivalent to the following integration by parts formula: for every ϕ ∈ C 1 (Ω) we have ϕσ D (t)|ṗ(t) = − σ(t)|ϕ (ė(t) − Eẇ(t)) − σ(t)|(u(t) −ẇ(t)) ∇ϕ + + f (t)|ϕ (u(t) −ẇ(t)) + g(t)|ϕ (u(t) −ẇ(t)) Γ1 , (6.11)
where the duality product in the left-hand side is defined by (2.2). Asṗ(t)/|ṗ(t)| = 1 |ṗ(t)|-a.e. on Ω ∪ Γ 0 , and N K (ξ) = {0} if ξ is in the interior of K , we deduce from (6.10) that for a.e. t ∈ [0, T ] σ D (t, x) ∈ ∂K for |ṗ(t)|-a.e. x ∈ Ω ∪ Γ 0 . (6.12)
Using [26, Theorem 23.5] we can prove that condition (6.10) is equivalent tô
for |ṗ(t)|-a.e. x ∈ Ω ∪ Γ 0 . (6.13)
Since ∂H is positively homogeneous of degree 0 , this is equivalent to the fact that both the following inclusions are satisfied: σ D (t, x) ∈ ∂H(ṗ a (t)(x)) for L n -a.e. x ∈ {|ṗ a (t)| > 0} , (6.14) σ D (t, x) ∈ ∂H ṗ(t) |ṗ(t)| (x) for |ṗ s (t)|-a.e. x ∈ Ω ∪ Γ 0 . (6.15)
Proof of Theorem 6.4. Assume that t → (u(t), e(t), p(t)) is a quasistatic evolution. Then t → (u(t), e(t), p(t)) is absolutely continuous by Theorem 5.2 and condition (e1) is satisfied by Theorem 6.1.
Let A(t) ⊂ Ω and B(t) ⊂ Ω∪Γ 0 be two disjoint Borel sets such that A(t)∪B(t) = Ω∪Γ 0 and |ṗ s (t)|(A(t)) = L n (B(t)) = 0 . We definê σ D (t, x) := σ D (t, x)
for L n -a.e. x ∈ A(t) , (6.16)
for |ṗ s (t)|-a.e. x ∈ B(t) , (6.17) where ∂ 0 H(ξ) denotes the element of ∂H(ξ) with minimum norm. Then (6.8) follows from the definition ofσ D (t) on A(t) and (6.15) follows from the definition ofσ D (t) on B(t) . To prove (6.14), it is enough to show that σ D (t, x) ∈ ∂H(ṗ a (t)(x)) for L n -a.e. x ∈ {|ṗ a (t)| > 0} . (6.18) Taking the absolutely continuous parts in (6.5) we obtain H(ṗ a (t)) = σ D (t) :ṗ a (t) L n -a.e. on Ω . Since for L n -a.e. x ∈ Ω we have σ D (t, x) ∈ K = ∂H(0) (see, e.g., [26, Corollary 23.5.3]), we obtain σ D (t, x) : ξ ≤ H(ξ) for every ξ ∈ M n×n D . Therefore for L n -a.e. x ∈ Ω we have σ D (t, x) : (ξ −ṗ a (t)) ≤ H(ξ) − H(ṗ a (t)(x)) for every ξ ∈ M n×n D , which implies (6.18). To prove (6.9), we begin by proving the equality on A(t) . Since |ṗ s (t)| = 0 on A(t) , we have [σ D (t) :ṗ(t)] = σ D (t) :ṗ a (t) on A(t) by (2.35). Asσ D (t) = σ D (t) L n -a.e. on A(t) anḋ p(t) =ṗ a (t) on A(t), we conclude that To prove the equality on B(t), we rely on (6.5). Using the definition (2.6) of H(ṗ(t)) , the proof of (6.9) will be complete if we show that This concludes the proof of (e2). Conversely, assume (e). By (6.13), using again the Euler identity, for a.e. t ∈ [0, T ] we obtain H ṗ(t) |ṗ(t)| =σ D (t) :ṗ (t) |ṗ(t)| |ṗ(t)|-a.e. on Ω ∪ Γ 0 .
From the definition (2.6) of the measure H(ṗ(t)) and from (6.9) we deduce that H(ṗ(t)) = σ D (t)|ṗ(t) for a.e. t ∈ [0, T ]. Therefore t → (u(t), e(t), p(t)) is a quasistatic evolution by Theorem 6.1.
For every r > 0 and every t ∈ [0, T ] we consider the function σ r (t) ∈ C(Ω; M n×n sym ) defined by σ r (t, x) := 1 L n (B(x, r) ∩ Ω) B(x,r)∩Ω σ(t, y) dy . (6.21)
Since K is convex, we have σ r (t, x) ∈ K for every x ∈ Ω . If K is strictly convex, i.e., s ξ 1 + (1 − s) ξ 2 is an interior point of K for every 0 < s < 1 and every pair of distinct points ξ 1 , ξ 2 ∈ K , then H is differentiable at all points ξ = 0 (see, e.g., [26, Corollary 23.5.4 and Theorem 25.1]) and we keep the notation ∂H(ξ) for the gradient. Under this hypothesis, for a.e. t ∈ [0, T ] the functionσ D (t) is uniquely determined µ(t)-a.e. on Ω ∪ Γ 0 by (6.8) and (6.13) aŝ σ D (t) = σ D (t) L n -a.e. on Ω , (6.22) σ D (t) = ∂H ṗ(t) |ṗ(t)| |ṗ(t)|-a.e. on Ω ∪ Γ 0 . (6.23)
The following theorem shows that, under the same hypothesis,σ D (t) can be obtained in Ω as the limit of σ r D (t) as r → 0 . This confirms the intrinsic character of the precise representative introduced in Theorem 6.4. Theorem 6.6. Assume that K is strictly convex. Let t → (u(t), e(t), p(t)) be a quasistatic evolution, let µ(t) := L n + |ṗ(t)|, let σ(t) := Ce(t), and let σ r (t) andσ D (t) be defined by (6.21) and (6.23). Then σ r D (t) →σ D (t) strongly in L 1 µ(t) (Ω; M n×n D ) for a.e. t ∈ [0, T ]. Proof. This proof is inspired by the proof of [1, Theorem 3.7] . Since σ r D (t) → σ D (t) strongly in L 1 (Ω; M n×n D ) and σ r D (t) ∞ is bounded uniformly with respect to r , it is enough to prove that σ r D (t) →σ D (t) strongly in L 1 |ṗ In view of the differentiability properties of H , this implies σ * = ∂H ṗ(t) |ṗ(t)| |ṗ(t)|-a.e. on U .
By (6.23) we deduce that σ * =σ D (t) |ṗ(t)|-a.e. on U . Since the limit does not depend on the sequence r j , we conclude that σ r D (t) σ D (t) weakly * in L ∞ |ṗ(t)| (U ; M n×n D ) . (6.28) Asσ D (t, x) ∈ ∂K for |ṗ(t)|-a.e. x ∈ U by Remark 6.5 and σ r D (t, x) ∈ K for every x ∈ U , the strict convexity of K can be used to improve the weak * convergence in (6.28) and to obtain strong convergence in L 1 |ṗ(t)| (U ; M n×n D ) (see, e.g., [31] ).
Appendix
Let X be the dual of a separable Banach space Y . Let K be a bounded closed convex subset of Y containing the origin as an interior point and let H : X → R be its support function, defined by H(x) := sup y∈K x|y .
