People are admitted to intensive care units (ICUs) because they need complete support for failing organ systems, constant monitoring, routine nursing care, and treatment. A critical or intensive illness is different from conventional or chronic diseases that most people are likely to have previously encountered. Such an illness is often unexpected and without warnings and can suddenly strike the previously fit. High levels of treatment and support are generally required to prevent life-threatening complications for the patents. Two of the most noticeable actions during an ICU stay are disease diagnosis and severity assessment of the patients. Unlike the majority of previous approaches where diagnosis and severity assessment are studied separately, we treat these actions as two tasks in an integrated procedure that clinicians must be able to quickly and accurately conduct such that patients are given the best possible chance for therapeutic success. In this paper, we propose an integrated disease diagnosis and severity assessment model (IDDSAM) to diagnose and assess diseases. Moreover, accompanying the prediction, we also provide an evidence-based explanation. IDDSAM is a multisource multitask model that is based on an attention mechanism and utilizes shareable information from laboratory tests, bedside monitoring, and complications to support patients' severity assessment and in-hospital disease diagnoses. We use 50,430 ICU cases consisting of 46,520 patients from 50 kinds of diseases over nine classifications to evaluate our proposed model. The experimental results demonstrated that our model outperforms the existing state-of-the-art mortality and diagnosis prediction framework by 3.79% on average in terms of accuracy for the mortality prediction tasks and by 14.51% on average for the diagnosis tasks.
I. INTRODUCTION
The intensive care unit (ICU) is a special ward found in some hospitals, and a person is likely to be admitted to the ICU if they are in critical condition and require constant observation and specialized care. Intensive care refers to the specialized The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu . treatment given to patients who are acutely unwell and require critical medical care [1] . The ICU is one of the most critically important operational environments in a hospital. To properly care for patients admitted to ICUs, clinicians need to quickly evaluate the severity and obtain the diagnosis in a remarkably short period.
In recent years, considerable effort has focused on establishing computer-aided systems or tools to reduce the burden VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of clinicians [1] - [9] . The traditional methods for this clinical practice are mainly focused on four groups: disease diagnosis, intensive care phenotype classification, forecasting length of stay, and mortality prediction [8] . Diagnosis is fundamental to the practice of medicine, and mastering diagnosis is central to both becoming and practicing as a doctor. Moreover, the diagnosis process is central to the practice of medicine and has, to date, received focused medical and computational science attention, where many have argued its importance [10] , [11] . When used in the clinic or medicine, phenotype refers to the presentation of a disease, and a clinical phenotype would be the presentation of a disease in a given individual [12] . Forecasting the length of stay can benefit ICU resource management and reduce clinical costs. Mortality prediction for patients in the ICU is crucial for assessing the severity of illness and adjudicating the value of novel treatments, interventions, and healthcare policies. Due to the lack of sufficient clinical data, the majority of the present works have studied these problems separately. In other words, they treat each of these clinical practices as an independent procedure. For example, in the task of disease diagnosis, clinicians and researchers have mainly focused on developing models to predict specific diseases. Jiri PolivkaJr et al. proposed predicting brain metastatic disease among breast cancer patients [13] . Patankar [4] attempted to detect breast cancer through a data mining approach. Long et al. diagnosed heart disease [14] by using the IT2FLS model. Nilashi et al. [15] used the neuro-fuzzy technique for hepatitis disease diagnosis. However, daily medical practices involve a complex mixture of scenarios and need different prediction models to address the hundreds to thousands of diseases [16] . Developing and deploying specialized models one by one is not the best approach.
Fortunately, in recent years, with the widespread adoption of Electronic Health Records (EHRs) in clinical practice, utilizing bedside data to conduct computer-aided diagnoses and evaluate the mortality risk of a patient has become possible. This will significantly benefit the ICU disease diagnosis, mortality prediction, patient care, and community services. Moreover, the human body as organic entities and different systems are closely connected, and no diseases are isolated. Therefore, it is feasible to develop a unified model to address these problems together.
Taking the above concerns into consideration, in this paper, we proposed an integrated disease diagnosis and severity assessment model (IDDSAM) to conduct ICU disease diagnoses with severity evaluations. We treated disease diagnosis and mortality prediction as an interrelated process in clinical practice. In an integrated view, severity assessment and the disease diagnosis are provided to the intensivists at the same time. We use multisource multitask attention [17] techniques in our model. Here, the sources come from different clinical measurements and medical treatments, and the tasks refer to disease diagnosis and mortality prediction. The detailed description will be provided in the Problem Definition section. Based on our previous work for disease diagnosis [1] , [18] , this work is the first time utilizing a shared vector space among different tasks containing both disease diagnosis and mortality prediction to enhance healthcare performance. Meanwhile, we also provide explanations of how the results are obtained. In this way, further actions can be taken more faithfully because the clinicians are familiar with the prediction process.
In this paper, we address diagnosis and mortality prediction as a combination of a unified procedure. In the view of aggregate health data streams, we incorporate bedside monitoring, real-time diagnosis, and spatial clinical treatment together and treat disease diagnosis and illness severity prediction as a progressive process. In other words, we provide diagnosis and mortality prediction at every time window, and the clinicians can customize the result.
• An Integrated Perspective for Disease Formulation.
We formulated the ICU disease diagnosis and mortality prediction as a unified multisource and multitask learning problem, where sources correspond to medical treatment and clinical measurements and the tasks correspond to disease diagnosis and mortality prediction. Our model is able to handle different kinds of diseases over all disease categories and provide mortality risk along with the diagnosis in a straightforward manner.
• Real-time Diagnosis and Mortality Prediction. We treat the disease diagnosis and the mortality prediction as a gradual process over the observations along with the sequential measurement and treatment accompanied by the complications.
• An End-to-end Model for Disease Diagnosis and Mortality Assessment. IDDSAM is an explicitly designed model that integrates window alignment, input embedding and attention mechanisms with focal loss techniques.
• Comprehensive Experimental Analysis of the Proposed Model. We conduct our experiment on a real-world MMIC-III benchmark dataset on 50 diseases over nine categories, which covers most commonly diagnosed diseases. The results demonstrate that our method is effective, competitive, and can achieve state-of-the-art performance.
II. RELATED WORK
A computer-aided diagnosis system provides an assessment of a disease using clinical information or in combination with other relevant diagnostic data and is used by clinicians as decision support in developing their diagnoses [19] . In the ICU scenario, automatic disease diagnosis prediction using the available clinical data can support clinicians in making quick decisions such that they can take further actions to save lives. In recent years, many researchers have worked on different methods [16] , [20] , [21] to predict different kinds of diseases, such as brain metastatic disease [13] , heart disease [14] and sepsis [22] . Existing disease prediction methods can be roughly divided into two categories: clinical-based diagnosis [13] , [21] , [23] and data-based diagnosis [14] , [16] , [24] , [25] . Most existing clinical-based diagnoses require a profound knowledge of medicine, and most of them are focused on a certain field, such as specific diseases caused by specific germs [26] . Until the past few years, most of the techniques for computer-aided disease diagnosis were based on traditional machine learning and statistical techniques such as logistic regression [3] , support vector machines (SVMs) [27] , random forests (RFs) [28] and decision tree (DT) [2] , [29] , [30] . Recently, deep learning techniques have achieved great success in many domains through deep hierarchical feature construction and capturing long-range dependencies in an effective manner [31] . Given the rise in the popularity of deep learning approaches and the increasingly vast amount of clinical electronic data, there has also been an increase in the number of publications applying deep learning to disease diagnosis tasks [15] , [16] , [32] , [33] , which yield better performance than traditional methods and require less time-consuming preprocessing and feature engineering.
Mortality risk prediction has a long history in the medical domain, where life tables and statistical inference have been used to predict life expectancy for patients [34] . Most of the existing mortality prediction methods are based on scoring systems, as we mentioned in the introduction. A recent study [35] determined that up to the end of 2012, only approximately 10%-15% of US ICU patients used these types of scoring systems. More recently, RNNs have provided new effective paradigms for us to enable end-to-end learning from massive data. Harutyunyan et al. [8] and Song et al. [36] used LSTM and an attention model, respectively, to predict in-hospital mortality and provide state-of-the-art performance.
However, all of these studies treat disease diagnosis and mortality prediction as a self-governed task, and all of these methods are designed for a specific disease based on either the intensive use of domain-specific knowledge or the advantage of advanced statistical methods. Specifically, studies have been conducted on Alzheimer's disease [25] , heart disease [14] , chronic kidney disease [37] , diabetes mellitus [38] , and abdominal aortic aneurysm [39] . Moreover, these models have been developed to anticipate needs and focused on specialized predictive models that predict a limited set of diseases. However, the day-to-day clinical practice involves an unscheduled and heterogeneous mix of scenarios and needs hundreds to thousands of different prediction models. It is impractical to develop and deploy specialized models one by one [16] . Therefore, it is important to develop a unified model that can be applied for the majority of diseases and that can provide the mortality risk with the disease diagnosis. This is an elegant application of multitask learning, and each disease can be treated as a single learning task. Moreover, the diagnosis and the mortality prediction can also be treated as different learning tasks. Note that many approaches to multitask learning (ML) in the literature address a similar setting: they assume that all tasks are associated with a single output, e.g., the multiclass MNIST dataset is typically cast as 10 binary classification tasks. More recent approaches address a more realistic, heterogeneous setting in which each task corresponds to a unique set of outputs [40] . We cannot simply apply their approaches to our situation because multiple clinical observations and multiple medical treatments cannot be integrated into the existing frameworks.
By considering the aforementioned problems, in this paper, we propose IDDSAM to simultaneously diagnose the disease and predict the mortality. IDDSAM is a multisource multitask model. A significant advantage of multisource multitask learning [41] is that multiple sources can effectively increase the sample size that we are using to train the model (because the samples of some kinds of disease are very small and not enough for learning; see Table 1 ). In IDDSAM, we first identified meaningful patient cohorts by the International Classification of Diseases (ICD) code and then used these cohorts as learning tasks. All tasks share a common relevant feature subset (e.g., temperature, gender, weight, and respiratory rate) with a different weight parameter on each task and use a unique feature subset (e.g., inosinic acid, hematocrit, PH, and oxygen concentration) for different tasks. To handle time between different sources, a window-alignment operation is conducted before learning. In addition, we use two attention layers to capture the correlations. Finally, we use a gated recurrent unit (GRU) to fuse the above-selected features from each modality to estimate multiple regression and classification variables.
III. PROPOSED FRAMEWORK A. PROBLEM STATEMENT
For a given ICU stay length of T hours and a collection of diagnostic results R t (t ∈ T ) with a collection of mortality labels M t (t ∈ T ), we defined the clinical observation as follows:
where O(t) is the vector of bedside observations at time t.
is a window alignment operation between P i a and Q j b , R t represents the diagnostic result at time t, and M t is the mortality risk at time t. Our objective is to generate a sequence-level disease prediction at each sequence step. The type of prediction depends on the specific task and can be denoted as a discrete scalar vector R i t for the multitask classification. As all tasks are at least somewhat noisy, when training a model Task i , we expect to learn a good representation for Task i that ideally ignores the data-dependent noise and generalizes well. By sharing representations between related tasks, we can enable our model to generalize better on our primary task. 
B. MULTIMODAL MULTITASK TEMPORAL LEARNING FRAMEWORK FOR TEMPORAL DATA
Inspired by Daoqiang Zhang and Dinggang Shen's work [25] , we treat disease diagnosis and mortality prediction as a unified sequential multimodal multitask (SM3T) learning problem. Multimodal refers to the clinical measurements and medical treatments. The tasks represent the diagnosis and mortality prediction. The framework can simultaneously learn multiple tasks from multimodal temporal data. Fig. 1 illustrates the proposed SM3T method and a comparison with the existing learning methods. Fig. 1(a) is single-modality single-task temporal learning. Each subject has only one modality of data represented as x i at each time step, and each subject corresponds to only one task denoted as Y i . This is the most commonly used learning method. Fig. 1(b) is single-modality multitask temporal learning. The input is similar to single-task temporal learning, but each object corresponds to multiple tasks denoted as Fig. 1(c) is multimodality single-task temporal learning. Each subject has multiple modalities of data represented as
. , x n i , n > 1 at each time step, and each subject corresponds to only one task denoted as Y i . Fig. 1(d) is multimodality multitask temporal learning. Each subject has multiple modalities of data represented as
. , x n i , n > 1 at each time step, and each subject corresponds to multiple tasks denoted as
Similar to Zhang and Shen [25] , we can formally define the SM3T learning as follows. Given N training subjects over T time span and each with M modalities of data, represented as:
our SM3T method jointly learns a series of models corresponding to Y different tasks denoted as:
Note that SM3T is a general learning framework, and we implement it through an attention framework as shown in Fig. 2 . We will provide detailed descriptions for each action in the SM3T framework.
C. WINDOW ALIGNMENT
The framework contains multiple data sources, including medical treatments and clinical measurements. Medical treatments influence clinical measurements; however, medical treatments generally take some time to take effect. Therefore, it is inevitable that the prediction performance will be slowed by using the clinical measurements and the medical treatments at the same action time. Consequently, how to align the time window for when medical treatment was administered and the window when the clinical measurements were taken becomes vital. For example, a patient P a developed a fever at time t 0 , and the body temperature at t 0 was bt 0 . To treat hypothermia, the doctor administered P a some aspirin marked as mt 1 at t 1 , and at t 1 , the body temperature is bt 1 ; here, bt 1 = bt 0 because no action was taken before t 1 . Later, at t 2 , the temperature decreased from bt 1 to bt 2 . Under normal circumstances, we made an observation at t 1 and obtained two actions: clinical measurement bt 1 and medical treatment mt 1 . Then, we sent these features into a predictive model at the same time window t 1 . Clearly, this contradicts the common sense because mt 1 leads to bt 2 rather than bt 1 .
To solve this problem, in this work, we add a window alignment operation. Assume that A k p • t i represents the k-th clinical measurement for patient p at time step t i and that B k p • t j represents the k-th medical treatment for patient p at time step t j ; then, we can obtain a feature vector of the n-th disease, n . For n , in this work, we simply join A p and B p :
At time t, n can be denoted as n t = φ t . Then, we can define the window alignment operation as follows:
where φ t is the input feature vector for patient p at time window t. w 1 , w 2 , and b are learnable parameters. The time steps t i for clinical measurements and t j for medical treatments are aligned by mapping A p t i and B p t j to a unique time step φ t . This produces an acceptable result for our purposes. Moreover, in the same time window φ t , according to the results of the experiments, compared with t i , t j generally has a time delay, which is consistent with prevailing medical sense.
D. DENSE LAYER
To balance the computational cost with prediction performance, the dimensionality of the data must be reduced before it is transferred to the next step in the process. Typically, the embeddings are simply concatenated at every step in the sequence. However, clinical features almost always suffer [36] work in clinical data processing, we added a dense layer to unify and flatten the input features while retaining the information useful for interpretability. To prevent overfitting, we set the dropout to 0.30 in this paper.
E. THE GATED RECURRENT UNIT LAYER
The GRU layer takes the sequence of action {x t } T t≥1 from the previous dense layer and then associates the p−th patient with a disease class label vector Y , and a mortality label vector Z along with the time span denotes the class label for the p − th patient with the n−th disease at time T . Y n p (t) is set as follows:
Z n p (t) = 1, if patient alive at time t 0, otherwise.
We created two T-dimensional response vectors for the p − th patient:
For the diagnosis of ICU patients, we adopted GRU and represent the posterior probability of the outcome that patient p has y − th disease as follows:
where φ(a) is the sigmoid function σ (a) ≡ (1 + exp(−a)) −1 and ω (p) is an α + β-dimensional model parameter vector for the p − th patient. Similar to diagnosis, the mortality prediction task's posterior probability is:
To learn the mutual information of data resulting from the customization, we model for all diseases jointly such that we can share the same vector space across the disease, which is very useful for diseases with fewer samples. We represent the trainable parameters of the GRU as (Sa + Sb) × T W ≡ [ω 1 , ω 2 , · · · , ω t ].
F. MULTIHEAD ATTENTION AND FEED FORWARD
This attention layer is designed to capture the dependencies in the entire sequence. In ICUs, actions closer to the current position are more critical than those farther away. Additionally, only information in positions before the current position needs to be analyzed. Inspired by Vaswani et al. [17] , we chose to use H-head attention to create multiple attention graphs. The resulting weighted representations are concatenated and linearly projected to obtain the final representation. Moreover, we also added several 1D convolutional sublayers with a kernel size of 2. Two of these 1D convolutional sublayers are used internally with rectified linear unit (ReLU) activation in between. Residual connections are used in these sublayers. In contrast to Song et al. [36] and Harutyunyan et al. [8] , who only make mortality predictions once after a specific timestamp, DIMM makes a prediction with an interpretation at each timestamp. This is more helpful for ICU clinicians because they also need to know a patient's risk of mortality at all times. The attention modules are stacked N times, and the final representations are used in the mortality risk prediction model.
G. LINEAR, SIGMOID AND SOFTMAX LAYERS
The linear layer is designed to obtain the logits from the unified output of the attention layer. The activation function used in this layer is ReLU. The last layer is preparing for the output based on different tasks. We use softmax to classify the different diseases, and sigmoid to m mortality prediction. The loss function is cross-entropy (CE) with L 2 regularization:
+ λ||W || 2 , (12) where y k i andŷ k i are the ground truth and prediction for the k-th class, respectively. Note that there are only two classes in mortality prediction and 50 classes in disease diagnosis; thus, the class distribution is generally imbalanced. In other words, positive observations (i.e., death records) are much fewer than negative ones. ||W || 2 norm is the overall network weight, and λ helps tune the regularization strength.
Similar to Lin et al.'s work [43] and our previous work [1] , focal loss is also introduced. The final state of the loss function can be defined as:
where γ is a focusing parameter that smoothly adjusts the rate at which easy examples are down-weighted. When γ = 0, FL is equivalent to CE, and as γ is increased, the effect of the modulating factor is likewise increased.
H. EXPLANATION OF RESULTS
Explanations accompany the prediction results. We observed that a large number of patients in ICUs are diagnosed with 2-15 diseases (see Fig. 4 ), and we add related complications to the explanation process. In addition, we also add some supplementary information to the whole sequence, such as output events and clinical notes. All this information has interacted with the learning process. As shown in Fig. 3 , different colors represent different clinical measurements or different medical treatments, the number on the small cube represents the contribution to the prediction, and the thickness of the large cube represents the mortality rate. With the abundance of clinical measurements and clinical treatments, we find that the diagnosis is more accurate and more specific. For example, the initial diagnosis at t 1 is unspecified heart disease, which is a very general diagnosis, but the diagnosis at t 5 , ''coronary atherosclerosis of native coronary artery'', is more specific, and the final diagnosis ''atherosclerosis of native arteries of the extremities with ulceration'' at t 13 is more accurate and contains more useful information. By providing this information to clinicians, they will be more likely to trust the prediction results. Moreover, we observed that a large number of patients in ICUs are diagnosed with 2-15 diseases (see Fig. 4 ).
IV. EXPERIMENTAL A. DATA DESCRIPTION
We use MIMIC III 1 to evaluate our proposed approach. MIMIC-III is a large open-access dataset of deidentified 1 Data available at https://mimic.physionet.org/ patient records, and it has been widely used by 845 publications as of the end of August 2019. The data in MIMIC-III are associated with 46,520 distinct adult patients admitted to the ICU between 2001 and 2012, a total of 12 years [44] . By using MIMIC-III, researchers are able to reproduce and improve their studies through the open-source communities. In this study, each ICU stay was treated as an independent admission to acquire more samples. Table 1 presents a detailed description of the prediction tasks in our experiment. In our research, we use 50,430 ICU cases of 9 categories over 50 types of diseases as our data source. We grouped these samples by International Classification of Diseases (ICD) code, ICD-9 (version 2014). As shown in Fig. 4 , most of the patients have multiple complications. In this study, all complications were collected based on the clinical monitoring process. We do not filter any patients, which is unlike the existing works. For clinical measurements, we obtained 129 features. We select all the features used in existing ICU scoring systems, and then we add some frequently occurring features. For medical treatments, we obtained 50 features. We select the top 50 features that occurred in both CareVue and MetaVision.
B. EXPERIMENTAL SETTINGS
Similar to our previous work [1] , our experiment included over 40,000 patients. We first grouped all the ICU stay cases based on their diagnosed disease, and then we selected those groups that contained more than 1000 samples and obtained 50 different types of diseases. Based on the ICD9 manual, these samples are involved in nine categories. We treat the disease diagnosis as a multiple classification problem. We set the outcome as ''true'' if the prediction result is consistent with the labels during the diagnosis time window; otherwise, it is set as ''false.'' During the training procedure, results are only given if there are observations during this time window. Conversely, during the test procedure, we can provide a diagnosis at every time step or according to the customization of clinicians. The learning rate in this experiment is 0.001, and γ = 2. The epoch size that we set in this experiment is 30. The batch size in this experiment is 32, also with the ADAM optimizer. The dropout is set to 0.35. According to our experiment, the best performance achieved for the attention stack is 4. We fixed the training set, validation set, TABLE 1. Detailed description of IDDSAM tasks for disease diagnosis and mortality prediction. VOLUME 8, 2020 and test set to obtain relatively fair results for all the baselines, and the detailed information is listed in Table 2 . Because the samples in the category of ''Conditions originating in the perinatal period'' are limited and the mortality rate is lower than other categories, we cannot obtain sufficient data for training; thus, we do not list the mortality prediction results here, and future work can focus on this point.
C. COMPARED METHODS
In this experiment, we use six methods as our baselines: logistic regression (LR) with L2 regularization, support vector machine (SVM), decision tree (DT), random forest (RF), GRU, and the state-of-the-art LSTM-based method [6] for both the diagnosis task and mortality prediction task. Because the results are similar, we only listed the best of the top two in our paper for each of the tasks. For the disease diagnosis task, the top two compared methods are RF and the state-ofthe-art multitask channel-wise LSTM (MWLSTM). For the task of mortality prediction, the best two methods are SVM and MWLSTM. We also compared the mortality prediction tasks with the existing ICU score systems, and the result can be found in the supplementary.
D. EVALUATION METRICS
To provide a comparison among the aforementioned techniques, three evaluation techniques were used in the task of disease diagnosis, F1-measure, accuracy, and recall, and three evaluation methods are used in the task of mortality prediction, area under the receiver operating characteristic curve (AUROC) [45] , area under precision-recall curve (AUPRC) [46] , and accuracy. These evaluation techniques are defined as follows:
where TP and FP are the numbers of true positives and false negatives, respectively. Table 3 and Tab. 4 present the results of the disease diagnosis task and mortality prediction task, respectively. As shown, our model significantly outperformed the baseline methods in most of the tasks. Due to the cohort selection, we did not exclude any patients; thus, the prediction accuracy varies from 55.23% to 93.81%.
E. EXPERIMENTAL RESULTS AND DISCUSSION
In the majority of the tasks, our model achieved the best performance: 129/150 in disease diagnosis, and 81/123 in mortality prediction. We find that the number of samples greatly influences the performance of disease diagnosis; more samples result in better performance. As mentioned in the Data Description section, mortality prediction did not obtain any output in categories 760-799. From the results, MWLSTM and IDDSAM outperformed RF and SVM, suggesting that deep learning methods are more powerful when handling these kinds of tasks.
The difference in prediction performance between categories is more evident than that within categories. This means that in the same category, tasks can share more information than those between categories. Additionally, this suggests that multisource multitasks can help to improve the prediction performance. Under the measurement of accuracy, the result can decrease by an average of 3.43 percent between categories. The difficult task for diagnosis in IDDSAM is in category 3, ''Endocrine, Nutritional, Metabolic, and Immunity'', and the easiest task is ''Conditions originating in the perinatal period'' in category 9. The reason is that the diversities between category 9 and the others are greater; however, the diversities between category 3 and the others are relatively smaller. In the same group, the disease diagnosis and mortality prediction performances are similar, indicating that the relevance within the same system is much higher; this is consistent with the common medical sense. For the severity assessment, ablation studies are conducted to verify the defectiveness of the multisource, and the results suggested that an average F1 score of 3.6 can be achieved by multiple sources cooperating than by each single source. In other words, IDDSAM can share the task vector space among different data sources and prediction tasks in the hidden states. Comparing with ICU score systems, IDDSAM outperforms SOFA and SAPS II by 23.19% and 25.78% on average in terms of accuracy, respectively. Overall, IDDSAM can significantly improve performance for both tasks. Although not all tasks are improved by multisource and multitask learning, for most of the tasks, IDDSAM substantially improved the performance for both tasks. Moreover, the performance of IDDSAM can be continually improved by more training samples, and specific optimizations can be conducted to improve the specific tasks.
V. CONCLUSION AND FUTURE WORK
In this work, we proposed a multisource multitask model named IDDSAM for the disease diagnosis and severity assessment of ICU patients. We treated the disease diagnosis and mortality prediction as an integrated multisource multitask classification problem. We adapt the attention mechanism and window alignment operation to improve the prediction performance and use focal loss to solve the imbalance problem. We use spatial information of the clinical measurements and the clinical treatments for real-time modeling such that this model can be used in a real-time clinical scenario. The significance of our proposed model can be summarized as follows:
1) We considered the diversity of complications. On the one hand, this meets the medical situation in which no disease is isolated. On the other hand, diversity among different conditions exists. Therefore, the criteria for diagnosis and treatment and even severity assessment should be similar but different. The proposed multisource multitask model IDDSAM is explicitly designed for these situations. 2) We considered the sequential diagnosis relationship.
By introducing the window alignment operation and the attention layer, we simulated the ICU handling process for admitted patients and captured the interaction information within and among the ICU stay process. 3) Solved the imbalance problem. By considering the samples, a considerable difference exists among different tasks. For example, the ''Diabetes mellitus no mention of complication'' has 10585 samples. However, the ''Unspecified fetal and neonatal jaundice'' has only 514 samples. Therefore, if we train the model without any precautionary measures, the prediction result would prefer the majority ones. To solve this problem, we introduce a focal loss function into our loss process. 4) Give out explanations. We provide evidence-based explanations for the clinicians with related diseases and the diagnosis of trajectory. A comprehensive experiment was conducted using 47855 ICU admissions. These admissions include 50 different types of diseases and nine categories. The results of our experiment are promising and improved the performance by approximately 15% in terms of all the evaluation metrics for all baselines. The results provide strong evidence about the robustness and accuracy of IDDSAM. However, due to the differences among different diseases, the performance of some tasks is still difficult to improve. Moreover, how to use these diagnoses and severity results in further clinical actions to treat ICU patients remains a challenge. Therefore, there are many future works in this field. He is currently a Professor with Jilin University. He has published more than 160 journal articles and conference papers. His research interests include data mining, information retrieval, natural language processing, and machine learning. XUE LI (Member, IEEE) received the Ph.D. degree in information systems from the Queensland University of Technology, in 1997. He is currently a Full Professor with the Department of Computer and Software, Dalian Neusoft University of Information. He is also a Full Professor with the School of Information Technology and Electrical Engineering, The University of Queensland, Australia. He is also an Adjunct Professor with Chongqing University, China. His research areas are big data analytics, pattern recognition, and intelligent information systems. He is a member of the ACM. VOLUME 8, 2020 
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