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Abstract
We examine the N = 1 super sinh-Gordon (SShG) model restricted into the half
line through a reduction from the defect SShG model. The Ba¨cklund transformations
are employed to generate one-, two- and three-soliton solutions as well as a class of
breathers solution for this model. The parameters of such classical solutions are shown
to satisfy some contraints in order to preserve both integrability and supersymmetry
properties of the original bulk theory. Additionally, previous results are recovered when
performing the purely bosonic limit.
1aleroagu@ift.unesp.br
2jfg@ift.unesp.br
3leandro.ymai@unipampa.edu.br
4zimerman@ift.unesp.br
1
Contents
1 Introduction 2
2 Review of defect SShG model 4
2.1 On-shell supersymmetry of the N = 1 defect SShG . . . . . . . . . . . . . . 5
3 Half-line limiting procedure 6
3.1 Obtaining the boundary sinh-Gordon potential . . . . . . . . . . . . . . . . . 6
3.2 Deriving the boundary fermionic free field theory - Ising Model . . . . . . . . 7
3.3 Two-parametric boundary SShG model . . . . . . . . . . . . . . . . . . . . . 8
4 Ba¨cklund Solutions 11
5 Classical analysis of the solutions in the half line 12
5.1 One-soliton solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5.2 Breather Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.3 Method of Images: Bosonic part . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.4 Method of Images: Fermionic part . . . . . . . . . . . . . . . . . . . . . . . . 17
6 Conclusions 20
A Three-soliton solution 20
1 Introduction
The study of nonlinear classical integrable field theories with boundaries has started with
the work of Sklyanin [1, 2], Tarasov [3], and Habibullin [4, 5, 6] within the context of the
sine-Gordon model. On the other hand, field theories in the half line may be formulated by
imposing appropriated integrable boundary conditions, for instance, at the origin x = 0. In
[3, 4, 5, 6] the Ba¨cklund transformation arises as an important tool to consider the structure
of the model. In the Lagrangian framework, this is equivalent to impose a suitable boundary
potential preserving integrability. The simplest example is the boundary sinh (sine)-Gordon
model [7], whose Lagrangian density can be written as
L = θ(−x)
[
1
2
(∂xφ)
2 − 1
2
(∂tφ)
2 + 4m2 cosh(2φ)
]
+ δ(x)
[
Λ cosh (φ− φ0)
]
. (1.1)
In [7] it was noticed that, in this case, the most general boundary condition preserving
integrability has two free parameters Λ and φ0, namely,
∂xφ
∣∣
x=0
= −Λ sinh (φ− φ0)∣∣∣
x=0
. (1.2)
Bowcock et al. [8] proposed a formulation in terms of Lax operators in the half line such
that the boundary conditions derived in [7] would be reproduced.
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In [9] Saleur, Skorik and Warner discussed the classical approach to the boundary sine-
Gordon model by extending the method of images proposed by Cardy [10] and by making use
of Ba¨cklund transformations in order to obtain the boundary conditions derived by Ghoshal
and Zamolodchikov [7], as well as solutions to the problem in the half line.
The supersymmetric extension of the sinh-Gordon model restricted on the half-line has
also been studied from the classical point of view of Inami et al. [11] and Nepomechie [12]. In
[11] it was claimed that the combined constraints of integrability and supersymmetry do not
allow any free parameters in the boundary potential. Nevertheless, some years later it was
pointed out in [12] that the boundary super sinh-Gordon model actually has a two-parameter
family of integrable boundary potentials taking into account the introduction of fermionic
degrees of freedom.
More recently Bowcock et al. [13] derived the Ba¨cklund transformation through the
study of defects in the bulk for the bosonic sine-Gordon and other models within the La-
grangian/Hamiltonian formulation. That ensures the integrability and henceforth modified
conservation laws of the systems. The sine-Gordon model with Ba¨cklund defect at the origin
is given by the Lagrangian density,
L = θ(−x)
[
1
2
(∂xφ1)
2 − 1
2
(∂tφ1)
2 + V1(φ1)
]
+ θ(x)
[
1
2
(∂xφ2)
2 − 1
2
(∂tφ2)
2 + V2(φ2)
]
+δ(x)
[
1
2
(φ2∂tφ1 − φ1∂tφ2) + 2m
(
σ cosh(φ1 + φ2) +
1
σ
cosh(φ1 − φ2)
)]
, (1.3)
where Vp(φp) = 4m
2 cosh(2φp) with p = 1 if x < 0 and p = 2 if x > 0. In fact, these defect
conditions turn out to be “frozen” Ba¨cklund transformations for the sinh-Gordon model. It
is worth pointing out that alternative approaches have been provided in [14, 15, 16] to prove
Liouville integrability for the defect sine-Gordon model which are based on the classical
r-matrix language.
The extension of the Ba¨cklund formulation of these results to the supersymmetric sine-
Gordon and Grassmanian models were already considered in [17, 18, 19, 20, 21, 22]. Within
the Ba¨cklund transformation context it appears natural to consider boundaries describing
the half line by adapting the considerations in [1, 3, 4, 5, 6, 9].
In this paper, we formulate a free fermionic field theory and the N = 1 supersymmetric
sinh-Gordon (SShG) model in the half line by extending the method of images and Ba¨cklund
transformations. We construct explicit soliton and breather solutions for N = 1 SShG.
Also, we extend to the supersymmetric case the results obtained in [23], and consider the
corresponding supersymmetric breather solutions. By taking a three-soliton solution with
one static, we construct another class of supersymmetric breather solution, generalizing
therefore the results of Saleur et al. [9].
This paper is organized as follows. In section 2 we review the defect N = 1 SShG model
and present the supersymmetry transformations that leave the action invariant. In section
3 we discuss the half-line limiting procedure for the bosonic sine-Gordon and free fermionic
theory. In this last case we reproduce the results of ref. [7] for the boundary Ising model.
Next, we formulate the N = 1 two-parametric boundary SShG and show that our results
coincide with those of ref. [12] when certain parameters are identified. In section 4 we
present the Ba¨cklund solutions for one- and two-solitons and then derive the three-solitons
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solution. In section 5 we investigate one-soliton and breather solutions in the half line and
derive constraints on the boundary parameters. In appendix A, we give the explictly form
of the three-soliton solution for the N = 1 SShG derived using Ba¨cklund transformations.
2 Review of defect SShG model
The N = 1 SShG model in the presence of defects [17] describing bosonic φp, and fermionic
ψp, ψ¯p, fields in the regions x < 0 (corresponding to label p = 1) and x > 0 (corresponding
to label p = 2) respectively, can be described by the following Lagrangian density,5
L = θ(−x)L1 + θ(x)L2 + δ(x) LD, (2.1)
where
Lp = 1
2
(∂xφp)
2 − 1
2
(∂tφp)
2 + ψ¯p(∂t − ∂x)ψ¯p + ψp(∂t + ∂x)ψp + Vp(φp)
+Wp(φp, ψp, ψ¯p), (2.2)
LD = 1
2
(φ2∂tφ1 − φ1∂tφ2)− ψ1ψ2 − ψ¯1ψ¯2 + 2f1∂tf1 +B0(φ1, φ2)
+ B1(φ1, φ2, ψ1, ψ2, ψ¯1, ψ¯2, f1), (2.3)
with the corresponding potentials given by
Vp = cosh(2φp), Wp = 4ψ¯pψp cosh(φp), (2.4)
B0 = σ cosh(φ1 + φ2) +
1
σ
cosh(φ1 − φ2), (2.5)
B1 = −2
[√
σ cosh
(
φ1 + φ2
2
)
f1(ψ¯1 + ψ¯2) +
1√
σ
cosh
(
φ1 − φ2
2
)
f1(ψ1 − ψ2)
]
, (2.6)
where B0 and B1 are the defect potentials. The equations of motion for the bulk are:
∂2xφp − ∂2t φp = 2 sinh(2φp) + 4 ψ¯pψp sinhφp,
(∂x − ∂t)ψ¯p = 2ψp coshφp,
(∂x + ∂t)ψp = 2 ψ¯p coshφp, p = 1, 2, (2.7)
and the defect conditions at x = 0 are given by
∂xφ1 − ∂tφ2 = −1
σ
sinh(φ1 − φ2)− σ sinh(φ1 + φ2) +
√
σ sinh
(
φ1 + φ2
2
)
f1(ψ¯1 + ψ¯2)
+
1√
σ
sinh
(
φ1 − φ2
2
)
f1(ψ1 − ψ2). (2.8)
5For simplicity we have used m = 1/2.
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∂xφ2 − ∂tφ1 = −1
σ
sinh(φ1 − φ2) + σ sinh(φ1 + φ2)−
√
σ sinh
(
φ1 + φ2
2
)
f1(ψ¯1 + ψ¯2)
+
1√
σ
sinh
(
φ1 − φ2
2
)
f1(ψ1 − ψ2), (2.9)
ψ1 + ψ2 =
2√
σ
cosh
(
φ1 − φ2
2
)
f1, (2.10)
ψ¯1 − ψ¯2 = −2
√
σ cosh
(
φ1 + φ2
2
)
f1, (2.11)
∂tf1 =
√
σ
2
cosh
(
φ1 + φ2
2
)
(ψ¯1 + ψ¯2) +
1
2
√
σ
cosh
(
φ1 − φ2
2
)
(ψ1 − ψ2). (2.12)
There is a fermionic degree of freedom f1 at the boundary which anticommutes with the
fields ψp and ψ¯p. Notice that adding and subtracting the two first defect conditions (2.8)
and (2.9) we get the following relations at x = 0:
∂z(φ1 + φ2) = −1
σ
sinh(φ1 − φ2) + 1√
σ
sinh
(
φ1 − φ2
2
)
f1(ψ1 − ψ2), (2.13)
∂z¯(φ1 − φ2) = −σ sinh(φ1 + φ2) +
√
σ sinh
(
φ1 + φ2
2
)
f1(ψ¯1 + ψ¯2), (2.14)
where we have used the light-cone coordinates z = x− t and z¯ = x+ t. In the general case
where eqs. (2.13) and (2.14) held not only for x = 0, but for every x, these are exactly the
Ba¨cklund transformations for the supersymmetric sinh-Gordon model [24].
2.1 On-shell supersymmetry of the N = 1 defect SShG
In the bulk, the supersymmetry transformations that leave the action of the N = 1 SShG
invariant are given by
δφ = ε ψ + ε¯ ψ¯, (2.15)
δψ = −ε ∂zφ+ ε¯ sinhφ, (2.16)
δψ¯ = ε¯ ∂z¯φ− ε sinh φ, (2.17)
where we are using the light-cone coordinates z, z¯, and ε, ε¯ are the fermionic parameters.
The corresponding conserved supercharges in the bulk theory are given by,
Qε = −
∫ ∞
−∞
dx
(
2ψ ∂zφ+ 2ψ¯ sinh φ
)
, Q¯ε¯ =
∫ ∞
−∞
dx
(
2ψ¯ ∂z¯φ+ 2ψ sinh φ
)
. (2.18)
However, by considering the defect theory we found an additional contribution coming from
the defect conditions at the origin. Then, the modified conserved supercharges take the form
Q = Qε +QD, and Q¯ = Q¯ε¯ + Q¯D, (2.19)
where
QD =
4√
σ
[
sinh
(
φ1 − φ2
2
)
f1
] ∣∣∣∣∣
x=0
, and Q¯D = 4
√
σ
[
sinh
(
φ1 + φ2
2
)
f1
] ∣∣∣∣∣
x=0
.(2.20)
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Here, as a consequence of the supersymmetry transformations, we have used the correspond-
ing supersymmetry transformation of the auxiliary fermionic field f1 given by,
δf1 = ε
[
1√
σ
sinh
(
φ1 − φ2
2
)]
+ ε¯
[√
σ sinh
(
φ1 + φ2
2
)]
. (2.21)
Then, it worth noting that the fields not only can exchange momentum and energy with the
defect as it was mentioned in [17], but also can exchange supercharge.
3 Half-line limiting procedure
3.1 Obtaining the boundary sinh-Gordon potential
Firstly, we consider the bosonic part of the defect potential B0 given in (2.5),
B0 = σ cosh(φ1 + φ2) +
1
σ
cosh(φ1 − φ2), (3.1)
and we perform the half-line limit by taking φ2 to be a constant k0 at x = 0
+. It is convenient
to redefine the Ba¨cklund parameter as σ = e−η, to obtain
B˜0 = (2 cosh η cosh k0) coshφ1 − 2 (sinh η sinh k0) sinh φ1. (3.2)
This potential has exactly the form of the boundary potential for the sinh-Gordon model
given in (1.1) if the following relations hold,
Λ coshφ0 = 2 cosh η cosh k0, (3.3)
Λ sinhφ0 = 2 sinh η sinh k0. (3.4)
From these relations we immediately note that the purely bosonic part of the defect La-
grangian in (2.3) becomes the boundary potential in (1.1) for the sinh-Gordon model defined
upon the half-line, namely,
LD
∣∣∣∣
φ2=k0,ψ2=ψ¯2=0
= Λ cosh (φ1 − φ0) , (3.5)
with the corresponding boundary condition,
∂xφ1
∣∣
x=0
= −Λ sinh (φ1 − φ0) , (3.6)
where the parameters Λ and φ0 are determined in terms of the Ba¨cklund parameter σ and
the constant k0 by the inverse relations of the (3.3) and (3.4), as follows
Λ2 =
(
σ2 +
1
σ2
)
+ 2 cosh(2k0), (3.7)
tanhφ0 =
(
1− σ2
1 + σ2
)
tanh k0. (3.8)
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We can also notice that if we exploit the symmetry of the sinh-Gordon equation under
φ → ±φ when x → −x, we could take φ2(x) = ±φ1(−x) and in this case we obtain the
following boundary potential,
B0 = σ
∓1 + σ±1 cosh (2φ1)
∣∣
x=0
, (3.9)
with the boundary condition,
∂xφ1
∣∣
x=0
= −σ±1 sinh (2φ1)
∣∣
x=0
, (3.10)
which corresponds to the usual boundary problem when φ0 = 0 or equivalently k0 = 0.
This fact is nothing more than the breaking of the discrete symmetry φ → −φ by the
boundary potential. The properties of the solutions for the sinh-Gordon equation for a free
(∂xφ1
∣∣
x=0
= 0) and a fixed (φ1
∣∣
x=0
= 0) boundary condition were already studied in [25].
3.2 Deriving the boundary fermionic free field theory - Ising Model
As it was discussed in [17], integrable defect fermionic free field theories can be considered
when all the bosonic fields vanish in the Lagrangian density (2.1)-(2.3), namely,
Lp = ψ¯p(∂t − ∂x)ψ¯p + ψp(∂t + ∂x)ψp + 4ψ¯pψp, p = 1, 2, (3.11)
LD = −ψ1ψ2 − ψ¯1ψ¯2 + 2f1∂tf1 + 2
[√
σ(ψ¯1 + ψ¯2) +
1√
σ
(ψ1 − ψ2)
]
f1. (3.12)
Then, the fields equations in the regions x > 0 and respectively x < 0 are simply given by,
(∂x + ∂t)ψp = 2ψ¯p, (∂x − ∂t) ψ¯p = 2ψp, p = 1, 2, (3.13)
and the defect conditions at x = 0 are given by
ψ1 + ψ2 =
2√
σ
f1, ψ¯1 − ψ¯2 = −2
√
σ f1, (3.14)
∂tf1 =
√
σ
2
(ψ¯1 + ψ¯2) +
1
2
√
σ
(ψ1 − ψ2). (3.15)
Now, we can notice that equations (3.13) are invariant under a duality transformation
ψp → −ψ¯p and ψ¯p → ψp when x → −x. So, we use this symmetry to reduce the de-
fect theory to a suitable boundary theory. Here, we will perform the half-line limit taking
ψ2(0
+, t) → −ψ¯1(0−, t) and ψ¯2(0+, t) → ψ1(0−, t). Then, the defect Lagrangian (3.12) be-
comes
LD = ψ1(x)ψ¯1(0)− ψ¯1(x)ψ1(0) + 2f1(t)∂tf1(t) + 2
(√
σ +
1√
σ
)
(ψ1(x) + ψ¯1(x))f1(t),(3.16)
with the corresponding boundary conditions,
(
ψ1 − ψ¯1
) ∣∣∣∣
x=0
= 2
(√
σ +
1√
σ
)
f1, ∂tf1 =
1
2
(√
σ +
1√
σ
)
(ψ1 + ψ¯1)
∣∣∣∣
x=0
, (3.17)
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which can be combined to obtain a more compact form of the boundary condition for the
fermionic fields ψ1 and ψ¯1, as follows
d
dt
(
ψ1 − ψ¯1
) ∣∣∣∣
x=0
=
(√
σ +
1√
σ
)2
(ψ1 + ψ¯1)
∣∣∣∣
x=0
. (3.18)
These results are exactly the “boundary magnetic field” conditions for the Ising model de-
rived in [7], where the non-zero external field h is related to the parameter σ, if we define
h =
(√
σ +
1√
σ
)
. (3.19)
From (3.17) we immediately can notice that h = 0 or equivalently σ = −1 correspond to the
“free” boundary condition, which is written as
(
ψ1 − ψ¯1
) ∣∣∣∣
x=0
= 0. (3.20)
On the other hand, in the limit |h| → ∞ or |σ| → ∞ one recovers the “fixed” boundary
condition, which becomes
(
ψ1 + ψ¯1
) ∣∣∣∣
x=0
= 0. (3.21)
3.3 Two-parametric boundary SShG model
Now we are interested in performing the half-line limiting procedure on the N = 1 SShG
model. To do that, we first perform the limit φ2(0
+, t) → k0 for obtaining the boundary
potential (1.1), and then to obtain the corresponding boundary fermionic free field theory
we need to map ψ2(0
+, t) → −ψ¯1(0−, t) and ψ¯2(0+, t) → ψ1(0−, t). So, by considering the
part of the defect potential containing fermions, namely
B1 = −2
[√
σ cosh
(
φ1 + φ2
2
)
f1(ψ¯1 + ψ¯2) +
1√
σ
cosh
(
φ1 − φ2
2
)
f1(ψ1 − ψ2)
]
, (3.22)
and performing the limiting procedure, the Lagrangian (2.3) immediately becomes,
LB = σ cosh (φ1(x) + k0) + 1
σ
cosh (φ1(x)− k0) + (ψ1(x)ψ¯1(0)− ψ¯1(x)ψ1(0)) + 2f1∂tf1
+2
[√
σ cosh
(
φ1(x) + k0
2
)
+
1√
σ
cosh
(
φ1(x)− k0
2
)]
(ψ¯1(x) + ψ1(x))f1, (3.23)
8
where the parameters σ and k0 still satisfy the relations (3.3) and (3.4). This boundary
Lagrangian density gives the following boundary conditions at x = 0,
∂xφ1 = −σ sinh (φ1 + k0)− 1
σ
sinh (φ1 − k0)−
√
σ sinh
(
φ1 + k0
2
)
(ψ¯1 + ψ1)f1
− 1√
σ
sinh
(
φ1 − k0
2
)
(ψ¯1 + ψ1)f1, (3.24)
ψ1 − ψ¯1 = 2
[√
σ cosh
(
φ1 + k0
2
)
+
1√
σ
cosh
(
φ1 − k0
2
)]
f1, (3.25)
∂tf1 =
1
2
[√
σ cosh
(
φ1 + k0
2
)
+
1√
σ
cosh
(
φ1 − k0
2
)]
(ψ¯1 + ψ1). (3.26)
which can be rewritten by eliminating f1 as follows,
∂xφ1 = −σ sinh (φ1 + k0)− 1
σ
sinh (φ1 − k0)−H(φ1)(ψ¯1ψ1), (3.27)
∂t(ψ1 − ψ¯1)
∣∣
x=0
=
1
2
H(φ1)(∂tφ1)(ψ1 − ψ¯1) + h2(φ1)(ψ1 + ψ¯1), (3.28)
where
h(φ1) =
[√
σ cosh
(
φ1 + k0
2
)
+
1√
σ
cosh
(
φ1 − k0
2
)]
, (3.29)
H(φ1) =
[
σ sinh
(
φ1+k0
2
)
+ sinh
(
φ1−k0
2
)
σ cosh
(
φ1+k0
2
)
+ cosh
(
φ1−k0
2
)
]
. (3.30)
By applying the supersymmetry transformations (2.15)–(2.17) with ε = ε¯, we obtain
δ(ψ1 − ψ¯1) ≡ ε [−(∂xφ1) + 2 sinhφ1] ,
=
[√
σ sinh
(φ1 + k0
2
)
+
1√
σ
sinh
(φ1 − k0
2
)]
ε(ψ1 + ψ¯1)f1 + 2 ε h(φ1)F1.(3.31)
Then, using eq.(3.24) we get
F1 =
√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)
. (3.32)
It is worth noting that F1 = 2h
′(φ1) with h
′(φ1) =
dh(φ1)
dφ1
. Now, varying eq.(3.26), we
immediately find for the lhs,
δ (∂tf1) = ε ∂t
[√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)]
=
ε
2
h(φ1)(∂tφ1), (3.33)
and from the rhs we get,
δ
(
1
2
h(φ1)(ψ1 + ψ¯1)
)
=
ε
2
h(φ1)(∂tφ1), (3.34)
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This shows that the eq.(3.26) is invariant under the supersymmetry transformations. It
remains to show that eq.(3.24) is also invariant. To do that, we consider the lhs of (3.24),
δ (∂xφ1) = ε ∂x(ψ1 + ψ¯1) = ε
[
∂t(ψ¯1 − ψ1) + 2(ψ1 + ψ¯1) coshφ1
]
= −ε
[√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)]
(∂tφ1)f1 + 2ε
(
ψ1 + ψ¯1
)
coshφ1
−ε
[√
σ cosh
(
φ1 + k0
2
)
+
1√
σ
cosh
(
φ1 − k0
2
)]2 (
ψ1 + ψ¯1
)
. (3.35)
From the rhs of (3.24) we obtain,
δ(∂xφ1) = −ε
[
σ cosh (φ1 + k0) +
1
σ
cosh (φ1 − k0)
]
(ψ1 + ψ¯1)
−ε
[√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)]
(∂tφ1)f1
+ε
[√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)]2
(ψ1 + ψ¯1). (3.36)
It is not so difficult to show that variations (3.35) and (3.36) are actually the same. Now,
if we compute the boundary contribution to the supercharge, we find that the modified
boundary supercharge can be written as Qˆ = Q+ +QB, where
Q+ =
∫ 0
−∞
dx
[
(ψ¯1 − ψ1)(∂xφ1 − 2 sinhφ1) + (ψ¯1 + ψ1)∂tφ1
]
, (3.37)
and
QB = 4
[√
σ sinh
(
φ1 + k0
2
)
+
1√
σ
sinh
(
φ1 − k0
2
)]
f1. (3.38)
If we compare this result with eq.(2.20), we have that QB = QD
∣∣
ε=ε¯,φ2=k0
as it should be
expected. We also remark that this modified boundary supercharge has a different functional
form from that was previously derived in [12], namely,
Σ1/2 =
i
2
[
α sin
(
φ−φ0
2
)− 4 sin(φ
2
)
f(φ)
]
a, (3.39)
where a is related with the fermionic degree of freedom f1 used in this paper, and
f(φ) =
√
C
2
sin
(
φ−D
4
)
, (3.40)
C =
√
α2 − 8α cos
(φ0
2
)
+ 16, tan
(D
2
)
=
α sin
(
φ0
2
)
α cos
(
φ0
2
)− 4 . (3.41)
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However, after performing the respective analytical continuation, namely,
φ −→ 2iφ1, ψ −→ 2iψ1, ψ¯ −→ −2iψ¯, a −→ 2
√
2if1, k0 −→ −ik0, (3.42)
it is possible to show the equivalence of both results by the following identification,
C = 4 (cos k0 + cosh η) , D = 4 arctan
[
− coth
(η
2
)
cot
(
k0
2
)]
, (3.43)
α = −2Λ, f(φ)
∣∣∣
φ=2iφ1
=
1√
2
h(φ1), Σ1/2 = 2iQB. (3.44)
4 Ba¨cklund Solutions
We will present in this section soliton solutions for the N = 1 SShG based upon the results
obtained in [26]. Consider the bosonic superfield written in components as
Φ = φ+ θ1ψ¯ + iθ2ψ − iθ1θ2 sinhφ, (4.1)
where θ1, θ2 are Grassmannian variables. Then, starting from a vacuum configuration Φ0 = 0,
the one-soliton solution has the form
φ(k) = 2Arctanh
[
ake
Γk
]
, Γk = (σk + σ
−1
k )x+ (σk − σ−1k )t, (4.2)
ψ¯(k) = 2ǫk
(
bk
ak
)
ak e
Γk
1− (ak eΓk)2 , ψ
(k) =
ψ¯(k)
σk
, (4.3)
where σk is the Ba¨cklund parameter, ak, bk are arbitrary parameters and ǫk being a Grass-
mannian parameter. The two-soliton solutions Φ(j,k) is explicitly given in components by,
φ(j,k) = ϕ(j,k) − f (j,k)ψ¯(j)ψ¯(k) (4.4)
ψ¯(j,k) = ξ(j,k)ψ¯(j) + ξ(k,j)ψ¯(k) (4.5)
ψ(j,k) = η(j,k)ψ(j) + η(k,j)ψ(k), (4.6)
with
ϕ(j,k) = 2Arctanh
[
δjk tanh
(
φ(j) − φ(k)
2
)]
, f (j,k) =
∆jk
4
√
σjσk
[
sech
(
φ(j)
2
)
sech
(
φ(k)
2
)]
,(4.7)
Ωjk =
δjk sech
2
(
φ(j)−φ(k)
2
)
1− δ2jk tanh2
(
φ(j)−φ(k)
2
) , ∆jk = Ajk sinh
(
φ(j)−φ(k)
2
)
Bjk − sinh2
(
φ(j)−φ(k)
2
) , (4.8)
ξ(j,k) = Ωjk +
∆jk
2
√
σk
σj
sinh
(
φ(k)
2
)
cosh
(
φ(j)
2
) , η(j,k) = Ωjk − ∆jk
2
√
σj
σk
sinh
(
φ(k)
2
)
cosh
(
φ(j)
2
) , (4.9)
δjk =
σj + σk
σj − σk , Ajk =
σj + σk√
σjσk
, Bjk =
(σj − σk)2
4σjσk
. (4.10)
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It therefore follows that starting from the one-soliton solution Φ(2) and the two-solition
solutions Φ(1,2) and Φ(2,3), we can construct the three-soliton solution Φ3 ≡ Φ(1,2,3) using
appropriately the Ba¨cklund procedure as indicated in (A.1). Then the three-soliton solution
Φ3 ≡ Φ(1,2,3) can be written in components as follows,
φ3 = φ
(2) + 2Arctanh (δ13 tanh τ3)− ρ12ψ¯(1)ψ¯(2) + ρ13ψ¯(1)ψ¯(3) − ρ23ψ¯(2)ψ¯(3), (4.11)
ψ¯3 = χ1ψ¯
(1) + χ2ψ¯
(2) + χ3ψ¯
(3) + χ4(ψ¯
(1)ψ¯(2)ψ¯(3)), (4.12)
ψ3 = µ1ψ
(1) + µ2ψ
(2) + µ3ψ
(3) + µ4(ψ
(1)ψ(2)ψ(3)), (4.13)
where for convenience we have defined τ3 = (ϕ
(1,2)−ϕ(2,3))/2, and the expressions for ρij , χi
and µi are explicitly given in the appendix A.
5 Classical analysis of the solutions in the half line
5.1 One-soliton solution
In contrast with the sine-Gordon model which has a degenerated vacuum, the sinh-Gordon
counterpart has only one vacuum which satisfy
lim
x→−∞
φ(x, t) = 0. (5.1)
Let us consider a ground state realized by a static bulk one-soliton (σ1 = 1) for x < 0 with
the following form,
φ(x) = 2Arctanh[a e2x]. (5.2)
Then, the boundary condition (3.27) determines the parameter a in terms of the boundary
parameters σ and k0 as follows,
a =
[
tanh
(η
2
)
tanh
(
k0
2
)]∓1
, (5.3)
where we have defined σ = e−η and the power ∓1 depends on the signal of the term
| sinh k0 sinh η|. We can notice that this result has already been found for the case of sine-
Gordon [27], where the authors studied the bound state spectrum of the model with the
integrable boundary condition.
Now consider the static bulk one-soliton solution for the fermionic fields,
ψ¯(x) =
[
2 b e2x
1− a2e4x
]
ǫ, ψ(x) = ψ¯(x), (5.4)
where ǫ is the Grassmannian parameter. From the boundary condition (3.28) we immediately
get,
b = 0, or h(φ) =
√
σ cosh
(
φ1 + k0
2
)
+
1√
σ
cosh
(
φ1 − k0
2
)
= 0, (5.5)
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which implies that,
b = 0, or a =
[
tanh
(η
2
)
tanh
(
k0
2
)]−1
. (5.6)
The first contraint reduces the problem to the purely bosonic case. From the second con-
straint, we can note that the boundary conditions coming from the fermionic part are re-
moving the ambiguity of the power and determining completely the relation between the
parameter a and the boundary parameter σ and k0. In other words, this ambiguity is solved
with the use of the discrete (duality) symmetry for the fermionic fields. However, as in the
bulk sinh-Gordon model the energy for the one-soliton solution does not change because of
any fermionic contribution.
5.2 Breather Solutions
The breather solution is obtained by taking a two-soliton solution with the appropriate choice
of the parameters. Let us consider the bosonic part of the two-soliton solution
ϕ(1,2) = 2Arctanh
[(
σ1 + σ2
σ1 − σ2
)
a1e
Γ1 − a2eΓ2
1− a1a2eΓ1+Γ2
]
, (5.7)
where Γi =
(
σi + σ
−1
i
)
x +
(
σi − σ−1i
)
t. An appropriate choice of the parameters is the
following,
σ1 = e
iζ , σ∗2 = σ1, a1 = −ieα1 , a2 = a∗1. (5.8)
From these, we get Γ∗1 = Γ2, with
Γ1 = κx+ iωt, κ = 2 cos ζ, ω = 2 sin ζ, −π
2
≤ ζ ≤ π
2
. (5.9)
Then, we found the following form for the breather solution,
ϕ(1,2) = 2Arctanh
[√
4− ω2
ω
cosωt
sinh(κx+ α1)
]
. (5.10)
Notice that it can also be rewritten as,
ϕ(1,2) = ln
[
1− e4x cos ζ+2α1 − 2eα1
tan ζ
cos(2t sin ζ)e2x cos ζ
1− e4x cos ζ+2α1 + 2eα1
tan ζ
cos(2t sin ζ)e2x cos ζ
]
. (5.11)
The form of the breather solution (5.11) has been already used for investigating the energy
spectrum of the boundary states [23]. Now, we will investigate the constraints that the
boundary condition impose over the parameter. So, for the bosonic part we have,
∂xϕ
(1,2)
∣∣
x=0
=
[
Λ+ sinhϕ
(1,2) + Λ− coshϕ
(1,2)
] ∣∣∣∣
x=0
, (5.12)
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with
Λ+ = −
(
σ +
1
σ
)
cosh k0, Λ− =
(
1
σ
− σ
)
sinh k0. (5.13)
By evaluating the breather solution (5.11) in the boundary condition (5.12), we found that
Λ− = 0, Λ+ = − 2 cos ζ
tanhα1
. (5.14)
From these constraints we immediately find that
cos ζ =
{ ±(cosh k0)(tanhα1), if σ = ±1,
(−1)n
2
(
σ + 1
σ
)
tanhα1, if k0 = inπ, n = 0, 1, 2, . . .
(5.15)
Now, we consider the fermionic contribution to the bosonic solution (4.4), namely f (1,2) given
in (4.7), which takes the following form
f (1,2) = − i e
2x cos ζ+α1 cos ζ cos (2t sin ζ)
[
cos (4t sin ζ) + cosh (4x cos ζ + 2α1)
]
[1− cosh (2α1 + 4x cos ζ)] + cos2 ζ [cos(4t sin ζ) + cosh (2α1 + 4x cos ζ)] . (5.16)
The boundary condition for this term of the solution (4.4) can be written as follows,
∂x
[
f (1,2)ψ¯(1)ψ¯(2)
]
x=0
= −
[(
σ cosh(ϕ(1,2) + k0) + σ
−1 cosh(ϕ(1,2) − k0)
)
f (1,2)ψ¯(1)ψ¯(2)
]
x=0
−
[
H(ϕ(1,2))
(
e−iζη(1,2)ξ(2,1) − eiζη(2,1)ξ(1,2))ψ¯(1)ψ¯(2)]
x=0
, (5.17)
where the form for the functions H(ϕ(1,2)), η(j,k) and ζ (j,k) are given in (3.30) and (4.9)
respectively. In addition, the ǫj-projection of the fermionic boundary condition (3.28) takes
the form
∂t
[ (
σ−1j η
(j,k) − ξ(j,k)) ψ¯(j)]
x=0
=
[1
2
H(ϕ(1,2)) ∂tϕ
(1,2)
(
σ−1j η
(j,k) − ξ(j,k)) ψ¯(j)
+h2(ϕ(1,2))
(
σ−1j η
(j,k) + ξ(j,k)
)
ψ¯(j)
]
x=0
, (5.18)
for j = 1, 2. From the conditions (5.17) and (5.18) we get additional constraints, namely
(i) If σ = +1, then k0 = (2n+1)iπ with n = 0, 1, ..., which implies that cos ζ = − tanhα1.
However, ζ = npi
2
does not satisfy the conditions (5.17) and (5.18), and therefore cos ζ
cannot take the values {0,±1}.
(ii) If σ = −1, then k0 = 2niπ with n = 0, 1, ..., which implies again that cos ζ = − tanhα1
and respectively ζ 6= npi
2
.
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Considering these results, the boundary breather at x = 0 can be written as follows,
ϕ(1,2)(0, t) = −2Arctanh [cos (2t sechα1)] , (5.19)
f (1,2)(0, t) = − i
2
eα1 tanhα1 cot(2t sechα1) csc(2t sechα1) (cosh 2α1 + cos(4t sechα1)) , (5.20)
ψ(1,2)(0, t) = −
[
ǫ1b1(e
α1 + i)
eα1(eα1 − i)
]
(1 + (eα1 − i) cot(2t sechα1)) csc(2t sechα1) (5.21)
−
[
ǫ2b2(e
α1 − i)
eα1(eα1 + i)
]
(1 + (eα1 + i) cot(2t sechα1)) csc(2t sechα1), (5.22)
ψ¯(1,2)(0, t) = − [ǫ1b1e−α1 ((eα1 + i) cot(2tsechα1)− 1) csc(2t sechα1)]
+
[
ǫ2b2e
−α1 ((eα1 − i) cot(2tsechα1)− 1) csc(2t sechα1)
]
. (5.23)
5.3 Method of Images: Bosonic part
In [9] the classical and semi-classical soliton reflection on the boundary at x = 0 for the
boundary sine-Gordon model were investigated by using the method of images [10]. To do
that, it is necessary to consider the three-soliton solution describing an incoming soliton, an
outgoing soliton and a stationary soliton at the origin, choosing the rapidity parameters as
follows,
σ1 = e
θ, σ2 = e
−θ, σ3 = 1, (5.24)
to construct the appropriate three-soliton solution as follows,
ϕ3(x, t) = 2Arctanh
[
N(x, t)
D(x, t)
]
, (5.25)
with
N(x, t) =
[
cosh θ
1− cosh θ
]
e2x cosh θ F (t)−
[
1
tanh2 θ
]
e2x−β − e2x(2 cosh θ+1)−(α+β), (5.26)
D(x, t) = 1 +
[
1
tanh2 θ
]
e4x cosh θ−α −
[
cosh θ
1− cosh θ
]
e2x(cosh θ+1)−β F (t). (5.27)
where we have defined
F (t) = e2t sinh θ−α1 + e−2t sinh θ−α2 , ai = e
−αi , α = α1 + α2, and β = α3. (5.28)
This solution describes an incoming right-moving soliton at t → −∞ and an outgoing
soliton at t → ∞. To see that explicitly, we take x → −∞ and t → −∞ with the phase
2(x cosh θ + t sinh θ) fixed, leading to
ϕ3 −→ 2Arctanh
[(
cosh θ
1− cosh θ
)
e2(x cosh θ+t sinh θ)−α1
]
, (5.29)
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and when we take x→ −∞ and t→∞ we obtain,
ϕ3 −→ 2Arctanh
[(
cosh θ
1− cosh θ
)
e2(x cosh θ−t sinh θ)−α2
]
. (5.30)
Then, we have a reflected soliton with an opposite velocity and a phase delay α = α1 + α2
when t → ∞ . Now, this phase delay can be computed using the boundary condition. For
the three-soliton solution we can decompose the boundary condition (3.27) in four boundary
equations. The first one corresponds to the bosonic part, which can be written as
∂xϕ3 = −σ sinh(ϕ3 + k0)− 1
σ
sinh(ϕ3 − k0). (5.31)
Substituting (5.25) into (5.31), we get
[(∂xN)D −N(∂xD)]
∣∣
x=0
=
[
Λ+(ND) +
Λ−
2
(
N2 +D2
)] ∣∣∣∣
x=0
, (5.32)
with
Λ+ = −2 cosh η cosh k0, Λ− = 2 sinh η sinh k0. (5.33)
where σ = e−η. Then, the ansatz proposed in [9] is used to solve the equation (5.32), namely
∂xN
∣∣
x=0
= [c1N + c2D]
∣∣
x=0
,
∂xD
∣∣
x=0
= [c3N + c4D]
∣∣
x=0
. (5.34)
From this we find that c2 = −c3 = Λ−2 , and c1 − c4 = Λ+. By computing each constants ci,
we obtain
cosh η cosh k0 = − cosh θ
[
1− coth2 ( θ
2
)
e−α + coth2
(
θ
2
)
e−2β
(
1− e−α tanh2 ( θ
2
))
1 + coth2
(
θ
2
)
e−α − coth2 ( θ
2
)
e−2β
(
1 + e−α tanh2
(
θ
2
))
]
, (5.35)
sinh η sinh k0 =
2 e−β (1 + cosh θ) (1− e−α)
1 + coth2
(
θ
2
)
e−α − coth2 (θ
2
)
e−2β
(
1 + e−α tanh2
(
θ
2
)) . (5.36)
From the above relations we can find that the “position” parameter of the stationary soliton
is given by
cosh β =
1− cosh η cosh k0
sinh η sinh k0
. (5.37)
Then,
sinh β = ±
[
cosh k0 − cosh η
sinh η sinh k0
]
, and e−β = −
[
tanh
(
k0
2
)
tanh
(
η
2
)
]±1
≡ a±13 . (5.38)
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Using the above results we find that the phase delay α can be written as follows,
α = ln
[(
tanh2
(
θ
2
)− tanh2 (η
2
)) (
1− tanh2 ( θ
2
)
tanh2
(
k0
2
))(
tanh2
(
θ
2
)− tanh2 (k0
2
)) (
1− tanh2 (θ
2
)
tanh2
(
η
2
))
]±1
= ln
[
tanh
(
θ+η
2
)
tanh
(
θ−η
2
)
tanh
(
θ+k0
2
)
tanh
(
θ−k0
2
)
]±1
= ln
[
(cosh k0 + cosh θ)(cosh η − cosh θ)
(cosh k0 − cosh θ)(cosh η + cosh θ)
]±1
. (5.39)
As it was noticed in [9], the ±1 power comes by solving a quadratic equation in (5.36), or
equivalently in our case, from solving the square root to find sinh β. In addtion, the argument
of the logarithm in (5.39) is positive only in the cases when θ > k0 and θ > η, or θ < k0 and
θ < η. Then, there is a forbidden domain for the rapidity θ consisting of all the values in
the interval between η and k0.
Finally, it is worth discussing boundary breathers. To do that, it is convenient to choose
the parameters in following way,
σ1 = e
iζ , σ∗2 = σ1, σ3 = 1, a1 = −ieα1 , a2 = a∗1, a3 = e−β, (5.40)
which implies again,
Γ1 = Γ
∗
2 = κx+ iωt, Γ3 = 2x, κ = 2 cos ζ, ω = 2 sin ζ, −
π
2
≤ ζ ≤ π
2
. (5.41)
By substituting in the bosonic three-soliton solution we get the following form for the
breather solution,
ϕB=2Arctanh
[
2κeα1+κx sinωt+ e2x coth
(
η
2
)
tanh
(
k0
2
)
((κ− 2)e2(α1+κx) + (κ + 2))
2κ coth
(
η
2
)
tanh
(
k0
2
)
eα1+(κ+2)x sinωt+ (κ+ 2)e2(α1+κx) + (κ− 2)
]
, (5.42)
where,
α1 =
1
2
ln
[
(cosh k0 − cos ζ)(cosh η + cos ζ)
(cosh k0 + cos ζ)(cosh η − cos ζ)
]
, (5.43)
for −pi
2
< ζ < iη < pi
2
. In the limit ζ → iη, we obtain the ground state configuration (5.2),
namely
ϕB → 2Arctanh
[
e2x tanh
(η
2
)
tanh
(
k0
2
)]
. (5.44)
5.4 Method of Images: Fermionic part
Now, we study the fermionic part of the three-soliton solution. Let us first describe the
situation with an ingoing and outgoing solitons where the fermionic parameters satisfy in
particular that ǫ1 = ǫ2 = ǫ without loss of generality, and a stationary soliton at the origin
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described by the Grassmannian parameter ǫ3 being independent of the incoming and outgoing
solitons. From the ǫ3-component of eq. (3.27) we obtain,
b3
[
∂t
(
µ3 − χ3
h(ϕ3)
)
− h(ϕ3) (µ3 + χ3)
]
= 0. (5.45)
In the case of b3 6= 0, the above relation give us the following constraints on the parameter,
k0 = ±η =⇒ a3 = ±1, (a1a2) = 1, (5.46)
but it is inconsistent with the fermionic part of the stationary soliton solution, namely
ψ¯(3) = 2ǫ3
(
b3
a3
)
(a3e
2x)
1− (a3e2x)2
∣∣∣
x=0, a3=±1
−→∞. (5.47)
and also with the bosonic solution,
ϕ3(0, t) = 2Arctanh
[ (
cosh θ
1−cosh θ
)
F (t)− a3(1 + coth2
(
θ
2
)
)(
1 + coth2
(
θ
2
))− ( cosh θ
1−cosh θ
)
a3 F (t)
]
a3=±1
−→ ∓∞. (5.48)
Then, a possible solution consistent with the bosonic boundary condition ϕ3
∣∣
x=0
= k0, re-
quires that b3 = 0. It remains to determine the relation between the ingoing and outgoing
soliton parameters b1 and b2. Then, the three-soliton solution take the following form,
ψ3 = ǫ
(
µ1ψ
(1) + µ2ψ
(2)
)
, (5.49)
ψ¯3 = ǫ
(
χ1ψ¯
(1) + χ2ψ¯
(2)
)
. (5.50)
where the functions µk and χk are given in the appendix A. Taking the ǫ-projection of the
eq. (3.28), we find the equation
∂t
(
ψ3 − ψ¯3
h(ϕ3)
)
− h(ϕ3)
(
ψ3 + ψ¯3
)
= 0. (5.51)
Then after a long computation we find the following relation holds,(
b2
a2
)
= −e−θ
(
b1
a1
)
. (5.52)
This relation reflects the symmetry used to derive the fermionic boundary potential, i.e.
ψ2(x, t)→ −ψ1(−x, t), and remembering that,
ψ¯(k) = σkψ
(k) = eθk ψ(k). (5.53)
Now, let us consider a different situation where ǫ1 6= ǫ2 but ǫ3 = ν1ǫ1 + ν2ǫ2, where
{νk}k=1,2 are real arbitrary constants. Then, taking the ǫk-projection of (3.28), namely
∂t
[
ψ¯(k)
(
µk
σk
− χk
)
+ ψ¯(3) (ckµ3 − χ3)
]
=
[
H(ϕ3)(∂tϕ3)(µk − σkχk) + 2h2(ϕ3)(µk + σkχk)
2σk
]
ψ¯(k)
+
[
H(ϕ3)(∂tϕ3)(ckµ3 − χ3) + 2h2(ϕ3)(ckµ3 + χ3)
2
]
ψ¯(3),
(5.54)
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where k = 1, 2, we find that ν1 = ν2 = 1 and the fermionic parameters of the stationary
soliton satisfy the following relations,(
b+3
a+3
)
=
[
cosh θ + cosh η
(1 + eθ)(1 + cosh η)
](
b1
a1
)
, or (5.55)(
b−3
a−3
)
=
[
cosh θ + cosh k0
(1 + eθ)(1 + cosh k0)
](
b1
a1
)
, (5.56)
and (
b+3
a+3
)
=
[
eθ (cosh θ + cosh η)
(1 + eθ)(1 + cosh η)
](
b2
a2
)
, or (5.57)(
b−3
a−3
)
=
[
eθ (cosh θ + cosh k0)
(1 + eθ)(1 + cosh k0)
](
b2
a2
)
, (5.58)
which imply that the following relation between the amplitudes of the ingoing and outgoing
soliton parameters is always satisfied,(
b2
a2
)
= e−θ
(
b1
a1
)
. (5.59)
Finally, it is worth examining what form the fermionic part of the solution takes when we
are considering boundary breathers on the half-line. To do that in the present setting, it is
natural to set ǫ1 = ǫ2, and considering the choice of parameters in (5.40) for the bosonic part
and the relation (5.52), we find that b2 = e
−iζ b1. Now, the “fermionic boundary breathers”
take the following form,
ψ3 = ǫ1b1
[
u0(x) + u1(x) cos(ωt) + u−1(x) sin(ωt) + u2(x) cos(2ωt)
v0(x) + v1(x) sin(ωt) + v2(x) cos(2ωt)
]
, (5.60)
ψ¯3 = −ǫ1b1
[
u0(x)− u1(x) cos(ωt) + u−1(x) sin(ωt) + u2(x) cos(2ωt)
v0(x) + v1(x) sin(ωt) + v2(x) cos(2ωt)
]
, (5.61)
where the x-dependent coefficients are listed down,
u0(x) = −96 i e(α1+β) e2iζ cos2 ζ e2(κx+1), (5.62)
u1(x) = −4ieκx eiζ sin(2ζ)
[
e4x
(
(1 + eiζ)2 + (1− eiζ)2e2(κx+α1))
− e2β((1− eiζ)2 + (1 + eiζ)2e2(κx+α1))] , (5.63)
u−1(x) = 4i e
κx cos ζ
[
e4x
(
(1 + eiζ)4 − (1− eiζ)4e2(κx+α1))
−e2β((1− eiζ)4 − (1 + eiζ)4e2(κx+α1))] , (5.64)
u2(x) = 32 i e
α1+β e2iζ cos2 ζ e2(κ+1)x, (5.65)
v0(x) = (e
iζ − 1) [e2β((eiζ − 1)4 + e4(κx+α1)(1 + eiζ)4 − 8e2iζ e2(κx+α1))
−e4x((1 + eiζ)4 + e4(xκ+α1)(eiζ − 1)4 − 8e2iζ e2(κx+α1))] , (5.66)
v1(x) = −64 eβ e2iζ(eiζ − 1) cos ζ e2((κ+1)x+α1) sinh(κx+ α1), (5.67)
v2(x) = −8 e2iζ(eiζ − 1) cos2 ζ e2(κx+α1)(e4x − e2β). (5.68)
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6 Conclusions
In this paper, we have investigated the necessary conditions satisfied by the boundary pa-
rameters to preserve both integrability and supersymmetry of N = 1 SShG model in the
half line, by applying a limiting procedure to its corresponding defect theory.
The three-soliton solution for N = 1 SShG model has been constructed by employing
the Ba¨cklund transformation, and then used to perform a classical analysis in the half line.
Explicit expressions for boundary breathers solutions have been presented as well as the
relations satisfied by the respective boundary parameters.
It would be interesting to derive the three-soliton solutions for N = 2 SShG model by
extending the procedure proposed in [28], in order to investigate the model on a half line.
This problem will be addressed in future developments.
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A Three-soliton solution
The three-soliton solution Φ3 ≡ Φ(1,2,3) for the N = 1 SShG can be constructed as indicated
in the Bianchi diagram,
Φ(1)
Φ0 Φ(1,2)
Φ(2) Φ(1,2,3)
Φ0 Φ(2,3)
Φ(3)
❍
❍
❍
❍
❍❥
σ2, F
(1,2)
(1)
✟
✟
✟
✟
✟✟✯σ1, F
(1)
(0)
❍
❍
❍
❍
❍❍❥
σ2, F
(2)
(0) ❍
❍
❍
❍❥
σ3, F
(1,2,3)
(1,2)
✟
✟
✟
✟
✟✯
σ1, F
(1,2)
(2)
❍
❍
❍
❍
❍❥σ3, F
(2,3)
(2)✟
✟
✟
✟
✟✟✯σ2, F
(2)
(0)
❍
❍
❍
❍
❍❍❥σ3, F
(3)
(0)
✟
✟
✟
✟✯
σ1, F
(1,2,3)
(2,3)
✟
✟
✟
✟
✟✯
σ2, F
(2,3)
(3)
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by using appropriately the Ba¨cklund transformations,
Dz¯(Φ0 − Φ) = −
√
2σ F cosh
(
Φ0 + Φ
2
)
, (A.2)
Dz(Φ0 + Φ) = i
√
2
σ
F cosh
(
Φ0 − Φ
2
)
, (A.3)
Dz¯F =
√
2σ sinh
(
Φ0 + Φ
2
)
, (A.4)
DzF = i
√
2
σ
sinh
(
Φ0 − Φ
2
)
, (A.5)
where F is an auxiliary fermionic superfield, σ the Ba¨cklund parameter, and the superderiva-
tives given by
Dz¯ =
∂
∂θ1
+ θ1∂z¯, and Dz =
∂
∂θ2
+ θ2∂z . (A.6)
Here, we have used the light-cone coordinates z = x − t, z¯ = x + t, ∂z¯ = 12 (∂x + ∂t) and
∂z =
1
2
(∂x − ∂t). Then, the equations of motion (2.7) can be written in the superfield
notation as,
Dz¯DzΦ = i sinhΦ. (A.7)
So starting from the vacuum configuration Φ0 = 0, the three-soliton solution Φ3 can be
written in components is the following form,
φ3 = φ
(2) + 2Arctanh [δ13 tanh τ3]− ρ12ψ¯(1)ψ¯(2) + ρ13ψ¯(1)ψ¯(3) − ρ23ψ¯(2)ψ¯(3), (A.8)
ψ¯3 = χ1ψ¯
(1) + χ2ψ¯
(2) + χ3ψ¯
(3) + χ4(ψ¯
(1)ψ¯(2)ψ¯(3)), (A.9)
ψ3 = µ1ψ
(1) + µ2ψ
(2) + µ3ψ
(3) + µ4(ψ
(1)ψ(2)ψ(3)), (A.10)
where we have defined τ3 = (ϕ
(1,2) − ϕ(2,3))/2, and by introducing λ±1 = (φ(2) ± ϕ(1,2))/2 and
λ±2 = (φ
(2) ± ϕ(2,3))/2, we get
ρ12 =
[
ξ(1,2)(ξ(2,3) − 1) sech λ+1 sech λ+2
4
√
σ1σ3
] [
A13 sinh τ3
B13 − sinh2 τ3
]
+
[
δ13 sech
2τ3 f
(1,2)
1− δ213 tanh2 τ3
]
(A.11)
ρ13 = −
[
ξ(1,2)ξ(3,2) sech λ+1 sech λ
+
2
4
√
σ1σ3
][
A13 sinh τ3
B13 − sinh2 τ3
]
(A.12)
ρ23 =
[
ξ(3,2)(ξ(2,1) − 1) sech λ+1 sech λ+2
4
√
σ1σ3
] [
A13 sinh τ3
B13 − sinh2 τ3
]
−
[
δ13 sech
2τ3 f
(2,3)
1− δ213 tanh2 τ3
]
, (A.13)
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χ1 =
{[√
σ3
σ1
sinhλ+2 sech λ
+
1
2
] [
A13 sinh τ3
B13 − sinh2 τ3
]
+
δ13 sech
2τ3
1− δ213 tanh2 τ3
}
ξ(1,2), (A.14)
χ2 = 1− δ13 sech
2τ3
1− δ213 tanh2 τ3
(
ξ(2,3) − ξ(2,1)
)
− 1
2
√
σ3
σ1
[
A13 sinh τ3
B13 − sinh2 τ3
]
sinhλ+2 sech λ
+
1
(
1− ξ(2,1))
+
1
2
√
σ1
σ3
[
A13 sinh τ3
B13 − sinh2 τ3
]
sinhλ+1 sechλ
+
2
(
1− ξ(2,3)) (A.15)
χ3 = −
{[√
σ1
σ3
sinhλ+1 sechλ
+
2
2
] [
A13 sinh τ3
B13 − sinh2 τ3
]
+
δ13 sech
2τ3
1− δ213 tanh2 τ3
}
ξ(3,2) (A.16)
χ4 =
[
1
4
√
σ1
σ3
A13sech λ
+
2
B13 − sinh2 τ3
][
B13 sinh(λ
+
1 + τ3) + sinh
2 τ3 sinh(λ
+
1 − τ3)(
B13 − sinh2 τ3
)
] (
ξ(3,2)f (1,2)
)
+
[
1
4
√
σ3
σ1
A13 sechλ
+
1
B13 − sinh2 τ3
][
B13 sinh(λ
+
2 − τ3) + sinh2 τ3 sinh(λ+2 + τ3)(
B13 − sinh2 τ3
)
](
ξ(1,2)f (2,3)
)
−
[
δ13
(
1− δ213
)
tanhτ3 sech
2τ3(
1− δ213 tanh2 τ3
)2
](
ξ(1,2)f (2,3) + ξ(3,2)f (1,2)
)
(A.17)
µ1 =
{[√
σ1
σ3
sinhλ−2 sechλ
−
1
2
] [
A13 sinh τ3
B13 − sinh2 τ3
]
+
δ13 sech
2τ3
1− δ213 tanh2 τ3
}
η(1,2), (A.18)
µ2 = 1− δ13sech
2τ3
1− δ213 tanh2 τ3
(
η(2,3) − η(2,1))− [√σ3
σ1
sinhλ−1 sech λ
−
2
2
] [
A13 sinh τ3
B13 − sinh2 τ3
] (
1 + η(2,3)
)
+
[√
σ1
σ3
sinhλ−2 sechλ
−
1
2
] [
A13 sinh τ3
B13 − sinh2 τ3
] (
1− η(1,2)2
)
(A.19)
µ3 = −
{[√
σ3
σ1
sinhλ−1 sech λ
−
2
2
] [
A13 sinh τ3
B13 − sinh2 τ3
]
+
δ13 sech
2τ3
1− δ213 tanh2 τ3
}
η(3,2), (A.20)
µ4 =
[
1
4
√
σ3
σ1
A13sech λ
−
2
B13 − sinh2 τ3
][
B13 sinh(λ
−
1 − τ3) + sinh2 τ3 sinh(λ−1 + τ3)(
B13 − sinh2 τ3
)
] (
η(3,2)f (1,2)
)
−
[
1
4
√
σ1
σ3
A13 sechλ
−
1
B13 − sinh2 τ3
][
B13 sinh(λ
−
2 + τ3) + sinh
2 τ3 sinh(λ
−
2 − τ3)(
B13 − sinh2 τ3
)
] (
η(1,2)f (2,3)
)
−
[
δ13
(
1− δ213
)
tanhτ3 sech
2τ3(
1− δ213 tanh2 τ3
)2
] (
η(1,2)f (2,3) + η(3,2)f (1,2)
)
. (A.21)
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