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Abstract
7
Gabor filtering is a widely adopted technique for texture analysis. The design of a Gabor filter bank is a complex task. In texture classification,
in particular, Gabor filters show a strong dependence on a certain number of parameters, the values of which may significantly affect the outcome9
of the classification procedures. Many different approaches to Gabor filter design, based on mathematical and physiological consideration, are
documented in literature. However, the effect of each parameter, as well as the effects of their interaction, remain unclear. The overall aim11
of this work is to investigate the effects of Gabor filter parameters on texture classification. An extensive experimental campaign has been
conducted. The outcomes of the experimental activity show a significant dependence of the percentage of correct classification on the smoothing13
parameter of the Gabor filters. On the contrary, the correlation between the number of frequencies and orientations used to define a filter bank
and the percentage of correct classification appeared to be poor.15
 2007 Published by Elsevier Ltd on behalf of Pattern Recognition Society.
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1. Introduction19
Texture classification is a topic where scientific interest is
currently high. Among the various techniques which have been21
proposed, Gabor filtering has emerged as one of the leading
approaches. The capability of texture discrimination of Gabor23
functions seems to be related both to their optimal joint reso-
lution in space and frequency, and to their aptitude of model-25
ing the response of cortical cells (simple cells) devoted to the
processing of visual signals. The link between Gabor functions27
and the visual system of mammals has been investigated and
discussed by various authors. Daugman [1] found that in the29
cat, the behavior of simple cells could be conveniently modeled
with Gabor functions. The experiments performed by Hubel31
and Wiesel [2] demonstrated that, again in the cat, the sim-
ple cells were characterized by a spatial-angular bandwidth of33
about 30◦. Pollen and Ronner [3] suggested that the frequency
bandwidth of simple cells is approximately one octave. Other35
authors found different frequency bandwidths, ranging from 0.5
to 2.5 octaves, clustering around 1.2 and 1.5 [4].
∗ Corresponding author. Tel.: +39 755853706; fax: +39 755853703.
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Although Gabor filters are widely adopted, they suffer from 37
certain limitations, mainly because they depend on various para-
meters that need to be set properly. This problem, sometimes re- 39
ferred to as filter bank design, involves the selection of a suitable
number of filters at different orientations and frequencies. In 41
addition, as detailed later, the smoothing parameters may play
and important role, and should be chosen carefully. For such 43
reasons the design of a Gabor filter bank, sometimes, resembles
to somewhat esoteric, and it is possible to find, in literature, 45
many different approaches. Literature survey, in fact, shows that
Gabor filters are implemented in various ways, with different 47
values of filter parameters, resulting in different filter banks. A
comparison of the filter banks proposed and discussed in liter- 49
ature is difficult, since the classification procedures are applied
to different groups of textures, making the results not compara- 51
ble. To the best of our knowledge only one work [5] compares
the performance of different Gabor filters on image retrieval, 53
taking into account the total number of frequencies and orienta-
tion of the filter bank. However, the significance of the parame- 55
ters is not clarified, nor the effects of the smoothing parameters
and of the frequency sampling are taken into account. 57
The main objective of this paper is a systematic evaluation of
the effects of Gabor filter parameters on texture classification. 59
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In particular we want to investigate the following aspects:
1
• among the parameters that come into play in Gabor filter
design, identify those with significant effects on texture dis-3
crimination and
• evaluate the effect of the significant parameters on texture5
classification.
To pursue these results we adopted an approach based on design7
of experiments. To the best of our knowledge such analysis has
not been conducted so far.9
The effects of rotation and/or scale variance are beyond the
scope of this paper. Further investigation would be necessary to11
extend the conclusions presented here to textures with varying
orientations and/or scales.13
2. Theoretical aspects and related research
A two-dimensional Gabor filter consists of a sinusoidal wave15
modulated by a Gaussian envelope. It performs a localized and
oriented frequency analysis of a two-dimensional signal. The17
formulation in the spatial domain is the following [6]:
(x, y) = F
2

e−F 2[(x′/)2+(y′/)2]ei2Fx′ , (1)19
with:
x′ = x cos  + y sen ,
y′ = −x sen  + y cos , (2)21
where F is the central frequency of the filter,  is the angle
between the direction of the sinusoidal wave and the x-axis23
of the spatial domain,  and  the standard deviations of the
Gaussian envelope, respectively, in the direction of the wave and25
orthogonal to it. These last two parameters (sometimes referred
to as the smoothing parameters) represent the shape factor of the27
Gaussian surface: they determine the greater or less selectivity
of the filter in the spatial domain. In the above formulation it29
is assumed that the angle between the wave direction and the
axis of the Gaussian envelope is zero.31
In the frequency domain the Gabor filter can be written as
follows:33
(u, v) = e−2/F 2[2(u′−F)2+2v′2], (3)
with35
u′ = u cos  + v sen ,
v′ = −u sen  + v cos . (4)
The design of a filter bank consists in the selection of a proper37
set of values for the filter parameters: F, ,  and . The possible
combinations of the various parameters determine how the filter39
bank analyzes the spatial and frequency domain.
During the last years various authors proposed and discussed41
different filter banks for various applications. It is widely ac-
cepted that the Gabor filter parameters that most influence43
Table 1
Review of some Gabor filter banks proposed in literature
nF nO FM
Turner (1986) [8] 4 4 1/4
Jain and Farrokhnia (1991) [9] 7 4
√
2/4
Manjunath and Ma (1996) [10] 4 6 0.4
Jain et al. (1997) [11] 5 4
√
2/4
Kruizinga and Petkov (1999) [12] 3 8 1/5.47
Rubner (1999) [13] 4 6 0.3
Li and Shawe-Taylor (2004) [14] 4–6 4–6 0.4
Clausi and Deng (2005) [15] 4 4
√
2/4














Fig. 1. Filter bank with half-peak magnitude iso-curves touching each other.
texture classification accuracy are: the central frequency of the
filter at the highest frequency (FM ), the total number of fre- 45
quencies (nF ) and the total number of orientations (nO ). It
is commonly assumed that the ratio between the central fre- 47
quency of the filter at frequency (Fn) and that of the filter at the
next lower frequency (Fn−1) (here referred to as the frequency 49
ratio Fr = Fn/Fn−1) is constant. Sometimes this parameter
is referred to as the frequency progression [7]. Another com- 51
mon assumption is that the angular spacing among the filters is
uniform. 53
Table 1summarizes some parameter values adopted in litera-
ture. The number of frequencies ranges from 3 to 7, the number 55
of orientations from 4 to 8. The central frequency of the filter
at the highest frequency is usually chosen to maintain the filter 57
response inside the region delimited by the Nyquist frequency
(0.5). The most commonly adopted values are
√
2/4 and 0.4. 59
The frequency values are here expressed in pixels−1.
Most authors adopted the octave interval as frequency ratio 61
[8–12,15], resulting in what it is called dyadic decomposition
of the frequency domain [16]. Different values, however, have 63
also been adopted, such as in Ref. [12], where the half-octave
interval is adopted. 65
Another common practice is to select the smoothing param-
eters in order that the half-peak magnitude iso-curves of the 67
filter bank touch each other in the frequency plane (Fig. 1).
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Fig. 2. Filter bank with a certain degree of overlapping.
The effect of this design choice is the minimization of the su-1
perposition between adjacent filters (as a comparison Fig. 2
shows a filter bank with a certain degree of superposition). It3
is believed that minimizing the superposition (and hence non-
orthogonality) between the various filters of the bank would5
have beneficial effect on texture discrimination [10]. This as-
sumption, however, is not supported by experimental evidence,7
since the approach of minimizing superposition has not been
compared with others. Moreover it has been shown [17] that9
orthogonal wavelet transforms suffer from lack of translation
invariance, making the content of wavelet sub-bands unstable11
under translation of the input signal. This may have negative
results on texture discrimination.13
The smoothing parameters  and  usually received less at-
tention in literature. Based on physiological outcomes, it is be-15
lieved that a / ratio () of approximately 23 would improve
texture discrimination [8]. Nevertheless the data available in17
literature do not permit any comparison among the effects of
different values of the smoothing parameters on texture dis-19
crimination.
Literature review suggests that, in general, the selection of21
a suitable set of parameters for Gabor filtering has been dealt
with in various ways, and a comprehensive approach has not23
come out yet. What remains unclear, in particular, is the effect
of the Gabor filter parameters on texture classification.25
3. Experimental activity
An experimental campaign has been conducted in order to27
investigate the effects of Gabor filter parameters on texture
classification. Eighty different textures have been used, 40 of29
them have been taken from the Outex database [18] and 40
from the Brodatz album [19].31
The textures have been divided into eight different groups,
as shown in Tables 2–4. Following what suggested by other33
authors [14], aiming at preparing a challenging data set, the
textures of each group have been chosen in order to have, in35
each group, similar and different textures. Each texture has
Table 2
Textures used in the experimental activity (groups 1–3)
been divided into 16 non-overlapping sub-images of dimension 37
128 × 128 pixels, resulting in 160 images for each group.1
We use different experimental data sets in order to evaluate 39
the significance of the filter parameters on classification accu-
racy through the analysis of variance, which requires the output 41
variable (the success rate) to be computed over different exper-
imental groups. If we had grouped all the textures together, we 43
would have get only a single value of the success rate for each
combination of the filter parameters, making it difficult to draw 45
meaningful conclusions from the experiment.
The experimental activity has been focused on the analysis 47
of the effects of Gabor filter parameters on the percentage of
textures correctly classified. To accomplish this task a facto- 49
rial design has been adopted, as described in Section 3.2. The
texture classification approach is described here below. 51
3.1. Texture classification
Texture classification follows a typical procedure, which in- 53
volves the definition of a feature space, the choice of a distance
1 The images used in the experimental activity can be downloaded at
the following URL: http://dismac.dii.unipg.it/bianco/download/public/Texture
Classification/.















Textures used in the experimental activity (groups 4–6)
measure in the feature space and the adoption of a suitable1
classification method.
3.1.1. Feature representation3
Feature extraction follows an approach commonly adopted
in literature [10,14,20,21]. Given an input image I (w, h) of5
dimensions W ·H and a bank of digital Gabor filters Gij (w, h)
with i ∈ {1, . . . , nF } and j ∈ {1, . . . , nO}, the Gabor transform7
of the input image is computed for each filter of the bank as
follows:9





I (a, b)Ḡij (w − a, h − b), (5)
where ¯ denotes the complex conjugate.11
In order to eliminate the bias related to different illumination
[22], we adopted here an implementation of Gabor filters which13
permits normalization for illumination invariance, as described
in Ref. [6].15
The mean ij and the standard deviation 	ij of the magnitude









|Tij (w, h)|, (6)
19
Table 4








(|Tij (w, h)| − ij )2. (7)
The feature vector V is then constructed as follows: 21
V = (11, 	11, . . . , 1nO , 	1nO , 21, 	21, . . . , nF nO , 	nF nO ).
(8)
3.1.2. Distance measure 23
Different types of distances to compare color and texture
have been proposed and discussed in literature [23]. In a previ- 25
ous work [24] the authors compared the performance of the fol-
lowing distances: L1, L2, Euclidean, standardized‘ Euclidean, 27
cosine and correlation. The results were suggestive of a bet-
ter response of the standardized Euclidean with respect to the 29
others. Based on these results we adopted the standardized Eu-
clidean distance to compare textures in the feature space, which 31
is defined as follows:









where 	i is the standard deviation of the ith dimension over the
entire database and p the length of the feature vector, which, 35
in this case, is equal to 2nF nO .
3.1.3. Classification procedure and comparison of classifiers 37
The classification procedure is based on the k-nn algorithm,
with k = 1 (nearest neighbor classification). Comparison of 39
classifiers resulting from different filter banks is based on the
split-sample approach [25]. For each texture group, one-half 41
of the images is used as training and the other half as test.
The percentage of success is computed as the ratio between the 43
number of images of the test group that have been correctly
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classified and the total number of images of the test group. The1
classification is repeated 100 times for each group: each time the
images are assigned to the train and test group randomly. The3
resulting mean percentage of correct classification is computed
as the average value over the 100 problems. The way the images5
are assigned to the test and train group over the 100 problems
is the same for all the eight groups of textures.7
3.2. Design of experiments
A set of experiments has been designed in order to evaluate9
the effects of the filters parameters on the percentage of correct
classification. In order to draw meaningful conclusions from the11
results, a statistical design of experiments approach [26] was
adopted, based on the use of factorial designs. With factorial13
designs all the possible combinations of the levels of the factors
are investigated. As specified below, five parameters have been15
considered here as design factors, while the response variable
is represented by the percentage of correct classification.17
3.2.1. Design factors
The design of a Gabor filter bank consists, in general, in the19
selection, for each filter, of the proper values of the following
parameters: central frequency, orientation,  and . In this work,21
as in the majority of the approaches described in literature, we
adopted the following assumptions:
23
• the angular displacement of two adjacent filters is constant
(uniform separation in orientation) and25
• the frequency ratio of two adjacent filters is constant.
According to these assumptions, a Gabor filter bank is fully27
determined once the following parameters have been set: the
central frequency of the filter at the highest frequency (FM ),29
the total number of frequencies (nF ), the frequency ratio (Fr ),
the total number of orientations (nO ) and the values of the31
smoothing parameters ( and ).
In order to choose the proper value for the central frequency33
of the filter at the highest frequency, we adopted two different
approaches, resulting in two different groups of experiments:35
in the first case (option 1), in compliance with what suggested
by several authors (Table 1), we set the fixed value of FM =37 √
2/4 as the same for all the filter banks; in the second one
(option 2) the value of FM is indirectly computed given the39
value of :
FM = 
2( + (√ln 2/)) . (10)41
This last formula makes the half-peak magnitude iso-curve of
the filter at the highest frequency touch the value of 12 (Nyquist43
frequency), as explained in Appendix C.
Given the value of FM , the values of nF , nO ,  and  have45
been factorized in a mixed full factorial design as shown in
Table 5.Such factorial design results in 162 Gabor filter banks,47
which have been applied to the eight texture groups, giving 1296
classification tasks (2592 in total, considering the two different49
Table 5
Factorial design
Parameter Symbol Levels Values
Frequency ratio Fr 2
√
2, 2
Number of frequencies nF 3 4, 5, 6
Number of orientations nO 3 4, 6, 8
Eta  3 0.5, 1.0, 1.5
Gamma  3 0.5, 1.0, 1.5
Table 6
Effect of the parameters (option 1).
Parameter Symbol P-value Significant
Frequency ratio Fr < 0.001 Yes
Number of frequencies nF 0.252 No
Number of orientations nO 0.281 No
Eta  < 0.001 Yes
Gamma  < 0.001 Yes
approaches adopted to compute FM ). The classification tasks
required around 300 h of computation on a laptop equipped 51
with AMD Athlon 1600 processor and 512 Mb RAM.
4. Evaluation of the results 53
4.1. Option 1
Table 6summarizes the analysis of variance over the re- 55
sponse, in terms of percentage of correct classification, over the
six groups of textures. The parameters which have significant 57
effects can be identified through the P-value [26]. The results
suggest that the significant parameters are: frequency ratio,  59
and .
4.1.1. Main effects 61
Fig. 3 shows the main effects of the parameters on the per-
centage of correct classification. It appears that the effects of 63
the number of frequencies and the number of orientations on the
percentage of correct classification are negligible. This in ac- 65
cordance with the outcomes of the analysis of variance, which
states these two parameters are not significant. 67
The main effect of the frequency ratio shows a significantly
better performance, on average, of the level 1 (Fr =
√
2, corre- 69
sponding to half-octave frequency spacing) in comparison with
the level 2 (octave frequency spacing). 71
The main effects of  and , shows that the percentage of
correct classification decreases as the level of the two param- 73
eters increases. The effect of  is stronger. In other words this
means that, in terms of main effects, the percentage of clas- 75
sification decreases as the values of  and  increase. Smaller
half-peak magnitude iso-curves of the filters (higher selectivity 77
in the frequency domain) results in a reduction of the percent-
age of correct classification.
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frequency Ratio nFreqs nOmts
eta gamma
1 2 3 1 2 3




































Main effects - option 1
Fig. 3. Main effects plot (option 1).
Interaction - option 1









































Fig. 4. Interaction plot (option 1).
4.1.2. Interaction1
Fig. 4 shows the interaction plot for first order interaction.
The results, in general, are not suggestive of strong interaction3
effects. A certain degree of interaction can be observed between
 and Fr (when  is at level 1, as Fr increases the response 5
increases; when  is at level 2 or 3, as Fr increases the response









































Effects of radial overlap - option 1
Fig. 5. Effects of radial overlapping (option 1).
decreases). A weak degree of interaction can be also observed1
between Fr and nF (when Fr is at level 1, as nF increases the
response increases; when Fr is at level 2, as nF increases the3
response decreases).
4.1.3. Effects of filters overlapping5
It is known that, being Gabor wavelets a non-orthogonal
basis, there is redundant information in the transformed images.7
A common approach in designing Gabor filter banks is to reduce
this redundancy by ensuring that the half-peak magnitude iso-9
curves of the filters responses touch each other [9,10,27,28].
However, it remains unclear whether this approach yields the11
highest success rate in texture classification, since, to the best
of our knowledge, comparative studies have not been published13
yet. It is also true that different frequency domain coverages,
with a certain degree of overlapping among the filters, have15
been adopted by other authors [12], with good results.
In the experimental activity carried out in this work we tried17
to investigate the correlation between filters overlapping and
the percentage of correct classification. In order to do this we19
introduced two parameters to quantify the overlapping of the
filters in frequency domain both in the radial and in the circum-21
ferential direction: radial overlapping (RO ) and circumferen-
tial overlapping (CO ). The definitions are given in Appendices23
A and B.
Fig. 5 shows the effects of radial overlap on percentage of25
correct classification. The filter banks have been divided into
three groups, according to radial superposition, such as that27
the number of filter banks is the same for each group. The
results show, that, on average, the group with the highest radial29
superposition value performs better both in terms of average
correct classification rate, and in terms of less variance.31
The effects of circumferential superposition are shown in
Fig. 6. As for radial superposition the filter banks have been33
divided with the criterion of same number for each group. In
this case the results do not suggest a strong correlation.35
4.2. Option 2
The analysis of variance and of the main and interaction ef-37




























Effects of circumferential overlap - option 1
Fig. 6. Effects of circumferential overlapping (option 1).
Table 7
Effect of the parameters (option 2)
Parameter Symbol P-value Significant
Frequency ratio Fr < 0.001 Yes
Number of frequencies nF 0.058 No
Number of orientations nO 0.101 No
Eta  < 0.001 Yes
Gamma  < 0.001 Yes
for option 1. Table 7 reports the analysis of variance over the 39
response, in terms of percentage of correct classification, over
the six groups of textures. As for option 1, the results show that 41
the significant parameters are: frequency ratio,  and .
The main effect plot (Fig. 7) and the interaction plot 43
(Fig. 8) show the same trends of the corresponding graphs
obtained for option 1. 45
The effects of radial (Fig. 9) and circumferential (Fig. 10)
overlapping appears to be the same as in option 1. 47
4.3. Comparison between options 1 and 2
Table 8 summarizes the results obtained using the two dif- 49
ferent design option for Gabor filtering, options 1 and 2. The
results show that the two options have comparable results in 51
terms of maximum percentage of correct classification, but op-
tion 2 provides a better response in terms of higher overall mean 53
percentage of success and less variance. The difference in the
response between the two options was statistically significant 55
(P < 0.001).
5. Discussion 57
The outcomes of the experimental activity are suggestive of
interesting considerations, which are summarized here below. 59
5.1. Significant parameters
From a statistical standpoint, the most significant parame- 61
ters are: the frequency ratio F and the smoothing parameters
 and .
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Main effects - option 1
Fig. 7. Main effects plot (option 2).
Interaction - option 2









































Fig. 8. Interaction plot (option 2).
The number of orientations did not show significant effects1
on the percentage of correct classification. A very little im-
provement can be appreciated as the number of orientations3
raises from 4 to 8. This suggests that increasing the number of
orientations would only produce a considerable waste of com- 5
putational time, without tangible beneficial effects.









































Effects of radial overlap -option 2



























Effects of circumferential overlap - option 2
Fig. 10. Effects of circumferential overlapping (option 2).
Table 8
Comparison between options 1 and 2
Option 1 Option 2
Max Min  	 Max Min  	
Group 1 99.85 87.75 94.71 3.54 99.82 89.58 95.17 3.16
Group 2 91.24 76.2 84.01 3.84 91.03 74.71 84.33 3.82
Group 3 98.91 73.74 91.91 5.36 98.9 78.32 93.23 4.33
Group 4 98.12 67.76 85.06 9.13 97.32 73.44 90 4.7
Group 5 99.18 81.36 92.11 4.89 99.18 82.45 92.85 4.42
Group 6 99.88 94.7 98.58 1.12 99.86 95.11 98.7 0.88
Group 7 98.86 88.26 94.74 2.29 99.27 90.4 95.2 2.15
Group 8 100 98.61 99.78 0.31 100 98 99.78 0.34
Overall 100 67.76 92.61 7.04 100 73.44 93.66 5.69
The number of frequencies has no significant effect. Sub-1
stantial variations cannot be appreciated when the number of
orientations raises from 4 to 6.3
5.2. Effects of Fr ,  and 
The results show that the half-octave frequency sampling, on5
average, performs better that the octave sampling.
Regarding the effects of  and , it appears that the best
classification performance is obtained when the two parame- 7
ters are at their lowest level. This means that low selectivity
in the frequency domain (or, alternatively, higher selectivity 9
in the space domain) has beneficial effects on texture classi-
fication. 11
5.3. Correlation with radial and circumferential superposition
Interesting results came out from the analysis of the corre- 13
lation between filter superposition and percentage of correct
classification. It appears, on average, that filters with high ra- 15
dial superposition, are associated with good classification per-
formance, while the effect of circumferential superposition is 17
not significant. We think that this result is worthy of note, be-
ing suggestive of alternative filter design approaches from that 19
commonly adopted in literature approaches, where minimiza-
tion of redundancy among the filters of the bank is considered 21
a good practice.
6. Conclusions 23
The design of a proper Gabor filter bank is usually a cru-
cial step in texture classification. Despite Gabor filtering has 25
emerged as one of the leading techniques for texture classi-
fication, a unifying approach to its adoption has not emerged 27
yet. In this work we have evaluated the effect of Gabor filter
parameters on texture classification. In order to perform our 29
study in a systematic way, we have adopted a statistical strat-
egy: the design of experiments. Analysis of the results obtained 31
by applying different Gabor filter banks over different groups
of textures led us to some interesting findings. One remark- 33
able outcome is that an increase in the number of frequencies
and orientations has, on average, little effect on texture clas- 35
sification. Conversely, the smoothing parameters  and  are
significant factors, and therefore they have to be chosen care- 37
fully when designing a Gabor filter bank. Another salient con-
clusion can be drawn by studying the correlation between the 39
correct classification rate and the overlap (both radial as well
as circumferential) of the filters. We found that certain degree 41
of superposition between filters improves classification accu-
racy. Moreover, comparison between options 1 and 2 gives 43
rise to an alternative method of Gabor filter design. In view
of results, gamma should be chosen carefully, and the high- 45
est central frequency of the filter bank should be calculated
according to Eq. (10), in contrast to the traditional approach, 47
where the highest frequency is set at fixed values as a driving
parameter. 49
Such results appear in agreement with those obtained in Ref.
[5], where the authors stated that increasing the number of 51
scales and orientations does not necessarily improve perfor-
mance. The results reported here are also in accordance with 53
the trend obtained by Li and Shawe-Taylor [14], where the per-
centage of correct classification shows little variations with nF 55
and nO ranging from 4 to 6.















The identification of the significant parameters and of their
related trends suggests a possible direction for the optimiza-3
tion of Gabor filters for texture classification, now reducing the
independent variables to those parameters that emerged as sig-5
nificant in the above summarized analysis.
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Appendix A. Definition of radial overlap
Radial overlap is computed considering the radial super-9
position between the half-peak iso-curves of the filter at the
highest frequency and orientation 0◦ (F1 in Fig. A.1) and of11
the filter at the second highest frequency (F2 in Fig. A.1) and
orientation 0◦.13
Given P 1 the lowest radial value of the iso-curve of the filter
at the highest frequency, and P 2 the highest radial value of the15
iso-curve of the filter at the second highest frequency, the radial
overlap is17
Ro = P2 − P1. (A.1)
From this definition it follows that:
19
• Ro = 0 when the half-peak magnitude iso-curves are tangent
along the radial direction;21
• Ro < 0 when there is a gap between the half-peak magnitude
iso-curves along the radial direction; and23
• Ro > 0 when there is overlap between the half-peak magni-
tude iso-curves the radial direction.25
F2 P2 P1 F1
v
u








Fig. B.1. Circumferential overlap.
Appendix B. Definition of circumferential overlap
Circumferential overlap is computed considering the cir- 27
cumferential superposition between the half-peak iso-curves of
the filter at the highest frequency and orientation 0◦ (F1 in 29
Fig. B.1 ) and of the filter at the highest frequency (F2 in
Fig. B.1) and orientation /nO . 31
Let 
 be the angle between the tangent to the half-peak iso-
curves of the filter at the highest frequency and the u axis, and 33








From Eq. (B.1) it follows that:
• Co = 0 when the half-peak magnitude iso-curves are tangent 37
along the circumferential direction;
• Co < 0 when there is a gap between the half-peak magnitude 39
iso-curves along the circumferential direction; and
• Co > 0 when there is overlap between the half-peak magni- 41
tude iso-curves along the circumferential direction.
Appendix C. FM as a function of  43
Setting (u, v) = 12 in Eq. (3), it gives the equation of the
half-peak magnitude iso-curve: 45
22
F 2 log(2)
(u′ − F)2 + 
22
F 2 log(2)
v′2 = 1. (C.1)










The maximum frequency value reached by the half-peak mag- 49
nitude iso-curve of the filter at the highest frequency (FM ) is























setting now Fmax = 12 , it gives Eq. (10).3
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