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Quantization of arbitrary free scalar fields in spatially homogeneous and isotropic space-times
is considered. The quantum representation allowing a unitary evolution for the fields is taken as
a requirement for the theory. Studying the group of linear canonical transformations, we show
the relations between unitary evolution and choice of canonical variables. From these relations we
obtain the conditions on the Hamiltonian such that there are canonical variables for which the field
has unitary evolution. We then compute the linear transformation leading to these variables, also
proving that they are unique. We obtain these results by developing the asymptotic analysis of the
fields using the action angle variables, which proves to be a generalization of the usual Wentzel-
Kramers-Brillouin approximation. These tools allow us to re-frame the adiabatic vacuum condition
in a extensible format by using the action angle variables to relate these vacuum choices to those
where the particle number density does not depend on angle (fast) variables. Finally, we develop a
larger set of canonical variables relating the adiabatic vacuum conditions with the smearing of the
quantum fields. This set of canonical variables also connects the adiabatic vacuum conditions with
the instantaneous Hamiltonian diagonalization vacuum choice.
PACS numbers: 04.62.+v, 98.80.-k, 98.80.Jk
I. INTRODUCTION
Differently from the Quantum Mechanics (QM), Quan-
tum Field Theory (QFT) has an additional structure nec-
essary for its development, the representation choice for
the field. Given the fact that the QFT has an infinity
number of degrees of freedom, the Stone-Von-Neumann
theorem [1] no longer guarantees that any choice of repre-
sentation will be unitarily equivalent to any other. This
is physically irrelevant in QM and, thus, one can choose
the most computational suitable representation for each
problem. Consequently, this additional ambiguity pre-
sented in QFT must be solved by imposing some physi-
cal requirement. In particular, on the Minkowsky space-
time, QFT has a natural choice of representation induced
by the Poincare´ symmetry group. The existence of a
symmetry group also constrains in a non-explicit way the
choice of canonical variables used to represent the field.
Given a free scalar field on Minkowsky space-time, for
example, with a canonical kinetic term and time inde-
pendent mass, its Hamiltonian will be time-independent.
Any time-dependent re-scaling of the field would result
in a new time-dependent Hamiltonian, which is neither
conserved nor coincides with the energy of the system.
In other words, there is a special field variable where the
Hamiltonian is time independent. For more general back-
grounds, when there is no symmetry group aiding the
choice of representation for the field, one also does not
have a clear guideline to define the appropriated canon-
ical variable to represent the field. Particularly, when
∗ dias@iap.fr
there is no time translation symmetry, the Hamiltonian
will potentially be time-dependent. In this case, any
re-scaling of the field would just lead to another time-
dependent Hamiltonian.
The problem of the choice of canonical variables is
more evident in the treatment of the cosmological per-
turbations. In this setting the first order perturba-
tions will be described by a constrained Hamiltonian
system, quadratic on the fields. Although, differently
from the scalar field, the canonical variables in the non-
constrained Hamiltonian are the result of the solution of
the original constrained Hamiltonian system. In other
words, different solutions of the constraints lead to dif-
ferent canonical variables in the non-constrained Hamil-
tonian. For example, in [2] we are lead to the curvature
perturbation ζ as the canonical variable representing the
perturbations when we solve the constraints. However,
this is an arbitrary choice and one could choose any other
variable re-scaling ζ by a simple background quantity.
In principle, one could expect that the ambiguity in
choosing a canonical variable to represent the field would
be of no interest. However, in a series of works [3–13] it
was shown that there is an important interplay between
the choice of canonical variables and the unitary imple-
mentability of the field operators time evolution. These
works extend the pioneering results of Parker [14, 15, 16],
in which he showed that the time evolution is not uni-
tarily implemented and, introduced the adiabatic regu-
larization to remove the divergent part of the number
operator. However, those mentioned works show that
the time evolution is indeed unitary for a special choice
of field variable. This apparent contradiction comes from
the fact that, in the latter cited works, the author only
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2considered one canonical variable to represent the field.
In the references above, the authors show for many differ-
ent cases that, re-scaling the field, one can quantize the
modified version of the field obtaining an unitary evolu-
tion.
In a recent work [17] the authors advocate for a new
definition of unitary evolution. This concept generaliza-
tion matches the prescription discussed above, where one
re-scales the field to obtain the unitary evolution in the
standard sense. This new definition of unitary evolution
can, therefore, be used to justify the QFT in the original
variables. In this work we will always refer to the unitary
evolution in the standard sense.
The purpose of this paper is fourfold. First, we ex-
hibit the requirement on the Hamiltonian of free fields
for which one can find a set of canonical variables and
its representation, where the time evolution is unitarily
implemented. For this, we use a time-dependent Lin-
ear Canonical Transformation (LCT) and consider back-
ground geometries with homogeneous spatial hypersur-
faces. Following, as our second result, we show explicitly
which are these canonical variables. The results apply to
systems in which the Lagrangian (and, consequently, the
Hamiltonian) is quadratic on the fields. There are two
main categories described by such systems: free fields
evolving in a given fixed background metric,1 and the
first-order perturbations of the metric and matter fields.
In the former one usually neglects the effect of the field in
the background geometry whereas the first-order metric
perturbations are considered in the latter. Both systems
become bad approximations when the fields or perturba-
tions generate an energy-momentum tensor comparable
with the background one.
We use the language of the Adiabatic Invariants of clas-
sical mechanics to obtain the third result. Requiring that
the particle number density in the Ultraviolet (UV) limit
depends only on the adiabatic invariants, we show that
this leads naturally to the “positive frequency” require-
ment for the basis functions. When imposed at higher
orders in the adiabatic expansion, the same requirement
leads to the usual adiabatic vacuum (or adiabatic con-
ditions as discussed in [17, 18]). The link between the
number of particles and the adiabatic invariant is known
since the initial paper of Parker [14]. However, this treat-
ment is based on the Wentzel-Kramers-Brillouin (WKB)
approximation (see for example [16, 19]). In this work,
we follow the approach via Action Angle (AA) variables.
This method has the advantage of separating the de-
grees of freedom in adiabatic (action) and fast (angle)
variables. It is worth noting that these two variables
are canonical and satisfy the Hamilton equations of mo-
tion.2 Hence, in this language, the adiabatic vacuum is
1 For simplicity we will only discuss scalar fields.
2 In the WKB approach the direct connection with the Hamilton
equations is lost and one is left to deal with an ad-hoc second
order equation in a specific parametrization.
described in the representations where the basis functions
depend only on adiabatic variables up to a given order.
Finally, in the fourth result we explore the time- and
space-dependent LCT and show that, for each adiabatic
order, there is an exact canonical transformation con-
necting the original canonical variables with a new set of
canonical variables adapted to that adiabatic order. We
also show that these canonical transformations can be in-
terpreted as smearing of the field by a classical function.
To obtain the first result, we need to perform the quan-
tization of a free field in an arbitrary set of canonical
variables. For this we follow Wald [20], where the formal
approach appropriate for quantizing free fields is devel-
oped without assuming any special form for the canon-
ical variables. In Sec. II we make a brief review on the
quantization method of free scalar fields in an arbitrary
setting. We compare the method with the usual textbook
approach by applying to the case of a free scalar field in a
Friedmann–Lemaˆıtre–Robertson–Walker (FLRW) back-
ground metric. Following, in Sec. III we also review the
choice of representation in this formalism while compar-
ing with the two other commonly used forms, namely,
through the two point function or a complex structure.
We also discuss the imposition of unitary evolution and
its consequences in different representations.
With these results in hand, we need to develop an
asymptotic analysis of the solutions without imposing
any initial conditions or choice of canonical variables,
while imposing the normalization of the states. This is
achieved using the AA variables and re-parameterizing
the system such that the states are automatically normal-
ized, independently of the initial conditions or canonical
variables. In Sec. IV we describe the asymptotic anal-
ysis in terms of the adiabatic invariants and obtain un-
der which conditions the Hamiltonian allows the unitary
evolution. Finally, in Sec. V we study the group of time-
dependent LCT and obtain the canonical variables in
which the system has an unitary evolution. Considering
a time- and space-dependent LCT, we show a recurrent
series of canonical transformations relating each order of
the adiabatic expansion with a particular exact LCT. In
Sec. VI we close this work presenting our conclusions.
II. QUANTIZATION IN ARBITRARY
VARIABLES
The most common example of field quantization in a
curved manifold is that of a massive free scalar field with
a canonical kinetic term. In this context, the action is
Sφ = −1
2
∫ √−gd4x (gµν∂µφ∂νφ+ µ2φ2) , (1)
where µ is the mass of the field φ. Performing the 3 + 1
splitting, the action is given by
Sφ =
1
2
∫
d3xdt a3
(
φ˙2 +
φD˜2φ
a2
− µ2φ2
)
. (2)
3The definitions and notation of the objects used in this
work can be found in Appendix A. We can also write
this action making explicit the canonical structure. That
is, the usual Legendre transform gives the momentum
Πφ = a
3φ˙ and, thus,
Sφ,Πφ =
∫
d3xdt
(
Πφφ˙− φΠ˙φ
2
−H
)
,
H =
(
Π2φ
2a3
− aφD˜
2φ
2
+
a3µ2φ2
2
)
,
(3)
where we wrote Πφφ˙ as (Πφφ˙ − Π˙φφ)/2 by removing a
total derivative term.
In this work we investigate the quantization of the
fields using different canonical variables; it turns out to
be useful to introduce a symplectic formalism for that
purpose. We define the phase vector field χa and the
symmetric Hamiltonian tensor Hab, respectively, as
χa
.
= (φ, Πφ), H(χ) = 1
2
χaHabχb. (4)
Then,3 it is easy to see that the action is written as
Sφ,Πφ =
1
2
∫
d3xdt
(
iχaSabχ˙b − χaHabχb
)
, (5)
where the symplectic matrix and its inverse are defined
by
Sab
.
= i
(
0 1
−1 0
)
, Sab .= i
(
0 1
−1 0
)
, (6)
in which the imaginary unit i is added for later conve-
nience. For the system above, the Hamiltonian tensor is
diagonal and its components are expressed by
Hab .=
( −aD˜2 + a3µ2 0
0 1a3
)
. (7)
The action written in Eq. (5) is the same action of Eq. (3)
but written in terms of the symplectic form and the
Hamiltonian tensor. Given two phase vectors χa and
σa at the same time slice, the product χaSabσb is invari-
ant under LCT. Using this formalism one can express
the relevant quantities and operators in terms of phase
space vectors. Consequently, those quantities written in
terms of that product will be automatically recognized
as invariant under LCT.
To relate this mathematical structure with quantiza-
tion, we first note that the Poisson bracket of two field
functionals F1 and F2 is given by
{F1, F2} = −i
∫
Σ
d3x
δF1
δχa(x)
Sab
δF2
δχb(x)
, (8)
3 In this work we use the symbol
.
= to define components of vectors
and tensors, and ≡ for general definitions.
where Σ represents one particular spatial hypersurface of
the 3 + 1 splitting. Using the definitions above, it is easy
to see that
{χa(x1), χb(x2)} = −iSabδ3(x1 − x2), (9)
where, i.e., for the scalar field case (a = 1 and b = 2), it
reduces to the familiar expression,
{φ(x1), Πφ(x2)} = δ3(x1 − x2), (10)
as expected. Applying the canonical quantization rules,
we promote the fields to Hermitian operators, which we
denote with a hat, e.g., φˆ and Πˆφ are the field operators
related to the classical variables φ and Πφ, respectively.
Therefore, following the canonical quantization, we have
the equal-time commutation relations[
φˆ(x1), Πˆφ(x2)
]
= iδ3(x1 − x2), (11)[
φˆ(x1), φˆ(x2)
]
= 0 =
[
Πˆφ(x1), Πˆφ(x2)
]
, (12)
which can be combined as a single expression
[χˆa(x1), χˆb(x2)] = Sabδ3(x1 − x2), (13)
where we are setting ~ = 1.
The canonical quantization defines the operators al-
gebra, however, it does not provide a way to build the
representations of this algebra. In QM, since we have a fi-
nite number of degrees of freedom, all representations are
unitary equivalent (Stone–von Neumann theorem [1]).
Therefore, in this case, the lack of a natural procedure for
building the representations is irrelevant, being any rep-
resentation physically equivalent to any other. On the
other hand, for field quantization, we have an infinite
number of degrees of freedom and the Stone–von Neu-
mann theorem does not apply. This amounts to saying
that, for fields, the canonical quantization no longer gives
a complete description of the quantum system and one
must complete it by choosing a representation or class of
unitary equivalent representations.
The general procedure to obtain a representation starts
by defining the product between two solutions of the
equations of motion. These equations are derived from
the action in Eqs. (3) [or equivalently Eq. (5)]. Given two
solutions u1 and u2, the usual product can be defined as
(u1, u2) = i
∫
Σ
d3xa3 (u∗1u˙2 − u2u˙∗1) . (14)
Assuming that we can find a complete set of solutions,
in the sense that,
(uk1 , uk2) = δ
3(k1 − k2),
(
u∗k1 , uk2
)
= 0, (15)
where k represents all the necessary indices to label all
4solutions,4 we can then define the field operator as
φˆ =
∫
d3k
(
ukak + u
∗
ka
†
k
)
, (16)
where
∫
d3k represent all necessary sums and integrals
over the indices k.
In the usual procedure, as in [21] for example, a set of
annihilation and creation operators, respectively, ak and
a†k is defined satisfying the usual commutation relations,
i.e., [
ak1 , a
†
k2
]
= δ3(k1 − k2) [ak1 , ak2 ] = 0. (17)
From these operators one defines a Fock space, i.e., a vac-
uum such that ak |0〉 = 0 for all indices k, and all other
states are defined by applying a finite number of oper-
ator a†k with different indices k in |0〉. Hence, from the
commutation relations given by Eq. (17) and the prop-
erties of the basis functions uk, one can show that the
field operators defined by Eq. (16) will satisfy the correct
commutation relations.
In short, in the procedure described in the paragraph
above, one first defines a product between solutions.
Then, given a complete set of solutions, one writes the
field operator in terms of creation and annihilation op-
erators with their commutation relations. Finally, using
these results, one obtains the canonical commutation re-
lations for the field operator.
We find more convenient to invert this procedure and
define the annihilation and creation operators from the
canonical commutation of the field operators. Without
assuming any decomposition for the field operator, we
can calculate the products(
uk, φˆ
)
,
(
u∗k, φˆ
)
, (18)
which are also operators. Therefore, we can compute the
commutator between them using the canonical commu-
tation relations between the field and its time derivative,
i.e., [(
uk1 , φˆ
)
,
(
uk2 , φˆ
)]
= 0,[(
u∗k1 , φˆ
)
,
(
u∗k2 , φˆ
)]
= 0,
(19)
result of the property
(
u∗k1 , uk2
)
= 0 and[(
uk1 , φˆ
)
,
(
u∗k2 , φˆ
)]
= −δ3(k1 − k2), (20)
which is a consequence of the other product of the basis
functions (uk1 , uk2) = δ
3(k1 − k2).5 Thus, it is natural
4 For example, for flat spatial sections we can decompose the func-
tion in Fourier space and, in this case, k would be the Fourier
mode vector.
5 The minus sign in the expression above appears since(
u∗k1 , u
∗
k2
)
= −δ3(k1 − k2).
to identify the products above as the annihilation and
creation operators associated with the set of solutions
{uk}, i.e.,
ak ≡
(
uk, φˆ
)
, a†k ≡ −
(
u∗k, φˆ
)
. (21)
Finally, the completeness of the basis {uk} can be ex-
pressed by the identity operation∫
d3k [uk (uk, f)− u∗k (u∗k, f)] = f, (22)
for any function f . To see this, note that a function f
can be written as
f(x) =
∫
d3k [ckuk(x) + dku
∗
k(x)] , (23)
for a fixed set of coefficients ck and dk, since the basis is
by assumption complete. Using the properties in Eq. (15)
it is easy to see that the operator in Eq. (22) is just
the identity operator. Applying the identity to the field
operator and using our definitions of annihilation and
creation operators, we recover Eq. (16).
Both described procedures are constructed in terms of
the set of solutions {uk} of the equations of motion. It is
however rarely the case where there is an analytic set of
solutions. Then, to be able to explore the space of pos-
sible representations, we re-express the problem in phase
space. This is possible because there is a natural one-to-
one mapping between the solutions and their values in
the phase space at a specific time slice.6 Now, instead of
having a set of solutions {uk(t, x)}, we have another set
{Uk,a(t0, x)}, where
Uk,a(t0, x)
.
= (uk(t0, x),Πuk(t0, x)), (24)
are functions of the space slice labeled by t0 representing
the initial conditions for each mode. These later two
functions are arbitrary and can be chosen without any
knowledge of the solutions of the equations of motion.
We can express the product defined in Eq. (14) as
(Uk1 ,Uk2) = i
∫
Σ(t0)
d3x
(
u∗k1Πuk2 − uk2Π∗uk1
)
, (25)
where we omitted the time slice label and spatial posi-
tion for simplicity, and used the momentum definition
Πu1 = a
3u˙1 provided by the action in Eq. (3). Using the
symplectic matrix, we can write the product in a compact
form as
(Uk1 ,Uk2) =
∫
Σ(t0)
d3xU∗k1,aS
abUk2,b. (26)
6 This applies as long as the equations of motion have unique so-
lutions.
5The other expressions translate naturally, namely,
(Uk1 ,Uk2) = δ
3(k1 − k2),
(
U∗k1 ,Uk2
)
= 0, (27)∫
d3k
[
Uk,a (Uk, f)− U∗k,a (U∗k, f)
]
= fa, (28)
ak = (Uk, χˆ) , a
†
k = − (U∗k, χˆ) , (29)
χˆa =
∫
d3k
(
Uk,aak + U
∗
k,aa
†
k
)
, (30)
where new all quantities are expressed through phase
space vectors.
Since we are working in phase space at a given spatial
slice, it is reasonable to ask whether it will remain a
complete basis at all times, given it is a complete basis
on that slice. To address this question, we first note that
the Hamilton equations,
u˙k =
∂H
∂Πuk
, Π˙uk = −
∂H
∂uk
, (31)
can be conveniently expressed by
iU˙k,a = Sab
∂H
∂Uk,b
= SabHbcUk,c, (32)
where the first = is general and the second applies to
quadratic Hamiltonians.
Using two different initial conditions Uk1,a and Uk2,a
at the same time t0, we can use the equations of motion
to build the solution for any time t, i.e., Uk1,a(t) and
Uk2,a(t). Calculating the time derivative of the product
Eq. (26) on an arbitrary hypersurface labeled by t, we
have that
i£n (Uk1(t),Uk2(t)) = 0. (33)
Consequently, if Uk,a initially forms a basis at t = t0, it
will remain a basis for all times.7
These results were derived having in mind the example
of the Klein-Gordon (KG) field as shown in the action
above. However, it extends for any system where the
action is quadratic on the fields. For this reason, the
product given in Eq. (27) is more general since it applies
for any quadratic Hamiltonian system, while the product
in Eq. (14) is specific for the KG field.
In brief, given a complete set of phase space functions
Uk,a defined on a spatial slice, we can decompose the
quantum field in terms of creation and annihilation op-
erators and, consequently, the representation as the Fock
space defined by them, as summarized in Eqs. (27–30).
The procedure is valid for any quadratic Hamiltonian
system in canonical variables. It is not necessary to
choose specific canonical variables for the field to apply
this method.
7 The expression above also requires that SabHbc be self-adjoint
with respect to the product.
III. REPRESENTATION
The problem of finding a complete set of functions Uk,a
satisfying Eq. (27) can by simplified by focusing on func-
tions of the form
Uk,a(t0) = tk,aYk, (34)
where tk,a are arbitrary complex constants and Yk are
the Laplacian eigenfunctions defined in Eq. (A3). The
product of two functions is given by
(Uk1 ,Uk2) = t
∗
k1atk2bS
abδ3(k1 − k2), (35)(
U∗k1 ,Uk2
)
= tk1atk2bSabδ3(k1 − k2) = 0. (36)
The last equality results from the multiplication by a
Dirac delta function that implies k2 = k1, which leads
to zero since Sab is anti-symmetric. Thus, to have a nor-
malized basis, we only need to impose
t∗atbSab = 1, (37)
where we omit the label k for simplicity.
This reduces the problem of finding a set of spa-
tial functions Uk,a that of finding an infinite set of bi-
dimensional complex vectors ta, satisfying t
∗
atbSab = 1.
For this reason, it is useful to explore the properties of
this vector space whereas we can use it to define arbitrary
solutions for the basis functions.
We can write the product between two vectors ra and
sa as r
∗
aSabsb. We will rise and lower indices using the
matrix Sab and its inverse through ra ≡ Sabrb. From this
definition, we have the following properties
ra = Sabrb, Sabrb = ra,
ra∗ = r∗bSba, rb∗Sba = r∗a,
r∗as
a = ra∗sa.
(38)
If a given vector has a positive norm, i.e., r∗aSabrb > 0,
its complex conjugate has a negative norm raSabr∗b =−r∗bSbara < 0. Therefore, it is convenient to choose the
basis such that the vector ra always has a positive norm
and its complex conjugate a negative one. Using a nor-
malized vector, ra∗ra = 1, we define the projectors
Pa
b ≡ rarb∗, Pab∗ ≡ r∗arb = SbcPcdSda. (39)
It is easy to show that
δa
b = Pa
b + Pa
b∗, Sab = Pab − P∗ab, (40)
where
Pab = Pa
cScb = rar∗b . (41)
The expressions above are valid for any unitary vector.
This implies that, for any basis, the imaginary part of
the projector Pab is always the symplectic matrix Sab (or,
equivalently, the real part of Pa
b is always the identity).
6It is worth noting that the choice of the phase space
vector ra is arbitrary. There is not necessarily a con-
nection with the field equations of motion. Some refer-
ences [10, 12, 13] always use the same fixed vector
ra
.
=
(
1√
2|k| ,−i
√
|k|
2
)
, (42)
independently of the field dynamics or time t. To relate
this basis with the complex structure defined in these
references, we can define the operator −iJab in terms of
the projector Pa
b,
Ja
b ≡ (Pab − Pab∗) , Jab = (Pab + P∗ab) , (43)
which provides a complex structure, i.e.,
(−iJac)(−iJcb) = −
(
Pa
b + Pa
b∗) = −δab. (44)
Conversely, given a complex structure Ja
b, we can obtain
a projector Pa
b defined by
Pa
b ≡ Ja
b + δa
b
2
. (45)
Hence, the basis discussed in Eq. (42) provides the fol-
lowing complex structure
− iJab[r] =
(
0 − 1|k|
|k| 0
)
, (46)
which is the same used in those works cited. We are not
going to use this language when describing the quanti-
zation. Here we just showed how to compare the two
formalisms.
The choice of an arbitrary basis phase vector ra a priori
is not convenient as we will see later. It usually results
in a vacuum definition in which the number of particles
rapidly oscillates during the time evolution. On the other
hand, we will show that, using the freedom in choosing
the basis ra, there are vacuum definitions which are adia-
batic, in the sense that the particle creation varies slowly
when comparing to the frequency of the system, as ex-
pected.
A. Two Point Functions
The physical interpretation of the phase space vectors
described above is better understood by looking into the
physical observables. For this reason, we can compute
the two point function in the vacuum |0U〉 of the repre-
sentation defined by Uk,a,
〈0U |χˆa(x1)χˆb(x2)|0U〉 =
∫
d3kUk,a(x1)U
∗
k,b(x2), (47)
using Eq. (30). The anti-symmetric part of this two
point function is simply the canonical commutator, as
in Eq. (13). This can be written as∫
d3k
[
Uk,a(x1)U
∗
k,b(x2)− Uk,b(x2)U∗k,a(x1)
]
=∫
d3k (tat
∗
b − tbt∗a)Yk(x1)Yk(x2) = Sabδ3(x1 − x2),
(48)
by means of Eq. (34). Therefore, Eq. (40) provides the
connection between the canonical commutation and the
basis ta, i.e., using the basis ta to build the projector Pab
it is easy to see that
Pab = tat
∗
b , Sab = tat∗b − tbt∗a. (49)
The product of the two operators in Eq. (47) can also be
seen as the sum of the commutator and anti-commutator,
hence,
〈0U |χˆa(x1)χˆb(x2)|0U〉 = 1
2
Sabδ3(x1 − x2)
+
1
2
∫
d3k
[
Uk,a(x1)U
∗
k,b(x2) + Uk,b(x2)U
∗
k,a(x1)
]
,
(50)
which, in terms of the splitting in Eq. (34), gives the last
integral as
1
2
∫
d3k
[
Uk,a(x1)U
∗
k,b(x2) + Uk,b(x2)U
∗
k,a(x1)
]
=
1
2
∫
d3k (tat
∗
b + tbt
∗
a)Yk(x1)Yk(x2).
(51)
Putting these two equations together, we obtain
〈0U |χˆa(x1)χˆb(x2)|0U〉 = 1
2
Sabδ3(x1 − x2)
+
1
2
∫
d3kJabYk(x1)Yk(x2),
(52)
where we used the operator defined in Eq. (43).
This leads us to conclude that the real part of the pro-
jector Pab is what defines the two point function and,
therefore, differentiates two representations. For exam-
ple, if we choose a = 1 and b = 1
(
χˆ1 = φˆ
)
we have
〈
0U
∣∣∣φˆ(x1)φˆ(x2)∣∣∣0U〉 = ∫ d3k|t1|2Yk(x1)Yk(x2). (53)
In other words, |t1|2 is proportional to the power spec-
trum of the vacuum fluctuations in this representation.8
Similarly, the power spectrum of the two point function
of the field momentum, χˆ2 = Πˆφ, is expressed by |t2|2.
8 The adimensional power spectrum is commonly defined as
∆φˆk
=
|k|3|t1|2
2pi2
.
7Before moving forward, it is convenient to introduce
the following transformed operator
χ˜k,a ≡
∫
Σ
d3xYk(x)χˆa(x), (54)
such that its commutator is
[χ˜k1,a, χ˜k2,b] = Sabδ3(k1 − k2). (55)
The two point function in the momentum space is thus
〈0U |χ˜k1,aχ˜k2,b|0U〉 =
(
Sab + Jab
2
)
δ3(k1 − k2). (56)
From this, we can also study the two point function of
the field and its momentum. Choosing a = 1 and b = 2
we obtain〈
0U
∣∣∣φ˜k1Π˜φk2∣∣∣0U〉 = 12 (i + J12) δ3(k1 − k2). (57)
In Ref. [22], the balance between J12 and 1 (= ~ in ordi-
nary unities) is argued to be related to the decoherence.
Independently of the physical interpretation, J12 provides
a measure of how far from saturating are the Heisenberg
uncertainty relations for the field and its momentum.
From the discussion above, we note that a basis can
be interpreted through the analysis of the projector Pab
and, consequently, the complex structure Jab. The inde-
pendent components J11, J22 and J12 can be interpreted
in terms of the two points functions of the field, its mo-
mentum and their correlation, respectively.
B. Bogoliubov Coefficients
Any product in the form (rYk, χˆ) can be expressed by
(rYk, χˆ) = r∗aSabχ˜b = ra∗χ˜a. (58)
Consequently, the annihilation and creation operators are
a[r]k = r
a∗χ˜a, a†[r]k = raχ˜a, (59)
which can be easily inverted using the projector in
Eq. (40) providing
χ˜a = raa[r]k + r
∗
aa
†[r]k. (60)
We will write the explicit dependency of the annihilation
and creation operators on the basis ra only when ambi-
guities can occur.
Each normalized phase space vector basis defines a rep-
resentation for the quantization procedure. Two different
basis, labeled respectively as ra and sa, can lead to non-
unitarily-equivalent representations, as we will see below.
Assuming that ra and sa are two normalized phase space
vectors and using the projectors in Eq. (40), we can write
ra = αr,ssa − βr,ss∗a, (61)
where the products
αr,s ≡ rasa∗ = s∗aSabrb, βr,s ≡ −rasa = saSabrb, (62)
satisfy αr,r = 1 and βr,r = 0. Using the projectors it is
also easy to show that
|αr,s|2 − |βr,s|2 = 1. (63)
Then, the annihilation and creation operators defined by
ra can be written in terms of the equivalent operators
defined by sa, namely,
ak[r] = α
∗
r,sak[s] + β
∗
r,sa
†
k[s],
a†k[r] = αr,sa
†
k[s] + βr,sak[s].
(64)
We note that, if βr,s vanishes (or equivalently
[ak1 [r], ak2 [s]] = 0), both sets define the same vacuum.
We express the vacuum defined by ak1 [r] as |0r〉, such
that ak[r] |0r〉 = 0. Then, we define the number operator
N [r] ≡
∫
d3k a†k[r]ak[r] (65)
such that, if applied at |0s〉, it measures
〈0s|N [r]|0s〉 = δ3(0)
∫
d3k |βr,s|2 , (66)
where the δ3(0) is the result of calculating the number
of particles in a infinite spatial section. If the spatial
section is compact, it would represent its volume. Thus,
we formally define the particle number density operator
as
n[r] ≡ 1
δ3(0)
∫
d3ka†k[r]ak[r], (67)
such that
〈0s|n[r]|0s〉 =
∫
d3k |βr,s|2 . (68)
As discussed in Refs. [10, 12, 13], for example, any two
representations are guaranteed to be unitarily equivalent
if the integral in Eq. (68) converges.9 In the following
section we show that the convergence of the integral in
Eq. (68) is a necessary and sufficient condition for the two
vacuums have non-zero internal product, i.e., 〈0s|0r〉 6= 0.
C. Wave Functional Representation
It is useful to build the wave-functional representation
for the Fock states. We are interested in the represen-
tation of the vacuum state for different choices of Fock
9 This discussion is much simpler when the spatial sections are
compact. Here, we are always considering that we can use com-
pact spatial section, such that the compatification scale is much
larger than any scale involved in the problem.
8representations. The operator χ˜k,a is clearly an Hermi-
tian operator and, as such, we can build its eigenvector
basis. However, the two operators χ˜k,1 and χ˜k,2 do not
commute and, hence, we first build the eigenvector basis
for the χ˜k,1 operator defining
φ˜k ≡ χ˜k,1, Π˜φk ≡ χ˜k,2. (69)
We describe the eigenvector of the operators φ˜k as
∣∣φ¯〉,
such that
φ˜k
∣∣φ¯〉 = φ¯k ∣∣φ¯〉 , (70)
where φ¯k is a real function of k. Given an arbitrary state
|f〉, we write its projection on ∣∣φ¯〉 as the wave functional
Ψf
[
φ¯
] ≡ 〈φ¯∣∣f〉 . (71)
In this scheme, the operators φ˜k and Π˜φk are represented
by
φ˜kΨf
[
φ¯
]
= φ¯kΨf
[
φ¯
]
, Π˜φkΨf
[
φ¯
]
= −iδΨf
[
φ¯
]
δφ¯k
.
(72)
It is easy to see that it provides the right commutation
relations [Eq. (55)] for the fields.
Given a Fock representation defined by ta, the wave
functional for its vacuum is Ψ0t
[
φ¯
]
. Projecting the two
states
〈
φ¯
∣∣ φ˜k and 〈φ¯∣∣ Π˜φk in the vacuum |0t〉, we obtain〈
φ¯
∣∣∣φ˜k∣∣∣0t〉 = φ¯k 〈φ¯∣∣0t〉 . (73)
We use Eq. (60) to write the operator φ˜k in terms of the
annihilation and creation operators, φ˜k = t1ak + t
∗
1a
†
k.
Then, Eq. (73) reduces to
t∗1
〈
φ¯
∣∣∣a†k∣∣∣0t〉 = φ¯kΨ0t [φ¯] . (74)
Performing a similar calculation for Π˜φk, we get
t∗2
〈
φ¯
∣∣∣a†k∣∣∣0t〉 = −iδΨ0t [φ¯]δφ¯k , (75)
and, consequently, the wave functional satisfies
δΨ0t
[
φ¯
]
δφ¯k
=
it∗2
t∗1
φ¯kΨ0t
[
φ¯
]
=
iJ12 − 1
2|t1|2 φ¯kΨ0t
[
φ¯
]
, (76)
where we have used that ta∗ta = 1. This functional equa-
tion has the simple Gaussian solution, i.e.,
Ψ0t
[
φ¯
] ∼ exp(−∫ d3k1− iJ12
4|t1|2 φ¯
2
k
)
. (77)
Note that we are using real basis functions Yk. There-
fore, the operator φ˜k is Hermitian and have real eigen-
values φ¯k. However, in the literature one usually uses
the Fourier transform of the field, resulting in a non-
Hermitian operator and one has to deal with the real
and imaginary parts of the eigenvalue. Alternatively, in
the case where the spatial slice is flat, one can use the
Hartley transform to obtain an Hermitian transform of
the field, for example.10 Given a real function f(x), its
Hartley transform is a real function
f¯H(k) =
∫
dx
sin(kx) + cos(kx)√
2pi
f(x). (78)
On the other hand, the Fourier transform results in a
complex function, i.e.,
f¯F(k) =
∫
dx
e−ikx√
2pi
f(x). (79)
Then, it is easy to see that
Re
[
f¯F(k)
]
=
f¯H(k) + f¯H(−k)
2
, (80)
Im
[
f¯F(k)
]
=
f¯H(k)− f¯H(−k)
2
. (81)
Having these tools, we compare Eq. (77) with the usual
wave functional found in the literature (see, for exam-
ple, [23, Eq. (50)]), namely,
Ψ0t
[
φ¯
] ∼ exp
−2 ∫
|k|>0
d3kΩk
[
Re
(
φ¯Fk
)2
+ Im
(
φ¯Fk
)2] ,
(82)
where the integration is done only in the half Fourier
space. Using the relations between the Hartley and
Fourier transforms, one can show that
Ψ0t
[
φ¯
] ∼ exp(− ∫ d3kΩk(φ¯Hk )2) , (83)
and, thus, we identify
Ωk =
1− iJ12
4|tk|2 = −
i
2
t∗2
t∗1
. (84)
Note also that, in the case where the momentum is sim-
ply the time derivative of the field, i.e., t2 = t˙1, the
expression for Ωk reduces to Eq. (21) of [23].
We find it simpler to work with real basis functions
Yk for two reasons: the wave functional depends on a
single function (for a real field) avoiding working with
half-Fourier spaces, and it is straightforward to generalize
to other kinds of spatial sections.
We can now relate the unitary relation between two
Fock spaces with the product between the vacuum of
10 In the Hartley transform, we use sin(k · x) + cos(k · x) as the
transform kernel, instead of e−ik·x. It has the advantage of being
its own inverse and mapping real functions in real functions.
9both spaces. We want to investigate what are the conse-
quences of having a divergent integral in Eq. (68). Nor-
malizing the wave functional [Eq. (77)], we obtain the
formal expression
Ψ0t
[
φ¯
]
=
e
∫
d3k
[
i
t∗2
2t∗1
φ¯2k− 14 ln(|t1|2)
]
√∏
k
√
2pi
. (85)
Analogously, given another field decomposition in terms
of ra, the wave function representation of its vacuum is
Ψ0r
[
φ¯
]
=
e
∫
d3k
[
i
r∗2
2r∗1
φ¯2k− 14 ln(|r1|2)
]
√∏
k
√
2pi
. (86)
Thus, the internal product of these two states in the wave
functional form is
〈0r|0t〉 =
∫ ∏
k
dφ¯k
e
∫
d3k
[
− 12
t∗ara
t∗1 r1
φ¯2k− 14 ln(|t1|2|r1|2)
]
∏
k
√
2pi
. (87)
Before evaluating the Gaussian integrals, we note that
in the exponent we have αr,t ≡ rata∗ [Eq. (62)] and the
factor that multiplies φ¯2k can be expressed by
t∗ar
a
t∗1r1
=
|αr,t|
|t1||r1|e
iς , (88)
where ς is the combination of the phases of all three com-
plex functions. In terms of these quantities the internal
product is
〈0r|0t〉 = exp
∫
d3k
[
− i
2
ς − 1
4
ln
(|αr,t|2)]. (89)
This equation shows that the absolute value of the prod-
uct is a function of the integral
lt,r ≡
∫
d3k ln
(
1 + |βr,t|2
)
, (90)
where we used Eq. (63) to write αr,t in terms of βr,t.
Clearly, if lt,r diverges, then the product between the two
vacuums is zero.
We can show that, if the density of particles of r mea-
sured in the vacuum of t is finite, i.e., the two represen-
tations are unitarily related, then the product between
the two vacuums is different from zero. Since the ar-
gument of the logarithm is always larger than one, the
integrand will satisfy ln
(
1 + |βr,t|2
) ≥ 0. Using the fact
that 1 + x2 < exp(x2) or equivalently ln(1 + x2) < x2, it
is clear that∫
d3k ln
(
1 + |βr,t|2
)
< 〈0t|n[r]|0t〉 =
∫
d3k|βr,t|2. (91)
Therefore, if 〈0t|n[r]|0t〉 < ∞, then lt,r < ∞. This is
equivalent to saying that if lt,r diverges then 〈0t|n[r]|0t〉
diverges, i.e., if the two vacuums are orthogonal, then the
number density of particles of one representation mea-
sured in the other is infinite.
In order to close the argument, we observe that a nec-
essary condition for lt,r to converge is
lim
|k|→∞
|k|3 ln (1 + |βr,t|2) = 0, ⇒ lim|k|→∞ |βr,t|2 = 0,
(92)
where we are considering βr,t for which the limit exists.
From here on, we will refer to the large |k| limit as the
UV limit. Therefore, this implies on
lim
|k|→∞
|βr,t|2
ln (1 + |βr,t|2) = 1, (93)
and consequently, using the limit comparison test,
〈0t|n[r]|0t〉 converges if and only if lt,r converges.
IV. TIME EVOLUTION
Until this point the discussion took place on a given
spatial time slice. To extend to different times, we first
note that, the splitting given in Eq. (34) is really use-
ful when the equations of motion are separable in the
time variable. For example, when dealing with free
fields or linear perturbations in a Friedmann background.
When this happens, we can write the equation of motion
[Eq. (32)] as
iT˙a = SabHbcTc, (94)
where all Laplacian operators appearing in Hbc must be
substituted by −|k|2, so that Ta is a function of the time
only.
To relate this function with the choice of representation
ta, we impose that Ta(t0) = ta, where t0 labels the initial
spatial slice.11 Since the product used to define the an-
nihilation and creation operators is conserved [Eq. (33)],
the operators defined in Eq. (29) will be constant, i.e.,
they will represent these operators in the Schro¨dinger
picture. For example, the annihilation operator can be
calculated at any time
ak = T
∗
aχ˜
a(t) = t∗aχ˜
a(t0). (95)
The Heisenberg representation is defined through an
evolution operator Eˆ(t, t0) (that will not be necessarily
unitary) such that
Ak(t) = Eˆ
†(t, t0)akEˆ(t, t0) = t∗aχ˜
a(t), (96)
where we denote the Heisenberg annihilation (creation)
operator as Ak(t), which is always time-dependent. From
11 The functions Ta are always considered functions of t and we
will write the time dependency only to avoid ambiguities.
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here on we simplify the notation using only Ak instead
of Ak(t).
The annihilation and creation operators, in the
Schro¨dinger representation, can be written using two dif-
ferent forms,
ak = t
a∗χ˜a(t0), a
†
k = t
aχ˜a(t0), (97)
ak = T
a∗χ˜a(t), a
†
k = T
aχ˜a(t), (98)
and in the Heisenberg’s
Ak = t
a∗χ˜a(t), A
†
k = t
aχ˜a(t). (99)
The two last set of equations can be inverted, as in
Eq. (60), resulting in the two following expressions, re-
spectively,
χ˜a(t) = Taak + T
∗
aa
†
k, (100)
χ˜a(t) = taAk + t
∗
aA
†
k. (101)
The wave functional for a vacuum at late times t is
then
Ψ0t
[
φ¯(t)
]
=
〈
φ¯(t)
∣∣0t〉 = 〈φ¯(t0)∣∣0T〉 . (102)
One can easily show that the wave functional at time t
is given by
Ψ0T
[
φ¯
] ∼ exp(−∫ d3k1− iJ12[T]
4|T1|2 φ¯
2
k
)
. (103)
We can relate both representations using the Bogoli-
ubov coefficients defined in Eq. (62), which we represent
here as
αt,t0 ≡ αT,t = t∗aTa, βt,t0 ≡ βT,t = taTa. (104)
Writing explicitly the annihilation and creation opera-
tors, we have
Ak = αt,t0ak − β∗t,t0a†k, ak = α∗t,t0Ak + β∗t,t0A†k, (105)
A†k = α
∗
t,t0a
†
k − βt,t0ak, a†k = αt,t0A†k + βt,t0Ak. (106)
Analyzing the behavior of βt,t0 as a function of k, we
can determine if the number density of particles in late
times is finite [Eq. (68)]. If 〈0t|n[T]|0t〉 is infinite after
a finite amount of time t has elapsed, then the vacuum
defined by Ak will be orthogonal to the initial vacuum
[Eq. (89)]. Since βt,t0 is defined as a product of two phase
vectors on different time slices, it will not be invariant
under time dependent LCT.
It should be noted that the βt,t0 function usually does
not represent the density of particles created between
the times t0 and t. It is the density of particles measured
at t if the vacuum state of the observer at t is still the
same state |0t〉. To obtain the actual number of particles
created, it is necessary to introduce a physically moti-
vated vacuum at t and measure n[T] in this state. For
example, one common option is to assume that an ob-
server at rest in each hypersurface of a given foliation
will perceive the adiabatic vacuum as its empty state. In
this case, the number of particles created from an ini-
tial state defined at t0 by ta and measured at t will be
〈0adiab,t|n[T]|0adiab,t〉. For a detailed explanation about
the choice of an adiabatic vacuum and its intrinsic am-
biguity see [24].
Nevertheless, the function βt,t0 is useful as a way to
describe the ability of implementing the time evolution
of the field operators using a unitary operator.
A. Asymptotic behavior of the particle density
function
To determine if the integral defining the particle num-
ber density converges [Eq. (68)], we need to study the
behavior of βt,t0 for large |k|. The evolution of βt,t0 is
defined in terms of the phase vector Ta [Eq. (104)] which
satisfies the Hamilton equations of motion.
A general Hamiltonian for a free field in a homogeneous
background is
Hab .=
(
mν2 h
h 1m
)
, (107)
where the functions m and ν denote, respectively, the
mass and frequency of the harmonic oscillator associated
to each mode, and h the coupling between the field and
its momentum.
For a KG field [Eq. (7)], the Hamiltonian decomposed
in terms of Yk is given by
Hab .=
[
a3
(
|k|2
a2 + µ
2
)
0
0 1a3
]
, (108)
such that m = a3,
ν2 = a−2|k|2 + µ2, (109)
and h = 0. In this case the UV limit of the frequency is
lim
|k|→∞
ν → |k|
a
→ +∞. (110)
In this work we consider accordingly the cases where
ν has the asymptotic behavior of going to +∞ when
|k| → ∞. This includes most of the physically motivated
Hamiltonians.
The curves defined by
1
2
vaHabvb = 1
2
mν2q2 +
1
2
p2
m
+ hpq = E, (111)
for a constant E and real phase vector va
.
= (q, p), are
closed if ν2 − h2 > 0. In the asymptotic limit, this is
true if ν goes to infinity faster or at the same rate than h
while satisfying ν2−h2 > 0. If the Hamiltonian contains
11
h 6= 0, it is possible to redefine the momentum using the
canonical transformation
q → Q = q, p→ P = p+ hmq. (112)
Writing the Hamiltonian for these new variables, the fre-
quency is redefined as
ν2 → ν2 − h2 − £n(hm)
m
, (113)
and, consequently,
Hab .=
(
mν2 0
0 1m
)
, (114)
where the new frequency is given by Eq. (113). We define
the Action-Angle (AA) canonical variables as
I =
vaHabvb
2ν
, ϕ = arctan
(
mν
q
p
)
, (115)
which satisfy the following equations of motions
I˙ = −2I cos(2ϕ)ξ˙, ϕ˙ = ν + sin(2ϕ)ξ˙, (116)
where we defined the following function of only the back-
ground quantities
ξ ≡ ln
(√
mν
m0ν0
)
, (117)
where m0 ≡ m(t0), ν0 ≡ ν(t0), the same convention (in-
dex 0 for a quantity evaluated at time t0) applying in
what follows. These quantities are related to the original
variables (q, p) by
q =
√
2I
mν
sin(ϕ), (118)
p =
√
2Imν cos(ϕ). (119)
These equations of motion have the advantage of making
explicit the behavior of I and ϕ in the UV limit, i.e., the
time derivative of the angle variable goes to infinity, while
the derivative of the adiabatic variable has an oscillatory
behavior which averages to zero when the frequency ν is
much larger than ξ˙.
Using two real solutions (qr, pr) and (qi, pi) we can
write a general complex solution. It is convenient to shift
the angle variable of the real solution by pi/2, i.e.,
qr =
√
2Ir
mν
cos(ϕr), (120)
pr = −
√
2Irmν sin(ϕr), (121)
where the AA for the real part satisfy
I˙r = 2Ir cos(2ϕr)ξ˙, ϕ˙r = ν − sin(2ϕr)ξ˙. (122)
The complex solution can then be written as
T1 =
qr − iqi
2
=
√
Ir cos(ϕr)− i
√
Ii sin(ϕi)√
2mν
, (123)
T2 =
pr − ipi
2
= −
√
mν
2
[√
Ir sin(ϕr) + i
√
Ii cos(ϕi)
]
.
(124)
This complex solution has to satisfy the normalization
condition T∗aT
a = 1. The product of two solutions is
always constant [Eq. (33)], therefore, if Ta is initially
normalized, it will remain so for all times. In terms of
the AA variables, this restriction implies
IrIi =
1
cos(ϕr − ϕi)2 . (125)
Note that the variables Ir and Ii are the adiabatic invari-
ants. Their derivatives average to zero, while ϕr and ϕi
are the fast variables for which the time derivatives aver-
age to ν. The state normalization above Eq. (125) shows
that the combination ∆ϕ ≡ ϕr − ϕi is also an adiabatic
invariant, since it is a function of Ir and Ii only. This
can also be seen by looking at the equation of motion for
∆ϕ, i.e.,
∆˙ϕ = 2
cos(2ϕ¯)√
IrIi
ξ˙, (126)
where we define the mean angle variable
ϕ¯ ≡ ϕr + ϕi
2
+
pi
4
. (127)
This shows that the time derivative of ∆ϕ also averages
to zero.
From the equations of motion of Ir and Ii, we can see
that
Ir = Ir0 exp
2 t∫
t0
dt1 cos(2ϕr1)ξ˙1
 . (128)
Thus, if Ir0 > 0, then Ir > 0 for all times. Using the
normalization condition, we have only three real degrees
of freedom for the initial conditions Ir0, Ii0 and ϕ¯0. We
can choose Ir0 > 0 and Ii0 > 0 without loss of generality.
Note also that the normalization condition [Eq. (125)]
imposes that Ir0Ii0 ≥ 1. The product IrIi satisfies
£n
√
IrIi = 2
√
IrIi − 1 cos(2ϕ¯)ξ˙, (129)
which we integrate obtaining√
IrIi =
cosh
cosh−1 (√Ir0Ii0)+ 2 t∫
t0
dt1 cos(2ϕ¯1)ξ˙1
 , (130)
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and, therefore,
√
IrIi satisfies IrIi ≥ 1 for all times. The
equation of motion for the mean angle variable is
˙¯ϕ = ν −
√
IrIi − 1
IrIi
sin(2ϕ¯)ξ˙, (131)
and that for the ratio of the adiabatic invariants
£n
√
Ir
Ii
= 2
√
Ir
Ii
sin(2ϕ¯)√
IrIi
ξ˙, (132)
which can be readily integrated as√
Ir
Ii
= exp
ln(√Ir0
Ii0
)
+ 2
t∫
t0
dt1
sin(2ϕ¯1)√
IrIi
ξ˙1
 . (133)
These integral equations naturally lead to the following
parametrization
Ir = cosh() exp(γ), Ii = cosh() exp(−γ), (134)
where we introduced the functions
 ≡ 0 + 2
t∫
t0
dt1 cos(2ϕ¯1)ξ˙1, (135)
γ ≡ γ0 + 2
t∫
t0
dt1
sin(2ϕ¯1)
cosh()
ξ˙1, (136)
where
0 = cosh
−1
(√
Ir0Ii0
)
, γ0 = ln
(√
Ir0
Ii0
)
. (137)
Using this parametrization, ϕ¯ satisfies [see Eq. (131)]
˙¯ϕ = ν − tanh() sin(2ϕ¯)ξ˙. (138)
We can now write Ta directly in terms of the AA vari-
ables,
T1 =
1
2
√
1
mν
(
e−iϕ¯F c − ieiϕ¯F s) , (139)
T2 = − i
2
√
mν
(
e−iϕ¯F c + ieiϕ¯F s
)
, (140)
where we defined two functions which depend only on the
adiabatic invariants,
F c ≡ cosh
(
γ + 
2
)
+ i cosh
(
γ − 
2
)
, (141)
F s ≡ sinh
(
γ − 
2
)
+ i sinh
(
γ + 
2
)
. (142)
In the UV limit |k| → ∞, we can estimate the integrals
defining  and γ. The integral which defines δ =  − 0
and δγ ≡ γ − γ0 can be approximated as described in
Appendix B. From Eqs. (B8), (B9) we conclude that the
leading order approximation for δ and δγ depend on
ξ˙/ν, and their higher order corrections depend on higher
time derivatives and powers of ν−1, e.g., the second order
terms will depend on terms of the form
ξ˙2
ν2
, and
1
ν
£n
(
ξ˙
ν
)
.
Therefore, we need to evaluate both ξ˙ and ν to retrieve
their spectral dependency.
The frequency of a KG field is given by Eq. (109). We
can generalize it writting
(mν)2 =
∞∑
i=−2
fi(t)|k|−i, (143)
where fi(t) are real functions of time only and f−2(t) >
0.12 Using this expression we obtain
lim
|k|→∞
ξ˙ =
1
4
∑∞
i=−2 f˙i(t)|k|−i∑∞
i=−2 fi(t)|k|−i
. (144)
In general, this limit is of order O (|k|0). However, if
f˙−2(t) = 0, then it is O
(|k|−1) and, if both f˙−2(t) = 0
and f˙−1(t) = 0, then it is O
(|k|−2) and so forth.13
This shows that if we do not assume anything about
ξ˙ other than Eq. (143), then this function is at least of
order O (|k|0). Since the higher order terms in the ap-
proximation of δ and δγ contain an additional factor of
ν−1, we conclude that these corrections are at least of or-
der O (|k|−1) smaller than the first term. Hence, in the
UV limit the first term is a good approximation for δ.
On the other hand, the first term is also at least of order
O (|k|−1) and, therefore, in this limit  = 0 +O (|k|−1)
and γ = γ0+O
(|k|−1). In short, the asymptotic analysis
in the UV limit above shows that the adiabatic invariants
are constants in the limit of large |k| and the time de-
pendent corrections are all at least of order O (|k|−1).
The function βt,t0 can be schematically written as
βt,t0 = β
+
t,t0(, γ, ξ)e
iϕ¯ + β−t,t0(, γ, ξ)e
−iϕ¯. (145)
Since ϕ¯ is a fast variable, the βt,t0 function oscillates
rapidly, while the coefficients depend only on adiabatic
invariants and ξ. We need to evaluate under which condi-
tions |βt,t0 | satisfies the necessary condition to converge,
i.e,
lim
|k|→∞
|βt,t0 |2 = 0.
12 The first term of the sum being i = −2 and the condition on
f−2(t) are equivalent to the requirements on ν discussed below
Eq. (110).
13 Note that the first term does not need to be proportional to
|k|2. If the largest power of the eigenvalue is |k|m, then the
same conclusions hold, e.g. f˙−m(t) = 0 implies ξ˙ ∝ O
(|k|−1),
etc.
13
From Eq. (145) it is clear that while ϕ¯ varies by 2pi the
other quantities remain constant. Then, the function
βt,t0 will satisfy the required limit if and only if it does
so for any value of ϕ¯ ∈ (0, 2pi). This is equivalent to say-
ing that both β±t,t0 must go to zero in this limit. These
variables are given by the following expressions
β−t,t0 ≡
1
2
[
F c sinh(ξ)e−iϕ¯0F c0 − iF c cosh(ξ)eiϕ¯0F s0
]
,
(146)
β+t,t0 ≡
1
2
[
iF s cosh(ξ)e−iϕ¯0F c0 + F
s sinh(ξ)eiϕ¯0F s0
]
.
(147)
We can write the condition for both variables being zero
as the matrix product(
F c sinh(ξ) −iF c cosh(ξ)
iF s cosh(ξ) F s sinh(ξ)
)(
e−iϕ¯0F c0
eiϕ¯0F s0
)
=
(
0
0
)
.
(148)
If this matrix is non-singular, then the equation above
implies F c0 = 0 = F
s
0 . However, a quick glance on
Eqs. (141) and (142) shows that this solution is impossi-
ble, F c has a minimum value different from zero. Thus,
we must choose the initial conditions such that the ma-
trix above is singular. Its determinant is given by∣∣∣∣ F c sinh(ξ) −iF c cosh(ξ)iF s cosh(ξ) F s sinh(ξ)
∣∣∣∣ = sinh()−i cosh() sinh(γ).
(149)
Since δ and δγ already go to zero in this limit, this
condition imposes that 0 and γ0 must also go to zero,
i.e., the initial conditions must satisfy
lim
|k|→∞
0 = 0, lim|k|→∞
γ0 = 0, (150)
which translate into
lim
|k|→∞
β−t,t0 =
1
2
sinh(ξ)e−iϕ¯0 ,
lim
|k|→∞
β+t,t0 = 0.
(151)
Therefore, even after this choice of initial conditions,
|βt,t0 | can only have the required limit provided the con-
dition
lim
|k|→∞
ξ = lim
|k|→∞
1
2
ln
(
mν
m0ν0
)
= 0 (152)
on the background function holds. For the function mν
in the form of Eq. (143), this requirement translates into
lim
|k|→∞
ln
( ∑∞
i=−2 fi(t)|k|−i∑∞
i=−2 fi(t0)|k|−i
)
= ln
(
f−2(t)
f−2(t0)
)
+
(
f−1(t)
f−2(t)
− f−1(t0)
f−2(t0)
)
1
|k| +O
(|k|−2) . (153)
Then, independently of any initial condition choice, the
function βt,t0 will only have the required asymptotic be-
havior if f−2(t) is constant. Later we will show that
changing the field representation through LCT, we can
modify the function mν in order to obtain f−2(t) con-
stant. This amounts to saying that the imposition of uni-
tary evolution requires a particular choice of a family of
canonical variables in which the above limit is achieved.
It is worth noting that the limit in Eq. (153) relates the
UV with the background variables on two time slices t0
and t. It is a commonplace in QFT in curved background
to study the UV limit in the asymptotic regions with
t0 and t fixed (usually t0 → −∞ and t → ∞) see for
example Eq. (2.24) in [17]. In this case, it is enough that
the functions f−2 and f−1 have the same limit in both
time coordinates. However, here we are interested in the
UV limit between any two time slices t0 and t. This
provides stronger constraints on f−2 and f−1 which need
to be constant instead of just coinciding on two fixed time
slices only.
The necessary condition on ξ [Eq. (152)] restricts
the choice of canonical variables describing the field,
as we will see explicitly later. However, the par-
ticle number density requires a stronger condition,
lim|k|→∞ |k|3|βt,t0 |2 = 0, to converge. This condition
puts constraints on how fast each element of βt,t0 must
approach zero. Assuming that 0 and γ0 satisfy Eq. (150)
and since δ and δγ also go to zero, we have that in the
limit both  and γ go to zero. The unitary evolution al-
ready requires that ξ goes to zero in the limit. Using these
behaviors, we can expand every term of βt,t0 in powers
of these functions. The lowest order approximations are
β−t,t0 ≈
1
2
[
2iξe−iϕ¯0 + (γ0 + i0) eiϕ¯0
]
, (154)
β+t,t0 ≈ −
1
2
e−iϕ¯0(γ + i). (155)
Arranging the terms above, we conclude that for
lim|k|→∞ |k|3|βt,t0 |2 = 0 we need
lim
|k|→∞

|k| 32 ξ = 0,
|k| 32  = 0,
|k| 32 γ = 0.
(156)
Assuming that ξ satisfies the first condition [Eq. (152)],
we can use the expansion on Eq. (153) to write
lim
|k|→∞
|k| 32 ξ = f−1(t)− f−1(t0)
f−2(t0)
|k| 12 +O
(
|k|− 12
)
.
(157)
Therefore, the particle number density integral will con-
verge only if f−1(t) is also a constant. Consequently, the
last requirement implies that
ξ ∝ O (|k|−2) . (158)
The other variables 0 and γ0 depend on the choice of
vacuum and can be adjusted freely in order to obtain a
unitary evolution. Thus, we can always choose the initial
conditions satisfying
lim
|k|→∞
|k| 32 0 = 0, lim|k|→∞ |k|
3
2 γ0 = 0. (159)
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Finally, we must show that δ and δγ also go to zero at
the required rate. From Eqs. (B8), (B9), we note that
the leading terms are in the form
1
ν
× ξ˙ ∝ O (|k|−1)×O (|k|−2) ∝ O (|k|−3) ,
where we used the requirement on ξ from (158). There-
fore, the previous requirement is sufficient to make δ and
δγ have the necessary limits.
We conclude that it is possible to choose an initial
condition (a vacuum condition), where the time evolution
is unitarily implemented, when the factor mν is such that
f−2(t) and f−1(t) are constant. This, however, does not
impose any constraint on the choice of initial conditions.
In other words, this is a requirement on the functions
appearing in the Hamiltonian and is independent of any
choice of initial conditions. In Sec. V we show how to
use LCT to shape the functions in the Hamiltonian such
that the unitary evolution is possible.
Comparing again with the analysis in time asymptotic
regions with t0 and t fixed, mentioned above. If the func-
tions f−2 and f−1 coincide only in the asymptotic time
limits t0 and t, the main contribution to βt,t0 coming
from ξ will vanish [Eq. (154)]. However, the derivative of
ξ is present in δ and δγ. Thus, if f−2 and f−1 are not
constant, ξ˙ ∝ O (1). Consequently, the presence of such
terms in βt,t0 [Eqs. (154) and (155)] would result in an
infinite particle number density.
B. Vacuum stability
The particle number density for a general vacuum is
described by the integral of Eq. (145). Note that this
quantity depends on the fast variable ϕ¯ through oscil-
latory functions. This means that the particle number
density fluctuates with frequency ≈ ν. We denote this
behavior as an unstable vacuum for which the particle
number for each mode oscillates between the minimum
and maximum |βt,t0 |2 in each time interval ≈ 1/ν.
We already know the dependency of δ, δγ and ξ on
|k|, namely, ξ goes slower to zero (∝ |k|−2) while the
other two are ∝ |k|−3. Therefore, we must choose 0 and
γ0 in order to determine the behavior of βt,t0 in the large
|k| limit. If the initial conditions 0 and γ0 go slower
than ξ to zero, than the largest term in the expansion of
βt,t0 is
βt,t0 ≈ −i(γ0 + i0) sin(ϕ¯− ϕ¯0), (160)
which by our definition is an unstable vacuum, since
the particle number density depends on the fast vari-
able through the sin function. On the other hand, if we
choose the initial conditions to vanish faster than ξ, we
get another asymptotic behavior for the largest term, i.e.,
βt,t0 ≈ iξe−i(ϕ¯−ϕ¯0). (161)
In this case the largest term of |βt,t0 |2 is non-oscillatory.
Therefore, any initial condition satisfying
lim
|k|→∞
0
ξ
= lim
|k|→∞
γ0
ξ
= 0, (162)
provides a vacuum which is stable at leading order in the
UV limit.
For the leading order approximation, we can use
 = 0, γ = 0 and ϕ¯ =
t∫
t0
dt1ν1 +
pi
4
, (163)
where ν1 ≡ ν(t1), such that the Eqs. (139) and (140) are
T1 =
e
−i
t∫
t0
dt1ν1
√
2mν
+O
(
ξ˙
ν
)
, (164)
T2 = −i
√
mν
2
e
−i
t∫
t0
dt1ν1
+O
(
ξ˙
ν
)
. (165)
This approximation depends on |k| through the oscilla-
tory frequency ν in the exponent and the denominator√
2mν. In the UV limit it reduces to
lim
|k|→∞
T1 =
e
−i|k|
t∫
t0
dt1
1
m1√
2|k| . (166)
Naturally, this leading order approximation coincides
with the leading order of the WKB approximation
(see [19], for example).
The next order terms will contain 0, γ0, δ and δγ.
The positive frequency part β+t,t0 [Eq. (155)] contains a
term of the form δγ + iδ. Using the asymptotic expan-
sions given in Eqs. (B8) and (B9), we obtain
δγ + iδ ≈ − e−2iϕ¯1 ξ˙1
ν1
∣∣∣∣∣
t
t0
. (167)
Consequently, the term containing β+t,t0 [Eq. (145)] at this
order is given by
eiϕ¯β+t,t0 ≈
e−i(ϕ¯+ϕ¯0)
2
ξ˙
ν
− e
i(ϕ¯−ϕ¯0)
2
(
γ0 + i0 + e
−2iϕ¯0 ξ˙0
ν0
)
.
(168)
The first term only depends on the initial conditions
through ϕ¯0 and has the same dependency on the fast
variable of the main term, i.e.,
βt,t0 ≈
[
iξe−iϕ¯0 +
e−iϕ¯0
2
ξ˙
ν
+ (γ0 + i0)
eiϕ¯0
2
]
e−iϕ¯
− e
i(ϕ¯−ϕ¯0)
2
(
γ0 + i0 + e
−2iϕ¯0 ξ˙0
ν0
)
.
(169)
15
The second line of the equation above oscillates with pos-
itive exponent on ϕ¯ and, therefore, contributes with an
oscillatory correction for the non-oscillatory first term.
This shows that, when we calculate the higher order cor-
rections for βt,t0 , we find terms which contribute both
in oscillatory and non-oscillatory manners. We denote
this kind of vacuum as unstable at O (|k|−3), which is
the order of the above correction. If we choose the ini-
tial conditions such that the second term is exactly zero,
we obtain a choice of stable vacuum at O (|k|−3). This
choice is simply
γ0 + i0 ≈ −e−2iϕ¯0 ξ˙0
ν0
. (170)
We write the approximate equality since this condition
fixes the initial condition up to O (|k|−3) terms. How-
ever, we need additional higher order terms to remove the
high order instabilities, and this imposes higher order re-
strictions on the initial conditions. Using this choice of
initial conditions, we obtain
βt,t0 ≈
(
iξ +
ξ˙
2ν
− ξ˙0
2ν0
)
e−i(ϕ¯+ϕ¯0). (171)
The requirement of a stable vacuum provides a way
to define adiabatic initial conditions similar to the orig-
inally advocated minimization postulate by Parker [15]
(see [24] for a discussion on the adiabatic vacuum and
the intrinsic ambiguity of its definition). Instead of re-
quiring the minimization of the created particle number
order by order as in the minimization postulate, we re-
quire that the particle number density does not depend
on fast variables up to some order. Our requirement can
be advantageous when dealing with multiple fields with
quadratic actions (only coupled by quadratic terms in the
Hamiltonian), because the AA variables can be used in
such systems by identifying the fast and slows variables.
In principle, this criteria could be used when dealing with
non-linear systems since, in this case, it is also possible
to define AA variables.
The above calculation shows that, we can define a sta-
ble vacuum order by order by properly choosing the ini-
tial conditions. Notwithstanding, the procedure used to
obtain the higher order corrections for  and γ is cum-
bersome and, for higher orders, one must also compute
further corrections coming from the angle ϕ¯.14 Instead
of following this path, in the next sections we use a dif-
ferent approach. We will show that, making a LCT, we
can redefine the mass m and frequency ν of the system,
such that we obtain ξ ∝ O (|k|−n) for these new vari-
ables. Then, one can define the leading adiabatic initial
condition in the new representation and transform back
to the original representation obtaining a stable vacuum
of order O (|k|−n).
14 This correction is function of the adiabatic Hannay angle, see for
example [25].
C. Comparison with WKB approach
In the literature, the standard approach for the asymp-
totic analysis of the solutions is through the WKB ap-
proximation. For this, one starts by finding a variable
where the field equations have the massm = 1. Then, the
WKB analysis is performed and the solution is translated
back to the original variables. Let us consider the simple
example of a massless spectator scalar field in a power
law inflationary model. For the KG field in Eq. (7),15
m ≡ a2 and ν2 ≡ |k|2, the field satisfies
φ′′k + 2
a′
a
φ′k + |k|2φk = 0, (172)
where changing the field variable to Qk = aφk, we get
Q′′k +
(
|k|2 − a
′′
a
)
Qk = 0. (173)
In this example we assume that the background evolves
with a simple power law, a(η) = (−η)b+ 12 and a massless
field µ = 0. We can write the analytic solution for the
field as
Q|k| =
√
−ηpi
4
ei
pi
2 (b+
1
2 )H
(1)
b (−|k|η), (174)
where H
(1)
b is the Hankel function of the first kind. This
solution matches the boundary condition
lim
η→−∞ =
e−i|k|η√
2|k| . (175)
Naturally, it also matches the AA approximation [see
Eq. (164)] and, since the leading order coincides with
the WKB approximation, it also matches the “positive
frequency” WKB solution.
In Fig. 1 we show the comparison between the analytic
solution [Eq. (174)] and three different approximations.
The leading order approximation is given by Eq. (164)
and it is equivalent to the WKB approximation. To high-
light the difference between the methods, we compute
the fourth order WKB and AA corrections. In the two
upper panels of Fig. 1, we can note that the approxima-
tions present different behaviors when they get closer to
the end of their validity range. In the lower left panel,
we can see that the analytic solution is proportional to a
simple complex exponential,16 i.e., its modulus does not
oscillate. All three approximations also have this feature,
additionally they are also in phase with the analytic so-
lution, i.e., the module of the difference between them
15 Here we use the conformal time defined by dt = adη and the
prime denotes the derivative with respect to η.
16 This is to be expected by studying the asymptotic series approx-
imation for the Bessel functions.
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FIG. 1. Plots of the the basis function Q|k| described in Sec. IV C. The two figures on the top panel represent the real and
imaginary parts of the analytic solution and the difference between the analytic solution and the different approximations.
The lower left figure shows the absolute value of the analytic function and its difference with the approximations. The lower
right describe the time evolution of the βt,t0 function for this analytic basis function and again its comparison with the
approximations. In this figures we used |k| = 1 and b = −2, every quantity is written in units of c/H0 = ca0/a˙0. The dark
vertical lines in the top left plot is the result of spurious oscillations of the AA approximation in the region where the it fails.
and the analytic solution
∣∣∣Q|k| −Qapprox|k| ∣∣∣ also does not
oscillate.
The main non-trivial difference between WKB and AA
is that in the AA approach we obtain approximations for
both field and its momentum. In the WKB approach,
we can use the approximation for the field and obtain
an approximation for the momentum using one of the
Hamilton equations, e.g., we could define the momen-
tum as ΠWKBQ|k| ≡ QWKB′|k| . However, this implies an addi-
tional ambiguity when defining the initial conditions for
the Hamilton equations. That is, we could have used any
other momentum definition as long as it agrees with the
approximation. Using this momentum definition, we also
plot the βt,t0 function and its comparison with the three
approximations. In the right lower panel of Fig. 1, we
can note that AA provides a slight better approximation
for the βt,t0 function than the WKB one.
The WKB approximation is widely used in this con-
text, since it application is more straightforward. In some
scenarios however, AA is more advantageous. The AA
approach provides an approximation for both field and
momentum, which allowed us to study the asymptotic be-
havior of the βt,t0 function in Sec. IV B. The AA variables
can be used even when dealing with multiple free fields
coupled only by quadratic terms in the Hamiltonian. In
the next section we show how to combine the already
17
well known WKB approximation and the AA variables
to obtain a straightforward methodology to approximate
the basis functions.
V. CANONICAL TRANSFORMATIONS
In this work we focus in the linear canonical transfor-
mations since they keep the system linear and, therefore,
we can still apply the canonical quantization. In this
case, the LCT group is that one which keeps the sym-
plectic matrix [Eq. (6)] invariant. For a single field, the
symplectic group is Sp(2,R), which is tridimensional with
the following generators
S1 =
(
1 0
0 −1
)
, S2 =
(
0 1
0 0
)
, S3 =
(
0 0
1 0
)
.
(176)
These three matrices generate transformations, respec-
tively, in the form
φk → eg1φk, Πφk → e−g1Πφk, (177)
φk → φk + g3Πφk, Πφk → Πφk, (178)
φk → φk, Πφk → Πφk + g2φk, (179)
where g1, g2 and g3 are the group parameters related to
S1, S2 and S3, respectively.
The first important result is that the annihilation and
creation operators, as in Eq. (59), are invariant under
LCT. It is easy to see that every product in the form
ras
a is scalar under canonical transformations if taken
in the same spatial section, i.e., at the same time slice.
However, this also means that the annihilation operator
in the Heisenberg [Eq. (96)] representation is not invari-
ant under canonical transformations, with the exception
of the time-independent canonical transformations.
A. Existence
In Sec. IV A we showed that, for a Hamiltonian with
no cross term, we need to impose conditions on ξ to ob-
tain representations with unitary evolution. We show
now that, using the original variables, it is not possible
to find a representation where the evolution is unitarily
implemented. We have to return to the original canon-
ical variables inverting the transformation in Eq. (112),
i.e.,
p→ P = p−mhq, q → Q = q. (180)
In this canonical representation the phase vector is
va
.
= (T1,T2 −mhT1). (181)
Consequently, the βt,t0 function is also modified, and this
modification is straightforward to calculate, namely,
β−t,t0 → β−t,t0 −
∆h
2
F c
(
ie−iϕ¯0F c0 + e
iϕ¯0F s0
)
, (182)
β+t,t0 → β+t,t0 −
∆h
2
F s
(
e−iϕ¯0F c0 − ieiϕ¯0F s0
)
, (183)
where we defined
∆h ≡ (mh−m0h0)
2
√
m0ν0mν
. (184)
The modified matrix, equivalent to Eq. (148) but in the
new representation, is(
F c [sinh(ξ)− i∆h] F c [−i cosh(ξ)−∆h]
F s [i cosh(ξ)−∆h] F s [sinh(ξ) + i∆h]
)
. (185)
It is easy to check that its determinant is independent
of ∆h and, therefore, the same conclusions as those dis-
cussed below Eqs. (150) follow in this new representation.
The limits given in Eqs. (151) are also unmodified, since
lim
|k|→∞
∆h = 0. (186)
The quantity ∆h must have this limit because we have
already required that the curves defined by Eq. (111)
were closed. In other words, this imposes that h2 should
go faster to zero than ν2 and, consequently,
lim
|k|→∞
∆h ∝ |k|−1+nh , (187)
where nh is the largest power of |k| in h; it satisfies nh <
1.
The last requirement is lim|k|→∞ |k|3|βt,t0 |2 = 0, so we
have an additional condition for this representation,
lim
|k|→∞
|k| 32 ∆h ∝ lim
|k|→∞
|k| 12+nh = 0. (188)
If h does not contain any spatial derivative operator,17
then nh = 0 and the above condition is impossible to
satisfy. This means that the time evolution for the field
operators is not unitarily implemented in this new repre-
sentation. However, a simple LCT, removing the term
hqp from the Hamiltonian, is sufficient to change the
canonical representation to one where the evolution is
unitarily implemented.
We can conclude from these results that it is possible to
obtain a canonical representation where the evolution of
the field operators is unitarily implemented for an initial
Hamiltonian, where the only conditions on the functions
m, ν and h are the following:
• The frequency ν must satisfy
lim
|k|→∞
ν ∝ +|k|, (189)
17 If h contains any spatial derivative, it must be such that the spec-
tral dependency on the eigenvalue is |k|nh , where it must satisfy
nh < −1/2. This would require the appearance of unusual pow-
ers of inverse Laplacian in the cross term qp of the Hamiltonian.
For simplicity we ignore these cases here.
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• The mass m must be such that the variable ξ de-
fined in Eq. (117) satisfies
lim
|k|→∞
|k| 32 ξ = 0, (190)
• The cross term h must satisfy
lim
|k|→∞
(ν2 − h2) > 0. (191)
This canonical representation can be obtained explicitly
using the transformations defined by Eqs. (112), (113).
B. Uniqueness
We have already shown that a canonical representation
with unitary evolution exists. Now we can show that this
representation is unique. Consider a general canonical
transformation parametrized as
Ca
b .= eg1S1eg2S2eg3S3 =
[
eg1(g2g3 + 1) e
g1g2
e−g1g3 e−g1
]
, (192)
where g1, g2 and g3 are functions of the time. At this
point we consider only global transformations, i.e., we
assume these functions do not depend on the eigenvalue
|k|. We also require that the transformations are real,
otherwise the new field operators would fail to be Hermi-
tian. These transformations do not alter the meaning of
the field, in the sense that they merely multiply the field
by the same value at every point in the same time slice.
It is easy to check that Ca
c(t)SabCbd(t) = Scd, i.e.,
two transformations at the same time slice maintain Sab
invariant. However, as we noted before, the Heisenberg
creation and annihilation operators are not invariant un-
der such transformations, as they are defined by prod-
ucts of canonical variables at different time slices. We
can check the consequences of this transformation at the
time evolution by inspecting the transformed βCt,t0 func-
tion [Eq. (104)] in this new representation, i.e.,
βCt,t0 = tcC
cd
t0,tTd, C
cd
t0,t ≡ Cac(t0)SabCbd(t), (193)
or more explicitly
βCt,t0 = t1T1C
11
t0,t + t2T2C
22
t0,t + t1T2C
12
t0,t + t2T1C
21
t0,t.
(194)
Starting from an unitarily implemented representation,
the expressions for Ta and ta are given by Eqs. (139) and
(140). From these equations we assert that
lim
|k|→∞
T1 ∝ lim|k|→∞ t1 ∝ |k|
− 12 , (195)
lim
|k|→∞
T2 ∝ lim|k|→∞ t2 ∝ |k|
1
2 . (196)
Consequently, we have tree different spectral depen-
dencies in the function βCt,t0 . In order to satisfy
lim|k|→∞ |k|3|βCt,t0 |2 = 0, we must impose that
C11t0,t = 0 = C
22
t0,t. (197)
As we are assuming that the original representation has
a unitary evolution, then
lim
|k|→∞
|βt,t0 |2 = i(t1T2 − t2T1) = 0, (198)
which results in
lim
|k|→∞
t1T2 = t2T1. (199)
Hence we must also impose that
C12t0,t + C
21
t0,t = 0. (200)
Writing Cabt0,t explicitly, we get
C11t0,t = ig3(t)e
g1(t0)−g1(t) [g2(t0)g3(t0) + 1]
− ig3(t0) [g2(t)g3(t) + 1] eg1(t)−g1(t0), (201)
C22t0,t = ig2(t0)e
g1(t0)−g1(t) − ig2(t)eg1(t)−g1(t0), (202)
C12t0,t = ie
g1(t0)−g1(t) [g2(t0)g3(t0) + 1]
− ig2(t)g3(t0)eg1(t)−g1(t0), (203)
C21t0,t = ig3(t)g2(t0)e
g1(t0)−g1(t)
− i [g2(t)g3(t) + 1] eg1(t)−g1(t0). (204)
We can first solve C11t0,t = 0 = C
22
t0,t to obtain g2(t) and
g3(t) in terms of g1(t), i.e.,
g2(t) = g2(t0)e
−2[g1(t)−g1(t0)], (205)
g3(t) = g3(t0)e
2[g1(t)−g1(t0)]. (206)
Substituting them back into the final condition C12t0,t +
C21t0,t = 0, we obtain
sinh[g1(t)− g1(t0)] = 0. (207)
The only solution is g1(t) constant, which consequently
implies that g2(t) and g3(t) are also constant. Therefore,
there is no time dependent LCT connecting to another
set of canonical variables where the time evolution can be
represented by unitary operators. In other words, canon-
ical variables found in Sec. V A are unique.
C. The background conditions
In the Sec. IV A we had to assume that ξ satisfies the
condition given in Eq. (158) to obtain an unitary evo-
lution for the field operators. From the existence con-
ditions, we realized that only the representations where
the Hamiltonian does not contain a cross term implement
an unitary evolution. The canonical transformation, ap-
plied to remove the cross term [Eq. (112)], modifies the
Hamiltonian through
m→ m, h→ 0, ν2 → ν2 − h2 − £n(hm)
m
. (208)
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Hence, assuming that initially ξ does not satisfy the limit
in Eq. (158), we can search for canonical transformations,
such that the new product mν fulfills the cited condition.
Starting from a representation with h = 0, we must ob-
tain the subset of canonical transformations which pre-
serves h = 0.
Before studying these transformations, it is informa-
tive to look if a different choice of the time coordinate
could be used to transform ξ to satisfy the unitary con-
dition. To evaluate this, we first note that it is possible
to change the time variable such that dt = Ndτ , where
t is the current time variable, τ the new one and N an
arbitrary lapse function. Examining the action
S =
1
2
∫
d4x
(
iχaSabχ˙b − χaHabχb
)
, (209)
one notes that the first term will simply change as
dtχ˙b → dτχ′b, (210)
where new a prime represents a derivative with respect
to τ , and the second term gains a factor of N , i.e., Hab →
NHab. Finally, mass and frequency transform as
m→ m
N
, ν → Nν, (211)
and, consequently, ξ is invariant under the change of time
coordinate. Therefore, the appropriate canonical variable
is independent of the time gauge choice.
The general LCT expressed in Eq. (192) maps the
canonical variables Ta into Ra as
Ra = Ca
bTb, Ta =
(
Ca
b
)−1
Rb, (212)
where (
Ca
b
)−1 .
= e−g3S3e−g2S2e−g1S1
=
[
e−g1 −eg1g2
−e−g1g3 eg1(g2g3 + 1)
]
.
(213)
The calculation can be greatly simplified using the pa-
rameterization
g1 = ln(
√
m/mc1), g2 = 0, (214)
where mc1 is an arbitrary positive function.
18 This trans-
formation, when applied to the Hamiltonian, results in
H(R) = 1
2
RaHabc1Rb, (215)
Habc1 ≡
 mc1
(
ν2 +
g23
m2 − g˙3m
)
£n ln
(√
m
mc1
)
− g3m
£n ln
(√
m
mc1
)
− g3m 1mc1
 .
(216)
18 A LCT with g2 6= 0 would result in a cross term proportional
to ν2g2. Therefore, to remove such terms while keeping g2 6= 0,
one must choose g1, g2 or g3 as functions of m and ν. This
however makes the transformation dependent on |k|, which is
exactly what we want to avoid.
Using the function g3 to remove the cross terms, we fi-
nally obtain
Habc1 ≡
 mc1ν2 − 1√ mmc1 £n
(
mc1
˙√ m
mc1
)
0
0 1mc1
 .
(217)
Thus, under this canonical transformation, the mass and
frequency of the Hamiltonian are transformed as
m→ mc1 , (218)
ν2 → ν2c1 ≡ ν2 −
1
mc1
√
m
mc1
£n
(
mc1
˙√ m
mc1
)
, (219)
where mc1 represents the only degree of freedom left in
the LCT and is an arbitrary function of time only. Note
also that the transformed frequency can be written as
ν2c1 = ν
2 −
√¨
m√
m
+
¨√mc1√
mc1
. (220)
After performing the LCT, one can make the same
asymptotic analysis described in Sec. IV A. But now the
product given in Eq. (143) is
(mc1νc1)
2 =
∞∑
i=−2
fc1,i(t)|k|−i, (221)
where
fc1,i(t) ≡
m2c1
m2
fi(t)− δi,0 mc1√
m
mc1
£n
(
mc1
˙√ m
mc1
)
.
For most field theories, including those where the field
has a canonical kinetic term, the only non-zero fi(t) are
f−2(t) and f0(t). So in these cases we can choose
mc1 =
m√
f−2(t)
, (222)
making the new
ξc1 ≡ ln
{√
mc1νc1/[mc1(t0)νc1(t0)]
}
(223)
to fulfill the unitary evolution necessary conditions. In a
general case, this transformation is sufficient if f−1(t) ∝
f−2(t) or f−1(t) = 0.
In short, the LCT generated by
g1 = ln
(√
m
mc1
)
, g2 = 0,
g3 = m£n
[
ln
(√
m
mc1
)]
, mc1 =
m√
f−2(t)
,
(224)
leads to a choice of canonical variables for the fields,
where it is possible to implement the time evolution of the
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quantum fields unitarily. We denote this canonical rep-
resentation as c1 and the basis defined in these canonical
variables as Rc1a .
The matrix describing the above transformation is
Ca
b .=

√
m
mc1
0
mc1£n
(√
m
mc1
) √
mc1
m
 . (225)
Applying it to the field variables, we obtain
φk →
√
m
mc1
φk, Πφk →
√
mc1
m
Πφk+mc1£n
√
m
mc1
φk.
(226)
Therefore, the field variable is changed by a simple time-
dependent re-scaling. In the new canonical representa-
tion the field basis is given by Eq. (139), trading the
mass and frequency for the new ones. In the UV limit
the basis functions are
lim
|k|→∞
Rc11 ≈
1
2
√
1
mc1νc1
e−iϕ¯(1 + i) =
e−iϕ¯+ipi/4√
2|k| , (227)
where we assumed that the initial conditions were such
that the vacuum is stable at least at leading order
[Eq. (162)]. The same basis written in the original vari-
able is
lim
|k|→∞
T1 ≈ e
−iϕ¯+ipi/4√
2
√
f−2(t)|k|
. (228)
In the representation c1, the basis functions R
c1
a have a
very simple evolution, in the UV limit, described by the
time evolution of the phase. This is exactly the evolution
of the basis functions of a free field in the Minkowsky
space-time. On the other hand, in the original repre-
sentation, the basis functions have a more complicated
evolution emanating from the f−2(t) term.
In light of this discussion, it is worth reevaluating the
example in Sec. IV C. In the original variables, we saw
that the mass and frequency are m = a2 and ν = |k|,
respectively, giving
m2ν2 = a4|k|2,
where we identify f−2 = a4 and fi = 0 for all i 6= −2.
Applying the condition in Eq. (222) we obtain the new
mass mc1 = 1. This shows that the Q|k| variable is ac-
tually the right variable for quantization with unitary
evolution.
In cosmology it is a common practice to parametrize
the field such that its action resembles that of a free field
in Minkowsky space-time with a time-dependent mass
term (see for example [26]). In the language presented
in this work, this means changing the mass variable to
a new mc1 = 1 and choosing the conformal time gauge.
The fact that the new mass is constant is, however, just a
consequence of the time gauge choice. In the initial time
gauge, the mass and frequency are, respectively, m = a3
and ν = a−1|k|. Within this choice we obtain f−2 = a4,
which is expected since we showed that this product is
invariant under time gauge change. On the other hand,
the new mass is mc1 = a
−1, again compatible with the
transformation in Eq. (211).
Consequently, there is nothing special about cast-
ing the field as a field with time-dependent mass in a
Minkowsky background. This is possible when the new
mass mc1 is simple enough to be made constant by a
time gauge choice. For a free field in a FLRW back-
ground, the Laplacian operator scales as a−2 and, thus,
the frequency contains a term of the form ν = a−1|k|.
So, a simple choice of the lapse function N = a modifies
the frequency such that its part containing the Laplacian
is now constant. In this case, it is clear by Eq. (222) that
the c1 mass is also constant. Nevertheless, this is not
always the case, in different settings in cosmology,19 the
Laplacian operator comes with the speed of sound of the
perturbed matter content. For these latter examples, the
time gauge will also depend on the speed of sound, if it
is non-constant. Also, if there are several free fields with
different speeds of sound, there is not a single time gauge
choice where all c1 masses are constant.
In physical terms, this means that in the original
canonical variables, the UV modes feel the influence of
the background evolution at all scales. If one consid-
ers FLRW as the background metric, which has homoge-
neous and isotropic hypersurfaces, it should be expected
that the modes that are deep in the UV limit should not
be influenced by the background evolution. Hence, the
LCT above selects the only canonical variables for the
field for which it is possible to find a representation for
the quantum fields such that the basis functions in the
UV limit evolve as those of a free field in the Minkowsky
space-time. Besides, this choice of canonical variables is
the only one where the time evolution of the quantum
field can be implemented unitarily. We argue that, the
equivalence principle is satisfied if the basis functions, in
the UV limit, reduce to those of a free field in Minkowsky
space-time. For any other choice of canonical variables,
it is impossible to find a representation such that its basis
satisfies the equivalence principle. In this sense, one can
summarize this result in the following statement: The
only variable for which we can apply the equivalence prin-
ciple is also the only variable for which we can represent
the field such that its evolution is unitary.
D. Higher order approximations
In Sec. IV B we showed how to obtain a leading or-
der and a O (|k|−3) stable vacuum. The calculation
necessary to determine such vacuum is involved and re-
19 For example, K-inflation [27] or fluid quantization [2].
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quires a careful asymptotic expansion of different inte-
grals. Note that the first correction for the leading order
stable vacuum comes from the choice of initial conditions
in Eq. (170). Hence, the correction is proportional to the
term ξ˙/ν.
Instead of computing the adiabatic expansion ex-
plicitly, we propose an alternative and straightforward
method to obtain higher order approximations and
higher order stable vacuum definitions. Starting from the
canonical representation satisfying the UV condition, we
know from Eq. (158) that ξ˙c1 ∝ O
(|k|−2). Therefore, if
we find a new representation such that the new ξc2 drops
faster than ξc1 , then the leading adiabatic approximation
in this new representation will have an error of the order
ξ˙c2/νc2 , instead of the original ξ˙c1/νc1 ∝ O
(|k|−3).
Performing a new transformation in the form of
Eq. (224) we obtain the new mass and frequency
mc1 → mc2 , (229)
ν2c1 → ν2c2 ≡ ν2c1 −
1
mc2
√
mc1
mc2
£n
(
mc2
˙√mc1
mc2
)
. (230)
The adiabatic approximation is controlled by the factor
mc2νc2 appearing in the function
ξc2 ≡ ln
(√
mc2νc2
mc20νc20
)
, (231)
where the new mass mc2 is an arbitrary function. If we
choose mc2 = |k|/νc1 , we get
ν2c2 = ν
2
c1
[
1− 1
νc1
£n
(
ξ˙c1
νc1
)
− ξ˙
2
c1
ν2c1
]
,
m2c2ν
2
c2 = |k|
[
1− 1
νc1
£n
(
ξ˙c1
νc1
)
− ξ˙
2
c1
ν2c1
]
.
(232)
This new canonical representation is labeled c2. Since
ξ˙c1/νc1 ∝ O
(|k|−3), we obtain from Eq. (232)
lim
|k|→∞
νc2 ∝ O
(|k|1) ,
lim
|k|→∞
ξc2 ∝ ξ˙c2 ∝ O
(|k|−4) . (233)
Now, using the leading order adiabatic approximation
[equivalent to Eqs. (164) and (165)], we have
Rc21 =
e
−i
t∫
t0
νc2 (t1)dt1
√
2mc2νc2
+O
(
ξ˙c2
νc2
)
, (234)
Rc22 = −i
√
mc2νc2
2
e
−i
t∫
t0
νc2 (t1)dt1
+O
(
ξ˙c2
νc2
)
. (235)
Hence, using the above approximations, the error is of
order O (|k|−5). Since the LCT used to get the c2 repre-
sentation is exact, we can transform back to the original
variables obtaining an approximation with an error of
order O (|k|−5), namely,
Rc11 =
e
−i
t∫
t0
νc2 (t1)dt1
√
2mc1νc2
+O
(
ξ˙c2
νc2
)
, (236)
Rc12 = −
√
mc1νc2
2
(
i +
ξ˙c1
νc2
)
e
−i
t∫
t0
νc2 (t1)dt1
+O
(
ξ˙c2
νc2
)
.
(237)
Note that these equations are not the leading order adia-
batic approximation using the variables Rc1a , but the lead-
ing order approximation obtained using the variables Rc2a
transformed back to the Rc1a variables. The transforma-
tion matrix between these two sets of variables is
Ca
b(c1 → c2) .=
 √mc1νc1|k| 0√|k|mc1νc1 ξ˙c1νc1 √ |k|mc1νc1
 . (238)
We already know that the leading order solution in the c2
representation provides a unitary evolution for the quan-
tum fields in the same c2 representation. Now we must
show that the leading solution in the c2 representation,
when transformed back to the c1 representation, also pro-
vides a unitary evolution for the fields in the c1 represen-
tation. To evaluate this aspect, we must calculate the
number of particles measured between these two repre-
sentations [see Eq. (62)],
βc2,c1 ≡ Rc1a SabRc2b . (239)
Using the adiabatic approximations, we obtain
lim
|k|→∞
βc2,c1 ≈
1
2
(√
|k|
mc1νc1
−
√
mc1νc1
|k|
)
+
i
2
√
mc1
|k|νc2
ξ˙c1 = O
(|k|−2) . (240)
Consequently, the two representations c1 and c2 are uni-
tarily equivalent.
Repeating the same procedure, but using
mcn =
|k|
νcn−1
, (241)
we obtain the general result
lim
|k|→∞
νcn ∝ O
(|k|1) ,
lim
|k|→∞
ξcn ∝ ξ˙cn ∝ O
(|k|−2n) . (242)
The canonical transformation matrix connecting these
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representations with c1 is
Ca
b(c1 → cn) .=
 √mc1mcn 0√
mc1mcn
∑n−1
l=1 ξ˙cl
√
mcn
mc1
 ,
.
=

√
mc1νcn−1
|k| 0
£n
√|k|mc1νcn−1
νcn−1
√ |k|
mc1νcn−1
 .
(243)
The frequencies can be obtained by the recursion formula
ν2cn+1 = ν
2
cn
[
1− 1
νcn
£n
(
ξ˙cn
νcn
)
− ξ˙
2
cn
ν2cn
]
. (244)
This equation is a generalization to the well know recur-
sion for the WKB approximation [see Eq. (25) and (26)
in [24], for example].
The leading order adiabatic approximation in the cn
representation is
Rcn1 =
e
−i
t∫
t0
νcn (t1)dt1
√
2mcnνcn
+O
(
ξ˙cn
νcn
)
, (245)
Rcn2 = −i
√
mcnνcn
2
e
−i
t∫
t0
νcn (t1)dt1
+O
(
ξ˙cn
νcn
)
. (246)
Transforming them back to the c1 representation, we ob-
tain
Rc11 =
e
−i
t∫
t0
νcn (t1)dt1
√
2mc1νcn
+O
(
ξ˙cn
νcn
)
, (247)
Rc12 = −
√
mc1νcn
2
(
i +
£n
√
mc1νcn−1
νcn
√
mc1νcn−1
)
e
−i
t∫
t0
νcn (t1)dt1
+O
(
ξ˙cn
νcn
)
. (248)
Using the above solutions, it is easy to show that the
representations cn are also unitarily equivalent to the c1
representation.
Considering the fact that all cn representations are uni-
tarily equivalent, one can use any of them to describe a
particular quantum field. The main difference between
the c1 and cn representations, with n > 1, is that the
latter involves a LCT whose parameters depend on both
time and the eigenvalue |k|, while the transformation be-
tween the original representation and c1 is only time-
dependent. To interpret these new LCT physically, it is
worth writing the field operator explicitly in both repre-
sentations, i.e., from Eqs. (30) and (34), we get
φˆcn(x) =
∫
d3kYk
(
Rcn1 ak + R
cn∗
1 a
†
k
)
. (249)
We omitted the basis used to define the creation and
annihilation operators, because they are invariant under
LCT in the Schrodinger representation. Therefore, any
canonical variables cn result in the same operators, e.g.,
ak[R
c1 ] = ak[R
c2 ]. Expressing the field operator using cn
variables and in terms of the c1 representation, we obtain
φˆcn(x) =
∫
d3kYk
√
mc1νcn−1
|k| φ˜
c1
k . (250)
Introducing the following window function
Wcn,c1(x, y) =
∫
d3kYk(x)Yk(y)
√
mc1νcn−1
|k| , (251)
we write the relation between the representations as
φˆcn(x) =
∫
d3yWcn,c1(x, y)φˆ
c1(y). (252)
This transformation acts as a averaging (smearing) pro-
cedure, providing the exact window function which con-
nects to a representation of the field where the particle
creation leading term is of order 2n+ 1.
It should be noted that these LCT are restricted to
the modes which satisfy ν2cn > 0. In addition, the se-
ries obtained by applying Eq. (244) is know to provide
an asymptotic series approximation and, as such, it has
a maximum n above which the series stops converging.
Thus, the window function in Eq. (251) should reflect
the LCT only for the modes where the transformation is
possible.20
In the first step to determine the c1 representation, we
evaluate Eq. (220) to choose mc1 such that ξc1 satisfies
the necessary conditions for unitary evolution. In all sub-
sequent steps we choose LCT where the coefficients are
determined algebraically in terms of the old representa-
tion. We can instead impose that mc∞νc∞ = 1, where
we label this representation as c∞. This leads to a dif-
ferential equation for the new frequency, i.e.,
ν2c∞ = ν
2 −
√¨
m√
m
+
¨√
ν−1c∞√
ν−1c∞
. (253)
This equation can be easily recognized as the differen-
tial equation for the frequency W in the WKB approach
(see [28, Eq. (3.35)] for example). The main difference is
that, in this case, the function νc∞ enters as the coeffi-
cient of a LCT which takes the field to a new represen-
tation where the basis functions have a simple analytic
solution [since ξ˙c∞ = 0, Eqs. (116) have trivial quadra-
ture solutions]. The ambiguity is now contained in νc∞
because, as it is defined by a differential equation, it re-
quires the imposition of initial conditions. For example,
one can choose νcn(t0) and ν˙cn(t0) as initial conditions
for νc∞ but, then, the same ambiguities in determining
the adiabatic vacuum will persist.
20 For example, one can use the identity transformation for all
modes satisfying ν2cn < 0.
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E. Hamiltonian Diagonalization
The Hamiltonian for every cn representation is written
in the form
Hab .=
(
mcnν
2
cn 0
0 1mcn
)
. (254)
The Hamiltonian operator, transformed by Yk, can be
cast as [see Eq. (54)]
Hˆ = 1
2
χ˜k,aHabχ˜k,b = 1
2
χ˜k,aSabHacχ˜k,c, (255)
where in the second equality we introduced the opera-
tor Hac ≡ SabHbc. The operator Hac is Hermitian with
respect to the product r∗aSabsa, i.e.,
r∗aSab(Hbcsc) = (Hacrc)∗Sabsb.
So naturally, we can diagonalize it obtaining the eigen-
values ±νcn and eigenvectors proportional to
ea
.
= (1,±imcnνcn). (256)
Considering ν2cn > 0, its respective normalized vector is
Ea
.
=
(
1√
2mcnνcn
,−i
√
mcnνcn
2
)
. (257)
Note that these eigenvectors are equivalent to the lead-
ing approximations given in Eqs. (245) and (246) except
for an irrelevant phase. This fact provides a connection
between the instantaneous diagonalization vacuum defi-
nition (see [29], for example) and the adiabatic vacuum.
The instantaneous diagonalization is equivalent to the
leading order approximation in each cn canonical vari-
ables. Each one of these leading approximations cn, when
transformed back to the c1 representation, results in the
2n order adiabatic vacuum. In other words, the 2n order
adiabatic vacuum is equivalent to the diagonalization of
the Hamiltonian in the cn canonical variables.
VI. CONCLUSIONS
In this work, we studied under which conditions the
evolution of a free quantum field can be represented by
unitary operators. We obtained that these conditions re-
strict the form of the system’s Hamiltonian by imposing
the three requirements given by Eqs. (189)–(191). How-
ever, under a time-dependent LCT both the canonical
variables and the form of the Hamiltonian are modified.
This means that different choices of canonical variables
lead to different Hamiltonians. Then, if the Hamilto-
nian does not fulfill those conditions for a given choice of
canonical variables, it is possible that for other choice it
may do so. Conversely, if the Hamiltonian satisfies such
conditions, the new one obtained after a LCT may not do
so. In short, the requirement of unitary evolution trans-
lates into the choice of canonical variables representing
the system.
We evaluated this problem in Sec. V C, where we as-
sumed a general form for the mass frequency product
(mν)2 of an arbitrary Hamiltonian. This form consists
in a Laurent series expansion in the reciprocal Laplacian
eigenvalue |k|−1, whose first term is |k|2. If the Hamilto-
nian contains only integer powers of the Laplacian, then
all elements of the series expansion with odd i [Eq. (143)]
will be zero. In this case, it is always possible to find a
time-dependent LCT for which the new canonical vari-
ables allow a unitary evolution. Otherwise, if f−1(t) 6= 0
then it is possible to find such LCT if f−1(t) = bf−2(t)
for any real constant b. Therefore, for most physically
motivated problems, there is a LCT leading to a unique
pair of canonical variables for which the new Hamilto-
nian satisfies the conditions [Eqs. (189)–(191)], even if
the original Hamiltonian does not satisfy them.
The connection between unitary evolution, Hamilto-
nian and canonical variables establishes a link between
the equivalence principle and unitary evolution. As we
discussed in the end of Sec. V C, the equivalence principle
can be applied to a given quantum field representation
by examining the behavior of its defining basis in the UV
limit. If the basis reduces to that of quantum fields in
Minkowsky space-time, then we say that this representa-
tion respects the equivalence principle. The behavior of
the basis depends on both the choice of canonical vari-
ables and their initial conditions. The unique canonical
pair that allows the time evolution to be implemented
unitarily is the same pair that allows initial conditions
such that the equivalence principle is respected. Every
choice of stable representation, at least at leading order,
will also respect the equivalence principle. Nevertheless,
not all initial conditions satisfying the equivalence prin-
ciple will be stable at some order. This shows that the
equivalence principle has the same role as the require-
ment of unitary evolution. It can be used to select the
canonical variables, and only impose asymptotic restric-
tions on the initial conditions of the representation basis.
Expanding the LCT group to allow time and posi-
tion dependency on the LCT parameters, we deduced
in Sec. V D a recurrent series of LCT which is close re-
lated to the adiabatic vacuum conditions. This provides
a physical picture for the adiabatic vacuum. The cn
canonical variables are obtained by smearing the field
with window functions, which depend only on the back-
ground variables. In these new canonical variables, the
field evolves slowly and slowly in the sense that the time
derivative of the adiabatic quantities are proportional to
higher powers of |k|−1. Apart from this interesting phys-
ical picture, we find out these canonical variables also
useful for numerical calculation of the adiabatic basis.
Usually the most computationally expensive part of the
basis function analysis steams from the high frequency
oscillations. In the new cn canonical variables, one can
numerically solve the equations of motion using the AA
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variables, obtaining a fast integration time since the time
derivatives of the adiabatic quantities can be made very
small with an exact LCT.
Finally, these cn canonical variables also give the neces-
sary tools to connect the vacuum choice by instantaneous
Hamiltonian diagonalization with the adiabatic vacuum.
Since in each cn canonical representation the Hamilto-
nian is modified, its eigenvectors will also be different for
each choice cn. We can use the eigenvector of the Hamil-
tonian cn to define the initial conditions in c1 by simply
applying the inverse LCT cn → c1. The result is that the
adiabatic vacuum of a given order in the representation
c1 is equivalent to the instantaneous Hamiltonian diago-
nalization of the cn canonical variables transformed back
to the initial c1 canonical pair.
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Appendix A: Definitions and notation
In this work we consider a background manifold con-
taining a metric gµν with signature (−1, 1, 1, 1) and in-
verse gµν . We denote the torsion-free covariant derivative
compatible with this metric by∇µ, such that∇µgαβ = 0.
The four dimensional natural integration form is given by
√−gd4x ≡ εµναβdxµ ∧ dxν ∧ dxα ∧ dxβ , (A1)
where ∇γεµναβ = 0. Given a globally defined time-like
normal vector field nµ we can foliate the manifold and,
for each hypersurface, the metric is γµν ≡ gµν + nµnν .
The spatial covariant derivative induced in this foliation
is DµT = γµ
ν∇νT .21 The constant spatial integration
form for these hypersurfaces is
d3x = e˜3 ≡ a−3e3 ≡ a−3nµεµναβdxν ∧dxα ∧dxβ . (A2)
In the above expression we used a geodesic foliation to ob-
tain the time slices, i.e., nµ∇µnν = 0 and the “dot” oper-
ator as the Lie derivative in the time direction, T˙ ≡ £nT .
Given this folitation, we have a natural definition of time
t given by t˙ = 1 and Dµt = 0. The volume form
√−gd4x
is not constant with respect to this time direction, it is
easy to show that £n(
√−gd4x) = ∇µnµ√−gd4x. Using
21 For general tensors, the spatial covariant derivative is obtained
by projecting every index after the application of the covariant
derivative.
the fact that ∇µnν = Kµν is the extrinsic curvature and
Θ ≡ Kµµ is the expansion factor, we introduce the scale
factor a satisfying a˙/a = Θ/3. Hence, it is clear that
d3xdt ≡ a−3√−gd4x is constant, £n(d3xdt) = 0. Here
we used the notation d3xdt to explicit its dependency
with respect to the foliation given by nµ.
The Laplace-Beltrami operator is given by D2 ≡
γµνDµDν . It scales as a
−2 for a Friedmann geome-
try and, therefore, we introduce its conformal version
D˜2 ≡ a2D2. The eigenfunctions of this operator are de-
fined as,
D˜2Yk = −|k|2Yk,
∫
Σ
d3xYk1Yk2 = δ3(k1 − k2), (A3)
with eigenvalues −|k|2. For flat hypersurfaces, for exam-
ple, we can choose Yk as plane waves and in this case k
is the mode vector and |k|2 = k · k. Note that, since D˜2
is constant, the eigenvalues |k|2 are also constant.
Appendix B: Integral Approximation
In order to calculate the approximation of the solu-
tions, we need the series approximation of δ and δγ.
These functions satisfy the following integral equations,
δ = 2
t∫
t0
dt1 cos(2ϕ¯1)ξ˙1, (B1)
δγ = 2
t∫
t0
dt1
sin(2ϕ¯1)
cosh(1)
ξ˙1, (B2)
while the angle ϕ¯ satisfies [Eq. (138)]
˙¯ϕ = ν − tanh() sin(2ϕ¯)ξ˙. (B3)
Multiplying and dividing the integrand by the frequency
ν we obtain for δ,
δ =
t∫
t0
dt1
{
£n[sin(2ϕ¯1)]
ξ˙1
ν1
+£n
[
tanh(1)
sin(2ϕ¯)2
2
]
ξ˙21
ν21
+O
(
ξ˙3
ν3
)}
,
(B4)
where we used Eq. (B3) to rewrite ν in the numerator.
The oscillatory term resulting from this substitution can
be written as sin(4ϕ¯)/2 and, therefore, it is still an os-
cillatory term. Due to this oscillatory nature, we can
repeat the process of multiplying and dividing by ν to
obtain higher order terms. It is easy to see that, for
δ, all terms computed in this way are oscillatory. This
method of approximating integrals integrating by parts
is know to result in asymptotic series approximation, for
more details see [30].
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Performing a similar calculation for δγ, we obtain
δγ =
t∫
t0
dt1
{
−£n
[
cos(2ϕ¯1)
cosh(1)
]
ξ˙1
ν1
−£n
[
tanh(1) cos(4ϕ¯)
2 cosh(1)
]
ξ˙21
ν21
+O
(
ξ˙3
ν3
)}
.
(B5)
Finally, the correction in the angle ϕ¯ is given by the in-
tegral
δϕ¯ = −
t∫
t0
dt1 tanh(1) sin(2ϕ¯1)ξ˙1. (B6)
For this equation, applying the procedure described
above results in
δϕ¯ =
t∫
t0
dt1
{
£n
[
tanh(1) cos(2ϕ¯1)
2
]
ξ˙1
ν1
− 1
2
ξ˙21
ν1
+£n
[
(tanh(1)
2 − 2) cos(4ϕ¯)
4
]
ξ˙21
ν21
+O
(
ξ˙3
ν3
)}
.
(B7)
In this case, one of the generated terms, ξ˙2/ν, is non-
oscillatory. This means that this is actually a first order
term, since there is no other oscillatory term to average
it out. This is the reason why one needs to calculate the
expansion up to second order: one must check if there
are non-oscillatory terms contributing to the first order
part of the series.
Integrating by parts the first order term of δ, we ob-
tain
δ ≈ sin(2ϕ¯1) ξ˙1
ν1
∣∣∣∣∣
t
t0
−
t∫
t0
dt1 sin(2ϕ¯1)£n
(
ξ˙1
ν1
)
. (B8)
Note that the second term on the right hand side is again
the integral of an oscillatory function times a function of
the background, as the original integral for δ. Nonethe-
less, in this case it is already of order ν−1. Therefore,
performing the same approximation scheme, its contri-
bution will be of order ν−2. In short, we need only the
first term in the integration by parts to obtain a first
order approximation for each variable, i.e.,
δγ ≈ −cos(2ϕ¯1)
cosh(1)
ξ˙1
ν1
∣∣∣∣∣
t
t0
, (B9)
δϕ¯ ≈ tanh(1) cos(2ϕ¯1)
2
ξ˙1
ν1
∣∣∣∣∣
t
t0
−
t∫
t0
dt1
ξ˙21
2ν1
. (B10)
All omitted terms in the above equations are of order ν−2
or higher.
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