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In recent years, human-robot interaction has become one of the fastest
growing research elds. One important function of service robots used in
dierent elds is to guide users from one place to another. Conventional
researches about guide robot focus on realizing the guide task and adding
the functions of the guide robot by changing the motion states of the robot
case by case. The guide robot requires the users to follow it or maintain a
xed distance from it. In this thesis, the purpose is to make a social guide
robot that can provide adaptive social guide service to the users. Social
guide robot means that the robot needs to adapt to users' activities and
always accompany with them during the guiding process instead of limiting
the users' motions. To realize this purpose, the environment understanding
function, users group tracking function and adaptive motion control model
are added to the guide robot.
This thesis is organized as follows.
Chapter 1 is the introduction part. It introduced the background and the
conventional researches about autonomous guide robots rst. After explain-
ing the problems and tasks about the conventional researches, the purpose
of this thesis is introduced.
Chapter 2 explained, in detail, the path planning method for the guide
robot. A 2D map of the work environment is generated in advance by Simul-
taneous Localization and Mapping (SLAM) method, which is usually used to
generate a 2D map. The 2D map is generated by combining 3D information
from Kinect sensor and 2D information from LRF sensor on the robot. With
3D information from Kinect sensor, humans and objects like walls, desks
or chairs can be recognized. By reecting the immobile areas like walls on
the map quickly and deleting the mobile areas like humans from the map,
a more robust map for path planning is generated. The path planning part
is based on combing the global and local path planning methods. Dijkstra's
Algorithm is used for global path planning and the shortest path is generated
and updated online. Potential eld method is used for local path planning
by moving towards the sub-goals, which are sampled from the shortest path.
In this way, the guide robot can deal with dynamic environment and guide
the users in the shortest way.
Chapter 3 explained the way to recognize and track the particular users'
group when the robot conducts the guide task. The problem is solved by us-
ing MCMC particle lter. Each of the users is detected and recognized by the
face and color information. The recognition result is used as the observation
likelihood in the tracking process. Each of the users is tracked by an indepen-
dent group of particles and the tracking results are modied to the nearest
human area. All of the human areas are allowed to be shared by multiple
users since people may be closed with each other and form big areas con-
taining multiple users. The eectiveness of this method was proved through
tracking dierent groups of users under lab environment, and furthermore
it is successfully applied to continuous monitoring of multiple children in a
nursery school.
Chapter 4 introduced the proposed framework to control the robot adap-
tively. In this framework, special articial potential elds for the users and
the sub-goals are generated separately, and integrated with that generated
from the obstacles in the environment. The robot is controlled by the inte-
grated potential led and moving towards the point with the lowest potential.
In this way, the guide robot can adapt to the users' activities and provide
sociable tour guide services. The robot predicts the moving speed of the
users' group and adapts to it to maintain the social distance. Moreover, with
the proposed framework, users can deviate from the guided path temporarily
and return to the original task afterward. Instead of waiting for the users and
taking the risk of losing them, the robot deviates from its original path to
follow the users while preparing for returning to the guiding task. The robot
restarts the guiding task from the best posture that ensures the mode chang-
ing process smoothly. The adaptive motions can be automatically generated
by the proposed framework. The guide robot controlled by the proposed
framework can always accompany with the users during the guide tasks and
provide them guide services. The eectiveness of the proposed framework
was demonstrated by simulations, and the users were guided to their desti-
nation in a sociable way by the robot in the experiments, in which dierent
groups of users with dierent numbers were guided by the robot.
Chapter 5 described the conclusion of this research. In this thesis, a
social guide robot is designed by adapting the motions of the users group
and accompanying them during the guide task. Dierent from the conven-
tional works that were focused on realizing the guide task, this work tried to
improve the quality of the guide task, allowing the users move more freely
without any restrains. The sociable guide robot should not ask the users to
follow it and maintain a proper distance with it. Instead, the robot should
understand the will of the users and adapt to their motions. It is realized
by environment understanding and controlling the robot by integrated po-
tential eld method, in which special potentials are generated from sub-goal
and users. From the experimental results, the robot can adapt to the users'
motions. Moreover, future works of this research is discussed before applying
to real environments. Verication experiments in public places are needed.
The guide robot can be more considerate by analyzing the mental states of
the users to predict intentions of the users.
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When people come to a new place, they may feel confused, lost or worried.
This is a common physiological response as a human being because they are
unsure where to go. That is why a guide is usually needed for the tourists.
People usually form a group when they visit the same place or when they
want to move together. Tour guide is a occupation, that is guiding tour,
letting the visitors have a good experience about the place and solving the
problems that may occur during the tour [1]～ [4]. Most of museums, visiting
spots and factories provide professional tour guide services, for impressing
the visitors and maintain the order. A good tour guide will make people feel
better and want to come to the places again. However, the cost is huge to
train a professional guide, as he/she needs to have rich knowledge to improve
the guide service. The tour guide knowledge includes language knowledge,
the history of cultural knowledge, knowledge of policies and regulations and
psychology and aesthetics knowledge. Moreover, in the developed countries
like Japan, aging and low birthrate have become great social problems, which
leads to the shortage of labors. Less and less people want to enter the service
industry year by year. It is highly necessary to solve this problem by technical
skills. Researchers have developed the tour guide robots [5] to solve this
problem. Nowadays guide robot would simply guide people through the
place they are visiting and explain the surrounding for the visitors. They
1
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believe that tour guide robots can replace the human guides in the future.
With the development of robotics and articial intelligence (AI), more and
more researchers came to this eld and proposed more smart guide robots [5],
as shown in Fig. 1.1. However, most of the robots were focused on how
to complete the guide task, but the quality of the guide service is seldom
considered. Qualied service is an important part as a guide robot. Tour
guides should understand the visitors' intentions and try to give no limits
to them [2] when they move around. That is to say, the tour guide should
adapt the motion of the visitors and provide them services that they expects
most. The situations are the same with guide robots. Visitors expect the
guide robot to be more sociable. Most of the conventional researches focused
on realizing the guide task, but they usually need the cooperation of the
users. The users need to follow the robot and keep the relative distance
with it. Even some robots can follow the users when they deviate their
original path [70], the robot realized the functions by designing kinds of
motion rules case by case. The guide robot cannot expect that the users
will always follow it or maintain a xed distance from it; instead, it needs to
adapt to user activities and always accompany with them during the guiding
process. Instead of the methods in the conventional researches, which focus
on realizing the adaptive motions by changing motion states of a robot case
by case, a general adaptive motion control framework is needed. To the best
of my knowledge, no researcher has proposed a general framework by which
all these adaptive motions of an autonomous mobile robot can be generated
at the same time. The purpose of this research is to make a social guide robot
for serving a user's group under dynamic environment. In the future, it is
expected that this kind of robots can provide qualied guide service instead
of professional human guides.
1.1.1 What is a social guide robot?
Generally speaking, the word of \social" has a wide range of meanings even
as a guide robot. All kinds of behaviors by which the robot makes users
feel comfortable can be considered as social motions. For example, some
researches make the robot have interactions with the users during the guide
2
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(a)Rhino[6][7] (b)Minerva[8] (c)Robovie[9]
(d)Asimo[10] (e)Tawabo[11] (f)Toyota robot [12]
(g)Ride robot[13] (h)Skycall[14]
Figure 1.1: Guide robots.
task, or talk politely with them. Some make the robot judge the intention of
the user and communicate with the user who wants to talk or ask for help.
Here, in this dissertation, \social" is dened as the adaptive motion of the
robot. When the robot guides the users to their destination, it cannot require
the users paying attention to the relationship and keeping a proper distance.
It is the robot that needs to pay attention to the users, and adjusts its motion
to best adapt to the intention of the users. When the users want to accelerate,
the robot needs to move faster, and when the users stop, the robot needs to
wait for the users. Moreover, the users are allowed to move around in their
free will during the guide task. They may be interested in anything nearby,
3
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and have a look at those things before returning to the original tasks. These
\dropping by" behaviors frequently happen for foreigners, children and the
people who are visiting the places that they are interested in. For example,
when a group of foreigners comes to Japan for the rst time, a guide robot can
be used to guide them to the train station or shuttle bus stops in the airport.
However, any kind of Japanese style things may cause their attention, which
will lead them to drop by before leaving. As a social robot, it cannot force
the visitors to leave, but adjust its speed and path to make the users enjoy
their time. They should be free to move and the robot needs to accompany
them during the task. After nishing their sight viewing, the robot needs to
be ready to restart the original task and guide them to the train stations or
bus stops. These adaptive motion controls of the guide robot are required
to perform the good manners of Japanese services. This dissertation focuses
on solving these kinds of problems, and a guide robot, which can adapt its
motion to the users and accompany them well, besides completing the guide
task, will be evaluated as a social guide robot. In terms of motion control,
a sociable guide robot needs to carry out the following four functions: it
must (1) adjust its speed to match that of the user (e.g., young people may
move faster than elderly, or the same group of people may change their speed
depending on their interests); (2) maintain its relationship by maintaining
the social distance with the users (e.g., by following them if they deviate from
the guiding path); (3) prepare to restart the guiding task during \Follow"
mode; and (4) take the users to their destination by the shortest path.
1.1.2 What is the dynamic environment ?
In order to provide guide services to the users, the robot needs to understand
the work environment rst. Environment understanding contains two parts:
one is mapping the place where the robot will work in advance, and the
other is detecting and tracking the users' status, besides other pedestrians
and obstacles in the environment when the robot conducts the guide work.
Considering the practicality of the guide robot, it should be able to work
under real public environments like museums or airports. Here, the \dynamic
environment" means that there are kinds of obstacles and other pedestrians in
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the environment, and the user group contains a group of people. The map of
the work environment can be generated in advance, but the robot still needs
to recognize the mobile obstacles and pedestrians in the space to prevent
collisions when moving around. Laser range sensors are usually used for
detecting and locating the obstacles. The obstacles in the real environment
contain not only that are easy detect by laser range sensors, like walls or
boxes, but also that are hard to detect by laser range sensors like desks or
chairs. As shown in Fig. 1.2, the robot can detect the obstacles (like Fig.1.2
(a)) and avoid collisions with them easily, but the desks and chairs (like Fig.
1.2 (b)) are hard to be totally recognized. For example, the desks are only
shown as 4 points on the map because only their legs are detected by the laser
range sensor. The plane part of the desk is hard to be detected and the robot
may judge that it can get through the space among the legs when it chooses
its path. In this case, collisions would happen. The guide robot needs to
renew the map with 3D information for avoiding these situations. Secondly,
the pedestrians around are free to move in the environment and the robot
also needs to avoid colliding with them. Dierent from the real obstacles, the
pedestrians are usually not registered on the map as they may move away any
time. These kinds of moving objects are needed to be considered (like Fig.
1.2 (c)). The group of the people should be deleted in the map generated
in advance for reecting the real environment. This work can be realized by
xing the map manually before the guide task. Thirdly, the robot needs to
guide a group of people. Here, a user group within 20 people is considered
considering the practicality of the guide robot. General sensors like Kinect
sensor are released with human tracking libraries, but they can only deal
with a small number of people (for Kinect, under 6 people) [5]. Multi-sensor
systems can detect a big number of people, but they need many sensors
setting in the environment [6]. The guide robot needs to track a group of
people with its own sensors to make sure its exibility and adaptability under
dierent environments.
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Observation line by upper laser
Observation line by lower laser
(c) (a)(b)
1m
Figure 1.2: Detection and mapping results by laser range sensors.
1.1.3 Main Objectives
With an increasing number of services provided by guide robots, it is crucial
to ensure service quality. Users expect the guide robot to be more sociable.
However, few researchers are working on how to make the robot more sociable
to improve the quality of guiding service. The guide robot cannot expect that
the users will always follow it or maintain a xed distance from it; instead,
it needs to adapt to user activities and always accompany with them during
the guiding process. In this thesis, a framework is proposed to control the
motion of the robot to accompany the users and provide sociable guiding
services. In terms of motion control, a sociable guide robot needs to carry
out the following four functions: it must (1) adjust its speed to match that
6
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of the user (e.g., young people may move faster than elderly, or the same
group of people may change their speed depending on their interests); (2)
maintain its relationship by maintaining the social distance with the users
(e.g., by following them if they deviate from the guiding path); (3) prepare
to restart the guiding task during \Follow" mode; and (4) take the users
to their destination by the shortest path. Conventional research focuses on
realizing one or more of these by changing the motion states of the robot
case by case. However, the number of rules for this case-by-case method
may diverge quickly when the environment becomes more complex. To the
best of my knowledge, no researcher has proposed a general framework by
which all these adaptive motions of an autonomous mobile robot can be
generated at the same time. Thus, a framework is designed to control the
robot to move adaptively in a socially acceptable way. The guiding quality
is improved by accompanying the users with adaptive motion control, using
a single general framework rather than multiple case-by-case rules. With the
proposed framework, the adaptive motions are formed automatically, and all
four above-mentioned functions for a sociable guide robot can be realized.
By considering the situations of the users and real time updated subgoal
separately, the proposed framework can control the robot in such a way as to
adapt to the users' activities and the users can move without any restrictions.
1.1.4 Related Researches
Tour guide robot has been researched for years, and a series of guide robots
are released. Fig. 1.1 shows some guide robots for realizing a tour guide
robot. Table 1.1 shows the advantages and disadvantages of the conventional
guide robots. Fig. 1.1 (a) shows a guide robot called Rhino. It is used as a
tour guide robot [6] [7]. This robot was shown to work in Deutsches Museum
Bonn in Germany. Rhino uses the given map before it starts to work and
moves in the directions that were set previously. Moreover, a website is
provided, by which the stas can locate the position of the robot and to
manipulate the robot at certain times. Fig. 1.1 (b) shows another guide
robot called Minerva [8]. The robot can generate the map around it when it
shows the users around. Meanwhile, it can be controlled from a website and
7
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Table 1.1: The advantages and disadvantages of conventional guide robots
robot advantages disadvantages
Rhino motions set; website to previous map needed;
[6] [7] localization and manipulate unadjustable motions
Minerva [8] mapping; website control motions adjusted by humans
Robovie [9] smart; cute; programmable expensive
Asimo [10] humanoid; interactions environment sensors
　 　 by wireless networks
Tawabo [11] smiling faces; few sensors;
multiple languages dicult to control
Toyota robot gestures; emotions; tag require users' cooperations
[12] recognition; group guide
Ride robot ridable; user control manual control
[13] few sensors
Skycall [14] GPS navigation; hard to control;
multi-sensors; less security sense
work under any
road conditions
the video information taken from the sensor of the robot can also be shown on
the website in real time. The sta can control the robot by watching around
in the robot view. Fig. 1.1 (c) shows a humanoid robot called Robovie. This
gure shows the third version of the robot, which seems more exible and
cute than the previous versions. It contains laser and camera sensors to scan
the environment around, and it can be programed to move automatically
through the wheel motion platform. Some researches used it as a guide and
do presentations for the users [9]. Fig. 1.1 (d) shows the guide robot Asimo,
which was developed by Honda [10]. This humanoid robot can do kinds of
interactions with the users, and it locates itself by using the sensor setting
on the ceiling of the room that the robot works. The robot is designed just
8
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like a human being, and it connects with its sensors by wireless networks,
which make it seem more exibly and intelligent. It is also applied to the
real environment in a museum in Tokyo. When it interacts with users, the
robot can recognize the guy who is putting up his hands. However, the robot
cannot distinguish the other lift-hand motions like taking a photo, etc. The
robot also uses a screen to communicate with the users. Fig. 1.1 (e) shows a
robot called Tawabo [11], which works at the Tokyo tower. This robot has a
smiling face on it for most of the time to make users comfortable, and it can
speak 4 dierent kinds of languages, which impressed many foreigners. The
screen on the robot shows the information that the robot wants to express.
Fig. 1.1 (f) shows the famous Toyota robot developed for guide work [12].
This robot is exhibited at the Toyota Kaikan Exhibition Hall, Tokyo. It
can give dierent gestures and emotions during the guide task, which make
it more similar with human beings. It can communicate with a particular
person by recognizing one's name tag. This robot guides huge number of
people by moving slowly. Fig. 1.1 (g) shows a kind of dierent kind of guide
robot, which has two wheels and allows a user to ride on it [13]. The user
can control the robot and they are provided a tablet PC to enjoy the tour.
Fig. 1.1 (h) shows a ying guide robot called skycall [14]. The GPS system
is used for the robot for navigation and it successfully guide the people in a
campus. The users communicate with the robot by an application software.
Two cameras on the robot help it to detect the objects around it.
However, all of the developed guide robots were concentrated on how
to nish the task, and how to provide communication tools for the users.
To the best of my knowledge, this is the rst time that a single framework
is proposed to adaptively control the motion of the robot, for constantly
accompanying the users during the guide task. The robot needs to respect
the will of the users and provide considerate guide services.
1.2 Contribution of the Thesis
In order to make a social guide robot, a framework is designed to control
the robot to move adaptively when guiding a users' group in a social accept-
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able way under dynamic environment. The robot needs to understand the
dynamic environment, and judge the status of the users' group to provide
information for the guide framework.
1.2.1 Mapping and Path Planning for Mobile Robot
For the part of mapping and path panning for mobile robot, this thesis makes
eorts to solve the following two problems:
 The immobile area grid map based SLAM method for generating 2D
grid map cannot deal with 3D obstacles like desks or chairs.
 Global path planning methods cannot deal with dynamic environment,
and local path planning methods cannot make sure the generated path
is globally optimum.
The conventional studies about mapping and path planning for mobile robot
have been surveyed. The immobile area grid map based SLAM method is
applied to the guide robot to generate a 2D map, which is easier for path
planning than 3D map. However, the conventional method [35] used laser
range sensor information to recognize objects and generate the map, it cannot
deal with 3D obstacles. This method is extended by combing 2D and 3D
distance information to detect obstacles in space. The objects like walls,
desks, chairs and humans are recognized with higher accuracy, and all kinds
of potential mobile objects are deleted from the map. The generated 2D map
reects the real environment better.
Moreover, Dijkstra's Algorithm based global path planning and potential
eld based local path planning methods have been used together to make
the robot move exibly by the shortest path. The global shortest path is
generated and updated online so that the robot can always move by the
global optimum path. The potential eld method is used to make sure the
robot can deal with dynamic environment. This method is easy to implement
and suitable to develop the adaptive motion control framework.
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1.2.2 Simultaneous People Recognition and Tracking
System
For the part of simultaneous people recognition and tracking system, this
thesis makes eorts to solve the following two problems:
 The conventional tracking systems [47] [46] usually fails to track people
when they always go across with each other, thus the application for
long term tracking under crowed environment is limited.
 Once the system starts to track a wrong person, it is hard to x the
error by the system.
In this study, a general people recognition and tracking system is proposed.
With this system, the particular people can be continuously recognized and
tracked even under crowed environment. The recognition algorithm keeps
recognizing the detected people to improve the tracking accuracy, and the
tracking algorithm records the motion history of the people and predicts
the positions of them to improve the recognition accuracy. Compared with
conventional methods [49], the system has higher tracking accuracy and it
can automatically modify the errors that are caused by occlusions. That is
to say, even if the system failed to track the right person, it will be modied
when the particular user is recognized again.
1.2.3 Adaptive Motion Control Framework
For the part of adaptive motion control framework, this thesis makes eorts
to solve the following two problems:
 The conventional guide robots [61{64] require the users to be coopera-
tive to nish the guide tasks.
 In the conventional methods [70] [69] [67], the robot is controlled by
case-by-case rules to form adaptive motions.
A framework of adaptive motion control for social guide robot is pro-
posed. With this single framework, two kinds of adaptive motion modes
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can be formed automatically and switched between them according to the
need of the users. This framework focuses on improving the guide services
by adapting to the users' motions without any limitations and cooperation
from them. With this framework, the guide robot can (1) adjust its speed to
match that of the user (e.g., young people may move faster than elderly, or
the same group of people may change their speed depending on their inter-
ests); (2) maintain its relationship by maintaining the social distance with
the users (e.g., by following them if they deviate from the guiding path); (3)
prepare to restart the guiding task during \Follow" mode; and (4) take the
users to their destination by the shortest path.
1.3 Outline of the Thesis
The contents of each chapter and their relationships are shown in Fig. 1.3.
The rest of the thesis is organized as follows:
Chapter 2: It is explained, in detail, the way to generate a robust map for
understanding the environment where the robot will work. A method of
combining 3D information for generating the 2D map is used based on
SLAM. The method of combing global and local path planning methods
is used to generate the path for the guide robot. The shortest path on
the global map is generated rst to make sure the path is globally
optimum. Then the robot is controlled by the potential eld method
to avoid collisions with the obstacles. The points sampled from the
generated paths are used as subgoals to control the robot.
Chapter 3: The system to recognize and track the particular users when
the robot conducts the guide task is proposed. The problem is solved
by using MCMC particle lter, and the MCMC particle lter method
is extended the conventional method by modifying the tracing results
according to human detection results and allowing multiple users share
one detected area. The eectiveness of this method was proved through
tracking dierent groups of users under lab environment, and it is suc-
cessfully applied to continuous monitoring of multiple children in a
12
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Figure 1.3: The relationship among dierent chapters.
nursery school.
Chapter 4: The proposed framework to control the robot is explained. In
this framework, special articial potential elds for the users and the
goal are generated separately, and integrated with the potential that
is generated from the obstacles in the environment. The eectiveness
of the proposed framework was demonstrated by simulations, and the
users were guided to their destination in a sociable way by the robot
in the experiments, in which dierent groups of users with dierent
numbers were guided by the robot.
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Chapter 5: Conclusions and future work are given. A framework is de-
signed and proved eective to control the robot to move adaptively in
a socially acceptable way. The system can be improved in the future
by adapting to real public environments and analyzing and predicting
the motions of the users.
14
Chapter 2
Path Planning Under Dynamic
Environment
2.1 Introduction
For any kind of mobile robot, navigation system is one of the most important
technology, and path planning is an essential part for navigation. Global path
planning method is usually used when the environmental model is available.
Researchers tried to divide the work space into many grids with location
information [15]. The gird map method is good at nding the shortest path
and representing the environment. But it has the problem of huge amount of
calculation when the environment scale is big. Some researches have tried to
improve the eciency by using octree grid method [16]. However, these kinds
of methods still have the problem that the generated paths may be very close
to obstacles, and they cannot deal with dynamic environments, like mobile
objects. For the case that the environment is partly known or unknown,
local path planning method is usually used. The potential eld method is a
famous method for local path planning, and it is exible enough to deal with
mobile objects as this method is based on the information gotten on-line by
sensors [17]. The weakness of this method is the local minimum problem.
Researchers tried to solve the problem by using hybrid potential eld method
[18] or mode changing with Laplace method [71]. A method also improved
the speed of path planning [19]. All of the methods mentioned above have
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a common problem that they treat the robot and other obstacles as points.
Their shape are not considered and the space between the robot and the
obstacles may trend to be too small, which will lead to collisions easily. In this
chapter, the method of combining global and local path planning methods is
used to generate the path, and the points sampled from the generated paths
are used as subgoals to control the robot.
2.2 Environment Model: SLAM
2.2.1 Introduction
In recent years, Simultaneous Localization and Mapping (SLAM) has become
one of the most fascinating research elds [20] [21]. Localization and map-
ping are two essential information for any autonomous mobile robot working
in human living environment. As the basic technique for path planning and
activity planning, the generated map can also be used for robot navigation
later in the same environment [22]. Laser scanners have been widely used
for SLAM [23] [24] as they usually have high accuracy to detect distances
in front and have a wide view angle. For example, Wang et al. [23] suc-
cessfully realized SLAM under crowed environment and generated a map
without moving objects. However, conventional methods still have a few
problems to be solved. Firstly, the accuracy of localization needs to be im-
proved. The odometry information gotten from the mobile robot can be used
for localization. Whereas, its accumulative error caused by the dierences
between the two wheels of the robot, rode condition or sensor noise will be
fatal with time going on. Iterative closest point (ICP) [25] method is usually
used for localization in SLAM process by matching the point cloud gotten
from the laser sensor with that in the global map. However, there may be
many matched places in the map. Especially under familiar environment
like the corridor, the point clouds may be matched everywhere. A localiza-
tion method by integrating these two kinds of information is proposed. The
accuracy of localization is greatly improved under familiar environment. Sec-
ondly, the generated map based on laser scanner sensor only contains objects
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information from the plane where the sensor is located. It is hard to provide
measurement in 3D environment where objects are in dierent heights. For
example, desks and chairs are normal in indoor environment, but a 2D scan-
ner sensor may only detect their legs as objects, which turn to four points
on the generated map. Collision may happen during autonomous navigation
for the robot. This problems can be solved by using multiple 2D sensors or
3D sensors [26] [27] [28]. Unfortunately, the accuracy of multiple 2D sensor
is still limited by the number of sensors and the cost of multiple 2D sen-
sors or 3D sensors with wide view angle. Recently, 3D sensors with low cost
like Microsoft Kinect sensor have been released but the view angle is still
narrow and the information is insucient for robot localization. Research
in [29] tried to rotate a 2D scanner sensor by a motor to detect 3D infor-
mation, and the real time performance is limited. In this chapter, SLAM is
realized by integrating the information of a laser scanner sensor called Laser
Range Finder (LRF) and a Kinect 3D sensor. The idea of sensor placement
is familiar with Lin et al. [30], but dierent from their work, the generated
map is more robust in removing potential moving objects. Thirdly, most of
conventional researches [31] [39] [42] [34] tried to remove the moving objects
from the generated map, but they are dicult to deal with potential moving
objects that are static at the moment but actually able to move in the future.
Ito et al. [35] tried to deal with this problem by using an immobile area grid
map, in which a step of describing the degree of use of the observed object in
the map by probability is added. The immobile area grid map based SLAM
method is used for localization and mapping for autonomous mobile robot.
2.2.2 Robot Self-Localization
To guide the users correctly, the robot needs to locate itself accurately. The
iterative closest point (ICP) method can be used for localization [25]. Its
working process is shown in Fig. 2.1. The newly detected distance data by the
laser sensor is matched with the model data, as shown in Fig. 2.1 (a). These
two types of data should be similar throughout continuous frames, and the
location with the closest match can be determined by minimizing the distance
between corresponding points, as shown in Fig. 2.1 (b). The calculated
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positional relation shows the motion of the robot, and the localization of the
robot can also be calculated as shown in Fig. 2.1 (c). However, this method
has a problem that there may be multiple matched places with the map. For
example, in the corridor, the model data are similar with the new detected
sensor and matched with the detected distance data everywhere, as shown
in Fig. 2.2. The odometry information received from the mobile robot can
also be used for localization. Notably, the accumulative error caused by the
dierences between the two wheels of the robot, road condition, or sensor
noise will be fatal as time goes on. Thus, these two types of information
are integrated by using the Markov Chain Monte Carlo [36] particle lter
method. During the prediction step, the motion information obtained from
odometry is used to predict the position of the robot, mixed with Gaussian
noise in order to use it as the motion model. During the evaluation step, the
prediction results were evaluated and re-weighted according to the matching
rates between the detected distance data and the model data, same with the
ICP method. The robot position then can be calculated as the re-weighted
mean of all prediction results.
Figure 2.1: Working process of the iterative closest point (ICP) method.
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Figure 2.2: Matching in multiple places when using the iterative closest point
(ICP) method.
2.2.3 Integration of 2D and 3D Information
To understand the environment around the robot, distance sensors are usu-
ally used for SLAM. In the proposed system, the Laser Range Finder (LRF)
sensor is used for getting the 2D distance information, and Kinect sensor is
used for getting the 3D information around the robot. LRF sensor is chosen
as the UTM-30LX made by Hokuyo Co.. It can sense the range of 270 in
front of the robot with the maximum distance of 10m. The degree step is
0.25. The LRF sensor is shown as Fig. 2.3 (a) and its sensing range is shown
as Fig. 2.3 (b). Kinect sensor can get the color and depth information at the
same time in front of the sensor. It is made by Microsoft Co. and the Kinect
V2 is chosen for the experiment. The sensing range of the Kinect sensor is
70 in horizontal and 60 in vertical with the maximum distance of 8m. The
color image resolution of the Kinect sensor is 1920*1080 pixels. The Kinect
sensor is shown as Fig. 2.4 (a) and its sensing range is shown as Fig. 2.4 (b).
LRF has a large sensing range but it can only detect the distance informa-
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(a) LRF sensor (b) Sensing range of LRF
270
Figure 2.3: Introduction of LRF sensor.
(a) Kinect sensor (b) Sensing range of Kinect
8m0.5m
Figure 2.4: Introduction of Kinect sensor.
tion in a horizontal plane. The objects in front of the robot can be detected
well on the sensing plane. For the scene shown in Fig. 2.5 (a), the object
detection result is shown in Fig. 2.5 (b). Kinect can detect 3D distance
information and color information at the same time, but its sensing range is
limited. Thus, these two kinds of information are integrated for generating
a robust map, which can reect the objects well in the space. Usually 2D
map is used for path planning and robot navigation. The Kinect distance
information is projected to the ground plane to integrate with that gotten
from LRF sensor. Meanwhile, the human detection can be easily proposed
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by Kinect sensor [37]. From the distance information, the planes in the robot
view can be detected by using PCL [38]. After the planes are detected, the
ceiling plane can be separated as the highest horizontal plane over 2.5m, and
the wall planes can be recognized as the vertical planes that connected to the
ceiling plane. For the scene shown in Fig. 2.6 (a), the human detection result
is shown in Fig. 2.6 (b). After combining these two kinds of information on
the 2D map, the result is shown in Fig. 2.7. The human beings, walls and
3D obstacles like desks are well reected on the map. A robust map can be
generated from the integrated information.
(a) A scene for object detection (b) Detection result by LRF
Figure 2.5: Environment sensing result by LRF.
(a) A scene for object detection (b) Detection result by Kinect
Figure 2.6: Environment sensing result by Kinect.
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Figure 2.7: Environment sensing result after integrating two kinds of infor-
mation.
2.2.4 Immobile Area Gird Map Based SLAM
The occupancy grid map used in SLAM is a conventional method which
makes a map by an occupancy probability in each grid. When the occupancy
probability is high, it means that the probability of existing an object for the
grid is high. When the occupancy probability is low, it means that the
probability of existing an object for the grid is low, and the probability of
noting for the grid is high. The robot keeps sensing the environment around
and updating the occupancy probability in each grid. In this way, the areas
where objects exist or not can be expressed by probability. However, this
method has a problem that even the moving objects would be registered on
the map if they are observed in a high probability. As the robust environment
map should not contain moving objects and potential moving objects (like a
human being keeps still), other methods which can delete the moving objects
are used for the researches [39]～ [42]. To solve the problem, the immobile
grid map [35] is applied to generate the map. The environment is divided
into girds rst, same with the occupancy grid map method. However, the
probability for each grid is calculated by the probability of suitable immobile
area instead of the occupancy probability. When the occupancy grid map is
used, the updating weigh will increase in the exponential way if the object
existing probability is high. Moreover, the observed objects might be moving
objects under the dynamic environment. The map will be generated correctly
only when the objects are still objects as the moving objects should not be
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shown in the environment map. For the immobile area grid map method, the
map updating weight can be adjusted adaptively even if the object existing
probability is high, by using a changeable parameter that controlled by the
object recognition results.
The event that one grid is immobile area is set as I, and the event that
some objects are observed on the same grid is set as O. The immobile area
probability Pt(I) can be expressed as Equation (2.1) at time t.
Pt(I) / Pt(O)  Pt 1(I) (2:1)
Here, Pt(O) is the object existing probability. From Equation (2.1), the prob-
ability Pt(I) that one gird is immobile area at time t can be calculated from
the observed object existing probability Pt(O) at time t and the immobile
area probability Pt 1 for the same grid at time t  1. The event I can exist
depending on the event O can be observed.
Meanwhile, the event that one grid is not immobile area is set as I, and
the event that any objects cannot be observed on the same grid is set as O.
The non-immobile-area probability Pt(I) can be expressed as Equation (2.2)
at time t.
Pt(I) / Pt(O)  Pt 1(I) + Pt(O)  Pt 1(I) (2:2)
From Equation (2.2), the event I can exist depending on the event O or the
event O can be observed. It means the sum of the cases that the event O that
noting is observed happens and the event O that some objects are observed
as moving objects happens. From Equation (2.2), the following equation can
be gotten.
Pt(I) / Pt 1(I) (2:3)
From Equation (2.3), the event I exists only depending on a constant value.




/   Pt(O)  Pt 1(I)
Pt 1(I)
(2:4)
Here,  is the constant coecient. The updating coecient for immobile
area probability is dened as , Equation (2.5) can be gotten.
 =   Pt(O) (2:5)
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Here,  is dened as the variable parameter that is controlled by the object
recognition results. The observed objects are recognized as the immobile ares
or moving objects rst, and the results are used for setting the value of .
Then we can adjust the value of  by the value of . The potential moving
objects can be deleted for updating the map by adjusting the value of .
The robot senses the environment by its sensors, and the observed objects
are recognized rst. The value of  is adjusted depending on the recognition
results. If the results are unknown objects, the object is ambiguous and
Pt(O) = 0:5. The immobile area probability should not be changed as the
observed information is meaningless for updating the map. Thus, the value
of  is set as 2 to make sure the updating coecient for immobile area
probability  = 1. If the recognition results are moving objects, the value of
 is set smaller than 2 so that the observed objects are not used for updating
the map. If the recognition results are still objects, the value of  is set bigger
than 2 so that the observed objects are used for updating the map by a big
updating coecient and the objects can be quickly reected on the map.
The value of  is set based on the likelihood of the object recognition
results. The likelihood of the object recognition results expresses how much
the recognition result can be trusted. When the likelihood is low, the objects
are better to be thought as unknown objects, and the value of  is around 2.
With the increasing of the likelihood, the value of  increases from 2 if the
objects are recognized as still objects, and the value of  decreases from 2 if
the objects are recognized as moving objects.
2.2.5 Global Mapping of the Work Environment
The map of the work environment is generated in advance. The robot that we
used is shown in Fig. 2.8. The Laser Range Finder (LRF) sensor is used for
getting the 2D distance information and the Kinect sensor is used for getting
the 3D distance information. The height of the LRF sensor is set as 32cm
and the Kinect sensor is set as 100cm above the ground on the robot. The
mobile platform is chosen as the PIONEER 3-DX made by MobileRobots
Co..
Firstly, the experiment is conducted in a room where kinds of objects
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Figure 2.8: The view of the robot.
and a person are inside. The person moved from still status during the
experiment. The scene is shown in Fig. 2.9. The generated map by the
proposed method and conventional method [11] are shown in Fig. 2.10 and
Fig. 2.11 separately. The black points show the immobile areas, the white
points show the mobile areas, and the gray points show the unknown areas
in the map. By comparing the two results, the chairs and desks are detected
as some points in the conventional method as only their legs can be detected
by the laser sensor, but they are detected as some areas by the proposed
method. These results make sure that the robot cannot go through between
the legs as obstacles are there so that collisions can be avoided. The person
can be detected while from the beginning even if he was sitting down, and
the proposed method did not use human area to update the map. However,
the conventional method can only recognize the person after standing up.
Moreover, the chair that the person sat before leaving can be also reected
well by the proposed method.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.9: The scene of the environment.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.10: Mapping results by the proposed method.
The proposed method is used for generating the map of the lab environ-
ment where the guide robot will work. The mapping results are shown in
Fig. 2.12. The mobile and immobile areas are reected well on the generated
map.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.11: Mapping results by the conventional method.
Figure 2.12: Mapping results of the lab environment.
2.3 Path Planning
The method of combining global and local path planning methods is used
to generate the path for the robot. The environment model is built in the
previous section, and the global map is generated. The Dijkstra's Algorithm
based global path planning method is used to calculate the shortest path
from the robot to its goal. The subgoals are generated from the shortest
path. Then potential eld based local path planning method is used to
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control the robot to move toward the nearest subgoal, which can decrease
the possibility to get to local minimum.
2.3.1 Shortest Path Generation
After the environment model is built and the global map is generated, the
shortest path can be generated by using Dijkstra's Algorithm. Dijkstra's
Algorithm is an algorithm for nding the shortest path between nodes in a
graph. After getting the global map, the nodes are set at equal intervals on
the global map. In order to make sure the robot can avoid collisions with
obstacles in the environment, the obstacle areas in the map are dilated rst.
The nodes are only generated in the passable areas. That is to say, only
the white area of the generated map can be set with nodes. Moreover, the
obstacle areas in the map are expanded rst before setting the nodes, which
can prevent the robot getting too close to the obstacles. This process can
make sure the robot move safely by keeping a distance with the obstacles.
For the map shown in Fig. 2.13 (a), the nodes are set as 2.13 (b).
When the destination of the robot is set, the Dijkstra's Algorithm is
used to calculate the shortest path between the robot and the goal. Firstly,
the spaces that are able to pass through are arranged with nodes at equal
intervals. Let the node nearest to the starting point be the initial node and
the node nearest to the goal be the nishing node. Dijkstra's Algorithm can
nd the shortest path connecting the starting node and the nishing node.
Under the work environment, the path from the start point to the goal
shown in Fig. 2.14 (a) is calculated, and the path planning result is shown
in Fig. 2.14 (b).
2.3.2 Path updating under Dynamic Environment
When the robot moves around, it detects obstacles by its own sensors and
reects them to the global map. In this way, the mobile objects which are
not registered in the map can be shown in the map, and the passable areas
will change with time going on. The shortest path to the goal is calculated
and updated on-line. All the time, the robot calculates its shortest path to
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Figure 2.13: Node setting on the global map.
the goal currently, and moves towards the subgoal in the updated path so
that the robot can deal with dynamic environment.
2.3.3 Potential Field based Local Path Planning
After getting the shortest path to the goal, the subgoals are generated by
sampling from the shortest path at an equal interval. The robot moves
toward the current subgoal which is most close to the robot by using potential
eld method. Potential elds contain attractive potential eld and repulsive
potential eld. The attractive potential eld Pa starts from the current
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Figure 2.14: The calculated shortest path.
Here, ka is the attraction coecient for the goal, and dg is the distance from
the subgoal to the robot.




dr   d0 ; if dr > d0 ; Pr =1; else (2:7)
Here, kr is the repulsion coecient for the objects, dr is the distance from
the object to the robot, and d0 is the minimum distance to be traveled by
the robot to reach the object.
The shape of the attractive and repulsive potential elds are shown as
Fig. 2.15. The integrated potential eld can be generated by adding these
two kinds of potentials together, and the robot will move toward the place
with the lowest potential in the tangential direction.
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Figure 2.15: Potential elds.
2.4 Conclusion
In this chapter, the immobile grid map based SLAM is applied to generate
the 2D global map containing 3D information. The conventional method us-
ing laser range sensors cannot deal with 3D obstacles like desks or chairs [35].
By combining the information of 2D and 3D distance sensors, the obstacles
in the space are correctly reected on the map, and potential moving objects
like human beings are better recognized and deleted from the map. In this
way, a robust global map is generated. Although the global map is gener-
ated in advance and can be modied manually, autonomous methods are still
needed since the map will be also used for localization when the robot works
under the environment. The localization process depends on the matching
rate between the scanned information and the global map. Too much modi-
cations manually will also decrease the matching rates. The method proposed
in above helps to generate a more robust 2D map containing 3D informa-
tion without modications manually, which improves the accuracy of robot
self-localization process. Global path planning methods cannot deal with
dynamic environment, and local path planning methods cannot make sure
the generated path is globally optimum. In this thesis, the path planning
process is realized by combining global and local path planning methods.
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The shortest path is generated and updated by global path planning method
to make sure the users are guided by the globally optimum path. Potential
eld based local path planning method is used to control the robot to move
toward the nearest subgoal while avoiding collisions with obstacles so that






People tracking is one of the most researched area in visual surveillance.
Detection and tracking people based on camera images has gotten many im-
pressive results [43,44]. Even under some crowded environments [45,46], the
users are tracked well with a high accuracy even if the occlusion time is long.
However, these methods are usually limited to relatively simple backgrounds
or stable illumination conditions. The trajectories of the tracked people in
3D space are also dicult to estimate. Laser range nders, which use lasers
to scan the distances from the sensors to the objects, are also often used for
people tracking [47,48], and this kind of methods have been successfully ap-
plied to public spaces [49] by setting multiple laser sensors. Although these
methods work well in practice, they are limited to the estimation of people's
positions and to track the people with few occlusions. It is hard to identify
the persons while tracking them, especially under crowded environments.
When people get cross with others, the tracking system may fail to track the
right person, and once it fails, the system cannot restore by itself. The accu-
racies of laser sensors based tracking methods are also aected by the height
of the sensors. For example, the sensors are usually set with the height of
over 1m to detect the bodies of adults, but the sensors cannot detect children.
33
34 Chapter 3 Simultaneous People Recognition and Tracking
3.2. USERS' GROUP RECOGNITION AND TRACKING
Recently, 3D sensing has been noticed and researched due to the availability
of 3D sensors, like Microsoft Kinect sensor. Human detection and tracking
methods based on RGB-D information have been proposed [37,50,51]. These
works are still dicult to deal with occlusion problems, and the people recog-
nition methods are seldom applied to modify the tracking results. In some
recent works [52, 53], researchers have proposed the combination of multi-
ple 3D range sensors and successfully realized people tracking in a public
space. However, they need many sensors in their systems, and the methods
for calibration are complex.
In this chapter, a simultaneous people recognition and tracking system
is proposed. It is a general Markov Chain Monte Carlo (MCMC) particle
lter based tracking system by using Kinect sensors. The system is proposed
for tracking the particular users for the guide robot. It is also successfully
applied to children behavior tracking for the childcare assisting system. In
this system, users are recognized rst, and the recognition results are used
as the observation likelihood for the tracking process. In this way, the users
can be tracked robustly. Moreover, the proposed system can modify the
errors, which means wrong persons are tracked, by itself once the users are
recognized with a high probability.
3.2 Users' Group Recognition and Tracking
During the process that the robot guides users to their destination, the users
need to be recognized and tracked, and the tracking results, which shows
the status of the users, should be used for controlling the motion of the
robot to make it sociable. The overview of the proposed system is shown
in Fig. 3.1. The position of each user is detected rst. Then the user is
recognized by integrating his/her personal information of color and face, and
the recognition results are used for calculating the observation likelihood for
the tracking process. The tracking problem can be formulated as nding the
maximum posterior, and it is solved by using MCMC particle lter. In this
way, every user can be recognized and robustly tracked during the guide task.
The guide robot that is used for guiding the users is shown in Fig. 3.2. The
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Figure 3.1: Overview of the tracking system.
robot POINEER 3DX is used as our mobile platform. A backward Kinect is
set on the robot on the height of 100cm. One of the guide scene is shown in
Fig. 3.3. The guide robot moves in front of the users to the destination.
3.2.1 Human Detection
The users are detected by the backward Kinect sensor on the robot. Firstly,
the depth information gotten from the Kinect sensor is projected to the
ground to generate a XZ map, in which X means the horizontal direction in
front of the robot, and Z means the depth direction in front of the robot.
For the scene shown in Fig. 3.4, the projected information is shown in Fig.
3.5. The white areas in Fig. 3.5 contain the information of background
(circled by pink line), and human areas (circled by red line). The backgrounds
are deleted by comparing with the global map that generated in advance.
The part of wall lines in the image can be deleted. After that, connected-
component labeling [55] process is used to detect out the areas within users'
size by Equation (3.1).
lmin  lwidth  lmax ; lmin  llength  lmax (3:1)
Here, llength; lwidth mean the width and length of a user candidate area,
lmin; lmax mean the thresholds for a real user area.
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Figure 3.2: View of the robot.
The human areas can be detected in this way, and the human detection
results are shown in Fig. 3.6. The ve humans are well detected.
3.2.2 Simultaneous Users' Group Recognition and Track-
ing
The users tracking problem is modeled as a sequential Bayesian framework.
A user's state at time t can be expressed as Xt (6 dimensional, location,
velocity and acceleration in 2D). When the observation information Zt is
gotten from sensors information at time t, the users states are estimated by
36
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Figure 3.3: Guide scene during the task.
nding the maximum-a-posteriori (MAP) solution of the joint probability.
To nd the most probable conguration, the MAP solution of P (XtjZt) is
estimated by Equation (3.2).
P (XtjZt) / P (ZtjXt)
Z
P (XtjXt 1)P (Xt 1jZt 1)dXt 1 (3:2)
Here, P (ZtjXt) represents the observation likelihood at time t, given the sen-
sors input zt. It measures the condence of a hypothetical conguration.
P (XtjXt 1) is the motion model, which shows the smoothness of the trajec-
tory over time. P (Xt 1jZt 1) is the posterior probability of time t  1. The
posterior probability at arbitrary time t can be calculated from the proba-
bilities from time 1 to t  1 sequentially if the posterior probability at initial
time is given. The best conguration Xt is then the MAP solution. MCMC
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Figure 3.4: Guide scene from the view of the guide robot.
particle lter approximates the MAP solution as a set of discrete samples
known as a Markov Chain.
Motion Model
The motion model P (XtjXt 1) can be modeled by giving the update rules as




t 1 +  (3:3)
Here,  is a process noise for a user's motion getting from a Gaussian noise.
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Figure 3.5: XZ image after projection.
Observation Likelihood
Given a hypothesized location of a user on the image, the observation like-
lihood measures the accuracy of the location. In order to track the users
robustly, the particular user recognition results are used as the observation
information. In the proposed system, two detectors are used to recognize the
particular users: face detector and the color detector. Each single detector
has its strength and weakness. The face detector is extremely reliable when
frontal faces can be detected, but the face information may not be always
available as the users may show their side/back to the sensor. The color
detector is almost always available, except the case that the users are totally
occluded, but the recognition accuracy is relatively low when dierent users
wear similar clothes or a big part of a users is occluded. The detectors are
combined by using a weighted combination of detection responses as shown
39
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Figure 3.6: XZ image after background subtraction.
in Equation (3.4).




Here, wj is the weight of each detector.
Face detector is used to detect and recognize a particular user's frontal
face. The OKAOVISION [56] software is used in the system. The particular
user face detector likelihood is calculated from the maximum recognition
condence score Sface.
Pface(ZtjXt) = (Sface   Th); ifSface > Th; Pface(ZtjXt) = 0; else (3:5)
Here, Th is the threshold of face identication condence.  is the coecient
to adjust the range of the OKAOVISION recognition condence to 0～1 so
that it can be used as a probability. The weight of face detector is inuenced
by the showing angle of the frontal face and its distance to the sensor. The
40
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angle of the face is changing from ( =2; =2), so wface can be calculated by
wface = (1  2=)exp( L); if FaceDetected; wface = 0; else (3:6)
Color detector is used for searching out the user with similar color. The
color information of each user is almost available all the time except the
totally occluded cases. In order to decrease the inuence of the background,
the users are separated from the background. The points in the Kinect
point cloud that corresponds to the human detected areas are abstracted
and used as the color information of the users. Each user gets a point set
that expresses the color of the particular user. This information is matched
by histogram matching with the users who need to be tracked. The color
histograms of the users are registered in advance. The color images generated
from the color point sets are changed into HSV color space rst, and the Hue
channel and Saturation channel information are used for generating the color
histograms. The observation likelihood is calculated from the correlation
histogram comparing result Scolor, which is calculated from Equation (3.7).














and N is the total number od histogram bins. Here, H1,H2 mean the two
histograms.
The weight of color detector is designed with the relationship as follows:X
j
wj = 1 (3:9)
Here, j is face or color.
The observation likelihood is designed like this so that more detectors
can be added to the system easily. Two kinds of user recognition detectors
are used here so that the observation information contains particular users'
recognition information.
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Tracking with MCMC Particle Filter
The motion model is used for predicting the status of the users, and the
prediction can be evaluated through observation likelihood. Then the MAP
solution is found by exploring the space of hypotheses. To eectively ex-
plore the conguration space, the MCMC particle lter method is used and
extended in three ways:
 A group of independent particles is used to track one user and these
particles will be never used for other users' tracking. Multiple users'
tracking result can be gotten by parallel running dierent groups of
particles. Dierent from the conventional MCMC particle lter, the
users are not tracked together. Every user is tracked separately so that
all of the users can be denitely tracked.
 The conventional estimation result of MCMC particle lter is calculated
as the mean value of all the re-sampled particles, but the center of the
area that is closest to the mean value of the re-sampled particles is used
here as the real position of the user. In this way, the tracking result
will be located inside of the detected user area. As the detected user
areas are gotten directly from the projection information of the sensor,
the tracking results inside the user areas will decrease the errors.
 Multiple users can share one area gotten from the user position detec-
tion. When two or more users are close to each other, their projections
on the ground may fuse with each other, and their detection result turns
out to be a \big" area. Multiple users share this area in practice. In
this way, the proposed system can work well even if the detected num-
ber of user areas keeps changing. Every user can get a most probable
tracking result.
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3.3 Experiments
3.3.1 Tracking multiple users under lab environment
In the experiment, the task is set as guiding 5 users from the start point to
the goal by leading the users out of a room and passing through the corridor.
Four snapshot points are taken from the guiding process to study the tracking
results, shown as 4 scenes from Fig. 3.7 to Fig. 3.10. In the beginning, the
ve users started to move towards the robot. In Fig. 3.7 (b), the yellow
rectangle means the guide robot, the ve colored circles in the red rectangle
means the positions of the ve users in the global map. The red rectangle
subtitled with tracking results shows the positions of the ve users from the
view of the guide robot. The blue line connected to the robot means the
trajectory. The users' recognition results in this scene are shown in Fig. 3.7
(a). The ve users were well recognized in this scene, with four of them were
recognized by their faces (small colored rectangles in Fig. 3.7 (a)), and one
of them was recognized by color information (big purple rectangle in Fig.
3.7 (a)). All of these ve users were tracked well, as shown in the tracking
result shown in Fig. 3.7 (b). With time going on, the robot moved out of
the room, and the scene 2 shown in Fig 3.8 was observed. In this scene, the
ve users were also recognized correctly, with four of them were recognized
by their faces (small colored rectangles in Fig. 3.8 (a)), and one of them
was recognized by color information (big light blue rectangle in Fig. 3.8 (a)).
The user who was recognized by color is changed. The robot moved smoothly
out of the room (blue trajectory shown in Fig. 3.8 (b)), and all of the users
were still well tracked, as shown in the tracking result of Fig. 3.8 (b). Then
the robot stated to turn its moving direction and the users started to get
out of the view of the robot. Fig. 9 shows the users' recognition results
and their tracking results at this time. Three of the users were recognized
by their faces (small colored rectangles in Fig. 3.9 (a)), and the other two
users were not detected actually. However, the system was designed as that
all of the ve users had to be recognized from the detected users anyway
even if the number of the detected people was less than the real number.
Thus the left two users who could not be recognized by the face information
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were recognized as the detected people with similar colors. As the results,
the other two users who were recognized by color are shown in Fig. 3.9 (a)
as the big purple and green rectangles. Although these two users were not
recognized correctly, they were still well tracked, since the tracking process
smoothed the trajectories of the users. The tracking results are shown as the
red rectangle subtitled with tracking result in Fig. 3.9 (b). After that, the
robot moved on, and the users were well tracked, as shown in Fig. 3.10. The
robot moved through the corridor and the users followed it. In this scene, the
ve users were again recognized correctly, with four of them were recognized
by their faces (small colored rectangles in Fig. 3.10 (a)), and one of them
was recognized by color information (big purple rectangle in Fig. 3.10 (a)).
The tracking results observed from the view of the robot is shown as the red
rectangle subtitled with tracking result shown in Fig. 3.10 (b).
The ve users are tracked correctly during the guiding process. The
relative positions of the users with the robot can be calculated. In this way,
the robot can understand the status of the users and adapt to the motions of
the users. The adaptive motion framework is explained in the next chapter.
3.3.2 Comparison with conventional image based RJ-
MCMC particle lter tracking method
To show the eectiveness of the proposed method, the same robot is used
to track multiple users with the conventional image based Reversible Jump
Markov Chain Monte Carlo (RJ-MCMC) particle lter method. To decrease
the miss detections of humans, the background subtraction is usually used.
Subtraction Stereo is also used to detect the moving object. However, these
methods may not work for a mobile robot since the background keeps chang-
ing if the robot moves, or the humans may keep static. Thus, the background
area in the robot's view is detected in real time, and the human detection
process is restricted to the foreground area. For the indoor working envi-
ronment, the walls, oor and ceiling are considered to be background. The
backgrounds are detected by using plane detection. The planes are con-
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Figure 3.7: User detection and tracking results (scene 1).
sidered to have the same normal direction, and the parallel planes can be
divided by using the distance information. The shallow problem can also be
solved as the oor plane is deleted before detection process. The humans are
detected by using joint-HOG features and feet ellipse tting. The particular
users group is distinguished by using Local Binary Pattern (LBP) histogram
matching based face recognition. Notice that the face information of the
users to be guided is automatically initialized at the beginning. The face
areas are detected by using Haar-like features, and only when the face re-
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Figure 3.8: User detection and tracking results (scene 2).
gions are detected, the face recognition process works. The tracking work is
realized by using RJ-MCMC based particle lter. The users can be tracked
on the image and the positions of the users and the robot can be estimated
by matching the immobile feature points in the robot view. The detail of the
conventional methods are explained in [77,78]. From the results, the users are
also well tracked on the image in the conventional method, but the accuracy
of position information is far from enough to show their motion behaviors.
To know the trajectories of the users, the proposed method is better.
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Figure 3.9: User detection and tracking results (scene 3).
3.4 Application to the childcare assisting sys-
tem
In this chapter, a simultaneous people recognition and tracking system is
proposed. It is a general Markov Chain Monte Carlo (MCMC) particle lter
based tracking system by using Kinect sensors. The system is proposed
for tracking the particular users for the guide robot. It is also successfully
47
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Figure 3.10: User detection and tracking results (scene 4).
applied to children behavior tracking for the childcare assisting system. The
data of a group of children playing games in a classroom is used to test the
usefulness of the proposed system, which contains more dicult scenes than
the adult people group as the motions of the children are more unpredictable.
The proposed system is proved eective by robustly tracking the children
behaviors in a nursery school.
The children data are gotten from the research project of developing a
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childcare assisting system. In recent years, double-income households keep
increasing, and more and more people want to send their children into nurs-
ery schools. Low birthrates have become a critical problem all over the
world as some developed countries are rapidly becoming extremely old soci-
eties. As a social problem, it is the duty of the governments to improve the
school environment for the children. Parents also hope their children could
be raised in a qualied nursery schools. However, the number of qualied
nursery teachers is far from enough [57]. Childcare assisting system can be
used as one way to assist the nursery teachers with their work. There are
several researches about developing childcare assisting systems for nursery
schools [58] [59]. These researches makes some contributions on understand-
ing the behaviors of the children. However, the sensor networks or wearable
sensors that they used are dicult to set and require the cooperation of the
children. The nursery teachers are very interested in childcare robotic sys-
tems because it would be helpful to monitor children's activities and to play
with the children [60]. Developing a childcare assisting system, supporting
functions of which are designed from the viewpoints of the nursery teachers,
is greatly needed. This childcare assisting system is supposed to be applied
to nursery schools in the near future to support the work of nursery teach-
ers. The functions of the childcare assisting system is designed based on the
investigations of the nursery teachers' requirements. As a basic function, the
childcare assisting system should be able to track the behaviors of children in
natural states so that it provides useful information to the nursery teachers.
In this section, the proposed tracking system is applied to the robust
children behavior tracking system by using multiple Kinect sensors. To solve
the occlusion problem, multiple Kinect sensors are integrated, which are
set from dierent views in dierent height. The children are detected and
recognized by integrating his/her personal features of face and color. The
tracking process is realized by using Markov Chain Monte Carlo (MCMC)
particle lter method. The number of Kinect sensors is adjustable according
to the size of the space. The experiments were conducted in a childcare
school, as shown in Fig. 3.11.
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Figure 3.11: The tracking scenes in a nursery school.
3.4.1 Children Detection
In order to track the behaviors of the children in a nursery school, multiple
Kinect sensors were set in the classrooms. The number of Kinect sensors
can be adjusted according to the space of the classroom. Here, an example
of using two Kinect sensors for a real classroom of nursery shown in Fig.
3.11 will be explained in detail as an example, and more sensors can be
added to the system in the same way if the views of the two Kinect sensors
are not enough. The sensor positions in the classroom are shown in Fig.
3.12. Kinect 1 is set in the average height of children in front of the class
to monitor the children with high qualied frontal face images, and Kinect
2 is set slanted in a higher height to monitor all of the children with less
occlusions. The accurate positions and slanted angles are not required in
the sensor setting step, which ensures that the sensing equipment is easy to
mount. The accurate coordinates of Kinect sensors will be estimated during
the calibration process. The scene shown in Fig. 3.11 is taken from the
slanted Kinect 2.
Firstly, the positions of the children are detected by the two sensors sep-
arately. Here, the slanted Kinect 2 is taken as an example to explain the
50
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Figure 3.12: Sensors placement in the classroom.
detection algorithm. As the sensors are set roughly, we rstly estimated the
accurate height and slanted angle of the Kinect 2. All the planes are de-
tected out using Point Cloud Library (PCL) [38] in the empty classroom,
and segmented out the sub-horizontal plane with the lowest height as the
oor plane. From the slanted angle of the oor plane, the accurate Kinect
slanted angle can be calculated. This process needs to process only once as
initialization after setting the sensors. The children are detected by project-
ing the transformed point cloud with the child height range (0.5m-1.2m) on
the ground, and deleting the background parts. Similarly, labeling process
is used to detect out the areas within children size by Inequality Equation
(3.10).
l0min  l0width  l0max ; l0min  l0length  l0max (3:10)
Here, l0length; l
0
width mean the width and length of a child candidate area,
l0min; l
0
max mean the thresholds for a real child area.
The detection process is shown in Fig. 3.13. For the scene shown in Fig.
3.11, the projecting result on the ground plane is shown in Fig. 3.13 (a).
The white areas contain the children position information and backgrounds.
The nal children position detection result is shown in Fig. 3.13 (b). The
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backgrounds areas are deleted from the projecting result. The detection re-
sults were compared with the correct ones that we made manually from the
point cloud one frame by one frame, and found that the average error for
each child is around 10cm, with the standard deviation 8cm. The detection
results showed the position coordinates and their relative position relation-
ships correctly. In this way, the children position information can be gotten
from the two Kinect sensors.
Figure 3.13: Children detection process.
3.4.2 Calibration of Multiple Kinect Sensors
The 3D reconstruction resulting from multiple sensors strongly depends on
a good calibration result. The calibration problem is solved by matching the
same corresponding points of two Kinect sensors. The matching is processed
by matching the corresponding points on 2D position maps to decrease the
complexity and calculation. The corresponding points are matched by ane
transformation. The ane transformation matrix is calculated in advance
during the initialization process. A series of corresponding points in 2 Kinect
coordinate systems can be gotten easily by asking a person walking around
in the classroom after setting the sensors. The single detected person by
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the two Kinect coordinate systems are surely be the same person. 3 of the
corresponding points are chosen to calculate the ane transformation matrix.
The remaining points are used to check the residual sum of squares (RSS).
This process is repeated to nd the best ane transformation matrix with
the least RSS. Finally, the best ane transformation matrix for calibration
is chosen out. Notice that the calibration only needs to be processed once
after setting the sensors during the initialization process.
3.4.3 Simultaneous Children Recognition and Track-
ing
The children tracking problem is modeled by using a sequential Bayesian
framework. A child's state at time t can be expressed as Xt (6 dimensional,
location, velocity and acceleration in 2D). When the observation informa-
tion Zt is gotten from sensors information at time t, the children states are
estimated by nding the maximum-a-posteriori (MAP) solution of the joint
probability. To nd the most probable conguration, the MAP solution of
P (XtjZt) is estimated by Equation (3.11).
P (XtjZt) / P (ZtjXt)
Z
P (XtjXt 1)P (Xt 1jZt 1)dXt 1 (3:11)
Here, P (ZtjXt) represents the observation likelihood at time t, given the sen-
sors input zt. It measures the condence of a hypothetical conguration.
P (XtjXt 1) is the motion model, which shows the smoothness of the trajec-
tory over time. P (Xt 1jZt 1) is the posterior probability of time t  1. The
posterior probability at arbitrary time t can be calculated from the proba-
bilities from time 1 to t  1 sequentially if the posterior probability at initial
time is given. The best conguration Xt is then the MAP solution. MCMC
particle lter approximates the MAP solution as a set of discrete samples
known as a Markov Chain.
Motion Model
The motion model P (XtjXt 1) can be modeled by giving the update rules as
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t 1 +  (3:12)
Here,  is a process noise for a user's motion getting from a Gaussian noise.
Observation Likelihood
Given a hypothesized location of a child on the image, the observation like-
lihood measures the accuracy of the location. In order to track the children
robustly, the particular child recognition results are used as the observation
information. In the proposed system, three detectors are used to recognize
the particular children: a face detector, a color detector and a motion detec-
tor. The motion detector is added since it can eectively limit the motion
range of the child as he/she cannot move a long distance in a single frame
time. The detectors are combined by using a weighted combination of detec-
tion responses as shown in Equation (3.13).




Here, wj is the weight of each detector.
Face detector is used to detect and recognize a particular child's frontal
face. The OKAOVISION [56] software is used in the system. The particular
child face detector likelihood is calculated from the maximum recognition
condence score Sface.
Pface(ZtjXt) = (Sface   Th); ifSface > Th; Pface(ZtjXt) = 0; else (3:14)
Here, Th is the threshold of face identication condence.  is the coecient
to adjust the range of the OKAOVISION recognition condence to 0～1 so
that it can be used as a probability. The weight of face detector is inuenced
by the showing angle of the frontal face and its distance to the sensor. The
angle of the face is changing from ( =2; =2), so wface can be calculated by
wface = (1  2=)exp( L); if FaceDetected; wface = 0; else (3:15)
Motion detector is a strong indicator of the presence of a person. The
area around the predicted position usually has a higher possibility to be the
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tracked target. The observation likelihood is calculated from the distance D
between the predicted position and detected children areas.
Pmotion(ZtjXt) = =D2 (3:16)
Here,  is the coecient to adjust the range of the motion likelihood.
Color detector is used for searching out the user with similar color. The
color information of each user is almost available all the time except the
totally occluded cases. In order to decrease the inuence of the background,
the users are separated from the background. The points in the Kinect
point cloud that corresponds to the human detected areas are abstracted
and used as the color information of the users. Each user gets a point set
that expresses the color of the particular user. This information is matched
by histogram matching with the users who need to be tracked. The color
histograms of the users are registered in advance. The color images generated
from the color point sets are changed into HSV color space rst, and the Hue
channel and Saturation channel information are used for generating the color
histograms. The observation likelihood is calculated from the correlation
histogram comparing result Scolor, which is calculated from Equation (3.17).














and N is the total number od histogram bins. Here, H1,H2 mean the two
histograms.
The weights of motion and color detector are designed with the relation-
ship as follows:
wmotion = wcolor;wface + wcolor + wmotion = 1 (3:19)
Here,  is a constant value, showing that the weight of motion is  times of
the weight of color.
The observation likelihood is designed like this so that more detectors
can be added to the system easily. Two kinds of user recognition detectors
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are used here so that the observation information contains particular users'
recognition information.
Tracking with MCMC Particle Filter
The motion model is used for predicting the status of the users, and the
prediction can be evaluated through observation likelihood. Then the MAP
solution is found by exploring the space of hypotheses. The extended MCMC
particle lter is applied to the system.
3.4.4 Children Recognition and Tracking
It is a challenge to track the children when they move naturally. The dif-
cult scene of the drum game during a eurythmic class is chosen to show
the usefulness of the proposed system. The teacher leaded the children to
walk or run along with drum rhythm. Figure 3.14 shows the tracking results
of the teacher and two particular children. For each frame, 5 pictures are
shown to express the status of the children: “ (a) color” shows the color
image of the current frame and the persons that to be tracked;“ (b) depth”
shows the position information of the detected teachers and children. The
Kinect 2 is set in the middle-bottom position in the picture;“ (c) teacher”
shows the trajectory of the teacher during the game; (d) and (e) show the
trajectories of two children during the game. The teacher leaded the children
walk in the clockwise direction for two circles. The tracking results show the
motion tendency and trajectories of all the people perfectly. In frame 120,
it is observed in (b) that the child 2 and the teacher share one same area in
the depth image as they are close to each other. It solves the problem that
less people are detected than the real number. This may leads to some errors
of the position of the tracked child as the output will be the center of all
the long area. However, this kind of error do not aect the motion tendency
so much of the tracked children so that the trajectories can still show the
motion of the children robustly. During the whole game, the teacher leaded
the children move in the clockwise direction for four circles. Their moving
speed kept changing during the game. All the trajectories responded the
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motion tendency of the tracked persons well. In order to show the validity of
Figure 3.14: The tracking trajectories of the teacher and two children during
the drum game.
the proposed system, the tracking results are evaluated by comparing them
with the correct ones. The correct results are generated manually by assign-
ing the position from original information of Kinect sensors. The tracking
accuracies for each child can be calculated. Figure 3.15 shows the tracking
error changing tendency of the teacher and the child 1. The average errors
of the tracking result of them are 0.103m and 0.122m, with the standard
divisions as 0.088m and 0.112m. This tracking is good enough for our pur-
pose of analyzing the behavior of the children. The teacher and the child
1 are successfully tracked by the proposed system during the whole drum
game, although the distance errors becomes huge for a few frames. To show
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the eectiveness of the system, the tracking results are also compared with
that generated from the conventional multiple laser sensors based tracking
method [49]. The tracking results by the conventional method are shown in
Fig. 3.16. It is observed that the conventional method can not track the
people well even if it can detect out their positions. For example, the teacher
can be only tracked for 46s during the drum game (80s in total). After that
(frame 948 in Fig. 3.16), the teacher is also detected as a person, but rec-
ognized as another one, which leaded to the failure of continuous tracking
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Figure 3.15: The tracking error changing tendency of the teacher and the
child 1.
To get the growth information of the children, they need to be continu-
ously observed for a long term. Up to now, the children have be continuously
observed every three moths for more than one year. Another scene that the
children are tracked in a dierent class is shown as Fig. 3.17 (a). It shows
that the children were playing the same game with the teacher. The human
detection results are shown in Fig. 3.17 (b). The white areas shows the
positions of all the people in the scene. In the children recognition process,
the face and color information for each person is recorded during the initial-
ization process. Here 5 frontal face photos are registered for each person,
and the color histogram of Hue and Saturation channels in HSV color space
is used as the color information. Figure 3.18 shows some face detection and
identication results during the class activities. The orange rectangles in the
picture show the face recognition results. Most of the children are recognized
with a likelihood. For the children who cannot be recognized by face, they
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Figure 3.16: The tracking result based on multiple laser sensors during the
drum game.
are recognized by color information (circled by green line).
athe scene during a drum game bthe detected human areas
Figure 3.17: Children detection process.
The tracking result of a particular child during the drum game is shown in
Fig. 3.19. From the color image, it is observed that during frame 0-100, the
face of the particular child (U1) was well detected and identied as the child
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Figure 3.18: Face based identication and color based identication.
almost stayed in the same position. After that, U1 stated to run with other
children and his face was unable to be detected. During this process, color
information was used for recognizing the child in the color image. When his
face was identied again, the system relied on the face identication result
to track his face. From the detection result, it can be also observed that
the children and the teachers are well detected. However, their areas may
fused with each other when they were close with each other. The proposed
tracking method is robust to track U1 during the game. Even under some
special conditions like frame 180, U1 was close with another child and de-
tected as a big area in the ground plane ((b) detection of frame 180 in Fig.
3.19). Our system treat this area as U1 and this result could be thought as
correctly tracked. Actually this area was also identied as other child in the
same frame, which proved the eectiveness of the improvement on MCMC
particle lter. The motion trajectory is shown in Fig. 3.19 (d). In order
to show the validity of the system, the tracking results is also evaluated by
comparing with the correct ones. The correct results are generated manually
by assigning the position from original information of Kinect sensors. Figure
3.20 shows the tracking error changing tendency of the child. The average
error of the tracking result is 0.193m, with the standard divisions as 0.122m.
This tracking accuracy is good enough for the purpose of tracking and un-
derstanding the behavior of the children and providing necessary information
to the nursery teachers. U1 is successfully tracked by the system during the
whole drum game with low error, although the distance errors becomes a
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Figure 3.19: The tracking trajectories of a child during the drum game.
little big for a very short time. These errors are caused by the overlapping of
projected positions on the ground. As more than one child are closed to each
other, they formed a“ big”area in the human detection result. The center
of this area is dierent from the real position of any single child. However,
the proposed method is more robust as the error would decrease after these
children are separated with each other, which is shown as breaking up of the
“ big”area in the detection result.
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Figure 3.20: Tracking error of the particular child during the drum game.
3.4.5 Children Behavioral Analysis
In order to provide useful information for the nursery teachers to help their
work, the children behaviors are also analyzed based on the requirements of
the nursery teachers. The nursery teachers believe that the motion range and
momentum of a child can show the growth process. A younger child or a new
member tends to be quiet. They will become more active with growing up.
After long term of observation, the growth of the children can be evaluated
by quantitative methods. Meanwhile, the relationship among the children
and the dependence to the teacher can also show the growth of the children.
The teachers need to adjust team work games during the class to make sure
every child grows up healthy in psychology.
Motion trajectories of the children
As the nursery teachers need to record the activities of the children after
class, they used to have to remember all the reactions or motions during the
whole class. This is almost impossible since the amount of information is
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too huge. They can only remember some special reactions of a child and
the performances of some special (very active or uncooperative) children.
The proposed system can provide the motion trajectory of any child. This
information can help the nursery teachers remember the performance of any
child. Figure 3.14 have shown the motion trajectories of some children.
Motion Range
The nursery teachers believe that the motion range and momentum of a child
during the class can show the growth process and familiarity to the class. A
younger child or a new member trends to be quiet. They will become more
active with growing up. Motion range can be used as a quantitative index
to show the growth of a child. The childcare robot also needs to know this
information to decide its motion range for best adapting to the children. The
proposed system can provide accurate motion range information of the chil-
dren. From the tracking results, the motion area of a child can be calculated
by nding the bounding rectangle of his/her trajectory. Their dynamical
momentum can also be calculated from the length of the trajectories. The
motion areas of the teacher and the two children are shown in Fig. 3.21 (a)
and their dynamical momentums are shown in Fig. 3.21 (b). With these
information, the system can be applied to monitor the developments of a
child along with the growth of their ages after a long term observation.
Relative distance
The nursery teachers need to know the relationship among the children for
better leading their growth. Besides, the teachers also need to know how
much a child relies on him/her in the daily life. This can be evaluated
by the relative distances between two persons. From the tracking results,
the relative distance between dierent persons can be calculated accurately.
Fig. 3.22 (a) shows the relative distances between the teacher and 3 dierent
children. Their average relative distances during the game is 1.768m, 0.797m,
0.550m with the standard deviation of 0.689m, 0.416m, and 0.267m. It can
be observed that child 2 and child 3 prefer to stay close to the teacher, and
child 1 prefers to keep a small distance with the teacher. Similarly, Fig. 3.22
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Figure 3.21: Motion areas and momentums of dierent persons.
(b) shows the relative distances between child 3 and the other two children.
Their average relative distances during the game is 1.623m and 0.307m with
the standard deviation of 0.592m and 0.235m. It can be observe that child 2
stays closer to child 3 at most of the time, and their distance is very small,
even touch with each other sometimes. On the other hand, child 1 usually
keeps a small distance with them. The teachers can infer their relationships
that child 2 and child 3 are close friends and they like to play together. This
information is especially useful for monitoring the children under natural
status. By showing the children who like to play with each other, the teacher
can understand the behaviors of the children better, and control the motions
of the childcare robot to help to adjust the relationships among children.
3.4.6 Submission for the Application
The system of simultaneous people recognition and tracking system by us-
ing Kinect sensors is successfully applied to the childcare assisting system to
track the behaviors of the children, towards the goal of assisting the nursery
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Figure 3.22: The relative distance relationships during the drum game.
teachers with the childcare work. By the proposed system, every particular
child can be recognized and robustly tracked. By adding the children recogni-
tion process, and using the recognition results as the observation information
to evaluate the predictions in the tracking process, the children are tracked
with their ID for long period of time. The behaviors of the children are an-
alyzed based on the requirement of the nursery teachers. The information
of trajectories, motion ranges and relative distances information with the
teacher and other children for each child are provided for the nursery teach-
ers to assist the childcare work. With long term observation, the changing
tendency of the children with growth can be extracted. The teachers can
evaluate the progress or growth of the children with quantitative data. The
system can also be used for nding out the children who does not join the
class activity well, and helping to nd out the autisms. However, the color
information of each child cannot be repeatedly used as the children change
their clothes every day. More robust personal features need to be proposed
for personal recognition. Future work will also be focused on understanding
dierent scenes by the system and provide more information to the nursery
teachers.
3.5 Conclusion
In this chapter, a simultaneous people recognition and tracking by using
Kinect sensors is proposed, towards the goal of providing the user status
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information for the guide robot. It is a general system for any people track-
ing task, and has been successfully applied to a childcare assisting system
to track the behaviors of the children. The eectiveness of the system is
evaluated by using the tour group data under lab environment. People mov-
ing in indoor environment with good illuminations have been continuously
tracked more than 30 minutes, and the tracking error is never diverged. The
results proved that the particular people can be continuously recognized and
tracked even under crowded environment with the proposed system. The
recognition algorithm keeps recognizing the detected people to improve the
tracking accuracy, and the tracking algorithm records the motion history of
the people and predict the positions of them to improve the recognition ac-
curacy. Compared with conventional methods [49], the system has higher
tracking accuracy and it can automatically modify the errors that caused by
occlusions. That is to say, even if the system failed to track the right person,
it will be modied when the particular user is recognized again. However,
the color information of each person is used here, and it cannot be repeatedly
used as the people may change their clothes or wear similar clothes. More
robust personal features need to be proposed for personal identication. Fu-
ture work will also be focused on proving the eectiveness of the system by






Human-robot interaction has currently become one of the fastest growing
research elds. In recent years, the development of service robots has played
an important role in human-centered robotics. At present, service robots
are used in oces, restaurants, hospitals, and homes [61{64]. An important
function of service robots used in dierent elds is guiding users from one
place to another [65] . With an increasing number of services provided by
such robots, it is crucial to ensure service quality. Users expect the guide
robot to be more sociable. However, few researchers are working on how to
make the robot more sociable to improve the quality of guiding service. The
guide robot cannot expect that the users will always follow it or maintain a
xed distance from it; instead, it needs to adapt to user activities and always
accompany with them during the guiding process. In this chapter, an adap-
tive framework is proposed to control the motion of the robot to accompany
the users and provide sociable guiding services. In terms of motion control,
a sociable guide robot needs to carry out the following four functions: it
must (1) adjust its speed to match that of the user (e.g., young people may
move faster than elderly, or the same group of people may change their speed
depending on their interests); (2) maintain its relationship by keeping the so-
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cial distance with the users (e.g., by following them if they deviate from the
guiding path); (3) prepare to restart the guiding task during \Follow" mode;
and (4) take the users to their destination by the shortest path. Conventional
research focuses on realizing one or more of these by changing the motion
states of the robot case by case. In the work of Mizobuchi Y. et al. [66],
the robot adjusts its speed to match that of the users by maintaining the
relative distance, which can be updated by the voice feedback of the users'
impressions. In the work of Fleury S. et al. [67], a robot that can guide users
based on a stop-and-wait model was shown to be socially unappreciated. In
the work of Shiomi M. et al. [68] , the robot moves backwards sometimes to
maintain the guiding relationship. In the work of Oyama T. et al. [69], the
museum guide robot stops and talks with the users leaving the guide tour.
In the work of Pandey A.K. et al. [70], the two situations of non-leave-taking
human activities and leave-taking human activities are well discussed, and
the rules related to robot motion are designed to meet each condition. The
authors successfully presented a way for guiding users in a socially accept-
able way. However, the number of rules for this case-by-case method may
diverge quickly when the environment becomes more complex. Up to now,
no researcher has proposed a general framework by which all these adaptive
motions of an autonomous mobile robot can be generated at the same time.
In this chapter, a framework is designed to control the robot to move
adaptively in a socially acceptable way. It is the rst time to consider im-
proving the guiding quality by accompanying the users with adaptive motion
control, using a single general framework rather than multiple case-by-case
rules. With the proposed framework, the adaptive motions are formed auto-
matically, and all four above-mentioned functions for a sociable guide robot
can be realized. In the framework, a special articial potential eld for the
users is generated, and integrated with other basic potential elds [71] gen-
erated by considering the goal that the users want to reach, in addition to
the pedestrians and obstacles in the environment. The work of Nakazawa
K. et al. [71] merely considered the eects from the goal and obstacles. By
contrast, the proposed framework also considered the status of the users as
an inuence on the motion of the robot. By considering the situations of
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the users in this way, the proposed framework can control the robot in such
a way as to adapt to the users' activities and the users can move without
any restrictions. Unlike the work of Pandey A.K. et al. [70], the adaptive
motions used in the proposed framework to achieve \sociable guidance" are
formed naturally and automatically. The eectiveness of the framework is
demonstrated by simulations, and it is observed that the users are successfully
guided to their destination in a sociable way by the robot in the experiments.
The aim is to design a general framework that supports adaptive motions of
sociable guide robots to improve the quality of guiding services.
4.2 Design of the Framework
To guide the users in a social manner, the robot should adjust its motion to
adapt to the needs of the users and support their activities. The adaptive
motion control of the robot is based on the articial potential eld method
[71]. The attractive and repulsive forces from the environments are generated
as virtual articial potential elds, and the motion of the robot is controlled
by the gradient of the potentials. The robot moves towards the position with
a lower potential. Basically, an attractive force is generated from the goal
to make the robot move towards it, and a repulsive force is generated from
obstacles around the robot to prevent collision. In this thesis, in order to
ensure that the robot can move adaptively in a social way, the framework
is designed to generate adaptive potential elds for the users and subgoal
separately, and integrating them with the basic potentials from obstacles to
control the robot.
4.2.1 Generation of Articial Potential Fields
An attractive potential eld is generated from the real-time updated subgoal
and a special potential eld generated for the user group, which may show an
attractive or repulsive eect, depending on the relative distance between the
robot and the users. Besides, basic repulsive potential elds are generated
from the objects around the robot.
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Figure 4.1: The generation of subgoals after path planning.
Attractive Potential Field From The Goal
Because the robot needs to move towards to the goal, it is needed to set
an attractive potential from it. However, if only an attractive potential
eld from the xed nal goal is generated, dead-lock situations will occur
frequently, making it dicult to integrate this eld with other potential elds.
Therefore, the shortest path for the robot is calculated rst, and a series of
subgoals are sampled from the generated path. In the environment shown
in Fig. 4.1 (a), for example, the robot starts from point S and needs to
move to the goal (point G). The path is generated as a series of contiguous
points. Here, Dijkstra's algorithm [72] is used to calculate the shortest path.
The path is updated online to manage the change in the environment. A
series of subgoals is then sampled from these points, taking an interval more
than the threshold dth, as shown in Fig. 4.1 (b). In chapter 2, the path
planning method is explained in detail. The current attractive force eld is
then generated from the current subgoal. The attractive force Fag from the
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Figure 4.2: An example of guiding a user to the destination.
subgoal is set as
Fag = kag  dg (4:1)
where kag is the attraction coecient for the goal, and dg is the distance from





Special Potential Field from the Users Group
The users are treated as a group and the group generates a special potential
eld to aect the motion of the robot. It is special as its eect may be
attractive or repulsive according to the relative distance between the user
group and the robot. In order to make the robot adapt to the motions of
the users, an attractive eect for the users group is generated. However, this
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attractive potential does not start from the user group; rather, it starts from
a point in front of the users group that is at a xed distance of ds with the
users' group in the robot's direction. Here, ds means the social distance,
which is the best relative distance to maintain the guiding interaction. The
attractive force Fau from the users' group is set as
Fau = kau  (ds   du) (4:3)
where kau is the attraction coecient for the users' group, and du is the
distance from the users' group to the robot. The attractive potential Pau




 (ds   du)2 (4:4)
Repulsive Potential Field from the Obstacles
In order to prevent the robot from colliding with obstacles and pedestrians, a
repulsive potential for them is set in the same way with the previous work [71]
The repulsive force from each point of the objects is set as
Fr =
kr
(dr   d0)2 ; if dr > d0 ; Fr =1; else (4:5)
where kr is the repulsion coecient for the objects, dr is the distance from
the object to the robot, and d0 is the minimum distance to be traveled by




dr   d0 ; if dr > d0 ; Pr =1; else (4:6)
In the proposed framework, the repulsive force is caused from the obsta-
cles. Normally, when the robot is far from the obstacles, these objects do
not signicantly inuence the motion of the robot. When the robot is close
to the obstacles, however, the latter's inuence should be suciently high to
prevent the robot from colliding with the obstacles. The repulsive force is
set in quadratic inverse mode as shown in Equation (4.5) for ensuring the
obstacles will not aect the robot motion much when they are far way and
the robot can stop before colliding with the obstacles under a high speed.
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4.2.2 Adaptive Guide Robot Controlled by Integrated
Potential Fields
The coecients for dierent potentials are set as constant values to ensure
that the framework is generalizable and available for dierent users under
dierent situations. All the generated potentials are integrated together to
control the robot. In the case of the scene shown in Fig. 4.2 (a), the robot
tries to guide the user to the goal, and the user is following the robot. The
integrated potential eld is shown in Fig. 4.2 (b). The robot will move to-
wards the position with the lowest potential, and hence, towards the subgoal.
The proposed adaptive potential elds from the users' group and the subgoal
make the robot guide the users in a manner that is more sociable. Note that
the attractive force from the users' group may have an attractive eect or
a repulsive eect from the perspective of the robot. When the distance be-
tween the robot and the users' group du is smaller than ds (here, the social
distance is the most comfortable relative distance that can be set in advance),
the users are getting close to the robot, and the inuence of the users' group
will be the same as that of the subgoal to force the robot to move more
quickly. Moreover, the closer the users move toward the robot, the greater
the inuence. Naturally, the robot will adjust its speed to maintain the best
social distance. On the other hand, when the relative distance du is greater
than social distance ds, the users are moving away from the robot, and the
inuence of the users' group will be opposite to that of the subgoal. The
robot will thus move slower. When the potential from the users' group is
stronger than that generated from the subgoal, with the users group moving
further away, the robot will naturally move towards the user group. From
the result of the motion, the robot has naturally changed to \Follow" mode.
Only when the users get closer to the robot again and the attractive eect
from the subgoal becomes stronger, the robot will move towards the subgoal.
The robot judges that the users' group has returned in this way, and restarts
the \guide" mode. During the entire guiding process, the shortest path is
updated online such that the subgoal is likewise updated online, even if the
robot is in \Follow" mode. With the inuence from the real-time updated
subgoal, the robot stays in the best position for returning back to \Guide"
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mode when it follows the users. In this way, the robot guides the users
along the shortest path. Notice that these speed adjustments and motion
mode changes are carried out naturally by the generated adaptive poten-
tials, rather than simply dened by some if-then strategies for the robot. In
this way, the robot can (1) adjust its speed to meet the users' intent, and
(2) alternate between \Follow" and \Guide" modes automatically to main-
tain the guiding relationship. Even if the robot is in the \Follow" mode, the
shortest path is updated online, and the subgoal is also updated. The robot
will not only follow the users, but also stay in the best position for returning
to \Guide" mode. Whenever the users restart the original task, the robot will
navigate in the direction of the goal. In this way, the robot can (3) prepare
for returning to the guiding task from the best position, such that the robot
(4) takes the users to the destination via the shortest path. Therefore, these
four functions are all realized with the proposed framework, without needing
to set several motion rules case-by-case. However, in complex environments,
deadlock problems may occur with this integrated potential method when
multiple positions with a local minimum potential are generated. This prob-
lem is solved by the temporary use of the Laplace potential to control the
robot [71].
4.3 Simulation
The purpose of the proposed framework is to guide the users from their cur-
rent position to a desired place, whether the users are cooperative or not,
in a socially acceptable way. Simulation is processed rst to check the ef-
fectiveness of the proposed framework. In the simulation work, the motion
of a user to be guided is controlled by using a game pad, and whether the
robot can provide social guiding services under dierent kinds of situations
is checked. The user was free to move in any direction at any time, stop or
move at any moment, and even deviate from the guided path and move to
any other place. The speed of the user could also vary. The same situation is
repeated for more than 50 times to check the reproducibility of the proposed
framework. The simulation environment was built with Visual Studio 2013
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Table 4.1: The values of coecients in simulation
kr = 0:2 kag = kau = 2 kair = 0:24 d0 = 0:3m
ds = 1:2m g = 10m=s
2  = 0:01 m = 2kg
on a note-PC (HP OMEN15-5100, CPU 2.6GHz, RAM 8GB, 64bit Windows
System). OpenCV libraries were used to generate the gures and the appear-
ance of the potential eld. We simulated an indoor scene with two rooms
and a corridor, as shown in Fig. 4.2 (a), in which one point represented
35mm in the real world. The robot can be seen as a point in the image.
In the simulation work, the inuence of friction and air resistance are also
considered. The resultant force Fresult of the robot is given by
Fresult = Fag + Fr + Fau   vjv + 0:01j  (kairv
2   mg) (4:7)
Here, kair is the air resistance coecient, v is the speed of the robot,  is
the frictional coecient, and g is the acceleration of gravity. The values of
the variables are shown in Table 4.1. The values of kair, , m are set as the
real properties of the robot. In particular, ds, d0 is decided by the human
social distance [73] and minimum distance to stop before colliding with its
maximum deceleration. The attractive force from the subgoal should be
more or at least equal to the sum of the air resistance and friction when the
inuence from the users is ignored. Thus, kag can be calculated, and kau is
set equivalent to kag to ensure that the force from the users has the same
changing rate as the attractive force from the subgoal. Next, kr is decided by
ensuring that the robot is not signicantly inuenced by obstacles that are
far away. Thus, the robot can reach maximum deceleration as it approaches
the obstacles.
4.3.1 Guiding a user who changes his speed many times
The task is set as guiding a user from the start point to the goal by leading
the user out of a room and passing through the corridor, as shown in Fig.
4.2 (a). The user adopted dierent kinds of uncooperative motions during
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the process, and the reactions of the robot are checked to observe whether
the robot can provide sociable guiding services. Fig. 4.3 shows the motion
trajectories of the user and the robot. Eight snapshot points are taken to
study the reactions of the robot. The integrated potentials and the resultant
forces on the robot are shown in Fig. 4.4. The color changes from blue to red
to represent the potential changes from low to high, and the red points with
blue lines show the positions and speeds of the robot. The robot moves in
the direction of the blue lines, and the length of the blue lines represents the
magnitude of the resultant forces. The changing tendencies of the robot's
speed (pixel/frame) and the relative distance (pixel) between the robot and
the user are shown in Fig. 4.5. As shown in Fig. 4.5 (a), the speed of the
robot changed between plus and minus values. Here, a plus speed means
that the robot was moving toward the goal, and a minus speed means that





















Figure 4.3: Motion trajectories of the user (light blue) and the robot (red)
and snapshot points (point A-H).
(a) Speed Adjusting Test 1 The user followed the robot rst for a
while (Fig. 4.3 (a)), suddenly accelerating (A in Fig. 4.3 (a)), and then
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Figure 4.4: Integrated potentials and resultant forces (blue lines) on the
robot (red point).
moving forward suddenly (B in Fig. 4.3 (a)). As it is expected, the robot
also accelerated (A in Fig. 4.5 (a)) when the user came close to the robot
(A in Fig. 4.5 (b)), as the resultant force on the robot increased (A in Fig.
4.4). The robot slowed down (B in Fig. 4.5 (a)) when the user suddenly
stopped going forward and the relative distance was greater than the social
distance (B in Fig. 4.5 (b)) as the resultant forces on the robot decreased.
It was observed that the robot correctly adjusted its speed to match that of
the user.
(b) Relationship Maintaining Test The robot then tried to leave
the original path and move backward (Fig. 4.3 (b)), during which the user
maintained his speed (C in Fig. 4.3 (b)) and stopped once (D in Fig. 4.3
(b)). The robot changed its direction of motion (P in Fig. 4.5 (a)) to follow
the user. It rst accelerated in the direction of the user (C in Fig. 4.5 (a)).
When the user went backward, the relative distance increased (C in Fig. 4.5
(b)), as the resultant force on the robot changed in the user's direction and
increased further (C in Fig. 4.4). The robot also stopped (D in Fig. 4.5(a))
when the user stopped and their relative distance decreased to social distance
(D in Fig. 4.5 (b)), as the resultant force on the robot was almost zero (D
in Fig. 4.4). After a while, the user returned to the guiding process and
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(a) Moving speeds of user and robot with increasing time
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Figure 4.5: Changing tendency of vectors and relative distance.
followed the robot again (Fig. 4.3 (c)), and the robot changed back to the
guiding mode at point Q in Fig. 4.5 (a). It was observed that the robot
automatically formed \Guide" and \Follow" modes and switched between
them to accompany the user. By analyzing the entire changing tendency of
the robot's speed in Fig.4.5 (a) and the relative distance in Fig. 4.5 (b), it
was found that the robot tried to follow the user's moving pace and maintain
the guiding relationship by maintaining the social distance, even when the
user tried to leave the original path.
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(c) Speed Adjusting Test 2 The user then moved at a stable speed
in order to follow the robot (E in Fig. 4.3(c)) before stopping suddenly (F
in Fig. 4.3 (c)). The robot also accelerated to adapt to the user's speed
(E in Fig. 4.5 (a)) when the user was getting close (E in Fig. 4.5(b)) and
the resultant force on the robot increased in the subgoal direction (E in Fig.
4.4). The robot also stopped to wait for the user (F in Fig. 4.5(a)) when the
relative distance increased such that it was equivalent to the social distance
(F in Fig. 4.5 (b)). The resultant force on the robot reduced to almost zero
(F in Fig. 4.4). Subsequently, the user changed speed twice to observe the
reaction of the robot (G, H in Fig. 4.3 (c)). The robot reacted correctly as
it accelerated (G, H in Fig. 4.5 (a)) when the relative distance decreased (G,
H in Fig. 4.5 (b)). These accelerations were caused by the changes in the
integrated potential and the resultant force on the robot (G, H in Fig. 4.4).
Again it was observed that the robot correctly adjusted its speed to match
that of the user.
4.3.2 Guiding a user who drops by at many places
Another scene was simulated where the user dropped by at multiple places
while the robot followed him. Figure 4.6 shows the adaptive motions of the
robot.
(d) Preparation for Restarting Guiding Task Test The user rst
followed the robot for a while (Fig. 4.6 (1)-(a)), and suddenly went backward
and moved around in the room (Fig. 4.6 (1)-(b)). Then, the user went back
to the guiding task and followed the robot to the goal (Fig. 4.6 (1)-(c) and
-(d)). Figure 4.6 (2) shows how the robot updated the path for each frame,
even in \Follow" mode. The integrated potential elds are inuenced by the
position of the user, objects in the environment, and the current subgoal. As
the path is updated online, the subgoal is also updated, ensuring that the
robot stays in the best position for returning back to \Guide" mode when it
follows the user. The integrated potential is shown in Fig. 4.6 (3), and the
motion of the robot is controlled by the resultant force. From the motion
trajectory in Fig. 4.6 (1), it was found that the robot was not only following
the user when the latter dropped by at several places, but also prepared
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for returning back to the guiding task, as its trajectory is almost a straight
line, diering from the user's trajectory (shown in Fig. 4.6 (1)-(b)). Thus,
whenever the user wants to return, the robot stands by in the goal direction.
The generated paths are the shortest in the environment, and the robot tries
to return in the shortest path. These two strategies ensure that the user is
guided to the destination in the shortest path.
The results were compared with a conventional method [71] in which the
robot tried to keep a constant distance with the user by merely considering
the eect from the user and obstacles in \Follow" mode. Figure 4.7 shows
the motion of the robot using this conventional method. The task was the
same and the user adopted the same motions. After following the robot for
a while (Fig. 4.7-(a)), the user suddenly moved backward and then moved
around in the room (Fig. 4.7-(b)). After that, the user went back to the
guiding task and followed the robot to the goal (Figs. 4.7 (c) and 4.7 (d)).
The pink line in Fig. 4.7 shows the motion of the robot. It can be observed
in Figs. 4.7 (b) and 4.7 (c) that the robot followed the user to move around
in the room in \Follow" mode, and the user needed to wait for the robot
to adjust its motion to the guiding path when the user moves back to the
robot. The average path length of the proposed method was 62 pixels (i.e.,
2.17 m), less than that of the conventional method, with a standard deviation
of six pixels (i.e., 0.21 m). Similar tasks were next carried out, in which an
uncooperative user left the original path multiple times in dierent ways. All
the results show that the path lengths generated by the proposed method
were shorter, and these dierences became more apparent when the user
moved more uncooperatively. Thus it is demonstrated that the proposed
method ensures that the robot guides the user to the destination via the
shortest path.
4.3.3 Guiding a cooperative users' group
The simulation works of guiding a user to move around have already proved
that the proposed framework can adapt to dierent kinds of motions. The
situations for guiding a cooperative users' group are similar with guiding one
user. In this case, the users form a users' group and the average position of
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(1) Motion trajectories of the user (light blue) and the robot (red).
(2) Generated shortest path (green) and subgoals (blue).
(3) Integrated potentials and resultant forces (blue lines) on 
the robot (red point).
Figure 4.6: Adaptive motions for guiding an uncooperative user.
all the users can be used as the position of the group. The group position
generates the special potential eld and aects the motion of the robot. Fig.
4.8 shows the motion trajectories of the users' group, which is formed from
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Motion trajectories of the user (light blue) and the robot (pink).
Figure 4.7: Guiding path by using the conventional method.
three users, and the robot. During the task, the users were controlled to
follow the robot with similar speeds, which contains a small noise to make
their motion more like real human beings. The integrated potentials and
the resultant forces on the robot are shown in Fig. 4.9. The users followed
the robot together for a while (Fig. 4.8 (a)) in the beginning, and the robot
moved forward with a high speed as the users' group formed a repulsive
force to push the robot move faster (Fig. 4.9 (a)). In Fig. 4.8 (a), the
light blue line shows the trajectory of the user group, and the trajectory of
the robot is shown by the pink line. The real trajectories of the users are
shown as the colored lines around the group trajectory. Actually the group
position just showed the center of the users, and its trajectory is a virtual
line. However, the robot treated the users as a group so that it equaled with
the situations that all the users move together in their center position. Then
the users slowed down and stopped for a while (Fig. 4.8 (b)), and the robot
also slowed down and waited for the users as expected (Fig. 4.9 (b)). Then
the users started to move forward the robot again (Fig. 4.8 (c)) , the robot
accelerated and guided the users' group to continue the task (Fig. 4.9 (c)).
The robot moved smoothly to the destination while adjusting its speed to
adapt the users' group, showing as waited the users for a few times.
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Figure 4.8: Motion trajectories of the user (light blue) and the robot (red)
for guiding a cooperative users' group.
Figure 4.9: Integrated potentials and resultant forces (blue lines) on the
robot (red point) for guiding a cooperative users' group.
4.3.4 Guiding a users' group in which someone is not
cooperative
For most of the cases, the users may be cooperative to the robot since the
social ability of human beings makes them tend to move together. However,
as the role of proving services, the social guide cannot restrain the motion
of the users, and should be able to deal with the problems that a few users
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are not cooperative. Fig. 4.10 shows the motion trajectories of the user
(light blue) and the robot (red) for guiding a users' group in which someone
is not cooperative. The integrated potentials and the resultant forces on
the robot are shown in Fig. 4.11. During the guiding process, the users
similarly formed a group, and the average position of the group generated
the special potential eld to control the motion of the robot. However, the
uncooperative user may leave the group and he/she may joined the group
again after a while. In Fig. 4.10 (a), the light blue line shows the trajectory
of the users' group, and the trajectory of the robot is shown as the pink line.
The real trajectories of the users are shown as the colored lines around the
group trajectory. The dark red line shows the average position of the main
members, and the yellow line shows the motion of the uncooperative user.
In the beginning, the uncooperative user also moved towards the robot, and
he/she could be considered as a group member. Thus, the average position
of the whole group was calculated from all the users, shown as the light blue
line is in the middle of the dark red and yellow lines. As the main members
had higher weights, the average position was closer to the main members.
The robot moved forward with a high speed since the users' group formed
a repulsive force to push the robot move faster (Fig. 4.11 (a)). Then the
uncooperative user stopped as shown in Fig. 4.10 (b). As the uncooperative
user was not so far away from the main members, he/she was still judged as a
group member and the robot slowed down to wait for the user (Fig. 4.11 (b)).
After that, the uncooperative user started to move backward, keeping getting
away from the main group members. When the distance was bigger than the
group forming threshold Dgroupth that was set advance, the user was judged
as leaving the group so that the average position of the group was equal to
the average position of the main members, showing as the dark red line was
overlapped with the light blue line (Fig. 4.10 (c)). The robot changed to
service for the main members, who formed a small group, and started to
move again (Fig. 4.11 (c)). After a while, the disappeared uncooperative
user came back to the robot again, and the robot recognized him/her as a
previous user so that the robot counted him/her as a group member again
(Fig. 4.10 (d)). As the user was behind the main members, the robot even
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changed its motion direction and moved backward for a second to wait for
the user (Fig. 4.11 (d)). With time went on, the uncooperative user came
back to the group and moved together with the group, showing as the average
position of the group (light blue line in Fig. 4.10 (e)) was in the middle of
the main members and the uncooperative user (dark red and yellow lines in
Fig. 4.10 (e)). The robot accelerated again to adaptive the speed of the users
(Fig. 4.11 (e)). When the uncooperative user left the group again (Fig. 4.10
(f)), the robot reacts in the same way to change to service for the small group
(Fig. 4.11(f)), showing as the average position of the group was overlapped
with the main members' position (light blue line was overlapped again with
the dark red line in Fig. 4.10 (f)).
From the results, it is observed that the robot adequately accompanied
the users when guiding them to the destination. The adaptive motions are
automatically generated by the proposed framework. From the tests, it is
observed that the robot will (1) adjust its speed to match that of the user;
(2) maintain their relationship by maintaining the social distance with the
users; (3) prepare to restart the guiding task in \Follow" mode; and (4) take
the users to their destination via the shortest path. From the perspective
of motion control, our robot works well as a sociable guide robot. Thus, it
was proved that the proposed framework worked satisfactorily for adaptively
controlling the motion of the robot and providing sociable services. This
simulation results also help to decide the coecients when controlling a real
robot.
4.4 Experiments
The eciency of the proposed framework was conrmed through dierent
guiding tasks, using the robot shown in Fig. 4.12. The mobile platform
PIONEER3-DX is used, which is manufactured by MobileRobots. A forward-
looking laser range nder (LRF) at a height of 32 cm, and a backward Kinect
sensor at a height of 100 cm were attached to the robot. The screen of the
computer showed the distances to the goals on the screen to remind the users
about the tasks. The motion of the robot was controlled by integrated poten-
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Figure 4.10: Motion trajectories of the user (light blue) and the robot (red)
for guiding a users' group in which someone is not cooperative.
tials, and a threshold Fth was set for the resultant force, in order to prevent
overreactions. Here, Fth has the same function as it does with friction, in
order to keep the robot more stable. The resultant force Fresult is given by
Fresult = Fag + Fr + Fau; if jFresultj > Fth;Fresult = 0; else (4:8)
Because the speed of the wheels for the real robot can be directly con-
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Figure 4.11: Integrated potentials and resultant forces (blue lines) on the
robot (red point) for guiding a users' group in which someone is not cooper-
ative.
Table 4.2: The values of coecients for real robot.
kr = 0:2 kag = kau = 2 d0 = 0:3m
ds = 1:2m m = 2kg Fth = 2:34
trolled, the speed of the robot was calculated by:
v = vcur + Fresultt=m (4:9)
where vcur is the current speed of the robot. The values of the variables are
shown in Table 4.2. These variables were set by referring the values in the
simulation work.
The experiments were conducted in an indoor environment, as shown in
Fig. 4.1 (a). Any position in the map can be chosen as the starting point or
the goal, and the task of the robot was set as guiding the users from point S
to point G as an example.
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Figure 4.12: The view of the guide robot.
4.4.1 Guiding a user to the destination
One user each time was guided to the destination without any restrains; the
user was only informed that he would be guided by the robot to a place, and
this task was repeated with 20 dierent adult users.
Guiding a cooperative user to the destination
Most of the users (16 participants from a total of 20) were cooperative, and
the robot took them to the destination smoothly. In the beginning of the
task the users were close to the robot, and they decided when to initiate the
experiment by beginning to move. The users started to move at their will and
the average relative distance they felt comfortable to move can be calculated.
The result is around 1.2m, which also proved that the social distance was
set properly. The 16 cooperative participants moved at dierent speeds, and
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some users changed their speed during the guiding task.
(a) Speed Adjusting Test The guide robot adaptively adjusted its
speed to meet the needs of each user. The robot almost maintained the
social distance, regardless of how fast the user moved. It is observed that
the robot correctly adjusted its speed to match that of all the 16 cooperative
users.
Guiding an uncooperative user to the destination
2 representative users were selected from the other 4 uncooperative users who
made the situations more complex, and studied the adaptive motion of the
robot in detail to show the usefulness of the proposed framework.
(b) Relationship Maintaining Test The guiding process is shown in
Fig. 4.13, and the robot trajectory is shown in Fig. 4.14. The user was
normally guided by the robot (Fig. 4.13 (a)), but he suddenly stopped (Fig.
4.13 (b)). Then, he moved in opposite direction, as he was interested in the
posters on the wall (Fig. 4.13 (c)). After reading the posters (Fig. 4.13 (d)),
the user returned to the guiding task (Fig. 4.13 (e)) and followed the robot
to the destination (Fig. 4.13 (f)). The robot rst guided the user from point
A to B (Fig. 4.14 (a)) normally. Then, the robot slowed down and stopped
when the user stopped. After that, the robot changed its direction to follow
the user (point B to C in Fig. 4.14 (b)) as the user started moving backward.
After the user returned to the robot, the robot changed its direction again,
and guided the user to the destination smoothly (point C to D in Fig. 4.14
(c)). It was observed that the robot automatically switched between \Guide"
and \Follow" modes to accompany the user. The robot tried to follow the
user's moving pace and maintain the guiding relationship by keeping the
social distance, even when the user tried to diverge from the original path.
(c) Preparation for Restarting Guiding Task Test Another guiding
process is shown in Fig. 4.15, and the robot trajectory is shown in Fig. 4.16.
Normally, the user was rst guided by the robot (Fig. 4.15 (a)). Then, the
user moved back and walked around in the room (Fig. 4.15 (b)-(d)). After
some time, the user returned to the guiding task (Fig. 4.15 (e), (f)) and
followed the robot to the destination. The robot rst guided the user from
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Figure 4.13: Scenes when the robot guided an uncooperative user who walked
backward.
point A to B (Fig. 4.16 (a)) normally. Then the robot changed its motion
to follow the user (point B to C in Fig. 4.16 (b)) as the user started moving
backward and walked around in the room. Notice that in \Follow" mode,
the robot almost moved in a straight line, despite the user walking around
and stopping at multiple places in the room. The robot did not merely follow
the user, but also managed to stay in the subgoal direction while in \Follow"
mode, ready to restart the guiding task (Fig. 4.15 (b)-(d)) from the place that
requires the least eort to arrive at the original goal. These adaptive motions
ensure that the robot guided the user along the shortest path. After the user
returned to the robot, the robot again changed its direction of motion, and
guided the user to the destination smoothly (point C to D in Fig. 4.16 (c)).
It was observed that the robot prepared to restart the guiding task while in
\Follow" mode by always standing in the direction of the goal, and the robot
took the users to their destination via the shortest path by updating its path
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(a) Guiding the user from A to B
(b) Following the user from B to C





Figure 4.14: Motion trajectories of the robot when guiding an uncooperative
user who walked backward.
online.
The results of the experiments matched well with the simulation results,
proving that the proposed framework works for providing socially acceptable
services.
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Figure 4.15: Scenes when the robot guided an uncooperative user who walked
around the room.
4.4.2 Guiding a users' group to the destination
Multiple users each time were guided to the destination as a group; the users'
group was only informed that they would be guided by the robot to a place.
Guiding a cooperative users' group to the destination
To show that the proposed framework is also eective when guiding a group
of people, the robot was made to guide dierent groups of users to the desti-
nation without placing any restrictions on them. These user groups tended
to be more cooperative, because they usually take care of each other. The
robot treats the users as a group, whose center is the mean position of all
the users. The integrated potential eld is similar to the potential eld gen-
erated for a single user. 20 people were asked to form dierent groups (10
dierent groups with 3 to 5 people) for the experiments. An example of this
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(a) Guiding the user from A to B
(b) Following the user from B to C
(c) Guiding the user from C to D
Figure 4.16: Motion trajectories of the robot when guiding an uncooperative
user who walked around the room.
scene is shown in Fig. 4.17. The gure shows that the user group moved at a
relatively stable speed, and that the robot moved at a similar speed in front
to guide them. The robot trajectory is shown in Fig. 4.18, demonstrating
that the robot successfully moved to the goal point.
The robot smoothly guided all the 10 user groups to the destination.
(a) Speed Adjusting Test The guide robot adaptively adjusted its speed
to meet the needs of the users'. The robot almost maintained the social
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Figure 4.17: Scenes when the robot guided a cooperative users' group.
Figure 4.18: Motion trajectories of the robot when guiding a cooperative
users' group.
distance, regardless of how fast the users moved. It is observed that the
robot correctly adjusted its speed to match that of the users groups.
Guiding a users' group to the destination in which someone is not
cooperative
To prove that the proposed framework can also adapts to the users' group
even if someone is not cooperative, the robot was made to guide dierent
groups of users, some of whom were asked to be uncooperative. The others
still moved without any restrictions. During the tasks, one uncooperative
user was asked to leave the group once and return to the group after a while.
In the beginning ,the robot tracked all the members in the group and guided
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them to move forward. When the uncooperative users started to move away,
the robot warned the uncooperative user once before being judged as leaving
the group. The robot reacted similar with the simulation work. When a user
tends to be uncooperative and tries to leave the group, the average position
of the users' group will be aected by the uncooperative user who tried to
leave, and the robot adjusted its speed to wait for the user. As most of the
users keep moving forward and the uncooperative user left far away from the
main members, the robot reacted as service the main members, and deleted
the uncooperative user from the user group. The robot guided the small
group to the destination. After a while, the disappeared uncooperative user
came back to the robot again, and the robot recognized him as a previous
user so that the robot counted him as a group member again. As the user was
behind the main members, the robot waited for the user until he got close to
the robot. Then the robot guided the users' group to the nal destination.
(b) Relationship Maintaining Test The guide robot tried to accom-
pany with the users' group during the guide task. When one of the users tried
to leave the group, the robot warned him once to try to main the relation-
ship with him besides the other. After his leaving, the robot accompanied
with the left members while waiting for their coming back. When a new per-
son was detected, the system would judge whether the new person was the
original user. Once conrmed, the robot tired to adapt to all the members.
Guiding a users' group to the destination which drops by at other
places
The proposed framework can also adapts to the uncooperative users' group.
During the guide task, the users' group deviated the original path once,
and dropped by the place that they were interested in behind them. In
the beginning ,the robot tracked the users' group and guided them to move
forward. When the users started to deviate the original path together, the
robot decelerated and then changed its motion direction and followed the
users for a while. After a while, the users came back to the robot, and the
robot changed back to the \guide" mode.
(b) Relationship Maintaining Test The guide robot tried to accom-
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pany with the users' group during the guide task. When the users tried to
leave the original path, the robot changed its motion direction and followed
it. After they moving towards the guide robot again, the robot changed back
to \guide" mode.
(c) Preparation for Restarting Guiding Task Test The robot tra-
jectory is shown in Fig. 4.19. The robot rst guided the users' group from
point A to B (Fig. 4.19 (a)) normally. Then the robot changed its motion
to follow the users' group (point B to C in Fig. 4.19 (b)) as the user started
moving backward and walked around in the room. Notice that in \Follow"
mode, the robot almost moved in a straight line, despite the users' group
walking around and stopping at multiple places in the room. The robot did
not merely follow the user, but also managed to stay in the subgoal direction
while in \Follow" mode, ready to restart the guiding task from the place that
requires the least eort to arrive at the original goal. These adaptive motions
ensure that the robot guided the users' group along the shortest path. After
the users' group returned to the robot, the robot again changed its direction
of motion, and guided the users' group to the destination smoothly (point C
to D in Fig. 4.19 (c)). It was observed that the robot prepared to restart the
guiding task while in \Follow" mode by always standing in the direction of
the goal, and the robot took the users to their destination via the shortest
path by updating its path online.
4.4.3 Guiding eciency
The proposed framework also improved the guiding eciency of the robot.
Here, the guiding eciency is dened as the inversely proportional function
of the trajectory length. If the users' group takes the same root to move
towards the destination, the shorter trajectory length means the better the
guide eciency. The proposed method is compared with the conventional
method in which the robot keeps the xed distance with the users. The
guiding trajectories are shown in Fig. 4.20 when the robot guides an co-
operative users' group. It is observed that the trajectories are almost same
(trajectory by the proposed method shown in Fig. 4.20 (a) and trajectory
by the conventional method shown in Fig. 4.20 (b)) when the robot guides a
96
97 Chapter 4 Framework for Adaptive Motion Control
4.4. EXPERIMENTS
Figure 4.19: Motion trajectories of the robot when guiding an uncooperative
users' group who walked around the room.
cooperative users' group. It proves that the proposed method is comparable
with the conventional method even if the users are cooperative. However,
the trajectories have a big dierence when the users are uncooperative. The
guiding trajectories are shown in Fig. 4.21 when the robot move in totally
same way. To ensure that the motion of users' group are same, the rela-
tive distance between the user and the robot is recorded and applied. It
is observed that the trajectory of the proposed method is much less than
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Figure 4.20: Motion trajectories of the robot when guiding the cooperative
users' group by proposed and conventional methods.
the conventional method (trajectory by the proposed method shown in Fig.
4.21 (a) and trajectory by the conventional method shown in Fig. 4.21 (b)).
This is caused by the robot controlled by the proposed method not only fol-
lowed the users under the \follow" mode, but also considered the direction
of the goal and prepared to change back to the \guide" mode in the best
posture. Whenever the users want to return to the original path, the robot
can smoothly restart the guide task.
All experimental videos were uploaded to the Internet:
www.youtube.com/watch?v=6V-13O7All8&feature=youtu.be
4.5 Conclusion
In this chapter, a framework for adaptively controlling the motion of a guide
robot to accompany users and provide sociable services to them is proposed.
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Figure 4.21: Motion trajectories of the robot when guiding the uncooperative
users' group by proposed and conventional methods.
Dierent from the conventional guide robots [67, 69, 70], the guide robot
controlled by the proposed framework did not give any restrains to the users,
but adapted to the motions of the users. By setting special potential elds
for the users and subgoal separately, and integrated them with other basic
potential elds to control the robot, the robot guided the users considerately.
Instead of being dened by multiple rules of motion, adaptive robot motions
were generated naturally and automatically using the proposed framework.
The robot can adjust its speed to meet the intent of the users and alternate
between \Guide" and \Follow" modes to maintain the guiding relationship.
Under \Follow" mode, the robot will always prepare to return to \Guide"
mode by staying at the best position in the subgoal direction. Moreover, the
shortest path is updated online to ensure that the users are guided along the
shortest path. By comparing the simulation and experimental results, the
usefulness of the proposed framework was conrmed.
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On the other hand, the proposal's feasibility must be further inspected,
because experimental environments and the number of the users were limited.
Future work will focus on applying and verifying the proposed framework for
guiding tasks in public places, where the environment is more complex and
many kinds of tours with dierent numbers of people must be guided in a
sociable way. The robust recognition and tracking of particular users in a
crowded environment should also be studied. The proposed framework ex-
clusively concerns sociable guiding services from the perspective of adaptive
motion, to ensure that the guide robot can always accompany with the users.
Other perspectives can also be considered in the future work such as sound
or posture-guiding services using a humanoid robot, sound instructions to




Conclusion and Future Work
5.1 Conclusion
In this thesis, a framework is designed to control the robot to move adaptively
in a socially acceptable way. Dierent from the conventional works that
focused on realizing the guide task, this work tried to improve the quality of
the guide task, allowing the users move more freely without any restrains.
The sociable guide robot should not ask the users to follow it and maintain
a proper distance with it. Instead, the robot should understand the will of
the users and adapt to their motions.
Firstly, the conventional studies about mapping and path planning for
mobile robot have been surveyed. The 2D map is generated by the immobile
area grid map based SLAM method. By combining the 3D information from
Kinect sensor with the 2D information from LRF sensor, the generated map
reected the 3D obstacles like desks and chairs in the space, and deleted
potential mobile objects like human beings. By generating and updating
the shortest path, and controlling the robots by potential eld method, the
robot was guided by the global optimum path successfully under dynamic
environment.
Secondly, a general system to simultaneously recognize and track multiple
people is proposed. The 3D distance information is used for detecting the
positions of the users and they are tracked by using particle lter method.
Here, the users are recognized by their faces and color information, which
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are registered to the system in advance, and the recognition results are used
as the observation likelihood for the particle lter. The users' group formed
by dierent numbers of users under the dynamic environment is successfully
tracked by this method. Moreover, this tracking method is applied to more
complex environment by tracking the children behaviors in the classroom of
a nursery school, where the children were playing together. People moving in
indoor environment with good illuminations have been continuously tracked
more than 30 minutes, and the tracking error is never diverged. The results
proved that the particular people can be continuously recognized and tracked
even under crowed environment with the proposed system. The recognition
algorithm keeps recognizing the detected people to improve the tracking ac-
curacy, and the tracking algorithm records the motion history of the people
and predict their positions to improve the recognition accuracy. Compared
with conventional methods [49], the system has higher tracking accuracy and
it can automatically modify the errors that caused by occlusions. That is to
say, even if the system failed to track the right person, it will be modied
when the particular user is recognized again.
Thirdly, a framework for adaptive motion control of the robot is proposed.
Dierent from the conventional guide robots [67, 69, 70], the guide robot
controlled by the proposed framework did not give any restrains to the users,
but adapted to the motions of the users. By setting special potential elds
for the users and subgoal separately, and integrating them with other basic
potential elds to control the robot, the robot guided the users considerately.
Instead of being dened by multiple rules of motion, adaptive robot motions
were generated naturally and automatically using the proposed framework.
With the single framework, the guide robot achieved (1) adjust its speed to
match that of the user (e.g., young people may move faster than elderly, or the
same group of people may change their speed depending on their interests);
(2) maintain its relationship by maintaining the social distance with the users
(e.g., by following them if they deviate from the guiding path); (3) prepare
to restart the guiding task during \Follow" mode; and (4) take the users to
their destination by the shortest path.
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5.2 Future work
For this thesis, the simultaneous people recognition and tracking system is
evaluated under lab environments. Although the tracking system is success-
fully applied to the nursery school for tracking the children behaviors, it is
not sure that the system can work well under public places, like museums or
airports. Future works need to collect real tour information and evaluate the
system by tracking the users in public places.
Meanwhile, the adaptive motion control framework for the guide robot
realized sociable guidance by accompanying the users. However, some users
may hope the robot to wait in a place when they want to walk around for a
while, or the robot needs to judge the situations by itself to decide whether
follow the users when they deviate the original path or wait for them. More
sociable adaptive motions needs to be developed in the future.
Moreover, the adaptive motion control is realized for the sociable guide
robot in this thesis, but other social designs are also needed to the guide
robot before real application. For example, the robot needs to be designed
more like a humanoid robot and more acceptable to the users. The robot also
needs to interact with users more properly by adding the speech recognition
system and generating proper gestures. The robot should also be able to
intend the mental states of the users for proving proper services.
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