Many imaging systems produce pictures by the superimposition of two fields of frames of interlaced sequences. Pictures obtained in this way, which are termed composite frames, are severely degraded if relative motion between the camera and the scene occurs. In the presence of motion the composite frame is affected by two types of distortion: the edge staircase effect that is due to the fact that objects appear at different positions in successive fields and motion blur that is due to scene motion during each field exposure. Motion-deinterlacing methods previously proposed to recover the staircase effect neglect motion blur. However, motion blur may be significant, especially in systems designed for low-intensity radiometric imaging that use long exposures or even in short-exposure systems that happen to be in moving vehicles such as tanks, planes, ships, etc. We introduce an algorithm for the restoration of the two types of distortion in a composite frame degraded by linear uniform motion.
Introduction
A scanning process with an interlace of the order of 2 is common in most video-sequence acquisition systems. In many applications a still scene needs to be extracted from the video sequence. Several imaging systems produce their pictures by the superimposition of the two fields of each frame of the interlaced sequence. The superimposing technique can be found in thermograms, computerized medical imaging systems, remote-sensing systems, etc. The superimposing idea may also be needed in tracking fast events that do not appear in more than one frame of a video sequence. Below we refer to images obtained in this way as composite frames. The main motive for the field-superimposing method is to increase the spatial resolution in the vertical direction. A composite frame could have twice the vertical resolution of each of its fields.
Composite frames have been developed for recording still scenes. If relative displacement between the camera and the object occurs the composite frame is degraded by two effects: the typical staircase effect 1 and motion blur. 2 The edge staircase effect is due to the fact that the object changes its location during the period between the instants of exposures of two successive fields. The edges of a moving object appear at different positions in successive fields when interlaced together. After the two fields are superimposed the edge is not continuous but forms the shape of a staircase. This effect is clearly seen in Fig. 1 . The edge misalignment caused by this effect is greater when the video frame rate is slower or the motion speed is higher. Motion blur results from continuous object motion during the exposure of each field. The blur extent depends on the motion speed and the exposure period. 2 A heuristic illustration of the motion-distorted composite-frame formation is shown in Figs. 2. Figure 2͑a͒ shows the field of view ͑FOV͒ and the object location at the exposure instants of two successive fields. A uniform horizontal motion with a speed v is assumed, causing a horizontal displacement of s ϭ vt s , where t s is the time between the field exposures. In Figs. 2͑b͒ and 2͑c͒ the odd and the even fields, respectively, are shown. It can be seen that the image in each field is smeared. Figure 2͑d͒ shows the composite frame formatted by the superimposing of the two fields. The image is affected by both the staircase effect and motion blur. It can be seen that the vertical bar of the object is not continuous because of the staircase effect and is wider because of the motion blur.
Before we elaborate on our goal, namely, compositeframe restoration, we would like to place it in the proper context. Related and well-known techniques are the motion-compensated-deinterlacing techniques ͑see, for example, Refs. 3 and 4͒ used to convert an interlaced format to a progressive format in applications such as high-definition television, digital micromirror device displays, 5 and multimedia. Even though restoration of an interlaced frame distorted by motion can be regarded as a special case of those techniques, typical motion-compensateddeinterlacing techniques cannot be applied directly to the discussed problem because ͑1͒ they are dedicated for sequence conversion utilizing more than one frame and ͑2͒ in general the motion blur within the fields is ignored.
In a previous study by Manduchi and Cortelazzo 6 a method for frame motion-compensated restoration was presented. The method uses a displacementestimation technique based on spectral features of the composite frame to realign the fields with respect to the object's position in the first field. The restoration method is incomplete because it takes into account only the field-misalignment restoration but ignores the blur caused by the finite exposure time. The motion blur must also be taken into account, especially in imaging systems with exposure periods that are not negligible with respect to field sampling time. Analysis of motion blur and motion-blurred restoration methods can be found in the literature ͑see, for example, Refs. 2 and 7-9͒.
The proposed restoration method consists of the three-step algorithm shown in Fig. 3 . First, the global displacement vector ͑DV͒ is estimated. Two practical methods for DV estimation are outlined in Section 2. The first method is the common blockmatching algorithm ͑BMA͒. The second method is a DV estimation technique of a phase-correlation type that is based on the spectral characteristics of a composite frame. A previous spectral analysis 6 of the composite frame ignored the blur in each field. Using a different perspective, we generalize our analysis to the case in which blur caused by uniform motion occurs in each field. After the DV is estimated it is used to realign the two fields of the frame. Then uniform ͑constant-speed͒ linear motion during frame acquisition is assumed here for the blur-extent estimation used in the deblurring method described in Section 3. This assumption generally yields good results, except for a few specific forms of highly nonlinear motion. 2,10
Displacement-Vector Estimation and Field Realignment
To estimate motion vectors, one can use differential algorithms, pel recursive algorithms, phase correla- Motion-distorted composite-frame formation: ͑a͒ FOV and object location at the beginnings of exposure instants in two successive fields. A uniform horizontal motion with a speed of v ϭ 8 pixels͞frame ͑4 pixels͞field͒ is assumed, yielding a displacement vector length of ͉s͉ ϭ 4 pixels. ͑b͒ The odd and ͑c͒ the even fields. At an exposure time equal to 3͞4 of the sampling time ͑t e ͞t s ϭ 0.75͒ the blur extent is ͉b͉ ϭ 3 pixels. ͑d͒ The distorted composite frame. tion, and block-matching procedures. Each has its own advantages and disadvantages in terms of the type and the complexity of motion that can be dealt with and computation and algorithm complexity. This section outlines two practical methods appropriate to the discussed problem. Because we assume homogeneous motion, there is only one motion vector per frame.
A. Block-Matching Algorithm
The most common motion estimators are blockmatching estimators. 11, 12 The BMA is in general preferable to other methods because it is less expensive in terms of computational load, less sensitive to noise, and suitable for parallel processing.
BMA's in general subdivide the current image into a set of nonoverlapping areas ͑usually squares͒, and a single vector is calculated to give the best match between the considered block and those shifted in the previous image in which only a limited search area is considered to reduce the computation load. The best match is carried out by minimization of a suitable objective function. Various versions of the method exist for improving the computation load, speeding the search time, and detecting local motion. In our case, we assume a homogeneous translation motion of the entire scene limited to an extent D. We choose a single square block from the center of the first field and seek a block of the same size in the second field that gives the minimum error in a mean-square-error sense. The block is taken from the middle of the field to permit a search in all directions. The size of the block area is variable, according to the content of the image. For images containing many highcontrast random edges a small block is sufficient to estimate precisely the global DV. The autocorrelation function of even small blocks ͑e.g., 16 pixels ϫ 8 lines͒ of images containing many high-contrast random edges is narrow, yielding a precise mean-squareerror estimation. On the other hand, homogeneous and noisy images require larger blocks ͑e.g., 50 pixels ϫ 25 lines͒. We recall that the FOV of the two fields is not similar ͓Figs. 2͑b͒ and 2͑c͔͒. Therefore objects at the boundary of one field might not appear in the other. This fact limits the block size. If the field size is n ϫ m, the block size is limited to ͑n Ϫ 2D͒ ϫ ͑m Ϫ 2D͒.
B. Displacement-Vector Estimation Based on the Spectral Features of the Composite Frame
Let u s ͑x, y͒ be the intensity distribution on the focal plane at the instant of a frame capture. Let u s ͑l⌬x, m⌬y͒ be the sampled version of u s ͑x, y͒, where ⌬y denotes the interline distance, ⌬x is the distance between two consecutive pixels, and l and m are the pixel indices. If we assume a global translation of the scene with a velocity of v ϭ ͑v x , v y ͒ T , the intensity distribution on the focal plane during the frame capture is given by u͑x, y, t͒ ϭ u s ͑x Ϫ v x t, y Ϫ v y t͒.
(1)
The intensity distribution of the composite frame is given by
where u 1 ͑l⌬x, m⌬y͒ and u 2 ͑l⌬x, m⌬y͒ denote the intensity distribution of the first and the second fields, respectively:
where t s is the period between two successive fields and t e is the exposure time.
The Fourier transforms of u 1 ͑l⌬x, m⌬y͒ and u 2 ͑l⌬x, m⌬y͒ are given by
where 
we rewrite Eqs. ͑4͒ and ͑5͒ in a more compact way:
Equation ͑2͒ can be written as
and its Fourier transform is found with Eqs. ͑7͒ and ͑8͒:
Equation ͑10͒ shows that the spectrum of a composite frame in an elementary cell 13 of the lattice ͕l͞⌬x, m͞⌬y, l, m ʦ Z͖ is the sum of a low-pass component and a high-pass component. This is demonstrated in Fig. 4 , which shows the gray-level chart of the power spectrum of a typical composite image ͑the dense white region denotes a region of high spectrum values͒. Note the low-pass components at the four corners of the cell defined above and the high-pass components at f y ϭ 1͞2 pixel. It is interesting to note that the motion-distorted composite-frame spectrum given by Eq. ͑10͒ is consistent with an expression developed in Ref. 6 , as shown in Appendix A. The expression in Ref. 6 is developed from a different perspective for the case in which the composite frame is distorted by interfield displacement, but the blur within each field is ignored. In Appendix A it is shown that, in the particular case of zero exposure time, Eq. ͑10͒ reduces to the expression developed in Ref. 6 because then there is no blur.
Let us calculate the following relations:
If U s ͑ f x , f y ͒ is band limited in the elementary cell of the lattice ͕l͞⌬x, m͞⌬y, l, m ʦ Z͖, then, because in general most of the energy is concentrated at low frequencies, Fig. 4 . Power spectrum of a typical composite image ͓of Fig. 9͑a͔͒ ͑the dense white region denotes a region of high spectral values͒. Note the low-pass components at the four corners of the elementary cell and the high-pass components at f y ϭ 1͞2 pixel.
and therefore
In a suitable elementary cell ᏼ of the lattice ⌫ ϭ ͕l͞⌬x, m͞2⌬y, l, m ʦ Z͖, which is half of , and by use of inequalities ͑14͒ with Eqs. ͑11͒ and ͑12͒, the following relation holds:
where F 1 denotes the inverse Fourier transform operator. In the special case dealt with in Ref. 6 , for which U s ͑ f x , f y ͒ is band limited in the elementary cell ᏼ and the blur within the fields is ignored, Eqs. ͑11͒ and ͑12͒ can be written as
ͪͬ , (17) and approximation ͑15͒ becomes a full equality in a larger elementary cell of the lattice ͕l͞⌬x, m͞⌬y, l, m ʦ Z͖.
Thus we can determine the components of the displacement vector s ϭ ͑s x , s y ͒ T by localizing the maximum of function ͑15͒. For practical implementation purposes U c ͑ f x , f y ͒ can be calculated by means of typical two-dimensional fast Fourier transform algorithms.
If U c ͑ f x , f y ͒ is not band limited in the elementary cell the method can be used by the imposition of band limiting through appropriate low-pass filtering. Empirically we found that forcing half of the digital Fourier transform coefficients to zero gives sufficiently accurate results. An example of a low-pass filter mask applicable to the composite-frame spectrum of non-band-limited images is shown in Fig. 5 . The filter rejects the frequencies at which the composite-frame power spectrum has low values ͑dark regions in Fig. 4͒ and at which aliasing effects may be more significant. Figure 6 shows spatial function ͑15͒ appropriate to the composite frame of Fig. 9͑a͒ presented in Section 4. It can be seen that the function has a clear maximum at point s x ϭ Ϫ5 pixels, s y ϭ Ϫ6 pixels, corresponding to the DV found with the BMA.
C. Field Realignment
After the DV s ϭ ͑s x , s y ͒ T has been estimated with one of the above methods, we carry out the compositeframe realignment by simply shifting the second field of vector Ϫs. Because the motion changes the FOV of the two fields, the effective realigned composite frame is reduced to ͑n Ϫ s y ͒ ϫ ͑m Ϫ s x ͒.
Image Motion Deblurring
The field of image restoration provides many techniques for removing the blur from an acquired image. In this work we choose to remove the motion blur by Fig. 5 . Filter mask applicable to the composite-frame spectrum of non-band-limited signals. Fig. 6 . Spatial function ͑15͒ appropriate to the composite frame of Fig. 8 . The function has a maximum at point ͑s x , s y ͒ ϭ ͑Ϫ5, Ϫ6͒ pixels.
using the Wiener filter because of its simplicity and efficiency for motion-blurred images 8, 9, 14, 15 :
where f x and f y are spatial frequencies in the x and the y directions, respectively, H͑ f x , f y ͒ is the motion optical transfer function ͑OTF͒, and ␥͑ f x , f y ͒ is the power noise-to-signal ratio. The noise-to-signal ratio needed in Eq. ͑18͒ is in general not known because of lack of information about the object spectrum. In practice, an approximation of ␥ Ϸ 0.05 yields good results. The OTF for constant-velocity motion ͑as is assumed here͒ is given by 2, 16 H͑
where f x and f y are the spatial-frequency coordinates and b x and b y are the blur-extent coordinates. The blur vector b ϭ ͑b x , b y ͒ T , under the uniformmotion approximation, is related to the DV s by ͑Fig. 2͒ b ϭ t e ϭ ͑s͞t s ͒t e ϭ ͑s x t e ͞t s , s y t e ͞t s ͒ T ,
where t s is the interfield period. We apply filter ͑18͒ to the realigned composite frame. This can be done because, under the uniform-motion assumption, both the fields and the realigned frame have the same blur extent.
Several assumptions were used in the abovepresented restoration method. The scene motion is assumed to be homogeneous, uniform, and linear. Uniform and linear motion is a reasonable assumption when the frame rate is high enough, the exposure time short, and the motion moderate. For example, even low-frequency vibration can often be approximated by constant-velocity motion. 2, 10 The examples shown in Section 4 of hand-moved ͑uncon-trolled͒ image restoration demonstrate the validity of the assumption. Relative camera motion with respect to the object plane that is typical of imaging systems mounted on dynamic systems yields in general a homogeneous motion of the entire scene or part of it. If the image is captured by a moving camera with a large FOV that incorporates different scene depths or if only a part ͑an object͒ of the scene is moving the blur is not homogeneous over the entire field. In such a case the method can be applied to a segment including the region of interest, as demonstrated in Section 4. The segment dimensions need to be at least several times larger than the DV extent. Another assumption is that the irradiance of the scene is constant during frame acquisition. This assumption holds for most imaging conditions and systems.
Restoration Examples
The distorted images in the following examples are of pictures moved manually at different distances from cameras. Figure 7͑a͒ shows a segment from a composite frame of a circle moved horizontally by a distance of approximately 1 m from a typical CCD camera. Please note the clearly seen staircase effect. The DV was estimated by both methods and was found to be ŝ ϭ ͑s x ϭ 50, s y ϭ 0͒ pixels. The 50-pixel interfield displacement is approximately 8% of the 640 ϫ 480 pixel entire scene FOV. Interfield displacements of this size are common in fast-moving object imaging ͑as in this example͒ or when poorly Fig. 7 . ͑a͒ Block from a composite frame of a circle moved horizontally, ͑b͒ the frame after field realignment, ͑c͒ the estimated motion point-spread function, ͑d͒ the restored frame.
stabilized long-distance imaging systems are used. The frame after the fields are realigned is shown in Fig. 7͑b͒ . It can be seen that even though the staircase effect has disappeared, the circle appears as an ellipse. The horizontal motion blur smears the horizontal edges, distorting the circle. Figure 7͑b͒ demonstrates that previously proposed methods 6 that only realign the fields but ignore the motion blur are insufficient-the motion blur must be restored too. The estimated point-spread function causing this blur, if uniform velocity is assumed, is shown in Fig.  7͑c͒. Finally, Fig. 7͑d͒ shows the image restored after the deblurring of Fig. 7͑b͒ with Eq. ͑18͒. It can now be seen that the restored image has a circular shape with clear and sharp edges.
In the following examples restorations of frames moved in arbitrary ͑nonhorizontal͒ directions are demonstrated. Again, uniform velocity is assumed. Figure 8͑a͒ shows a segment from an image taken from a distance of approximately 500 m. The camera was moved gently by hand during the exposure. The estimated DV was found to be ŝ ϭ ͑5, 2͒ pixels. The restored frame, after both realignment and deblurring, is shown in Fig. 8͑b͒ . The improvement is clearly seen along the window edges, the illuminator on the left-hand side, and the solar receptors on the roof ͑for hot water͒. Figure 9͑a͒ shows a composite frame of an image moved in an arbitrary direction. The estimated DV was found to be ŝ ϭ ͑Ϫ5, Ϫ6͒ pixels by use of both of the methods described in Section 2. The restored frame is shown in Fig. 9͑b͒ . It can be seen that, despite some blur along the right-hand side, the restored frame is much clearer than the original composite frame, and more details are seen. The blur is attributed to the fact that the image was moved by a very short distance ͑less than 1 m͒ in front of the camera, and therefore the assumption of homogeneous motion over the entire FOV in the focal plane is not accurate. To overcome this problem, one can carry out the process over smaller segments of the image, as in the previous and the following examples.
In Fig. 10͑a͒ a segment from an image taken through a zoom lens at a distance of approximately 2 km is shown. At this distance an unintentional hand motion of the camera caused the image distortion. The estimated DV was found to be ŝ ϭ ͑1, 4͒ pixels. The restoration is seen in Fig. 10͑b͒ .
We point out that, even though the algorithm as- sumes uniform motion during frame capture, the above restorations and many other restorations of composite frames distorted by ͑uncontrolled͒ hand motion yield satisfactory results. Of course, use of the exact OTF unique to the image motion, which is not necessarily uniform, can lead to even better results if it is known. 2,8,10,14 -16 
Conclusions
In this paper a complete restoration method for composite frames of moving objects has been introduced. The novel points of the work are as follows:
͑1͒ The restoration algorithm treats the two effects that distort a composite frame: the edge staircase effect and the motion blur. Previously proposed restoration methods were incomplete because they ignored motion blur, which we demonstrate can be significant.
͑2͒ We have analyzed the spectrum of a composite frame captured with a nonzero aperture time system and blurred by motion. From this analysis, we have proposed a DV estimation method that can be used for composite-frame restoration. The proposed DV estimation method utilizes a single entire frame. 
