The SIFT algorithm (Scale Invariant Feature Transform) proposed by Lowe [1] is an approach for extracting distinctive invariant features from images. It has been successfully applied to a variety of computer vision problems based on feature matching including object recognition, pose estimation, image retrieval and many others. However, in real-world applications there is still a need for improvement of the algorithm's robustness with respect to the correct matching of SIFT features. In this paper, an improvement of the original SIFT algorithm providing more reliable feature matching for the purpose of object recognition is proposed. The main idea is to divide the features extracted from both the test and the model object image into several sub-collections before they are matched. The features are divided into several sub-collections considering the features arising from different octaves, that is from different frequency domains. To evaluate the performance of the proposed approach, it was applied to real images acquired with the stereo camera system of the rehabilitation robotic system FRIEND II. The experimental results show an increase in the number of correct features matched and, at the same time, a decrease in the number of outliers in comparison with the original SIFT algorithm. Compared with the original SIFT algorithm, a 40% reduction in processing time was achieved for the matching of the stereo images.
INTRODUCTION
The matching of images in order to establish a measure of their similarity is a key problem in many computer vision tasks. Robot localization and navigation, object recognition, building panoramas and image registration represent just a small sample among a large number of possible applications. In this paper, the emphasis is on object recognition. In general the existing object recognition algorithms can be classified into two categories: global and local features based algorithms. Global features based algorithms aim at recognizing an object as a whole. To achieve this, after the acquisition, the test object image is sequentially pre-processed and segmented. Then, the global features are extracted and finally statistical features classification techniques are used. This class of algorithm is particularly suitable for recognition of homogeneous (textureless) objects, which can be easily segmented from the image background. Features such as Hu moments [5] or the eigenvectors of the covariance matrix of the segmented object [6] can be used as global features. Global features based algorithms are simple and fast, but there are limitations in the reliability of object recognition under changes in illumination and object pose. In contrast to this, local features based algorithms are more suitable for textured objects and are more robust with respect to variations in pose and illumination. In [7] the advantages of local over global features are demonstrated. Local features based algorithms focus mainly on the so-called keypoints. In this context, the general scheme for object recognition usually involves three important stages: The first one is the extraction of salient feature points (for example corners) from both test and model object images. The second stage is the construction of regions around the salient points using mechanisms that aim to keep the regions characteristics insensitive to viewpoint and illumination changes. The final stage is the matching between test and model images based on extracted features. The development of image matching by using a set of local keypoints can be traced back to the work of Moravec [8] . He defined the concept of "points of interest" as being distinct regions in images that can be used to find matching regions in consecutive image frames. The Moravec operator was further developed by C. Harris and M. Stephens [9] who made it more repeatable under small image variations and near edges. Schmid and Mohr [10] used Harris corners to show that invariant local features matching could be extended to the general image recognition problem. They used a rotationally invariant descriptor for the local image regions in order to allow feature matching under arbitrary orientation variations. Although it is rotational invariant, the Harris corner detector is however very sensitive to changes in image scale so it does not provide a good basis for matching images of different sizes. Lowe [1, 2, 3] overcome such problems by detecting the points of interest over the image and its scales through the location of the local extrema in a pyramidal Difference of Gaussians (DOG). The Lowe's descriptor, which is based on selecting stable features in the scale space, is named the Scale Invariant Feature Transform (SIFT). Mikolajczyk and Schmid [12] experimentally compared the performances of several currently used local descriptors and they found that the SIFT descriptors to be the most effective, as they yielded the best matching results. SIFT improving techniques developed recently targeted minimization of the computational time [16, 17, 18] , while limited research aiming at improving the accuracy has been done. The work presented in this paper demonstrates increased matching process performance robustness with no additional time costs. Special cases, similar scaled features, consume even less time. The high effectiveness of the SIFT descriptor has motivated the authors of this paper to use it for object recognition in service robotics applications [5] . Through the performed experiments it was found that SIFT keypoints features are highly distinctive and invariant to image scale and rotation providing correct matching in images subject to noise, viewpoint and illumination changes. However, it was also found that sometimes the number of correct matches is insufficient for object recognition, particularly when the target object, or part of it, appears very small in the test image with respect to its appearance in model image. In this paper, a new strategy to enhance the number of correct matches is proposed. The main idea is to determine the scale factor of the target object in the test image using a suitable mechanism and to perform the matching process under the constraint introduced by the scale factor, as described in Section 4. The rest of the paper is organized as follows. Section 2 presents the SIFT algorithm. The SIFTfeature matching strategy is presented in Section 3. In Section 4 the proposed modification of the original SIFT algorithm is described and contributions are discussed. A performance evaluation of the proposed technique through the comparison of its experimental results with the results obtained using the original SIFT algorithm is given in Section 5.
SIFT ALGORITHM
The scale invariant feature transform (SIFT) algorithm, developed by Lowe [1, 2, 3] , is an algorithm for image features generation which are invariant to image translation, scaling, rotation and partially invariant to illumination changes and affine projection. Calculation of SIFT image features is performed through the four consecutive steps which are briefly described in the following:
• scale-space local extrema detection -the features locations are determined as the local extrema of Difference of Gaussians (DOG pyramid). To build the DOG pyramid the input image is convolved iteratively with a Gaussian kernel of
The last convolved image is down-sampled in each image direction by factor of 2, and the convolving process is repeated. This procedure is repeated as long as the downsampling is possible. Each collection of images of the same size is called an octave. All octaves build together the so-called Gaussian pyramid, which is represented by a 3D function ( , , ) L x y σ . The DOG pyramid ( , , ) D x y σ is computed from the difference of each two nearby images in Gaussian pyramid. The local extrema (maxima or minima) of DOG function are detected by comparing each pixel with its 26 neighbours in the scale-space (8 neighbours in the same scale, 9 corresponding neighbours in the scale above and 9 in the scale below). The search for for extrema excludes the first and the last image in each octave because they do not have a scale above and a scale below respectively. To increase the number of extracted features the input image is doubled before it is treated by SIFT algorithm, which however increases the computational time significantly. In the method presented in this paper, the image doubling is avoided but the search for extrema is performed over the whole octave including the first and thelast scale. In this case the pixel comparing is carried out only with available neighbours.
• keypoint localization -the detected local extrema are good candidates for keypoints.
However, they need to be exactly localized by fitting a 3D quadratic function to the scale-space local sample point. The quadratic function is computed using a second order Taylor expansion having the origin at the sample point. Then, local extrema with low contrast and such that correspond to edges are discarded because they are sensitive to noise.
• orientation assignment -once the SIFT-feature location is determined, a main orientation is assigned to each feature based on local image gradients. For each pixel of the region around the feature location the gradient magnitude and orientation are computed respectively as:
The gradient magnitudes are weighted by a Gaussian window whose size depends on the feature octave. The weighted gradient magnitudes are used to establish an orientation histogram, which has 36 bins covering the 360 degree range of orientations. The highest orientation histogram peak and peaks with amplitudes greater than 80% of the highest peak are used to create a keypoint with this orientation. Therefore, there will be multiple keypoints created at the same location but with different orientations.
• keypoint descriptor -the region around a keypoint is divided into 4X4 boxes. The gradient magnitudes and orientations within each box are computed and weighted by appropriate Gaussian window, and the coordinate of each pixel and its gradient orientation are rotated relative to the keypoints orientation. Then, for each box an 8 bins orientation histogram is established. From the 16 obtained orientation histograms, a 128 dimensional vector (SIFT-descriptor) is built. This descriptor is orientation invariant, because it is calculated relative to the main orientation. Finally, to achieve the invariance against change in illumination, the descriptor is normalized to unit length.
SIFT FEATURES MATCHING
From the algorithm description given in Section 2 it is evident that in general, the SIFT-algorithm can be understood as a local image operator which takes an input image and transforms it into a collection of local features. To use the SIFT operator for object recognition purposes, it is applied on two object images, a model and a test image, as shown in Figure 1 for the case of a food package. As shown, the model object image is an image of the object alone taken in predefined conditions, while the test image is an image of the object together with its environment. To find corresponding features between the two images, which will lead to object recognition, different feature matching approaches can be used. According to the Nearest Neighbourhood procedure for each 1 i F feature in the model image feature set the corresponding feature 2 j F must be looked for in the test image feature set. The corresponding feature is one with the smallest Euclidean distance to the feature 1 i F . A pair of corresponding features is called a match
To determine whether this match is positive or negative, a threshold can be used. object from scene to scene, the global threshold for the distance to the next feature is not useful. Lowe [1] proposed the using of the ratio between the Euclidean distance to the nearest and the second nearest neighbours as a thresholdτ . Under the condition that the object does not contain repeating patterns, one suitable match is expected and the Euclidean distance to the nearest neighbour is significantly smaller than the Euclidean distance to the second nearest neighbour. If no match is correct, all distances have a similar, small difference from each other. A match is selected as positive only if the distance to the nearest neighbour is 0.8 times larger than that from the second nearest one. Among positive and negative matches, correct as well as false matches can be found. Lowe claims [3] that the threshold of 0.8 provides 95% of correct matches as positive and 90% of false matches as negative. The total amount of the correct positive matches must be large enough to provide reliable object recognition. In the following an improvement to the feature matching robustness of the SIFT algorithm with respect to the number of correct positive matches is presented.
AN IMPROVEMENT OF FEATURE MATCHING ROBUSTNESS IN THE SIFT ALGORITHM
As discussed in previous section, the target object in the test image is part of a cluttered scene. In a real-world application the appearance of the target object in the test image, its position, scale and orientation, are not known a priori. Assuming that the target object is not deformed, all features of the target image can be considered as being affected with constant scaling and rotational factors. This can be used to optimize the SIFT-feature matching phase where the outliers' rejection stage of the original SIFT-method is integrated into the SIFT-feature matching stage.
Scaling factor calculation
As mentioned in Section 2, using the SIFT-operator, the two object images (model and test) are transformed into two SIFT-image feature sets. These two feature sets are divided into subsets according to the octaves in which the feature arise. Hence, there is a separate subset for each image octave as shown in Figures 1 and 2 .
To carry out the proposed new strategy of SIFT-features matching, the features subsets obtained are arranged so that a subset of the model image feature set is aligned with an appropriate subset of the test image feature set. The process of alignment of the model image subsets with the test image subsets is indicated with arrows in Figure 2 . The alignment process is performed through the (n+m-1) steps, where n and m are the total number of octaves (subsets) corresponding to the model and test image respectively. For each step all pairs of aligned subsets must have the same ratio ν defined as:
, where o and o are the octaves of the model image subset and the test image subset respectively. At every step, the total number of positive matches is determined for each aligned subsets pair. The total number of positive matches within each step is indexed using the appropriate shift index k= o -o . Shift index can be negative (Figures 2a, 2b and 2c) , positive (2e, 2f and 2g) or equal to zero (Figure 2d ). The highest number of positive matches achieved determines the optimal shift index and consequently the scale factor . 2) where is the number of positive matches between the i-th subset of the model image feature set Steps of the procedure for scale factor calculation.
FIGURE 3: The quality-integer function F(k)
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As evident from Figure 3 , the quality-integer function F(k) reaches its maximum for the shift index which corresponds to the scale factor
. The optimal shift index defines a "domain of correct matches". All matches outside this domain, including positive matches, are excluded. The positive matches from the domain of correct matches are used to determine the affine transformation (rotation matrix, and translation vector) between the two feature sets, using RANSAC method [15] . Once the transformation is calculated, every match, either positive or negative, within the domain of correct matches is examined whether it meets the already calculated transformation. If the match fulfils the transformation, it is labelled as a correct, otherwise as a false match.
Retrieval of the correct matches
Among all found matches it can happen that a lot of correct matches exceed Lowe's thresholdτ . In order to retrieve these correct matches, the ratio between the Euclidean distance to the nearest and the second nearest feature neighbour must be reduced. This can be done either by reducing the smallest distance 
Thus, by reducing the search area it is possible to decrease the ratio related to the feature and make it less than threshold 
Complexity and cost of time
An additional result of the research presented in this paper is consideration of the improvement of the original SIFT algorithm with respect to the processing time. As first, it can be shown that the original SIFT procedure and the procedure developed in this paper complete the matching procedure in the same time.
Assuming that the number of features in the model object image is: Thus, the complexity of original SIFT-matching procedure is proportional to the product .The complexity of the proposed approach, which can be seen from Figure 2 , is proportional to the following sum of the products: .
which is equal to the product corresponding to the complexity of the original SIFT matching procedure.
P
The above condition represents the complexity of the proposed matchin procedure when no apriory information about the scaling factor of corresponding features is available, that is when the procedure consist of all (n+m-1) steps as explained in Section 4.1. However, in some applications the complexity is reduced. For example,, if the two images to be matched are images of stereo camera system with small baseline, all corresponding features should have the same scale. Hence the proposed matching procedure is carried out with only one step corresponding to the shift index In this case, the complexity of the proposed procedures is reduced, since it is proportional to the sum of the following products:
In order to determine the amount of reduced processing time in comparison to original SIFT procedure, it is assumed that the number of extracted features in the lower octave with respect to the higher octave is decreased 4 times due to the down-sampling by the factor of 2 in both image directions. Hence, it is assumed that:
Substituting (6) in both products and , defined with (4) and (5) respectively, one obtains: 
From (7) and (8) 
It is known that ( )
Substituting (10), the ratio (9) 
Hence, the matching time cost in the case of matching stereo images is reduced 1.67 times in comparison to the original SIFT method.
RESULTS
In this section a performance evaluation of the proposed improvement of the Lowe's SIFT feature matching algorithm is presented. Since the goal is to achieve a trade-off between the increasing the number of correct matches and minimizing the number of false matches for an object image pair consisting of test and model object images, the performance of the proposed method is evaluated using the popular Recall-Precision metric [14] . As mentioned in Section 3, two SIFT features 1 i F and 2 j F are matched when the SIFT descriptor of the feature 2 j F has the smallest distance to the descriptor of feature 1 i F among distances corresponding to all other extracted features. If the ratio between the Euclidian distances to the nearest neighbour and to the second nearest neighbour is below a thresholdτ , the match is labelled as positive, otherwise as negative. Among positive and negative labelled matches, correct as well as false matches can be found. ( 1 1 ) The algorithms were tested by matching real images of the scenes from working scenarios of the robotic system FRIEND II. containing different target objects to be recognized (bottles, packages, and etc), acquired with the stereo camera system of FRIEND II robot.
Two main types of experiments were run to discuss the difference between the original SIFT and the proposed optimized SIFT matching algorithm. In the first experiment, the model images of two different objects, a bottle of the "mezzo mix" drink and a coffee filters package, were matched with the corresponding test object images using the original and proposed improved SIFT matching algorithm. The experimental results are illustrated in Figure 6 . As evident, the appearance of the target objects in the test images is different from their appearance in model images due to different conditions such as illumination during the image acquisition, viewpoint, partial occlusion etc. the advantage of the proposed matching technique over the original SIFT matching technique is evident from Figure 6 . Beside the examination of the results illustration in Figure 6 , performance evaluation can be done by examination of the recall versus 1-precision curve shown in Figure 5 . the curves are obtained by varying the threshold from 0.5 till 1.0. In the second experiment images of a scene from the robot FRIEND II environment, captured by the robot stereo camera system, were matched to evaluate the optimizing of the computational matching time of the proposed approach with respect to the original SIFT. The experimental results are given in the Table 2 . The experimentally obtained ratios of the processing time of original SIFT and processing time of proposed technique slightly differ from the ratio derived in section 4 because the assumption assumed the proof does not necessarily hold. The matching process was carried out using a Pentium IV 1GH processor with, images of size 1024X768 pixels.
Key-points number in stereo images
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CONCLUSIONS
In this paper an improvement of the original SIFT-algorithm developed by Lowe was proposed. This improvement corresponds to enhancement of feature matching robustness, so the number of correct SIFT features matches is significantly increased while nearly all outliers are discarded. Also the matching time cost for the case of extracted features into subsets corresponding to different octaves. The new proposed approach was tested using real images acquired with the stereo camera system of FRIEND II robotic system. The presented experimental results show the effectiveness of the proposed approach.
