This paper is concerned with inference in the linear model with dyadic data. Dyadic data is data that is indexed by pairs of "units", for example trade data between pairs of countries.
Introduction
Over the last 25 years applied microeconomics has increasingly embraced the fact that dependence in cross-sectional data can affect inference. It has been well understood since at least the work of Moulton (1986) that failing to account for dependence in cross-sectional studies can have dire effects. In the past, researchers would explicitly model such dependencies and use techniques such as GLS to estimate and do inference in their models. Modern applied researchers are typically not satisfied with making such strong assumptions on the dependence present in the data. It is now standard practice to account for dependence by pairing standard test statistics with socalled "robust" variance estimators, analogous to the heteroskedasticity-robust variance estimator of White (1980) .
In this paper we study the asymptotic properties of the t-statistic formed using one such estimator, known in the literature as the dyadic-robust variance estimator. The data we consider relates to pairs of objects; examples include data on trade between pairs of countries and data on links in a social-network setting. We will call such pairs "dyads" and the objects within them "units". Because of the paired nature of the data, we would expect that dyads that share a unit in common could be correlated. Fafchamps and Gubert (2007) were the first to propose a robust variance estimator in this setting under the following assumption: dyads that do not share a unit are uncorrelated, but otherwise the dependence between dyads is unspecified. To draw an analogy with cluster-robust inference (see Cameron and Miller (2015) for an extensive survey), the dyadicdependence assumption results in an "overlapping-cluster" configuration of the data, with each unit defining its own cluster. Subsequently, many applied papers in economics and political science have employed the dyadic-robust estimator under this same assumption (an incomplete list includes Aker (2010) , Leblang (2010) , Baldwin and Jaimovich (2012) , Comola and Fafchamps (2014) , Egger and Tarlea (2015) , Lustig et al. (2015) , Echevarria and Gardeazabal (2016) , Poznansky and Scroggs (2016) ) 1 .
The work we present here considers inference on the regression parameters in a linear model with dyadic data. Specifically, we present formal results under which a t-statistic that uses the dyadic-robust variance estimator is asymptotically normal. Using a central limit theorem for dependency graphs proved in Janson (1988) and careful bounding arguments, we establish a range of assumptions under which asymptotic normality holds. We then use our results to guide a simulation study of the accuracy of a normal approximation in finite samples, and discover an important setting where such an approximation is inadequate. Using these insights, we propose a novel degrees of freedom correction to help alleviate the issue, and assess the performance of this correction in simulations.
The dyadic-robust variance estimator was first proposed by Fafchamps and Gubert (2007) in a social-networks setting, where they motivate it as an extension of the spatial HAC estimator of Conley (1999) . Despite Conley's work being the initial motivation, neither consistency of the dyadic-robust variance estimator nor asymptotic normality of the resulting t-statistic, under their maintained assumptions, follow from his results. Recently, Cameron and Miller (2014) have proposed the use of the dyadic-robust variance estimator in the analysis of trade data, and present simulation evidence to assess its performance. Both Fafchamps and Gubert (2007) and Cameron and Miller (2014) implicitly assume an asymptotic normality result for the dyadic-robust t-statistic in their analysis, but do not provide conditions under which such a result may hold. Aronow et al. (2015) prove the consistency of the dyadic-robust variance estimator for cross-sectional and panel data under more strict assumptions than those considered here, but do not attempt to study the use of this estimator for inference: although they derive the asymptotic variance of the t-statistic, they do not characterize its asymptotic distribution, specifically, they do not establish conditions under which the t-statistic is asymptotically normal. Our paper is the first to provide a theoretical grounding for the use of a normal approximation to the dyadic-robust t-statistic for inference in the linear model.
The remainder of the paper is organized as follows: In Section 2, we set up the model and the asymptotic frameworks we will study. Section 3 presents our results about asymptotic normality of the t-statististic. In Section 4 we study the finite-sample behavior of our approximation in a simulation study, and propose a degrees of freedom correction guided by our results. Section 5 concludes.
Setup of the Model and Asymptotic Frameworks

The Model
We will now formally describe the model. Consider a collection of G units indexed by g = 1, ..., G.
The data we consider is indexed by pairs of units (g, h), which we call dyads. We do not require that each possible pair of units form a dyad. Pairs of units (g, h) for which a dyad exists map into dyadic indices n = 1, 2, ..., N through the index function n(g, h), where for simplicity we make the assumption that n(g, h) = n(h, g) (i.e. that we treat the dyads as non-directional), and the assumption that there are no elements of the type n(g, g) (i.e. that we consider only pairs between distinct units). Given a dyadic index n, we also define the inverse correspondence ψ so that ψ(n(g, h)) = {g, h}. The model we consider is the linear model:
, where x n is K-dimensional, with the standard conditions that E[u n x n ] = 0 and E[x n x n ] > 0.
Remark 2.1. Although we focus on the setting where our data is cross-sectional and the dyads are non-directional, all of our results extend in a straightforward way to settings with directional dyads, and panel data with a finite number of time periods.
Next, we present the dependence structure we will consider. Intuitively, we want observations that do not share a unit in common to be independent, but to allow correlation between observations otherwise. The typical assumption stated in the literature (see, for example Cameron and Miller (2014) , Aronow et al. (2015) ) is that
Although this assumption somewhat captures the intuition presented above, we will need to sharpen it considerably in order to prove formal results about our model. We impose the following dependence assumption on the data:
In this paper we wish to study the asymptotic distribution of the following root:
whereβ k is the kth component of the OLS estimator of β andV kk is the kkth entry of an appropriate estimator of its asymptotic variance. For a specific value β 0k of β k we call the resulting statistic the dyadic-robust t-statistic. As mentioned in the introduction, the estimator ofV we consider here is a sandwich estimator known in the literature as the dyadic-robust variance estimator:
whereû n = y n −β x n and 1 n,m is an indicator function that equals 1 when ψ(n) ∩ ψ(m) = ∅.
As we explained in the introduction, previous work on the dyadic-robust variance estimator either implicitly assumes an asymptotic normality result for T k (Fafchamps and Gubert (2007) , Cameron and Miller (2014) ), or does not explore or employ such a result (Aronow et al. (2015) ).
The contribution of this paper is to provide general conditions under which T k is asymptotically normal, and develop a degrees of freedom correction guided by those results.
A Key Condition for our Central Limit Theorem
To study the asymptotic distribution of T k we will employ a central limit theorem for dependency graphs proved in Janson (1988) . A key condition in the theorem, which we denote as condition (1) in the appendix, plays a central role in our analysis. To clarify the exposition to follow, we will state an equivalent but slightly modified condition below. For a more complete discussion see the appendix.
For each unit g, let M g be the number of dyads containing g. Recall that N is the total number of dyads in the data. Define
Note that by definition M H ≤ G − 1 and that
Condition 2.1. Let M H be as above. Let σ 2 N = V ar( n x n u n ). Given some additional assumptions (see Theorem A.1), a sufficient condition for Janson's Theorem to apply in our framework is that (
for some integer ≥ 3.
Intuitively, Janson shows that in our framework the expression above gives a bound on the higher-order cumulants of the sequence of random variables we will study, and that these cumulants vanishing is sufficient to establish asymptotic normality. A central theme of our paper is the fundamental connection Condition 2.1 creates between M H and σ 2 N . This connection will be made more clear throughout the rest of Section 2.
Remark 2.2. It is important to emphasize that Condition 2.1 is simply a sufficient condition for asymptotic normality in our setting. Throughout Sections 2 and 3, we will use Condition 2.1 to motivate the assumptions we choose to ultimately prove our main asymptotic normality result (Theorem 3.1). In Section 4, we will perform a simulation study that explores what can happen when Condition 2.1 does not hold. 2
Asymptotic Frameworks
We will now describe the two asymptotic frameworks that we consider in this paper. The first asymptotic framework we consider is one where M H (and thus also M L ) is bounded as G → ∞.
This framework is relevant in settings where units have few links. Model S in Figure 1 presents a configuration of the dyads in which we would expect such an approximation to be appropriate; 2 We could also consider using other Central Limit Theorems for dependency graphs, but to the best of our knowledge it seems that Janson's CLT is as general as other available results for our purposes. For example, we could consider using the Berry-Eseen type bounds for dependency graphs proved in Theorem 2.4 of Penrose (2003) , but the necessary condition for such a bound to go to zero in our context is equivalent to requiring Condition 2.1 for = 3 and = 4.
note that there are 25 units (the red nodes), but no units are contained in more than 6 dyads (the black edges). We will call this framework AF1:
We will see in Section 3 that bounding M H makes the analysis very clean, but AF1 may not be an appropriate framework for many settings of interest. In particular, Cameron and Miller (2014) suggest trade-data as an application where M H could be very large relative to sample size. Model D in Figure 1 presents a configuration of the dyads such that every unit is contained in a dyad with every other unit, which is the configuration employed in all of the simulation results presented in Cameron and Miller (2014) and Aronow et al. (2015) . Given such a configuration, we may not expect AF1 to provide a good approximation in this setting for large G, hence we will also study an asymptotic framework where we allow M H → ∞ as G → ∞. This setting is more complicated, and several subtle issues will arise.
The first issue that arises is that allowing M H to grow as G → ∞ now also frees M L to grow as well. The most flexible possible framework would be one where we make no assumptions on M L and simply require M H → ∞. Unfortunately, in this case Janson's CLT cannot generally establish asymptotic normality when M L is finite and fixed or grows too slowly. To illustrate, suppose that the error structure were of the form
where α g , α h , n are i.i.d. If M L grows at rate log(G), and all but finitely many units form links at this rate, then V ar( n x n u n ) would grow at rate N log(G) ∼ G(log(G)) 2 . If we suppose additionally that M H grows at rate G, then Condition 2.1 is not satisfied, and Janson's CLT will not apply to our setting. The simulations of Section 4 will show that this has implications for inference when the number of dyads per unit varies wildly. In light of this, our second framework is given by:
It is clear that this assumption is stronger than simply requiring that M L → ∞, as it imposes an explicit rate of growth on M L (and M H ). It is possible to weaken this assumption slightly, but pinning down this rate clarifies our analysis and simplifies our notation.
Remark 2.3. It is crucial to note that, although this framework allows every unit to be linked together, this does not imply that every dyad can correlated with every other dyad: consider the dense configuration of Model D presented in Figure 1 . By construction, every dyad can be correlated with at most 46 other dyads, despite there being 300 dyads total. Units are the red nodes, dyads are the black edges. Figure 1 highlights the kind of configuration of the dyads alluded to above that this framework may have trouble capturing: note that most of the units are only contained in three dyads, but that two of the units are contained in many dyads. This type of configuration causes M H to be very large relative to σ N , which we have seen may cause Condition 2.1 to fail.
Model B in
Configurations of this type can arise in empirical settings with dyadic data: as an example, the application in Aronow et al. (2015) features a configuration in which most of the units are contained in approximately 10 dyads, but a handful of units are contained in upwards of 140 dyads. This model will be important in the simulation study of Section 4, as well as in developing our proposed degrees of freedom adjustment.
The Rate of Growth of
We have already seen that the connection between the asymptotic framework and the rate of growth of V ar( n x n u n ) plays an important role in establishing Condition 2.1. In this section we will highlight another important observation concerning the rate of growth of the variance that is essential to the results presented in Section 3.
First consider AF1. We see immediately that imposing AF1 results in
growing at rate N . Hence under AF1 we will make the following assumption on the rate of growth:
Assumption 2.4.
Cov(x n u n , x m u m ) is positive definite .
We have seen in Section 2.3 that under AF2, when we allow M H and M L to grow as G → ∞, the analysis can become more complicated. To clarify the exposition, we first consider a straightforward assumption that could be imposed under AF2:
Assumption 2.5.
This assumption is completely analogous to the standard assumption made on the variance in clustered data with strong dependence, and is implicitly the assumption made in all of the results in Aronow et al. (2015) . Note that this assumption holds under an additive common shocks error specification:
where α g , α h , n are i.i.d, which is a specification considered in the simulations of both Cameron and Miller (2014) and Aronow et al. (2015) . More generally, Assumption 2.5 would be appropriate in applications where the dependence results in a positive correlation between dyads.
It is important to point out, however, that AF2 does not imply the rate of growth for V ar( n x n u n )
given in Assumption 2.5. For example, if instead the data were simply i.i.d, then V ar( n x n u n ) would grow at rate N since Cov(x n u n , x m u m ) = 0 for n = m. In Section 4 we also consider a more interesting example: suppose we divide the units in the data into two groups, which we'll call G A and G B , and specify the error term as
) + n if g and h belong to different groups α g + α h + n if g and h belong to the same group then by controlling the relative sizes of G A and G B , we can achieve growth rates of the form N G r for any r ∈ [0, 1] in Model D while still maintaining the maximal amount of dependence (see the appendix for details). Such an error structure is a stylized example of a situation where a shock to a unit could affect certain dyadic relations positively, while affecting other negatively. These examples highlight the fact that Assumptions 2.1 and AF2 can accommodate many plausible rates of growth of the variance. Since the goal of inference using robust-variance estimators is to be as agnostic as possible about the specific dependence structure in the data, we will consider these possibilities in our analysis. Our second assumption on the rate of growth of the variance under AF2 is given by:
Assumption 2.6.
Note that Assumption 2.5 is a special case of Assumption 2.6 with r = 1.
Asymptotic Properties of T k
Recall that our goal is to study the asymptotic distribution of
Although Fafchamps and Gubert (2007) motivate the construction of T k by citing the work of Conley (1999) , asymptotic normality under our maintained assumptions does not follow from his results. Theorem 3.1 contains our main result. Our development proceeds in two steps: our first set of results establish that
for some V to be defined later in the section. It will turn out that the rate τ N depends on both the specific characteristics of the dependence and the asymptotic framework considered. Our second set of results establish under which additional conditions we get that
By combining these two sets of results, we will see that T k is asymptotically standard normal under a range of assumptions.
For all of the results that follow, we make the following support assumption:
have uniformly bounded support for all N .
Remark 3.1. We choose to present the results under a bounded support assumption for expositional simplicity, but this assumption can be weakened at the expense of adding extra conditions on the moments of (x, u), without altering the substantive conclusions of the paper. See the remarks after the proofs of Proposition 3.2 and Proposition 3.5 (Remarks A.2 and A.4, respectively) for further discussion.
Asymptotic Normality
Let us now study the asymptotic distribution of τ N (β − β) under both frameworks. Expanding the expression:
We show that the first term converges in probability to E[x n x n ] −1 by showing that the variance of
x n x n converges to zero. We show that the second term converges in distribution to a normal by Janson's Theorem. First we state the result under AF1:
Proposition 3.1. Under Assumptions AF1, 2.1, 2.4, and 3.1,
and Ω as in Assumption 2.4.
Note that under AF1 the rate τ N is the standard √ N . Intuitively, this is because AF1 imposes strong restrictions on the amount of dependence in the data.
Our asymptotic normality result under AF2 is:
Proposition 3.2. Under Assumptions AF2, 2.1, 2.6 with r > 0 and 3.1,
and Ω is as in Assumption 2.6.
Note that the rate of convergence τ N is now scaled by the growth-rate of V ar( n x n u n ); the smaller is r, the closer we get to the standard √ N rate. Our result explicitly excludes the case r = 0, this is because with r = 0 and all of our imposed assumptions, Condition 2.1 does not hold.
In any case, the most likely situation in which r is exactly zero would be if the data were in fact i.i.d, and asymptotic normality then follows from many standard CLTs.
Although it may seem problematic at first that r will be unknown in practice, we will see in the following subsection that it is not necessary to know r precisely in order to do inference on β k .
Consistency ofV
We now turn to our second set of results: under what additional assumptions will the dyadic-robust variance estimatorV converge to the asymptotic variance V ? Recall that
To prove that τ 2 NV p − → V we consider the "bread", ( n x n x n ) −1 , and the "meat",Ω, of the estimator separately. The convergence of (1/N ) n x n x n to E(x n x n ) was proved when deriving
→ Ω, we show convergence in mean-square. As before, the result under AF1 is relatively straightforward:
Proposition 3.3. Under Assumptions AF1, 2.1, 2.4, and 3.1, we have that
The result under AF2 will again need more qualifications. First we present the result under Assumption 2.5:
Proposition 3.4. Under Assumptions AF2, 2.1, 2.5, and 3.1, we have that
Note that the rate has now slowed in accordance with the fact that the number of dependencies is growing for each unit. A special case of Proposition 3.4 for M L = M H = G − 1 appears in Aronow et al. (2015) , whose proof generalizes to ours. Our next result generalizes Proposition 3.4
to the setting where instead we impose Assumption 2.6:
Proposition 3.5. Under Assumptions AF2, 2.1, 2.6 with r > 1/2, and 3.1, we have that
where τ N is as in Proposition 3.2.
Note that we have restricted the rate of growth of V ar( n x n u n ) even more than in Proposition 3.2. We will provide some intuition as to why we require r > 1/2 in this result. In our proof we show convergence in mean-square, so heuristically we want to show that V ar((τ 2 /N 2 )Ω) → 0. It will turn out that the variance ofΩ depends not only on the covariances between observations, but on their dependence in general. Now, the larger is r, the slower the growth of τ N , and hence the faster the convergence of τ 2 /N 2 to zero. For small values of r, the convergence of τ 2 /N 2 is too slow and cannot combat the growth in dependencies present in the data. This means that we cannot formally establish the consistency ofV when the growth of V ar( n x n u n ) is slow but the dependencies in the data are strong. We will study the implications of this via simulation in Section 4.
Remark 3.2. Note that Propositions 3.4 and 3.5 do not establish the consistency ofV when the data are i.i.d. As an aside, we prove this result separately in Proposition 3.6 below.
Proposition 3.6. Under Assumptions AF2, 3.1 and the assumption that {(x n , u n )} are i.i.d, we have that
Asymptotic Normality of T k
With all of these results in hand, we can now state the main result of the paper:
Theorem 3.1. Under Assumptions 2.1, 3.1, and either:
• AF1 and Assumption 2.4,
• AF2 and Assumption 2.5,
• AF2 and Assumption 2.6 with r > 1 2 ,
we have that,
Remark 3.3. With Theorem 3.1 in hand it is clear that a hypothesis test that uses the dyadicrobust t-statistic and the quantiles of a N (0, 1) distribution as critical values will be asymptotically valid. The same can be said for the coverage of an analogous confidence interval.
We want to highlight two appealing aspects of this result. The first is that the limit distribution is the same under both asymptotic frameworks. The second is that T k features a type of "self-normalization" of τ N . Specifically, although the rate of convergence of the estimator depends on which asymptotic framework we consider and which assumptions we impose on the dependence, precise knowledge of this rate is not required to construct T k . In this respect our paper is philosophically similar to Hansen (2007) , where he shows that the robust t-statistic in the linear panel model is asymptotically normal under various assumptions about the dependence across time. There is, however, one important caveat to our claim: under AF2 with Assumption 2.6, we only obtain the result when we impose that r > 1/2. This means that we have not established an asymptotic normality result when the configuration of the dyads is dense and the dependence features many positively and negatively correlated dyads. We treat the results under Assumption 2.6 as a form of robustness to small deviations from Assumption 2.5, which is the standard assumption imposed in the rest of the literature on strong dependence (i.e. clustering and its variations). All of the simulations in Cameron and Miller (2014) and Aronow et al. (2015) satisfy our assumptions (with the caveat of Assumption 3.1, but this should not be problematic: see the discussion after the proofs of Propositions 3.2 and 3.5) and thus their simulations perform as expected for large enough sample sizes. In Section 4, we will use the insights we have gained from our formal analysis of the problem to conduct a simulation study under a broader range of designs than those considered previously in the literature. 
This modification guarantees thatV + is positive semi-definite. For the purposes of doing inference it would be even better if our estimator were positive-definite to guarantee that it is invertible. Politis (2011) suggests such a modification for a HAC estimator in a time-series setting, where λ + j := max(λ j , n ) with n → 0 at a suitable rate, and proves its consistency there. Additionally, Cameron and Miller (2014) suggest a simple finite sample correction forV + which may help alleviate some of its finite-sample bias.
Simulation Evidence and a Degrees of Freedom Correction
In this section we will perform a simulation-study to assess accuracy of the normal approximation in finite samples, and the validity of the approximation for DGPs that do not satisfy the results presented in Section 3. In light of our results, we propose a novel degrees of freedom correction and study its performance via simulation as well. We use our formal results to guide the choice of designs. In an attempt to make the link between the simulations and our results as clear as possible, we consider simple designs.
The model we use throughout is a special case of what we have studied in Section 3: y n = 1 + βx n + u n , with x n a scalar and β = 0. We consider two different specifications of x n :
As pointed out in Remark 3.4, it is possible thatV is not positive definite in finite samples, in particular when G is small. For the simulations we perform, we use the estimator V which is constructed by an analogous construction toV + presented in Remark 3.4 but withλ + j = max(λ j , ) for = 10 −7 . Whether or not we use V , orV and drop those iterations whereV is non-positive does not materially affect the results. In particular, for the sample sizes in which we get appropriate coverage,V andṼ are always equal. Although we do not employ the finite sample corrections tô V suggested in Cameron and Miller (2014) , we comment on them briefly in Section 4.3 below.
Designs with Varying Levels of Sparsity
First we will study the normal approximation under varying levels of "sparsity" of the dyads relative to the number of units, while maintaining the standard variance assumptions 2.4 and 2.5. We will consider three possible levels of sparsity:
• Model D (dense) Every possible dyad is present in the data.
• Model S (sparse) A design where M H = 5 and M L = 2 regardless of sample size.
• Model B (both) A design where 0.5 log(G) ≤ M L ≤ 1.5 log(G) and 0.5G ≤ M H ≤ G − 1, such that V ar( n x n u n ) grows slower than required in Proposition 3.2.
See the appendix for the specific construction of Models S and B. Figure 1 in Section 2 was generated using these designs for G = 25. Given the results presented in Section 3, we expect Models D and S to behave well in large samples since they satisfy the conditions of our theorem.
Model B does not satisfy the conditions of our theorem since the rate of growth of M L is too slow.
We saw in Section 2 that this has the potential to make V ar( n x n u n ) grow too slowly for Janson's CLT to apply.
We will study these three models under two possible specifications of the error term. In the first
In the second specification we set:
.., N . This is the additive common-shocks model discussed in Section 3.
We perform 10,000 Monte Carlo iterations and record the number of times a 95% confidence interval based on the normal approximation contains the true parameter β = 0. We note that for Models D and S, we get appropriate coverage in large samples. This is not surprising given our results, and is in line with the simulation results presented in Cameron and Miller (2014) and Aronow et al. (2015) . It is interesting to note that, despite their similar performances, there is significantly less data present in the simulations for a given G under Model Given that it is the number of units that determines the accuracy of the approximation, it is also clear that we require many units to get adequate coverage. In many settings of interest (for example, social networks) the number of units required should not be insurmountable. In other settings such as international trade, the number of units required could be prohibitive.
The final important observation we make is that the true coverage under Model B with unitshocks, which was designed to fail the conditions of our theorem, is consistently worse than under either Models D and S, even when G is relatively large. In fact, even with G as large as 800 (not formally reported) we do not see coverage higher than 92% using this design. A similar phenomenon has been documented for the linear model with one-way clustering when cluster sizes differ "wildly", in MacKinnon and Webb (2016) and Carter et al. (2013) . Because configurations such as Model B do arise in applications (for example, the empirical application in Aronow et al. (2015) ), the degrees of freedom correction we propose in Section 4.3 is specifically designed to address this issue.
Designs with Varying Growth
Rates of V ar( n x n u n )
In this section we study the accuracy of a normal approximation under Assumption 2.6, which allows varying rates of growth of V ar( n x n u n ). We noted in Section 3 that even though we cannot expect to know the exact rate in practice, using T k to test hypotheses does not require this knowledge. However, we also saw in Section 3 that when the model is dense, Proposition 3.5 does not establish consistency ofV if the data is such that the growth rate of V ar( n x n u n ) is too slow while still having many dependencies, which would be the case if the dependence features many positively and negatively correlated dyads.
Throughout this section we consider Models D and S. Our specification is constructed as follows:
we divide the units in the data into two groups, which we'll call G A and G B , and specify the error term as
) + n if g and h belong to different groups.
α g + α h + n if g and h belong to the same group.
Where
By controlling the relative sizes of G A and G B , we can achieve growth rates of the form N G r for any r ∈ [0, 1] in Model D while still maintaining the maximal amount of dependence (see the appendix for details). Although it is clear that this design is artificial, we think it is reasonable to consider situations where shocks at the unit-level can have differing effects across dyads.
As before, we perform 10,000 Monte Carlo iterations and record the number of times a 95% confidence interval based on the normal approximation contains the true parameter β = 0. Table   2 presents the results for varying levels of r. 
A Degrees of Freedom Correction
Given the simulation results in Section 4.1, and the fact that configurations like Model B do arise in empirical applications, we propose a new degrees of freedom correction to help guard against the potential for under-coverage. Instead of using the critical values from a N (0, 1) distribution to perform inference, we propose using the critical values from a t κ distribution where κ is given by
where med g {M g } denotes the median of the {M g } G g=1 . This degrees of freedom adjustment is similar in spirit to those proposed for analogous inference procedures using robust variance estimators in other settings: for example, Bell and McCaffrey (2002) , Donald and Lang (2007) , and Imbens and Kolesar (2012) propose degrees of freedom adjustments for the heteroskedastic and clustered data settings (for a textbook treatment, see Angrist and Pischke (2008) ). Although it is ad-hoc, the intuition behind our choice of κ is simple: when the configuration of the dyads satisfies our asymptotic normality assumptions, as in Models S and D, then med g {M g }/M H is large, and hence the critical values derived from a t κ distribution approach the critical values derived from a N (0, 1) distribution for large G. On the other hand, for configurations like Model B where most of the units are contained in a few dyads but some units are contained in many dyads, we get that med g {M g }/M H is very small, which results in a down-weighting of κ and hence an enlargement of the critical value. In Table 3 we repeat the simulation exercise of Section 4.1, but with our degrees of freedom adjustment.
Using our degrees of freedom correction, we do a modest job of improving coverage in Model B while maintaining proper coverage in Models S and D; hence we see that a major benefit of employing this degrees of freedom correction is that it does not require the researcher to take a stand on whether or not their configuration is "well-behaved". Moreover, this degrees of freedom correction could easily be implemented in any software package that computes dyadic standard errors and confidence intervals. Our simulations suggest that, by combining our degrees of freedom correction with the finite sample corrections forV presented in Cameron and Miller (2014) , inference for most configurations of at least 150 units should behave as expected.
Conclusion
In this paper we have established a range of conditions under which the dyadic-robust t-statistic is asymptotically normal. We have also seen that in situations where our theorem does not apply, using a normal approximation of T k for inference may not be appropriate even for reasonable sample sizes. Our analysis suggests that, when we combine our degrees of freedom correction with the finite-sample corrections toV given in Cameron and Miller (2014) problematic in datasets with roughly 150 units . However, if the data features a roughly equal number of positively and negatively correlated dyads, the dyadic-robust variance estimator may not provide a suitable approximation to the asymptotic variance. In our simulations this translated into confidence intervals that covered less often than the nominal coverage dictated, even in large samples. From a theoretical perspective it would be ideal to have a method of inference that is robust to this issue, but we expect that practitioners would consider such situations pathological in most settings of interest. This leaves us with many avenues to explore.
In our opinion the most pressing issue to explore is that, as pointed out in Section 4, the normal approximation of T k can be very poor when we do not have a lot of units in the data. A similar problem arises in the clustered-data setting, and recent papers have studied solutions for inference with few or even finitely many clusters (see Bester et al. (2011 ), Cameron et al. (2008 , Canay et al. (2014) , Ibragimov and Müller (2010) , and Ibragimov and Müller (2013) for recent work in this area). A very promising option has been recently proposed in Menzel (2017) , who develops a bootstrap procedure for multiway/dyadic clustering that provides refinements whenever the limiting distribution is Gaussian. It would be interesting to see what other techniques could be adapted to the dyadic data setting as well.
A Appendix
A.1 Proofs of the Results in Section 3
In this section we will prove the results presented in section 3. To simplify the exposition, we first present the proofs in the special case of
where x n is a scalar. We then explain how to extend the proofs to the case where x n is a vector (see Remarks A.3 and A.5) .
A comment about the general strategy: to prove convergence in probability, we prove convergence in mean-square by finding an appropriate bound on the variance that converges to zero.
To prove convergence in distribution to a normal, we use the following central limit theorem for dependency graphs proved in Janson (1988) . First we give the definition of a dependency graph for a family of random variables:
Defininition A.1. A graph Γ is a dependency graph for a family of random variables if the following two conditions are satisfied:
• There exists a one-to-one correspondence between the random variables and the vertices of the graph.
• If V 1 , V 2 are two disjoint sets of vertices of Γ such that no edge of Γ had one endpoint in V 1 and the other in V 2 , then the corresponding sets of random variables are independent. Now we state the theorem:
Theorem A.1. (Janson 1988 Theorem 2) Suppose that, for each N ,
is a family of bounded random variables; |X N i | ≤ A N a.s. Suppose further that Γ N is a dependency graph for this family and let D N be the maximal degree of Γ N (unless Γ N has no edges at all, in which case we set D N = 1). Let S N = i X N i and σ 2 N = V ar(S N ). If there exists and integer ≥ 3 such that
Remark A.1. As will be made clear in the proof of Proposition 3.2, we use Theorem A.1 by definining an appropriate dependency graph for which D N = 2(M H − 1), which establishes the equivalence between Condition 2.1 and Equation 1 for our purposes.
Because the proofs under AF1 amount to special cases of the proofs under AF2, we prove Propositions 3.2 and 3.5 before proving Propositions 3.1 and 3.3 and 3.4.
Proof of Proposition 3.2
Proof. We have
. By the continuous mapping theorem it is enough to show that (1/N ) n x 2 n p − → E[x 2 ]. The expectation of (1/N ) n x 2 n is E[x 2 n ], so it suffices to show that
Expanding the variance gives
For a fixed n = n(g, h), we have at most 2M H − 1 terms in the inner sum such that the covariance is nonzero. By Assumption 3.1, Cov(x 2 n , x 2 m ) is uniformly bounded. Hence the sum over n is of order O(N M H ). Thus under AF2 we have that
Next we'll prove that
We apply Janson's theorem to the family of random variables {x n u n } N n=1 . A dependency graph Γ N = (V, E) for this family is the graph with vertex-set V = {x n u n } N n=1 , and edge set
That Γ N is a dependency graph for {x n u n } N n=1 follows immediately from Assumption 2.1. The maximal degree D N of Γ N is 2(M H − 1) by definition and, by Assumption 3.1, |x n u n | < A for all N for some finite constant A. It remains to check condition (1) of Janson's theorem. Let
Call the first term in the product R 1 and the second term R 2 . R 2 converges to Ω −1/2 by Assumption 2.6. To evaluate the limit of R 1 , we re-write everything in terms of the rates dictated by AF2, which gives us
Choose sufficiently large such that 1 − r 2 < 0, which is possible since r > 0. It then follows that R 1 → 0. Now that we have established condition (1) of Janson's theorem, we have that
Re-writing:
It thus follows by Assumption 2.6 that
Applying Slutsky's Theorem to
x n u n , we can conclude that
as desired.
Remark A.2. As noted after the statement of Assumption 3.1, we could weaken the uniform boundedness assumption by using Janson's theorem with a Lindeberg-type condition (see Remark 3 in Janson (1988) ). For example, if we instead assume that x n u n has bounded 2 + δ moments, then the result could be proved under the additional assumption that r > 2/(2 + δ), which agrees with our result as we take δ to infinity.
Remark A.3. The general case is proved as follows: to show the convergence of (1/N ) n x n x n we repeat the argument above but component-wise. To show the convergence of (τ N /N ) n x n u n we use Janson's Theorem paired with the Cramer-Wold device.
Proof of Proposition 3.1
Proof. This proof follows by a similar argument to the proof of Proposition 3.2. We will sketch it here. Expanding:
The first term of the product converges to E(x 2 ) −1 by the same argument as above. The second term of the product converges to a normal by an application of Janson's theorem A.1 where we note that now under AF1 the maximal degree D N = 2(M H − 1) of the dependency graph is bounded.
Hence by Janson's theorem we have that
By a similar calculation to the one done in the proof of Proposition 3.2, we get that
and thus Proposition 3.1 follows by an application of Slutsky's theorem.
Proof of Proposition 3.5
Proof. We follow the general strategy of Aronow et al. (2015) . First we introduce some notation for the proof. Given a dyadic index n, defineñ = ψ(n). Recall that
We proved in Proposition 3.2 that (1/N )
Re-writingû n = u n − (β − β)x n and expanding gives:
where
, and
We will show that (τ 2 N /N 2 )R 1 p − → Ω while the rest converge in probability to zero. As usual, we show convergence in mean-square. For the first term, it is the case by definition that
so it suffices to show that
By Assumption 3.1, the summands are uniformly bounded, so in order to get a suitable bound on the sum we need to understand under what conditions
First it is clear that we must haveĩ
Given (2) holds, expand the covariance:
then we see that we must also have that
Let S be the set of tuples (i, j, k, l) ∈ N 4 such that conditions (2) and (3) hold, then the cardinality of S, denoted |S|, is an upper bound on the number of nonzero terms in the sum. Our goal is to find an upper-bound on |S|. → Ω. Next, we must show that the remaining terms converge to 0 in probability. All three terms follow by similar arguments so we will only present the argument for R 2 . We wish to show that Remark A.4. Note that this proof relied on the bounded support Assumption 3.1 to ensure that the covariance terms in the summands were uniformly bounded. In general we would need to make assumptions on these covariances if we were to weaken the support assumption used here.
Remark A.5. The general case is proved as follows: to show the convergence of R 1 to Ω we repeat the argument above but component-wise. To show the convergence of R 2 , R 3 and R 4 to zero we modify the argument slightly. Consider 1 n,m ||x n || 2 ||x m || · ||β − β|| · |u n | .
The result then follows from the arguments presented above.
Proof of Proposition 3.3
Proof. Again we follow the same strategy as the proof of Proposition 3.5. Now when getting a bound on the variance of R 1 , we have that, for each fixed i, there are only finitely many j, k, l such that (i, j, k, l) ∈ S. Therefore there are O(N ) nonzero terms in the sum. It then follows that the variance of (1/N )R 1 converges to zero and the proof goes through in the same manner as before.
Proof of Proposition 3.4
Proof. This is just a special case of Proposition 3.5.
Proof of Proposition 3.6
Proof. We follow the same strategy as the proof of Proposition 3.5. Now when getting a bound on the variance of R 1 , we have that the terms in the sum are nonzero if and only if i = j = k = l, so that there are N nonzero terms in the sum. It then follows that the variance of (1/N )R 1 converges to zero and the proof goes through in the same manner as before.
A.2 Simulation Design Details
In this section we provide some details about the construction of our designs not mentioned in the main body. All of the simulations in the paper were performed using numpy in Python 2.7.
Construction of Model S: Dyads were included in Model S according to the following rule:
• (g, h) is included if |g − h| = 1
• (1, G) is included
• (g, 3g) is included if g ≤ G 3
Construction of Model B: Dyads were included in Model B according to the following rule:
