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Abstract. Currents from the Hot Electron and Ion Drift In-
tegrator (HEIDI) inner magnetospheric model results for all
of the 90 intense storms (disturbance storm-time (Dst) min-
imum <−100 nT) from solar cycle 23 (1996–2005) are cal-
culated, presented, and analyzed. We have categorized these
currents into the various systems that exist in near-Earth
space, specifically the eastward and westward symmetric
ring current, the partial ring current, the banana current, and
the tail current. The current results from each run set are com-
bined by a normalized superposed epoch analysis technique
that scales the timeline of each phase of each storm before
summing the results. It is found that there is a systematic or-
dering to the current systems, with the asymmetric current
systems peaking during storm main phase (tail current rising
first, then the banana current, followed by the partial ring cur-
rent) and the symmetric current systems peaking during the
early recovery phase (westward and eastward symmetric ring
current having simultaneous maxima). The median and mean
peak amplitudes for the current systems ranged from 1 to
3 MA, depending on the setup configuration used in HEIDI,
except for the eastward symmetric ring current, for which the
mean never exceeded 0.3 MA for any HEIDI setup. The self-
consistent electric field description in HEIDI yielded larger
tail and banana currents than the Volland–Stern electric field,
while the partial and symmetric ring currents had similar
peak values between the two applied electric field models.
Keywords. Magnetospheric physics (current systems;
storms and substorms) – space plasma physics (numerical
simulation studies)
1 Introduction
Modeling studies have long been used to understand the dy-
namics of storm-time current systems in the inner magne-
tosphere and have shown that there is substantial variability
from storm to storm in the location, timing, and intensity of
each current system. For instance, Ganushkina et al. (2002,
2004) modified the Tsyganenko (1989) empirical field model
to best fit data for particular storm events, showing that the
inner magnetospheric current systems become highly dis-
torted from their average state. Similarly, Kubyshkina et
al. (2008) also used this model to show how different saw-
tooth event current systems are from typical magnetospheric
conditions. Depending on the pressure profile at the inner
edge of the plasma sheet and in the inner magnetosphere, the
pressure peak could be located quite far out from Earth (i.e.,
beyond geosynchronous orbit) resulting in an eastward cur-
rent system where one typically thinks the westward current
should be located (e.g., Mauk and Zanetti, 1987; Antonova
and Ganushkina, 2000; Antonova et al., 2013). Tsyganenko
et al. (2003) used a storm-specific magnetic field empiri-
cal model for superstorm-class events, producing very large
perturbations in the evening sector due to an exceptionally
strong main phase partial ring current. Asikainen et al. (2010)
created a new empirical model like the Burton et al. (1975)
prediction technique, but one that separates the contribution
of the ring, tail, and magnetopause currents, determining
that most of the disturbance storm-time (Dst) perturbation
is from the component designated as ring current. Interest-
ingly, Ganushkina et al. (2012b) showed that the summation
of currents from empirical models yield different patterns for
the usual definition of the current systems; that is, current
designated as tail current in the empirical model became par-
tial ring current in the integrated current analysis. More re-
cently, Dubyagin et al. (2013a, b) investigated the presence
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of an intense yet thin current layer in the duskside near-Earth
magnetosphere during magnetic storms, determining that it
is an unusual partial ring current confined near the magnetic
equator.
First-principles drift physics models have also been used
to analyze the current systems in the inner and near-Earth
nightside magnetosphere. Liemohn et al. (2001b), using the
inner magnetosphere drift physics model now called the Hot
Electron and Ion Drift Integrator (HEIDI), examined currents
in several magnetic storm events and concluded that nearly
all of the current is asymmetric during the main phase. Zhang
et al. (2009) used the Rice Convection Model (RCM) to show
that the simulated field-aligned currents during an injection
event matched the observations very well. Buzulukova et
al. (2010) used the Space Weather Modeling Framework
(SWMF) with the inclusion of an inner magnetosphere model
to show that realistic region 2 currents are needed to match
the observations for the selected storm interval. Several dif-
ferent codes were used by Ganushkina et al. (2010) to as-
sess the timing and intensity of current systems in the night-
side magnetosphere, showing the transition from tail cur-
rent dominance in the perturbation to ring current dominance
later in the selected storms. Liemohn et al. (2011b, 2013b)
are two studies using the SWMF to examine events driven
by a coronal mass ejection and co-rotating interaction re-
gion, respectively, finding very similar patterns to the timing
and intensity of the current system progression. Liemohn et
al. (2013a) quantified the breakdown of the total cross-field
current into specific current systems, showing that, at least
within geosynchronous orbit, the partial ring current is often
dominant during the main phase.
All of these studies, however, examine one or just a few
specific substorm or storm events. This is because it is diffi-
cult (i.e., computationally expensive) to run a first-principles
model for many different storm intervals, and the different
timing of storm phases further obscures the analysis of the
results. Liemohn and Jazowski (2008) presented and ana-
lyzed the results from HEIDI simulations of 90 different in-
tense storms. That study only considered a single setup con-
figuration of the HEIDI model, and several follow-on stud-
ies continued the analysis of these 90 intense storms for
other boundary condition applications, data–model compar-
ison techniques, and categorization of the solar wind driv-
ing conditions (Liemohn et al., 2010; Liemohn and Katus,
2012; Katus et al., 2015). Using the superposed epoch storm
time normalization method of Katus et al. (2013) and the cur-
rent system identification technique developed by Liemohn
et al. (2013a), this set of model results is ideal for statistically
assessing the behavior of inner magnetospheric current sys-
tems, examining the timing and intensity of these currents as
a function of epoch time relative to the storm start, peak, and
end. The study below presents this analysis, addressing the
question of how the inner magnetospheric current systems
behave on average during intense magnetic storm events.
2 Approach
Before showing the results and discussing the findings of the
study, a synopsis is given here about the numerical approach,
the setup configuration for the simulations, and the super-
posed epoch determination.
2.1 HEIDI intense storm database
HEIDI solves the gyration and bounce-averaged kinetic
equation for phase space density of hot (10 eV–400 keV)
charged particles in near-Earth space. This drift physics
model was originally written 2 decades ago (Fok et al., 1993;
Jordanova et al., 1994) and the specific version of the code
used for this study is described in detail by Liemohn et
al. (1999, 2001a, 2004). It is not a particle-tracking code, but
rather it solves fluid-like advection and diffusion equations
across a two-dimensional real space grid (equatorial plane in-
side of geosynchronous orbit) and a two-dimensional veloc-
ity space grid (energy and equatorial pitch angle). The typical
time step in HEIDI is between 5 and 20 s.
The storm database was created by Zhang et al. (2007a, b),
who determined the solar and heliospheric driver for every
intense (Dst minimum <−100 nT) magnetic storm during the
last solar cycle (years 1996–2005, inclusive). The original
storm list of 88 intense storms was expanded to 90 for this
study; the two additional storms are those of April 17 and 19,
2002. These two storm days are adjacent to two other days
already in the list (18 and 20 April 2002), but they have their
own Dst minima and are driven by distinct aspects of the
chain of solar wind disturbances moving past Earth during
this interval. Therefore, these four days are designated as four
different storm events in our database.
The HEIDI “runset” database of these storm intervals was
first described by Liemohn and Jazowski (2008), for just
one setup configuration, categorizing the events according to
their solar wind driving structure. Liemohn et al. (2010) then
presented an initial analysis of several more run sets with dif-
ferent plasma and electric field boundary conditions, deter-
mining that the response of the inner magnetosphere was fun-
damentally different between storms driven by interplanetary
coronal mass ejections (ICMEs) and co-rotating interaction
regions (CIRs). Liemohn and Katus (2012) then expanded
this data–model comparison by considering the entire storm
timeline, rather than just the storm peak values, with a su-
perposed epoch analysis of the model results. Most recently,
Katus et al. (2015) conducted a normalized superposed epoch
analysis of the results with additional statistical techniques
in the data–model comparison to further quantify which sim-
ulation runset best describes the inner magnetosphere dur-
ing various solar wind driving conditions. Note that all of
these simulations were conducted with a static dipole mag-
netic field, a limitation of the results that will be discussed
later in the section on caveats. A few key figures from each
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simulation in the HEIDI runset database are available at the
Virtual Model Repository (http://vmr.engin.umich.edu/).
The boundary conditions and electric fields for the four
runsets to be discussed in this study are given in Table 1.
Two plasma boundary conditions and two electric field de-
scriptions are used. The “event-specific data” uses the fluxes
from the magnetospheric plasma analyzer (MPA) (Bame et
al., 1993) and synchronous orbiting particle analyzer (SOPA)
(Belian et al., 1992) instruments on the geosynchronously
orbiting satellites operated by the Los Alamos National
Laboratory (LANL). The data from the satellite with the
highest ion density that is located within ±4 h of local
midnight is concatenated into a high-time-resolution outer
boundary condition for HEIDI, applied uniformly at all lo-
cal times. The “LANL reanalysis” boundary condition uses
the database of density and temperature moments created by
O’Brien and Lemon (2007). This database is divided into
hourly bins in both local time (LT) and universal time (UT).
If a LANL satellite exists in that LT–UT bin, then that data
is averaged. If not, then that bin is filled by data from other
times when a LANL satellite was located within at that LT
hour and for solar and geophysical conditions that are similar
to those at the specific UT of interest. These other data were
then weighted according to the similarity of the driving con-
ditions and averaged plasma moments were created for that
bin. The first electric field description is the Volland–Stern
analytical model (Volland, 1973; Stern, 1975) with a shield-
ing factor of 2 and an activity dependence specified by the
3 h Kp index (Maynard and Chen, 1975). The second electric
field description is a self-consistent electric field model, in
which the plasma pressures calculated by HEIDI are used to
determine currents (Liemohn et al., 2001b) that are applied as
source/sink terms in an ionospheric electric potential solver
(Ridley and Liemohn, 2002). These potentials are mapped
to the equatorial plane and used within HEIDI for the ExB
drift during the next time step (Liemohn et al., 2004). The
ionospheric conductance in the potential solver is defined as
a smooth oval that varies in intensity and location according
to the peak field-aligned current, as determined by Ridley
et al. (2001, 2004). The specific parameter setting used for
these simulations are the “nominal settings” from Liemohn
et al. (2005, 2006).
2.2 Near-Earth currents
The current density in the simulation domain is determined
from the plasma pressure (e.g., Parker, 1957; Lui et al.,
1987),
J⊥ = B
B2
×
[
∇P⊥+ (P||−P⊥)∇B
B
]
, (1)
where P|| and P⊥ are integrated quantities from the local ve-
locity space distribution (e.g., Lemaire and Scherer, 1971;
Table 1. Runset Configuration Definitions.
Runset no. Electric field Plasma boundary
condition
No. 1 Volland–Stern Event-specific data
No. 2 Self-consistent Event-specific data
No. 3 Volland–Stern LANL reanalysis
No. 4 Self-consistent LANL reanalysis
Chiu and Schulz, 1978; Liemohn and Khazanov, 1998),
P⊥ = pi
∫
f (E,α)
√
2E
m
sin3αdEdα,
P|| = 2pi
∫
f (E,α)
√
2E
m
cos2α sinαdEdα. (2)
In Eq. (2), f is the phase space distribution and E and α are
the energy and local pitch angle of the particle, where the
latter is found by mapping the equatorial pitch angle along
the field line according to the first adiabatic invariant. Equa-
tion (1) is applied everywhere along a field line to define a
perpendicular current density everywhere in the simulation
domain, not only in the equatorial plane but also along the
field lines.
The divergence of the perpendicular current density is used
to find the field-aligned current density (e.g., Vasyliunas,
1970; Birmingham, 1992),
∇ · J⊥ = B · ∇
(
J||
B
)
. (3)
Equation (3) is numerically integrated along the field line to
yield a current density flowing into or out of the ionosphere
(e.g., Liemohn et al., 2001b; Ridley and Liemohn, 2002),
J||(r iono)= 1
A||(r iono)
kiono∑
k=keq[ ∑
i=⊥faces
Ai,k(k)J⊥,i,k(k) · nˆi,k(k)
]
, (4)
where A|| is the cross-sectional area of the flux tube at the
ionosphere, Ai,k are the area of the faces with neighboring
cells at a location k along the field line with normal vector
ni,k , and r iono is the vector location of the magnetic field line
footpoint at 120 km altitude.
To calculate current system magnitudes from the HEIDI
simulations, these local current densities must be integrated
with the following methodology that isolates current loops
according to their closure path. Specifically, the local current
densities from Eqs. (1) and (4) are integrated to yield total
current values. The values from Eq. (1) are separated into
their azimuthal and radial components. Each of these compo-
nents is then separated into eastward–westward and inward–
outward current densities. The eastward and westward cur-
rent densities are separately integrated over each meridional
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plane to yield directional azimuthal current values as a func-
tion of local time. Similarly, the inward and outward current
densities are separately integrated over each radial shell to
yield directional radial current values as a function of L shell.
In addition, the field-aligned current densities from Eq. (4)
are categorized by their sign, which are separately integrated
to yield total field-aligned current values into and out of the
ionosphere.
There are five current systems to define for this study: par-
tial ring current, banana current, tail current, westward sym-
metric ring current, and eastward symmetric ring current.
Each one has a special definition for calculating its magni-
tude from the HEIDI simulation results. Figure 1a shows a
schematic of these five near-Earth nightside current systems.
Of course, this is only an idealized wire diagram represen-
tation and the real spatial locations are distributed regions of
current flow that can be quite complicated (see, e.g., Liemohn
et al., 2011b, 2013b).
The partial ring current is specified here as inner magneto-
spheric current that closes through field-aligned currents and
through the ionosphere. It is defined as the larger of the total
current flowing into or out of the ionosphere (summed sep-
arately). The larger value is used because some of the field-
aligned current could be located outside of the simulation
domain, and therefore even the use of the larger of the two is
a minimum value for the partial ring current intensity.
The banana current is defined as the current loop that en-
circles each pressure peak within the simulation domain, and
is calculated following the procedure defined by Liemohn et
al. (2013a). Essentially, it is the sum of the differences be-
tween each pair of relative maxima and minima in eastward
azimuthal current.
The tail current is defined as current that flows westward
across the plasma sheet and then closes via magnetopause
currents around the lobes. Defining it from the HEIDI sim-
ulations, it is calculated as the smaller of the total current
flowing radially into or out of the outer simulation domain.
The smaller value is used because the imbalance means that
some of the current through the boundary closes via another
path (such as through the ionosphere).
The symmetric ring current is defined as the current loop
that encircles the Earth. Therefore, the westward symmetric
ring current is defined as the minimum (in local time) west-
ward azimuthal current, and the eastward symmetric ring cur-
rent is defined as the minimum of the eastward azimuthal
current.
All of these current system definitions are lower limits to
the real values. This is because of the fixed spatial domain
of the HEIDI simulations to be considered for this study. A
portion of the current for these systems (any of the above-
defined current system) could be located either inside the in-
ner boundary (i.e., closer to Earth than L= 1.875) or outside
of the outer boundary (beyond L= 6.625). This is especially
true of the tail current definition, but is also true for the other
four current systems. Even the eastward symmetric ring cur-
rent could be underestimated if the peak of the plasma pres-
sure is close to Earth (near storm peak) or beyond geosyn-
chronous (prestorm or late recovery phases). Furthermore,
the current defined as “tail” for this study may, in fact, not
be the current that closes on the nightside magnetopause, be-
cause it is unknown how the radial current through the outer
simulation boundary eventually closes. This means that this
current could actually be the partial ring, symmetric ring, or
banana current.
2.3 Normalized superposed epoch analysis technique
Previous studies have analyzed the HEIDI storm runset
database by superposing the results from the individual
storms and examining the resulting statistical data–model
comparisons. Liemohn et al. (2010) considered times near
the storm peak in their data–model comparisons, while
Liemohn and Katus (2012) extended this analysis to all times
throughout a geomagnetic storm sequence by superposing
the storm time lines with respect to the observed Dst mini-
mum.
A single reference time within a storm is not sufficient
to accurately capture all of the physical features in the av-
eraged data sets. Ilie et al. (2008) found that the choice of
reference time during a geomagnetic storm for a superposed
epoch analysis can impact the resulting averages and the sci-
entific conclusions drawn from the results. The duration of
the main phase can vary dramatically from storm to storm,
and thus a superposition at the storm peak will smear out the
averaging of the beginning of the storm interval. Thus, a nor-
malized timeline with multiple references is desirable. Katus
et al. (2015) went another step further in the analysis of the
HEIDI solar cycle runsets by normalizing the length of each
phase during each storm before superposing and averaging
the results. They followed the method of Katus et al. (2013)
to identify key reference times in each of the storm intervals,
defining four phases within each event: a pre-storm phase, an
initial phase, a main phase, and a recovery phase. The aver-
age length for each of these phases was calculated and the
specific time interval from each event’s phase was expanded
or contracted to match this average length for that phase. The
result is that all of the storms are now on the same normal-
ized timeline, with the duration equal to the mean length of
the storms within the database.
Katus et al. (2015) applied this type of normalized super-
posed epoch analysis technique to these runsets of the HEIDI
model, focusing on the data–model comparison of the results
and identification of which runset most accurately describes
the state of the inner magnetosphere for various solar wind
driving conditions. Following the same runset numbering
scheme as used here, they concluded that Runset no. 1 was
best for CIR-driven intense storms while Runset no. 2 was
best for ICME-driven intense storms. It was determined that
Runset no. 2, with the event-specific LANL outer boundary
condition with the self-consistent electric field, was the best
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Figure 1. (a) Schematic of near-Earth nightside current systems, showing the eastward symmetric ring current in orange, the banana current
in yellow, the westward symmetric ring current in green, the partial ring current in blue, and the cross-tail current in purple. (b) Schematic of
the relationship of the partial ring current (in blue) to a localized plasma pressure peak (in red) and the plasma flow directions (cyan). Image
from S. Wetmore and M. Liemohn.
performing model setup in an overall sense, taking into con-
sideration the variety of driving conditions and storm phases.
In the present study, the same normalized-timeline super-
posed epoch analysis of Katus et al. (2015) will be applied.
For this study, the examination focuses on the resulting cur-
rent systems from the HEIDI simulation results to assess the
timing and intensity of each current system as a function of
storm phase. This study does not focus on data–model com-
parisons to determine the best fit model setup to a particular
set of observations, but rather focuses on the timing and in-
tensity of each current system and the influence of model
setup on these properties of the near-Earth current systems.
3 Results
Initially, an example storm interval is presented to identify
the key features of the pressure and current systems during
www.ann-geophys.net/33/965/2015/ Ann. Geophys., 33, 965–982, 2015
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Figure 2. Equatorial plane plasma pressure from the four runsets of HEIDI (each row) for the 24 May 2000 storm. The times that were
selected span from the beginning of the main phase (leftmost column) to the late recovery phase (rightmost column), with the simulated peak
of the storm at or near the third (Runsets no. 2 and no. 4) or fourth (Runsets no. 1 and no. 3) columns. The view is from over the North Pole
with the Earth in the middle, the Sun to the left, and distances in Earth radii.
each phase. This is followed by a statistical analysis of the
normalized superposed epoch averages.
3.1 Case study: 24 May 2000
This storm was driven by a pair of interplanetary coro-
nal mass ejections (ICME) that reached the Earth’s mag-
netopause on 23 May 2000 (Zhang et al., 2007a, b). Both
ICMEs had north then south interplanetary magnetic field
(IMF) time series, so the strong activity within the mag-
netosphere does not start until late on 23 May (about
∼ 17:00 UT), reaching a peak early on 24 May. The hourly
Dst index and SYM-H, its one-minute counterpart index,
both have a sharp and rapid fall from +20 nT to roughly
−150 nT from 02:00 to 04:00 UT, followed by a double peak
of similar magnitude occurring at ∼ 09:00 UT. The auroral
electrojet (AE) index has several spikes above 1000 nT dur-
ing the main phase of the storm. This storm was, coinciden-
tally, the first observed during the IMAGE spacecraft mis-
sion. Details of the storm interval were presented by Brandt
et al. (2002).
Figure 2 shows equatorial plane hot ion pressures (H+ and
O+) from the four runsets of HEIDI (rows) at seven times
during the storm interval (columns). The times that were
selected range from early in the main phase (left column)
through the storm peak (center two columns) to late in the
recovery phase (right column). The view is over the North
Pole with distances given in Earth radii, showing the spatial
domain of HEIDI used in these simulations.
It is seen that Runsets no. 1 and no. 3, the runs with the
Volland–Stern electric field, produce very large plasma pres-
sures in the inner magnetosphere, contained within a single
pressure crescent peaking in the evening sector. Runsets no. 2
and no. 4, the simulations with a self-consistent electric field,
produced smaller peak plasma pressures that show consider-
able small-scale structure with several localized peaks. The
feedback on the electric potential from the current systems
calculated from the HEIDI simulation results is the reason
for the small-scale structure, as has been discussed before
(see Liemohn et al., 2004, 2005; Liemohn and Brandt, 2005).
Despite these differences, the overall trend is the same for
all four runsets: a highly asymmetric pressure distribution
throughout the main phase of the storm that transitions into a
more symmetric ring of pressure by the late recovery phase.
All runsets still show a pressure asymmetry in the final col-
umn.
Figure 3 presents the calculated azimuthal current den-
sities in the equatorial plane from the four HEIDI runsets
(rows) for the same seven times (columns). The blue–purple
colors are westward current and the yellow–red colors indi-
cate eastward current. As with the pressure in Fig. 1, it is seen
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Figure 3. Equatorial plane azimuthal current density from the four runsets of HEIDI (each row) for the 24 May 2000 storm. The times that
were selected span from the beginning of the main phase (leftmost column) to the late recovery phase (rightmost column), with the simulated
peak of the storm at or near the third (Runsets no. 2 and no. 4) or fourth (Runsets no. 1 and no. 3) columns. The view is from over the North
Pole with the Earth in the middle, the Sun to the left, and distances in Earth radii.
that the currents for Runsets no. 1 and no. 3 are smoother than
those for Runsets no. 2 and no. 4. Because these current den-
sity values are shown on a linear scale, it is easier to compare
peak magnitudes than in Fig. 2. Runset no. 2 has the largest
azimuthal current densities, followed by Runset no. 1, then
Runset no. 3, and finally Runset no. 4. It is also readily seen
that the Volland–Stern electric field is capable of producing
multiple peaks in pressure and therefore in the westward az-
imuthal current density, as evidenced by the second ring/peak
of blue in the plots for Runsets no. 1 and no. 3. As with the
pressure, however, the trend through the storm interval is the
same for all four runsets: the current is highly asymmetric
at the beginning of the storm, intensifies but remains highly
asymmetric throughout the main phase, and finally transi-
tions to a more symmetric azimuthal current pattern by the
late recovery phase.
To quantitatively compare the current system timing and
intensities from the four configurations of HEIDI for this
storm interval, the current system definitions listed above
were applied to the simulation results. Figure 4 shows the
outcome of this calculation, presenting the current sys-
tem magnitudes throughout the 4-day simulation interval
(00:00 UT on 23 May to 00:00 UT on 27 May). Keep in mind
that the storm main phase begins around 17:00 UT on 23 May
and reaches its maximum between 03:00 and 06:00 UT on 24
May, depending on the simulation.
Again, there is a systematic difference between the simula-
tions with the Volland–Stern electric field (Runsets no. 1 and
no. 3) and those with the self-consistent electric field (Run-
sets no. 2 and no. 4), with the former yielding smoother time
series for the current system magnitudes than the latter. In
addition, for Runsets no. 1 and no. 3, there is a clear transi-
tion from the “asymmetric” current systems (tail, banana, and
partial ring currents) to the “symmetric” current systems (es-
pecially to the westward symmetric ring current). This tran-
sition is somewhat visible in the results for Runsets no. 2
and no. 4, with the symmetric current systems rapidly rising
from near zero up to their peak values early on 24 May, but
the timing and clarity of the changeover from asymmetric to
symmetric current system dominance is far more ambiguous.
Finally, there appears to be a difference in the magnitudes
between two plasma boundary conditions applied. The event-
specific LANL values (Runsets no. 1 and no. 2) yield sys-
tematically larger currents than the reanalyzed LANL values
(Runsets no. 3 and no. 4). This is not necessarily expected
because the event-specific inputs are essentially a subset of
the reanalysis values. Even though the reanalyzed values are
hourly averages, Liemohn et al. (2011a) found that averag-
ing across such a window had very little effect on the result-
ing storm intensity from the HEIDI model. The reason, as
seen and discussed in Katus et al. (2015), is that the reanal-
ysis values contain additional moments that slightly lower
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Figure 4. Current system calculations from the four HEIDI runsets
(each panel) for the 24 May 2000 storm interval. Each colored line
is the time series value for a different current system from that sim-
ulation.
the density and raise the temperature of the plasma boundary
condition relative to the event-specific values. Each of these
changes effectively lowers the intensity of the resulting cur-
rent systems within the HEIDI simulation domain.
3.2 Statistical analysis
Moving on to the statistical analysis, the results from each
individual storm were processed and then combined. Specif-
ically, the durations for each phase of each storm were
expanded or contracted to match the average length for
that phase to normalize the timeline before superposing the
events together.
Figure 5 presents the total energy content of all hot
ion species within the HEIDI simulation domain, con-
verted to a magnetic perturbation by applying the Dessler–
Parker–Sckopke equation (Dessler and Parker, 1959; Sck-
opke, 1966),
DPS∗ =−3.98× 10−30ERC[keV], (5)
which is a quantity somewhat analogous to Dst∗, the mod-
ified version of the Dst index after the removal of mag-
netopause currents, quiet time offset, and induced currents
within the Earth. In each plot, the color background shows
a histogram of the number of HEIDI DPS∗ entries into each
30 min by 2 nT bin (100 evenly spaced bins over the y axis).
Also drawn in each panel is a white and purple curve through
the colored region. These two lines are the median and mean
DPS∗ values for that epoch time, respectively. The four pur-
ple vertical lines indicate the boundaries between the storm
phases used in the normalization of the timeline.
Figure 5. Normalized-timeline superposed epoch analysis of the
DPS∗ time series from HEIDI for the four different runsets. The
x axis (epoch time) is binned every 30 min and the y axis (DPS∗) is
divided into 5 nT bins, with the color showing the number of values
from all storms in each bin. The white curve displays the median
and the purple curve shows the mean of the DPS∗ values. The four
purple vertical lines are epoch time markers showing, from left to
right, the start of the initial phase, the start of the main phase, the
point in the main phase when the superposed average of Dst shows
an inflection kink, and the storm peak.
The features of note in Fig. 5 are as follows. It is seen that
the peak storm intensities for Runsets no. 1 and no. 2 (Fig. 5a
and b, the top row, both driven by the event-specific plasma
data) are more negative than the peak median and mean val-
ues for Runsets no. 3 and no. 4 (Fig. 5c and d, the bottom
row, both driven by the LANL reanalysis plasma data). It is
also seen that the mean values (purple lines) are consistently
more negative than the median values (white lines), as the
few unusually large storms pull the mean down. This offset
is ∼ 10 nT at quiet times and up to 30 nT at the storm peak.
The superposed epoch results for each current system will
now be presented. Figure 6 shows the occurrence histograms
(color), medians (white lines), and means (purple lines) for
the partial ring current intensity along the normalized time-
line for the four runsets. The color scale counting is in 30 min
by 0.04 MA bins. In all four plots, the median/mean peak
value is reached just before (∼ 1 h) the Dst minimum and is
between 1.5 and 2.3 MA. The partial ring current intensity
then rapidly drops, falling to half of its peak value in ∼ 4 h.
There are several features to note in Fig. 6. Runsets no. 1
and no. 3, which both use the Volland–Stern electric field, be-
gin their increase at the start of the initial phase, while Run-
sets no. 2 and no. 4, which are driven by the self-consistent
electric field, do not start increasing until the start of the
main phase. In addition, the peak values in the Volland–
Stern-driven simulations are smaller than those from the self-
Ann. Geophys., 33, 965–982, 2015 www.ann-geophys.net/33/965/2015/
M. W. Liemohn et al.: Statistical analysis of storm-time near-Earth current systems 973
Figure 6. Normalized-timeline superposed epoch analysis of cur-
rent within the HEIDI simulation domain classified as partial ring
current, for the four runsets. The color shows the number of values
in each 30 min by 0.05 MA bin. The white curve is the median and
the purple curve is the mean of the superposed currents and the four
vertical purple lines are the epoch time markers used for normaliza-
tion and/or reference.
consistent E-field simulations, and the peak values from the
reanalysis boundary condition are smaller than those from
the event-specific boundary fluxes. This produces a hierar-
chy of the peak values from Runset no. 4 as the lowest (mean
peak partial ring current strength of 1.5 MA), Runsets no. 3
and no. 1 being incrementally higher (mean peak values of
1.8 and 2.1 MA, respectively), and Runset no. 2 being the
largest (mean peak intensity of 2.3 MA).
The timing and intensity of the banana current is presented
in Fig. 7. The format of the plots is the same as that in Fig. 6,
with color showing the occurrence histogram and the white
and black lines giving the median and mean, respectively. In
general, these plots follow the same trends as with the partial
ring current in Fig. 6; the banana current begins to rise early
in the main phase, reaching a peak within a few hours before
the storm peak, and then rapidly decreasing throughout the
early recovery phase.
The key features to note from Fig. 7 are as follows. It is
seen that in all of the panels, the banana current median and
mean curves peak at or a little before the storm peak. In Run-
sets no. 1 and no. 2, they reach a maximum 2–4 h before the
storm peak, while in Runsets no. 3 and no. 4, the max value
occurs within an hour of the peak. There is the same shift
in start time relative to the initial phase as seen in Fig. 6,
with the runs with the Volland–Stern electric field starting
to rise immediately and the self-consistent electric field sim-
ulations starting to rise a few hours later. The hierarchy of
peak values is slightly different from the partial ring current
results, with Runsets no. 3 the lowest (mean peak banana
Figure 7. Normalized-timeline superposed epoch analysis of cur-
rent in the HEIDI simulation domain classified as banana current,
for the four runsets. The format is the same as Fig. 6.
current strength of 1.1 MA), Runsets no. 1 and no. 4 just
a bit higher (mean peak values of 1.2 and 1.3 MA, respec-
tively), and finally Runset no. 2 with the largest banana cur-
rent (mean maximum of 2.6 MA). Note that this peak value
for the banana current in Runset no. 2 is slightly higher than
the peak value of partial ring current from this runset.
Figure 8 shows the tail current results for the four HEIDI
simulation sets. Remember that the applied definition for
this tail current is the current intensity that crosses the outer
boundary of the simulation domain, i.e., geosynchronous al-
titude. There is a similar trend as in the other plots with a rise
at storm initiation, a peak just before the storm maximum,
and then a rapid decrease during the early recovery phase.
The timing has several important differences with those men-
tioned above however. Specifically, the maximum of the tail
current is always before the storm peak, by 10 h in Runset
no. 1 but only by 2 h in Runset no. 3. The intensity hierar-
chy is the same as that for the banana current, with Runset
no. 3 being the smallest (peak of 1.0 MA), then Runset no. 1
(1.4 MA), Runset no. 4 (1.6 MA), and again Runset no. 2
with the largest maximum mean value (2.7 MA).
The westward symmetric ring current statistics are shown
in Fig. 9. The timing and intensity of this current system
is completely different from all of the preceding ones. This
current starts to rise halfway through the main phase, peaks
within a few hours after the storm peak, and then slowly de-
creases throughout the rest of the recovery phase. The me-
dian curves (white lines) of all four runsets do not rise above
the prestorm level until the epoch time is within 8 h of the
storm peak. The mean curves (purple lines), however, start
to rise a little earlier, as they are influenced by outlier sim-
ulation results more than the median curves. It is interesting
to note that, for the Volland–Stern field simulations (Run-
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Figure 8. Normalized-timeline superposed epoch analysis of cur-
rent designated as tail current inside of the HEIDI simulation do-
main for the four runsets. The format is the same as Fig. 6.
sets no. 1 and no. 3), the prestorm levels are small while the
remnant westward symmetric ring current at the end of the
epoch time are still rather large, especially for Runset no. 1
(median value of 0.7 MA at an epoch time of 96 h). For the
self-consistent field simulations (Runsets no. 2 and no. 4),
the prestorm and late recovery phase values are similar at
0.2–0.4 MA. The mean peak values have somewhat different
ordering than the other current systems, with Runset no. 4
being the smallest (mean peak value of 1.2 MA), then Run-
set no. 3 (1.5 MA), then Runset no. 1 (1.9 MA), and finally
Runset no. 2 with the largest mean peak westward symmetric
ring current (2.0 MA).
The eastward ring current results are shown in Fig. 10.
Note that the y axis scale is half as large, so the 100 evenly
spaced bins of current intensity are 0.02 MA wide for the
counting statistics. The timing of this current system is very
similar to the westward symmetric ring current, with a rise
from the prestorm value in the second half of the main phase,
reaching a maximum value in the early recovery, and then a
slow decay back to the prestorm current intensity. The mag-
nitude of the eastward symmetric ring current, however, is
substantially lower than the westward symmetric ring cur-
rent. The mean peak values for all four runsets are between
0.1 and 0.4 MA, values that are not even twice the prestorm
and late recovery values for this current system.
In order to more quantitatively compare the intensity and
timing of the current systems relative to each other, Figs. 11
and 12 show the mean and median values of the current sys-
tems, respectively, for the four runsets of HEIDI. The five
current systems are shown in different colors on the plots.
The main difference between Figs. 11 and 12 is the intensity;
the medians in Fig. 12 are all smaller than the means shown
in Fig. 11, as expected for these positive-definite quantities
Figure 9. Normalized-timeline superposed epoch analysis of cur-
rent designated westward symmetric ring current inside of HEIDI
from the four runsets. The format is the same as Fig. 6.
Figure 10. Normalized-timeline superposed epoch analysis of cur-
rent designated eastward symmetric ring current inside of HEIDI
from the four runsets. The format is the same as Fig. 6.
with a skew towards the high-end positive values of the dis-
tribution.
In Figs. 11 and 12, it is seen that there is a similar pattern to
the timing of the current systems in the HEIDI simulations,
regardless of model setup configuration. The first current to
rise during a storm sequence is the tail current, followed by
the banana current, then the partial ring current, and finally
the symmetric ring current. Another similarity between all of
the runsets is that the duration of each current system’s peak
has a full width at half maximum of > 12 h. That is, all of
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Figure 11. Normalized-timeline superposed epoch analysis show-
ing the mean values of all current systems from HEIDI for the four
runsets.
the currents are relatively long lasting in these intense storms
included in this study.
There are distinct differences between the four runsets in
Figs. 11 and 12 that are worth noting. For instance, it is
seen that the Volland–Stern-driven results (Runsets no. 1 and
no. 3) often produce larger partial and symmetric ring cur-
rents throughout the storm interval than are produced with
the self-consistent electric field description (Runsets no. 2
and no. 4), by a factor of 10 to 40 % depending on storm
phase. Conversely, Runsets no. 2 and no. 4 have much larger
tail and banana currents than are produced in Runsets no. 1
and no. 3, by at least 50 % during both the main and recovery
phases. In Runsets no. 1 and no. 3, the partial ring current
is substantially bigger than either the tail current or banana
current systems. This is not the case in Runsets no. 2 and
no. 4, which have similarly sized peak intensities for the tail,
banana, and partial ring currents.
4 Discussion
It has been shown above that the HEIDI model produces a
systematic timing and intensity for the near-Earth current
systems during intense storms. While the exact timing and
intensity varies depending on the model configuration used
for the simulation, the hierarchy is that the tail current peaks
first, followed by the banana current, then partial ring cur-
rent, and finally the symmetric (westward and eastward) ring
currents.
4.1 Relative timing of the current systems
The ordering of the rise and fall of the various current sys-
tems can be explained as follows. As the convection electric
Figure 12. Normalized-timeline superposed epoch analysis show-
ing the median values of all current systems from HEIDI for the
four runsets.
field increases during the storm main phase, new plasma en-
ters the simulation domain from the nightside plasma sheet.
The plasma pressure peak initially straddles the outer bound-
ary of the HEIDI domain. Therefore, the tail current, defined
in this study as the current flowing radially through the outer
simulation boundary, should be the first current system to
show a rise in magnitude.
As the pressure peak fully enters the simulation domain,
it is still out near geosynchronous orbit and the particles
have not undergone very much adiabatic acceleration. So,
the plasma pressure at the peak is only slightly larger than
the pressure at the outer simulation boundary. Therefore, a
strong partial ring current will not form just yet, but rather
the banana current, with its loop around the plasma pressure
peak, will be the next current system to ramp up during the
storm development sequence.
The particles will continue to be convected inward, how-
ever, and the plasma pressure peak will increase in magnitude
relative to the plasma pressure at the outer boundary. This
causes the partial ring current to increase in intensity as the
extra westward current around the outer slope of the pres-
sure peak closes through field-aligned currents rather than
through loops around the peak or out to the flank magne-
topause. So, later in the main phase, the partial ring current
will finally reach its maximum value. This situation will con-
tinue as long as the convective flow through the inner mag-
netosphere remains strong.
As convection wanes with the inevitable decrease in so-
lar wind driving, the instantaneous drift paths of plasma still
within the inner magnetosphere change from being “open”
to being “closed”. The term “instantaneous drift path” is de-
fined here as the past and future trajectory of a selected par-
ticle calculated from the electric fields at a particular mo-
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ment in time. Trajectories that reach the magnetopause are
classified as open and those that repeatedly circle the Earth
are classified as closed. As the convection electric field de-
creases, this change of instantaneous drift paths from open to
closed throughout much of phase space in the inner magne-
tosphere does not immediately change the current systems.
After some time, however, the energy-dependent gradient–
curvature drift dominating the particle motion in near-Earth
space causes differential drift of what formerly were coher-
ent plasma peaks. The localized pressure peaks will smooth
out into a continuous ring of particles around the Earth. It is
during this process that the partial ring current and banana
current systems around each localized pressure peak will be
converted into the symmetric ring current. The partial ring
current will become the westward ring current and the ba-
nana current will split open and contribute equally to both the
eastward and westward symmetric ring currents. This con-
version takes place at some point during the early recovery
phase.
4.2 Relative intensity of the current systems
As seen in Figs. 11 and 12, the westward symmetric ring
current statistically dominates the current system intensities
after just a few hours into the early recovery phase. It reaches
its peak very soon after this, within the next 1–2 h, and then
starts to decline back to its prestorm value. This decline is
slow and steady, being dominated by charge exchange loss
(i.e., energetic H+ and O+ interacting with the neutral H
geocorona), which is a function of species, radial distance,
energy, and pitch angle. The gradual decay of the symmet-
ric ring current is slower than the decay of the tail, banana,
and partial ring current systems, all of which decayed very
quickly after the drop in convective forcing. Every model
setup, however, has some remnant level of each of these
“main phase” current systems throughout the recovery of the
storm. This is for two reasons. First, it takes a long time
for the differential gradient–curvature drift to completely
smooth out all of the localized pressure peaks. The lower-
energy particles take many hours just to make a single drift
orbit around the Earth and so the smoothing of the localized
peaks can take several days. Furthermore, small-intensity in-
jections continue to occur during the recovery phase, leading
to weak pressure peaks near the outer boundary of the simu-
lation domain. These new peaks are localized and will have
associated tail, banana, and partial ring current systems, each
lasting several hours as the plasma drifts around to the day-
side and either joins the symmetric ring current or leaves the
system towards the dayside magnetopause.
It was shown that the eastward symmetric ring current is
substantially smaller than all other near-Earth nightside cur-
rent systems. A smaller eastward current is expected because
of its location closer to Earth. In Eq. (1), therefore, the 1/B
relationship yields a smaller J⊥ on the inner side of the pres-
sure peak. This is not only true for the same radial pres-
sure gradient on each side of the peak, but also for a sharp
inner pressure gradient. This is because the magnetic field
decreases with radial distance as r−3, which can overcome
a steep inner pressure gradient. In addition, the steepest in-
ner gradients occur during the main phase of storms after a
fresh injection from the tail, when the pressure is asymmet-
ric in local time. The eastward current around such localized
peaks contribute to the banana current rather than the east-
ward symmetric ring current.
Another point of discussion is that the two different elec-
tric fields yield a distinctly different response. The Volland–
Stern electric field produces a rather smooth pressure peak in
the inner magnetosphere, with multiple pressure peaks only
forming if subsequent injections from the plasma sheet flow
through the simulation domain one after the other. There-
fore, the banana current is usually just a single loop structure
around the pressure peak, with occasionally a second banana
current system forming around a subsequent injection peak.
The self-consistent electric field, however, sets up small-
scale electric potential extrema throughout the inner magne-
tosphere, with a peak-valley pair associated with each pres-
sure peak. The drift pattern associated with these local ex-
trema create a twin vortex structure around the regions of up-
ward and downward field-aligned current at the eastward and
westward ends of the pressure peak region. These vortices,
superimposed on the magnetospheric large-scale convection
pattern, stagnate or even reverse the flow in the center of the
pressure peak. A schematic of this relationship between the
partial ring current, a localized pressure peak, and the local
plasma flow direction is shown in Fig. 1b. Sometimes the
feedback on the local plasma flows is strong enough to result
in a split of the original peak into two smaller pressure peaks.
These newly formed peaks will each have their own partial
ring and banana current systems. This introduces a multipli-
cation factor on partial ring and banana current system inten-
sities, perhaps reaching a factor of 2 if the split in the pressure
peak is so complete that it drops the plasma pressure to nearly
zero where it used to have a maximum. It even results in an
additional contribution to the tail current, if the pressure peak
is close to this boundary (which is set at geosynchronous or-
bit for these simulations).
Therefore, the current systems have rather different inten-
sities from the two electric field descriptions. The tail and
banana current systems are much larger in the self-consistent
electric field simulations (Runsets no. 2 and no. 4) than in the
Volland–Stern field runs (Runsets no. 1 and no. 3). The par-
tial ring current is on average biggest in Runset no. 2, but this
is followed closely by Runset no. 1. Runset no. 1 has such a
large partial ring current because these are intense storms and
the smooth electric field creates a large plasma pressure peak
deep within the inner magnetosphere. This results in a rather
large partial ring current and subsequent westward symmet-
ric ring current.
Another difference between the results from the two elec-
tric field descriptions is the magnitude of the asymmetric
Ann. Geophys., 33, 965–982, 2015 www.ann-geophys.net/33/965/2015/
M. W. Liemohn et al.: Statistical analysis of storm-time near-Earth current systems 977
current systems in the late recovery phase. Many hours past
the storm peak, the tail, banana, and partial ring currents
are roughly twice as large in the self-consistent runs as they
are in the Volland–Stern simulations. Note that they are still
relatively small with most of the means and medians for
these currents in the late recovery phase being only a few
tenths of a mega ampere. Any injection, however, even in the
late recovery, produces a pressure crescent that is subject to
the negative feedback effects of the self-consistent electric
field. The breakup of the original pressure peak into multiple
peaks yields an asymmetric current system around each of
these new pressure peaks, thereby increasing the magnitude
of these currents.
There is also a systematic difference based on the plasma
outer boundary condition applied. Runsets no. 1 and no. 2
used the event-specific LANL observations while Runsets
no. 3 and no. 4 used the O’Brien and Lemon (2007) mo-
ments based on a reanalysis of the LANL observations. For
reference, Fig. 3 of Katus et al. (2015) shows the superposed
epoch time series, on the same normalized timeline as used
here, of the density and temperature moments for the two
outer boundary conditions. The event-specific values should
be more correct for any particular storm but might have
significant temporal gaps when there are no LANL satel-
lites on the nightside. The reanalysis boundary condition is
more complete in that it provides a full local time distribu-
tion across the nightside by filling in any gaps with values
from times with similar solar and geophysical conditions.
The resolution of the reanalysis values is a 1 h time step, how-
ever, which smooths out any transient spikes in the inflowing
plasma sheet and could be inserting erroneous plasma values
in the gap regions. Neither is perfectly ideal and therefore
both boundary conditions were applied for this study.
It is seen that Runsets no. 1 and no. 2 (event-specific) yield
larger-intensity current systems than those produced in Run-
sets no. 3 and no. 4 (reanalysis). The ordering of the peaks in
the means and medians in Figs. 11 and 12 are similar between
the two outer boundary conditions, except that the magni-
tudes are systematically smaller with the reanalysis values
applied. Another slight difference is that the tail current re-
mains elevated a bit longer through the main phase with the
reanalysis boundary condition. In Runsets no. 3 and no. 4,
the tail current is still the first current system to ramp up at
the initiation of a storm, but it remains elevated and reaches
its peak later in the main phase than in Runsets no. 1 and
no. 2.
4.3 Analysis of the total current
It should be noted which current system contributes to the
westward or eastward azimuthal current in near-Earth space.
The symmetric ring currents are easily classified, as their
names imply. The tail and partial ring current are westward-
only current systems, but the banana current flows both west-
ward and eastward. Because this current system loops around
a plasma pressure peak, it contributes equally to the total cur-
rent flowing in the eastward and westward directions. An-
other point to make about the directionality of the current
systems is that their values at a particular time cannot be
simply added to yield the total westward or eastward current
flowing in the inner magnetosphere. The asymmetric currents
can be either localized or very broad in local time extent and
do not necessarily overlap in local time. Similarly, there can
be multiple peaks in the symmetric pressure distribution re-
sulting in several rings of symmetric westward and eastward
current. Therefore, the current system time series shown in
the Results section above should be considered as “the sum
of all current loops of this type within the simulation do-
main”. It could be a single loop of current but it does not
have to be and probably is not for the self-consistent electric
field simulations.
Regarding data–model comparisons and the validity of
these results, they are in line with case study and statisti-
cal analyses of currents in near-Earth space. To get the total
current, however, the time series of the current system av-
erages cannot be simply summed to get a total westward or
eastward current because multiple, non-overlapping current
loops could be contributing to each of the asymmetric cur-
rent systems. The total westward current peaks at a value be-
tween 2 and 10 MA during the main phase of the storm and
drops below 1 MA within a day after storm peak, and usually
much faster than this. Values like this are in general agree-
ment with the total current values from the statistical studies
of Jorgensen et al. (2004) and Le et al. (2004).
A similar statement can be made regarding current den-
sities. Lui and Hamilton (1992) calculated current densi-
ties from ions of > 25 keV during quiet times, finding that
the peak was 2–4 nA m−2, in agreement with the pre-storm
and late recovery phase current densities shown above. The
storm-time current densities are higher than those from Lui
et al. (1987), who found that current densities peaked at 5–
8 nA m−2 during two magnetic storms, but again this is for
ions above 25 keV, which misses a substantial portion of the
storm-time energy content. The empirical modeling of Tsy-
ganenko (2000) and Le et al. (2004), fitting binned magne-
tometer data with current densities, shows azimuthal current
density of a few nA m−2 for nominal quiet time conditions,
also in agreement with the quiet time values shown above.
The Le et al. (2004) results reveal that average nightside cur-
rent densities exceed 10 nA m−2 for moderate storm condi-
tions of Dst between −80 and −100 nT. This is in line with
the current densities shown above.
It should be noted that there is some disagreement among
observational studies surrounding the current density and
total current in the inner magnetosphere. Data from the
AMPTE-CCE, CRRES, and Polar satellites were used to ob-
tain statistical representations of the locations and intensities
of the westward and eastward current systems in near-Earth
space (e.g., Lui et al., 1987; Spence et al., 1989; Iijima et al.,
1990; Lui and Hamilton, 1992; Jorgensen et al., 2004; Le et
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al., 2004). Jorgensen et al. (2004), for example, found quiet
time current densities of a few nA m−2 and storm time values
that reached and sometimes exceeded 10 nA m−2. These val-
ues lead to total westward currents below 10 MA, even for
intense storms reaching Dst of −150 nT. In contrast, Vallat
et al. (2005) used the curlometer technique on data from the
near-Earth tetrahedral Cluster campaigns to calculate current
vectors in the inner magnetosphere, finding 10–20 nA m−2
westward currents in nearly every usable near-Earth pass,
with extreme values above 50 nA m−2. Zhang et al. (2011)
and Shen et al. (2014) confirmed this analysis of Cluster
curlometer inner magnetospheric current densities for all lo-
cal times, finding a persistent westward current density of
9–27 nA m−2 for non-storm times (Zhang et al., 2011) and
up to 37 nA m−2 during superstorm conditions (Shen et al.,
2014). Grimald et al. (2012) tested the validity of the Clus-
ter curlometer technique with a known magnetic field con-
figuration, determining that the errors were too great inside
of 3RE but that the observational distances in the Vallat et
al. (2005) study (perigee of 4RE) were acceptable. Regard-
ing other modeling studies, empirical magnetic field models
show that near-Earth current can exceed 10 MA (e.g., Tsy-
ganenko et al., 2003; Tsyganenko and Sitnov, 2005), but the
spatially averaged nature of such models never yields current
densities in the range seen by the curlometer. First-principles
numerical modeling shows that such large current densities
exist in the results (e.g., Liemohn et al., 2001b; Ganushkina
et al., 2012b) but only during intense storm main phases, not
during quiet intervals.
It is useful to compare these results with the timing and
intensity from the Asikainen et al. (2010) Dst prediction al-
gorithm. They found that the tail current ramps up quickly
during the main phase and peaks well before the storm min-
imum is reached. That study did not separate the symmetric,
partial, or banana currents from each other, designating them
all as “ring current” in that analysis. It could also be that
the “tail current” contribution in that model includes pertur-
bations from some of the other asymmetric current systems.
Regardless, what they designate as tail current occasionally
dominates the Dst perturbation very early in the main phase,
but usually is less than half of the current designated as “ring
current” in the model. This is very similar to the findings
here, with the tail current in the present study dominating the
current systems early in the main phase, then yielding to, at
most, a third of the total asymmetric current during the late
main phase, and dropping off rapidly during the early recov-
ery phase.
4.4 Caveats
There are several important caveats to the results and dis-
cussion above. The first is that a dipolar magnetic field was
assumed for all of these calculations. This is a useful ap-
proximation for the inner magnetosphere, as the typical dis-
tortion in this region does not invalidate the usage of such
a magnetic field description. It is not correct, however, and
the deviations of the magnetic field from a dipolar configura-
tion will certainly change the drift paths and current calcula-
tions expected from the model. For instance, several studies
have found that the plasma pressure peak is significantly re-
duced in the presence of a non-dipolar magnetic field (e.g.,
Chen et al., 2006; Zaharia et al., 2006; Ilie et al., 2012).
The two field descriptions, however, produce similar ground-
based magnetic perturbations because the current resulting
from that lowered plasma pressure is larger, as given by the
1/B dependence in Eq. (1). Ganushkina et al. (2012a) con-
ducted an extensive study on the influence of magnetic field
choice and perturbation calculation scheme for evaluating in-
ner magnetospheric drift physics modeling results, conclud-
ing that a non-dipolar field with a full Biot–Savart integral of
the ground-based perturbation yields a larger simulated Dst
than the DPS relation applied to a dipolar field particle cal-
culation. These studies exemplify the need for a fully self-
consistent calculation, not only with respect to the electric
field, but also with regard to the magnetic field.
A second point to note about the results is that the magni-
tude of a particular current system does not translate into an
equivalent contribution to the in situ or ground-based mag-
netic field distortion. While both the partial ring current and
tail current are westward-flowing systems, their contributions
to Dst or SYM-H are not equal for a given current sys-
tem intensity. That is, the tail current is systematically lo-
cated farther away from Earth than is the partial ring cur-
rent. While they can sometimes be located at different lat-
itudes on the same magnetic field line, especially early in
the main phase (see Liemohn et al., 2011b), the 1/r2 de-
pendence in the Biot–Savart law means that the tail current
usually has a smaller contribution to ground-based pertur-
bations than does a similarly sized partial ring current (see
Liemohn, 2003). Moreover, the banana current has very little
contribution to the ground-based perturbation, as found by
Liemohn et al. (2013a). Because the banana current is a loop
surrounding a plasma pressure peak, it has a large contribu-
tion to magnetic field distortion inside the loop (associated
with the diamagnetic cavity of the plasma pressure peak) but
its contribution to 1B falls off quickly with distance outside
of the loop.
A third caveat is that the tail current is underestimated in
all of these calculations. The definition of tail current used
in this study is that current which passes through the outer
boundary of the simulation domain. Such current could be-
long to any system. Indeed, Liemohn et al. (2011b, 2013b)
showed that the symmetric ring current can extend out to
10RE downtail during the late main phase and early recov-
ery phase. A comparison should be made with other mod-
eling approaches, such as the event-oriented magnetic field
model, which has been also used to successfully study the
evolution of the ring current, the tail current, and the mag-
netopause currents during geomagnetic storms and estimate
their relative contributions to the Dst (actually SYM-H was
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used) index (Ganushkina et al., 2004, 2010; Kalegaev et al.,
2005). It was found that during a storm, the tail current in-
tensifies first and tracks the drop in the Dst index (SYM-H).
Ganushkina et al. (2004) found a Dst transition of roughly
−150 nT, where storms smaller than this level have a Dst
(SYM-H) index dominated by the tail current and more in-
tense magnetic storms have Dst (SYM-H) dominated by the
ring current. Dubyagin et al. (2014) have further quantified
the contribution to the SYM-H and ASY-H magnetic activity
indices from various current systems across a large number
of storms for several empirical magnetic field models. The
study presented above does not go the extra step of calculat-
ing the relative contribution of these current systems to the
simulated or observed ground-based magnetic perturbation.
5 Conclusions
This study addressed the question of the intensity and tim-
ing of various near-Earth current systems during magnetic
storms. Specifically, it presented results for the tail current,
banana current, partial ring current, and westward and east-
ward symmetric ring currents as extracted from simulation
results. The study considered 90 intense magnetic storm in-
tervals and four configurations for the HEIDI model, apply-
ing specified definitions for each current system to obtain
time series values for each of the 360 simulations. Results
from the 24 May 2000 magnetic storm were shown as an ex-
ample case study to establish the relationship between the
plasma pressure, the spatial distribution of the currents, and
the time evolution of the magnitude of the current systems.
The results from all of the storms were then superposed along
a normalized epoch timeline, expanding or contracting the
length of each phase of every storm to the average length of
that storm phase. Occurrence frequency distributions as well
as means and medians of the superposed currents were ana-
lyzed.
It was found that there is a systematic ordering to the cur-
rent systems, with the tail current rising first at the initiation
of activity, followed by the banana current and then partial
ring current during the main phase. These “asymmetric” cur-
rent systems rapidly decreased in intensity after the storm
peak. The two symmetric current systems started to rise only
late in the main phase, peaked early in the recovery phase,
and then steadily declined in intensity throughout the rest of
the recovery phase. This ordering (tail, banana, partial ring,
symmetric ring) was seen in all four simulation configura-
tions.
The peak intensities of the current systems depended on
the simulation configuration, with the mean values ∼ 20 %
larger than the median values for most of the epoch time
interval. Quoting the peak amplitudes from the mean time
series of Runset no. 2 (Fig. 11b), the tail current reached
2.7 MA, the banana current rose to 2.6 MA, the partial ring
current topped out at 2.3 MA, the westward symmetric ring
current climbed to 2.1 MA, and the eastward symmetric ring
current barely made it up 0.25 MA. All of these peak mean
values occur within 10 h of each other, from the early main
phase to the early recovery phase. Furthermore, the full width
at half maximum width of each current system time series is
at least 12 h.
The intensity of the current systems varies dramatically
with the electric field setup. The Volland–Stern electric field
yields smooth pressure peaks while the self-consistent elec-
tric field produces small-scale structure embedded within the
larger pressure crescent in the inner magnetosphere. This
difference makes the tail and banana currents significantly
larger in the runs with the self-consistent electric field com-
pared to those with the Volland–Stern electric field. The par-
tial ring current was roughly the same regardless of electric
field choice; the Volland–Stern runs have a large pressure
peak close to the Earth, which yields an intense partial ring
current, while the self-consistent electric field has several
smaller partial ring current loops adding to a similarly sized
total value. Another difference between the results from these
electric field descriptions is that the self-consistent electric
field produces about twice as much asymmetric current (tail,
banana, and partial ring) in the late recovery phase than the
Volland–Stern field.
The outer plasma boundary condition had a much smaller
influence on the current intensities and timings. The event-
specific boundary condition produced current systems that
were slightly stronger than those from the reanalyzed bound-
ary condition. The reanalyzed boundary condition also
yielded a delayed peak to the tail current system magnitude,
cresting later in the main phase than the tail current peak pro-
duced from the event-specific boundary condition.
Finally, it should be remembered that the current system
intensities are the sum of all current loops of this type within
the HEIDI simulation domain at that time. It could be a single
loop of current, but it does not have to be and, depending
on the current system, run configuration, and storm phase,
probably is not a single loop.
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