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Introduction Générale
Origine et motivation du problème - objectifs
Les systèmes de communications de proximité (60 GHz), les communications multimédia par sa-
tellites à 50 GHz, les systèmes de transport intelligents (radar d’assistance à la conduite automobile,
détecteurs d’obstacles à 77GHz, systèmes de sécurité aéroportuaires, ...) nécessitent l’utilisation de
dispositifs émetteurs et récepteurs rayonnants plus ou moins directifs qui sont appelés des antennes.
Plusieurs technologies de développement de ces antennes sont envisagées. La technologie à laquelle
nous nous intéressons dans le cadre de cette thèse consiste, à associer des sources primaires micro-
ondes à des lentilles diélectriques dont le rôle est de focaliser le rayonnement primaire. On parle
alors d’antennes lentilles. Ces sources primaires sont en général situées en zone de champ lointain,
contrairement aux antennes dites Lentilles substrats (ou antennes lentilles intégrées) où elles sont
en contact direct avec les lentilles. Nous présentons ci-dessous, quelques images de ces antennes
lentilles.
Un intérêt des antennes lentilles par rapport aux antennes à réﬂecteurs métalliques est le coût
ﬁnancier faible des lentilles comparé à celui des réﬂecteurs métalliques. Ces antennes lentilles oﬀrent
de multiples variations possibles dans leur réalisation, tant par leur forme que par leur caractéris-
tique physique. Ceci rend disponible un ensemble de paramètres qui peuvent être optimisés pour
modiﬁer le rayonnement primaire de façon à obtenir le rayonnement désiré en sortie du dispositif
émetteur. Des travaux de recherche sont menés au sein du groupe Antennes et Hyperfréquences de
l’Institut d’Electronique et de Télécommunications de Rennes (IETR) pour concevoir des antennes
lentilles et Lentilles substrats éﬃcaces, en optimisant la forme des lentilles. Les principes de concep-
tion sont basés sur l’Optique Géométrique (lois de Snell - Descartes, conservation de la puissance
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au sein d’un tube de rayon, longueur des trajets optiques). Ces principes ont été énoncés dès les
années 1950 - 1960 (cf. [5]). Principalement, deux méthodes basées sur l’Optique Géométrique sont
actuellement utilisées à l’IETR pour optimiser la forme des lentilles (voir [48]). La première dite
d’optimisation locale, est une procédure par étapes dans laquelle un proﬁl de lentille est d’abord gé-
néré à l’aide des principes de l’Optique Géométrique. Le proﬁl ainsi synthétisé est ensuite optimisé
localement avec un algorithme de type gradient. La seconde procédure dite d’optimisation globale,
consiste à coupler un algorithme d’optimisation (du type algorithme génétique par exemple) direc-
tement au noyau générique de l’Optique Géométrique. On peut visualiser ci-dessous un exemple
de synthèse d’une forme de lentille et le diagramme de rayonnement correspondant (cf. [48]).
La méthode de l’Optique Géométrique qui est une méthode de développement asymptotique
présente quelques insuﬃsances. Notamment, elle ne tient pas compte dans l’approximation de la
solution, des eﬀets de la diﬀraction de l’onde par l’obstacle. En outre, l’algorithme n’est valable que
pour des lentilles ayant une permittivité électrique relativement élevée. En plus, pour la procédure
d’optimisation locale, le système non linéaire à résoudre pour synthétiser le proﬁl de la lentille
est parfois mal posé (cf. [48]). Dans le but de dépasser les limitations de la méthode de l’Optique
Géométrique et d’améliorer la conception des antennes lentilles, le groupe Antennes et Hyperfré-
quences de l’IETR et l’équipe d’Analyse Numérique de l’Institut de Recherche Mathématique de
Rennes (IRMAR) ont initié un projet de recherche sur l’optimisation de certains types d’antennes
lentilles déjà étudiées à l’IETR. Ce projet vise à développer une méthode d’optimisation de forme,
alternative à l’Optique Géométrique et basée sur des formulations intégrales. Il s’agira donc dans
un premier temps, de modéliser le rayonnement électromagnétique autour de la lentille au moyen
d’équations intégrales et à les résoudre par des méthodes rapides (problème direct). Ensuite, une
méthode d’optimisation de forme (problème inverse) sera développée en minimisant, pour un ga-
barit de rayonnement donné, une fonction objectif impliquant le proﬁl de rayonnement qui est
solution du problème direct.
Cette thèse est l’une de celles issues de ce projet, et elle concerne le traitement du problème
direct de diﬀraction d’ondes électromagnétiques par des formulations intégrales de volume. La lit-
terature existante oﬀre, pour l’analyse du problème direct de diﬀraction, le choix entre une formu-
lation par équation intégrales volumiques et une formulation par équations intégrales surfaciques.
Les résolutions par formulations intégrales sont économiques en haute fréquence. La résolution
par équations intégrales volumiques est certes moins économique que celle par équations intégrales
surfaciques, à cause du nombre d’inconnues croissant avec la dimension du domaine. Cependant, la
formulation volumique permet de traiter les problèmes de diﬀraction par des corps non homogènes
(matériaux multi-couches, stratiﬁés). Les équations intégrales peuvent de plus être accélérées par
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la mise en œuvre de méthodes puissantes telles que les Méthodes Multipôles Rapides (FMM, pour
Fast Multipole Methods), actuellement en plein développement. Les formulations intégrales ré-
sultent des équations de Maxwell et sont basées sur des noyaux plus ou moins singuliers dépendant
du type de lentille (homogène ou stratiﬁé).
L’application des FMM à la résolution du problème de diﬀraction constitue une perspective de
ce travail de thèse. Ceci impliquera (en amont) des aspects de modélisation et des aspects théo-
riques nouveaux pour combiner les FMM avec les spéciﬁcations du problème de lentille, et (en
aval) une implémentation numérique avec possibilités de comparaison avec des calculs benchmark
ou des expériences physiques. Cette étude aura pour but de fournir une résolution rapide qui pourra
être intégrée, à terme, à un algorithme d’optimisation de la forme de la lentille en fonction d’un
rayonnement désiré.
Ce mémoire de thèse est constitué de trois chapitres.
Etude théorique du système de Maxwell
Le premier chapitre est consacré à l’analyse théorique du problème de diﬀraction d’ondes élec-
tromagnétiques par un corps diélectrique, à l’aide de formulations intégrales de volume. Si l’ana-
lyse théorique de la formulation intégrale surfacique à suscité beaucoup d’intérêt, vu l’abondance
des productions scientiﬁques, pour la formulation intégrale volumique en revanche, il en a été
moins le cas. L’analyse du problème est alors menée en commençant par dériver deux formula-
tions intégrales : une formulation couplée (surface-volume) ayant un noyau faiblement singulier,
et une formulation (purement) volumique qui a un noyau fortement singulier. Après justiﬁcation
de l’équivalence de ces formulations au problème de diﬀraction, la formulation couplée est utilisée
pour analyser le problème. Cette analyse est basée sur des résultats standard de Fredholm pour les
équations intégrales, et permet de dériver quelques propriétés de l’équation intégrale de volume.
Notamment, sur le spectre essentiel de l’opérateur intégral volumique, dans l’espace des champs
de vecteurs dont le carré de la norme est intégrable (L2). On note en particulier, la satisfaction
de l’inégalité de Gårding par la solution de l’équation intégrale volumique, assurant ainsi la sta-
bilité de tout schéma de discrétisation de l’équation par une méthode de Galerkin. L’analyse du
problème de diﬀraction est faite sous l’hypothèse plus réaliste de la discontinuité de la permittivité
électrique à travers le bord du diélectrique. Cette hypothèse rend l’étude aussi valable pour des
matériaux composés de plusieurs diélectriques, où il y a plusieurs surfaces de discontinuité pour la
permittivité. Ce chapitre a fait l’objet d’un article paru au journal Journal of Computational and
Apllied Mathematics ([8]).
Résolution numérique de l’équation intégrale volumique
Le deuxième chapitre est dévolu à la résolution numérique de l’équation intégrale volumique
dérivée du problème de diﬀraction au premier chapitre. La résolution numérique par des méthodes
intégrales requiert l’évaluation d’intégrales singulières et quasi-singulières qui déterminent les ma-
trices d’inﬂuences des systèmes. L’évaluation de ces intégrales est une question centrale, puisqu’elle
gouverne la qualité (précision et complexité) de l’approximation de la solution au problème étudié.
Excepté des cas particuliers, où la simplicité du domaine d’intégration et de l’intégrande permet une
évaluation analytique et où les intégrales sont suﬃsamment régulières pour appliquer directement
les formules de quadratures standard, les intégrales sont évaluées en combinant des techniques de
traitement des singularités à des formules d’intégration numérique. Une méthode de traitement des
singularités basée sur des changements de variables dans le domaine d’intégration est développée
dans ce chapitre, pour des intégrales de la forme :
Iα,KL =
∫
K
∫
L
F (x, y)
|x− y|α dy dx,
où F est une fonction régulière, l’ordre de singularité α est un réel positif et K et L sont des
tétraèdres, en prévision de la discrétisation de l’équation intégrale volumique par des éléments ﬁ-
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nis tétraédriques. Par divers changements de variables généralisant les transformations de Duﬀy
(voir [15]), l’intégration est ramenée sur des domaines tels que le carré, le cube, ... et la singularité
est décrite par une variable uni-dimensionnelle appartenant à l’intervalle [0, 1]. Les Jacobiens de
ces transformations singulières sont ensuite utilisés pour lever la singularité. Cet élimination de
la singularité dépend de la position relative des tétraèdres. En eﬀet, lorsque K et L partagent
exactement un sommet, une arête, une face, ou coïncident, la singularité est levée respectivement
pour α ≤ 5, α ≤ 4, α ≤ 3 et α ≤ 2. La méthode n’étant basée que sur des changements dans le
domaine d’intégration, elle est applicable à une large classe de noyaux d’opérateurs intégraux volu-
miques. C’est une extension au cas volumique de la méthode introduite par Jean Gay pour le cas
surfacique (voir [12, 33, 35, 39]). La méthode développée est ensuite appliquée à l’implémentation
de l’équation intégrale volumique. Pour les coeﬃcients diagonaux (cas où K = L), la méthode est
combinée à une méthode de soustraction de la singularité pour traiter la forte singularité (α = 3)
de l’intégrale, puisque dans ce cas, la singularité n’est levée que pour α ≤ 2 avec la méthode déve-
loppée.
Tests numériques
Le troisième chapitre est consacré aux tests pour la résolution numérique de l’équation intégrale
volumique. Pour la diﬀraction de dipôles magnétiques et d’ondes planes par des corps diélectriques
sphériques homogènes et non homogènes, les proﬁls de rayonnement électrique pour les champs
lointain et intérieur sont présentés pour certaines valeurs des paramètres. Quelques courbes d’er-
reurs (relatives), sur le calcul du proﬁl de rayonnement et sur le calcul des matrices élémentaires,
sont également présentées. Les résultats de nos calculs du proﬁl de rayonnement sont confrontés
aux résultats du calcul avec la série de Mie. Nous avons également présenté le spectre de l’opérateur
intégral volumique pour quelques valeurs du nombre d’onde extérieur κ.
L’équation intégrale volumique est implémentée dans le code Mélina++, qui est la version en
C++ de la version en Fortran 77 baptisée Mélina et consultable sur le site internet d’adresse
http://anum-maths.univ-rennes1.fr/melina/index.html. Nous y avons intégré les outils nécessaires
à la résolution de l’équation. Notamment, la mise en œuvre de la méthode développée au cha-
pitre 2 pour le traitement des intégrales singulières qui constituent les coeﬃcients de la matrice
d’inﬂuence du système. Le code Mélina++ est une librairie d’éléments ﬁnis basée sur le langage
C++ et développée au sein de l’IRMAR par Daniel Martin. C’est un code dévolu à la résolu-
tion d’une large famille de problèmes variationnels. L’une des forces de ce code est sa structure
particulière, développée de sorte que le programme principal écrit par l’utilisateur n’est qu’une
simple transcription de la formulation variationnelle du problème à résoudre. Dans sa version ini-
tiale, la librairie consistait essentiellement en des structures d’éléments ﬁnis d’ordres arbitraires.
Récemment, des opérateurs intégraux y ont été introduits de sorte que le code résout aujourd’hui,
des équations intégrales de surface pour des problèmes en acoustique et en électromagnétisme. Les
travaux de cette thèse constituent une première partie des opérateurs intégraux introduits dans la
librairie, pour la résolution des équations intégrales de volume.
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Chapitre 1
Etude théorique du problème de
diffraction d’ondes
électromagnétiques par un
diélectrique
L’analyse théorique et numérique du problème de diﬀraction d’ondes électromagnétiques, par
les équations intégrales de surface est un sujet largement traité dans la littérature scientiﬁque (par
exemple, [7] et [42] sont de très bons livres sur le sujet). En revanche, l’équation intégrale volumique
utilisant la solution fondamentale fortement singulière des équations de Maxwell, que nous étudie-
rons dans ce chapitre et que nous désignerons dorénavant par la VIE (pour l’expression en anglais
“Volume Integral Equation”), n’a fait l’objet relativement que de très peu d’études. Ces études sont
d’ailleurs largement consacrées à l’aspect numérique de la VIE, notamment dans [46], [2] et [30], où
elle est résolue par la méthode des moments. Elle est combinée à un algorithme multipôle rapide
multiniveaux, pour analyser le rayonnement d’une antenne en présence d’un radôme diélectrique
dans [6]. Le spectre de l’opérateur est également étudié numériquement dans [3] et [44]. Toutefois,
sous les hypothèses de continuité au sens de Hölder dans l’espace tout entier, des paramètres carac-
téristiques du milieu, une analyse spectrale de l’opérateur intégral volumique est introduite dans
[3]. Il y est établi que le spectre de l’opérateur est composé à la fois d’un spectre essentiel continu
dominant aux basses fréquences et de valeurs propres discrètes qui deviennent plus signiﬁcatives
aux hautes fréquences. Parallèlement à la VIE, l’équation de Lippmann-Schwinger pour Maxwell,
correspondant à une équation intégrale volumique faiblement singulière est analysée dans [7], pour
le problème de diﬀraction dans un milieu à indice de réfraction uniformément Hölder continûment
diﬀérentiable dans l’espace tout entier.
L’hypothèse de continuité globale notamment de la permittivité électrique, n’est pas réaliste
du point de vue de la physique pour la diﬀraction par un corps diélectrique, où la permittivité est
typiquement discontinue à travers le bord, tandis que la perméabilité magnétique est bien souvent
constante. La formulation de la VIE et son analyse sont faites dans ce chapitre, en considérant une
permittivité discontinue à travers le bord du diélectrique. Cette hypothèse rend en plus, l’étude
valable pour des matériaux composés de plusieurs diélectriques, où nous avons plusieurs surfaces
de discontinuité pour la permittivité. L’hypothèse de discontinuité de la permittivité et de la per-
méabilité est faite dans [46] pour dériver la VIE dans une approche bien éloignée de celle qui sera
présentée dans ce chapitre. De même dans un article récent ([29]), Andreas Kirsch considère des
paramètres électromagnétiques (perméabilité magnétique, permittivité et conductivité électriques)
discontinus à travers la surface de l’obstacle et dérive une formulation intégrale volumique forte-
ment singulière, au problème de diﬀraction d’ondes électromagnétiques. L’équation intégrale est
ensuite analysée dans l’espace H(rot, .) des fonctions qui sont avec leur rotationnel, de carrés in-
tégrables (c’est l’espace naturel pour le problème de Maxwell), où il établit l’existence et l’unicité
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de la solution.
Nous débutons le chapitre par une présentation, dans la section 1, du problème de diﬀraction
que nous allons étudier. Ensuite dans la section 2, nous dérivons deux formulations intégrales du
problème de diﬀraction. L’une étant la VIE et l’autre, une formulation couplée surface-volume qui
est en fait un système d’équations impliquant des intégrales dans le domaine et sur sa surface.
Cette dernière est faiblement singulière et se réduit à l’équation de Lippmann-Schwinger déjà étu-
diée dans [7], si la permittivité est supposée continue à travers le bord du domaine. La section
3 assure l’équivalence entre les trois problèmes (les deux formulations intégrales et le problème
de diﬀraction). Enﬁn dans la section 4, nous utilisons l’équivalence entre les trois problèmes et la
faible singularité de la formulation couplée (qui la rend plus simple à analyser), pour montrer qu’ils
sont bien posés au sens de Hadamard. Nous établirons ensuite quelques propriétés de l’opérateur
intégral volumique, notamment de son spectre essentiel dans l’espace L2 des fonctions de carré
intégrable et en particulier, la satisfaction de l’inégalité de Gårding dans cet espace, ce qui est
intéressant pour la stabilité des schémas numériques basés sur la méthode de Galerkin et appliqués
à l’opérateur pour la résolution numérique de l’équation.
1.1 Le problème de diffraction
Nous considérons la propagation d’une onde électromagnétique dans un milieu isotrope non
homogène (l’espace R3 dans lequel est placé un objet diélectrique). La permittivitté électrique du
milieu est une fonction strictement positive de l’espace et sa perméabilité magnétique est supposée
constante pour simpliﬁer le problème et égale à celle du vide notée µ0. La conductivité électrique
σ est nulle.
L’onde électromagnétique est propagée dans l’espace, suite au rayonnement d’une source située
à une certaine distance du diélectrique. La propagation de cette onde est décrite par les équations
de Maxwell suivantes :
Si E,H,J et F sont respectivement le champ électrique, le champ magnétique, la densité du
courant et la source de rayonnement, en espace et en temps, alors les équations de Maxwell sont
données par  ∇× E + µ0 ∂tH = 0∇×H− ε ∂tE = J + F . (1.1)
⋆ En régime harmonique, on a
E(x, t) = 1√ε0 E(x) e
−iωt
H(x, t) = 1√µ0 H(x) e
−iωt
F(x, t) = 1√µ0 F (x) e
−iωt,
(1.2)
où ε0 est la permittivité électrique du vide et ω est la fréquence de l’onde. Les champs E,H et
F sont des champs de vecteurs complexes, ne dépendant que de la variable d’espace.
⋆ En milieu isotrope, la loi d’Ohm est J = σE et dans le cas du diélectrique (σ = 0), on a
J = 0.
On déduit de (1.1) et (1.2), les équations de Maxwell harmoniques suivantes, pour E et H : ∇×E − iκH = 0∇×H + iκεrE = F , (1.3)
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où κ = ω
√
µ0ε0 est le nombre d’onde et εr = εε0 est la permittivité relative.
1.1.1 Opérateurs de traces et espaces de fonctions
Soit D un ouvert borné de R3. On note Dc = R \ D et ∂D la frontière de D. Considérons
aussi u ∈ (C∞(D))3, u ∈ C∞(D) et n la normale unitaire extérieure à D. Nous utiliserons les
notations suivantes pour les opérateurs de traces :
γ0u = u|∂D (trace sur le bord)
γ1u = ∂nu|∂D (dérivée normale sur le bord)
γnu = n · u|∂D (trace normale sur le bord)
γ×u = n× u|∂D (trace tangentielle sur le bord).
Nous rappelons les déﬁnitions et notations suivantes pour les espaces de fonctions qui seront
utilisés dans la suite :
H(rot , D) =
{
u ∈ (L2(D))3; ∇× u ∈ (L2(D))3
}
H(div , D) =
{
u ∈ (L2(D))3; ∇ · u ∈ L2(D)
}
H(rot ,div , D) = H(rot , D) ∩ H(div , D)
Hloc(rot , Dc) =
{
u ∈ (L2loc(Dc)3; ∇× u ∈ (L2loc(Dc))3
}
Hloc(div , Dc) =
{
u ∈ (L2loc(Dc)3; ∇ · u ∈ L2loc(Dc)
}
Hloc(rot ,div , Dc) = Hloc(rot , Dc) ∩ Hloc(div , Dc)
H
− 12
t (∂D) =
{
u ∈ (H− 12 (∂D))3; γnu = 0
}
H1(D) =
{
f ∈ L2(D); ∇f ∈ L2(D)
}
H1(∆, D) =
{
f ∈ H1(D); ∆f ∈ L2(D)
}
.
On rappelle les résultats suivants qui sont détaillés dans [42], sur les opérateurs de traces :
Théorème 1.
i)- Les opérateurs γn et γ× sont continus sur (C∞(D))3 et se prolongent en opérateurs conti-
nus deH(div , D) dans H−
1
2 (∂D) et de H(rot , D) dans (H−
1
2 (∂D))3 respectivement.
ii)- Les opérateurs γ0 et γ1 sont continus sur C
∞(D) et se prolongent en opérateurs continus
de Hm(D) dans Hm−
1
2 (∂D) et dans Hm−
3
2 (∂D) respectivement, pour m ∈ N⋆. 
1.1.2 Le modèle
Le diélectrique est représenté par un domaine Ω−, ouvert connexe et borné de R3. La frontière
Γ de Ω− est régulière et on note Ω+, l’extérieur de Ω− (Ω+ = R3 \ Ω−). Nous rappellons que
n est la normale unitaire orientée vers l’extérieur de Ω− et ε (x) > 0, x ∈ R3. On suppose
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que ε|Ω− ∈ C1(Ω−), ε|Ω+= ε0 et ε est discontinue à travers Γ. Nous noterons η = 1 − εr, où
εr =
ε
ε0
est la permittivité relative. Nous rappellons également que dans l’espace tout entier, la
conductivité σ est supposée nulle et la perméabilité magnétigue µ est égale à µ0. Rappelons enﬁn
que le nombre d’onde est strictement positif et vaut κ = ω
√
µ0ε0, où ω est la fréquence.
Soit F ∈ H(div, Ω+), un champ de vecteur à support compact contenu dans Ω+. F représente
la densité de courant issue de la source de rayonnement primaire, c’est à dire le champ incident qui
sera diﬀracté par le diélectrique Ω−. Le problème de diﬀraction que nous noterons (P) est déﬁni
par les expressions (1.4) – (1.7) suivantes :
Trouver les champs E et H dans R3 vériﬁant :
• les conditions d’espaces :
Ei ∈ H(rot ,div ,Ω−), Ee ∈ Hloc(rot ,div ,Ω+),
Hi ∈ H(rot ,Ω−), He ∈ Hloc(rot ,Ω+),
avec Ei = E|Ω− , Hi =H |Ω− , Ee = E|Ω+ et He =H |Ω+
(1.4)
• les équations de Maxwell :
∇×Ei − iκHi = 0 et ∇×Hi + iκεrEi = 0 dans Ω−
∇×Ee − iκHe = 0 et ∇×He + iκEe = F dans Ω+,
(1.5)
où le champ électromagnétique (Ee,He), dans le domaine extérieur Ω+, est la superposition du
champ incident (Einc,Hinc), provenant de la source F , et du champ (Ediff ,Hdiff ) diﬀracté par
le diélectrique. C’est à dire
Ee = Ediff +Einc, He =Hdiff +Hinc, et
∇×Einc − iκHinc = 0 et ∇×Hinc + iκEinc = F dans R3.
• les conditions de transmission au bord :
n ·He = n ·Hi et n ·Ee = n · εrEi sur Γ (1.6)
• la condition de radiation de Silver-Müller (pour le champ diﬀracté (Ediff ,Hdiff )) :
Hdiff × xˆ−Ediff = O( 1
r2
) ; r → +∞ (1.7)
uniformément dans toutes les directions xˆ = xr où r = |x|.
Le problème de diﬀraction (P) est en fait, un problème de transmission d’ondes électro-
magnétiques.
Remarque 1. Les conditions (1.6) de transmission au bord du domaine sont équivalentes aux
conditions sur les composantes tangentielles n ×He = n ×Hi et n × Ee = n × Ei, grâce
aux équations de Maxwell (1.5). C’est d’ailleurs ces dernières qui sont le plus souvent considérées
pour le problème de diffraction. En outre, les conditions de transmission au bord impliquent que
les champs ∇×E, ∇×H, ∇ · (εE) et ∇ ·H sont localement intégrables, c’est à dire que les
équations de Maxwell harmoniques sont satisfaites dans tout l’espace, au sens des distributions.
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Fig. 1.1 – Visualisation du problème de diffraction d’ondes électromagnétiques par un diélectrique.
F est la source de rayonnement primaire (génératrice du champ incident).
Remarque 2. Le problème physique modélisé par le problème (P) est la diffraction par une lentille
diélectrique, d’un champ électromagnétique rayonné par une antenne. Un problème de diffraction lé-
gèrement différent est généralement considéré dans la littérature, où le champ incident est donné par
exemple comme une onde plane et où l’on s’intéresse seulement à l’onde diffractée (Ediff ,Hdiff )
dans Ω+. Ceci conduit à une formulation mathématique équivalente où les équations différentielles
sont homogènes (i.e F ≡ 0) et les conditions de transmissions sont non homogènes.
1.2 Les formulations intégrales du problème
Nous établissons un résultat de représentations intégrales pour une solution du problème de
diﬀraction (P). De ces représentations intégrales, nous déﬁnirons ensuite des équations intégrales.
Le théorème bien connu de représentation intégrale de Stratton-Chu que nous rappelons ici, est le
point de départ de ces équations.
1.2.1 Les représentations intégrales
Nous commençons d’abord par rappeler des formules d’intégrations basiques, qui seront large-
ment utilisées dans les démonstrations des résultats de ce chapitre. Ce sont des formules d’intégra-
tions par parties. Nous commençons par le théorème de la divergence de Gauss et énonçons ensuite
ses corollaires, notamment les formules d’intégrations de Green. Ces formules sont énoncées ici sans
preuve, on pourra toujours retrouver les preuves par exemple dans [41] ou pour une partie dans
[7].
Lemme 1. (Divergence de Gauss)
Soit D un domaine borné dans R3, de classe C2 et n la normale unitaire extérieure à D sur
∂D. Soit un champ de vecteurs u ∈ C1(D)3. Alors nous avons∫
D
∇ · u dx =
∫
∂D
n · u ds(x).

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De cette formule, on déduit le corollaire suivant :
Corollaire 1.
Soit D un domaine borné dans R3, de classe C2 et n la normale unitaire extérieure à D sur ∂D.
(i) Si f ∈ C1(D) et u ∈ C1(D)3, alors∫
D
f ∇ · u dx = −
∫
D
u · ∇f dx+
∫
∂D
n · u f ds(x).
(ii) Si u, v ∈ C1(D)3, alors∫
D
∇× u · v dx =
∫
D
u · ∇ × v dx+
∫
∂D
n× u · v ds(x).
Viennent ensuite les formules de Green scalaires :
(iii) Si f ∈ C2(D) et g ∈ C1(D), alors∫
D
g ∆f dx = −
∫
D
∇f · ∇g dx+
∫
∂D
g ∂nf ds(x).
(iv) Si f, g ∈ C2(D), alors∫
D
( g ∆f − f ∆g) dx =
∫
∂D
(g ∂nf − f ∂ng) ds(x).
Puis les formules de Green vectorielles :
(v) Si u ∈ C2(D)3 et v ∈ C1(D)3, alors∫
D
(∆u · v + ∇× u · ∇ × v + ∇ · u∇ · v) dx =
∫
∂D
(n× v · ∇ × u + n · v∇ · u) ds(x).
(vi) Si u, v ∈ C2(D)3, alors∫
D
(∆u · v − ∆v · u) dx =
∫
∂D
(n× v · ∇ ×u + n · v∇ · u − n× u · ∇ × v − n · u∇ · v) ds(x).

Remarque 3. Ces formules sont aussi valables pour un domaine Lipschitzien borné et sont ex-
tensibles aux espaces de Sobolev adéquats pour les différents opérateurs différentiels (voir [41]). Ce
sont d’ailleurs les formules (i) et (ii) dans ces espaces de Sobolev qui définissent les opérateurs de
traces normale γn et tangentielle γ×, respectivement dans H−
1
2 (∂D) et dans H−
1
2 (∂D)3, par
prolongement de l’espace des fonctions régulières (théorème 1).
Rappelons à présent sous forme de lemme, le théorème de représentation intégrale de Stratton-
Chu, qui nous servira à établir les représentations intégrales pour le problème de diﬀraction :
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Lemme 2. (Stratton-Chu)
Soit D un domaine borné dans R3, régulier de classe C2. Soit n la normale unitaire extérieure
à D sur ∂D, E et H deux champs de vecteurs dans C1(D)3. Alors pour tout x ∈ D nous avons
E(x) = −∇×
∫
∂D
n(y)×E(y)Gκ(x− y)ds(y) +∇
∫
∂D
n(y) ·E(y)Gκ(x− y)ds(y)
−iκ
∫
∂D
n(y)×H(y)Gκ(x− y)ds(y)+iκ
∫
D
{
∇×H(y)+iκE(y)
}
Gκ(x− y)dy
−∇
∫
D
∇·E(y)Gκ(x− y)dy +∇×
∫
D
{
∇×E(y)− iκH(y)
}
Gκ(x− y)dy, (1.8)
avec Gκ(x− y) = e
iκ|x−y|
4π|x− y| la solution fondamentale de l’équation de Helmholtz .
Pour la preuve du lemme, voir [7] (pages 150 - 151). 
Nous étendons cette formule de représentation intégrale à des champs de vecteurs (E,H) dans
l’espace H(rot,div, D) × H(rot, D), où les composantes des traces normales et tangentielles au
bord doivent être comprises au sens faible dans H−1/2(∂D).
Proposition 1. Avec les mêmes conditions de régularité sur le domaine D, la formule de repré-
sentation intégrale (1.8) est vraie pour les champs (E,H) ∈ H(rot,div, D)×H(rot, D).
Preuve :
Pour montrer que la formule (1.8) est aussi valable pour (E,H) ∈ H(rot,div, D)×H(rot, D),
nous utilisons la densité des fonctions régulières dans ces espaces (voir [18] et aussi [9] et [41]) et
la continuité des opérateurs intégraux intervenant dans la formule.
Introduisons le potentiel de volume N (appelé aussi potentiel de Newton) et le potentiel de
simple couche S, agissant tous les deux aussi bien sur des fonctions scalaires que sur des champs
de vecteurs :
Nu(x) =
∫
D
u(y)Gκ(x− y) dy, Sf(x) =
∫
∂D
f(y)Gκ(x− y) ds(y).
On rappelle les notations et déﬁnitions des traces normale γnu = n · u|∂D et tangentielle γ×u =
n× u|∂D sur ∂D. Nous pouvons écrire la relation (1.8) sous la forme
K(E,H) = 0 ∀ E,H ∈ (C1(D))3, (1.9)
où nous posons :
K(E,H) = E +∇×(Sγ×E)−∇SγnE + iκSγ×H
−∇×N (∇×E − iκH) +∇N (∇ ·E)− iκN (∇×H + iκE).
Puisque les opérateurs
S : H− 12 (∂D) −→ H1(D) et N : L2(D) −→ H2(D)
sont continus, nous pouvons prolonger (1.9) par densité de (C1(D))6 dans H(rot,div, D)×H(rot, D)
et obtenir
K(E,H) = 0 ∀ (E,H) ∈ H(rot,div, D)×H(rot, D).

Nous appliquons cette proposition aux cas D = Ω− et D = Ω+ ∩ BR, où BR est la boule
centrée sur l’origine et de rayon R suﬃsamment grand (que nous ferons tendre vers l’inﬁni).
En considérant les équations de Maxwell et la condition de radiation dans le problème (P), nous
établissons le lemme suivant :
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Lemme 3. Soit E et H deux champs de vecteurs sur R3 satisfaisant les hypothèses et les équations
du problème (P) excepté les conditions au bord. Notons de plus pour x ∈ R3,
U i(x) = −∇× S(γ×Ei)(x) +∇S(γnEi)(x)− iκS(γ×Hi)(x)
−∇N (∇ ·Ei)(x)− κ2N (ηEi)(x),
et
U e(x) = ∇× S(γ×Ee)(x)−∇S(γnEe)(x) + iκS(γ×He)(x) +D(x) ,
où
D(x) = − 1
iκ
∇
∫
Ω+
∇· F (y)Gκ(x− y) dy + iκ
∫
Ω+
Gκ(x− y)F (y) dy . (1.10)
Alors nous avons
U i =
{
Ei dans Ω
−
0 dans Ω+
et U e =
{
0 dans Ω−
Ee dans Ω
+ .
On rappelle que Ei = E|Ω− , Hi =H |Ω− , Ee = E|Ω+ et He =H |Ω+ .
Preuve :
i) Pour montrer que U i = Ei dans Ω−, Il suﬃt d’appliquer dans le domaine Ω−, la proposition 1
précédent (extension de la formule de représentation de Stratton-Chu), à E et H, puis d’utiliser
les équations (1.5) 
ii) Montrons que U i = 0 dans Ω+.
Gκ(x− .) est suﬃsamment régulière sur R3\{x}. Notons ∇y× et ∇y· respectivement le rotationel
et la divergence par rapport à un point y ∈ R3. Si u est un champ de vecteurs de carré intégrable
de même que son rotationnel et/ou sa divergence, on rappelle pour tout y ∈ R3 \ {x} :{ ∇y × (Gκ(x− y)u(y)) = Gκ(x− y)∇× u(y)−∇x × (Gκ(x− y)u(y)),
∇y · (Gκ(x− y)u(y)) = Gκ(x− y)∇ · u(y)−∇x · (Gκ(x− y)u(y)). (1.11)
Nous avons alors p.p.t x ∈ Ω+ :
S(γ×Ei)(x) =
∫
Γ
n(y)×Ei(y)Gκ(x− y) ds(y)
=
∫
Ω−
Gκ(x− y)∇×Ei(y) dy −∇×
∫
Ω−
Gκ(x− y)Ei(y) dy,
et
S(γnEi)(x) =
∫
Γ
n(y) ·Ei(y)Gκ(x− y) ds(y)
=
∫
Ω−
Gκ(x− y)∇ ·Ei(y) dy −∇ ·
∫
Ω−
Gκ(x− y)Ei(y) dy.
Puis avec les équations (1.5) et les identités
∇× (∇×)−∇(∇·) = −∆ et (∆ + κ2)Gκ(x− .) = −δx,
où δx est la distribution de Dirac au point x, on obtient :
−∇×
∫
Γ
n(y)×Ei(y)Gκ(x− y) ds(y) +∇
∫
Γ
n(y) ·Ei(y)Gκ(x− y) ds(y)
−iκ
∫
Γ
n(y)×Hi(y)Gκ(x− y) ds(y)
= ∇
∫
Ω−
Gκ(x− y)∇ ·Ei(y) dy + κ2
∫
Ω−
(1− εr(y))Gκ(x− y)Ei(y) dy.
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C’est à dire
−∇× S(γ×Ei)(x) +∇S(γnEi)(x)− iκS(γ×Hi)(x)−∇N (∇ ·Ei)(x)− κ2N (ηEi)(x) = 0.

iii) Montrons que U e = Ee dans Ω+.
Considérons dans R3, la sphère origine ΓR =
{
y ∈ R3; |y| = R
}
. On prend le rayon R suﬃsam-
ment grand pour que Ω− ⊂⊂ BR, où BR est la boule de frontière ΓR. On déﬁnit ainsi le domaine
Ω+R = BR \Ω−, dont la frontière est ∂Ω+R = Γ∪ΓR. La normale extérieure à Ω+R est nR sur ΓR et
est égale à −n sur Γ.
En posant ensuite pour tout x ∈ Ω+ :
MR(x) = −∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y) +∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)
−iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y) +∇×
∫
Γ
n(y)×Ee(y)Gκ(x− y) ds(y)
−∇
∫
Γ
n(y) ·Ee(y)Gκ(x− y) ds(y) + iκ
∫
Γ
n(y)×He(y)Gκ(x− y) ds(y)
+∇×
∫
Ω+
R
[
∇×Ee(y)− iκHe(y)
]
Gκ(x− y) dy −∇
∫
Ω+
R
∇ ·Ee(y)Gκ(x− y) dy
+iκ
∫
Ω+
R
[
∇×He(y) + iκEe(y)
]
Gκ(x− y) dy,
la proposition 1 appliquée aux champs E et H dans le domaine Ω+R donne alors
Ee(x) =MR(x) p.p.t x ∈ Ω+R. (1.12)
On reécrit MR grâce aux équations de Maxwell (1.5) du problème de diﬀraction :
MR(x) = −∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y) +∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)
−iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y) +∇×
∫
Γ
n(y)×Ee(y)Gκ(x− y) ds(y)
−∇
∫
Γ
n(y) ·Ee(y)Gκ(x− y) ds(y) + iκ
∫
Γ
n(y)×He(y)Gκ(x− y) ds(y)
− 1iκ ∇
∫
Ω+
R
∇ · F (y)Gκ(x− y) dy + iκ
∫
Ω+
R
Gκ(x− y)F (y) dy.
Une démonstration similaire à celle appliquée à U i permet d’établir :
MR(x) =

Ee(x) p.p.t x ∈ Ω+R
0 p.p.t x ∈ R3 \ Ω+R.
(1.13)
Il vient alors trivialement que
Ee(x) = lim
R→+∞
MR(x), p.p.t x ∈ Ω+. (1.14)
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Etablissons désormais la relation U e(x) = lim
R→+∞
MR(x), p.p.t x ∈ Ω+. Il s’agit de montrer que
p.p.t x ∈ Ω+,
[
∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y).
+iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y)
]
−→ 0, quand R→ +∞.
Pour R suﬃsamment grand, à l’aide des relations ∇xGκ(x − y) = −∇yGκ(x − y) pourx 6= y et
u× (v ×w) = (u ·w)v − (u · v)w, on a p.p.t x ∈ Ω+ :
∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)
+iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y)
=
∫
ΓR
[
∇x × (nR(y)×Ee(y)Gκ(x− y))−∇x(nR(y) ·Ee(y)Gκ(x− y))
+iκGκ(x− y)(nR(y)×He(y)Gκ(x− y))
]
ds(y)
=
∫
ΓR
[
∇xGκ(x− y)× (nR(y)×Ee(y)) +∇yGκ(x− y)(nR(y) ·Ee(y))
+iκGκ(x− y)(nR(y)×He(y)Gκ(x− y))
]
ds(y)
=
∫
ΓR
[
(∂nR(y)Gκ(x− y))Ee(y)−Ee(y)× (nR(y)×∇yGκ(x− y))
+iκGκ(x− y)(nR(y)×He(y)Gκ(x− y))
]
ds(y)
= I1 + I2 + I3,
avec
I1 =
∫
ΓR
(
∂nR(y)Gκ(x− y)− iκGκ(x− y)
)
Ee(y) ds(y),
I2 =
∫
ΓR
Ee(y)×
(
nR(y)×∇yGκ(x− y)
)
ds(y),
I3 = iκ
∫
ΓR
Gκ(x− y)
(
nR(y)×He(y) +Ee(y)
)
ds(y).
Nous allons montrer à présent que chacune des expressions I1, I2 et I3 tend vers 0.
∗ ∗ ∗ pour I3
Nous avons
y ∈ ΓR =⇒ y = RnR(y) et Gκ(x− y) = O( 1
R
) , R→ +∞
avec la condition de radiation de Silver-Müller (1.7) :
nR(y)×He(y) + Ee(y) = O( 1
R2
) , R→ +∞.
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Il est clair que I3 −→ 0, quand R→ +∞ p.p dans Ω+. 
∗ ∗ ∗ pour I1 et I2
D’après l’inégalité de Cauchy-Schwarz, nous avons
|I1|2 ≤
∫
ΓR
|∂nR(y)Gκ(x− y)− iκGκ(x− y)|2 ds(y)
∫
ΓR
|Ee(y)|2 ds(y),
|I2|2 ≤
∫
ΓR
|Ee(y)|2 ds(y)
∫
ΓR
|nR(y)×∇yGκ(x− y)|2 ds(y).
En outre, on a les comportements asymptotiques suivants, impliquant la solution fondamentale
Gκ :
∂nR(y)Gκ(x− y)− iκGκ(x− y) = O(
1
R2
), R→ +∞ (1.15a)
nR(y)×∇yGκ(x− y) = O( 1
R2
), R→ +∞. (1.15b)
Il nous suﬃt donc de montrer l’estimation∫
ΓR
|Ee|2 = O(1) R→ +∞, (1.16)
pour conclure grâce aux estimations (1.15) et à l’inégalité de Cauchy-Schwarz, que
I1 −→ 0 et I2 −→ 0, quand R→ +∞ p. p. dans Ω+.
Montrons à présent l’estimation (1.16). On a
|He × nR −Ee|2 = |He × nR|2 + |Ee|2 − 2Re
{
(nR ×Ee) ·He
}
.
La condition de radiation de Silver-Müller conduit à∫
ΓR
|He × nR −Ee|2 =
∫
ΓR
[
|He × nR|2 + |Ee|2 − 2Re
{
(nR ×Ee) ·He
}]
−→ 0, quand R→ +∞.
(1.17)
Par ailleurs, on a∫
ΓR
Re
{
(nR ×Ee) ·He
}
= Re
[∫
Γ
(n×Ee) ·He +
∫
Ω+
R
(
∇×Ee ·He −∇×He ·Ee
)]
= Re
[∫
Γ
(n×Ee) ·He +
∫
Ω+
R
(
iκHe ·He + (iκEe − F ) ·Ee
)]
= Re
[∫
Γ
(n×Ee) ·He
]
−Re
∫
Ω+
R
Ee · F .
Puisque F est à support compact dans Ω+, nous avons
Re
∫
Ω+
R
Ee · F = O(1) , R→ +∞.
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Donc
∫
ΓR
Re
{
(nR×Ee) ·He
}
= O(1) , R→ +∞. La relation (1.17) entraîne ensuite le résultat
suivant : ∫
ΓR
{
|He × nR|2 + |Ee|2
}
= O(1) , R→ +∞.
On obtient ainsi ∫
ΓR
|He × nR|2 = O(1) , et
∫
ΓR
|Ee|2 = O(1) , R→ +∞.
D’où l’estimation (1.16). Finalement, le passage à la limite donne p.p.t x ∈ Ω+,
lim
R→∞
MR(x) = ∇×
∫
Γ
n(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
Γ
n(y) ·Ee(y)Gκ(x− y) ds(y)
+iκ
∫
Γ
n(y)×He(y)Gκ(x− y) ds(y)− 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
+iκ
∫
Ω+
Gκ(x− y)F (y) dy
= ∇× S(γ×Ee)(x)−∇S(γnEe)(x) + iκS(γ×He)(x) +D(x)
= U e(x).
Cette estimation et l’égalité (1.14) conduisent donc au résultat U e = Ee dans Ω+. 
iv) Montrons enﬁn que U e = 0 dans Ω−.
Gκ(x − .) est suﬃsamment régulière sur R3 \ {x}. Nous avons p.p.t x ∈ Ω− et pour tout R
suﬃsamment grand,
∇× S(γ×Ee)(x)−∇S(γnEe)(x) + iκS(γ×He)(x)
= ∇×
∫
Γ
n(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
Γ
n(y) ·Ee(y)Gκ(x− y) ds(y)
+iκ
∫
Γ
n(y)×He(y)Gκ(x− y) ds(y)
= ∇×
[∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y)−
∫
Ω+
R
∇×y
(
Ee(y)Gκ(x− y)
)
dy
]
−∇
[∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)−
∫
Ω+
R
∇ ·y
(
Ee(y)Gκ(x− y)
)
dy
]
+iκ
[∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y)−
∫
Ω+
R
∇×y
(
He(y)Gκ(x− y)
)
dy
]
.
A l’aide des équations de Maxwell (1.5) du problème de diﬀraction (P), des relations (3.2) et de
l’identité ∇× (∇×)−∇(∇·) = −∆, on a
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∇× S(γ×Ee)(x)−∇S(γnEe)(x) + iκS(γ×He)(x)
= ∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)
+iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y)− (∆ + κ2)
∫
Ω+
R
Ee(y)Gκ(x− y) dy
+ 1iκ ∇
∫
Ω+
R
∇ · F (y)Gκ(x− y) dy − iκ
∫
Ω+
R
Gκ(x− y)F (y) dy.
Puis en procédant exactement comme dans le cas précédent, il vient p.p.t x ∈ Ω−,[
∇×
∫
ΓR
nR(y)×Ee(y)Gκ(x− y) ds(y)−∇
∫
ΓR
nR(y) ·Ee(y)Gκ(x− y) ds(y)
+iκ
∫
ΓR
nR(y)×He(y)Gκ(x− y) ds(y)
]
−→ 0 , quand R→ +∞.
D’ où U e = 0 dans Ω−, par passage à la limite (R→ +∞) . 
Nous déduisons de ce dernier lemme, les représentations intégrales pour le champ électrique E,
dans la proposition suivante. En plus du potentiel de simple couche S et du potentiel de Newton
N , nous utiliserons dans la proposition, l’opérateur M donné par :
Mu(x) =
∫
Ω−
∇y Gκ(x− y) · u(y) dy.
Proposition 2. Soit (E,H) une solution du problème (P). Alors nous avons les représentations
intégrales suivantes pour E ∈ R3 :
E = ∇S(η γnEi)−∇N (∇ ·Ei)− κ2N (ηEi) +D (1.18)
et
E = ∇M(ηEi)− κ2N (ηEi) +D. (1.19)
Preuve :
Par le lemme précédent, nous avons dans tout R3 :
E = U i +U e
= ∇× S(γ×(Ee −Ei))−∇S(γn(Ee −Ei)) + iκS(γ×(He −Hi))
−∇N (∇ ·Ei)− κ2N (ηEi) +D.
Considérant les conditions de transmissions au bord (1.6) :
γ×(Ee −Ei) = 0 = γ×(He −Hi) et γn(Ee −Ei) = (εr − 1)γnEi sur Γ,
nous obtenons la première représentation intégrale (1.18). Par ailleurs, une intégration par parties
donne
S(ηn·Ei)(x) =
∫
Γ
(1− εr(y))Gκ(x− y)n(y) ·Ei(y) ds(y)
=
∫
Ω−
Gκ(x− y)∇·Ei(y) dy −
∫
Ω−
Gκ(x− y)∇·(εr(y)Ei(y)) dy
+
∫
Ω−
(1− εr(y))∇yGκ(x− y) ·Ei(y) dy.
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Ainsi, utilisant l’égalité ∇·(εrEi) = 0, qui est une conséquence des équations de Maxwell (1.5),
nous sommes conduits à
S(η γnEi)−N (∇·Ei) =M(ηEi) . (1.20)
Injectant cette égalité dans (1.18), nous obtenons la représentation (1.19). 
Remarque 4. Les représentations intégrales pour le champ magnétique H se déduisent de celles du
champ électrique E, par les équations de Maxwell du problème (P). Le choix du champ E pour les
représentations intégrales est complètement arbitraire. Nous aurions tout aussi bien pu représenter
le champ magnétique par un traitement similaire et en déduire celles du champ électrique.
1.2.2 Les équations intégrales
Nous présentons ici, deux équations intégrales déﬁnies à partir des représentations intégrales
établies dans la proposition précédente. L’une est une formulation couplée surface-volume consti-
tuée d’un système d’équations intégrales issues de l’équation (1.18) et de sa trace normale sur la
frontière Γ. L’autre équation est la VIE, provenant de (1.19).
Des équations de (P), nous avons ∇·(εrE) = 0 au sens des distributions sur R3. Dans Ω−, nous
avons alors ∇·Ei = − 1
εr
∇εr ·Ei , et donc nous allons remplacer dans la représentation intégrale
(1.18), l’expression ∇·Ei par − 1
εr
∇ εr · Ei. Désignons par τ , le gradient logarithmique de εr :
τ = − 1
εr
∇εr et déﬁnissons les opérateurs intégraux suivants :
Sη : f 7→ S(η f), Nτ : u 7→ N (τ · u), Nη : u 7→ N (ηu), Mη : u 7→ M(ηu), (1.21)
où f etu sont respectivement des champs scalaire et vectoriel déﬁnis sur Γ et sur Ω−.
Déﬁnissons également les opérateurs de traces intérieurs et extérieurs :
γ±0 g := g
±
|Γ , γ
±
1 g := (n · ∇g±)|Γ , γ±n v := γnv±, et γ±×v := γ×v±,
pour g et v respectivement des champs scalaire et vectoriel déﬁnis sur R3, avec g± := g|Ω± et
v± := v|Ω± . Le système couplé d’équations intégrales, que nous désignerons par (E1) est déﬁni
comme suit :
(E1)

Trouver (E∗, e∗) ∈ (L2(Ω−))3 ×H− 12 (Γ), tel que1−∇Nτ + κ2Nη −∇Sη
κ2γ−nNη − γ−1 Nτ 1− γ−1 Sη
E∗
e∗
 =
 D
γ−nD.

Remarque 5. L’équation (E1) est un système faiblement singulier. Si la permittivité ε est conti-
nue à travers la frontière Γ, alors la fonction η = 1 − εr est nulle sur Γ et la contribution du
bord dans le système disparaît. Nous retrouvons dans ce cas, l’équation de Lippmann-Schwinger
pour Maxwell, étudiée dans [7].
La seconde formulation (la VIE) que nous désignerons par (E2), se déﬁnit comme suit :
(E2)
{
Trouver E◦ ∈ (L2(Ω−))3, tel que(
1−∇Mη + κ2Nη
)
E◦ =D.
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Remarque 6. Une autre voie pour parvenir à la représentation intégrale (1.19) et ensuite par
restriction à Ω−, à la VIE, est la suivante :
i) Ecrire le problème de transmission (P) comme un système de second ordre (par élimination du
champ H) valable au sens des distributions dans l’espace tout entier, puis transporter l’inhomogé-
néité au second membre :
∇× (∇×E)− κ2E = −κ2ηE + iκF .
ii) Résoudre ensuite le système par convolution avec la solution fondamentale (fortement singulière)
U∗ de l’opérateur à coefficient constant ∇× (∇×)− κ2. Ceci donne
E = −κ2U∗ ∗ (ηE) + iκU∗ ∗ F
et cette expression coïncide avec la représentation (1.19), puisque la fonction η s’annule à l’exté-
rieur de Ω−.
Soit l’opérateur matriciel ∇∇ = (∂i∂j)i,j=1,2,3, où ∂i est la dérivée partielle par rapport à la
i-ième variable d’espace, et soit I la matrice identité d’ordre 3. La solution fondamentale U∗ est
donné par :
U∗(x) =
1
κ2
∇∇Gκ(x) + IGκ(x) . (1.22)
1.3 Equivalence entre les formulations intégrales et le pro-
blème de diffraction
Nous assurons ici l’équivalence entre les équations intégrales et le problème de transmission.
Ce résultat d’équivalence est non seulement intéressant pour l’aspect numérique (qui sera abordé
dans les chapitres suivants), puisqu’il nous conﬁrme que la résolution de la VIE est aussi celle du
problème de transmision, mais il est aussi intéressant pour l’analyse. En eﬀet, la forte singularité
de la VIE rendant diﬃcile l’analyse directe de celle-ci, nous pourrons faire cette annalyse grâce à
l’équivalence, via la formulation couplée (E1) qui est faiblement singulière et donc plus simple à
analyser. L’équivalence est établie d’abord entre le problème de diﬀraction (P) et la formulation
couplée (E1), puis dans un cadre plus général, entre les équations (E1) et (E2).
1.3.1 Equivalence entre (E1) et (P)
On commence simplement par établir l’implication suivante :
Théorème 2. Si (E,H) est une solution du problème (P), alors la paire (Ei, γnEi) est une
solution du problème (E1).
Preuve :
Ce résultat est en fait une conséquence des propositions 1, 2 et du lemme 3. En eﬀet, Si (E,H)
est solution du problème de transmission (P), on rappelle la représentation intégrale de E d’après
la proposition 2 :
E = ∇S(η γnEi)−∇N (∇ ·Ei)− κ2N (ηEi) +D.
Prenant la restriction Ei de E à Ω−, et remarquant que ∇·Ei = − 1
εr
∇εr · Ei, on obtient la
première équation de (E1) :
Ei − ∇Nτ Ei + κ2NηEi − ∇Sη γnEi = D.
La seconde équation est obtenue, en prenant tout simplement la trace normale de Ei dans cette
expression. Par conséquent, le couple (Ei , γnEi) est solution du problème (E1), puisqu’il est bien
dans (L2(Ω−)3 ×H− 12 (Γ). 
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Remarque 7. Un calcul direct avec l’expression (1.10) du champ D, donnée dans le lemme 3,
montre que ∇× (∇×D)− κ2D = iκF , dans R3. C’est à dire que D est le champ incident Einc.
Le champ magnétique incident est alors Hinc =
1
iκ∇×D.
La démonstration de la réciproque au résultat précédent requiert l’établissement de résultats
intermédiaires. Le premier est le principe de continuation unique établi dans [37] et [43] :
Lemme 4. Soit D un domaine de R3, une fonction réelle u ∈ H2loc(D), telle que
∀K ⊂⊂ D,∃c ≥ 0; |∆u| 6 c(|u|+ |∇u|) p.p dans D.
Si u s’annule dans un voisinage d’un point x0 ∈ D, alors u = 0 dans D.
Pour la preuve, voir [37] (page 65). 
Nous établissons grâce à ce résultat, le lemme suivant :
Lemme 5. La solution triviale est l’unique solution du problème de Lippmann-Schwinger suivant :{
Trouver q ∈ L2(D) tel que :
(1 + κ2Nη)q = 0 dans D, (1.23)
où on rappelle la définition du potentiel de volume Nηu(x) =
∫
D
η(y)Gκ(x−y)u(y) dy, avec x ∈ D
et u, un champ scalaire défini sur D.
Preuve
Si q est solution du problème (1.23), nous avons q = −κ2Nηq. Ainsi q ∈ H2(D), puisque Nη
est borné de L2(D) dans H2(D). Posons :
u(x) := −κ2
∫
D
η(y)Gκ(x− y)q(y) dy, x ∈ R3.
On a alors u ∈ H2loc(R3) avec u|D = q. Donc{
[γ0u]∂D = γ
+
0 (u)− γ−0 (u) = 0
[γ1u]∂D = γ
+
1 (u)− γ−1 (u) = 0,
avec (∆+κ2)u = 0 dans D et (∆+κ2εr)u = 0 dans R3 \D. En fait, u est solution du problème : u ∈ H
2
loc(R
3)
(∆ + κ2εr)u = 0 dansR
3
∂ru− iκu = O( 1r2 ) , r → +∞.
(1.24)
∂ru− iκu = O( 1r2 ), r → +∞ est la condition de radiation de Sommerfeld. Grâce à cette condition
de radiation, nous nous aidons du théorème de Rellich pour montrer que u s’annule à l’extérieur
de D et ensuite, l’application du principe de continuation unique (lemme 4) dans un domaine
contenant strictement D, montre que u = 0 partout et en particulier que q = 0. 
Avec ces lemmes, nous pouvons à présent énoncer et démontrer la réciproque au théorème 2.
Théorème 3. Si (E∗, e∗) ∈ (L2(Ω−))3 ×H− 12 (Γ) est une solution du problème (E1), alors nous
avons une solution (E,H) du problème (P) en définissant :
E|Ω− = E∗,
E|Ω+ (x) = ∇S(η e∗)(x)−∇N (∇ ·E∗)(x)− κ2N (ηE∗)(x) +D(x) ,
H |Ω− =
1
iκ
∇×E∗ et H |Ω+ =
1
iκ
∇×E|Ω+ .
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Preuve : Nous allons montrer ici, que le champ (E,H) construit ci-dessus, vériﬁe successivement
toutes les conditions déﬁnissant le problème de diﬀraction (P). A savoir, les conditions d’appar-
tenance au cadre fonctionnel réquis, les équations de Maxwell, les conditions de transmission au
bord et la condition de radiation de Silver-Müller.
Si la paire (E∗, e∗) ∈ (L2(Ω−)3 ×H− 12 (Γ) est solution du problème (E1), alors les restrictions
E|Ω− , H |Ω− , E|Ω+ et H |Ω+ des champs E et H aux domaines Ω
− et Ω+ déﬁnies dans l’énoncé du
théorème, ont les expressions suivantes :
E|Ω− = ∇S(η e∗) +∇N (τ ·E∗)− κ2N (ηE∗) +D,
E|Ω− (x) = ∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)− κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+∇
∫
Ω−
Gκ(x− y) 1
εr(y)
∇εr(y) ·E∗(y) dy + iκ
∫
Ω+
Gκ(x− y)F (y) dy
− 1iκ ∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy.
(1.25)
E|Ω+ = ∇S(η e∗)−∇N (∇ ·E∗)− κ2N (ηE∗) +D,
E|Ω+ (x) = ∇
∫
Γ
η(y)Gκ(x− y)n(y) ·E∗(y) ds(y)−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy
−κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + iκ
∫
Ω+
Gκ(x− y)F (y) dy
− 1iκ ∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy.
(1.26)
H |Ω− =
1
iκ
∇×E|Ω− ,
H |Ω− (x) = iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy +∇×
∫
Ω+
Gκ(x− y)F (y) dy. (1.27)
H |Ω+ =
1
iκ
∇×E|Ω+ ,
H |Ω+ (x) = iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy +∇×
∫
Ω+
Gκ(x− y)F (y) dy. (1.28)
Et puis e∗ est donné par :
e∗ = γ−1 S(ηe∗) + γ−1 N (τ ·E∗)− κ2γ−nN (ηE∗) + γ−nD,
e∗(x) = ∂−n
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)− κ2 n(x)·
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+∂−n
∫
Ω−
Gκ(x− y) 1
εr(y)
grad εr(y) ·E∗(y) dy
− 1iκ ∂−n
∫
Ω+
∇ · F (y)Gκ(x− y) dy + iκn(x)·
∫
Ω+
Gκ(x− y)F (y) dy.
(1.29)
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Nous rappelons que η = 1 − εr. Vériﬁons à présent que les conditions du problème (P) sont
satisfaites.
i) Les champs E|Ω− , H |Ω− , E|Ω+ et H |Ω+ appartiennent bien aux espaces fonctionnels réquis
pour le problème (P). Ceci se déduit de la régularité des opérateurs intégraux intervenant dans les
expressions (1.25) – (1.29) (en se rappelant que le champ F est à support compact dans Ω+). 
ii) les équations de Maxwell (1.5) dans Ω−
Par déﬁnition de H |Ω− =
1
iκ ∇ × E|Ω− , la première équation dans Ω− est vériﬁée. Montrons
à présent, la seconde. Dans un premier temps, en prenant dans (1.25), la trace normale γ−n (E|Ω− )
de E|Ω− sur le bord Γ et en comparant avec l’expression de e∗ dans (1.29), on vériﬁe aisement que
e∗ = γ−n (E|Ω− ). Nous avons ensuite
∇×H |Ω− + iκεrE|Ω− =
1
iκ
∇×∇×E|Ω− + iκεrE|Ω− .
Puisque F est à support compact dans Ω+ et donc nul sur le bord Γ, en utilisant l’expression de
E|Ω− dans (1.25), avec une intégration par parties (théorèmes d’intégration de Gauss et de Green)
en plus des identités ∇× (∇×) = −∆+∇(∇·) et
∫
Ω+
∇y · (Gκ(x−y)F (y)) dy = 0, nous obtenons
(∇×H |Ω− + iκεrE|Ω− )(x)
= iκη(x)
{
E|Ω− (x) + κ
2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy − ∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
− iκ
∫
Ω+
Gκ(x− y)F (y) dy + 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
}
+ iκ
{
∇
∫
Ω−
Gκ(x− y)∇ · (η(y)E∗(y)) + εr(x)∇
∫
Ω−
Gκ(x− y) 1
εr(y)
∇εr(y) ·E∗(y) dy
}
.
En utilisant (1.25), il vient donc
(∇×H |Ω− + iκεrE|Ω− )(x)
= iκ∇
∫
Ω−
Gκ(x− y)
{
∇ · (η(y)E∗(y)) + 1
εr(y)
∇εr(y) ·E∗(y)
}
dy
= iκ∇
∫
Ω−
Gκ(x− y)
{
1
εr(y)
(
εr(y)∇ ·E∗(y) +∇εr(y) ·E∗(y)
)
−∇ · (εr(y)E∗(y))
}
.
C’est à dire
(∇×H |Ω− + iκεrE|Ω− )(x) = iκ∇
∫
Ω−
η(y)Gκ(x− y) 1
εr(y)
∇ · (εr(y)E∗(y)) dy. (1.30)
En prenant par ailleurs la divergence de l’équation (1.30), nous avons
∇ · (εr(x)E∗(x)) = ∆
∫
Ω−
η(y)Gκ(x− y) 1
εr(y)
∇ · (εr(y)E∗(y)) dy
= − η(x)
εr(x)
∇·(εr(x)E∗(x))− κ2
∫
Ω−
η(y)Gκ(x− y) 1
εr(y)
∇·(εr(y)E∗(y)) dy.
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C’est à dire :
1
εr(x)
∇ · (εr(x)E∗(x)) = −κ2
∫
Ω−
η(y)Gκ(x− y) 1
εr(y)
∇ · (εr(y)E∗(y)) dy.
Posons q := 1εr ∇ · (εrE∗). Alors q est solution du problème de Lippmann-Schwinger (1.23), dans
le domaine Ω−. Le lemme 5 nous conduit donc à q := 1εr∇·(εrE∗) = 0, c’est Ĺ dire ∇·(εrE∗) = 0.
En injectant ceci dans l’égalité (1.30), on obtient
∇×H |Ω− + iκεrE|Ω− = 0.
D’où la seconde équation de (1.5). 
iii) les équations de Maxwell (1.5) dans Ω+
Ici aussi, la première équation dans Ω+ est vériﬁée par la déﬁnition de H |Ω+ . Il ne nous faut
donc vériﬁer que la seconde. On a
∇×H |Ω+ + iκE|Ω+ =
1
iκ
∇×∇×E|Ω+ + iκE|Ω+ .
Nous utilisons l’expression de E|Ω+ (1.26), en remarquant que ∇ · E∗ = − 1εr∇εr · E∗ (puisque∇ · (εrE∗) = 0). Nous obtenons ainsi
(∇×H |Ω+ + iκE|Ω+ )(x)
= iκ3
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+ iκ∇
∫
Ω−
{
Gκ(x− y)∇ · (η(y)E∗(y))−∇ ·y (η(y)Gκ(x− y)E∗(y))
}
dy
+F (x) + κ2
∫
Ω+
Gκ(x− y)F (y) dy + iκ∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
+∇
∫
Ω+
{
Gκ(x− y)∇ · F (y)−∇ ·y (Gκ(x− y)F (y))
}
dy
+ iκ∇
∫
Ω−
Gκ(x− y) 1
εr(y)
∇εr(y) ·E∗(y) dy −∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
− iκ3
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy − κ2
∫
Ω+
Gκ(x− y)F (y) dy.
Une intégration par parties de l’intégrale
∫
Ω−
∇y ·[(η(y)Gκ(x− y)E∗(y)) dy , puis une organisation
des termes qui s’annulent mutuellement dans l’expression ci-dessus, nous conduisent à :
∇×H |Ω+ + iκE|Ω+ = F ,
qui est l’équation recherchée. Nous avons donc établi les conditions (1.5) dans Ω+. 
iv) les conditions de transmission au bord (1.6)
Bien que seules les conditions sur les traces normales soient nécessaires, nous vériﬁerons que les
conditions sur les traces tangentielles sont également satisfaites.
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Soit la boule BR =
{
x ∈ R3; |x| < R
}
avec R > 0 tel que Ω− ⊂ BR ; on pose Ω+R = BR \ Ω−.
On considère ψ ∈ (C∞0 (BR))3. On a
〈γ×E|Ω+ − γ×E|Ω− , ψ〉Γ
=
∫
Ω+
R
(
E|Ω+ · ∇ × ψ −∇×E|Ω+ · ψ
)
+
∫
Ω−
(
E|Ω− · ∇ × ψ −∇×E|Ω− · ψ
)
=
∫
Ω+
R
∇× ψ(x) ·
{
∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy − κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+iκ
∫
Ω+
Gκ(x− y)F (y) dy − 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
}
dx
−
∫
Ω+
R
ψ(x)·
{
−κ2∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + iκ∇×
∫
Ω+
Gκ(x− y)F (y) dy
}
dx
+
∫
Ω−
∇× ψ(x) ·
{
∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy − κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+iκ
∫
Ω+
Gκ(x− y)F (y) dy − 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
}
dx
−
∫
Ω−
ψ(x)·
{
−κ2∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + iκ∇×
∫
Ω+
Gκ(x− y)F (y) dy
}
dx.
(1.31)
Nous associons et calculons les termes de cette égalité :
◮ Le potentiel de simple couche déﬁni par a(x) :=
∫
Γ
η(y)Gκ(x−y) e∗(y) ds(y), pour x ∈ BR \ Γ,
est à saut nul sur le bord Γ. Il est donc dans l’espace H1loc(R
3) et par conséquent dans H1(BR).
D’où ∫
Ω+
R
∇× ψ(x) · ∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y) dx
+
∫
Ω−
∇× ψ(x) · ∇
∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y) dx
=
∫
Ω+
R
∇× ψ(x) · ∇ a(x) dx+
∫
Ω−
∇× ψ(x) · ∇ a(x) dx
=
∫
Γ
n(x) · ∇ × ψ(x){γ−0 a(x) − γ+0 a(x)} ds(x) = 0.
(1.32)
◮ Les fonctions b, c,d, l déﬁnies par :
b(x) :=
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy, c(x) :=
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy,
l(x) :=
∫
Ω+
∇ · F (y)Gκ(x− y) dy, et d(x) :=
∫
Ω+
Gκ(x− y)F (y) dy,
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sont dans l’espace H2(BR) (on rappelle que F est à support compact dans Ω+ ). Ces fonctions
ont alors des sauts nuls sur Γ et nous amènent ainsi à l’égalité
∫
Ω+
R
∇× ψ(x) ·
{
−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy − κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+ iκ
∫
Ω+
Gκ(x− y)F (y) dy − 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
}
dx
+
∫
Ω−
∇× ψ(x) ·
{
−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy − κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+ iκ
∫
Ω+
Gκ(x− y)F (y) dy − 1
iκ
∇
∫
Ω+
∇ · F (y)Gκ(x− y) dy
}
dx
=
∫
Ω+
R
∇× ψ(x) ·
{
−∇b(x) − κ2c(x) + iκd(x)− 1
iκ
∇l(x)
}
dx
+
∫
Ω−
∇× ψ(x) ·
{
−∇b(x) − κ2c(x) + iκd(x)− 1
iκ
∇l(x)
}
dx
= −κ2
∫
Ω+
R
ψ(x) · ∇ × c(x)dx + iκ
∫
Ω+
R
ψ(x) · ∇ × d(x)dx
−κ2
∫
Ω−
ψ(x) · ∇ × c(x)dx + iκ
∫
Ω−
ψ(x) · ∇ × d(x)dx.
(1.33)
En combinant les résultats (1.32) et (1.33) avec (1.31) on arrive à
〈γ×E|Ω+ − γ×E|Ω− , ψ〉Γ = 0, pour tout ψ ∈ (C∞0 (BR))3.
Donc γ×E|Ω+ = γ×E|Ω− dans (H
− 12 (Γ))3. 
Par ailleurs, on calcule
〈γ×H |Ω+ − γ×H |Ω− , ψ〉Γ
=
∫
Γ
ψ(x)·
{
γ+×
(
iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + ∇×
∫
Ω+
Gκ(x− y)F (y) dy
)
− γ−×
(
iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + ∇×
∫
Ω+
Gκ(x− y)F (y) dy
)}
dx.
(1.34)
De la régularité des fonctions c, d intervenant dans (1.44), on obtient l’annulation du saut des
traces tangentielles du champ H sur Γ :
〈γ×H |Ω+ − γ×H |Ω− , ψ〉Γ = 0, pour toutψ ∈ (C∞0 (BR))3.
Donc γ×H |Ω+ = γ×H |Ω− dans (H
− 12 (Γ))3. 
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Quant aux conditions sur les traces normales, nous avons
〈γnH |Ω+ − γnH |Ω− , ψ〉Γ
=
∫
Γ
ψ(x)
{
γ+n
(
iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + ∇×
∫
Ω+
Gκ(x− y)F (y) dy
)
− γ−n
(
iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy + ∇×
∫
Ω+
Gκ(x− y)F (y) dy
)}
dx.
(1.35)
Nous avons dans (1.35) les mêmes fonctions que dans (1.44), alors les mêmes arguments de régularité
nous permettent de conclure que le saut des traces normales est nul :
〈γnH |Ω+ − γnH |Ω− , ψ〉Γ = 0, pour toutψ ∈ C∞0 (BR).
Par conséquent, γnH |Ω+ = γnH |Ω− dans H
− 12 (Γ). 
Pour compléter les conditions de transmission au bord, nous évaluons enﬁn les traces normales
du champ E.
〈γnE|Ω+ − γnεrE|Ω− , ψ〉Γ
=
∫
Γ
ψ(x)
{
γ+1
(∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
)
− γ+1
(∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy
)
−κ2γ+n
(∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
)
+ iκ γ+n
(∫
Ω+
Gκ(x− y)F (y) dy
)
− 1iκ γ+1
(∫
Ω+
∇ · F (y)Gκ(x− y) dy
)}
dx
−
∫
Γ
ψ(x)εr(x)
{
γ−1
(∫
Γ
η(y)Gκ(x− y) e∗(y) ds(y)
)
− γ−1
(∫
Ω−
Gκ(x− y)∇·E∗(y) dy
)
−κ2γ−n
(∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
)
+ iκ γ−n
(∫
Ω+
Gκ(x− y)F (y) dy
)
− 1iκ γ−1
(∫
Ω+
∇ · F (y)Gκ(x− y) dy
)}
dx.
(1.36)
Les mêmes fonctions a, b, c, d et l introduites précédemment, déﬁnissent le saut des traces
normales du champ E. Puisque b, l d’une part et c, d d’autre part sont respectivement dans les
espaces H2(BR) et (H2(BR))3, nous avons au bord Γ :
γ+1 b = γ
−
1 b, γ
+
1 l = γ
−
1 l, γ
+
n c = γ
−
n c et γ
+
n d = γ
−
n d.
Par ailleurs, les relations de sauts au bord pour la fonction a sont :
γ+1 a(x) = − 12η(x) e∗(x) +
∫
Γ
η(y)∂n(x)Gκ(x− y) e∗(y) ds(y),
γ−1 a(x) = +
1
2η(x) e∗(x) +
∫
Γ
η(y)∂n(x)Gκ(x− y) e∗(y) ds(y).
Donc γ+1 a(x)− γ−1 a(x) = −η(x) e∗(x), x ∈ Γ. De retour à l’équation (1.36), on a
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〈γnE|Ω+ − γnεrE∗, ψ〉Γ
=
∫
Γ
ψ(x)
{
γ+1 a(x)− εr(x)γ−1 a(x)− η(x)γ−1 b(x)− κ2η(x)γ−n c(x) + iκ η(x)γ−n d(x)
− 1iκ η(x)γ−1 l(x)
}
dx
=
∫
Γ
η(x)ψ(x)
{
− e∗(x) + γ−1 a(x)− γ−1 b(x)− κ2γ−n c(x) + iκ γ−n d(x)−
1
iκ
γ−1 l(x)
}
.
(1.37)
En outre, de la représentation de e∗ donnée par (1.29), on a
−e∗(x) + γ−1 a(x)− γ−1 b(x)− κ2γ−n c(x) + iκγ−n d(x)− 1iκγ−1 l(x)
= −e∗(x) + γ−1 S(ηe∗)(x) + γ−1 N (τ ·E∗)(x)− κ2γ−nN (ηE∗)(x) + γ−nD(x)
= 0.
L’égalité (1.37) nous conduit alors à
〈γnE|Ω+ − γnεrE|Ω− , ψ〉Γ = 0, pour toutψ ∈ C∞0 (BR).
Par conséquent, γnE|Ω+ = γnεrE|Ω− dans H
− 12 (Γ). 
v) la condition de radiation de Silver-Müller (1.7)
La preuve de la condition de radiation achève celle du théorème. Cette condition est en fait,
une conséquence du comportement asymptotique de la solution fondamentale de l’équation de
Helmholtz Gκ(x− y) qui vériﬁe la condition de radiation de Sommerfeld :
∂Rφ− iκφ = O
(
1
R2
)
, R→ +∞.
On rappelle que
Gκ(x− y) = 1
4π
eiκ|x−y|
|x− y| ,
et on a les développements asymptotiques suivants :
|x− y| =
√
|x|2 − 2x · y + |y|2 = |x| − xˆ · y +O
(
1
|x|
)
, |x| → +∞
eiκ|x−y|
|x− y| =
eiκ|x|
|x|
{
e−iκxˆ·y +O
(
1
|x|
)}
, |x| → +∞.
Si v est un champ de vecteurs, on a
∇x ×
(
v(y)
eiκ|x−y|
|x− y|
)
= iκ
eiκ|x|
|x|
{
e−iκxˆ·yxˆ× v(y) +O
( |v(y)|
|x|
)}
, |x| → +∞,
uniformément pour y ﬁxé. Nous faisons un développement asymptotique pour Hdiff . Tenant
compte de la remarque 7, nous avons
Ediff = E|Ω+ −D = ∇
∫
Γ
η(y)Gκ(x− y)n(y) ·E∗(y) ds(y)−∇
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy
−κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
Hdiff =
1
iκ
∇×Ediff = iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy.
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Donc
Hdiff (x) =
iκ
4π
∫
Ω−
∇x ×
{
η(y)E∗(y)
eiκ|x−y|
|x− y|
}
dy
= − κ
2
4π
eiκ|x|
|x|
{
xˆ×
∫
Ω−
η(y)E∗(y)e−iκxˆ·ydy +
∫
Ω−
O
( |η(y)E∗(y)|
|x|
)
dy
}
.
Puisque ∫
Ω−
O
( |η(y)E∗(y)|
|x|
)
dy = O
(
1
|x|
)
, |x| → +∞,
nous obtenons
Hdiff (x) = − κ
2
4π
eiκ|x|
|x| xˆ×
∫
Ω−
η(y)E∗(y)e−iκxˆ·ydy +O
(
1
|x|2
)
, |x| → +∞. (1.38)
Par ailleurs,
Ediff × xˆ = −
∫
Γ
η(y)(xˆ×∇xGκ(x− y))n(y)·E∗(y) ds(y) +
∫
Ω−
(xˆ×∇xGκ(x− y))∇·E∗(y) dy
+κ2xˆ×
∫
Ω−
η(y)E∗(y)
{
1
4π
eiκ|x|
|x| e
−iκxˆ·y +O
(
1
|x|2
)}
dy.
On rappelle que
∇xGκ(x− y) = 1
4π
(iκ− 1|x− y| )
eiκ|x−y|
|x− y|2 (x− y).
Donc
∇xGκ(x− y) = iκ
4π
eiκ|x|
|x| e
−iκxˆ·yxˆ+O
(
1
|x|2
)
, |x| → +∞
et
xˆ×∇xGκ(x− y) = O
(
1
|x|2
)
, |x| → +∞.
L’estimation précédente devient alors
Ediff × xˆ = κ
2
4π
eiκ|x|
|x| xˆ×
∫
Ω−
η(y)E∗(y)e−iκxˆ·ydy +O
(
1
|x|2
)
, |x| → +∞. (1.39)
Des résultats (1.38) et (1.39), on déduit
Ediff × xˆ+Hdiff = O
(
1
|x|2
)
, |x| → +∞.  (1.40)
En remarquant en outre que
Hdiff × xˆ−Ediff = (Ediff × xˆ+Hdiff )× xˆ− (xˆ ·Ediff )xˆ,
il nous suﬃt de de montrer que
xˆ ·Ediff = O
(
1
|x|2
)
, |x| → +∞,
pour conclure grâce à (1.40) que
Hdiff × xˆ−Ediff = O
(
1
|x|2
)
, |x| → +∞.
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On a
xˆ ·Ediff = xˆ · ∇x
∫
Γ
η(y)Gκ(x− y)n(y)·E∗(y) ds(y)− xˆ · ∇x
∫
Ω−
Gκ(x− y)∇·E∗(y) dy
−κ2xˆ ·
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
= iκ
∫
Γ
η(y)Gκ(x− y)n(y) ·E∗(y) ds(y)− iκ
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy
−κ2xˆ ·
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy +O
(
1
|x|2
)
,
où nous avons utilisé le fait que la solution fondamentale Gκ(x−y) satisfait la condition de radiation
de Sommerfeld. Nous eﬀectuons maintenant une intégration par parties dans l’équation précédente,
pour obtenir :
xˆ ·Ediff = iκ
∫
Ω−
η(y)∇yGκ(x− y) ·E∗(y) dy − κ2xˆ ·
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
+O
(
1
|x|2
)
, |x| → +∞.
(1.41)
En eﬀet, on a ∫
Γ
η(y)Gκ(x− y)n(y) ·E∗(y) ds(y)−
∫
Ω−
Gκ(x− y)∇ ·E∗(y) dy
=
∫
Ω−
η(y)∇yGκ(x− y) ·E∗(y) dy.
On évalue à présent chacun des termes de l’égalité (1.41) :
iκ
∫
Ω−
η(y)∇yGκ(x− y) ·E∗(y) dy = κ
2
4π
eiκ|x|
|x| xˆ ·
∫
Ω−
η(y)E∗(y)e−iκxˆ·ydy +O
(
1
|x|2
)
(1.42)
−κ2xˆ ·
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy = −κ
2
4π
eiκ|x|
|x| xˆ ·
∫
Ω−
η(y)E∗(y)e−iκxˆ·ydy +O
(
1
|x|2
)
(1.43)
En sommant les égalités (1.42) et (1.43), nous aboutissons au résultat :
xˆ ·Ediff = O
(
1
|x|2
)
, |x| → +∞
que nous recherchions. Ce qui achève la preuve de la condition de radiation (1.7) et aussi, celle du
théorème 3. 
1.3.2 Equivalence entre (E1) et (E2)
La section précédente établit l’équivalence entre le problème de transmission (P) et la formula-
tion couplée (E1). Dans ce contexte, le second membre D de l’équation intégrale (E1) a une forme
particulière issue de notre hypothèse selon laquelle la source de rayonnement primaire est située
dans le domaine extérieur Ω+. Ce second membre qui est le champ généré par cette source est
donc analytique dans Ω−. Pour pouvoir étudier les propriétés de l’opérateur fortement singulier
de la VIE (E2), via l’opérateur faiblement singulier de (E1), nous allons établir l’équivalence entre
les deux formulations intégrales, indépendamment du second membre. Le théorème suivant établit
l’équivalence dans cette situation, où l’expression du second membre n’est pas nécessaire.
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Théorème 4. Soit D ∈ H(div,Ω−), avec ∇ ·D = 0.
(i) Si (E∗, e∗) ∈ L2(Ω−)3 ×H− 12 (Γ) est une solution du problème (E1), alors E∗ est une solution
du problème (E2).
(ii) Si E◦ ∈ L2(Ω−)3 est une solution du problème (E2), alors en posant e◦ = γnE◦ : E◦ ∈
H(div,Ω−), e◦ ∈ H− 12 (Γ), et (E◦, e◦) est une solution du problème (E1).
Preuve :
(i) Si (E∗, e∗) est solution du problème (E1), alors
E∗ = ∇N (τ ·E∗) +∇S(ηe∗)− κ2N (ηE∗) +D.
Comme nous l’avons précédemment vu dans le théorème 3, E∗ ∈ H(div,Ω−), e∗ = γnE∗ et
∇·(εrE∗) = 0, ainsi τ ·E∗ = −∇·E∗. On peut donc écrire que :
∇N (τ ·E∗) = −∇N (∇·E∗)
= −∇N (∇·ηE∗) (puisque ∇·(εrE∗) = 0 et η = 1 − εr)
= −∇
∫
Ω−
Gκ(x− y)∇ · ((1− εr)E∗) .
Une intégration par parties, nous conduit à :
∇N (τ ·E∗) +∇S(ηγnE∗) = ∇
∫
Ω−
(1− εr)∇yGκ(x− y) ·E∗
= ∇M(ηE∗),
c’est à dire
E∗ = ∇M(ηE∗)− κ2N (ηE∗) +D.
Par conséquent E∗ est solution du problème (E2).
(ii) Réciproquement, soit E◦ une solution du problème (E2). Nous allons montrer dans un premier
temps que E◦ ∈ H(div,Ω−). Ecrivons E◦ = AE◦ +D, avec A = ∇Mη − κ2Nη. Puisque M
est borné de L2(Ω−)3 dans H1(Ω−) et N est borné de L2(Ω−)3 dans H2(Ω−)3, il est clair
que A est borné de L2(Ω−)3 dans lui même. Pour u ∈ C∞0 (Ω−)3, un calcul simple nous donne
∇·Au = ∇·(ηu). Posant ensuite Cu = ∇· (Au− ηu), nous avons
Cu = 0 , ∀ u ∈ C∞0 (Ω−)3. (1.44)
L’opérateur C est borné de L2(Ω−)3 dans H−1(Ω−). Ainsi, de la densité de C∞0 (Ω−) dans
L2(Ω−)), on déduit que Cu = 0 est valable pour tout u ∈ L2(Ω−)3. Par suite, pour la solution E◦
de (E2), nous obtenons
∇·E◦ = ∇·AE◦ +∇·D = ∇·(ηE◦) +∇·D.
Donc ∇·(εrE◦) = ∇·D = 0, et ﬁnalement ∇·E◦ = −τ ·E◦ ∈ L2(Ω−). C’est à dire E◦ ∈ H(div,Ω−).
Vériﬁons à présent que le couple (E◦, γnE◦) satisfait les équations de (E1). Nous avons
E◦ = ∇M(ηE◦)− κ2N (ηE◦) +D.
Maintenant que nous avons montré que E◦ ∈ H(div,Ω−), nous pouvons utiliser une intégration
par parties et retrouver ∇M(ηE◦) = ∇N (τ · E◦) + ∇S(ηγnE◦). On obtient alors la première
équation de (E1) :
E◦ = ∇QE◦ +∇L(γnE◦)− κ2NE◦ +D.
La seconde équation de (E1) est obtenue en prenant tout simplement la trace normale de l’égalité
précédente sur Γ. 
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Remarque 8. Le théorème est valable dans un cadre encore plus général, c’est à dire en considérant
arbitrairement D dans H(div,Ω−) (et non nécessairement à divergence nulle). Le second membre
de (E1) doit alors être modifié, en remplaçant D par le champ
D˜ =D −∇N ( 1εr η∇·D).
Avec ce second membre, (E1) est encore équivalent à (E2) avec le second membre D pour cette
dernière. Nous avons en effet, ∇ · (εrE) = ∇ · D dans Ω− et cette relation provient de (E2).
Pour la déduire de (E1), nous vérifions que la fonction q˜ = 1εr [∇·(εrE)−D] satisfait l’équation
homogène de Lippmann-Schwinger (1.23).
L’équivalence entre les problèmes (P), (E1) et (E2) étant établie, nous nous intéressons à pré-
sent aux propriétés des opérateurs intégraux. Si l’un des trois problèmes est bien posé au sens de
Hadamard, les autres le sont également. Outre la question de savoir si ces problèmes sont bien
posés, une motivation importante de l’analyse des opérateurs intégraux dans (E1) et (E2) réside
dans la question de leur adéquation pour le calcul numérique. Le plus simple à analyser est celui
de (E1), parce qu’il est faiblement singulier. La VIE est cependant l’équation qui nous intéressera
pour le calcul numérique. En eﬀet, puisqu’elle est posée dans le volume, nous serons aﬀranchis de
la discrétisation de la normale à son bord, entraînant une bonne tolérance à la précision sur l’ap-
proximation du bord et l’utilisation de maillages structurés. L’utilisation d’un maillage structuré
est intéressante pour l’application de méthodes d’optimisation sur la forme de l’obstacle, puisque la
frontière du domaine peut varier à chaque itération de la méthode et qu’un maillage structuré serait
moins contraignant d’un point de vue pratique, qu’un maillage non structuré. Nous terminons ce
chapitre, en résumant quelques propriétés de ces opérateurs intégraux.
1.4 Quelques propriétés des opérateurs intégraux
1.4.1 Existence, unicité et stabilité
Nous abordons cette section par un résultat d’existence et d’unicité pour les problèmes étu-
diés. La question d’existence et d’unicité pour le problème de diﬀraction est bien connue. Pour
l’existence par exemple, il existe dans la littérature plusieurs approches basées sur les méthodes
intégrales (qui sont les plus répandues sur la question) et l’alternative de Fredholm (notamment
dans [7] et [29]). En outre dans [11], une méthode de couplage entre formulation variationnelle et
représentation intégrale est introduite. Elle consiste à substituer le problème de la diﬀraction dans
un milieu superposé par une représentation intégrale sur un domaine borné. Cette méthode diﬀère
cependant des méthodes intégrales classiques, en ce sens qu’elle conduit à un opérateur intégral
régulier. Quant à l’unicité pour le problème de la diﬀraction, elle est basée sur le théorème d’in-
tégrations par parties (Green et Gauss) et la propriété de continuation unique pour les équations
elliptiques, avec l’utilisation de la condition de radiation de Silver-Müller (ou condition d’onde sor-
tante) et le lemme de Rellich. A l’instar des auteurs des travaux cités ci-dessus, nous allons utiliser
l’alternative de Fredholm pour établir l’existence, puis l’unicité, pour les équations intégrales (E1)
et (E2) et par la même occasion pour le problème (P).
Proposition 3. Soit le coefficient εr ∈ C1(Ω−) avec εr(x) 6= 0, ∀x ∈ Ω−, et
εr(x) 6= −1, ∀x ∈ Γ. (1.45)
Alors la matrice d’opérateurs du problème (E1) :
A =
1−∇Nτ + κ
2Nη −∇Sη
κ2γ−nNη − γ−1 Nτ 1− γ−1 Sη

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de L2(Ω−)3 × H− 12 (Γ) dans L2(Ω−)3 × H− 12 (Γ), est Fredholm d’indice zéro. S’il existe un point
sur Γ où la condition (1.45) n’est pas satisfaite, alors la matrice n’est pas Fredholm.
Preuve :
Les opérateurs N : L2(Ω−)→ H2(Ω−) et S : H− 12 (Γ)→ H1(Ω−) sont bornés. Donc −∇Nτ +
κ2Nη est compact de L2(Ω−)3 dans lui même, κ2γ−nNη − γ−1 Nτ est compact de L2(Ω−)3 dans
H−
1
2 (Γ) et ∇Sη est borné de H− 12 (Γ) dans L2(Ω−)3. Concernant l’opérateur γ−1 Sη, nous utilisons
les relations de saut et obtenons pour x ∈ Γ,
γ−1 Sηf(x) =
∫
Γ
η(y)∂nxGκ(x− y)f(y) ds(y) +
1
2
η(x)f(x).
Donc (1− γ−1 Sη)f = 12 (1 + εr)f − T (ηf), où sur notre surface qui est régulière, l’opérateur T est
borné de H−
1
2 (Γ) dans H
1
2 (Γ), il est donc compact de H−
1
2 (Γ) dans lui même. Avec α = 12 (1+εr),
la matrice A peut alors être reécrite sous la forme suivante :
A =
(
1 B
0 α1
)
+
(K1 0
K3 K2
)
,
où K1,K2 et K3 sont des opérateurs compacts et B, un opérateur borné. On constate que si la
condition (1.45) est satisfaite, alors A est la somme d’un opérateur inversible et d’un opérateur
compact. A est donc Fredholm d’indice zéro ; et si il existe x ∈ Γ tel que α(x) = 0, alors A n’est
pas Fredholm. 
Bien que l’unicité pour le problème de la diﬀraction soit une question bien connue, nous en
donnons ici une démonstration.
Théorème 5. La solution triviale est l’unique solution du problème de diffraction (P) avec F ≡ 0.
Preuve :
Soit une solution homogène (E,H) du problème de transmission (i.e solution du problème
(P) avec second membre nul). Si F ≡ 0, alors (E|Ω+ ,H |Ω+ ) = (Ediff ,Hdiff ). On rappelle la
condition de radiation de Silver-Müller pour (E|Ω+ ,H |Ω+ ) :
H |Ω+ × xˆ−E|Ω+ = O
(
1
r2
)
, r → +∞
uniformément dans toutes les directions xˆ = xr où r = |x|. Des équations de Maxwell homogènes,
on déduit que les champs E|Ω+ etH |Ω+ sont analytiques (ils sont solutions de l’équation vectorielle
de Helmholtz). Par ailleurs, on a montré (preuve lemme 3) que :
∫
ΓR
|E|Ω+ |2 = O(1) , R→ +∞,
où on rappelle que BR =
{
y ∈ R3; |y| < R
}
, ΓR = ∂BR et Ω
+
R = BR \ Ω−. On évalue alors
l’expression suivante :
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∫
ΓR
(H |Ω+ × nR −E|Ω+ ) ·E|Ω+
=
∫
ΓR
(nR ×E|Ω+ ) ·H |Ω+ −
∫
ΓR
|E|Ω+ |2
=
∫
Γ
(n×E|Ω+ ) ·H |Ω+ −
∫
ΓR
|E|Ω+ |2 −
∫
Ω+
R
(∇×H |Ω+ ·E|Ω+ −∇×E|Ω+ ·H |Ω+ )
=
∫
Γ
(n×E|Ω+ ) ·H |Ω+ −
∫
ΓR
|E|Ω+ |2 + iκ
∫
Ω+
R
{
|E|Ω+ |2 + |H |Ω+ |2
}
=
∫
Γ
(n×E|Ω− ) ·H |Ω− −
∫
ΓR
|E|Ω+ |2 + iκ
∫
Ω+
R
{
|E|Ω+ |2 + |H |Ω+ |2
}
= −
∫
Ω−
(∇×H |Ω− ·E|Ω− −∇×E|Ω− ·H |Ω− ) + iκ
∫
Ω+
R
{
|E|Ω+ |2 + |H |Ω+ |2
}
−
∫
ΓR
|E|Ω+ |2
= iκ
[∫
Ω−
{
εr|E|Ω− |2 + |H |Ω− |2
}
+
∫
Ω+
R
{
|E|Ω+ |2 + |H |Ω+ |2
}]
−
∫
ΓR
|E|Ω+ |2.
(1.46)
Donc
Re
∫
ΓR
(H |Ω+ × nR −E|Ω+ ) ·E|Ω+ = −
∫
ΓR
|E|Ω+ |2 −→ 0 R→ +∞.
En eﬀet, par l’estimation
∫
ΓR
|E|Ω+ |2 = O(1), R→ +∞, la condition de radiation de Silver-Müller
et l’inégalité de Cauchy-Schwarz, on obtient∫
ΓR
(H |Ω+ × nR −E|Ω+ ) ·E|Ω+ −→ 0 R→ +∞.
D’où lim
R→+∞
∫
ΓR
|E|Ω+ |2 = 0. Par le lemme de Rellich, on conclut que E|Ω+ ≡ 0 et par suite que
H |Ω+ ≡ 0. L’équation (1.46) devient alors
0 =
∫
ΓR
(H |Ω+ × nR −E|Ω+ ) ·E|Ω+ = iκ
∫
Ω−
{
εr|E|Ω− |2 + |H |Ω− |2
}
.
C’est à dire ∫
Ω−
{
εr|E|Ω− |2 + |H |Ω− |2
}
= 0,
et donc E|Ω− ≡ 0 et H |Ω− ≡ 0, puisque εr > 0. Ceci établit donc l’unicité pour le problème (P).

Le théorème suivant exprime que les équations intégrales (E1) et (E2) (et donc le problème de
diﬀraction (P)) sont bien posés au sens de Hadamard. C’est une conséquence des deux résultats
précédents et des résultats d’équivalence de la section précédente.
Théorème 6. Sous les hypothèses du problème de diffraction (P), la VIE (E2) admet une solution
unique, qui dépend continûment de la donnée F .
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1.4.2 Quelques propriétés de l’opérateur de la VIE
Des questions plus générales sur les propriétés de l’opérateur intégral fortement singulier de la
VIE (E2) dans les espaces L2 et H(div), en particulier sa théorie spectrale, restent largement ou-
vertes. Nous résumons cependant quelques propriétés de l’opérateur, dans la proposition suivante :
Proposition 4. Soit εr ∈ C1(Ω−) et η = 1− εr.
(i) L’opérateur intégral volumique
A : E 7→ ∇M(ηE)− κ2N (ηE)
est borné de L2(Ω−)3 dans L2(Ω−)3 et de H(div,Ω−) dans H(div,Ω−).
(ii) Si E ∈ L2(Ω−)3 est solution de
(1−A)E =D,
avec D ∈ H(div,Ω−), alors E ∈ H(div,Ω−).
(iii) Si εr(x) 6= 0, ∀x ∈ Ω− et εr(x) 6= −1, ∀x ∈ Γ , alors le noyau de l’opérateur 1 − A dans
L2(Ω−)3 est de dimension finie, et la codimension de la fermeture dans L2(Ω−)3 de l’image de
H(div,Ω−) est finie.
(iv) Si εr(x) ≥ ε1 pour tout x ∈ Ω−, où ε1 est une constante strictement positive, alors l’opérateur
1 − A est un opérateur de Fredholm d’indice zéro dans L2(Ω−)3, et est fortement elliptique : Il
existe un opérateur compact K0 et une constante c > 0 tels que pour tout E ∈ L2(Ω−)3, on ait
l’inégalité de Gårding suivante :∫
Ω−
E(x) · (1−A)E(x) dx ≥ c ‖E‖2L2(Ω−) − ‖K0E‖2L2(Ω−) . (1.47)
Preuve :
Les assertions (i)–(iii) sont des corollaires des résultats précédents. Nous n’allons donc montrer
que l’inégalité de Gårding (1.47). A une perturbation compacte près, l’opérateur A coïncide avec
(1− εr)P, où l’opérateur P est déﬁni avec la solution fondamentale de l’équation de Laplace :
PE(x) = ∇
∫
Ω−
∇yG0(x− y) ·E(y) dy ; G0(x− y) = 1
4π|x− y| .
La forme quadratique (E,PE) =
∫
Ω−
E(x) · PE(x) dx sur L2(Ω−)3, est la restriction à Ω− de
la forme correspondante sur L2(R3)3, en prolongeant par zéro à R3. Sur R3, l’opérateur P est un
multiplicateur de Fourier par la matrice P̂(ξ) = (ξξ⊤)/|ξ|2. Cette matrice déﬁnit un projecteur
orthogonal, et ainsi P et 1 − P sont tous les deux semi-déﬁnis positifs dans L2(Ω−)3. Sachant
que la multiplication par une fonction continue sur Ω− commute avec P modulo des opérateurs
compacts sur L2(Ω−)3, déﬁnissons :
ε−r (x) = min{1, εr(x)} .
Alors à une perturbation compacte près, nous avons :
(E, (1−A)E) ∼ (E, (1− (1− εr)P)E)
= (E, ε−r E) + (E, (1− ε−r )(1− P)E) + (E, (εr − ε−r )PE)
∼ (E, ε−r E) + (E1, (1− P)E1) + (E2,PE2)
≥ (E, ε−r E) ,
où E1 =
√
1− ε−r E et E2 =
√
εr − ε−r E .
Ceci prouve (1.47) avec c = min{1, ε1}. 
Dans ce chapitre, nous avons rigoureusement dérivé du problème de diﬀraction, deux équations
intégrales en considérant une permittivité électrique discontinue à travers le bord du diélectrique ;
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ce qui est du point de vue de la physique, une hypothèse plus réaliste que la continuité dans
l’espace tout entier. L’équation intégrale volumique à noyau fortement singulier (la VIE) obtenue
ici, est analysée après avoir justiﬁé son équivalence avec le problème de diﬀraction. Cette analyse
est eﬀectuée en utilisant la seconde équation formulée, qui est un système couplé surface-volume,
d’équations intégrales. Nous avons d’abord justiﬁé également l’équivalence de ce système couplé,
à noyau faiblement singulier, avec la VIE (et donc aussi avec le problème de diﬀraction). Nous
avons aussi utilisé l’unicité pour le problème de diﬀraction et la théorie de Fredholm appliquée au
système couplé, pour montrer que les problèmes (et notamment la VIE dans l’espace L2) sont tous
bien posés au sens de Hadamard.
L’analyse de la VIE a été motivée par la question de son comportement dans l’approximation
numérique de la solution. Puisque l’équation est déﬁnie dans l’espace L2 et y satisfait une inégalité
de Gårding, alors elle est appropriée aux approximations numériques par la méthode des éléments
ﬁnis dans L2, car toute méthode de Galerkin conduira à un schéma de discrétisation stable. Les
chapitres suivants seront donc consacrés à la résolution numérique de la VIE par la méthode des
élements ﬁnis, en commençant par une discussion dans le prochain chapitre, sur le traitement des
intégrales singulières intervenant dans l’approximation de la solution.
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Chapitre 2
Résolution numérique de l’équation
intégrale volumique
Les méthodes d’équations intégrales appliquées aux problèmes physiques (élastostatique, élec-
trostatique, électromagnétisme, acoustique, ...) font intervenir diﬀérents noyaux dans les opérateurs
intégraux déﬁnissant ces équations. Ces noyaux ont cependant en commun, la présence au dénomi-
nateur, de la distance entre le point d’observation et la variable d’intégration sur la surface pour
les méthodes intégrales de frontière, ou dans le domaine pour les équations intégrales de volume.
Le point d’observation est le point où la quantité physique (potentiel, pression, ...) veut être éva-
luée. Ainsi, l’intégrale sera dite singulière lorsque le point d’observation se situera dans le domaine
d’intégration, et quasi-singulière lorsqu’il sera en dehors, mais assez proche comparé à la taille du
domaine. Une intégrale singulière est dite d’ordre α ∈ R, si son intégrande est en 1
Rα
où R est
la distance entre le point d’observation et le point d’intégration. Si N est la “dimension" du do-
maine (en tant que sous-variété diﬀérentielle de R3), l’intégrale est faiblement singulière, fortement
singulière ou hypersingulière si on a respectivement α < N , α = N ou α > N . Les intégrales
faiblement singulières sont convergentes, tandis que les intégrales fortement singulières et hyper-
singulières sont divergentes et elles sont généralement déﬁnies (sous certaines conditions) au sens
de la valeur principale de Cauchy ou de la partie ﬁnie de Hadamard. La résolution numérique
par des méthodes intégrales requiert l’évaluation d’intégrales singulières et quasi-singulières qui
déterminent les matrices d’inﬂuences des systèmes. L’évaluation de ces intégrales est une question
centrale, puisqu’elle gouverne la précision et la complexité de l’approximation de la solution au
problème étudié. Excepté pour des cas particuliers, où la forme simple de l’intégrande faiblement
singulière avec une géométrie simple du domaine d’intégration, permettent l’évaluation analytique
(voir par exemple [38] et [13], pour la solution fondamentale du Laplacien sur le triangle) et où
les intégrales sont suﬃsamment régulières pour appliquer directement les formules de quadratures
standard, les intégrales sont évaluées par des formules d’intégration numérique combinées à des
techniques de traitement des singularités décrites dans la littérature (voir par exemple [23] pour
une synthèse de ces techniques). Les intégrales quasi-singulières sont en nombre plus élevé que les
intégrales singulières dans la matrice d’inﬂuence et les techniques développées, sont établies aussi
bien pour les intégrales singulières que pour les intégrales quasi-singulières. En eﬀet pour ces der-
nières, bien que régulières au sens mathématique, la valeur du noyau change de manière drastique
au voisinage du point d’observation et une application directe des formules de quadrature serait
moins précise, à moins d’utiliser un trop grand nombre de points. Les techniques de traitement des
singularités dans la littérature se résument en deux méthodes principales : une méthode de “sous-
traction de la singularité", et une autre “d’élimination de la singularité". La première consiste à
soustraire de l’intégrande, une fonction de même comportement singulier que celle-ci (généralement
un développement de Taylor de l’intégrande) et qui peut être intégrée analytiquement. L’intégrale
restant après la soustraction est alors “régulière" et peut être intégrée numériquement. C’est le
cas par exemple dans [1] pour des méthodes intégrales de frontière et dans [30] pour l’équation
intégrale volumique, où l’intégrande est le tenseur de Green dynamique (la solution fondamentale
de l’opérateur de Maxwell (1.22) déﬁnie à la remarque 6 du chapitre précédent). Dans ce dernier
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cas, la fonction soustraite est le tenseur de Green statique (développement de Taylor à l’ordre 1
de l’exponentielle dans la solution fondamentale de Helmholtz). La méthode “d’élimination de la
singularité" consiste quant à elle, en des changements de variables et/ou de coordonnées dont les
Jacobiens permettent de régulariser l’intégrande, en aﬀaiblissant la singularité ou en l’éliminant
(pour le cas d’intégrales faiblement singulières comme dans [28] et [34]). L’intégrale ainsi “régu-
larisée" peut être évaluée directement par des formules de quadratures. Ces transformations de
coordonnées sont utilisées soit seules comme dans [16], [21] en coordonnées cartésiennes ou dans
[22] en coordonnées polaires, soit elles sont combinées à d’autres transformations pour amélio-
rer la précision ou réduire la complexité de l’évaluation (par exemple dans [24], [25] et [49], où
la première transformation est eﬀectuée en coordonnées polaires). Les méthodes de “soustraction
de la singularité" et “d’élimination de la singularité" sont par ailleurs combinées dans [14], pour
des intégrales quasi-singulières, faiblement singulières et “valeur principale" de Cauchy intervenant
dans les méthodes intégrales de frontière. Outre les deux principales méthodes, on note une mé-
thode de “subdivision de domaine" spécialement conçue pour les intégrales quasi-singulières. Elle
consiste en une subdivision du domaine d’intégration en sous-domaines qui sont de plus en plus
raﬃnés près du point d’observation (voir [27] et [32]). On note par ailleurs quelques techniques
développées pour améliorer l’application des formules de quadratures standard dans l’évaluation
de certaines intégrales singulières ; dans [50], des transformations polynômiales de degrés 2 et 3 sont
utilisées pour des intégrales quasi-singulières. La technique est auto-adaptative, la rendant inactive
si non nécessaire (i.e pour des distances “suﬃsamment" grandes entre le point d’observation et le
domaine d’intégration). Dans [4], une transformation dite bi-cubique est introduite pour évaluer
une intégrale “valeur principale" de Cauchy sur le segment. Elle divise l’intervalle d’intégration
au point de singularité et introduit une transformation polynômiale de degré 3 sur chaque sous
intervalle. Cette méthode est améliorée dans [47] qui en discute et en précise la validité. L’intégrale
“valeur principale" de Cauchy est également évaluée en dimension 1 dans [20], directement par une
méthode d’intégration et dans un cadre plus général où le domaine peut être une courbe ; Dans
ce cas, on voit apparaître un terme logarithmique supplémentaire provenant du Jacobien dans le
passage de l’élément courbe au segment droit. Dans [31], une formule est donnée pour l’évaluation
sur le segment, des intégrales singulières et hypersingulières existant au sens “partie ﬁnie". En plus
des techniques citées ci-dessus pour l’évaluation des intégrales singulières et quasi-singulières, une
analyse générale est faite dans [45] pour leurs évaluations. Cette analyse est basée sur la propriété
d’homogénéité communément satisfaite par les solutions fondamentales des diﬀérents problèmes,
et elle discute l’évaluation des intégrales selon leurs ordres de singularité. Aussi dans [40], après
une généralisation des intégrales “valeur principale" de Cauchy et “partie ﬁnie" de Hadamard, une
analyse est faite, établissant des conditions faibles pour l’existence (convergence, ﬁnitude) de ces
intégrales.
Les techniques exposées au précédent paragraphe, constituent à notre connaissance l’essentiel
des techniques de traitement des singularités, bien que les références citées ici ne couvrent pas
toute la littérature à ce sujet. Ces techniques sont établies pour la plupart pour des intégrales de
surface, provenant des méthodes intégrales de frontière en dimensions 2 et 3. Elles sont sûrement
transposables pour certaines, aux intégrales de volume en dimension 3. C’est le cas dans [30], de la
méthode de “soustraction de la singularité". Cependant la question du traitement des singularités
pour des intégrales de volume 3D a assez peu été explorée, à l’instar de l’analyse des méthodes
d’intégrales volumiques. Toutefois pour les équations de Maxwell en électromagnétisme, les singu-
larités de l’opérateur intégral volumique avec le tenseur de Green dynamique ont été traitées avec
deux méthodes principales de régularisation. L’une est une méthode d’exclusion de volume (voir
[36] et [26]) et l’autre est une version de la méthode classique de soustraction de la singularité
(voir [30]). La première, développée dans [36], consiste à régulariser l’intégrande par extraction
dans le domaine d’intégration, d’un volume arbitraire autour de la singularité puis d’appliquer une
méthode de soustraction de la singularité dans le volume soustrait. L’aspect pratique de cette mé-
thode n’est cependant intéressant que pour des volumes extraits aussi large que possible avec une
géométrie simple. Ces conditions restreignent l’application de la méthode comme dans [26], où la
méthode est appliquée sur des pavés de R3 avec une exclusion de volumes cubiques. Parallèlement
à ces deux méthodes développées pour le tenseur de Green dynamique, la recherche d’une méthode
“d’élimination de la singularité" pour des intégrales de volume nous a conduit dans ce chapitre, au
développement d’une méthode de changements de variables. La méthode est établie pour des inté-
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grales déﬁnies sur des tétraèdres, en prévision de la discrétisation de l’équation intégrale volumique
par des éléments tétraédriques. C’est une extension au cas volumique de la méthode introduite
par Jean Gay pour le cas surfacique (voir [12, 33, 35, 39]). Parce que basée uniquement sur des
changements de variables dans les domaines d’intégrations, c’est une méthode générale, au sens où
elle est applicable à une large famille de noyaux issus d’une méthode d’intégrales volumiques.
Le chapitre sera alors abordé par une formulation variationnelle de l’équation intégrale volu-
mique étudiée au chapitre 1, suivie de sa discrétisation par des éléments ﬁnis dans la section 2.1
pour aboutir à un système linéaire à résoudre. Ensuite dans la section 2.2, on développera la mé-
thode de changements de variables pour le traitement des singularités d’intégrales de volume. Enﬁn
dans la section 2.3, on appliquera la méthode pour régulariser l’opérateur intégral volumique aﬁn
d’évaluer les coeﬃcients de la matrice d’inﬂuence du système.
2.1 Formulation variationnelle et discrétisation
Nous voulons résoudre numériquement l’équation intégrale volumique : Trouver E ∈ L
2(Ω−,C3) tel que :
(1−Aκ,η)E =D,
(2.1)
où Ω− est un domaine borné et suﬃsamment régulier, représentant le diélectrique pour le problème
de diﬀraction déﬁni au chapitre précédent. Le second membre D est un champ de vecteurs donné :
le champ incident fourni par la source d’alimentation primaire. L’opérateur Aκ,η est déﬁni pour
tout champ de vecteurs u ∈ L2(Ω−,C3), par
Aκ,ηu(x) = ∇
∫
Ω−
η(y)∇yGκ(x− y) · u(y) dy − κ2
∫
Ω−
η(y)Gκ(x− y)u(y) dy, (2.2)
avec η = 1− εr, où εr est la permittivité relative du diélectrique par rapport au vide. η est une
fonction scalaire déﬁnie dans le domaine Ω−. On rappelle que Gκ(x− y) = e
iκ|x−y|
4π|x− y| .
La méthode de Galerkin choisie ici pour discrétiser le problème (2.1) est la méthode des éléments
ﬁnis. Nous commençons pour cela, par introduire une formulation variationnelle au problème, dans
l’espace L2(Ω−,C3). Notons 〈., .〉 le produit Hermitien dans L2(Ω−,C3), i.e pour tous u,v ∈
L2(Ω−,C3),
〈u,v〉 =
∫
Ω−
u · v,
sachant que l’opérateur Aκ,η est borné de L2(Ω−,C3) dans lui même (proposition 4). La notation
v désigne le champ de vecteurs complexes, conjugué du champ v. La formulation variationnelle est
donnée par : 
Trouver E ∈ L2(Ω−,C3) tel que :
〈E,E′〉 − 〈Aκ,ηE,E′〉 = 〈D,E′〉, ∀E′ ∈ L2(Ω−,C3).
(2.3)
Nous utilisons ensuite la méthode des éléments ﬁnis pour discrétiser cette formulation. Il s’agit,
dans cette méthode, d’approcher l’espace L2(Ω−,C3) par des espaces de dimension ﬁnie, déﬁnis par
un maillage du domaine. Nous nous limitons ici à un maillage par éléments tétraédriques droits.
Comme nous le verrons aux prochaines sections, nous ne savons traiter pour le moment les singu-
larités de l’opérateur intégral, que pour cette géométrie. Le domaine Ω− sera donc approché par
un domaine polyédrique Ω−h , maillé par un ensemble Th de tétraèdres droits. Nous avons envisagé
cette approche pour la méthode volumique, car la normale au bord du domaine n’intervient pas.
Soit donc N ∈ N∗ et Th = {Kn : n = 1, ..., N} un maillage de Ω−, par N tétraèdres Kn tels
que :
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i) Ω−h =
N⋃
n=1
Kn,
ii) pour tous n,m ∈ {1, 2, ..., N}, avec n 6= m, Kn ∩ Km est soit vide, soit un sommet
commun, soit exactement une arête commune, ou exactement une face commune.
Les sommets du maillage Th sont les sommets des éléments qui le composent. Par convention,
le paramètre h désigne le maximum des diamètres des N tétraèdres du maillage. Nous associons au
maillage Th, les éléments ﬁnis d’ordre k ∈ N∗. Notons Pk l’ensemble des polynômes de R3 −→ C
de degré inférieur ou égal à k par rapport à l’ensemble des composantes de la variable. C’est à
dire que tout p ∈ Pk s’écrit sous la forme p(x) =
∑
α1 +α2 +α36k
aα1,α2,α3 x
α1
1 x
α2
2 x
α3
3 , où x =
(x1, x2, x3) ∈ R3, (α1, α2, α3) ∈ N3 et aα1,α2,α3 ∈ C. L’espace associé pour des fonctions scalaires
est donné par
Vh =
{
f ∈ L2(Ω−h ,C) : f|Kn ∈ Pk;n = 1, ...N
}
.
Nous désignerons dorénavant de manière générale par Ndl ∈ N∗, le nombre de degrés de liberté et
par (ϕj)j=1,...,Ndl , la base de Vh associée. Si k = 0, alors Ndl = N et les fonctions ϕj sont constantes
sur chaque Kn comme déﬁni précédemment. Si k ≥ 1, alors les fonctions ϕj sont associées à la
famille (σj)j=1,...,Ndl des nœuds des degrés de liberté, i.e ϕj(σi) = δij ; i, j = 1, ..., Ndl.
Pour la solution vectorielle complexe du problème (2.1), nous allons donc utiliser l’espace discret
Wh =
v ∈ L2(Ω−h ,C3) : v =
Ndl∑
j=1
vjϕj ; vj ∈ C3, ∀ j = 1, ..., Ndl
 .
Dans le cadre de la thèse, nous nous limiterons en pratique aux éléments ﬁnis de Lagrange d’ordres
k = 0, 1.
On a pour tout j = 1, ..., Ndl, vj =
{
v|Kj si k = 0
v(σj) si k = 1.
Remarque 9. Si k = 1, on peut considérer des éléments finis P1 discontinus. Vh est alors l’espace
des fonctions affines sur chaque tétraèdre Kn de Th, et discontinues à travers les interfaces de ces
tétraèdres. Nous pouvons notamment considérer les éléments finis introduits par M. Crouzeix et
P.- A. Raviart (voir [10]) où les fonctions de Vh sont discontinues aux interfaces des tétraèdres,
mais continues au barycentre de chacune des faces. Avec ces éléments finis, toute fonction de Vh
est entièrement déterminée par ses valeurs en ces barycentres. En effet, soit K, un tétraèdre non
dégénéré de sommets (Xj)j=1,2,3,4. Si pour chaque j = 1, 2, 3, 4, on note Yj le barycentre de la face
ne contenant pas Xj (i.e Yj =
1
3
∑4
i=1,i 6=j Xi), alors les points Yj (j = 1, 2, 3, 4) forment aussi un
tétraèdre non dégénéré et constituent donc un ensemble unisolvant pour les polynômes de degré 1
sur K. En plus, si nous notons (λj(x))j=1,2,3,4, les coordonnées barycentriques d’un point x ∈ R3
par rapport aux sommets de K, i.e
4∑
j=1
λj(x)Xj = x et
4∑
j=1
λj(x) = 1,
les fonctions ϕi(x) = 1−3λi(x); i = 1, 2, 3, 4 forment une base de P1 sur K telle que ϕi(Yj) = δij.
Introduisons l’opérateur Aκ,η,h approchant Aκ,η et déﬁni sur Wh par :
Aκ,η,hu(x) = ∇
∫
Ω−
h
η(y)∇yGκ(x− y) · u(y) dy − κ2
∫
Ω−
h
η(y)Gκ(x− y)u(y) dy. (2.4)
L’approximation numérique du problème variationnel (2.3) est alors donnée par :
Trouver Eh ∈Wh tel que :
〈Eh,E
′
h〉 − 〈Aκ,η,hEh,E
′
h〉 = 〈D,E
′
h〉, ∀E
′
h ∈Wh.
(2.5)
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Remarque 10. Le produit Hermitien dans l’approximation ci-dessus, est en fait le produit dans
l’espace L2(Ω−h ,C
3), défini exactement comme précédemment dans L2(Ω−,C3).
On vériﬁe aisément que l’approximation (2.5) est équivalente à la suivante :
Trouver Eh ∈Wh tel que :∫
Ω−
h
Ehϕi −
∫
Ω−
h
(Aκ,η,hEh)ϕi =
∫
Ω−
h
Dϕi, ∀ i = 1, ..., Ndl.
(2.6)
La décomposition unique du champ Eh =
Ndl∑
j=1
Eh,jϕj dans l’espace Wh, nous conduit au système
d’équations vectorielles :
Ndl∑
j=1
Eh,j
∫
Ω−
h
ϕj ϕi −
Ndl∑
j=1
∫
Ω−
h
Aκ,η,h(ϕjEh,j)ϕi =
∫
Ω−
h
D ϕi, ∀ i = 1, ..., Ndl, (2.7)
dont les inconnues sont les Ndl vecteurs Eh,j (j = 1, ..., Ndl). Le système peut s’écrire
Ndl∑
j=1
(
ah,ijI+ κ
2Aκ,η,h,ij
)
Eh,j =Di , ∀ i = 1, ..., Ndl. (2.8)
La matrice I est l’identité de R3 et pour i, j = 1, ..., Ndl, on a posé :
Di =
∫
Ω−
h
D(x)ϕi(x) dx
ah,ij =
∫
Ω−
h
ϕj(x)ϕi(x)dx.
(2.9)
La matrice Aκ,η,h,ij est déﬁnie à l’aide de l’opérateur Aκ,η,h introduit au (2.4) et pour tout vecteur
u ∈ C3, par
Aκ,η,h,iju =
∫
Ω−
h
[Aκ,η,huϕj ] (x)ϕi(x) dx
=
∫
Ω−
h
ϕi(x)∇
(∫
Ω−
h
η(y)ϕj(y)∇yGκ(x− y) · u dy
)
dx
−κ2
(∫
Ω−
h
ϕi(x)
∫
Ω−
h
η(y)ϕj(y)Gκ(x− y) dy dx
)
u.
(2.10)
On peut encore écrire le système d’équations vectorielles (2.8) de manière plus condensée :
A¯κ,η,h E¯h = D¯, (2.11)
avec D¯ = (Di)i=1,...,Ndl et E¯h = (Eh,i)i=1,...,Ndl , des vecteurs (ou blocs) de Ndl vecteurs de C
3,
et A¯κ,η,h =
(
A¯κ,η,h,ij = ah,ijI+ κ2Aκ,η,h,ij
)
i,j=1,...,Ndl
une matrice carré (ou bloc) de Ndl × Ndl
matrices carrés 3× 3 à coeﬃcients complexes.
La résolution du système linéaire (2.11) requiert l’assemblage de la matrice A¯κ,η,h et du vecteur
D¯, c’est à dire l’évaluation des intégrales dans (2.9) et (2.10). La diﬀérentiation de l’intégrale par le
gradient ne peut être évaluée analytiquement et la commutation avec l’intégration pour s’aﬀranchir
des dérivations numériques conduit à des intégrandes fortement singulières (O( 1R3 ), R → 0) pour
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(2.10) à cause des dérivées secondes de la solution fondamentale de Helmholtz Gk. La partition de
Ω−h en éléments tétraédriques ramène l’évaluation des intégrales sur des tétraèdres. Les intégrales
Di et ah,ij seront évaluées par des formules de quadratures standard, puisqu’elles sont régulières.
Quant aux matrices Aκ,η,h,ij , les singularités pour les dérivées secondes du noyau de Helmholtz
surviennent lorsque les points d’intégration en x et en y sont soit dans le même tétraèdre (cas
de singularité) ou dans des tétraèdres distincts et voisins (cas de quasi-singularité) à cause du
comportement singulier de l’intégrande pour des points “proches". Les sections suivantes seront
donc consacrées au traitement des intégrales singulières et quasi-singulières, pour l’évaluation des
intégrales volumiques du type des Aκ,η,h,ij .
Nous commençons par développer, ici, une méthode basée sur des changements de variables
dans les tétraèdres. La méthode est inspirée de celle introduite par Jean Gay (ingénieur au CEA)
sur les triangles (voir [12, 33, 35, 39]). Elle fait intervenir les transformations de Duﬀy [15] et permet
la levée de la singularité pour certains ordres de singularité. Puisque la méthode n’est basée que sur
des changements de variables dans le domaine d’intégration, elle est indépendante de l’intégrande
et donc applicable à plusieurs types de noyaux d’opérateurs intégraux. Cette méthode sera ensuite
appliquée à l’opérateur intégral volumique, pour évaluer les coeﬃcients singuliers de la matrice
d’inﬂuence du système linéaire (2.8).
2.2 Traitement des singularités : une méthode de change-
ments de variables
Nous nous proposons dans cette section, de traiter les intégrales singulières et quasi-singulières
de la forme
Iα,KL =
∫
K
∫
L
F (x, y)
|x− y|α dy dx, (2.12)
où F est une fonction régulière qui peut être scalaire, vectorielle ou matricielle. L’ordre de sin-
gularité α est un réel strictement positif, K et L sont des tétraèdres non disjoints. Lorsque les
tétraèdres sont disjoints, l’intégrale est régulière et donc évaluée directement et éventuellement par
des formules de quadratures standard. Les sommets de K et de L seront notés (Xi)i=1,...,4 et
(Yj)j=1,...,4 respectivement. Le principe ici est, par divers changements de variables, de décrire les
singularités par des variables uni-dimensionnelles sur le segment [0, 1], puis d’essayer d’éliminer
ces singularités à l’aide des Jacobiens de ces transformations qui sont singulières. La méthode est
introduite pour les positions relatives des tétraèdres K et L, constituant toutes les conﬁgurations
possibles dans un maillage tétraédrique conforme. C’est à dire outre le cas où les tétraèdres sont
disjoints, les conﬁgurations où :
i) ils ont exactement un sommet commun,
ii) ils ont exactement une arête commune,
iii) ils ont exactement une face commune,
iv) ils sont confondus.
En ﬁn de section, nous présentons un traitement pour le cas particulier d’une intégrale où la paire de
domaines est constituée du tétraèdre et de l’une de ses faces. Dans la plupart de ces conﬁgurations,
diﬀérentes options se sont oﬀertes à nous pour transformer les variables d’intégration, révélant ainsi
plus d’une méthode pour la même conﬁguration. Cependant ces diverses méthodes dans la même
conﬁguration ont théoriquement le même impact sur l’ordre de singularité de l’intégrale. Nous
avons choisi de toutes les présenter ici, car elles présentent néanmoins des diﬀérences pratiques,
notamment dans la mise en œuvre informatique et le choix des formules de quadratures pour
l’évaluation de l’intégrale.
2.2.1 Les tétraèdres ont un sommet commun
Nous présentons pour cette conﬁguration, deux méthodes selon les descriptions des variables
d’intégration dans les tétraèdres.
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Méthode 1
Nous décrivons x ∈ K, en le considérant sur le segment [x′1, x
′
2], où x
′
1 et x
′
2 sont respective-
ment sur les segments [X1, X2] et [X3, X4] :
x
′
1 = (1− λ2)X1 + λ2X2 ; λ2 ∈ [0, 1]
x
′
2 = (1− λ3)X4 + λ3X3 ; λ3 ∈ [0, 1]
x = (1− λ1)x′1 + λ1x
′
2 ; λ1 ∈ [0, 1].
y est décrit de manière analogue dans le tétraèdre L :
y
′
1 = (1− µ2)Y1 + µ2Y2 ; µ2 ∈ [0, 1]
y
′
2 = (1− µ3)Y4 + µ3Y3 ; µ3 ∈ [0, 1]
y = (1− µ1)y′1 + µ1y
′
2 ; µ1 ∈ [0, 1].
Nous avons :
y − x = µ1(y′2 − y
′
1)− λ1(x
′
2 − x
′
1) + y
′
1 − x
′
1,
avec
y
′
1 − x
′
1 = µ2(Y2 −X1)− λ2(X2 −X1) (puisque X1 = Y1).
Donc
y − x = 0⇐⇒ (λ1 = µ1 = 0 et y′1 − x
′
1 = 0)⇐⇒ λ1 = µ1 = λ2 = µ2 = 0.
Exprimons l’intégrale Iα,KL à l’aide de ce changement de variables. Pour cela, déterminons les
Jacobiens Jx et Jy de ces transformations.
Jx =
∣∣∣∣ ∂x∂λ1 ·
(
∂x
∂λ2
× ∂x
∂λ3
) ∣∣∣∣,
avec
∂x
∂λ1
= x
′
2 − x
′
1 = X4 −X1 + λ2(X1 −X2) + λ3(X3 −X4),
∂x
∂λ2
= (1− λ1)(X2 −X1),
∂x
∂λ3
= λ1(X3 −X4).
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Désignons par P(K) le parallélépipède généré par les vecteurs (X2 −X1), (X3 − X1) et
(X4− X1). Son volume est |P(K)| = | (X4−X1) · [(X2 −X1)× (X3 −X4)] | = 6|K|, où |K| est
le volume du tétraèdre K. Alors
Jx = λ1(1− λ1)|P(K)|
Jx = 6λ1(1− λ1)|K|.
De même, nous avons :
Jy = µ1(1− µ1)|P(L)|
Jy = 6µ1(1− µ1)|L|.
Nous introduisons les notations suivantes :
γKL = |P(K)| |P(L)| = 36|K||L|,
△˙(λ1, λ2, λ3, µ1, µ2, µ3) = |µ1(y′2 − y
′
1)− λ1(x
′
2 − x
′
1) + µ2(Y2 −X1)− λ2(X2 −X1) |α,
et pour ai ∈ [0, 1]; i = 1, ..., 6,
F˙ (a1, ..., a6) = F (x(a1, a2, a3), y(a4, a5, a6)) ,
avec
x(a1, a2, a3) = (1− a1)
[
(1− a2)X1 + a2X2
]
+ a1
[
a3X3 + (1− a3)X4
]
,
y(a4, a5, a6) = (1− a4)
[
(1− a5)Y1 + a5Y2
]
+ a4
[
a6Y3 + (1− a6)Y4
]
.
L’intégrale Iα,KL devient :
Iα,KL = γKL
∫
[0,1]2
H˙KL(λ3, µ3) dλ3 dµ3,
où H˙KL(λ3, µ3) =
∫
[0,1]4
F˙ (λ1, λ2, λ3, µ1, µ2, µ3)
△˙(λ1, λ2, λ3, µ1, µ2, µ3)
λ1(1− λ1)µ1(1− µ1) dλ1 dλ2 dµ1 dµ2.
Evaluons à présent l’intégrale H˙KL(λ3, µ3). Pour cela, nous utilisons une transformation inspirée
par Duﬀy [15]. On procède à la subdivision du pavé [0, 1]4 =
4⋃
q=1
Pq où les Pq sont donnés par :
P1 =
{
(λ1, λ2, µ1, µ2) ∈ [0, 1]4; max(λ2, µ1, µ2) 6 λ1
}
,
P2 =
{
(λ1, λ2, µ1, µ2) ∈ [0, 1]4; max(λ1, µ1, µ2) 6 λ2
}
,
P3 =
{
(λ1, λ2, µ1, µ2) ∈ [0, 1]4; max(λ1, λ2, µ2) 6 µ1
}
,
P4 =
{
(λ1, λ2, µ1, µ2) ∈ [0, 1]4; max(λ1, λ2, µ1) 6 µ2
}
.
Nous avons alors :
H˙KL(λ3, µ3) =
4∑
q=1
H˙qKL(λ3, µ3),
où H˙qKL(λ3, µ3) =
∫
Pq
F˙ (λ1, λ2, λ3, µ1, µ2, µ3)
△˙(λ1, λ2, λ3, µ1, µ2, µ3)
λ1(1− λ1)µ1(1− µ1) dλ1 dλ2 dµ1 dµ2.
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Eﬀectuons ensuite dans chaque Pq, les changements de variables suivants :
• Dans P1
λ1 = ξ
λ2 = ζξ
µ1 = θξ
µ2 = ηξ
ξ, ζ, θ, η ∈ [0, 1].
Il transforme P1 en le pavé [0, 1]4 et son Jacobien est J1 = ξ3.
• Dans P2
λ1 = ξζ
λ2 = ζ
µ1 = θζ
µ2 = ηζ
ξ, ζ, θ, η ∈ [0, 1].
Il transforme P2 en le pavé [0, 1]4 et son Jacobien est J2 = ζ3.
• Dans P3
λ1 = ξθ
λ2 = ζθ
µ1 = θ
µ2 = ηθ
ξ, ζ, θ, η ∈ [0, 1].
Il transforme P3 en le pavé [0, 1]4 et son Jacobien est J3 = θ3.
• Dans P4
λ1 = ξη
λ2 = ζη
µ1 = θη
µ2 = η
ξ, ζ, θ, η ∈ [0, 1].
Il transforme P4 en le pavé [0, 1]4 et son Jacobien est J4 = η3.
Nous évaluons à présent les H˙qKL(λ3, µ3) (q = 1, 2, 3, 4), à l’aide de ces changements :
Pour q = 1, 2, 3, 4,
H˙qKL(λ3, µ3) =
∫
[0,1]4
F˙q(ξ, ζ, θ, η, λ3, µ3)
△˙q(ξ, ζ, θ, η, λ3, µ3)
J˙q(ξ, ζ, θ, η) dη dθ dζ dξ,
avec
F˙q(ξ, ζ, θ, η, λ3, µ3) =

F˙ (ξ, ξζ, λ3, ξθ, ξη, µ3) si q = 1
F˙ (ξζ, ζ, λ3, ζθ, ζη, µ3) si q = 2
F˙ (ξθ, ζθ, λ3, θ, θη, µ3) si q = 3
F˙ (ξη, ζη, λ3, θη, η, µ3) si q = 4,
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△˙q(ξ, ζ, θ, η, λ3, µ3) =

| θ(y′2 − y
′
1)− (x
′
2 − x
′
1) + η(Y2 −X1)− ζ(X2 −X1) |α si q = 1
| θ(y′2 − y
′
1)− ξ(x
′
2 − x
′
1) + η(Y2 −X1)− (X2 −X1) |α si q = 2
| (y′2 − y
′
1)− ξ(x
′
2 − x
′
1) + η(Y2 −X1)− ζ(X2 −X1) |α si q = 3
| θ(y′2 − y
′
1)− ξ(x
′
2 − x
′
1) + (Y2 −X1)− ζ(X2 −X1) |α si q = 4,
et
J˙q(ξ, ζ, θ, η) =

(1− ξ)(1− ξθ)θξ(5−α) si q = 1
(1− ξζ)(1− ζθ)ξθζ(5−α) si q = 2
(1− θ)(1− ξθ)ξθ(5−α) si q = 3
(1− ξη)(1− θη)ξθη(5−α) si q = 4.
En résumé, nous avons :
Iα,KL = γKL
4∑
q=1
∫
[0,1]6
F˙q(ξ, ζ, θ, η, λ3, µ3)
△˙q(ξ, ζ, θ, η, λ3, µ3)
J˙q(ξ, ζ, θ, η) dη dθ dζ dξ dµ3 dλ3, (2.13)
où les fonctions F˙q, △˙q et J˙q (q = 1, 2, 3, 4) sont données ci-dessus. 
Dans l’expression (2.13), nous avons △˙q(ξ, ζ, θ, η, λ3, µ3) 6= 0, ∀ (ξ, ζ, θ, η, λ3, µ3) ∈ [0, 1]6 et
∀ q = 1, 2, 3, 4. La singularité ne concerne plus que les fonctions J˙q, et on constate selon leurs
expressions que cette singularité est parfaitement levée pour α ≤ 5.
Méthode 2
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Nous décrivons x ∈ K, en le considérant sur le segment [X1, x′ ] où x′ est un élément de la
face X2X3X4, opposée au sommet X1 :
x
′
= (1− λ2 − λ3)X2 + λ2X3 + λ3X4 ; (λ2, λ3) ∈ Sλ
x = (1− λ1)X1 + λ1x′ ; λ1 ∈ [0, 1],
où nous déﬁnissons
Sλ =
{
(λ2, λ3) ∈ [0, 1]2; λ2 + λ3 6 1
}
.
Nous décrivons de manière analogue, y dans le tétraèdre L :
y
′
= (1− µ2 − µ3)Y2 + µ2Y3 + µ3Y4 ; (µ2, µ3) ∈ Sµ
y = (1− µ1)Y1 + µ1y′ ; µ1 ∈ [0, 1],
avec
Sµ =
{
(µ2, µ3) ∈ [0, 1]2; µ2 + µ3 6 1
}
.
Notant que X1 = Y1, nous avons
y − x = µ1(y′ −X1)− λ1(x′ −X1).
Donc
y − x = 0⇐⇒ λ1 = µ1 = 0.
Exprimons l’intégrale Iα,KL à l’aide de ce changement de variables. Les Jacobiens Jx et Jy de ces
transformations sont :
Jx = λ
2
1
∣∣ (X4 −X2) · [(X3 −X2)× (X1 −X2)] ∣∣
Jx = λ
2
1|P(K)|
Jx = 6λ
2
1|K|
et de même
Jy = µ
2
1 |P(L)| = 6µ21 |L|.
Avec les notations suivantes
△˜(λ1, λ2, λ3, µ1, µ2, µ3) = |µ1(y′ −X1)− λ1(x′ −X1) |α,
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et pour ai ∈ [0, 1]; i = 1, ..., 6,
F˜ (a1, ..., a6) = F (x(a1, a2, a3), y(a4, a5, a6)) ,
avec
x(a1, a2, a3) = (1− a1)X1 + a1
[
(1− a2 − a3)X2 + a2X3 + a3X4
]
,
y(a4, a5, a6) = (1− a4)X1 + a4
[
(1− a5 − a6)Y2 + a5Y3 + a6Y4
]
,
l’intégrale Iα,KL devient
Iα,KL = γKL
∫
[0,1]2×Sλ×Sµ
F˜ (λ1, λ2, λ3, µ1, µ2, µ3)
△˜(λ1, λ2, λ3, µ1, µ2, µ3)
λ21µ
2
1 dλ1 dµ1 d(λ2, λ3) d(µ2, µ3),
où le facteur γKL est introduit dans la méthode précédente et sera déﬁni comme tel tout le long
du chapitre. Nous eﬀectuons ensuite dans chaque Sλ et Sµ, les changements de variables suivants :
• Dans Sλ
λ2 = ωu
λ3 = ω(1− u)
u, ω ∈ [0, 1].
Il transforme Sλ en le carré [0, 1]2 et son Jacobien vaut ω.
• Dans Sµ
µ2 = νv
µ3 = ν(1− v)
v, ν ∈ [0, 1].
Il transforme Sµ en le carré [0, 1]2 et son Jacobien vaut ν.
L’expression précédente de Iα,KL devient
Iα,KL = γKL
∫
[0,1]4
H˜KL(ν, ω, u, v)νω dν dω du dv,
où H˜KL(ν, ω, u, v) =
∫
[0,1]2
F˜ (λ1, ωu, ω(1− u), µ1, νv, ν(1− v))
△˜(λ1, µ1, ν, ω, u, v)
λ21µ
2
1 dλ1 dµ1.
Evaluons à présent l’intégrale H˜KL(ν, ω, u, v). Pour cela, nous utilisons encore la transformation
de Duﬀy. On décompose le carré [0, 1]2 = T1 ∪ T2 où Ti(i = 1, 2) est un triangle.
T1 =
{
(λ1, µ1) ∈ [0, 1]2; µ1 6 λ1
}
,
T2 =
{
(λ1, µ1) ∈ [0, 1]2; µ1 > λ1
}
.
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Nous eﬀectuons ensuite dans T2, le changement de variables suivant :
λ1 = µ1
µ1 = λ1.
Il transforme T2 en T1 et son Jacobien vaut 1. On obtient alors
H˜KL(ν, ω, u, v) =
2∑
i=1
∫
Ti
F˜ (λ1, ωu, ω(1− u), µ1, νv, ν(1− v))
△˜(λ1, µ1, ν, ω, u, v)
λ21µ
2
1 dλ1 dµ1
H˜KL(ν, ω, u, v) =
2∑
i=1
∫
T1
F˜i(λ1, µ1, ν, ω, u, v)
△˜i(λ1, µ1, ν, ω, u, v)
λ21µ
2
1 dλ1 dµ1,
avec
F˜1(λ1, µ1, ν, ω, u, v) = F˜ (λ1, ωu, ω(1− u), µ1, νv, ν(1− v)),
△˜1(λ1, µ1, ν, ω, u, v) = |µ1(y′ −X1)− λ1(x′ −X1) |α,
F˜2(λ1, µ1, ν, ω, u, v) = F˜ (µ1, ωu, ω(1− u), λ1, νv, ν(1− v)),
△˜2(λ1, µ1, ν, ω, u, v) = |λ1(y′ −X1)− µ1(x′ −X1) |α.
Nous eﬀectuons de nouveau un changement, cette fois dans T1 :
λ1 = ζ
µ1 = ηζ
η, ζ ∈ [0, 1].
Il transforme T1 en le carré [0, 1]2 et son Jacobien vaut ζ. Ce qui nous conduit à :
H˜KL(ν, ω, u, v) =
2∑
i=1
∫
[0,1]2
F˜ i(ζ, η, ν, ω, u, v)
△˜i(ζ, η, ν, ω, u, v)η
2ζ(5−α) dζ dη,
avec
F˜ 1(ζ, η, ν, ω, u, v) = F˜ (ζ, ωu, ω(1− u), ηζ, νv, ν(1− v)),
△˜1(ζ, η, ν, ω, u, v) = | η(y′ −X1)− (x′ −X1) |α,
F˜ 2(ζ, η, ν, ω, u, v) = F˜ (ηζ, ωu, ω(1− u), ζ, νv, ν(1− v)),
△˜2(ζ, η, ν, ω, u, v) = | (y′ −X1)− η(x′ −X1) |α.
En résumé, nous avons
Iα,KL = γKL
2∑
i=1
∫
[0,1]6
F˜ i(ζ, η, ν, ω, u, v)
△˜i(ζ, η, ν, ω, u, v) νω η
2ζ(5−α) dζ dη dν dω du dv, (2.14)
où les fonctions F˜ i et △˜i (i = 1, 2) sont données ci-dessus. 
Les vecteurs (x
′ −X1) et (y′ −X1) ne pouvant être colinéaires et de même sens, nous avons
dans l’expression (2.14) : △˜i(ζ, η, ν, ω, u, v) 6= 0, ∀ (ζ, η, ν, ω, u, v) ∈ [0, 1]6 et ∀ i = 1, 2. Dans
la conﬁguration actuelle des tétraèdres K et L, nous avons donc introduit deux méthodes qui
transforment chacune Iα,KL en une intégrale singulière d’ordre α− 5 par rapport à une variable
uni-dimensionnelle. La singularité est alors totalement levée pour α ≤ 5. Pour ces dernières va-
leurs de α, l’intégrale Iα,KL peut donc être évaluée par des formules de quadrature standard
appliquées directement à l’une des expressions (2.13) et (2.14). L’expression (2.14) est celle qui a
été implémentée pour les tests numériques, parce qu’elle est la plus simple à mettre en oeuvre.
49
Chapitre 2 : Résolution de l’équation intégrale volumique
2.2.2 Les tétraèdres ont une arête commune
Nous décrivons x ∈ K, en le considérant sur le segment [x′1, x
′
2] où x
′
1 et x
′
2 sont des éléments
des segments [X1, X2] et [X3, X4], respectivement :
x
′
1 = λ2X2 + (1− λ2)X1 ; λ2 ∈ [0, 1]
x
′
2 = λ3X3 + (1− λ3)X4 ; λ3 ∈ [0, 1]
x = λ1x
′
1 + (1− λ1)x
′
2 ; λ1 ∈ [0, 1].
y est décrit de manière analogue dans L :
y
′
1 = µ2Y2 + (1− µ2)Y1 ; µ2 ∈ [0, 1]
y
′
2 = µ3Y3 + (1− µ3)Y4 ; µ3 ∈ [0, 1]
y = µ1y
′
1 + (1− µ1)y
′
2 ; µ1 ∈ [0, 1].
Alors
y − x = µ1(y′1 − y
′
2)− λ1(x
′
1 − x
′
2) + y
′
2 − x
′
2,
et puisque X3 = Y4 et X4 = Y3, nous avons :
y − x = µ1(y′1 − y
′
2)− λ1(x
′
1 − x
′
2) + (1− λ3 − µ3)(X3 −X4).
Par conséquent,
y − x = 0⇐⇒ λ1 = µ1 = 1− λ3 − µ3 = 0.
Exprimons l’intégrale Iα,KL à l’aide de ce changement de variables. Les Jacobiens de ces transfor-
mations sont :
Jx = 6λ1(1− λ1)|K| et Jy = 6µ1(1− µ1) |L|.
On introduit les notations suivantes :
△¯(λ1, λ2, λ3, µ1, µ2, µ3) = |µ1(y′1 − y
′
2)− λ1(x
′
1 − x
′
2) + (1− λ3 − µ3)(X3 −X4) |α,
et pour ai ∈ [0, 1]; i = 1, ..., 6,
F¯ (a1, ..., a6) = F (x(a1, a2, a3), y(a4, a5, a6)) ,
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avec
x(a1, a2, a3) = a1
[
(1− a2)X1 + a2X2
]
+ (1− a1)
[
a3X3 + (1− a3)X4
]
,
y(a4, a5, a6) = a4
[
(1− a5)Y1 + a5Y2
]
+ (1− a4)
[
a6Y3 + (1− a6)Y4
]
.
L’intégrale Iα,KL devient
Iα,KL = γKL
∫
[0,1]4
H¯KL(λ1, λ2, µ1, µ2)λ1(1− λ1)µ1(1− µ1) dλ1 dλ2 dµ1 dµ2,
où H¯KL(λ1, λ2, µ1, µ2) =
∫
[0,1]2
F¯ (λ1, λ2, λ3, µ1, µ2, µ3)
△¯(λ1, λ2, λ3, µ1, µ2, µ3)
dµ3 dλ3.
Evaluons à présent l’intégrale H¯KL(λ1, λ2, µ1, µ2). Pour cela, nous décomposons le carré [0, 1]2 =
S1 ∪ S2 où Si(i = 1, 2) est un triangle :
S1 =
{
(λ3, µ3) ∈ [0, 1]2; µ3 + λ3 6 1
}
,
S2 =
{
(λ3, µ3) ∈ [0, 1]2; µ3 + λ3 > 1
}
.
Nous eﬀectuons ensuite dans chaque Si, les changements de variables suivants :
• Dans S1
λ3 = (1− ω)u
µ3 = (1− ω)(1− u)
u, ω ∈ [0, 1].
Il transforme S1 en le carré [0, 1]2 et son Jacobien vaut (1− ω).
• Dans S2
λ3 = (1− ω)u+ ω
µ3 = (1− ω)(1− u) + ω
u, ω ∈ [0, 1].
Il transforme S2 en le carré [0, 1]2 et son Jacobien vaut (1− ω).
Ces changements nous conduisent à :
1− λ3 − µ3 =
{
ω sur S1
−ω sur S2,
et nous avons
H¯KL(λ1, λ2, µ1, µ2) =
2∑
i=1
∫
[0,1]2
F¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
△¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
(1− ω) dω du,
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avec
F¯1(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω)) = F¯ (λ1, λ2, (1− ω)u, µ1, µ2, (1− ω)(1− u)),
△¯1(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω)) = |µ1(y′1 − y
′
2)− λ1(x
′
1 − x
′
2) + ω(X3 −X4) |α,
F¯2(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω)) = F¯ (λ1, λ2, (1− ω)u+ ω, µ1, µ2, (1− ω)(1− u) + ω),
△¯2(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω)) = |µ1(y′1 − y
′
2)− λ1(x
′
1 − x
′
2)− ω(X3 −X4) |α.
L’expression précédente de Iα,KL devient alors
Iα,KL = γKL
2∑
i=1
{∫
[0,1]6
F¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
△¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
(1− ω)λ1(1− λ1)
× µ1(1− µ1) dω du dλ1 dλ2 dµ1 dµ2
}
.
Nous constatons que
△¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω)) = 0⇐⇒ λ1 = µ1 = ω = 0, ∀ i = 1, 2,
et nous traitons la singularité par la transformation de Duﬀy. Récrivons
Iα,KL = γKL
2∑
i=1
∫
[0,1]3
G¯iKL(u, λ2, µ2) du dµ2 dλ2,
avec G¯iKL(u, λ2, µ2) =
∫
[0,1]3
{
F¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
△¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
×(1− ω)λ1(1− λ1)µ1(1− µ1) dω dλ1 dµ1
}
.
Nous décomposons ensuite le cube [0, 1]3 =
3⋃
q=1
Pq, où Pq(q = 1, 2, 3) est un tétraèdre.
P1 =
{
(λ1, µ1, ω) ∈ [0, 1]3; max(µ1, ω) 6 λ1
}
,
P2 =
{
(λ1, µ1, ω) ∈ [0, 1]3; max(λ1, ω) 6 µ1
}
,
P3 =
{
(λ1, µ1, ω) ∈ [0, 1]3; max(λ1, µ1) 6 ω
}
.
Nous avons alors
G¯iKL(u, λ2, µ2) =
3∑
q=1
M¯ i,qKL(u, λ2, µ2),
avec M¯ i,qKL(u, λ2, µ2) =
∫
Pq
{
F¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
△¯i(λ1, λ2, λ3(u, ω), µ1, µ2, µ3(u, ω))
×(1− ω)λ1(1− λ1)µ1(1− µ1) dω dλ1 dµ1
}
.
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On eﬀectue dans chaque Pq, les changements de variables suivants :
• Dans P1
λ1 = ζ
µ1 = ηζ
ω = θζ
η, θ, ζ ∈ [0, 1].
Il transforme P1 en le cube [0, 1]3 et son Jacobien vaut ζ2.
• Dans P2
λ1 = ζη
µ1 = η
ω = θη
η, θ, ζ ∈ [0, 1].
Il transforme P2 en le cube [0, 1]3 et son Jacobien vaut η2.
• Dans P3
λ1 = θζ
µ1 = ηθ
ω = θ
η, θ, ζ ∈ [0, 1].
Il transforme P3 en le cube [0, 1]3 et son Jacobien vaut θ2.
L’évaluation des M¯ i,qKL (i = 1, 2; q = 1, 2, 3), à l’aide de ces changements nous amène à
Iα,KL = γKL
2∑
i=1
3∑
q=1
∫
[0,1]6
F¯ qi (ζ, η, θ, u, λ2, µ2)
△¯qi (ζ, η, θ, u, λ2, µ2)
J¯q(ζ, η, θ) dζ dη dθ du dµ2 dλ2, (2.15)
où les fonctions F¯ qi , △¯qi et Jq (i = 1, 2 ; q = 1, 2, 3) sont données par :
F¯ q1 (ζ, η, θ, u, λ2, µ2) =

F¯ (ζ, λ2, (1− θζ)u, ηζ, µ2, (1− θζ)(1− u)) si q = 1
F¯ (ηζ, λ2, (1− ηθ)u, η, µ2, (1− ηθ)(1− u)) si q = 2
F¯ (ζθ, λ2, (1− θ)u, ηθ, µ2, (1− θ)(1− u)) si q = 3.
F¯ q2 (ζ, η, θ, u, λ2, µ2) =

F¯ (ζ, λ2, (1− θζ)u+ θζ, ηζ, µ2, (1− θζ)(1− u) + θζ) si q = 1
F¯ (ηζ, λ2, (1− ηθ)u+ ηθ, η, µ2, (1− ηθ)(1− u) + ηθ) si q = 2
F¯ (ζθ, λ2, (1− θ)u+ θ, ηθ, µ2, (1− θ)(1− u) + θ) si q = 3.
△¯q1(ζ, η, θ, u, λ2, µ2) =

| η(y′1 − y
′
2)− (x
′
1 − x
′
2) + θ(X3 −X4) |α si q = 1
| (y′1 − y
′
2)− ζ(x
′
1 − x
′
2) + θ(X3 −X4) |α si q = 2
| η(y′1 − y
′
2)− ζ(x
′
1 − x
′
2) + (X3 −X4) |α si q = 3.
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△¯q2(ζ, η, θ, u, λ2, µ2) =

| η(y′1 − y
′
2)− (x
′
1 − x
′
2)− θ(X3 −X4) |α si q = 1
| (y′1 − y
′
2)− ζ(x
′
1 − x
′
2)− θ(X3 −X4) |α si q = 2
| η(y′1 − y
′
2)− ζ(x
′
1 − x
′
2)− (X3 −X4) |α si q = 3.
J¯q(ζ, η, θ) =

(1− θζ)η(1− ηζ)(1− ζ)ζ(4−α) si q = 1
(1− ηθ)ζ(1− ηζ)(1− η)η(4−α) si q = 2
(1− ηθ)η(1− ζθ)ζ(1− θ)θ(4−α) si q = 3.

Dans l’expression (2.15), nous avons △¯qi (ζ, η, θ, u, λ2, µ2) 6= 0, ∀ (ζ, η, θ, u, λ2, µ2) ∈ [0, 1]6,
∀ i = 1, 2 et ∀ q = 1, 2, 3. La singularité ne concerne plus que les fonctions J¯q. La méthode intro-
duite ici pour cette conﬁguration des tétraèdres K et L, transforme donc Iα,KL en une intégrale
singulière d’ordre α − 4 par rapport à une variable uni-dimensionnelle. La singularité est alors
totalement levée pour α ≤ 4. Pour ces dernières valeurs de α, l’intégrale Iα,KL peut être évaluée
par des formules de quadrature standard appliquées directement à (2.15).
2.2.3 Les tétraèdres ont une face commune
Nous présentons pour cette conﬁguration, deux méthodes issues des diﬀérentes descriptions des
variables d’intégration dans les tétraèdres.
Méthode 1
Nous décrivons x ∈ K, en le considérant sur le segment [X4, x′ ] où x′ est un élément de la
face X1X2X3 (que nous noterons Σ) :
x = (1− λ)x′ + λX4 ; (λ, x′) ∈ [0, 1]× Σ.
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De manière analogue, nous décrivons y ∈ L à l’aide du sommet Y4 et de la face Y1Y2Y3 (qui est
la même que Σ) :
y = (1− µ) y′ + µY4 ; (µ, y′) ∈ [0, 1]× Σ.
Nous avons
y − x = λ (x′ −X4) − µ (y′ − Y4) + y′ − x′ ,
et
y − x = 0 ⇐⇒ λ = µ = 0 et y′ − x′ = 0.
Evaluons à présent l’intégrale Iα,KL avec ce changement de variables. Nous appliquons aux tétra-
èdres K et L, le résultat du changement de variables introduit dans l’annexe A, qui ramène une
intégrale sur un tétraèdre, à une intégrale sur l’une de ces faces :
Iα,KL =
∫
K
∫
L
F (x, y)
|x− y|α dy dx
= βKL
{∫
[0,1]
(1− λ)2
∫
Σ
∫
[0,1]
(1− µ)2
∫
Σ
F
[
x(λ, x
′
), y(µ, y
′
)
]
|x(λ, x′)− y(µ, y′)|α ds(y
′
) dµ ds(x
′
) dλ
}
,
où βKL = 9
|K| |L|
|Σ|2 .
Pour la variable d’intégration externe x
′
donnée dans le triangle Σ, on découpe Σ en trois
zones concourantes en x
′
. Le triangle Σ est alors subdivisé en sous triangles x
′
X1X2, x
′
X2X3 et
x
′
X3X1, et la réunion de ces sous triangles est décrite par la variable d’intégration interne y
′ ∈ Σ.
La variable y
′
est exprimée dans chaque sous triangle comme combinaison du sommet x
′
et d’un
point y˜ sur l’arête opposée.
Nous pouvons écrire alors
Iα,KL = βKL
3∑
i=1
∫
Σ
IiΣ(x
′
) ds(x
′
),
avec IiΣ(x
′
) =
∫
[0,1]2
∫
Σi
F
[
x(λ, x
′
), y(µ, y
′
)
]
|x(λ, x′)− y(µ, y′)|α (1− λ)
2(1− µ)2 ds(y′) dµ dλ; i = 1, 2, 3,
et Σi est le triangle

x
′
X2X3 si i = 1
x
′
X3X1 si i = 2
x
′
X1X2 si i = 3.
Remarque 11. Il est clair que l’intégrale IiΣ(x
′
) ne contribue à l’évaluation de Iα,KL, que si Σi
est non dégénéré. Si nous introduisons les coordonnées barycentriques du point x
′
dans Σ :
x
′
=
3∑
j=1
λj(x
′
)Xj , avec
3∑
j=1
λj(x
′
) = 1 et λj(x
′
) ∈ [0, 1] , j = 1, 2, 3
55
Chapitre 2 : Résolution de l’équation intégrale volumique
alors la dégénérescence de Σi équivaut à λi(x
′
) = 0. Nous allons alors calculer l’intégrale IiΣ(x
′
),
pour λi(x
′
) 6= 0.
Evaluons à présent IiΣ(x
′
) pour i = 1, 2, 3.
⋆ i = 1 (dans Σ1 :≡ x′X2X3)
On déﬁnit :
y˜1 = (1− λy)X2 + λyX3 ; λy ∈ [0, 1]
y
′
1 := y
′
= (1− µy)x′ + µy y˜1 ; µy ∈ [0, 1]
y1 := y = (1− µ)y′1 + µY4.
On a y
′
1 − x
′
= µy(y˜1 − x′) et
y1(µ, y
′
)− x(λ, x′) = λ(x′ −X4) + µ(Y4 − y′1) + µy(y˜1 − x
′
).
En outre Σ1 est transformé en le carré unité [0, 1]2 et le Jacobien est
J1 =
∣∣∣∣ ∂y′∂µy × ∂y
′
∂λy
∣∣∣∣,
avec
∂y
′
∂µy
= y˜1 − x′ et ∂y
′
∂λy
= µy(X3 −X2). Donc
J1 = µy
∣∣(X3 −X2)× (y˜1 − x′)∣∣
= µy
∣∣(X3 −X2)× (X2 − x′)∣∣
J1 = 2µy |Σ1|.
On a
y1 − x = 0 ⇐⇒ λ = µ = µy = 0.
La transformation nous conduit à :
I1Σ(x
′
) = 2 |Σ1|
∫
[0,1]
I1Σ(x
′
, λy) dλy,
avec I1Σ(x
′
, λy) =
∫
[0,1]3
F
[
x(λ, x
′
), y1(µ, y
′
1(x
′
, λy, µy))
]
|x− y1|α (1− λ)
2(1− µ)2µy dµy dµ dλ.
Nous introduisons ensuite, la transformation de Duﬀy [15] sur les variables λ, µ et µy. Pour
cela, décomposons le cube [0, 1]3 en trois pyramides Pq (q = 1, 2, 3) : [0, 1]3 =
3⋃
q=1
Pq.
P1 =
{
(λ, µ, µy) ∈ [0, 1]3; max(µ, µy) 6 λ
}
,
P2 =
{
(λ, µ, µy) ∈ [0, 1]3; max(λ, µy) 6 µ
}
,
P3 =
{
(λ, µ, µy) ∈ [0, 1]3; max(λ, µ) 6 µy
}
.
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Nous eﬀectuons ensuite dans chaque Pq, les changements de variables suivants :
• Dans P1
λ = ζ
µ = ηζ
µy = θζ
η, θ, ζ ∈ [0, 1].
Il transforme P1 en le cube [0, 1]3 et son Jacobien vaut ζ2.
• Dans P2
λ = ζη
µ = η
µy = θη
η, θ, ζ ∈ [0, 1].
Il transforme P2 en le cube [0, 1]3 et son Jacobien vaut η2.
• Dans P3
λ = θζ
µ = ηθ
µy = θ
η, θ, ζ ∈ [0, 1].
Il transforme P3 en le cube [0, 1]3 et son Jacobien vaut θ2.
Nous avons alors :
I1Σ(x
′
, λy) =
3∑
q=1
Mˇ1,qΣ (x
′
, λy),
où Mˇ1,qΣ (x
′
, λy) =
∫
Pq
F
[
x(λ, x
′
), y1(µ, y
′
1(x
′
, λy, µy))
]
|x− y1|α (1− λ)
2(1− µ)2µy dµy dµ dλ.
Nous évaluons à présent les Mˇ1,qΣ (q = 1, 2, 3), à l’aide de ces changements :
Mˇ1,qΣ (x
′
, λy) =
∫
[0, 1]3
F
(
x1,q(x
′
, ζ, η, θ), y1,q(x
′
, λy, ζ, η, θ)
)
△ˇ1,q(x′ , λy, ζ, η, θ)
Jˇ1,q(ζ, η, θ) dζ dθ dη,
avec
x1,q(x
′
, ζ, η, θ) =

ζ X4 + (1− ζ)x′ si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2
θζ X4 + (1− θζ)x′ si q = 3,
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y1,q(x
′
, λy, ζ, η, θ) =

ηζ Y4 + (1− ηζ) y′1,1 si q = 1
η Y4 + (1− η) y′1,2 si q = 2
θη Y4 + (1− θη) y′1,3 si q = 3,
où
y
′
1,q(x
′
, λy, ζ, η, θ) =

θζ y˜1 + (1− θζ)x′ si q = 1
θη y˜1 + (1− θη)x′ si q = 2
θ y˜1 + (1− θ)x′ si q = 3,
△ˇ1,q(x′ , λy, ζ, η, θ) =

|x′ −X4 + η(Y4 − y′1,1) + θ(y˜1 − x
′
) |α si q = 1
| ζ(x′ −X4) + (Y4 − y′1,2) + θ(y˜1 − x
′
) |α si q = 2
| ζ(x′ −X4) + η(Y4 − y′1,3) + (y˜1 − x
′
) |α si q = 3,
et
Jˇ1,q(ζ, η, θ) =

θ(1− ηζ)2(1− ζ)2ζ(3−α) si q = 1
θ(1− ηζ)2(1− η)2η(3−α) si q = 2
(1− θζ)2(1− θη)2θ(3−α) si q = 3.
Nous obtenons ainsi
I1Σ(x
′
) = 2 |Σ1|
∫
[0,1]
I1Σ(x
′
, λy) dλy
= 2 |Σ1|
∫
[0,1]
{ 3∑
q=1
Mˇ1,qΣ (x
′
, λy)
}
dλy
I1Σ(x
′
) = 2 |Σ1|
∫
[0,1]
{ 3∑
q=1
∫
[0, 1]3
F
(
x1,q(x
′
, ζ, η, θ), y1,q(x
′
, λy, ζ, η, θ)
)
△ˇ1,q(x′ , λy, ζ, η, θ)
Jˇ1,q(ζ, η, θ) dθ dζ dη
}
dλy.
Un calcul similaire nous permet d’évaluer ensuite, les intégrales IiΣ(x
′
); i = 2, 3 :
⋆ i = 2 (dans Σ2 :≡ X1x′X3)
y˜2 = (1− λy)X3 + λyX1.
x2,q(x
′
, ζ, η, θ) =

ζ X4 + (1− ζ)x′ si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2
θζ X4 + (1− θζ)x′ si q = 3.
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y2,q(x
′
, λy, ζ, η, θ) =

ηζ Y4 + (1− ηζ) y′2,1 si q = 1
η Y4 + (1− η) y′2,2 si q = 2
θη Y4 + (1− θη) y′2,3 si q = 3.
où
y
′
2,q(x
′
, λy, ζ, η, θ) =

θζ y˜2 + (1− θζ)x′ si q = 1
θη y˜2 + (1− θη)x′ si q = 2
θ y˜2 + (1− θ)x′ si q = 3.
△ˇ2,q(x′ , λy, ζ, η, θ) =

|x′ −X4 + η(Y4 − y′2,1) + θ(y˜2 − x
′
) |α si q = 1
| ζ(x′ −X4) + (Y4 − y′2,2) + θ(y˜2 − x
′
) |α si q = 2
| ζ(x′ −X4) + η(Y4 − y′2,3) + (y˜2 − x
′
) |α si q = 3.
et
Jˇ2,q(ζ, η, θ) = Jˇ1,q(ζ, η, θ), pour q = 1, 2, 3.
⋆ i = 3 (dans Σ3 :≡ X1X2x′)
y˜3 = (1− λy)X1 + λyX2.
x3,q(x
′
, ζ, η, θ) =

ζ X4 + (1− ζ)x′ si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2
θζ X4 + (1− θζ)x′ si q = 3.
y3,q(x
′
, λy, ζ, η, θ) =

ηζ Y4 + (1− ηζ) y′3,1 si q = 1
η Y4 + (1− η) y′3,2 si q = 2
θη Y4 + (1− θη) y′3,3 si q = 3.
où
y
′
3,q(x
′
, λy, ζ, η, θ) =

θζ y˜3 + (1− θζ)x′ si q = 1
θη y˜3 + (1− θη)x′ si q = 2
θ y˜3 + (1− θ)x′ si q = 3.
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△ˇ3,q(x′ , λy, ζ, η, θ) =

|x′ −X4 + η(Y4 − y′3,1) + θ(y˜3 − x
′
) |α si q = 1
| ζ(x′ −X4) + (Y4 − y′3,2) + θ(y˜3 − x
′
) |α si q = 2
| ζ(x′ −X4) + η(Y4 − y′3,3) + (y˜3 − x
′
) |α si q = 3.
et
Jˇ3,q(ζ, η, θ) = Jˇ1,q(ζ, η, θ), pour q = 1, 2, 3.

Finalement par cette méthode, l’intégrale Iα,KL s’exprime :
Iα,KL = 2βKL
∫
Σ
∫
[0,1]
{
3∑
i=1
3∑
q=1
|Σi|
∫
[0, 1]3
F
(
xi,q(x
′
, ζ, η, θ), yi,q(x
′
, λy, ζ, η, θ)
)
△ˇi,q(x′ , λy, ζ, η, θ)
Jˇi,q(ζ, η, θ) dθ dη dζ
}
dλy ds(x
′
).
(2.16)
Remarque 12. En utilisant les coordonnées barycentriques de x
′
dans Σ comme défini dans la
remarque 11, on a |Σi| = λi(x′) |Σ|, i = 1, 2, 3.
Nous avons déﬁni, ci-dessus, les vecteurs xi,q, yi,q et les scalaires △ˇi,q, Jˇi,q (i = 1, 2, 3; q =
1, 2, 3). Dans l’expression (2.16), si Σi est non dégénéré pour i = 1, 2, 3, nous avons alors pour
tout (x
′
, λy, ζ, η, θ) ∈ Σ× [0, 1]4 et pour tout q = 1, 2, 3, △ˇi,q(x′ , λy, ζ, η, θ) 6= 0. La singularité ne
concerne plus que les fonctions Jˇi,q, et on constate selon leurs expressions que cette singularité est
parfaitement levée pour α ≤ 3. Nous présentons pour la conﬁguration actuelle des tétraèdres K
et L, une autre méthode liée à la description du point y dans L.
Méthode 2
Rappelons que
x(λ, x
′
) := x = (1− λ)x′ + λX4 ; (λ, x′) ∈ [0, 1]× Σ,
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avec Σ = X1X2X3 = Y1Y2Y3. Pour x
′
donné sur la face Σ, nous déﬁnissons une subdivision de
L en sous tétraèdres Li(x
′
) (i = 1, 2, 3) de sommets (Yˆij)j=1,2,3,4, donnés par
Yˆij =
{
Yj si j 6= i
x
′
sinon.
i = 1, 2, 3 ; j = 1, 2, 3, 4
Nous avons L =
3⋃
i=1
Li(x
′
) et donc
Iα,KL =
∫
K
∫
L
F (x, y)
|x− y|α dy dx
= 3
|K|
|Σ|
∫
[0,1]
(1− λ)2
∫
Σ
∫
L
F
[
x(λ, x
′
), y
]
|x(λ, x′)− y|α dy ds(x
′
) dλ
= 3
|K|
|Σ|
∫
[0,1]
(1− λ)2
∫
Σ
{
3∑
i=1
∫
Li(x
′ )
F
[
x(λ, x
′
), y
]
|x(λ, x′)− y|α dy
}
ds(x
′
) dλ
Iα,KL = βK
∫
Σ
{
3∑
i=1
IiL(x
′
)
}
ds(x
′
),
où βK = 3
|K|
|Σ|
et IiL(x
′
) =
∫
[0,1]
∫
Li(x
′ )
F
[
x(λ, x
′
), y
]
|x(λ, x′)− y|α (1− λ)
2 dy dλ.
Remarque 13. Comme dans la remarque 11, l’intégrale IiL(x
′
) ne contribue que si Li(x
′
) est
non dégénéré. Si nous considérons les coordonnées barycentriques du point x
′
dans Σ, cette fois
par rapport aux sommets Yj :
x
′
=
3∑
j=1
λ˜j(x
′
)Yj et
3∑
j=1
λ˜j(x
′
) = 1,
alors la dégénérescence de Li(x
′
) équivaut à λ˜i(x
′
) = 0. Nous allons alors évaluer l’intégrale
IiL(x
′
), pour λ˜i(x
′
) 6= 0.
Evaluons à présent, les intégrales
IiL(x
′
) =
∫
[0,1]
∫
Li(x
′ )
F
[
x(λ, x
′
), y
]
|x(λ, x′)− y|α (1− λ)
2 dy dλ; i = 1, 2, 3.
Pour chaque i ∈ {1, 2, 3}, nous décrivons y ∈ Li(x′) à l’aide du segment [x′ , zi], où zi est un
élément de la face Σ˜i opposée à x
′
, dans le tétraèdre Li(x
′
). La variable zi sera décrite par une
formule de quadrature sur le triangle.
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⋆ Cas i = 1 : L1(x
′
) ≡ x′Y2Y3Y4
On considère z1 ∈ Σ˜1 ≡ Y2Y3Y4 et on déﬁnit y ∈ [x′ , z1], en posant :
y1 := y = (1− µ)x′ + µ z1 ; µ ∈ [0, 1].
Le résultat du changement de variables introduit dans l’annexe A, nous conduit à :
I1L(x
′
) = σ1(x
′
)
∫
[0,1]
∫
[0,1]
∫
Σ˜1
F
(
x(λ, x
′
), y1(x
′
, µ, z1)
)
|x− y1|α µ
2 ds(z1) dµ dλ,
où σ1(x
′
) = 3
|L1(x′)|
|Σ1| .
Nous avons
y1 − x = µ (z1 − x′) + x′ − x
y1 − x = µ (z1 − x′) + λ (x′ − X4),
et
y1 − x = 0 ⇐⇒ µ = λ = 0.
Récrivons :
I1L(x
′
) = σ1(x
′
)
∫
Σ˜1
I1L(x
′
, z1) ds(z1),
où I1L(x
′
, z1) =
∫
[0,1]2
F
(
x(λ, x
′
), y1(x
′
, µ, z1)
)
|x− y1|α µ
2 dµ dλ.
Nous introduisons ensuite la transformation de Duﬀy sur les variables λ et µ. Pour cela,
décomposons le carré [0, 1]2 en deux triangles T1 et T2 : [0, 1]2 = T1 ∪ T2.
T1 =
{
(λ, µ) ∈ [0, 1]2; µ 6 λ
}
,
T2 =
{
(λ, µ) ∈ [0, 1]2; µ > λ
}
.
Eﬀectuons ensuite dans T1 et T2, les changements de variables suivants :
• Dans T1
λ = ζ
µ = ηζ
η, ζ ∈ [0, 1].
Il transforme T1 en le carré [0, 1]2 et son Jacobien vaut ζ.
• Dans T2
λ = ζη
µ = η
η, ζ ∈ [0, 1].
Il transforme T2 en le carré [0, 1]2 et son Jacobien vaut η.
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Nous avons :
I1L(x
′
, z1) =
2∑
q=1
Nˇ1,qL (x
′
, z1),
où Nˇ1,qL (x
′
, z1) =
∫
Tq
F
(
x(λ, x
′
), y1(x
′
, µ, z1)
)
|x− y1|α µ
2 dµ dλ.
Nous évaluons à présent les Nˇ1,qL (q = 1, 2), à l’aide de ces changements :
Nˇ1,qL (x
′
, z1) =
∫
[0, 1]2
F
(
x1,q(x
′
, ζ, η), y1,q(x
′
, z1, ζ, η)
)
△ˇ1,q(x′ , z1, ζ, η)
Jˇ1,q(ζ, η) dη dζ,
avec
x1,q(x
′
, ζ, η) =
 (1− ζ)x
′
+ ζ X4 si q = 1
(1− ζη)x′ + ζη X4 si q = 2,
y1,q(x
′
, z1, ζ, η) =
 (1− ζη)x
′
+ ζη z1 si q = 1
(1− η)x′ + η z1 si q = 2,
△ˇ1,q(x′ , z1, ζ, η) =
 |x
′ −X4 + η(z1 − x′) |α si q = 1
| ζ (x′ −X4) + (z1 − x′) |α si q = 2,
et
Jˇ1,q(ζ, η) =
 η
2ζ(3−α) si q = 1
η(3−α) si q = 2.
Nous obtenons alors :
I1L(x
′
) = σ1(x
′
)
∫
Σ˜1
{ 2∑
q=1
∫
[0, 1]2
F
(
x1,q(x
′
, ζ, η), y1,q(x
′
, z1, ζ, η)
)
△ˇ1,q(x′ , z1, ζ, η)
Jˇ1,q(ζ, η) dη dζ
}
ds(z1).
Les intégrales IiL(x
′
) (i = 2, 3) sont évaluées de la même manière que pour le cas 1 :
⋆ Cas i = 2 : L2(x
′
) = Y1x
′
Y3Y4
x2,q(x
′
, ζ, η) =
 (1− ζ)x
′
+ ζ X4 si q = 1
(1− ζη)x′ + ζη X4 si q = 2.
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y2,q(x
′
, z1, ζ, η) =
 (1− ζη)x
′
+ ζη z2 si q = 1
(1− η)x′ + η z2 si q = 2.
△ˇ2,q(x′ , z1, ζ, η) =
 |x
′ −X4 + η(z2 − x′) |α si q = 1
| ζ (x′ −X4) + (z2 − x′) |α si q = 2.
Jˇ2,q(ζ, η) = Jˇ1,q(ζ, η), pour q = 1, 2.
⋆ Cas i = 3 : L3(x
′
) = Y1Y2x
′
Y4
x3,q(x
′
, ζ, η) =
 (1− ζ)x
′
+ ζ X4 si q = 1
(1− ζη)x′ + ζη X4 si q = 2.
y3,q(x
′
, z1, ζ, η) =
 (1− ζη)x
′
+ ζη z3 si q = 1
(1− η)x′ + η z3 si q = 2.
△ˇ3,q(x′ , z1, ζ, η) =
 |x
′ −X4 + η(z3 − x′) |α si q = 1
| ζ (x′ −X4) + (z3 − x′) |α si q = 2.
Jˇ3,q(ζ, η) = Jˇ1,q(ζ, η), pour q = 1, 2.
Finalement par cette méthode, l’intégrale Iα,KL s’exprime :
Iα,KL = βK
∫
Σ
{
3∑
i=1
2∑
q=1
σi(x
′
)
∫
Σi
∫
[0, 1]2
F
(
xi,q(x
′
, ζ, η), yi,q(x
′
, zi, ζ, η)
)
△ˇi,q(x′ , zi, ζ, η)
Jˇi,q(ζ, η) dη dζ ds(zi)
}
ds(x
′
). 
(2.17)
On rappelle que βK = 3
|K|
|Σ| et pour i ∈
{
1, 2, 3
}
, σi(x
′
) = 3 |Li(x
′
)|
|Σ˜i| . Notons que |Li(x
′
)| =
λ˜i(x
′
) |L|, où λ˜i(x′) est la i-ème coordonnée barycentrique de x′ dans Σ (comme déﬁnie dans la
remarque 13). Nous avons donc σi(x
′
) = 3 λ˜i(x
′
) |L||Σ˜i| .
Les vecteurs x
′ − X4 et x′ − zi ne pouvant être colinéaires et de même sens lorsque le sous
tétraèdre Li(x
′
) est non dégénéré pour i = 1, 2, 3, alors △ˇi,q(x′ , zi, ζ, η) 6= 0, ∀ (x′ , zi, ζ, η) ∈
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Σ×Σ˜i[0, 1]2 et ∀ q = 1, 2, 3. Comme la méthode 1, la singularité ne concerne que les fonctions Jˇi,q.
Ainsi, lorsque les tétraèdres K et L ont une face commune, chacune des méthodes 1 et 2 introduites
précédemment, transforme Iα,KL en une intégrale singulière d’ordre α − 3 par rapport à une
variable uni-dimensionnelle. La singularité est alors totalement levée pour α ≤ 3. Pour ces dernières
valeurs de α, l’intégrale peut donc être évaluée par des formules de quadrature standard appliquées
directement à l’une des expressions (2.16) et (2.17). Les deux méthodes ont la même inﬂuence sur
la singularité de l’intégrale et se distinguent principalement par les formules de quadrature qui leur
seront appliquées. D’une part la méthode 1 qui utilisera une formule d’intégration sur le triangle et
une autre sur le pavé [0, 1]4 (qui peut être la même formule sur chaque segment [0, 1]) et d’autre
part, la méthode 2 qui fera intervenir une formule d’intégration sur le carré [0, 1]2 et des formules
sur deux triangles (qui peuvent être deux fois la même formule sur le triangle, sachant qu’on se
ramène toujours au triangle de référence). L’expression (2.16) est celle qui a été implémentée pour
les tests numériques, parce qu’elle est la plus simple à mettre en oeuvre.
2.2.4 Les tétraèdres sont confondus
On a
Iα,KK =
∫
K
∫
K
F (x, y)
|x− y|α dy dx ; α > 0.
Soit x donné dans K, nous déﬁnissons une subdivision du tétraèdre K, en sous tétraèdres
Ki(x) (i = 1, 2, 3, 4) de sommets Xˆij j = 1, 2, 3, 4, donnés par
Xˆij =
{
Xj si j 6= i
x sinon.
i = 1, 2, 3, 4 ; j = 1, 2, 3, 4
Nous avons K =
4⋃
i=1
Ki(x) et donc
Iα,KK =
∫
K
{ 4∑
i=1
IiK(x)
}
dx,
avec IiK(x) =
∫
Ki(x)
F (x, y)
|x− y|α dy; i = 1, 2, 3, 4.
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Remarque 14. L’intégrale IiK(x) n’a une contribution que si Ki(x) est non dégénéré. Si nous
introduisons les coordonnées barycentriques du point x dans K :
x =
4∑
j=1
λj(x)Xj
4∑
j=1
λj(x) = 1,
alors la dégénérescence de Ki(x) équivaut à λi(x) = 0. Nous allons alors évaluer l’intégrale I
i
K(x),
pour λi(x) 6= 0.
Evaluons à présent, les intégrales IiK(x) =
∫
Ki(x)
F (x, y)
|x− y|α dy; i = 1, 2, 3, 4. Nous présentons
ici, deux méthodes liées à la description de la variable d’intégration y dans les sous tétraèdres
Ki(x).
Méthode 1
Pour chaque i ∈ {1, 2, 3, 4}, nous décrivons y ∈ Ki(x) à l’aide du segment [y′i, y˜i], où y′i et y˜i
parcourent deux côtés opposés du tétraèdre Ki(x).
⋆ Cas i = 1 : K1(x) = xX2X3X4
On déﬁnit :
y˜1 = µ1X3 + (1− µ1)X4; µ1 ∈ [0, 1],
y
′
1 = µ2X2 + (1− µ2)x; µ2 ∈ [0, 1],
y1 := y = µ3 y˜1 + (1− µ3)y′1; µ3 ∈ [0, 1].
Le Jacobien de la transformation est
J1 = 6µ3 (1− µ3) |K1(x)|.
L’intégrale I1K(x) devient alors :
I1K(x) = γ1(x)
∫
[0,1]3
F (x, y1(µ1, µ2, µ3))
|x− y1|α µ3 (1− µ3) dµ1 dµ2 dµ3,
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où nous avons posé γ1(x) = 6 |K1(x)|. On a
y1 − x = µ3 (y˜1 − y′1) + y
′
1 − x
y1 − x = µ3 (y˜1 − y′1) + µ2(X2 − x),
et y1 − x = 0 ⇐⇒ µ2 = µ3 = 0.
Nous introduisons ensuite, la transformation de Duﬀy sur les variables µ2 et µ3. Pour cela,
décomposons le carré [0, 1]2 en deux triangles T1 et T2 : [0, 1]2 = T1 ∪ T2.
T1 =
{
(µ2, µ3) ∈ [0, 1]2; µ2 6 µ3
}
,
T2 =
{
(µ2, µ3) ∈ [0, 1]2; µ2 > µ3
}
.
Eﬀectuons ensuite le changement de variables suivant, dans T2 :
µ2 = µ3
µ3 = µ2.
Il transforme T2 en T1 et son Jacobien vaut 1. Nous sommes alors conduit à
I1K(x) = γ1(x)
∫
[0,1]
∫
T1∪T2
F (x, y1(µ1, µ2, µ3))
|x− y1|α µ3 (1− µ3) dµ1 dµ2 dµ3
I1K(x) = γ1(x)
∫
[0,1]
∫
T1
{
F (x, y1(µ1, µ2, µ3))
|x− y1|α µ3 (1− µ3)
+
F (x, y¯1(µ1, µ2, µ3))
|x− y¯1|α µ2 (1− µ2)
}
dµ1 dµ2 dµ3,
avec y¯1 = µ2 y˜1 + (1− µ2)y¯′1 et y¯
′
1 = µ3X2 + (1− µ3)x, donc
y¯1 − x = µ2 (y˜1 − y¯′1) + µ3(X2 − x).
On eﬀectue à présent, le changement de variables suivant, dans T1 :
µ3 = ζ
µ2 = ηζ
η, ζ ∈ [0, 1].
Il transforme T1 en le carré [0, 1]2 et son Jacobien vaut ζ. Nous obtenons avec ce changement,
I1K(x) = γ1
∫
[0,1]3
{
F (x, y1(µ1, ζ, η))
△1(x, µ1, ζ, η) (1− ζ)ζ
(2−α)
+
F (x, y¯1(µ1, ζ, η))
△¯1(x, µ1, ζ, η)
(1− ηζ) η ζ(2−α)
}
dζ dη dµ1,
avec
y˜1 = µ1X3 + (1− µ1)X4,
y
′
1 = ηζ X2 + (1− ηζ)x,
y1(µ1, ζ, η) = ζ y˜1 + (1− ζ)y′1,
△1(x, µ1, ζ, η) = y˜1 − y′1 + η (X2 − x),
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et
y¯
′
1 = ζ X2 + (1− ζ)x,
y¯1(µ1, ζ, η) = ηζ y˜1 + (1− ηζ)y¯′1,
△¯1(x, µ1, ζ, η) = η (y˜1 − y¯′1) + X2 − x.
Un calcul similaire nous permet d’évaluer ensuite, les intégrales IqK(x) ; q = 2, 3, 4.
⋆ Cas i = 2 : K2(x) = X1xX3X4
y˜2 = µ1X3 + (1− µ1)X4,
y
′
2 = ηζ X1 + (1− ηζ)x,
y2(µ1, ζ, η) = ζ y˜2 + (1− ζ)y′2,
△2(x, µ1, ζ, η) = y˜2 − y′2 + η (X1 − x),
et
y¯
′
2 = ζ X1 + (1− ζ)x,
y¯2(µ1, ζ, η) = ηζ y˜2 + (1− ηζ)y¯′2,
△¯2(x, µ1, ζ, η) = η (y˜2 − y¯′2) + X1 − x.
⋆ Cas i = 3 : K3(x) = X1X2xX4
y˜3 = µ1X2 + (1− µ1)X4,
y
′
3 = ηζ X1 + (1− ηζ)x,
y3(µ1, ζ, η) = ζ y˜3 + (1− ζ)y′3,
△3(x, µ1, ζ, η) = y˜3 − y′3 + η (X1 − x),
et
y¯
′
3 = ζ X1 + (1− ζ)x,
y¯3(µ1, ζ, η) = ηζ y˜3 + (1− ηζ)y¯′3,
△¯3(x, µ1, ζ, η) = η (y˜3 − y¯′3) + X1 − x.
⋆ Cas i = 4 : K4(x) = X1X2X3x
y˜4 = µ1X2 + (1− µ1)X3,
y
′
4 = ηζ X1 + (1− ηζ)x,
y4(µ1, ζ, η) = ζ y˜4 + (1− ζ)y′4,
△4(x, µ1, ζ, η) = y˜4 − y′4 + η (X1 − x),
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et
y¯
′
4 = ζ X1 + (1− ζ)x,
y¯4(µ1, ζ, η) = ηζ y˜4 + (1− ηζ)y¯′4,
△¯4(x, µ1, ζ, η) = η (y˜4 − y¯′4) + X1 − x.
Finalement par cette méthode, l’intégrale Iα,KK s’exprime :
Iα,KK =
∫
K
{
4∑
i=1
γi(x)
∫
[0,1]3
{
F (x, yi(µ1, ζ, η))
△i(x, µ1, ζ, η) Jα(ζ)
+
F (x, y¯i(µ1, ζ, η))
△¯i(x, µ1, ζ, η)
J¯α(ζ, η)
}
dζ dη dµ1
}
dx,
(2.18)
avec Jα(ζ) = (1 − ζ)ζ(2−α), J¯α(ζ, η) = (1 − ηζ) η ζ(2−α) et pour i ∈
{
1, 2, 3, 4
}
, γi(x) =
|P(Ki(x))| = 6 |Ki(x)|. Notons que |Ki(x)| = λi(x) |K|, où λi(x) est la i-ème coordonnée ba-
rycentrique de x dans K. Nous avons donc γi(x) = 6λi(x) |K|. Nous avons déﬁni, ci-dessus, les
vecteurs y˜i, y
′
i, y¯
′
i, yi, y¯i et les scalaires △i, △¯i. 
Méthode 2
Pour chaque i ∈ {1, 2, 3, 4}, nous décrivons y ∈ Ki(x) à l’aide du segment [x, zi], où zi est un
élément de la face Σ˚i opposée à x, dans le tétraèdre Ki(x). La variable zi sera décrite par une
formule de quadrature sur le triangle.
⋆ Cas i = 1 : K1(x) = xX2X3X4
On considère z1 ∈ Σ˚1 = X2X3X4 et on déﬁnit y ∈ [x, z1], en posant :
y1 := y = (1− µ)x+ µ z1 ; µ ∈ [0, 1].
Cette déﬁnition entraîne que y1 − x = µ (z1 − x), et la formule d’intégration permettant de
passer du tétraèdre à un domaine impliquant l’une de ses faces (annexe A), nous conduit à :
I1K(x) = 3
|K1(x)|
|Σ˚1|
∫
[0,1]
∫
Σ˚1
F (x, y1(µ, z1))
|x− z1|α µ
(2−α) dµ ds(z1).
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⋆ Cas i = 2 : K2(x) = X1xX3X4
On considère z2 ∈ Σ˚2 = X1X3X4 et on déﬁnit y ∈ [x, z2], en posant :
y2 := y = (1− µ)x+ µ z2 ; µ ∈ [0, 1].
De même y2 − x = µ (z2 − x), et on est conduit à :
I2K(x) = 3
|K2(x)|
|Σ˚2|
∫
[0,1]
∫
Σ˚2
F (x, y2(µ, z2))
|x− z2|α µ
(2−α) dµ ds(z2).
Les intégrales IqK(x) (q = 3, 4) sont évaluées de manière similaire. Finalement par cette mé-
thode, l’intégrale Iα,KK s’exprime :
Iα,KK =
∫
K
{
4∑
i=1
σi(x)
∫
[0,1]
∫
Σ˚i
F (x, yi(µ, zi))
|x− zi|α µ
(2−α) dµ ds(zi)
}
dx, (2.19)
où pour i ∈ {1, 2, 3, 4}, σi(x) = 3 |Ki(x)||Σ˚i| = 3λi(x) |K||Σ˚i| . Les faces Σ˚i et les vecteurs yi sont
déﬁnis ci-dessus. 
Pour cette conﬁguration des tétraèdres, les méthodes 1 et 2 transforment chacune, Iα,KK en une
intégrale singulière d’ordre α−2 par rapport à une variable uni-dimensionnelle. Les deux méthodes
n’ont en fait aucun impact sur la singularité de Iα,KK , lorsque celle-ci est forte (α ≥ 3). En eﬀet,
les valeurs α < 3 démeurent celles pour lesquelles la singularité est aﬀaiblie. Cependant, pour des
intégrales Iα,KK faiblement singulières de l’odre de α ≤ 2, cette méthode lève complètement la
singularité et l’on peut évaluer l’une des intégrales (2.18) et (2.19), directement par des formules
de quadrature. L’expression (2.19) est celle qui a été implémentée pour les tests numériques, parce
qu’elle est la plus simple à mettre en oeuvre.
2.2.5 Cas particulier pour le tétraèdre et l’une de ses faces
Figure 1 :
On cosidère l’intégrale
IKΣ =
∫
K
∫
Σ
F (x, y)
|x− y|α ds(y) dx ; α > 0.
Σ est une face du tétraèdre K, que nous désignerons par X1X2X3. Nous décrivons x ∈ K, en le
considérant sur le segment [X4, x
′
] où x
′
est un élément de Σ :
x = (1− λx)x′ + λxX4 ; (λx, x′) ∈ [0, 1]× Σ.
On évalue à présent l’intégrale IKΣ avec ce changement de variables. Nous appliquons à l’in-
tégrale sur le tétraèdre K , encore le résultat du changement de variable introduit à l’annexe I :
IKΣ = βKΣ
∫
[0,1]
(1− λx)2
∫
Σ
∫
Σ
F
[
x(λx, x
′
), y
]
|x(λx, x′)− y|α ds(y) ds(x
′
) dλx,
avec βKΣ = 3
|K|
|Σ| .
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Pour la variable d’intégration externe x
′
donné sur le triangle Σ, à l’instar du cas où les tétra-
èdres ont une face commune, on découpe Σ en trois zones concourantes en x
′
. Le triangle Σ est
alors subdivisé en sous triangles x
′
X1X2, x
′
X2X3 et x
′
X3X1, et la réunion de ces sous triangles
est décrite par la variable d’intégration interne y ∈ Σ. La variable y est exprimée dans chaque sous
triangle comme combinaison du sommet x
′
et d’un point y˜ sur l’arête opposée.
Donc pour tout x
′ ∈ Σ, Σi(x′) est le triangle

x
′
X2X3 si i = 1
x
′
X3X1 si i = 2
x
′
X1X2 si i = 3.
Figure 2 :
Nous avons ainsi
IKΣ = βKΣ
3∑
i=1
∫
Σ
IiΣ(x
′
) ds(x
′
),
avec IiΣ(x
′
) =
∫
[0,1]
∫
Σi(x
′ )
F
[
x(λx, x
′
), y
]
|x(λx, x′)− y|α (1− λx)
2 ds(y) dλx; i = 1, 2, 3.
Remarque 15. Si Σi(x
′
) est dégénéré alors l’intégrale IiΣ(x
′
) n’a aucune contribution (i.e IiΣ(x
′
) =
0).
Evaluons à présent IiΣ(x
′
) pour i = 1, 2, 3.
• i = 1 (dans Σ1 :≡ x′X2X3)
y˜1 = (1− λy)X2 + λyX3 ; λy ∈ [0, 1]
y1 := y = (1− µy)x′ + µy y˜1 ; µy ∈ [0, 1]
Le triangle Σ1(x
′
) est transformé en le carré unité [0, 1]2 et
J1 =
∣∣∣∣ ∂y∂µy × ∂y∂λy
∣∣∣∣
avec ∂y∂µy = y˜1 − x
′
et ∂y∂λy = µy(X3 −X2). Donc
J1 = µy
∣∣(X3 −X2)× (y˜1 − x′)∣∣
= µy
∣∣(X3 −X2)× (X2 − x′)∣∣
J1 = 2µy |Σ1(x′)|.
par conséquent, on obtient
I1Σ(x
′
) = 2 |Σ1(x′)|
∫
[0,1]
I1Σ(x
′
, λy) dλy,
avec I1Σ(x
′
, λy) =
∫
[0,1]2
F
[
x(λx, x
′
), y1(x
′
, λy, µy)
]
|x− y1|α (1− λx)
2µy dµy dλx.
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Nous avons x− y = λx(X4 − x′) + µy(x′ − y˜1). Puisque Σ1(x′) est non dégénéré, alors
x− y = 0 ⇐⇒ λx = µy = 0.
Nous introduisons ensuite, la transformation de Duﬀy [15] sur les variables λx et µy. Pour cela,
décomposons le carré [0, 1]2 = T1 ∪ T2 :
T1 =
{
(λx, µy) ∈ [0, 1]2; µy 6 λx
}
,
T2 =
{
(λx, µy) ∈ [0, 1]2; µy > λx
}
.
Nous eﬀectuons ensuite dans T1 et T2, les changements de variables suivants :
• Dans T1
λx = ζ
µy = ηζ
η, ζ ∈ [0, 1].
Il transforme T1 en le carré [0, 1]2 et son Jacobien vaut ζ.
• Dans T2
λx = ζη
µy = η
η, ζ ∈ [0, 1].
Il transforme T2 en le carré [0, 1]2 et son Jacobien vaut η.
La décomposition nous conduit à :
I1Σ(x
′
, λy) =
2∑
q=1
M1,qΣ (x
′
, λy),
où M1,qΣ (x
′
, λy) =
∫
Tq
F
[
x(λx, x
′
), y1(x
′
, λy, µy)
]
|x− y1|α (1− λx)
2µy dµy dλx.
A l’aide des changements précédents, nous avons pour q = 1, 2,
M1,qΣ (x
′
, λy) =
∫
[0, 1]2
F
(
x1,q(x
′
, ζ, η), y1,q(x
′
, λy, ζ, η)
)
△1,q(x′ , λy, ζ, η) J1,q(ζ, η) dζ dη,
avec
x1,q(x
′
, ζ, η) =
 ζ X4 + (1− ζ)x
′
si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2,
y1,q(x
′
, λy, ζ, η) =
 ηζ y˜1 + (1− ηζ)x
′
si q = 1
η y˜1 + (1− η)x′ si q = 2,
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△1,q(x′ , λy, ζ, η) =
 |X4 − x
′
+ η(x
′ − y˜1) |α si q = 1
| ζ(X4 − x′) + x′ − y˜1 |α si q = 2,
et
J1,q(ζ, η) =
 (1− ζ)
2ηζ(2−α) si q = 1
(1− ηζ)2η(2−α) si q = 2.
Nous obtenons ainsi
I1Σ(x
′
) = 2 |Σ1(x′)|
∫
[0,1]
{ 2∑
q=1
∫
[0, 1]2
F
(
x1,q(x
′
, ζ, η), y1,q(x
′
, λy, ζ, η)
)
△1,q(x′ , λy, ζ, η) J1,q(ζ, η) dζ dη
}
dλy.
Un calcul similaire nous permet d’évaluer ensuite, les intégrales IiΣ(x
′
); i = 2, 3.
• i = 2 (dans Σ2 :≡ x′X3X1)
y˜2 = (1− λy)X3 + λyX1.
x2,q(x
′
, ζ, η) =
 ζ X4 + (1− ζ)x
′
si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2,
y2,q(x
′
, λy, ζ, η) =
 ηζ y˜2 + (1− ηζ)x
′
si q = 1
η y˜2 + (1− η)x′ si q = 2,
△2,q(x′ , λy, ζ, η) =
 |X4 − x
′
+ η(x
′ − y˜2) |α si q = 1
| ζ(X4 − x′) + x′ − y˜2 |α si q = 2,
et
J2,q(ζ, η) = J1,q(ζ, η), pour q = 1, 2.
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• i = 3 (dans Σ3 :≡ x′X1X2)
y˜3 = (1− λy)X1 + λyX2.
x3,q(x
′
, ζ, η) =
 ζ X4 + (1− ζ)x
′
si q = 1
ηζ X4 + (1− ηζ)x′ si q = 2,
y3,q(x
′
, λy, ζ, η) =
 ηζ y˜3 + (1− ηζ)x
′
si q = 1
η y˜3 + (1− η)x′ si q = 2,
△3,q(x′ , λy, ζ, η) =
 |X4 − x
′
+ η(x
′ − y˜3) |α si q = 1
| ζ(X4 − x′) + x′ − y˜3 |α si q = 2,
et
J3,q(ζ, η) = J1,q(ζ, η), pour q = 1, 2.

Finalement par cette méthode, l’intégrale IKΣ est :
IKΣ = βKΣ
∫
Σ
{
3∑
i=1
IiΣ(x
′
)
}
ds(x
′
)
IKΣ = 2βKΣ
∫
Σ
∫
[0,1]
{
3∑
i=1
2∑
q=1
|Σi(x′)|
∫
[0, 1]2
F
(
xi,q(x
′
, ζ, η), yi,q(x
′
, λy, ζ, η)
)
△i,q(x′ , λy, ζ, η)
Ji,q(ζ, η) dη dζ
}
dλy ds(x
′
).
Les vecteurs xi,q, yi,q et les scalaires △i,q, Ji,q (i = 1, 2, 3; q = 1, 2), sont donnés ci dessus.
Pour ce cas particulier, l’intégrale est transformée en une intégrale singulière d’ordre α − 2
par rapport à une variable uni-dimensionnelle. Pour un ordre de singularité α ≤ 2, la méthode
permet de lever complètement la singularité et d’évaluer l’intégrale IKΣ avec des formules standard
d’intégration numérique.
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2.3 Application : régularisation de l’opérateur intégral volu-
mique
La discrétisation de l’équation intégrale volumique (2.1) à la section 2.1 nous conduit, pour la
résolution du système linéaire (2.8), à l’évaluation des intégrales singulières suivantes :
Aκ,η,h,iju =
∫
Ω−
h
ϕi(x)∇
(∫
Ω−
h
η(y)ϕj(y)∇yGκ(x− y) · u dy
)
dx
−κ2
(∫
Ω−
h
ϕi(x)
∫
Ω−
h
η(y)ϕj(y)Gκ(x− y) dy dx
)
u,
(2.20)
où u ∈ C3. On rappelle que Gκ(x) = e
iκ|x|
4π|x| pour x 6= 0 et que Ω
−
h =
N⋃
n=1
Kn, où les Kn sont
des tétraèdres. Les fonctions ϕi, ϕj et η sont scalaires, avec ϕi et ϕj des fonctions de base de la
discrétisation et η = 1 − εr, où εr est la permittivité électrique relative du milieu. En utilisant le
maillage de Ω−h , on se ramène à
Aκ,η,h,iju =
N∑
n=1
N∑
m=1
{∫
Kn
ϕi(x)∇
(∫
Km
η(y)ϕj(y)∇yGκ(x− y) · u dy
)
dx
−κ2
(∫
Kn
ϕi(x)
∫
Km
η(y)ϕj(y)Gκ(x− y) dy dx
)
u
}
.
Quitte à introduire l’inconnu E˜ = ηE dans l’équation (2.1), il suﬃra donc, pour évaluer l’intégrale
volumique, de nous intéresser aux intégrales de la forme
AKL,ij(u) =
∫
K
ϕi(x)∇
(∫
L
ϕj(y)∇yGκ(x− y) · u dy
)
dx
−κ2
(∫
K
ϕi(x)
∫
L
ϕj(y)Gκ(x− y) dy dx
)
u,
(2.21)
où u ∈ C3 et K et L sont deux tétraèdres du maillage. Nous décrivons dans la suite, l’évaluation
de ces intégrales selon que K et L sont diﬀérents et non disjoints (quasi-singularité) ou qu’ils sont
confondus (singularité). Quand K et L sont disjoints, nous évaluons l’expression (2.21) directement
par des formules de quadratures standard.
2.3.1 Configurations de quasi-singularités
Lorsque les tétraèdres K et L du maillage sont diﬀérents et non disjoints, ils partagent exac-
tement soit un sommet, soit une arête ou une face. Pour évaluer l’intégrale (2.21), nous pouvons
commuter ici, l’intégration et la diﬀérentiation. On a
AKL,ij(u) =
∫
K
ϕi(x)
∫
L
ϕj(y)∇x (∇yGκ(x− y) · u) dy dx
−κ2
(∫
K
ϕi(x)
∫
L
ϕj(y)Gκ(x− y) dy dx
)
u.
(2.22)
En notant ∇x∇y la matrice d’opérateurs diﬀérentiels dont les entrées sont ∂xi∂yj (i, j = 1, 2, 3),
on a ∇x (∇yGκ(x− y) · u) = (∇x∇yGκ(x− y))u = − (∇∇Gκ(x− y))u pour x 6= y, où on a noté
∇∇Gκ(x− y) := ∇x∇xGκ(x− y) = ∇y∇yGκ(x− y). Nous utiliserons dorénavant cette notation et
préciserons, si besoin, la variable par rapport à laquelle la dérivation est faite. Ces considérations
nous emmènent à la déﬁnition de la matrice de fonctions (appelée tenseur de Green dynamique
par les physiciens) :
Gκ(x, y) =
(
I+
∇∇
κ2
)
Gκ(x− y) pour x 6= y.
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Avec cette déﬁnition, nous récrivons (2.22) :
AKL,ij(u) = −κ2
(∫
K
ϕi(x)
∫
L
ϕj(y)Gκ(x, y) dy dx
)
u.
Nous appliquons ensuite, à l’intégrale quasi-singulière AKL,ij =
∫
K
∫
L
ϕi(x)ϕj(y)Gκ(x, y) dy dx,
la méthode de traitement des singularités que nous avons développée à la section 2.2. Pour cela,
avec
∂iGκ(x) = (iκ|x| − 1) e
iκ|x|
4π|x|3 xi,
∂ijGκ(x) =
eiκ|x|
4π|x|5
{
iκδij |x|3 − δij |x|2 − κ2xixj |x|2 − 3iκxixj |x|+ 3xixj
}
,
on explicite
Gκ(x, y) =
eiκ|x−y|
4πκ2|x− y|5
{(
κ2|x− y|4 + iκ|x− y|3 − |x− y|2) I
− (κ2|x− y|2 + 3iκ|x− y| − 3) (x− y)(x− y)T}.
Nous écrivons ensuite AKL,ij , avec cette expression de Gκ(x, y), sous la forme :
AKL,ij = 1
4πκ2
{
3∑
p=1
(∫
K
∫
L
ϕi(x)ϕj(y)
fp(x, y)
|x− y|αp dy dx
)
I
+
3∑
q=1
∫
K
∫
L
ϕi(x)ϕj(y)
gq(x, y)
|x− y|βq (x− y)(x− y)
T dy dx
}
,
(2.23)
avec 
f1(x, y) = κ
2eiκ|x−y| α1 = 1
f2(x, y) = iκe
iκ|x−y| α2 = 2
f3(x, y) = −eiκ|x−y| α3 = 3
g1(x, y) = −κ2eiκ|x−y| = −F1(x, y) β1 = 3
g2(x, y) = −3iκeiκ|x−y| = −3F2(x, y) β2 = 4
g3(x, y) = 3e
iκ|x−y| = −3F3(x, y) β3 = 5.
(2.24)
Sachant que (x − y)(x − y)T = O (|x− y|2) quand |x − y| → 0, la singularité de l’intégrande
impliquant gq est en fait d’ordre βq − 2 (q = 1, 2, 3). Pour ces valeurs des αp et βq et pour
les positions relatives de K et L considérées ici, la méthode permet de lever la singularité dans
AKL,ij , puis de l’évaluer par des formules standard d’intégration numérique.
2.3.2 Configurations de singularités
Nous considérons, ici, l’intégrale (2.21) que nous désignerons par AK,ij(u) lorsque les tétraèdres
K et L sont confondus. Une commutation de l’intégration et de la diﬀérentiation, comme dans la
sous-section précédente, nous conduirait à une intégrale fortement singulière. Notre méthode de
traitement des singularités ne permettant pas de régulariser les intégrales fortement singulières,
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nous allons alors présenter trois approches équivalentes pour appliquer la méthode à des intégrales
faiblement singulières. La première approche consiste en une soustraction de la singularité, par la
solution fondamentale de Laplace, combinée à une intégration par parties au sens des distributions.
Les deux autres approches sont simplement des intégrations par parties, au sens usuel, du premier
ordre et du deuxième ordre.
i) Soustraction de singularité
On désigne par BK,ij(u), le premier terme de l’expression de AK,ij(u) donnée dans (2.21) pour
K = L. C’est à dire
BK,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇yGκ(x− y) · u dy
)
dx.
Il s’agit ici, de scinder l’intégrale en une partie faiblement singulière à laquelle on pourra appliquer
directement notre méthode de changements des variables, et en une autre partie fortement singulière
qui sera d’abord transformée grâce à la théorie des distributions, avant d’être soumise à la méthode
développée. Soit G0(x) =
1
4π|x| (x 6= 0), la solution fondamentale de Laplace. On soustrait G0
de Gκ et on a
BK,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇y(Gκ(x− y)−G0(x− y)) · u dy
)
dx
+
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇yG0(x− y) · u dy
)
dx.
(2.25)
On pose BK,ij(u) = B(1)K,ij(u) + B(2)K,ij(u), avec
B(1)K,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇y(Gκ(x− y)−G0(x− y)) · u dy
)
dx
B(2)K,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇yG0(x− y) · u dy
)
dx.
(2.26)
L’intégrale B(2)K,ij(u) est ensuite décomposée en B(2)K,ij(u) = C(1)K,ij(u) + C(2)K,ij(u), où
C(1)K,ij(u) =
∫
K
ϕi(x)∇
(∫
K
(ϕj(y)− ϕj(x))∇yG0(x− y) · u dy
)
dx
C(2)K,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(x)∇yG0(x− y) · u dy
)
dx.
(2.27)
La faiblesse de la singularité dans C(1)K,ij(u), grâce à la diﬀérence (ϕj(y)− ϕj(x)), permet de com-
muter l’intégration et la diﬀérentiation. On obtient alors
C(1)K,ij(u) =
∫
K
ϕi(x)
∫
K
(ϕj(y)− ϕj(x))∇x (∇yG0(x− y) · u) dy dx
−
∫
K
ϕi(x)∇ϕj(x)
(∫
K
∇yG0(x− y) · u dy
)
dx.
(2.28)
Par ailleurs, on a
C(2)K,ij(u) =
∫
K
ϕi(x)ϕj(x)∇
(∫
K
∇yG0(x− y) · u dy
)
dx
+
∫
K
ϕi(x)∇ϕj(x)
(∫
K
∇yG0(x− y) · u dy
)
dx.
(2.29)
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L’addition de (2.28) et de (2.29) annulant leurs seconds termes, on obtient
B(2)K,ij(u) =
∫
K
ϕi(x)
∫
K
(ϕj(y)− ϕj(x))∇x (∇yG0(x− y) · u) dy dx
+
∫
K
ϕi(x)ϕj(x)∇
(∫
K
∇yG0(x− y) · u dy
)
dx.
En introduisant la matrice d’opérateurs diﬀérentiels ∇x∇y ou ∇∇, notons que
∇x (∇yG0(x− y) · u) = (∇x∇yG0(x− y))u et que
∇
(∫
K
∇yG0(x− y) · u dy
)
= −∇
(∫
K
∇xG0(x− y) · u dy
)
= −∇
[(
∇
∫
K
G0(x− y) dy
)
· u
]
= −
(
∇∇
∫
K
G0(x− y) dy
)
u.
Donc
B(2)K,ij(u) =
(∫
K
∫
K
ϕi(x)(ϕj(y)− ϕj(x))∇x∇yG0(x− y) dy dx
)
u
−
[∫
K
ϕi(x)ϕj(x)
(
∇∇
∫
K
G0(x− y) dy
)
dx
]
u.
(2.30)
Pour évaluer le second membre de (2.30), nous utilisons la théorie des fonctions généralisées décrite
dans [17]. Pour cela, notons 1K la distribution à support compact déﬁnie pour toute fonction test
ψ, par 〈1K , ψ〉 :=
∫
K
ψ(x) dx. On a
〈∇1K , ψ〉 = −〈1K ,∇ψ〉
= −
∫
K
∇ψ(x) dx
〈∇1K , ψ〉 = −
∫
∂K
n(x)ψ(x) ds(x),
(2.31)
où n est le vecteur unitaire normal extérieur à K. On applique ce calcul pour obtenir
∇∇
∫
K
G0(x− y) dy = ∇∇ (1K ∗G0) (x)
=
(∇1K ∗ (∇G0)T ) (x)
= 〈∇1K , (∇G0(x− .))T 〉
= −
∫
∂K
n(y)(∇xG0(x− y))T ds(y).
(2.32)
Avec ∇xG0(x− y) = − x− y
4π|x− y|3 , on a l’égalité suivante (ﬁgurant également dans [36] et [30]) :
∇∇
∫
K
G0(x− y) dy = 1
4π
∫
∂K
n(y)(x− y)T
|x− y|3 ds(y).
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Nous pouvons alors écrire
B(2)K,ij(u) =
(∫
K
∫
K
ϕi(x)(ϕj(y)− ϕj(x))∇x∇yG0(x− y) dy dx
)
u
− 1
4π
(∫
K
∫
∂K
ϕi(x)ϕj(x)
n(y)(x− y)T
|x− y|3 ds(y) dx
)
u.
(2.33)
Par ailleurs, la faible singularité dans B(1)K,ij(u) permet aussi de commuter l’intégration et la diﬀé-
rentiation dans (2.26) et d’écrire
B(1)K,ij(u) =
∫
K
∫
K
ϕi(x)ϕj(y)∇x (∇y(Gκ(x− y)−G0(x− y)) · u) dy dx
B(1)K,ij(u) =
(∫
K
∫
K
ϕi(x)ϕj(y)∇x∇y(Gκ(x− y)−G0(x− y)) dy dx
)
u.
(2.34)
Finalement en posant
CK,ij =
∫
K
∫
K
ϕi(x)ϕj(y)∇x∇y(Gκ(x− y)−G0(x− y)) dy dx
DK,ij =
∫
K
∫
K
ϕi(x)(ϕj(y)− ϕj(x))∇x∇yG0(x− y) dy dx
EK,ij = − 1
4π
∫
K
∫
∂K
ϕi(x)ϕj(x)
n(y)(x− y)T
|x− y|3 ds(y) dx,
(2.35)
nous avons BK,ij(u) = (CK,ij +DK,ij + EK,ij)u. Les intégrales CK,ij ,DK,ij et EK,ij étant faible-
ment singulières, nous utiliserons le traitement des singularités développé en section 2.2, pour leurs
évaluations. Plus précisement :
• Evaluation de CK,ij
Rappelant les dérivées partielles d’ordres 1 et 2 de G0 :
∂iG0(x) = − xi
4π|x|3 ,
∂ijG0(x) =
3xixj − δij |x|2
4π|x|5 ,
où δij est le symbol de Kronecker, on explicite
∇x∇y(Gκ(x− y)−G0(x− y))
=
{
− iκ|x− y|2I + (κ2|x− y|+ 3iκ) (x− y)(x− y)T} eiκ|x−y|
4π|x− y|4
+
|x− y|2 I− 3 (x− y)(x− y)T
4π|x− y|4
(
eiκ|x−y| − 1
|x− y|
)
.
La fonction x 7−→ e
iκ|x| − 1
|x| étant analytique au voisinage de l’origine, l’intégrale CK,ij est fai-
blement singulière et nous lui appliquons alors, notre méthode de traitement des singularités en
écrivant :
CK,ij = 1
4π
{
2∑
p=1
(∫
K
∫
K
ϕi(x)ϕj(y)
Fp(x, y)
|x− y|αp dy dx
)
I
+
3∑
q=1
∫
K
∫
K
ϕi(x)ϕj(y)
Hq(x, y)
|x− y|βq (x− y)(x− y)
T dy dx
}
,
(2.36)
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avec 
F1(x, y) = −iκeiκ|x−y| α1 = 2
F2(x, y) =
eiκ|x−y| − 1
|x− y| α2 = 2
H1(x, y) = κ
2eiκ|x−y| β1 = 3
H2(x, y) = 3iκe
iκ|x−y| β2 = 4
H3(x, y) = −3e
iκ|x−y| − 1
|x− y| β3 = 4.
(2.37)
• Evaluation de DK,ij
Puisque nous nous limitons aux éléments ﬁnis d’ordres k ≤ 1, nous écrivons
ϕj(y)− ϕj(x) = ∇ϕj(x) · (y − x) et
DK,ij =
∫
K
∫
K
ϕi(x)∇ϕj(x) · (y − x)∇x∇yG0(x− y) dy dx
DK,ij =
∫
K
∫
K
ϕi(x)∇ϕj(x) · ν(x, y) |x− y|∇x∇yG0(x− y) dy dx,
où nous avons posé ν(x, y) =
y − x
|x− y| . On explicite ensuite
|x− y|∇x∇yG0(x− y) = 1
4π|x− y|4
(
|x− y|2 I− 3 (x− y)(x− y)T
)
.
Puisque ν(x, y) = O (1) quand |x− y| → 0, l’intégrale DK,ij est faiblement singulière et nous lui
appliquons également la méthode de changements des variables, en écrivant :
DK,ij = 1
4π
{(∫
K
∫
K
ϕi(x)∇ϕj(x) · ν(x, y) F3(x, y)|x− y|α3 dy dx
)
I
+
∫
K
∫
K
ϕi(x)∇ϕj(x) · ν(x, y) H4(x, y)|x− y|β4 (x− y)(x− y)
T dy dx
}
,
(2.38)
avec 
F3(x, y) = 1 α3 = 2
H4(x, y) = −3 β4 = 4.
(2.39)
L’estimation (x − y)(x − y)T = O (|x− y|2) quand |x − y| → 0, et les valeurs de αp et βq (p =
1, 2, 3, q = 1, 2, 3, 4), permettent à la méthode de lever les singularités dans CK,ij et dans DK,ij ,
puis de les évaluer par des formules standard d’intégration numérique.
• Evaluation de EK,ij
L’intégration sur le bord ∂K du tétraèdre K se décompose en une somme d’intégrations sur les
faces △l (l = 1, 2, 3, 4) de K. La normale n étant constante sur chacune de ces faces, en notant nl
sa restriction à △l, nous avons
EK,ij = − 1
4π
4∑
l=1
nl
(∫
K
∫
△l
ϕi(x)ϕj(x)
x− y
|x− y|3 ds(y) dx
)T
.
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Pour compléter l’évaluation de EK,ij , nous lui appliquons la méthode de changements de variables
développée précédemment, pour le cas particulier du tétraèdre et l’une de ses faces.
ii) Intégrations par parties d’ordres 1 et 2
Nous reconsidérons le premier terme BK,ij(u) de l’expression de AK,ij(u) donnée dans (2.21).
Une alternative à la méthode de soustraction de singularité, exposée précédemment, est l’applica-
tion d’une intégration par parties directement sur BK,ij(u). Ceci conduit à
BK,ij(u) =
∫
K
ϕi(x)∇
(∫
K
ϕj(y)∇yGκ(x− y) · u dy
)
dx
BK,ij(u) = −
∫
K
∇ϕi(x)
(∫
K
ϕj(y)∇yGκ(x− y) · u dy
)
dx
+
∫
∂K
n(x)ϕi(x)
(∫
K
ϕj(y)∇yGκ(x− y) · u dy
)
ds(x).
Sachant que pour tout (a, b, c) ∈ (C3)3, (bT c)a = (abT )c, nous obtenons pour l’intégration par
parties d’ordre 1 :
BK,ij(u) = −
(∫
K
∫
K
ϕj(y)∇ϕi(x) (∇yGκ(x− y))T dy dx
)
u
+
(∫
∂K
∫
K
ϕi(x)ϕj(y)n(x) (∇yGκ(x− y))T dy ds(x)
)
u.
(2.40)
C’est à dire BK,ij(u) = (BK,ij,1 + BK,ij,2)u, avec
BK,ij,1 = −
∫
K
∫
K
ϕj(y)∇ϕi(x) (∇yGκ(x− y))T dy dx
BK,ij,2 =
∫
∂K
∫
K
ϕi(x)ϕj(y)n(x) (∇yGκ(x− y))T dy ds(x).
Les intégrales BK,ij,1 et BK,ij,2 sont faiblement singulières. On peut donc les évaluer à l’aide de
notre méthode de traitement des singularités. Nous pouvons encore appliquer, à (2.40), un niveau
supplémentaire d’intégration par parties. On obtient ainsi
BK,ij,1 = −
∫
K
∇ϕi(x)
(∫
K
ϕj(y)∇yGκ(x− y) dy
)T
dx
BK,ij,1 =
∫
K
∫
K
Gκ(x− y)∇ϕi(x) (∇ϕj(y))T dy dx
−
∫
K
∫
∂K
Gκ(x− y)ϕj(y)∇ϕi(x)n(y)T ds(y) dx
et
BK,ij,2 =
∫
∂K
ϕi(x)n(x)
(∫
K
ϕj(y)∇yGκ(x− y) dy
)T
ds(x)
BK,ij,2 = −
∫
∂K
∫
K
Gκ(x− y)ϕi(x)n(x) (∇ϕj(y))T dy ds(x)
+
∫
∂K
∫
∂K
Gκ(x− y)ϕi(x)ϕj(y)n(x)n(y)T ds(y) ds(x).
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D’où l’intégration par parties d’ordre 2 : BK,ij(u) =
(
B˜K,ij,1 + B˜K,ij,2 + B˜K,ij,3 + B˜K,ij,4
)
u, avec
B˜K,ij,1 =
∫
K
∫
K
Gκ(x− y)∇ϕi(x) (∇ϕj(y))T dy dx
B˜K,ij,2 = −
∫
K
∫
∂K
Gκ(x− y)ϕj(y)∇ϕi(x)n(y)T ds(y) dx
B˜K,ij,3 = −
∫
∂K
∫
K
Gκ(x− y)ϕi(x)n(x) (∇ϕj(y))T dy ds(x)
B˜K,ij,4 =
∫
∂K
∫
∂K
Gκ(x− y)ϕi(x)ϕj(y)n(x)n(y)T ds(y) ds(x).
Ces intégrales sont toutes faiblement singulières. Les intégrales B˜K,ij,1, B˜K,ij,2 et B˜K,ij,3 peuvent
être évaluées par notre méthode, et l’intégrale B˜K,ij,4 peut être calculée à l’aide de la méthode
introduite par Jean Gay sur les triangles (voir [12, 33, 35, 39]).
Remarque 16. Dans cette sous-section, nous nous sommes intéressés à l’évaluation du premier
terme BK,ij(u) de l’expression de AK,ij(u) donnée dans (2.21) pour K = L. Le second terme est,
quant à lui, faiblement singulier avec une forme plus simple (sans différentiation). Il peut donc être
évalué directement par la méthode de traitement des singularités développée à la section précédente.
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Chapitre 3
Tests numériques
L’objectif majeur de ce chapitre est la présentation des résultats que nous avons obtenus pour le
calcul numérique du proﬁl de rayonnement électromagnétique issu d’un problème de transmission
d’ondes électromagnétiques. Considérant le problème de transmission, le champ à l’intérieur du
domaine est déterminé par la résolution numérique de l’équation intégrale volumique rappelée au
chapitre 2 par l’expression (2.1). Le champ diﬀracté est ensuite exprimé directement à partir de
ce champ intérieur et de l’une quelconque des formules de représentations intégrales équivalentes
décrites au chapitre 1 (proposition 2). Le développement asymptotique de l’expression du champ
diﬀracté nous conduit, enﬁn, à l’expression du proﬁl de rayonnement ou champ lointain. Le travail
numérique a donc reposé sur l’implémentation de l’équation intégrale dans le volume. Cette im-
plémentation s’est eﬀectuée dans le cadre du développement du code Mélina++, dans lequel nous
avons intégré les outils nécessaires à la résolution de l’équation. Notamment, une partie signiﬁcative
du travail a consisté à mettre en œuvre les méthodes développées au chapitre 2 pour le traitement
des intégrales singulières impliquées dans la déﬁnition de la matrice d’inﬂuence du système. Ce code
est une librairie d’éléments ﬁnis développée au sein de l’IRMAR (Institut de Recherche Mathéma-
tique de Rennes) par Daniel Martin, aﬁn de résoudre numériquement la plupart des problèmes de
type variationnel. C’est une version en langage de programmation C++, de la version Mélina en
langage Fortran 77 utilisée dans le cadre de nombreuses thèses. En attendant la version ﬁnale de
Mélina++, le code Mélina est consultable à l’adresse internet suivante : http://anum-maths.univ-
rennes1.fr/melina/index.html.
Le chapitre débute par une présentation des courbes de convergence des matrices élémentaires
pour l’assemblage de la matrice d’inﬂuence du système. Nous illustrons ensuite le spectre de l’opé-
rateur intégral volumique pour quelques valeurs du nombre d’onde κ. Nous exposons enﬁn les ré-
sultats de notre calcul du champ lointain, par comparaison avec ceux du calcul avec la série de Mie.
3.1 Convergence des matrices élémentaires
Nous avons observé, dans un premier temps, la convergence de l’erreur relative des coeﬃcients
des matrices élémentaires pour l’opérateur intégral volumique. Les intégrales présentes dans ces
coeﬃcients ont été évaluées par la formule de quadrature de Gauss-Legendre. L’erreur est alors
estimée en fonction du degré de la formule d’intégration et relativement à la matrice élémentaire
donnée par la formule de degré égal à 17 qui est ici le plus haut degré que nous avons ﬁxé. Les
observations ont été faites pour les diﬀérentes positions relatives de deux tétraèdres d’intersection
non vide dans un maillage tétraédrique conforme et pour les diﬀérentes fonctions de base de La-
grange d’ordre 1 à supports sur ces tétraèdres, avec les valeurs du nombre d’onde κ = 0, 1, 2. Les
ﬁgures 3.1 – 3.4 illustrent les convergences de l’erreur pour les diﬀérentes positions des tétraèdres
et pour κ = 2. Les matrices élémentaires sont de taille 3× 3 (9 coeﬃcients) et sont symétriques à
cause de la symétrie du tenseur de Green. Chaque sous-ﬁgure présente donc les coeﬃcients non nuls
parmi les 6 de la partie triangulaire supérieure. Les trois sous-ﬁgures de la ﬁgure 3.1 concernent les
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coeﬃcients des matrices élémentaires lorsque les tétraèdres ont un sommet commun. Elles corres-
pondent respectivement aux cas où les deux fonctions de base sont associées au sommet commun,
où l’une seule des deux fonctions est assoiée au sommet commun et où aucune n’y est associée. Les
quatre sous-ﬁgures de la ﬁgure 3.2 concernent les coeﬃcients des matrices élémentaires lorsque les
tétraèdres ont une arête commune. Elles correspondent respectivement aux cas où les deux fonc-
tions de base sont associées à un même sommet sur l’arête commune, où les fonctions sont associées
chacune à un sommet de l’arête commune, où l’une seule des deux fonctions est assoiée à un sommet
de l’arête commune et où aucune n’est associée à un sommet de l’arête commune. Les quatre sous-
ﬁgures de la ﬁgure 3.3 concernent les coeﬃcients des matrices élémentaires lorsque les tétraèdres
ont une face commune. Elles correspondent respectivement aux cas où les deux fonctions de base
sont associées à un même sommet sur la face commune, où les fonctions sont associées chacune à un
sommet de la face commune, où l’une seule des deux fonctions est assoiée à un sommet de la face
commune et où aucune n’ est associée à un sommet de la face commune. Les trois sous-ﬁgures de
la ﬁgure 3.4 concernent les coeﬃcients des matrices élémentaires lorsque les tétraèdres sont confon-
dus. La première sous-ﬁgure correspond au cas où les deux fonctions de base sont associées à un
même sommet et les deux autres correspondent au cas où les deux fonctions sont associées à deux
sommets distincts. Les résultats sont similaires pour les diﬀérentes valeurs de κ que nous avons
testées. Les courbes nous montrent bien une nette convergence des coeﬃcients. Cependant, comme
on s’y attendait, la convergence devient plus lente lorsque la singularité de l’intégrale devient plus
forte. En eﬀet, lorsque les tétraèdres ont en commun un sommet ou une arête, l’erreur est au plus
à 1% dès que la formule est de degré égal à 7. Pour les deux autres conﬁgurations des tétraèdres,
en revanche, il faut aller jusqu’à la formule de degré égal à 13 pour atteindre un tel pourcentage
d’erreur relative.
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Fig. 3.1 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour
la discrétisation de l’opérateur intégral volumique avec différentes fonctions de base de Lagrange
d’ordre 1 lorsque les tétraèdres ont un sommet en commun. A gauche, les deux fonctions de base
sont associées au sommet commun. Au milieu, une seule des deux fonctions est associée au sommet
commun. A droite, aucune des deux fonctions n’est associée au sommet commun.
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Fig. 3.2 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour
la discrétisation de l’opérateur intégral volumique avec différentes fonctions de base de Lagrange
d’ordre 1 lorsque les tétraèdres ont une arête en commun. En haut à gauche, les deux fonctions
de base sont associées au même sommet de l’arête commune. En haut à droite, les deux fonctions
de base sont associées chacune à un sommet de l’arête commune. En bas à gauche, une seule des
deux fonctions est associée à un sommet de l’arête commune. En bas à droite, aucune des deux
fonctions n’est associée à un sommet de l’arête commune.
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Fig. 3.3 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour
la discrétisation de l’opérateur intégral volumique avec différentes fonctions de base de Lagrange
d’ordre 1 lorsque les tétraèdres ont une face en commun. En haut à gauche, les deux fonctions de
base sont associées au même sommet de la face commune. En haut à droite, les deux fonctions
de base sont associées chacune à un sommet de la face commune. En bas à gauche, une seule des
deux fonctions est associée à un sommet de la face commune. En bas à droite, aucune des deux
fonctions n’est associée à un sommet de la face commune.
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Fig. 3.4 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour
la discrétisation de l’opérateur intégral volumique avec différentes fonctions de base de Lagrange
d’ordre 1 lorsque les tétraèdres sont confondus. A gauche, les deux fonctions de base sont associées à
un même sommet. Au milieu et à droite, les deux fonctions sont associées à deux sommets distincts.
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Comme nous l’avons mentionné précédemment, les courbes ci-dessus représentent la conver-
gence de l’erreur sur les coeﬃcients des matrices élémentaires, relativement à ceux obtenus par la
formule de quadrature de degré égal à 17. Cette option est la conséquence du défaut de valeurs
de références disponibles pour ces coeﬃcients. Les résultats précédents nous montrent seulement
que les coeﬃcients convergent, mais ils ne nous indiquent pas que ceux-ci convergent vers les va-
leurs exactes. Dans ces conditions, pour renforcer nos résultats, nous les avons confrontés à ceux
d’une autre méthode dans le cas particulier du noyau de Laplace qui équivaut à κ = 0 pour le
noyau de Green. Cette autre méthode est l’application de la transformation de Fourier, sur les
coeﬃcients, que nous exposons ici. Le coeﬃcient associé aux paires de tétraèdres (K,L) et de
fonctions de base (ϕ,ψ) estM(K,L, ϕ, ψ) =
∫
K
ϕ(x)∇x
(∫
L
∇yG0(x− y)ψ(y) dy
)
dx, où on rap-
pelle que G0(x) =
1
4π|x| (x 6= 0). En prolongeant les fonctions ϕ et ψ par zéro dans un domaine
D contenant K ∪ L, l’entrée Mpq(K,L, ϕ, ψ), p, q = 1, 2, 3 de la matrice est la forme quadratique
(ϕ,Ppqψ)L2(D) =
∫
D
ϕ(x)Ppqψ(x) dx, où Ppqψ(x) = ∂xp
∫
D
∂xpG0(x−y))ψ(y) dy. Cette forme qua-
dratique est la restriction à L2(D) de la forme correspondante sur L2(R3), en prolongeant par zéro
à R3. Sur R3, l’opérateur Ppq est un multiplicateur de Fourier par le scalaire P̂pq(ξ) = (ξpξq)/|ξ|2.
On rappelle que c’est l’entrée d’indice (p, q) du multiplicateur matriciel P̂(ξ) = (ξξ⊤)/|ξ|2 vu dans
la preuve de la proposition 4 au chapitre 1. en notant par f˜ la transformée de Fourier inverse pour
une fonction f , on écrit (Parseval-Plancherel) :
(ϕ,Ppqψ)L2(D) = (ϕ,Ppqψ)L2(R3)
= (˜̂ϕ, ˜̂Ppqψ)L2(R3)
=
∫
D
˜̂ϕ(x) ˜̂Ppqψ(x) dx.
Pour l’approximation numérique, le domaine D est un pavé de R3 que nous maillons en
sous-pavés de N noeuds x(n), n = 0, 1, ..., N − 1 (N ∈ N∗). Avec ce maillage, on a l’approximation
∫
D
˜̂ϕ(x) ˜̂Ppqψ(x) dx ≃ |D|
N
N−1∑
n=0
˜̂ϕ(x(n)) ˜̂Ppqψ(x(n)), (3.1)
où |D| désigne le volume du pavé D. Les coeﬃcients ˜̂ϕ(x(n)) sont donnés pour tout n ∈ N,
par ˜̂ϕ(x(n)) = 1|D|
∫
D
ϕ̂(ξ)eix
(n)·ξ dξ avec ϕ̂(ξ) =
∑
n∈N
˜̂ϕ(x(n))e−ix(n)·ξ. On en déduit la relation
d’orthogonalité
∫
D
eix(n)·ξeix
(m)·ξ dξ = δnm|D|,∀n,m ∈ N, où δnm est le symbole de Kronecker.
La transformée de Fourier inverse discrète de ϕ̂ est ˜̂ϕ(x(n)) = 1N ∑N−1k=0 ϕ̂(ξ(k))eix(n)·ξ(k) . On a
naturellement une expression similaire pour P̂pqψ(x(n)). Notons que la suite (˜̂ϕ(x(n)))n∈N est
N−périodique. C’est à dire que pour tout n ∈ N, on a ˜̂ϕ(x(n+N)) = ˜̂ϕ(x(n)). On pourra en ef-
fet prendre x(n+N) − x(n) = [(x(n+N) − x(n)) · ep] ep,∀n ∈ N où p ∈ {1, 2, 3} et ep est le p−ème
vecteur de la base canonique de R3 avec (ξ(k) · ep)
[
(x(n+N) − x(n)) · ep
]
= 0 mod(2π), pour tout
k = 0, 1, ..., N − 1. La quantité (x(n+N)− x(n)) · ep est en fait la longueur d’une des arêtes du pavé
D. En revenant à l’approximation de la forme quadratique 3.1 avec les expressions des transformées
de Fourier inverse discrètes, nous avons
∫
D
˜̂ϕ(x) ˜̂Ppqψ(x) dx ≃ |D|
N3
N−1∑
k=0
N−1∑
l=0
ϕ̂(ξ(k)) P̂pqψ(ξ(l))
N−1∑
n=0
eix
(n)·(ξ(l)−ξ(k)).
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La propriété d’orthogonalité donne
N−1∑
n=0
eix
(n)·(ξ(l)−ξ(k)) = δklN et elle nous conduit à
∫
D
˜̂ϕ(x) ˜̂Ppqψ(x) dx ≃ |D|
N2
N−1∑
k=0
ϕ̂(ξ(k)) P̂pqψ(ξ(k)).
Rappelant que P̂pqψ(ξ) =
(ξpξq)
|ξ|2 ψ̂(ξ), on obtient ﬁnalement∫
D
˜̂ϕ(x) ˜̂Ppqψ(x) dx ≃ |D|
N2
N−1∑
k=0
ϕ̂(ξ(k))
(ξ(k)p ξ
(k)
q )
|ξ(k)|2 ψ̂(ξ
(k)).
Le calcul est implémenté par un code matlab présenté à l’annexe C.
Les ﬁgures 3.6 – 3.9 illustrent les convergences de l’erreur des coeﬃcients approchés par la
transformation de Fourier. Cette erreur est estimée relativement aux coeﬃcients obtenus par notre
méthode avec la formule d’intégration de degré égal à 17. Nous avons considéré, alors, les mêmes
valeurs de références pour les coeﬃcients avec les mêmes conﬁgurations des tétraèdres et des fonc-
tions de base que le test précédent (ﬁgures 3.1 – 3.4). L’erreur est estimée en fonction du nombre de
points utilisés dans la discrétisation pour un pavé englobant chaque fois les deux tétraèdres. Dans
chacun des cas, nous avons utilisé successivement 129, 257 et 401 points pour la discrétisation dans
chaque direction de l’espace. On observe, également ici, une convergence plus ou moins lente des
valeurs des coeﬃcients issues de la transformation de Fourier, vers celles issues de notre méthode.
On peut constater notamment sur la sous-ﬁgure en haut à gauche de la ﬁgure 3.8, correspondant au
cas où les deux fonctions de base sont associées au même sommet de la face commune, que l’entrée
de matrice élémentaire d’indice (3, 2) a un comportement moins bon que les autres entrées non
nulles de la matrice. On rappelle que seules les entrées non nulles sont considérées et représentées.
L’observation des valeurs montre, comme on le constate sur la ﬁgure 3.5 ci-dessous des résultats
pour le calcul avec respectivement 129, 257 et 401 points, que l’entrée d’indice (3, 2) est en O(10−4)
quand les autres sont en O(10−3). La faiblesse de l’ordre peut expliquer la lente convergence de
cette entrée, mais cette lenteur pourrait également être due au fait que notre solution de référence
n’aie pas encore convergé. A l’inverse de notre méthode, on note par ailleurs un comportement
meilleur de la transformation de Fourier dans le cas où les tétraèdres sont confondus. C’est à dire
lorsque la singularité est plus forte.
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Fig. 3.5 – Un exemple de valeurs des matrices élémentaires pour la transformation de Fourier et
notre solution de référence lorsque les tétraèdres ont une face en commun avec les deux fonctions
de base associées à un même sommet de la face commune.
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Fig. 3.6 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour la
transformation de Fourier avec différentes fonctions de base de Lagrange d’ordre 1 lorsque les
tétraèdres ont un sommet en commun.
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Fig. 3.7 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour la
transformation de Fourier avec différentes fonctions de base de Lagrange d’ordre 1 lorsque les
tétraèdres ont une arête en commun.
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Fig. 3.8 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour la
transformation de Fourier avec différentes fonctions de base de Lagrange d’ordre 1 lorsque les
tétraèdres ont une face en commun.
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Fig. 3.9 – Convergence de l’erreur relative sur les coefficients des matrices élémentaires pour la
transformation de Fourier avec différentes fonctions de base de Lagrange d’ordre 1 lorsque les
tétraèdres sont confondus.
3.2 Spectre de l’opérateur intégral volumique
En vue de prédire la performance des méthodes itératives dans la résolution de l’équation
intégrale volumique, le spectre de l’opérateur a été analysé dans [44]. L’opérateur y est d’abord
discrétisé à l’aide d’un maillage cubique et d’une technique de collocation ou de point-matching,
puis les valeurs propres de la matrice du système sont observées. Ces observations montrent que les
valeurs propres sont quasiment toutes localisées sur un segment, support du spectre essentiel sur le
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plan complexe. Les rares valeurs propres en dehors du segment correspondent aux résonances dans
les séries de Mie. La position et la longueur de ce segment dépendent uniquement de l’indice de
réfraction. Au regard de ces résultats, nous avons examiné les valeurs propres de la matrice issue
de notre discrétisation de l’opérateur intégral volumique. Considérant un obstacle diélectrique
homogène Ω−, l’indice de réfraction, qui est ici la permittivité électrique relative εr, est un nombre
réel constant. Le support du spectre essentiel est donc ici situé sur l’axe réel du plan complexe.
Plus précisement, on rappelle l’équation intégrale volumique (cf. expression 2.1 au chapitre 2) :
(1−Aκ,η)E := (1− ηAκ)E = Einc, où η = 1− εr et
AκE(x) = ∇
∫
Ω−
∇yGκ(x− y) ·E(y) dy − κ2
∫
Ω−
Gκ(x− y)E(y) dy.
L’analyse au chapitre 1 montre que ce problème est mal posé pour une permittivité εr non bornée
ou appartenant à l’ensemble {0,−1}, c’est à dire pour un paramètre η non borné ou appartenant
à {1, 2}. Le spectre de l’opérateur intégral volumique Aκ étant l’ensemble des valeurs λ telles
que le problème (λ1−Aκ)E = Einc est mal posé, les valeurs propres de Aκ sont les valeurs
0, 12 , 1. Le support du spectre essentiel de l’opérateur intégral Aκ est alors le segment [0, 1]. Les
ﬁgures 3.11 et 3.12 montrent les valeurs propres de la matrice issue de la discrétisation de l’opérateur
Aκ, respectivement pour les valeurs κ = 1.e − 03 et κ = 1. Les quatre sous-ﬁgures de chacune
de ces ﬁgures correspondent aux diﬀérents niveaux de raﬃnement du maillage tétraédrique avec
successivement 8 tétraèdres (niveau 0), 64 tétraèdres (niveau 1), 512 tétraèdres (niveau 2), 4096
tétraèdres (niveau 3). On observe eﬀectivement que les valeurs propres sont quasiment toutes
localisées sur le segment [0, 1]. Le segment se densiﬁe, avec l’augmentation de la taille de la matrice,
à mesure que le maillage se raﬃne et on note, cependant, un léger dépassement aux extrémités de
l’intervalle pour les niveaux de raﬃnement 2 et 3. En ce qui concerne la ﬁgure 3.10, nous avons
eﬀectué le test avec les mêmes données que celles utilisées dans [44], aﬁn d’obtenir des résultats
comparables. L’obstacle sphérique est alors à conductivité non nulle, avec un ratio κr = 1 où r
est le rayon de l’obstacle. Dans [44], l’indice de réfraction est m = 1.4 + 0.05i et il est lié à notre
permittivité relative par la relation εr = m2. Nous avons donc utilisé la valeur η = 1 − m2 =
−0.9575− 0.14i et avons représenté les valeurs propres, cette fois, pour l’opérateur (1− ηAκ). On
observe de ce fait, des courbes très proches de celles obtenus dans [44].
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Fig. 3.10 – Valeurs propres de la matrice issue de la discrétisation de l’opérateur intégral volumique
(1− ηAκ) dans la boule unité, avec κ = 1 et l’indice de réfraction complexe η = 1−εr = −0.9575−
0.14i pour un maillage à 512 tétraèdres (à gauche) et à 4096 tétraèdres (à droite ).
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Fig. 3.11 – Valeurs propres de la matrice issue de la discrétisation de l’opérateur intégral volumique
Aκ dans la boule unité, avec κ = 1.e − 03 et un maillage à 8 tétraèdres (en haut à gauche), à 64
tétraèdres (en haut à droite), à 512 tétraèdres (en bas à gauche) et à 4096 tétraèdres (en bas à
droite).
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Fig. 3.12 – Valeurs propres de la matrice issue de la discrétisation de l’opérateur intégral volumique
Aκ dans la boule unité, avec κ = 1 et un maillage à 8 tétraèdres (en haut à gauche), à 64 tétraèdres
(en haut à droite), à 512 tétraèdres (en bas à gauche) et à 4096 tétraèdres (en bas à droite).
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3.3 Profil de rayonnement électrique
3.3.1 Formalisme
Si E∗ désigne le champ électrique intérieur obtenu par la résolution de l’équation intégrale
volumique dans le domaine Ω−, le champ électromagnétique diﬀracté (Ediff ,Hdiff ) est alors
donné, grâce à la formule de représentation intégrale (1.19) (proposition 2 au chapitre 1), par
Ediff (x) = ∇
∫
Ω−
η(y) (∇yGκ(x− y) ·E∗(y)) dy − κ2
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy
Ediff (x) = −∇×∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy,
Hdiff (x) =
1
iκ
∇×Ediff = iκ∇×
∫
Ω−
η(y)Gκ(x− y)E∗(y) dy,
pour x ∈ Ω+ = R3 \ Ω−. On rappelle que Gκ(x − y) = e
iκ|x−y|
4π|x− y| . Par déﬁnition, le champ
électromagnétique lointain (E∞,H∞) est donné par
Ediff (x) =
eiκ|x|
|x|
{
E∞(xˆ) +O
(
1
|x|
)}
, |x| → +∞,
Hdiff (x) =
eiκ|x|
|x|
{
H∞(xˆ) +O
(
1
|x|
)}
, |x| → +∞,
où xˆ = x|x| est sur la sphère unité de R
3. Grâce aux développements asymptotiques suivants, où v
est un champ de vecteurs :
∇x ×
(
v(y)
eiκ|x−y|
|x− y|
)
= iκ
eiκ|x|
|x|
{
e−iκxˆ·yxˆ× v(y) +O
( |v(y)|
|x|
)}
, |x| → +∞,
et
∇x ×∇x ×
(
v(y)
eiκ|x−y|
|x− y|
)
= κ2
eiκ|x|
|x|
{
e−iκxˆ·yxˆ× (xˆ× v(y)) +O
( |v(y)|
|x|
)}
, |x| → +∞,
uniformément pour y ﬁxé, on obtient les expressions du champ lointain
E∞(xˆ) =
κ2
4π
xˆ×
(
xˆ×
∫
Ω−
η(y)e−iκxˆ·yE∗(y) dy
)
,
H∞(xˆ) = − κ
2
4π
xˆ×
∫
Ω−
η(y)e−iκxˆ·yE∗(y) dy.
Le point xˆ sera déterminé, sur la sphère unité, par ses angles en coordonnées sphériques :
xˆ = (sinθ cosφ, sinθ sinφ, cosθ), avec (θ, φ) ∈ [0, π]× [0, 2π].
Remarque 17. Nous avons H∞(xˆ) = xˆ×E∞(xˆ) et xˆ ·E∞(xˆ) = xˆ ·H∞(xˆ) = 0. Les champs
électrique et magnétique lointains sont tangents à la sphère unité de R3.
3.3.2 Champ électrique lointain pour des obstacles homogènes
Nous avons comparé nos résultats du calcul du champ lointain, avec ceux obtenus par les
séries de Mie, pour la diﬀraction d’ondes électromagnétiques par un corps diélectrique sphérique
et homogène noté Ω−. Nous avons examiné des diﬀractions d’ondes planes et de champs incidents
générés par un dipôle magnétique. Le champ généré par un dipôle magnétique de polarisation p ∈
R3 (vecteur unitaire) situé en un point x0 ∈ R3\Ω− est donné parEinc(x) = ∇×(pGκ(x− x0)) =
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∇Gκ(x−x0)×p, pour tout x ∈ R3. L’onde plane de polarisation p et de direction d ∈ R3 (vecteur
unitaire) est donnée par Einc(x) = peiκd·x, pour tout x ∈ R3. Les ﬁgures 3.13 - 3.15 présentent
les proﬁls de rayonnement des diﬀractions de ces champs incidents, pour quelques valeurs des
paramètres. Ces paramètres sont d’une part, la polarisation p des champs incidents, le point source
x0 pour le dipôle magnétique et la direction d pour l’onde plane, puis d’autre part, les nombres
d’ondes à l’extérieur du domaine noté κ ou κext et à l’intérieur noté κint. Le domaine étant supposé
homogène ici, κint est constant. La permittivité relative est liée aux nombres d’ondes par la relation
κ2int = εrκ
2
ext. Chaque sous-ﬁgure représente, sur un plan de coupe φ = 0
0 ou φ = 900, les courbes
de la norme du champ électrique lointain donné par les séries de Mie et des normes des champs
lointains donnés par notre méthode pour diﬀérents niveaux de raﬃnement du maillage de la boule
unité. Ces niveaux de raﬃnement comportent successivement 8, 64, 512 et 4096 tétraèdres. A
mesure que le maillage de la boule est raﬃné, nous observons une convergence de nos résultats vers
ceux de la série de Mie pour les diﬀérentes situations de diﬀraction. Le maillage avec 4096 tétraèdres
suﬃt pour obtenir des résultats satisfaisants lorsque la fréquence n’est pas très haute. Pour les
hautes fréquences, un niveau de raﬃnement supplémentaire (32768 tétraèdres) devient nécessaire.
Cependant, en l’absence de couplage avec une méthode rapide, la résolution de l’équation intégrale
volumique (dimension 3 et matrice dense) avec un tel niveau de raﬃnement devient onéreuse en
temps de calcul et même en espace mémoire. Le but de ces travaux a été porté sur l’exactitude des
résultats de notre méthode. L’optimisation de la méthode en temps de calcul et en espace mémoire
fera l’objet d’une étude ultérieure.
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Fig. 3.13 – Profils de rayonnement électrique lointain pour la diffraction d’un dipôle magnétique
par un corps sphérique diélectrique, pour différents niveaux de raffinement du maillage comparés à
la solution donnée par les séries de Mie.
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Fig. 3.14 – Profils de rayonnement électrique lointain pour la diffraction d’un dipôle magnétique
par un corps sphérique diélectrique, pour différents niveaux de raffinement du maillage comparés à
la solution donnée par les séries de Mie.
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Diffraction d’une onde plane
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Fig. 3.15 – Profils de rayonnement électrique lointain pour la diffraction d’une onde plane par
un corps sphérique diélectrique, pour différents niveaux de raffinement du maillage comparés à la
solution donnée par les séries de Mie.
3.3.3 Erreur relative sur le champ lointain
Pour chaque niveau de raﬃnement, nous évaluons en norme L2 l’erreur numérique sur l’ap-
proximation du proﬁl de rayonnement relativement à celui de la série de Mie et selon le formalisme
suivant.
Si u est un champ de vecteurs déﬁni sur la sphère unité, on le décrit par ses coordonnées
sphériques (θ, φ) ∈ [0, π]× [0, 2π] et on déﬁnit numériquement sur le plan φ = φ0, la norme L2 du
champ u par :
||u(., φ0)||2 =
∫ π
0
|u(θ, φ0)|2 dθ
||u(., φ0)||2 =
N∑
q=1
ωq|u(θq, φ0)|2.
On prend ωq = ω1,∀q = 1, ..., N et une formule d’intégration d’ordre 1. Ce qui entraîne
N∑
q=1
ωq = Nω1 = π. D’où nous avons ||u(., φ0)||2 = π
N
N∑
q=1
|u(θq, φ0)|2.
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Si on note E∞ le proﬁl de rayonnement issu de nos calculs et EM,∞ celui de la série de Mie,
alors l’erreur relative sur l’approximation du champ lointain est donnée pour un plan de coupe
φ = φ0 par
Er,∞(φ0) =
√√√√ N∑
q=1
|E∞(θq, φ0)−EM,∞(θq, φ0)|2√√√√ N∑
q=1
|EM,∞(θq, φ0)|2
.
Les ﬁgures 3.17 et 3.16 présentent quelques courbes de l’erreur relative dans les plans φ = 0◦
et φ = 90◦ pour les diﬀractions, par la boule unité diélectrique homogène, respectivement d’ondes
planes et de champs générés par un dipôle magnétique. L’erreur est estimée pour les niveaux de
raﬃnement 1, 2, 3 et 4 qui correspondent respectivement au maillages avec 8, 64, 512 et 4096
tétraèdres. Ces courbes d’erreur consolident les observations eﬀectuées sur les courbes des proﬁls
de rayonnement précédentes. En eﬀet, on constate une décroissance de l’erreur pour chacune des
courbes conﬁrmant ainsi la convergence de nos résultats vers ceux de la série de Mie. Le maillage
avec 4096 tétraèdres fournit une erreur relative en dessous de 10% dans la plupart des cas observés,
lorsque la fréquence n’est pas très élevée. Ce niveau de raﬃnement est donc bien suﬃsant pour
obtenir des résultats satisfaisants pour des fréquences pas très hautes.
Erreur pour la diffraction d’une onde plane
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Fig. 3.16 – Erreur relative sur le calcul du profil de rayonnement électrique lointain pour la dif-
fraction d’une onde plane par un corps diélectrique sphérique.
98
3.3 Profil de rayonnement électrique
Erreur pour la diffraction d’un dipôle magnétique
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Fig. 3.17 – Erreur relative sur le calcul du profil de rayonnement électrique lointain pour la dif-
fraction d’un dipôle magnétique par un corps diélectrique sphérique.
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3.3.4 Champs électriques pour des obstacles non homogènes
L’intérêt majeur de l’équation intégrale volumique est sa capacité à traiter la diﬀraction par
des obstacles non homogènes. Nous allons alors considérer, à présent, la diﬀraction avec une per-
mittivité électrique variable dans le domaine occupé par l’obstacle. A défaut de valeurs numériques
de référence disponibles dans la littérature pour la diﬀraction par un obstacle non homogène, à
l’instar des séries de Mie pour les obstacles homogènes et sphériques, nous ne pouvons eﬀectuer
de confrontation des valeurs de nos résultats numériques. Nous avons simulé les champs intérieur
et lointain pour la diﬀraction par la boule ou la demi-boule unité pour certaines permittivités
électriques variables. Pour l’instant, seulement une justiﬁcation qualitative peut donc être appor-
tée pour certains phénomènes observés. Signalons que la méthode est applicable à des obstacles
de formes géométriques diverses. Cependant, les formes géométriques simples sont celles pour les-
quelles nous disposons actuellement de maillages. Les ﬁgures ci-dessous représentent un échantillon
de champs intérieurs et lointains pour la diﬀraction d’une onde plane et d’un dipôle magnétique.
Les obstacles sont d’abord des lentilles diélectriques sphériques à permittivités continûment ra-
diales, ensuite on considère des superpositions de couches dans la boule unité et dans la demi-boule
unité. Enﬁn on s’intéresse à la visualisation des champs pour des obstacles certes homogènes, mais
à permittivités proches de la résonance. Les ﬁgures sont composées, pour chaque déﬁnition de la
permittivité, des courbes de la norme du champ lointain sur les plans φ = 0◦ et φ = 90◦ d’une
part, et d’autre part, des images du champ sur le bord du domaine et sur une coupe intérieure
plane d’équation x1 = 0, où x = (x1, x2, x3) ∈ R3 est la variable générique. Le champ intérieur est
représenté en échelle logarithmique pour une meilleure visibilité, et les images correspondent aux
valeurs absolues d’une des composantes des parties réelle ou imaginaire du champ électrique.
Diélectriques à permittivités continûment radiales
Nous observons, ici, les champs pour chacune des quatre lentilles sphériques de permittivités
relatives radiales données par :
ε(1)r (x) = 2− |x|2 +
√
ǫ, ε(2)r (x) =
4
(1 + |x|2)2 + ǫ, ε
(3)
r (x) =
2
|x|+ ρǫ − 1, ε
(4)
r (x) =
|x|2
2
,
où |x| 6 1, ǫ = 2.22045e − 16 et ρ = 1 si |x| < 1 − ǫ et ρ = −1 sinon. Les trois premières
permittivités sont des modiﬁcations légères des lentilles physiques de Luneburg, de Maxwell ﬁsh-
eye et de Eaton-Lippmann respectievement (voir [19]). Ces permittivités sont toutes à valeurs
croissantes du bord de la boule vers son centre. La dernière permittivité a été introduite dans
un souci purement mathématique, pour une inversion du sens de variation. Les modiﬁcations des
lentilles physiques ont pour but d’éviter à la permittivité relative de prendre la valeur 1 dans le
domaine. C’est équivalent à empêcher le paramètre η = 1 − εr de s’annuler dans le domaine. En
eﬀet, notre discrétisation de l’opérateur intégral volumique reste onéreuse pour l’instant. Pour nous
aﬀranchir donc de la dépendance de l’opérateur en η, et tester simultanément et plus simplement
plusieurs valeurs, on a eﬀectué le changement d’inconnue E˜ = ηE dans l’équation (2.1) (voir au
chapitre 2). Ce changement nous conduit alors à la discrétisation de l’opérateur
1
η
1.Les ﬁgures
3.18, 3.19 et 3.20 montrent des champs intérieurs conﬁnés dans des couches sphériques plus ou
moins ﬁnes, avec des intensités de plus en plus faibles à mesure qu’on approche le centre de la
boule. Le champ se propageant plus diﬃcilement dans un diélectrique de permittivité plus élevée,
ce phénomène s’explique naturellement par le caractère radial des permittivités avec une croissance
de leurs valeurs du bord vers le centre. On peut observer, justement, un phénomène analogue pour
champ intérieur à la ﬁgure 3.21 avec cependant une inversion du sens de variation des intensités.
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Fig. 3.18 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et de
polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(1)
r . A gauche, le profil de rayonne-
ment lointain et à droite, une coupe de la troisième composante de la partie imaginaire du champ
intérieur.
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Fig. 3.19 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et de
polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(3)
r . A gauche, le profil de rayonnement
lointain et à droite, une coupe de la troisième composante de la partie réelle du champ intérieur.
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Fig. 3.20 – Diffraction du dipôle magnétique de nombre d’onde κ = 5, de point source x0 =
(0, 0, 1 + ǫ), où ǫ = 2.22045e− 16 et de polarisation p = (0, 1, 0), par la boule unité de permittivité
ε
(2)
r . A gauche, le profil de rayonnement lointain et à droite, une coupe de la première composante
de la partie imaginaire du champ intérieur.
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Fig. 3.21 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et de
polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(4)
r . A gauche, le profil de rayonnement
lointain et à droite, une coupe de la première composante de la partie réelle du champ intérieur.
Superpositions de domaines
Nous simulons des superpositions de domaines dans la boule unité et dans la demi-boule. Pour
la boule entière, nous superposons deux domaines homogènes. L’un des domaines est très forte-
ment conducteur, tandis que l’autre est un diélectrique avec plutôt une faible permittivité. La
superposition est d’abord linéaire, avec une permittivité constante par morceaux donnée par :
ε(5)r (x) =
{
1.1 + 106i si x3 6 0
0.95 si x3 > 0,
où |x| 6 1. Les deux domaines sont en fait les hémisphères nord et sud de la boule. L’hémisphère
sud est le domaine à très forte conductivité.
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Fig. 3.22 – Diffraction du dipôle magnétique de nombre d’onde κ = 5, de point source x0 =
(0, 0, 1 + ǫ), où ǫ = 2.22045e− 16 et de polarisation p = (0, 1, 0), par la boule unité de permittivité
ε
(5)
r . A gauche, le profil de rayonnement lointain et à droite, une coupe de la deuxième composante
de la partie réelle du champ intérieur.
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Fig. 3.23 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et
de polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(5)
r . En haut à gauche, le profil de
rayonnement lointain. En haut à droite, une coupe de la première composante de la partie réelle
du champ intérieur. En bas à gauche et à droite, respectivement coupe et champ à la surface de la
troisième composante de la partie imaginaire.
Nous procédons ensuite à une superposition en boules concentriques en déﬁnissant la permitti-
vité radiale constante par morceaux suivante :
ε(6,1)r (x) =
{
1.1 + 106i si |x| 6 1/2
0.95 si 1/2 < |x| 6 1.
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Fig. 3.24 – Diffraction du dipôle magnétique de nombre d’onde κ = 5, de point source x0 =
(0, 0, 1 + ǫ), où ǫ = 2.22045e− 16 et de polarisation p = (0, 1, 0), par la boule unité de permittivité
ε
(6,1)
r . A gauche, le profil de rayonnement lointain et à droite, une coupe de la première composante
de la partie imaginaire du champ intérieur.
103
Chapitre 3 : Tests numériques
0 50 100 150 200
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x 10
5
!
E
le
c
tr
ic
 f
a
r 
fi
e
ld
 n
o
rm
 |
|E
"
(#
, 
!
) 
||
 
 
# = 0°
# = 90°
Fig. 3.25 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et de
polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(6,1)
r . En haut à gauche, le profil de
rayonnement lointain. En haut à droite, une coupe de la troisième composante de la partie réelle
du champ intérieur. En bas à gauche et à droite, respectivement coupe et champ à la surface de la
deuxième composante de la partie imaginaire.
Nous augmentons, à présent, le rayon de la boule interne en posant :
ε(6,2)r (x) =
{
1.1 + 106i si |x| 6 3/4
0.95 si 3/4 < |x| 6 1.
Fig. 3.26 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1)
et de polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(6,2)
r . A gauche et à droite,
respectivement coupe et champ à la surface de la deuxième composante de la partie imaginaire.
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L’observation, des ﬁgures 3.22 et 3.23 pour la superposition en hémisphères et des ﬁgures 3.24,
3.25 et 3.26 pour la superposition en boules concentriques, distingue nettement les deux domaines.
Le champ est, comme on s’y attend, négligeable dans le domaine fortement conducteur, au proﬁt
d’un conﬁnement quasi-total dans le domaine diélectrique à faible permittivité. Les ﬁgures 3.24,
3.25 et 3.26 mettent en évidence, par ailleurs, une inﬂuence du maillage sur les calculs. En eﬀet
la boule interne, déﬁnie par la permittivité radiale, suit les contours du maillage. Pour ε(6,1)r , les
contours de la boule interne (de rayon égal à 1/2) sont plutôt planes. D’où l’observation d’une
forme en losange au lieu d’une forme sphèrique sur la coupe interne.
Dans la demi-boule, les superpositions sont eﬀectuées par des couches en anneaux diélectriques
et non homogènes. Dans chacun de ces anneaux, la permittivité est linéaire en la composante x3.
On observe les champs dans la demi-boule, pour les trois permittivités suivantes :
ε(7)r (x) =

−1
2
x3 + 2 si |(x1, x2)| 6 1
4
−1
2
x3 + 3 si
1
4
< |(x1, x2)| 6 1
2
−1
2
x3 + 3.5 si
1
2
< |(x1, x2)| 6 3
4
−1
2
x3 + 4 si
3
4
< |(x1, x2)| 6 1,
ε(8)r (x) =

1
2
x3 + 3.25 si |(x1, x2)| 6 1
4
1
2
x3 + 2.75 si
1
4
< |(x1, x2)| 6 1
2
1
2
x3 + 2.25 si
1
2
< |(x1, x2)| 6 3
4
1
2
x3 + 1.75 si
3
4
< |(x1, x2)| 6 1
et
ε(9)r (x) =

1
2
x3 + 0.35 si |(x1, x2)| 6 1
4
1
2
x3 + 0.25 si
1
4
< |(x1, x2)| 6 1
2
1
2
x3 + 0.15 si
1
2
< |(x1, x2)| 6 3
4
1
2
x3 + 0.05 si
3
4
< |(x1, x2)| 6 1,
où |x| 6 1 et x3 > 0. Les ﬁgures 3.27, 3.28 et 3.29 présentent les champs pour ces trois permittivités.
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Fig. 3.27 – Diffraction du dipôle magnétique de nombre d’onde κ = 7, de point source x0 =
(0, 0,−0.2) et de polarisation p = (0, 1, 0), par la demi-boule unité de permittivité ε(7)r . En haut à
gauche, le profil de rayonnement lointain. En haut à droite, une coupe de la première composante
de la partie imaginaire du champ intérieur. En bas à gauche et à droite, respectivement coupe et
champ à la surface de la deuxième composante de la partie réelle.
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3.3 Profil de rayonnement électrique
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Fig. 3.28 – Diffraction du dipôle magnétique de nombre d’onde κ = 7, de point source x0 =
(0, 0,−0.2) et de polarisation p = (0, 1, 0), par la demi-boule unité de permittivité ε(8)r . En haut à
gauche, le profil de rayonnement lointain. En haut à droite, une coupe de la première composante
de la partie imaginaire du champ intérieur. En bas à gauche et à droite, respectivement coupe et
champ à la surface de la deuxième composante de la partie réelle.
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Fig. 3.29 – Diffraction du dipôle magnétique de nombre d’onde κ = 7, de point source x0 =
(0, 0,−0.2) et de polarisation p = (0, 1, 0), par la demi-boule unité de permittivité ε(9)r . En haut à
gauche, le profil de rayonnement lointain. En haut à droite, une coupe de la première composante
de la partie réelle du champ intérieur. En bas à gauche et à droite, respectivement coupe et champ
à la surface de la première composante de la partie imaginaire.
Les couches de chacune des lentilles sont de même nature avec des permittivités de même
ordre. L’observation des champs intérieurs n’explique aucun phénomène particulier, contrairement
aux exemples précédents. On constate simplement une distribution toujours forte au centre de la
demi-boule. Cependant les courbes des champs lointains correspondants, permettent d’observer
un rayonnement plus diﬀus pour la lentille de permittivité ε(7)r (ﬁgure 3.27) que les deux autres,
avec une courbe plus étalée. La lentille de permittivité ε(8)r (ﬁgure 3.28) ayant certes un maximum
inférieur à celui de la lentille de permittivité ε(9)r (ﬁgure 3.29), mais valant presque deux fois celui
de ε(7)r , a le rayonnement le plus focalisé avec une courbe plus resserrée et une décroissance plus
rapide. La lentille à ε(9)r présente, néanmoins, une particularité. En eﬀet, on a un décalage du point
de maximum du champ lointain pour le plan φ = 0◦. Plus précisement, ce point de maximum est
θ = 27◦, quand le point θ = 0◦ est le point de maximum pour tous les autres champs ∀φ ∈ {0◦, 90◦}.
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Recherche de résonances
Dans cette dernière partie, on considère la boule unité diélectrique et homogène puis on observe
les champs pour deux valeurs de la permittivité proches de la résonance. Pour cela, comme à la
section 3.2, nous avons calculé le spectre de l’opérateur intégral volumique Aκ avec 4096 tétraèdres
et pour la valeur κ = 5 (ﬁgure 3.30). Nous avons testé les valeurs propres λ1 = 1.275 − 0.26i
et λ2 = 1.226 − 0.793i correspondant respectivement aux permittivités ε(10)r = 0.247 − 0.153i et
ε
(11)
r = 0.425 − 0.372i. Les ﬁgures 3.31 - 3.34 présentent les distributions des champs intérieurs
et lointains pour ces deux valeurs de la permittivité avec une onde plane d’une part et un dipôle
magnétique d’autre part, comme ondes incidentes.
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
λ1
λ2
Eigenvalues λ for k = 5 and subdivision level = 3
Real(λ)
Im
ag
(λ)
Fig. 3.30 – Valeurs propres de la matrice issue de la discrétisation de l’opérateur intégral volumique
Aκ dans la boule unité, avec κ = 5 et un maillage à 4096 tétraèdres.Les points λ1 et λ2, sélectionnés
dans le plan complexe, sont ceux utilisés pour définir la permittivité.
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Fig. 3.31 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1) et de
polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(10)
r . En haut à gauche, le profil de
rayonnement lointain. En haut à droite, une coupe de la première composante de la partie imagi-
naire du champ intérieur. Milieu à gauche et à droite, respectivement coupe et champ à la surface
de la troisième composante de la partie imaginaire. En bas à gauche et à droite, respectivement
coupe et champ à la surface de la troisième composante de la partie réelle.
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Fig. 3.32 – Diffraction du dipôle magnétique de nombre d’onde κ = 5, de point source x0 =
(0, 0, 1 + ǫ), où ǫ = 2.22045e− 16 et de polarisation p = (0, 1, 0), par la boule unité de permittivité
ε
(10)
r . En haut à gauche, le profil de rayonnement lointain. En haut à droite, une coupe de la
première composante de la partie imaginaire du champ intérieur. En bas à gauche et à droite,
respectivement coupe et champ à la surface de la deuxième composante de la partie réelle.
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Fig. 3.33 – Diffraction de l’onde plane de nombre d’onde κ = 5, de direction d = (0, 0,−1)
et de polarisation p = (0, 1, 0), par la boule unité de permittivité ε
(11)
r . A gauche, le profil de
rayonnement lointain et à droite, une coupe de la première composante de la partie imaginaire du
champ intérieur.
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Fig. 3.34 – Diffraction du dipôle magnétique de nombre d’onde κ = 5, de point source x0 =
(0, 0, 1 + ǫ), où ǫ = 2.22045e− 16 et de polarisation p = (0, 1, 0), par la boule unité de permittivité
ε
(11)
r . A gauche, le profil de rayonnement lointain et à droite, une coupe de la première composante
de la partie réelle du champ intérieur.
On peut noter, dans les exemples de cette sous-section, des valeurs particulièrement élevées du
champ lointain pour la diﬀraction du dipôle magnétique lorsque le point source est très proche (à
une distance ǫ = 2.22045e−16) de l’obstacle. Cette situation se traduit physiquement par une forte
intensité du champ incident et mathématiquement, par la proximité de la singularité due à la fonc-
tion de Green dans l’expression du dipôle magnétique. Les permittivités électriques correspondent
à des objets non physiques, à cause de leurs parties imaginaires négatives (i.e conductivités néga-
tives). Ces objets sont donc des générateurs d’énergie. Les résultats présentés aux ﬁgures 3.31 - 3.34
corroborent cette propriété. En eﬀet les proﬁls de rayonnements lointains très réguliers, notamment
aux ﬁgures 3.33 et 3.34, indiquent que les boules se comportent comme des points sources, tandis
qu’on relève de l’activité à l’intérieur de celles-ci.
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Conclusion Générale
Nous avons commencé, en première partie de ces travaux, à étudier théoriquement et aux moyens
d’équations intégrales, le problème de la diﬀraction d’ondes électromagnétiques par un corps di-
électrique. Sous l’hypothèse plus réaliste de la discontinuité de la permittivité électrique à travers
le bord du diélectrique, nous avons d’abord dérivé deux formulations intégrales : un système couplé
surface-volume d’équations intégrales à noyau faiblement singulier et une équation intégrale volu-
mique fortement singulière. Nous avons ensuite justiﬁé l’équivalence entre le problème de diﬀraction
et les deux formulations intégrales. La formulation couplée a été la plus propice à l’analyse grâce à
la faible singularité de son noyau. Nous lui avons appliqué les propriétés standard de Fredholm pour
les équations intégrales et avons montré usant de l’équivalence que les trois problèmes sont bien
posés. Cette équivalence nous a également permis de déduire des propriétés de l’équation intégrale
volumique fortement singulière. Notamment nous avons montré que l’équation intégrale volumique
est bien posée dans l’espace L2 des champs de vecteurs dont le carré de la norme est intégrable, et
qu’elle satisfait une inégalité de Gårding. Cette propriété la rend convenable à une approximation
numérique par des éléments ﬁnis L2 - conformes, puisque toute méthode de Galerking conduit à
un schéma de discrétisation stable.
Nous avons poursuivi nos travaux dans la deuxième partie, par le traitement d’intégrales singu-
lières en vue de résoudre numériquement l’équation intégrale volumique, puis de calculer le proﬁl
de rayonnement électromagnétique issu de la diﬀraction par un corps diélectrique homogène et
non homogène. Nous avons donc développé une méthode de traitement des singularités, basée sur
des changements de variables dans le tétraèdre. La méthode est ensuite appliquée à l’opérateur
intégral volumique, pour une régularisation de celui-ci. La méthode et la régularisation de l’opé-
rateur intégral volumique ont été implémentées dans le code Mélina++ dont la version antérieure
Mélina est à l’adresse http://anum-maths.univ-rennes1.fr/melina/index.html. L’objectif de ce code
est de constituer une librairie de résolution de problèmes variationnels de divers types, soit par des
éléments ﬁnis ou par des équations intégrales surfaciques et/ou volumiques. Les tests numériques
eﬀectués sur l’implémentation de l’équation intégrale volumique et exposés au dernier chapitre ont
montré des résultats satisfaisants en ce qui concerne l’approximation de la solution au problème.
En eﬀet, le but de nos travaux était d’abord l’exactitude des résultats de notre méthode. Nous
avons ainsi pu comparer nos résultats aux séries de Mie pour la diﬀraction par un obstacle sphé-
rique homogène. L’intérêt majeur de cette étude étant la capacité à modéliser la diﬀraction par
des obstacles non homogènes, nous avons simulé des obstacles non homogènes. Nous n’avons pu
restituer que qualitativement certains phénomènes simples, à défaut de valeurs numériques de ré-
férence disponibles. Bien que la boule et la demi-boule ont été les seuls obstacles considérés pour
les tests, le modèle est applicable à diverses formes géométriques. Seulement, nous ne disposons
actuellement que de maillages pour des formes géométriques simples.
Par ailleurs, l’exploitation de notre code en l’état actuel reste onéreuse en espace mémoire et
surtout en temps de calcul pour une amélioration de la précision. Ainsi la perspective à court
terme est d’une part, le couplage des Méthodes Multipôles Rapides avec le code pour accélérer
l’approximation et d’autre part, la validation du modèle pour des obstacles non homogènes au
moyen de résultats empiriques. Ensuite la perspective à moyen terme est l’optimisation de forme
pour une antenne lentille à l’aide de notre méthode. Ce qui est l’objectif du projet initiateur de
cette thèse.
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Annexe A :
Un changement de variables dans le
tétraèdre
Soit l’intégrale
J =
∫
Z
f(z) dz,
où Z est un tétraèdre de sommets Zi; i = 1, 2, 3, 4. Nous présentons un changement de variables
ramenant l’intégrale sur l’une des faces de Z.
Le point z ∈ Z est décrit comme suit :
z = ν z
′
+ (1− ν)Z1 ; (ν, z′) ∈ [0, 1]× ΣZ ,
où ΣZ est le triangle Z2Z3Z4. On peut exprimer z
′ ∈ ΣZ , de la manière suivante :
z
′
= (1− σ1 − σ2)Z2 + σ1 Z3 + σ2 Z4 ; (σ1, σ2) ∈ Sσ,
où
Sσ =
{
(σ1, σ2) ∈ [0, 1]2; σ1 + σ2 6 1
}
.
Nous avons alors
z = ν [(1− σ1 − σ2)Z2 + σ1 Z3 + σ2 Z4] + (1− ν)Z1 ; (ν, z′) ∈ [0, 1]× ΣZ .
Considérons l’application :
g : [0, 1]× Sσ k−→ [0, 1]× ΣZ h−→ Z
(ν, σ1, σ2) 7−→ (ν, z′) 7−→ z (i.e. g = h ◦ k).
Par passage au Jacobien, nous avons Jg(ν, σ1, σ2) = Jh(ν, z
′
) Jk(ν, σ1, σ2) ; c’est à dire Jk =
Jg (Jh)
−1. Le Jacobien Jg est donné par
Jg =
∣∣∣∣∂g∂ν ·
(
∂g
∂σ1
× ∂g
∂σ2
) ∣∣∣∣,
avec
∂g
∂ν
= z
′ − Z1 = Z2 − Z1 + σ1(Z3 − Z2) + σ2(Z4 − Z2),
∂g
∂σ1
= ν (Z3 − Z2),
∂g
∂σ2
= ν (Z4 − Z2).
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Donc
Jg = ν
2
∣∣(Z2 − Z1) · [(Z3 − Z2)× (Z4 − Z2)] ∣∣
= ν2
∣∣P(Z)∣∣
Jg = 6 ν
2|Z|,
et
Jh =
∣∣∣∣∂h∂ν ·
(
∂h
∂σ1
× ∂h
∂σ2
) ∣∣∣∣,
avec
∂h
∂ν
= (1, 0),
∂h
∂σ1
= (0, ∂z
′
∂σ1
),
∂h
∂σ2
= (0, ∂z
′
∂σ2
).
D’où
Jh =
∣∣∣∣ ∂z′∂σ1 × ∂z
′
∂σ2
∣∣∣∣,
avec
∂z
′
∂σ1
= Z3 − Z2 et ∂z
′
∂σ2
= Z4 − Z2. Nous avons donc
Jh =
∣∣(Z3 − Z2)× (Z4 − Z2)∣∣
Jh = 2 |ΣZ |.
Par conséquent,
Jk =
6 ν2|Z|
2 |ΣZ | = 3 ν
2 |Z|
|ΣZ | .
Finalement, l’intégrale J devient
J =
∫
Z
f(z) dz
=
∫
[0,1]×ΣZ
f
(
k(ν, z
′
)
)
Jk(ν, z
′
) dν dz
′
J = 3 |Z||ΣZ |
∫
[0,1]
ν2
∫
ΣZ
f
(
k(ν, z
′
)
)
dν dz
′

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Annexe B :
Un calcul analytique pour une
intégrale quasi-singulière particulière
Soit △ un triangle de l’espace R3, de sommets X(1),X(2),X(3) et soit x0 ∈ R3 \ △. On se
propose de calculer analytiquement, l’intégrale suivante :
I(x0) =
∫
△
x− x0
|x− x0|3 ds(x).
Pour cela, nous commençons par décrire △ en suivant la voie indiquée dans [49]. Soit xo =
(xo1, x
o
2, x
o
3)
T , la représentation en coordonnées cartésiennes de xo dans la base canonique de R3.
On déﬁnit la base orthonormale (u(1),u(2),u(3)) en posant :
u(1) =
X(2) −X(1)
|X(2) −X(1)| , u
(3) =
(
X(2) −X(1)
)
×
(
X(3) −X(1)
)
∣∣∣(X(2) −X(1))× (X(3) −X(1))∣∣∣ , u(2) = u(3) × u(1).
On note A = (u(1),u(2),u(3)), la matrice orthogonale de changement de base et on déﬁnit la
transformation aﬃne suivante :
x = (x1, x2, x3)
T 7−→ y = (y1, y2, y3)T
avec y = AT
(
x−X(1)
) (
ou encore x = Ay +X(1)
)
.
On pose y0 = AT
(
x0 −X(1)
)
et Y (k) = AT
(
X(k) −X(1)
)
, k = 1, 2, 3. Les coordonnées
de y0 et des Y (k) dans le repère aﬃne B = (Y (1),u(1),u(2),u(3)), notées yo = (yo1, yo2, yo3)TB et
iii
Annexe B
Y (k) = (Y
(k)
1 , Y
(k)
2 , Y
(k)
3 )
T
B
, sont données par :
yoi = u
(i) ·
(
x0 −X(1)
)
i = 1, 2, 3,
Y
(k)
i = u
(i) ·
(
X(k) −X(1)
)
k, i = 1, 2, 3.
Le triangle △ est donc transformé en le triangle △′ , de sommets Y (1),Y (2),Y (3), avec △′ dans le
plan y3 = 0 ; l’espace étant décrit par la variable y = (y1, y2, y3)TB . La matrice A étant orthogonale,
on peut écrire :
I(x0) =
∫
△
x− x0
|x− x0|3 ds(x)
I(x0) =
∫
△′
A(y − y0)
|y − y0|3 ds(y).
Nous avons y ∈ △′ =⇒ y = (y1, y2, 0)TB , alors
A(y − y0) = (y1 − y01)u(1) + (y2 − y02)u(2) − y03u(3).
Donc I(x0) =
3∑
i=1
Ii(x0)u(i) avec :

I1(x0) =
∫
△′
y1 − y01
|y − y0|3 ds(y),
I2(x0) =
∫
△′
y2 − y02
|y − y0|3 ds(y),
I3(x0) = −y03
∫
△′
1
|y − y0|3 ds(y).
Notons que |y − y0| =
√
(y1 − y01)2 + (y2 − y02)2 + (y03)2. Nous allons à présent évaluer les Ii(x0).
Configurations diverses de △′ dans le repère B
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Quelque soit la conﬁguration du triangle △′ dans le repère B, nous pouvons le caractériser par
les deux approches suivantes :
Première caractérisation
y = (y1, y2, 0)
T
B
∈ △′ ⇐⇒
 0 ≤ y2 ≤ Y
(3)
2
f13(y2) ≤ y1 ≤ f23(y2),
où f13 et f23 décrivent respectivement les droites
(
Y (1)Y (3)
)
et
(
Y (2)Y (3)
)
.
Nous avons
f13(y2) = a13y2 , avec a13 =
Y
(3)
1
Y
(3)
2
et
f23(y2) = a23y2 + Y
(2)
1 , avec a23 =
Y
(3)
1 − Y (2)1
Y
(3)
2
.
Donc △′ :

0 ≤ y2 ≤ Y (3)2
a13y2 ≤ y1 ≤ a23y2 + Y (2)1 .
Seconde caractérisation
On pose △′ = △′1 ∪△
′
2, où
y = (y1, y2, 0)
T
B
∈ △′1 ⇐⇒
 0 ≤ y1 ≤ Y
(3)
1
0 ≤ y2 ≤ f ′13(y1),
et
y = (y1, y2, 0)
T
B
∈ △′2 ⇐⇒
 Y
(3)
1 ≤ y1 ≤ Y (2)1
0 ≤ y2 ≤ f ′23(y1),
où f
′
13 et f
′
23 décrivent respectivement les droites
(
Y (1)Y (3)
)
et
(
Y (2)Y (3)
)
.
Si Y (3)1 6= 0, alors
f
′
13(y1) = a˜13y1 , avec a˜13 =
1
a13
=
Y
(3)
2
Y
(3)
1
.
Sinon, f
′
13 décrit la droite y1 = 0.
Si Y (3)1 6= Y (2)1 , alors
f
′
23(y1) = a˜23
(
y1 − Y (2)1
)
, avec a˜23 =
1
a23
=
Y
(3)
2(
Y
(3)
1 − Y (2)1
) .
Sinon, f
′
23 décrit la droite y1 = Y
(2)
1 . Donc
si Y (3)1 6= 0 , △
′
1 :
 0 ≤ y1 ≤ Y
(3)
1
0 ≤ y2 ≤ a˜13y1
sinon, △′1 :

y1 = 0
0 ≤ y2 ≤ Y (3)2 ,
et
v
Annexe B
si Y (3)1 6= Y (2)1 , △
′
2 :

Y
(3)
1 ≤ y1 ≤ Y (2)1
0 ≤ y2 ≤ a˜23
(
y1 − Y (2)1
)
sinon, △′2 :

y1 = Y
(2)
1
0 ≤ y2 ≤ Y (3)2 .
Remarque 18. L’écriture 0 ≤ y1 ≤ Y (3)1 (resp. Y (3)1 ≤ y1 ≤ Y (2)1 ) est un abus pour les
configurations où Y
(3)
1 < 0 (resp. Y
(2)
1 < Y
(3)
1 ). Cependant, elle permet de caractériser le domaine
d’intégration au sens de
∫ b
a
= −
∫ a
b
; a, b ∈ R.
Evaluation de I1(x0)
Rappelons que
I1(x0) =
∫
△′
y1 − y01
|y − y0|3 ds(y).
Nous utilisons la première caractérisation de △′ , pour évaluer l’intégrale.
I1(x0) =
∫ Y (3)2
0
∫ a23y2 +Y (2)1
a13y2
y1 − y01{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy1 dy2.
Posons I1(x0, y2) =
∫ a23y2 +Y (2)1
a13y2
y1 − y01{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy1 ,
nous avons alors I1(x0) =
∫ Y (3)2
0
I1(x0, y2) dy2 et
I1(x0, y2) =
∫ a23y2 +Y (2)1 − y01
a13y2− y01
y1{
y21 + (y2 − y02)2 + (y03)2
} 3
2
dy1
= − 1{
y21 + (y2 − y02)2 + (y03)2
} 1
2
]a23y2 +Y (2)1 − y01
a13y2− y01
I1(x0, y2) =
α11{
y22 − 2β11y2 + γ211
} 1
2
− α12{
y22 − 2β12y2 + γ212
} 1
2
,
avec
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
α11 =
(
a213 + 1
)− 12
β11 =
(
a13y
0
1 + y
0
2
)
α211
γ11 = |y0| α11
et

α12 =
(
a223 + 1
)− 12
β12 =
[
a23
(
y01 − Y (2)1
)
+ y02
]
α212
γ12 = |Y (2) − y0| α12.
Donc
I1(x0) =
∫ Y (3)2
0
I1(x0, y2) dy2
= α11
∫ Y (3)2
0
1{
y22 − 2β11y2 + γ211
} 1
2
dy2 − α12
∫ Y (3)2
0
1{
y22 − 2β12y2 + γ212
} 1
2
dy2
I1(x0) = α11 Log

Y
(3)
2 − β11 +
√(
Y
(3)
2
)2
− 2β11Y (3)2 + γ211
γ11 − β11

− α12 Log

Y
(3)
2 − β12 +
√(
Y
(3)
2
)2
− 2β12Y (3)2 + γ212
γ12 − β12
 .

Evaluation de I2(x0)
On rappelle que
I2(x0) =
∫
△′
y2 − y02
|y − y0|3 ds(y).
Nous utilisons la seconde caractérisation de △′ , pour évaluer l’intégrale.
I2(x0) = I21 (x
0) + I22 (x
0),
avec I2k(x
0) =
∫
△′
k
y2 − y02
|y − y0|3 ds(y) , k = 1, 2.
Evaluation de I21 (x
0)
Si Y (3)1 = 0, alors I
2
1 (x
0) = 0 d’après la caractérisation précédente de △′1. L’évaluation de
I21 (x
0) peut donc être faite ici, en supposant que Y (3)1 6= 0. Nous avons
I21 (x
0) =
∫ Y (3)1
0
∫ a˜13y1
0
y2 − y02{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy2 dy1.
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Posons I21 (x
0, y1) =
∫ a˜13y1
0
y2 − y02{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy2 ,
alors I21 (x
0) =
∫ Y (3)1
0
I21 (x
0, y1) dy1 et
I21 (x
0, y1) =
∫ a˜13y1 − y02
−y02
y2{
(y1 − y01)2 + y22 + (y03)2
} 3
2
dy2
= − 1{
y22 + (y1 − y01)2 + (y03)2
} 1
2
]a˜13y1 − y02
−y02
I21 (x
0, y1) =
1{
y21 − 2y01y1 + |y0|2
} 1
2
− α21{
y21 − 2β21y1 + γ221
} 1
2
,
avec 
α21 =
(
a˜213 + 1
)− 12 = |a13|α11
β21 =
(
a˜13y
0
2 + y
0
1
)
α221 = a13 β11
γ21 = |y0| α21 = |a13| γ11.
Donc
I21 (x
0) =
∫ Y (3)1
0
I21 (x
0, y1) dy1
=
∫ Y (3)1
0
1{
y21 − 2y01y1 + |y0|2
} 1
2
dy1 − α21
∫ Y (3)1
0
1{
y21 − 2β21y1 + γ221
} 1
2
dy1
I21 (x
0) = Log

Y
(3)
1 − y01 +
√(
Y
(3)
1
)2
− 2y01Y (3)1 + |y0|2
|y0| − y01

− α21 Log

Y
(3)
1 − β21 +
√(
Y
(3)
1
)2
− 2β21Y (3)1 + γ221
γ21 − β21
 .

Evaluation de I22 (x
0)
Si Y (3)1 = Y
(2)
1 , alors I
2
2 (x
0) = 0 d’après la caractérisation précédente de △′2. L’évaluation de
I22 (x
0) peut donc être faite ici, en supposant que Y (3)1 6= Y (2)1 . Nous avons
I22 (x
0) =
∫ Y (2)1
Y
(3)
1
∫ a˜23“y1 − Y (2)1 ”
0
y2 − y02{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy2 dy1.
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Posons I22 (x
0, y1) =
∫ a˜23“y1 − Y (2)1 ”
0
y2 − y02{
(y1 − y01)2 + (y2 − y02)2 + (y03)2
} 3
2
dy2 ,
alors I22 (x
0) =
∫ Y (2)1
Y
(3)
1
I22 (x
0, y1) dy1 et
I22 (x
0, y1) =
∫ a˜23“y1 − Y (2)1 ” − y02
−y02
y2{
(y1 − y01)2 + y22 + (y03)2
} 3
2
dy2
= − 1{
y22 + (y1 − y01)2 + (y03)2
} 1
2
]a˜23“y1 − Y (2)1 ” − y02
−y02
I22 (x
0, y1) =
1{(
y1 − Y (2)1
)2
− 2
(
y01 − Y (2)1
)(
y1 − Y (2)1
)
+ |Y (2) − y0|2
} 1
2
− α22{(
y1 − Y (2)1
)2
− 2β22
(
y1 − Y (2)1
)
+ γ222
} 1
2
,
avec 
α22 =
(
a˜223 + 1
)− 12 = |a23|α12
β22 =
(
a˜23y
0
2 + y
0
1 − Y (2)1
)
α222 = a23 β12
γ22 = |Y (2) − y0| α22 = |a23| γ12.
Donc
I22 (x
0) =
∫ Y (2)1
Y
(3)
1
I22 (x
0, y1) dy1
=
∫ 0
Y
(3)
1 −Y (2)1
1{
y21 − 2
(
y01 − Y (2)1
)
y1 + |Y (2) − y0|2
} 1
2
dy1
− α22
∫ 0
Y
(3)
1 −Y (2)1
1{
y21 − 2β22y1 + γ222
} 1
2
dy1
I22 (x
0) = −Log

Y
(3)
1 − y01 +
√(
Y
(3)
1 − Y (2)1
)2
− 2
(
y01 − Y (2)1
)(
Y
(3)
1 − Y (2)1
)
+ |Y (2)− y0|2
|Y (2) − y0| −
(
y01 − Y (2)1
)

+α22 Log

Y
(3)
1 − Y (2)1 − β22 +
√(
Y
(3)
1 − Y (2)1
)2
− 2β22
(
Y
(3)
1 − Y (2)1
)
+ γ222
γ22 − β22
 .
Avec les évaluations précédentes de I21 (x
0) et I22 (x
0), nous obtenons celle de
I2(x0) = I21 (x
0) + I22 (x
0).

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Evaluation de I3(x0)
On rappelle que
I3(x0) = − y03
∫
△′
1
|y − y0|3 ds(y).
Si y03 = 0, alors I
3(x0) = 0. Nous évaluerons donc I3(x0) dans la suite, sous l’hypothèse y03 6= 0.
En posant J3(x0) =
∫
△′
1
|y − y0|3 ds(y), nous avons I
3(x0) = − y03J3(x0). Evaluons à présent
l’intégrale J3(x0). Nous utiliserons pour cela, la transformation en coordonnées polaires. Rappelons
que |y−y0| =
√
(y1 − y01)2 + (y2 − y02)2 + (y03)2 et considérons le point Y (0) = (yo1, yo2, 0)TB , projeté
orthogonal de yo sur le plan y3 = 0. Nous écrivons :
J3(x0) =
(
ε12
∫
△12
+ ε23
∫
△23
+ ε31
∫
△31
)
1
|y − y0|3 ds(y),
où △ij est le triangle de sommets Y (0),Y (i),Y (j) et
εij =

1 si
[(
Y (i) − Y (0)
)
×
(
Y (j) − Y (0)
)]
· u(3) > 0
−1 si
[(
Y (i) − Y (0)
)
×
(
Y (j) − Y (0)
)]
· u(3) < 0
0 sinon
avec (i, j) ∈
{
(1, 2), (2, 3), (3, 1)
}
.
On pose
J3ij(x
0) =
∫
△ij
1
|y − y0|3 ds(y).
Si εij = 0, alors J3ij(x
0) = 0. Nous évaluerons donc J3ij(x
0), en supposant εij 6= 0. Déﬁnissons la
base (u(1)ij ,u
(2)
ij ,u
(3)
ij ) par
u
(1)
ij =
Y (i) − Y (0)
|Y (i) − Y (0)| , u
(3)
ij = εiju
(3) , u
(2)
ij = u
(3)
ij × u(1)ij .
On déﬁnit :
y = (y1, y2, y3)
T 7−→ t = (t1, t2, t3)T
avec t = BTij
(
y − Y (0)
) (
ou encore y = Bijt+ Y
(0)
)
,
x
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où Bij = (u
(1)
ij ,u
(2)
ij ,u
(3)
ij ) est la matrice de changement de la base (u
(1),u(2),u(3)) à la base
(u
(1)
ij ,u
(2)
ij ,u
(3)
ij . Posons t
0 = BTij
(
y0 − Y (0)
)
et Y˜
(k)
= BTij
(
Y (k) − Y (0)
)
, k = 0, i, j. Les
coordonnées de t0 et des Y˜
(k)
dans le repère aﬃne Bij = (Y˜ (0),u(1)ij ,u(2)ij ,u(3)ij ), notées to =
(to1, t
o
2, t
o
3)
T
Bij
et Y˜
(k)
= (Y˜
(k)
1 , Y˜
(k)
2 , Y˜
(k)
3 )
T
Bij
, sont alors données par :
toq = u
(q)
ij ·
(
y0 − Y (0)
)
q = 1, 2, 3,
Y˜
(k)
q = u
(q)
ij ·
(
Y (k) − Y (0)
)
k = 0, i, j ; q = 1, 2, 3.
Le triangle △ij est donc transformé en le triangle △˜ij , de sommets Y˜ (0), Y˜ (i), Y˜ (j), d’orien-
tation ﬁxée (dans le sens direct – sens contraire à celui des aiguilles d’une montre). Le triangle
△˜ij est dans le plan t3 = 0 ; l’espace étant maintenant décrit par la variable t = (t1, t2, t3)TBij . La
matrice Bij étant orthogonale, nous avons :
J3ij(x
0) =
∫
△ij
1
|y − y0|3 ds(y)
=
∫
△˜ij
1
|Bij
(
t− t0) |3 ds(t)
J3ij(x
0) =
∫
△˜ij
1
|t− t0|3 ds(t).
Notons que |t− t0| =
√
t21 + t
2
2 + (y
0
3)
2 et passons à présent aux coordonnées polaires.
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Nous caractérisons △˜ij par :
t = (t1, t2, 0)
T
Bij
∈ △˜ij ⇐⇒

t1 = ρ cos θ
t2 = ρ sin θ
(θ, ρ) ∈ [0, θij ]× [0, Rij(θ)] ,
avec
θij =

arctan
(
Y˜
(j)
2
Y˜
(j)
1
)
si Y˜
(j) · Y˜ (i) > 0 (i.e Y˜ (j)1 > 0)
π + arctan
(
Y˜
(j)
2
Y˜
(j)
1
)
si Y˜
(j) · Y˜ (i) < 0 (i.e Y˜ (j)1 < 0)
π
2 si Y˜
(j) · Y˜ (i) = 0 (i.e Y˜ (j)1 = 0),
(3.2)
et pour θ ∈ [0, θij ],
R
ij
(θ) =
Y˜
(i)
1
cos θ + bij sin θ
, (3.3)
où bij =
Y˜
(i)
1 − Y˜ (j)1
Y˜
(j)
2
. Nous avons alors |t− t0| =
√
ρ2 + (y03)
2 et
J3ij(x
0) =
∫ θij
0
∫ Rij(θ)
0
ρ{
ρ2 + (y03)
2
} 3
2
dρ dθ.
Posons ensuite
J3ij(x
0, θ) =
∫ Rij(θ)
0
ρ{
ρ2 + (y03)
2
} 3
2
dρ,
nous obtenons :
J3ij(x
0, θ) = − 1{
ρ2 + (y03)
2
} 1
2
]Rij(θ)
0
J3ij(x
0, θ) =
1
|y03 |
− 1{
(Rij(θ))2 + (y03)
2
} 1
2
.
Alors
J3ij(x
0) =
∫ θij
0
J3ij(x
0, θ) dθ
=
θij
|y03 |
−
∫ θij
0
1{
(Rij(θ))2 + (y03)
2
} 1
2
dθ
J3ij(x
0) =
θij
|y03 |
− K3ij(x0),
avec K3ij(x
0) =
∫ θij
0
1{
(Rij(θ))2 + (y03)
2
} 1
2
dθ.
Posons à présent :
bij sin θ + cos θ =
√
1 + b2ij
 bij√
1 + b2ij
sin θ +
1√
1 + b2ij
cos θ

bij sin θ + cos θ =
√
1 + b2ij cos (θ − φij),
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où 
sinφij =
bij√
1 + b2ij
cosφij =
1√
1 + b2ij
i.e φij = arctan (bij)
(
car φij ∈]− π2 , π2 [
)
.
L’expression (3.3) devient alors
R
ij
(θ) =
Y˜
(i)
1√
1 + b2ij cos (θ − φij)
,
et donc {
(Rij(θ))
2 + (y03)
2
}− 12
=
cos (θ − φij)
|y03 |
(
cos2 (θ − φij) + c2ij
) 1
2
,
où cij =
Y˜
(i)
1
y03
√
1 + b2ij
.
Par conséquent,
K3ij(x
0) =
1
|y03 |
∫ θij
0
cos (θ − φij)(
cos2 (θ − φij) + c2ij
) 1
2
dθ
=
1
|y03 |
arctan
 sin θ√
cos2 θ + c2ij
]θij −φij
−φij
K3ij(x
0) =
1
|y03 |
arctan
 sin (θij − φij)√
cos2 (θij − φij) + c2ij
 + arctan
 sinφij√
cos2 φij + c2ij
 .
Par ailleurs, de l’expression de cij et du calcul suivant :
sinφij√
cos2 φij + c2ij
=
bij
(
1 + b2ij
)− 12{(
1 + b2ij
)−1
+ c2ij
} 1
2
=
bij√
1 + c2ij
(
1 + b2ij
)
sinφij√
cos2 φij + c2ij
=
bij |y03 |√
(Y˜
(i)
1 )
2 + (y03)
2
,
nous obtenons :
K3ij(x
0) =
1
|y03 |
arctan
 |y03 | sin (θij − φij)√
(y03)
2 cos2 (θij − φij) + d2ij

+
1
|y03 |
arctan
 bij |y03 |√
(Y˜
(i)
1 )
2 + (y03)
2
 ,
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où dij = cij y03 =
Y˜
(i)
1√
1 + b2ij
. Nous avons ensuite
J3ij(x
0) =
θij
|y03 |
− K3ij(x0)
=
1
|y03 |
(
θij − |y03 |K3ij(x0)
)
J3ij(x
0) =
1
|y03 |
(
θij − L3ij(x0)
)
,
où nous avons posé :
L3ij(x
0) = |y03 |K3ij(x0) = arctan
 |y03 | sin (θij − φij)√
(y03)
2 cos2 (θij − φij) + d2ij

+ arctan
 bij |y03 |√
(Y˜
(i)
1 )
2 + (y03)
2
 .
Nous complétons l’évaluation de l’intégrale I3(x0), en rappelant que I3(x0) = − y03J3(x0) et que
J3(x0) = ε12J
3
12(x
0) + ε23J
3
23(x
0) + ε31J
3
31(x
0).
Donc
I3(x0) = − (ε12 y03 J312(x0) + ε23 y03 J323(x0) + ε31 y03 J331(x0))
avec
y03 J
3
ij(x
0) = sign( y03 )
(
θij − L3ij(x0)
)
, (i, j) ∈
{
(1, 2), (2, 3), (3, 1)
}
.
Par conséquent, nous avons
I3(x0) = sign(− y03 )
{
ε12
(
θ12 − L312(x0)
)
+ ε23
(
θ23 L
3
23(x
0)
)
+ ε31
(
θ31 − L331(x0)
)}
.

Les évaluations des intégrales I1(x0), I2(x0) et I3(x0), le long de la sous-section, conduisent
ainsi au résultat du calcul de l’intégrale quasi-singulière qui vaut donc
I(x0) =
3∑
i=1
Ii(x0)u(i).

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Résumé
Ce travail est dévolu à l’étude de la diﬀraction d’ondes électromagnétiques par un corps di-
électrique.Des équations de Maxwell, nous dérivons deux formulations intégrales. L’une est une
équation intégrale volumique à noyau fortement singulier et l’autre, une équation intégrale cou-
plée surface-volume à noyau faiblement singulier. Ces deux formulations sont analysées, à l’aide
des résultats standard de Fredholm, en considérant une permittivité discontinue à travers le bord
du diélectrique. Cette hypothèse est plus réaliste et permet de prendre en compte des matériaux
composés de diﬀérentes couches diélectriques. L’équation intégrale volumique est ensuite résolue
numériquement. A cette ﬁn, nous avons développé une méthode pour traiter les singularités de
l’opérateur intégral volumique. Cette méthode de traitement des singularités est une méthode de
changements de variables faisant appel aux transformations de Duﬀy et elle peut s’appliquer à
une classe plus grande d’opérateurs intégraux. La méthode et l’équation intégrale volumique sont
implémentées dans le code Mélina++ qui est une librairie d’éléments ﬁnis développée au sein de
l’Institut de Recherche Mathématique de Rennes. Quelques résultats de tests numériques viennent,
enﬁn, compléter le travail.
Mots clés :
Ondes électromagnétiques, Equation intégrale de volume, Intégrales singulières, Diélectrique, Max-
well, Diﬀraction
Abstract
We are concerned with studying the electromagnetic scattering by a dielectric body. From
Maxwell equations, we derived two integral formulations. One is a volume integral equation with
a strongly singular kernel and the other one is a coupled surface-volume integral equation with
weakly singular kernel. Assuming a discontinuous electric permittivity across the dielectric boun-
dary, the two formulations are analyzed using standard Fredholm properties. The hypothesis of
discontinuity for the electric permittivity is more realistic and moreover it enables composite die-
lectric materials with several surfaces of discontinuity. The volume integral equation is then solve
numerically. To this end, we developed a method to handle the singularities in the kernel of the
volume integral operator. This method of treatment of singularities is based on changes of variables
involving Duﬀy’ s transformations and it can be applied to a wide class of integral operators. The
method and the volume integral equation are implemented in the Mélina++ code which is a ﬁnite
element library developed within the mathematical research institut of Rennes. We complete the
work with some numerical tests results.
Key words:
Electromagnetic scattering, Volume integral equation, Singular integrals, Dielectric interface pro-
blem, Maxwell
