We study the 'rank 1 case' of the inhomogeneous random graph model. In the subcritical case we derive an exact formula for the asymptotic size of the largest connected component scaled to log n. This result complements the corresponding known result in the supercritical case. We provide some examples of applications of the derived formula.
Introduction

Inhomogeneous random graphs
We shall study a subclass of the general inhomogeneous random graph model G V (n, κ) with vertex space V = S, μ, (x (n) 1 , . . . , x (n) n ) n 1 , as was introduced by Bollobás, Janson and Riordan in [1] . Here S is a separable metric space and μ is a Borel probability measure on S. No relationship is assumed between x (n) i and x (n ) i . To simplify notation we shall from now on write (x 1 , . . . , x n ) = (x (n) 1 , . . . , x (n) n ). We begin by recalling some basic definitions and assumptions from [1] . For each n let (x 1 , . . . , x n ) be a deterministic or random sequence of points in S, such that, for any μ-continuity set A ⊆ S,
where P → denotes convergence in probability. Given the sequence x 1 , . . . , x n , we let G V (n, κ) be the random graph on {1, . . . , n}, such that any two vertices i and j are connected by an edge independently of the others with probability p ij (n) = min{κ(x i , x j )/n, 1}, (1.2) where κ is a symmetric non-negative measurable kernel defined on S × S. Furthermore, we assume that the kernel κ is graphical on V, which means that (i) κ is continuous a.e. on S × S;
where e(G) denotes the number of edges in a graph G.
Let C 1 (G) denote the size of the largest connected component in a graph G. Recall that in the case of a homogeneous random graph G n,p with p = c/n, Erdős and Rényi [4] derived the following convergence in probability result, along with even more precise ones: if c < 1 then
3) 4) where β is the largest positive root of β = 1 − e −cβ . Karp [7] observed that a random graph can be naturally related to a certain branching process underlying the algorithm to find the connected components in the graph. This idea was extended in [9] for certain inhomogeneous graph models, where a multi-type branching process was introduced to study connectivity. It was not until the work of Bollobás, Janson and Riordan [1] that a comprehensive theory of inhomogeneous random graphs was developed, which provided a unified approach to many models studied previously.
Karp showed in [7] that the constant β in (1.4) equals the survival probability of the associated branching process. Here is the corresponding result that was established by Bollobás, Janson and Riordan [1] for the general model G V (n, κ) described above. Assume, in addition, that κ is irreducible, which means (see [ 
1, Definition 2.10])
A ⊆ S and κ = 0 a.e. on A × (S \ A) implies μ(A) = 0 or μ(S \ A) = 0.
Then Theorem 3.1 from [1] states that
where ρ κ (x) is the survival probability of the multi-type Galton-Watson process B κ (x) defined as follows. The type space of B κ (x) is S, and initially there is a single particle of type x ∈ S. Then, at any step, a particle of type x ∈ S is replaced in the next generation by a set of particles whose types are distributed as a Poisson process on S with intensity measure κ(x, y)dμ(y). Bollobás, Janson and Riordan [1] also proved that the function ρ κ is the maximum solution to ρ κ (x) = 1 − e − S κ(x,y)ρ κ (y)dμ(y) .
Whether ρ κ is zero or strictly positive depends only on the norm of the integral operator T κ defined by
with norm
Bollobás, Janson and Riordan [1, Theorem 3.1] proved that the survival probability
Whereas (1.5) describes rather well the size of the largest connected component above the phase transition, i.e., when T κ > 1, all that we can infer from (1.5) when T κ 1 is that
Only under the additional assumption that
does Theorem 3.12 in [1] establish in the case T κ < 1 that w.h.p.
where w.h.p. means 'with high probability', i.e., with probability tending to one as n → ∞.
Main results
Our aim here is to describe the asymptotic behaviour of the size of the largest component scaled to log n (as in (1.3)) for the inhomogeneous random graph model in the case T κ < 1. We show that this is also directly related to the parameters of the corresponding branching process B κ .
Assume from now on that S ⊆ {1, 2, . . .} is finite or countable, μ is a probability measure on S, and the kernel κ on S × S has the form κ(x, y) = cψ(x)ψ(y), (1.10) where c is a positive constant, and ψ is a strictly positive function on S such that
In this case the operator T κ defined in (1.6) has rank 1, and
We consider the graph G V (n, κ) on a vertex space V which satisfies condition (1.1). Given x 1 , . . . , x n , each possible edge ij, i = j, 1 i, j n, is present with probability (1.2), i.e.,
Whether or not different edges are present are independent events. We shall be imposing some additional conditions on our model.
Assumption 1.1.
There is a monotone non-decreasing function ψ 0 : S → R + , and positive constants A 1 A 2 such that
for all x ∈ S, and x∈S e aψ(x) μ(x) < ∞ (1.14)
for some positive a.
Assumption 1.2.
For all ε > 0 and all q > 0,
as n → ∞.
We shall provide below an example of a model with infinite S which satisfies Assumptions 1.1 and 1.2.
Remarks. (1)
If S is finite, Assumption 1.1 trivially holds, and convergence (1.15) follows by (1.1).
(2) If S is infinite then convergence (1.15) holds (under condition (1.1)) when, for example, x∈S e −qψ(x) < ∞ for all q > 0 and
where o(1) → 0 as n → ∞ uniformly in x.
(3) Roughly speaking, condition (1.15) together with (1.14) rules out w.h.p. the presence of vertices of too large type in G V (n, κ). More precisely, in order to have vertices of (large) type x in the graph
Let B(x) be the branching process defined as above. It starts with one particle of type x ∈ S, and then, at any step, a particle of type x ∈ S produces a Po cψ(x)ψ(y)μ(y) number of offspring of each type y ∈ S. Let X (x) denote the size of the total progeny of B(x), and set r(c) = sup z 1 :
Note that r(c) is well-defined since the sum is finite for z = 1 by (1.14). Also r(c) < ∞, since X (x) for any x ∈ S stochastically dominates the progeny of a single-type branching process with the distribution of the offspring Po(c min x∈S ψ(x) y∈S ψ(y)μ(y)). 
as n → ∞. Furthermore, r(c) is a continuous function such that
Observe that due to (1.11) we have
( It is possible that one can extend Theorem 1.3 to the case of non-countable S under similar assumptions, by replacing the sum by an integral with respect to μ. One may conjecture as well that a statement similar to (1.18) remains true without the rank 1 assumption.
The rank 1 case has proved to be versatile for applications. One may interpret ψ(x) as the 'activity' of a vertex of type x. One particularly common choice of ψ is ψ(x) = x on S = {1, 2, . . .}. Here 'type x' can represent the degree of a node as in the study of Britton, Deijfen and Martin-Löf [2] , or the size of a macro-vertex as defined in [10] (see also [1, Section 16.4] for other examples). A special feature of the rank 1 case is that it permits one to compute r(c) in a rather closed form, as we shall see below. Theorem 1.4. Assume condition (1.14) is satisfied, and inf x∈S ψ(x) > 0. Let X be a random variable with distribution μ on S, and define a positive constant M by
If c < c cr , there exists a unique y > 1 which satisfies
and then The recent study [10] indicated that an upper bound found there for the largest component in the subcritical case of a certain inhomogeneous random graph model should be the optimal one. We shall show here that the conjecture of [10] is a simple corollary of the following modification of Theorem 1.3.
Let L denote a component of the graph G V (n, κ) defined above with κ as in (1.10). In some applications one studies a function of L of the form i∈L ψ(x i ). Sometimes it is natural to call ψ(x i ) the 'activity of vertex i'. In this case, i∈L ψ(x i ) is viewed as the 'activity of the component L'. A similar characteristic of a graph, called the 'volume', has been treated by Chung and Lu [5] .
Consider again the branching processes B(x) defined above, which starts with one particle of type x ∈ S. Let X (x) denote the set of all offspring of the branching processes B(x). (Recall that previously we considered X (x) = | X (x)|.) Let Φ(x) be the sum of the 'activities' of all offspring of the branching processes B(x), including the initial particle, that is,
where v i ∈ S is the type of particle i. We see that Φ(x) is equal in distribution to (1.23) where N x (y) ∈ Po(cψ(x)ψ(y)μ(y)) are independent for different x and y, and the random variables Φ i (x), i 1, are independent and identically distributed as Φ(x), and are also independent for different values of x. Define also, similarly to (1.16),
Note that the sum is finite for z = 1 by (1.14), and also α(c) < ∞, since
and r(c) < ∞.
Under the conditions of Theorem 1.3 we have
One can also find a formula for α(c) similar to that in Theorem 1.4. 
Example
a.s. and in L 1 as N → ∞ (see, e.g., [6] ). Call each set X i a macro-vertex i of type |X i |. Now, given a collection of clusters X, introduce another graph G N (X, p, c), whose vertices are the macro-vertices {1, 2, . . . , K N }. The probability that two (macro-)vertices i and j with |X i | = x i and |X j | = x j are connected is derived from the original model G N (p, c), that is,
where K N is random, and thus κ N is random too. Clearly, the size of the largest connected component in G N (p, c) has the following representation:
where the maximum is taken over all connected components L in G N (X, p, c).
where the last term is uniformly small in x and y not too large. Then convergence (1.27) implies
and also
where
It follows from general results on percolation theory that the distribution of the cluster size |C| for p < p c has an exponentially decaying tail. Therefore Assumption 1.1 is satisfied for ψ(x) = x, S = {1, 2, . . .}, and μ defined in (1.32). Furthermore, it follows from results in [10] that, for any ε > 0 and any q > 0,
as N → ∞, as Assumption 1.2 requires. We still cannot apply Theorems 1.3 and 1.5 directly to the model G N (X, p, c), since here the kernel κ N is random and depends on N.
We shall use a domination argument as follows. Observe that, due to (1.33), (1.27 ) and the exponential decay of μ, we have w.h.p.
Also, by (1.30) and (1.27), for any 0 < δ < 1 we have w.h.p.
where κ(x, y) is defined in (1.31) Hence, given X with K N = n and max i |X i | < (log n) 2 , the size C 1 G N (X, p, c) is stochastically dominated by the size of the largest component of the inhomogeneous random graph G V (n, (1 + δ)κ) with the vertex space
where μ is defined by (1.32) and S = {1, 2, . . .}. In the same way, w.h.p.
. Similar domination results hold for the sum of the types of the vertices in the largest connected component (see formula (1.29)). Now Theorems 1.3 and 1.5 are applicable to the models G V (n, (1 ± δ)κ). Note only that, instead of the sequence {n 1} as in Theorem 1.3 or Theorem 1.5, one can use {K N , N 1}, which is unbounded a.s. by (1.27).
By (1.11),
Hence, here T κ < 1 if and only if c < 1 E|C| . Note that lim δ→0 T (1±δ)κ = T κ . Now applying Theorem 1.5 to the models G V (n, (1 − δ)κ) and G V (n, (1 + δ)κ), and using the continuity of the function α, we readily get the result for the G N (p, c) model.
) is defined by (1.24) with ψ(x) = x and μ defined in (1.32). Furthermore,
This result was conjectured in [10] , where it was proved that, for any ε > 0,
We also refer to [10] for a more exact description of γ(p, c), which is derived similarly to (1.22).
Branching processes associated with graphs
The generating function for the progeny of a branching process
Recall that X (x) denotes the total number of the particles including the initial one, produced by the branching process B(x), and that Φ(x) denotes the total activity as defined in (1.23). For z 1, set
Define also
Then we rewrite (1.16) as r(c) = sup{z 1 : H z < ∞}.
First we shall prove the following lemma, which in particular yields (1.19) and (1.26).
Lemma 2.1. Let μ be a probability measure on S, and let ψ be a function on S that is positive and satisfies (1.14). Write (as in (1.17))
4)
and
Proof. Note that for all z 1 the function h z (k) (as a generating function for a branching process) is the minimal solution to the following equation:
(see, e.g., [1] for similar results). Let X denote a random variable on S with distribution μ. Then, from the definition (2.1) of H z it follows that
and we can rewrite formula (2.6) as
Multiplying both sides by ψ(k)μ(k) and summing up over k, we find for all 1 z < r(c) 
(for the same value z) has a root y > 1. In other words, if equation (2.9) has a finite solution for some z > 1 then H z is finite. Consider the function on the right in (2.9):
It is easy to see, by taking into account assumption (1.14), that f(y) is finite, at least in some neighbourhood (1, 1 + ε 1 ) of y = 1. Furthermore, wherever f(y, z) is defined (and finite), it is increasing in both variables, it has all second-order derivatives and Note that for any fixed z > 1 the function f(y, z) grows exponentially in y. Therefore there exists a z 0 > 1 such that, for every 1 z z 0 , there is a finite solution y 1 to (2.9). This, in turn, implies the existence of z > 1 for which (2.8) has a finite solution H z . This proves (2.2). Statement (2.4) follows immediately by (2.7). Next we exploit the relation (1.23) to verify that, for each z 1, the function g z (k) is the minimal solution g z (k) 1 to the equation
Rewrite the last formula as follows:
where M = x∈S ψ(x)μ(x) = Eψ(X) and
Note that for all z 1
Multiplying both sides of (2.12) by ψ(k)μ(k) and summing up over k, we find that for all 1 z < α(c), G z is the minimal solution G z M to
Then G z is finite for some z > 1 if and only if equation
has a finite solution y > 1.
Observe that the function F(y, z) has essentially the same properties as the function f(y, z), namely, for all (y, z) in some neighbourhood (1, 1 + ε 1 ) × (1, 1 + ε 2 ) of the point (1, 1) it is increasing in both variables, it has all second-order derivatives and Therefore the rest of the proof of (2.3) and (2.5) is identical to that of (2.2) and (2.4).
A single-type branching process associated with the multi-type one
Here we derive some useful relations between the multi-type branching process B(x) and a certain homogeneous Galton-Watson process.
Let X be a random variable with distribution
where, as before, M = Eψ(X). (This distribution is size-biased with ψ as the size function.) We also define a random variable Y with a mixed Poisson distribution so that, conditionally on X = x,
Now let X denote the total progeny of a branching process with a single ancestor, where each individual produces a number of offspring that is an independent copy of the random variable Y . It is straightforward to derive that the generating function
is the minimal solution h z 1 to
Note that in the last equation on the right, the randomness of the function under the sign of expectation comes only from X defined by (2.14), while the expectation in (2.16) is over the entire branching process. Rewriting equation (2.8) with the help of X, we get that H z is the minimal solution
which together with (2.17) says that
In particular, this also implies that r(c) = sup{z 1 :
Recall that by (2.1),
where X ( X) is defined conditionally on X = x simply as X (x). Combining this with (2.18), we finally get
By the Uniqueness Theorem this implies
for all k 1.
Lemma 2.2.
Let X be a random variable with distribution defined in (2.14). Assume that (1.14) holds and inf x∈S ψ(x) > 0. Then, for all c < c cr ,
.
Proof. We shall first establish the existence of the limit in the middle in (2.22). Then the first equality in (2.22) will follow by (2.21), while the second equality in (2.22) will follow by (2.19), which tells us that the radius of convergence of the power series h z = Ez X is r(c), so lim sup
By the formula derived by Otter [8] for the progeny of the branching process, 
with X 1 , . . . , X k being i.i.d. copies of X. Now write
so that (2.25) gives us
It remains to show that the limit lim k→∞ a
exists. This together with formula (2.26) will yield the existence of the limit in the middle of (2.22).
We shall use a super-multiplicativity property of a k . First consider S k . Write Z i = cMψ( X i ), i = 1, 2, . . . , which are i. 
Rearranging the above gives us
By the assumptions there exists a positive b such that ψ(x) b > 0 for all x ∈ S. Thus T mcMb, and multiplying both sides by e −S n+m = e −S n e −T , we obtain
Since T has the distribution of S m , and T and S n are independent, taking the expectation on both sides yields
that is, log a n+m log a n + log a m + log(bcM). Proof. Fix x ∈ S arbitrarily. Note that
where P{ X = x} is positive by (2.14) and the assumptions. Also, with positive probability π = ψ(x)cMe −ψ(x)cM , the initial individual of the process B(x) has exactly one child, in which case the type of this child has distribution X, so that for all k > 0
Taking the kth root of inequalities (2.29) and (2.28), and applying Lemma 2.2, we readily get (2.27).
Proofs of main results
Proof of Theorem 1.4
We shall find r(c) = z 0 as the (unique!) value for which function y is tangent to f(y, z 0 ) (see (2.10) and (2.9)) for some y 1.
As noted above, H z is finite if and only if there is a solution y > 1 to y = zf(y). Therefore z 0 = max y 1 y/f(y). Observe that this is well-defined, since the function f(y) grows exponentially in y. Let y 0 be the point of maximum, i.e., y f(y)
This implies that y 0 is the unique (again, due to the convexity of f(y)) solution to
and then
This proves Theorem 1.4. 
as n → ∞. Let a be a constant for which condition (1.14) holds. For any 0 q < a/2, (3.5)
define an auxiliary probability measure on S by
where the normalizing constant
Note that μ 0 (k) = μ(k) for all k ∈ S, and m q is continuous on [0, a/2] with m 0 = 1. Fix ε > 0 and 0 < q < a/2 arbitrarily and define an event
By assumption (1.15) we have
Let us fix x = (x 1 , . . . , x n ) ∈ B n and consider a graph G V (n, κ) given this sequence. Recall the usual algorithm of finding a connected component in a random graph. Take any vertex 1 i n to be the root. Find all the vertices connected to this vertex i in the graph G V (n, κ), and then mark i as 'saturated'. Then, for each non-saturated revealed vertex j we find all the vertices connected to it but which have not been revealed previously, and then mark j as 'saturated'. We continue this process until we end up with a tree of saturated vertices. Let τ n (i) denote the set of vertices in the tree constructed according to this algorithm with the root at a vertex i.
Letting P x denote the conditional probability given a sequence x, by the above construction we have for all positive ω
where |τ n (i)| denotes the number of vertices in τ n (i). This together with (3.8) gives us
To approximate the distribution of |τ n (i)| we shall use the following branching processes. Let B c,q be a process defined similarly to B, but with the distribution of the offspring
Further, let X c,q (k) denote the total number of the particles (including the initial one) produced by the branching process B c,q starting with a single particle of type k.
Proposition 3.2. For any c < c
cr one can find q > 0 and c > c arbitrarily close to 0 and c, respectively, such that for all large n
for all x = (x 1 , . . . , x n ) ∈ B n , 1 i n, and ω > 0.
Proof. Observe that at each step of the exploration algorithm which defines τ n , the number of the type y offspring of a particle of type x has a binomial distribution Bin(N y , p xy (n)) where N y is the number of the remaining vertices of type y, and, with a slight abuse of the notation (1.12), we write here
Recall the well-known fact that a binomial Bin(n, p) distribution is dominated by a Poisson distribution Po (−n log(1 − p) ). Hence, if Y n,p ∈ Bin(n, p) and Z λ ∈ Po(λ), we have for all k 0 P{Y n,p k} P{Z −n log(1−p) k}.
(3.13)
Conditionally on x ∈ B n we have
for each y ∈ S (the constants q and ε are from the definition (3.7) of B n ). The last inequality implies that, for any y such that
By assumptions (1.14), (1.13) and (3.5), we have for all large y
where 0 < b < 1 + 2ε for all small q > 0. Combining this with (3.15), we obtain for all large n and y that if #{1 i n :
which yields ψ 0 (y) A 3 log n for some constant A 3 . Therefore, conditionally on x ∈ B n , for all x and y such that #{1 i n : x i = x} > 0 and #{1 i n :
This and (3.14), together with the continuity of m q , allow us for any fixed positive ε 1 to choose ε and q in (3.7), so that we get the inequalities
holding for all large n. In other words, for any q > 0 and c > c sufficiently close to 0 and c, respectively, the bound (3.17) holds for all large n. Now, due to (3.13) and (3.17),
Hence, if at each step of the exploration algorithm we replace the Bin(N y , p xy (n)) variable with the Po μ q (y)c ψ(x)ψ(y) one, we obtain the statement (3.11). This proves Proposition 3.2.
Substituting (3.11) into (3.10), we derive
as n → ∞, where b 1 is some positive constant. Then, using Markov's inequality,
we obtain from (3.19) for all z 1
Define r q (c ) := sup z 1 :
We shall argue that r q (c ) > 1 for some q > 0 and c > c, and then, for all 1 < z < r q (c ), we will have in (3.21)
Since ψ and μ q for some positive q satisfy the conditions of Theorem 1.4, the function r q (c) is continuous in c by Corollary 3.1 (and Lemma 2.1). Continuity of r q (c) in q in some neighbourhood of q = 0 follows by a similar argument. Indeed, r q (c) is defined by formulae (3.1) and (3.2), where X is replaced by a random variable X q with distribution μ q ; in other words, f(y) in these formulae is replaced by
Using the definition (3.6) of μ q it is straightforward to check that the Implicit Function Theorem is applicable here in the same fashion as in the proof of Corollary 3.1, which gives us continuity of r q (c) in q in some neighbourhood of q = 0.
Since r 0 (c) = r(c) > 1 for c < c cr by Lemma 2.1, the continuity of r q (c ) allows us for any δ > 0 to choose a small δ > 0 and (q, c ) close to (0, c) so that (3.22) holds with
Now, setting ω = 1 log r(c) + δ log n and z = r q (c ) − δ in (3.21), we derive with the aid of (3.22) that
where b 2 is some finite positive constant. This together with (3.24) implies statement (3.4).
The lower bound.
Here we show that if c < c cr , then for any δ > 0
Fix any small positive δ and denote
Also, for an arbitrary fixed finite D ∈ S and ε 1 > 0, introduce the event
Observe that by (1.1)
For the moment, let us fix x = (x 1 , . . . , x n ) ∈ A n and consider the graph G V (n, κ) given this sequence. We let P x (·) denote the corresponding conditional probability. We shall reveal successively the connected components in the following way. Let V 1 be an arbitrary fixed vertex in {1, . . . , n}, and let L 1 = τ n (V 1 ) be the set of vertices in the connected component containing the vertex V 1 .
For any set U ⊂ {1, . . . , n} of (previously used) vertices let τ U n (·) denote the set of vertices of the tree constructed in the same way as τ n (·) but on {1, . . . , n} \ U instead of {1, . . . , n}. In particular, with this notation τ
Then, due to (3.29) we have
as n → ∞, where
To approximate the distribution of |τ U n (i)| we introduce another branching process. First define for any value D ∈ S an auxiliary probability measurê 
for all large n.
Proof of Claim.
Recall that for any x ∈ A n , By (3.37) and (3.35), at any step of the exploration algorithm we have
for any fixed ε 2 > ε 1 , D, any y D, and all large n. Now, with the help of (3.32) we rewrite (3.39) as follows:
for any fixed ε 2 > ε 1 , D, all large n and any x, y ∈ S, where
Recall that lim D→∞ M D ↑ 1. Therefore, choosing appropriate constants D and ε 2 > ε 1 , we can make c arbitrarily close to c. Now using the relation (3.36) between the Poisson and the binomial distributions, we get for all k one, we arrive at the following bound using the branching processB c,D and bound (3.35):
for all large n. This yields the statement of Lemma 3.3.
Let x 0 ∈ S be such that 
This allows us to derive from Lemma 3.3 a bound that is uniform in i and x, namely .
Substituting this into (3.30), we get by taking into account the notation (3.27) and (3.28) that where the last bound is due to (3.44) . This allows us to derive from (3.43) that, for any δ 1 > 0 and some positive A, where the right-hand side goes to zero as n → ∞. This completes the proof of (3.26). 1 the size C 1 G V (n, κ) stochastically dominates C 1 G V (n, ακ) , which by the previous part converges in probability to 1 log r (αc) .
End
Since r(αc) → 1 as α → 23) ). Then, due to the properties of α, namely, (2.5) and (2.3), given in Lemma 2.1, the proof of Theorem 1.5 follows exactly the same lines as the proof of Theorem 1.3.
