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a b s t r a c t
In [N. Mizoguchi, W. Takahashi, Fixed point theorems for multi-valued mappings on
complete metric spaces, J. Math. Anal. Appl. 141 (1989) 177–188] the authors gave a
positive answer to the conjecture of S. Reich concerning the existence of fixed points
of multi-valued mappings that satisfy certain contractive conditions. In this paper, we
establish some results for multi-valued mappings that satisfy a generalized contractive
condition in a way that it containsMizoguchi’s result as one of its special cases. In addition,
our results not only improve the results of Kiran and Kamran [Q. Kiran, T. Kamran, Nadler’s
type principle with high order of convergence, Nonlinear Anal. TMA 69 (2008) 4106–4120]
and some results of Agarwal et al. [R.P. Agarwal, Jewgeni Dshalalow, Donal O’Regan, Fixed
point and homotopy results for generalized contractive maps of Reich type, Appl. Anal. 82
(4) (2003) 329–350] but also provide the high order of convergence of the iterative scheme
and error bounds. As an application of our results, we obtain an existence result for a class
of integral inclusions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let (X, d) be a metric space. For x ∈ X and A ⊆ X , d(x, A) = inf{d(x, y) : y ∈ A}. We denote by N(X) the class of all
nonempty subsets of X , by CL(X) the class of all nonempty closed subsets of X , by CB(X) the class of all nonempty bounded
closed subsets of X and by K(X) the class of all nonempty compact subsets of X . Let H be the generalized Hausdorff metric
on CB(X) generated by the metric d, that is,
H(A, B) = max
{
sup
x∈A
d(x, B), sup
y∈B
d(y, A)
}
for every A, B ∈ CB(X). A point p ∈ X is said to be a fixed point of T : X → CL(X) if p ∈ Tp. If, for x0 ∈ X , there
exists a sequence {xn} in X such that xn ∈ Txn−1 then O(T , x0) = {x0, x1, x2, . . .} is said to be orbit of T : X → CL(X).
A mapping f : X → R is said to be T -orbitally lower semi-continuous if {xn} is a sequence in O(T , x0) and xn → ξ
implies f (ξ) ≤ limn inf f (xn). Throughout this paper J denotes an interval on R+ containing 0, that is an interval of the
form [0, A], [0, A) or [0,∞) and Sn(t) denotes the polynomial Sn(t) = 1 + t + · · · + tn−1. We use the abbreviation ϕn for
the nth iterate of a function ϕ : J → J .
Definition 1.1 ([1]). Let r ≥ 1. A function ϕ : J → J is said to be a gauge function of order r on J if it satisfies the following
conditions:
(i) ϕ(λt) ≤ λrϕ(t) for all λ ∈ (0, 1) and t ∈ J;
(ii) ϕ(t) < t for all t ∈ J − {0}.
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It is easy to see that the first condition of Definition 1.1 is equivalent to the following: ϕ(0) = 0 and ϕ(t)/t r is nondecreasing
on J − {0}. We are stating the following results for convenience.
Lemma 1.2 ([2]). Let A, B ∈ CB(X) and let a ∈ A. If  > 0, then there exists b ∈ B such that d(a, b) ≤ H(A, B)+ .
Lemma 1.3 ([1]). Let ϕ be a gauge function of order r ≥ 1 on J. If φ is a nonnegative and nondecreasing function on J satisfying
ϕ(t) = tφ(t) for all t ∈ J, (1)
then it has the following two properties:
(i) 0 ≤ φ(t) < 1 for all t ∈ J;
(ii) φ(λt) ≤ λr−1φ(t) for all λ ∈ (0, 1) and t ∈ J .
Lemma 1.4 ([1]). Let ϕ be a gauge function of order r ≥ 1 on J. Then for every n ≥ 0 we have
(i) ϕn(t) ≤ tφ(t)Sn(r) for all t ∈ J ,
(ii) φ(ϕn(t)) ≤ φ(t)rn for all t ∈ J ,
where φ is a nonnegative and nondecreasing function on J satisfying (1).
Definition 1.5 ([1]). A nondecreasing function ϕ : J → J is said to be a Bianchini–Grandolfi gauge function [3] on J if
σ(t) =
∞∑
n=0
ϕn(t) <∞, for all t ∈ J. (2)
Note that Ptak [4] called a function ϕ : J → J satisfying (2) a rate of convergence on J and noticed that ϕ satisfies the
following functional equation
σ(t) = σ(ϕ(t))+ t. (3)
The following statement is an immediate consequence of the first part of Lemma 1.4 and the obvious inequality Sn(r) ≥ n
for all r ≥ 1.
Lemma 1.6 ([1]). Every gauge function of order r ≥ 1 on J is a Bianchini–Grandolfi gauge function on J.
Definition 1.7 ([5]). Suppose (xn) is a sequence that converges to ξ . If positive constants λ and α exist with
lim
n→∞
d(xn+1, ξ)
(d(xn, ξ))α
= λ
then (xn) is said to converge to ξ of order α, with asymptotic error constant λ.
Remark 1.8. In general, a sequence with high order of convergence converges more rapidly than a sequence with a lower
order. If α = 1, the method is called linear. If α = 2, the method is called quadratic.
In [6], Reich proved that a mapping T : X → K(X) has a fixed point in X if it satisfies
H(Tx, Ty) ≤ k(d(x, y))d(x, y) (4)
for all x, y ∈ X with x 6= y, where k : (0,∞) → [0, 1) satisfies lim sups→t+ k(s) < 1 for every t ∈ (0,∞). This result
generalizes the fixed point theorem for single-valued mappings that was proved by Boyd and Wong [7]. Reich questioned
in [8,9] that whether or not the range of T , K(X) can be replaced by CB(X). Mizoguchi and Takahashi [10], Daffer and
Kaneko [11] and Tong-Huei Chang [12] gave a positive answer to the conjecture of Reich. Recently, Pathak and Shahzad [13]
generalized Nadler’s contraction principle in contrast to Reich’s andMizoguchi–Takahashi’s theorems.More recently, Thagfi
and Shahzad [14] obtained some fixed point theorems for an operator which is closely related to the Reich type contraction.
The authors in [15] extended some results of Proinov [1] to the case of multi-valued maps from a complete metric space
X into the space of all nonempty proximinal closed subsets of X . The purpose of this paper is to obtain some fixed point
theorems formulti-valuedmapswhich not only provide the iterative schemewith a high convergence rate but also the error
bounds. Our results generalize [10, Theorem 5], [11, Theorem 2.1], [15, Theorems 2.11 & 2.15] and [16, Theorems 2.1 & 2.2].
2. Main results
Theorem 2.1. Let (X, d) be a complete metric space, D be a closed subset of X, ϕ is a Bianchini–Grandolfi gauge function on an
interval J and T be a mapping from D into CB(X) such that Tx ∩ D 6= ∅ and
H(Tx ∩ D, Ty ∩ D) ≤ ϕ(d(x, y)) (5)
for all x ∈ D, y ∈ Tx ∩ D with d(x, y) ∈ J . Moreover, the strict inequality holds when d(x, y) 6= 0. Suppose x0 ∈ D is such that
d(x0, z) ∈ J for some z ∈ Tx0 ∩ D. Then:
(i) there exists an orbit {xn} of T in D and ξ ∈ D such that limn xn = ξ ;
(ii) ξ is a fixed point of T if and only if the function f (x) := d(x, Tx ∩ D) is T -orbitally lower semi-continuous at ξ .
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Proof. Take x1 = z ∈ Tx0 ∩ D. We assume that d(x0, x1) 6= 0, for otherwise x0 is fixed point of T . Define ρ0 = σ(d(x0, x1))
where σ is defined by (2). Since from (3), σ(t) ≥ t so we have
d(x0, x1) ≤ ρ0. (6)
Notice that x1 ∈ S(x0, ρ0). It follow from (5) that H(Tx0 ∩ D, Tx1 ∩ D) < ϕ(d(x0, x1)). Choose an 1 > 0 with
H(Tx0 ∩ D, Tx1 ∩ D)+ 1 ≤ ϕ(d(x0, x1)). (7)
It follows from Lemma 1.2 that there exists x2 ∈ Tx1 ∩ D such that
d(x1, x2) ≤ H(Tx0 ∩ D, Tx1 ∩ D)+ 1, (8)
since D is closed and Tx1 is closed and bounded. We assume that d(x1, x2) 6= 0, for otherwise x1 is fixed point of T . From
inequalities (7) and (8) we have
d(x1, x2) ≤ ϕ(d(x0, x1)). (9)
Note that d(x1, x2) ∈ J . Further, x2 ∈ S(x0, ρ0), since
d(x0, x2) ≤ d(x0, x1)+ d(x1, x2)
≤ d(x0, x1)+ ϕ(d(x0, x1))
≤ d(x0, x1)+ σ(ϕ(d(x0, x1)))
= σ(d(x0, x1)) (using (3))
= ρ0.
Now choose 2 > 0 with
H(Tx1 ∩ D, Tx2 ∩ D)+ 2 ≤ ϕ(d(x1, x2)). (10)
It again follows from Lemma 1.2 that there exists x3 ∈ Tx2 ∩ D such that
d(x2, x3) ≤ H(Tx1 ∩ D, Tx2 ∩ D)+ 2. (11)
We assume that d(x2, x3) 6= 0, for otherwise x2 is fixed point of T . From inequalities (9), (10) and (11) we have
d(x2, x3) ≤ ϕ2(d(x0, x1)). (12)
Note that d(x2, x3) ∈ J . Further, x3 ∈ S(x0, ρ0), since
d(x0, x3) ≤ d(x0, x1)+ d(x1, x2)+ d(x2, x3)
≤ d(x0, x1)+ ϕ(d(x0, x1))+ ϕ2(d(x0, x1))
≤
∞∑
j=0
ϕj(d(x0, x1))
= σ(d(x0, x1)) = ρ0.
Repeating the above argument, inductively we obtain the a sequence {xn}n∈N such that
xn ∈ Txn−1 ∩ D, (13)
d(xn, xn+1) ≤ ϕn(d(x0, x1)), (14)
d(xn−1, xn) ∈ J, and xn ∈ S(x0, ρ0). (15)
We claim that {xn} is a Cauchy sequence. For n, p ∈ N, from (14) we have
d(xn+p, xn) ≤ d(xn+p, xn+p−1)+ · · · + d(xn+1, xn)
≤ ϕn+p−1(d(x0, x1))+ · · · + ϕn(d(x0, x1))
≤
∞∑
j=n
ϕj(d(x0, x1)).
Using (2), it follows from the above inequality that {xn} is a Cauchy sequence. Thus there exists ξ ∈ S(x0, ρ0)with xn → ξ .
Note that ξ ∈ D, as well. Since xn ∈ Txn−1 ∩ D, it follow from (5) that
d(xn, Txn ∩ D) ≤ H(Txn−1 ∩ D, Txn ∩ D)
≤ ϕ(d(xn−1, xn))
< d(xn−1, xn). (16)
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Letting n→∞, from (16) we get
lim
n→∞ d(xn, Txn ∩ D) = 0. (17)
Suppose f (x) = d(x, Tx ∩ D) is T orbitally lower continuous at ξ , then
d(ξ , Tξ ∩ D) = f (ξ) ≤ lim
n
inf f (xn) = lim
n
inf d(xn, Txn ∩ D) = 0.
Hence, ξ ∈ Tξ , since Tξ is closed. Conversely, if ξ is fixed point of T then f (ξ) = 0 ≤ limn inf f (xn), since ξ ∈ D. 
Example 2.2. Let X = [0, 35 ] equipped with usual metric d. Define T : X → CB(X) by Tx = [0, x2]. Then, for any x, y ∈ X
H(Tx, Ty) = |x2 − y2| = |x+ y||x− y|
≤ |x+ y|d(x, y).
Therefore, for x ∈ [0, 35 ] and y ∈ [0, x2], we have
H(Tx, Ty) ≤
(
3
5
+ 9
25
)
d(x, y)
= 24
25
d(x, y).
By taking ϕ(t) = 2425 t and J = [0,∞), we see that all conditions of Theorem 2.1 are satisfied and 0 is the only fixed point of
T . Observe that for 0 ≤ λ < 1,
H
(
T
1
2
, T
3
5
)
= 11
100

 λ
1
10
= d
(
1
2
,
3
5
)
.
Therefore, T does not satisfies the hypothesis of [10, Theorem 5] and [11, Theorem 2.1].
In [12,17,1] the following class of functions was introduced and studied.
Definition 2.3 ([12,17,1]). Let ψ : R+ → R+. The function ψ is said to satisfy the condition (Φ) (denoted by ψ ∈ (Φ)) if
(i) ψ(t) < t for all t ∈ (0,∞),
(ii) ψ is upper semicontinuous from the right on (0,∞) and
(iii) there exists a positive real number s such that ψ is nondecreasing on (0, s] and∑∞n=0 ψn(t) <∞ for all t ∈ (0, s].
Following lemma is an immediate consequence of the third part of Definitions 2.3 and 1.1.
Lemma 2.4. Every ψ ∈ (Φ) is a Bianchini–Grandolfi gauge function on J = (0, s].
Remark 2.5. Chang [12] observed that if k : (0,∞)→ [0, 1) satisfies
lim sup
s→t+
k(s) < 1 for every t ∈ [0,∞), (18)
then there exists a function ψ ∈ (Φ) such k(t)t ≤ ψ(t) for all t ∈ (0,∞).
As a consequence of above lemma and remark we have the following corollary.
Corollary 2.6 ([10, Theorem 5], [11, Theorem 2.1]). Let (X, d) be a complete metric space and T : X → CB(X). Assume that T
satisfies
H(Tx, Ty) ≤ k(d(x, y))d(x, y) (19)
for all x, y ∈ X with x 6= y where k : (0,∞)→ [0, 1) satisfies (18). Then T has a fixed point in X.
Remark 2.7. In [18], Suzuki proved that Corollary 2.6 is a real generalization of Nadler’s Theorem. As a result, we can see
Theorem 2.1 as a generalization of Nadler’s Theorem.
Theorem 2.8. Let (X, d) be a complete metric space, D be a closed subset of X, ϕ is a gauge function of order r ≥ 1 on an interval
J , φ : J → R+ is a nondecreasing function defined by (1) and T be a mapping from D into CB(X) such that Tx ∩ D 6= ∅ and
H(Tx ∩ D, Ty ∩ D) ≤ ϕ(d(x, y)) (20)
for all x ∈ D, y ∈ Tx ∩ D with d(x, y) ∈ J . Moreover, the strict inequality holds when d(x, y) 6= 0. Suppose x0 ∈ D is such that
d(x0, z) ∈ J for some z ∈ Tx0 ∩ D. Then:
(i) there exists an orbit {xn} of T in S(x0, ρ0) that converges with rate of convergence at least r to a point ξ ∈ S(x0, ρ0);
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(ii) for all n ≥ 0 we have the following a priori estimate
d(xn, ξ) ≤ λ
Sn(r)d(x0, x1)
1− λrn , (21)
where λ = φ(d(x0, x1));
(iii) for all n ≥ 1 we have the following a posteriori estimate
d(xn, ξ) ≤ ϕ(d(xn, xn−1))
∞∑
j=0
[φ(ϕ(d(xn, xn−1)))]Sj(r)
≤ ϕ(d(xn, xn−1))
1− φ(ϕ(d(xn, xn−1)))
≤ ϕ(d(xn, xn−1))
1− [φ(d(xn, xn−1))]r ; (22)
(iv) for all n ≥ 1 we have
d(xn, xn+1) ≤ ϕ(d(xn, xn−1)) ≤ λSn(r)d(x0, x1); (23)
(v) ξ is fixed point of T if and only if the function f (x) := d(x, Tx ∩ D) is T -orbitally lower semi-continuous at ξ .
Proof. (i) Theorem 2.1 ensures the existence of an orbit {xn} of T in S(x0, ρ0) that converges to ξ which belongs to S(x0, ρ0).
(ii) Form > n, using (14) and Lemma 1.4-(i) we have
d(xn, xm) ≤ d(xn, xn+1)+ d(xn+1, xn+2)+ · · · + d(xm−1, xm)
≤ ϕn(d(x0, x1))+ ϕn+1(d(x0, x1))+ · · · + ϕm−1(d(x0, x1))
≤ d(x0, x1)[λSn(r) + λSn+1(r) + · · · + λSm−1(r)]
= d(x0, x1)
m−1∑
j=n
λSj(r).
Keeping n fixed and lettingm→∞, we get
d(xn, ξ) ≤ d(x0, x1)
∞∑
j=n
λSj(r). (24)
Note that,
∞∑
j=n
λSj(r) = λSn(r) + λSn+1(r) + · · ·
= λSn(r)[1+ λrn + λrn+rn+1 + λrn+rn+1+rn+2 + · · ·].
Since r ≥ 1, therefore
rn + rn+1 ≥ 2rn, rn + rn+1 + rn+2 ≥ 3rn · · ·
and hence,
λr
n+rn+1 ≤ λ2rn , λrn+rn+1+rn+2 ≤ λ3rn · · · ,
since 0 < λ < 1. Thus,
∞∑
j=n
λSj(r) ≤ λSn(r)[1+ λrn + λ2rn + λ3rn + · · ·] = λ
Sn(r)
1− λrn .
Substituting this in (24), we get
d(xn, ξ) ≤ d(x0, x1) λ
Sn(r)
1− λrn .
(iii) From (24) we have for n ≥ 0,
d(xn, ξ) ≤ d(x0, x1)
∞∑
j=n
[φ(d(x0, x1))]Sj(r).
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Putting n = 0, y0 = xn and y1 = x1 we have,
d(y0, ξ) ≤ d(y0, y1)
∞∑
j=0
[φ(d(y0, y1))]Sj(r).
Putting y0 = xn, and y1 = xn+1 we have,
d(xn, ξ) ≤ d(xn, xn+1)
∞∑
j=0
[φ(d(xn, xn+1))]Sj(r) (25)
≤ ϕ(d(xn, xn−1))
∞∑
j=0
[φ(ϕ(d(xn, xn−1)))]Sj(r)
≤ ϕ(d(xn, xn−1))
∞∑
j=0
[φ(ϕ(d(xn, xn−1)))]j
= ϕ(d(xn, xn−1))
1− φ(ϕ(d(xn, xn−1))) , (26)
since Sj(r) ≥ j. Now by Lemma 1.4-(ii), we have
φ(ϕ(d(xn, xn−1))) ≤ [φ(d(xn, xn−1))]r
which means that,
1
1− φ(ϕ(d(xn, xn−1))) ≤
1
1− [φ(d(xn, xn−1))]r . (27)
From (25) we get for n ≥ 1,
d(xn, ξ) ≤ ϕ(d(xn, xn−1))
∞∑
0
[φ(ϕ(d(xn, xn−1)))]Sj(r)
≤ ϕ(d(xn, xn−1))
1− φ(ϕ(d(xn, xn−1)))
≤ ϕ(d(xn, xn−1))
1− [φ(d(xn, xn−1))]r (using (27)).
(iv) For n ≥ 1, using (14) and Lemma 1.4 we have
d(xn+1, xn) ≤ ϕ(d(xn, xn−1))
≤ d(x0, x1)λSn−1(r)φ(d(xn−1, xn))
≤ d(x0, x1)λSn−1(r)λrn−1
= d(x0, x1)λSn−1(r)+rn−1
= d(x0, x1)λSn(r).
(v) Proof is similar to the proof of Theorem 2.1. 
Remark 2.9. We can note the rate of convergence from the a priori estimate (21) as follows:
d(xn+1, ξ)
(d(xn, ξ))r
= λ
Sn+1(r)d(x0, x1)
1− λrn+1
(
1− λrn
λSn(r)d(x0, x1)
)r
= λ
(d(x0, x1))r−1
(
1− λrn)r
1− λrn+1 .
Taking the limit when n→∞we get
lim
n→∞
d(xn+1, ξ)
(d(xn, ξ))r
= λ
(d(x0, x1))r−1
,
so by Definition 1.7 the rate of convergence of the iterative sequence (xn) is r with asymptotic error constant λ(d(x0,x1))r−1 .
Remark 2.10. Theorems 2.1 and 3.4 generalize [15, Theorems 2.11 & 2.15], as the range of T can be taken as CB(X) instead
of the space of all nonempty proximinal closed subsets of X .
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Corollary 2.11. Let (X, d) be a complete metric space, T : X → CB(X) be an operator satisfying
H(Tx, Ty) ≤ ϕ(d(x, y)) (28)
for all x, y ∈ X (x 6= y) with d(x, y) ∈ J and ϕ is a gauge function of order r ≥ 1 on an interval J . Assume that x0 is a point in X
such that d(x0, z) ∈ J for some z ∈ Tx0. Then, the following statements hold true.
(i) There exists an orbit {xn} of T in X that converges to a fixed point ξ ∈ S = {x ∈ X : d(x, ξ) ∈ J} of T .
(ii) The estimates (21)–(23) are valid.
Proof. It follows from (28) that
H(Tx, Ty) ≤ ϕ(d(x, y)) < d(x, y) (29)
for all x, y ∈ X (x 6= y). Hence T is continuous. Thus (i) and (ii) follow immediately from Theorem 3.4. 
Corollary 2.12. Let (X, d) be a complete metric space, D be a closed subset of X, and T be a continuous mapping from D into
CB(X) such that Tx ∩ D 6= ∅ and
H(Tx ∩ D, Ty ∩ D) ≤ ϕ(m(x, y)) for all x ∈ D, y ∈ Tx ∩ D (30)
where strict inequality holds if m(x, y) 6= 0 where ϕ is a gauge function of the first order on J = [0,∞) and
m(x, y) = max
{
d(x, y), d(x, Tx), d(y, Ty),
1
2
[d(x, Ty)+ d(y, Tx)]
}
. (31)
Then for each x0 ∈ D such that d(x0, z) ∈ J for some z ∈ Tx0 ∩ D the following statements hold true.
(i) There exists an orbit of T at x0 in D that converges to a unique fixed point ξ of T .
(ii) For n ≥ 0 we have the following a priori estimate
d(xn, ξ) ≤ λ
n
1− λd(x0, x1). (32)
(iii) For all n ≥ 1 we have the following a posteriori estimate
d(xn, ξ) ≤ ϕ(d(xn, xn−1))1− φ[ϕ(d(xn, xn−1))] . (33)
Proof. Choose x1 = z ∈ Tx0 ∩ D. Define ρ0 = σ(d(x0, x1))where σ is defined by (2). Since from (3), σ(t) ≥ t so we have
d(x0, x1) ≤ ρ0. (34)
We may assume that m(x0, x1) 6= 0, for otherwise d(x0, Tx0) ≤ m(x0, x1) = 0 and x0 is the fixed point of T . From (30) we
have H(Tx0 ∩ D, Tx1 ∩ D) < ϕ(m(x0, x1))we may choose 1 > 0 with
H(Tx0 ∩ D, Tx1 ∩ D)+ 1 ≤ ϕ(m(x0, x1)). (35)
It follows from Lemma 1.2 that there exists x2 ∈ Tx1 ∩ D such that
d(x1, x2) ≤ H(Tx0 ∩ D, Tx1 ∩ D)+ 1. (36)
From the above two inequalities we get
d(x1, x2) ≤ ϕ(m(x0, x1)) (37)
≤ ϕ
(
max
{
d(x0, x1), d(x0, Tx0), d(x1, Tx1),
d(x0, Tx1)+ d(x1, Tx0)
2
})
(38)
≤ ϕ
(
max
{
d(x0, x1), d(x1, Tx1),
d(x0, Tx1)
2
})
. (39)
We claim that
d(x1, x2) ≤ ϕ(d(x0, x1)). (40)
Let
η1 = max
{
d(x0, x1), d(x1, Tx1),
d(x0, Tx1)
2
}
. (41)
Case 1. If η1 = d(x0, x1) then clearly (40) is true.
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Case 2. If η1 = d(x1, Tx1). Since x2 ∈ Tx1 we have
d(x1, x2) ≤ ϕ(d(x1, Tx1)) < d(x1, Tx1) ≤ d(x1, x2),
which is a contradiction.
Case 3. Finally suppose η1 = d(x0,Tx1)2 . Then we have
d(x1, x2) ≤ ϕ
(
d(x0, Tx1)
2
)
<
d(x0, x2)
2
≤ d(x0, x1)+ d(x1, x2)
2
,
since x2 ∈ Tx1. Thus, d(x1, x2) < d(x0, x1). As a result,
η1 ≤ d(x0, x1)+ d(x1, x2)2 < d(x0, x1),
which contradicts the definition of η1. This proves our claim. Proceeding inductively in a similar way as in Theorem 2.1 we
obtain the sequence {xn} in D such that xn → ξ ∈ D and limn d(xn+1, Txn) = 0. Since T is continuous so taking the limit as
n→∞ we have ξ ∈ Tξ . If η is another fixed point thenm(ξ , η) = d(ξ , η) and uniqueness follows immediately. Estimate
(21) and (22) becomes (32) and (33) for r = 1. 
Remark 2.13. Corollary 2.12 can be observed as an improved version (with uniqueness of fixed point and error bounds) of
[16, Theorems 2.1 and 2.2] if the continuous function φ in [16] is replaced by the gauge function ϕ of order 1.
3. Application
In this section we apply Corollary 2.11 to establish the existence of unique solution for the class of integral inclusions.
Let R denote the real line. Consider the following integral inclusion.
x(t) ∈ P
∫ t
t0
k(s, x(s))ds+ β
∈ PK x(t)+ β (42)
where
K x(t) :=
∫ t
t0
k(s, x(s))ds. (43)
P is a closed and bounded (compact) subset of R, β ∈ R and k : R× R→ R satisfies:
|k(t, x(t))− k(t, y(t))| ≤ q
α
|x(t)− y(t)|r (44)
where α = maxp∈P |p|, 0 < q ≤ α and 1 < r ≤ 2
|k(t, x)| < 1
2α
(
1
q
)r−1
(45)
and is continuous on R =
{
(t, x) : |t − t0| ≤
(
1
q
)2−r
, |x− β| ≤ 12q
}
.
Theorem 3.1. Under the above assumptions (2)–(4), the integral inclusion (42) has a unique solution on I = [t0 − ( 1q )2−r , t0 +
( 1q )
2−r ].
Remark 3.2. Note that in almost all the existence results, as for as we know, for integral inclusions or integral equations the
kernel of the equation satisfies the Lipschitz condition in some sense. But in our result the kernel satisfies the inequality (44),
which is not the Lipschitz condition, since 1 < r ≤ 2. Our result not only guarantees the existence but also the uniqueness
of the solution and provides the iterative scheme with a higher convergence rate. It also provides the domain of existence
of the solution.
Proof of Theorem 3.1. Consider the space of all continuous functions C(I) endowed by the classical metric
d(x, y) = sup
t∈I
|x(t)− y(t)|.
Note that C(I) is complete with respect to the metric ‘d’. Let C˜ =
{
x ∈ C(I) : d(x, β) ≤ 12q
}
. Then, C˜ is a closed subspace of
C(I) and thus is complete. Define an operator T by:
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Tx(t) = P
∫ t
t0
k(s, x(s))ds+ β
= PK x(t)+ β. (46)
Then, (46) and (42) are equivalent problems in a sense that fixed point(s) of T are solution(s) of (42). We claim that
T : (˜C, d) → (K (˜C),H). For this we need to prove that: (i) T is defined for each x ∈ C˜ , and (ii) Tx is a compact subset
of C˜ for any x ∈ C˜ .
If τ ∈ I then |τ − t0| ≤
(
1
q
)2−r
. Hence by definition of C˜ we have, |x(τ ) − β| ≤ 12q . So, if τ ∈ I then (τ , x(τ )) ∈ R and
since k is continuous on R, therefore integral (43) exists in (46) and T is defined for each x ∈ C˜ . We now show that Tx ⊂ C˜ .
Let y(t) ∈ Tx(t). Then, y(t) = pK x(t)+ β for some p ∈ P , and
|y(t)− β| = |pK x(t)|
= |p| |K x(t)|
≤ α
∫ t
t0
|k(s, x(s))ds|
≤ α
∫ t
t0
|k(s, x(s))|ds
< α|t − t0| 12α
(
1
q
)r−1
≤ 1
2q
.
Thus, d(y, β) < 12q for any y ∈ Tx and hence Tx ⊂ C˜ for any x ∈ C˜ . Next we show that Tx is compact. Consider a sequence
(un) ⊂ Tx then, un = pnK x(t)+β , where (pn) is a sequence in P . Since P is compact there is a subsequence (pni) of (pn) such
that pni → p ∈ P . Let u = pK x(t)+ β . Then
d(uni , u) = sup
t∈I
(|pni − p| |K x(t)|) ≤ |pni − p| sup
t∈I
|K x(t)| → 0
when ni →∞. This proves our claim. Further, note that
H(Tx, Ty) = H(PK x(t)+ β, PK y(t)+ β)
≤ H(PK x(t), PK y(t)). (47)
By definition,
H(PK x(t), PK y(t)) = max
{
max
a∈PK x(t)
d(a, PK y(t)), max
b∈PKy(t)
d(b, PK x(t))
}
.
Consider,
max
a∈PK x(t)
d(a, PK y(t)) = max
a∈PK x
min
b∈PKy
d(a, b)
= max
p∈P
min
p∗∈P
d(pK(t, x), p∗K(t, y))
= max
p∈P
min
p∗∈P
sup
t∈I
|pK(t, x)− p∗K(t, y)|
≤ max
p∈P
min
p∗∈P
sup
t∈I
[|pK(t, y)− p∗K(t, y)| + |pK(t, y)− pK(t, x)|]
≤ max
p∈P
min
p∗∈P
[
|p| sup
t∈I
|K(t, y)− K(t, x)| + |p− p∗| sup
t∈I
|K(t, y)|
]
= max
p∈P
|p| sup
t∈I
|K(t, y)− K(t, x)|
= α sup
t∈I
|K(t, y)− K(t, x)|.
Now,
|K(t, y)− K(t, x)| ≤
∫ t
t0
|k(s, y(s))− k(s, x(s))|ds
≤ q
α
∫ t
t0
|y(s)− x(s)|rds
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≤ q
α
(
sup
t∈I
|y(s)− x(s)|
)r ∫ t
t0
ds
= q
α
|t − t0|(d(x, y))r
≤ q
α
(
1
q
)2−r
(d(x, y))r = q
r−1
α
(d(x, y))r .
Hence,
max
a∈PK x(t)
d(a, PK y(t)) ≤ α q
r−1
α
(d(x, y))r = qr−1(d(x, y))r .
Changing roles of x and ywe obtain,
max
b∈PKy(t)
d(b, PK x(t)) ≤ qr−1(d(x, y))r .
Now from (47) we have,
H(Tx, Ty) ≤ qr−1(d(x, y))r .
Since for all x, y ∈ C˜ we have d(x, y) < 1q . So, if we take ϕ(t) = qr−1t r for t ∈ J = [0, 1q ), then ϕ is the gauge function of the
order r . To prove this, note that for λ ∈ (0, 1) and t ∈ J we have
ϕ(λt) = λrqr−1t r ≤ λrφ(t).
Further, for t ∈ J − {0}we have
ϕ(t) = qr−1t r = qr−1tt r−1 < qr−1t
(
1
q
)r−1
= t.
From the above arguments we have
H(Tx, Ty) ≤ ϕ(d(x, y)) (48)
for all x, y ∈ C˜ with d(x, y) ∈ J . Hence starting from x0 = β the iterative sequence xn ∈ Txn−1; n = 1, 2, . . . converges to
the unique fixed point ξ of T at a rate r .
Remark 3.3. Note that if we take P to be {1}, then the integral inclusion (42) becomes:
x(t) =
∫ t
t0
k(s, x(s))ds+ β
which is equivalent to the initial value problem
x′(t) = k(t, x(t)), x(t0) = β. (49)
Thus, we observe that [15, Theorem 3.1] is a special case of Theorem 3.1.
One may generalize the above result as follows.
Theorem 3.4. Consider the integral inclusion
x(t) ∈ P
∫ t
t0
k(s, x(s))ds+ Q (50)
where P and Q are compact subsets of R. Under the assumptions (43), (44) and (45) that hold on R = {(t, x) : |t − t0| ≤
( 1q )
2−r , |x− β| ≤ 12q } for any β ∈ Q the problem (50) has a solution on I = [t0 − ( 1q )2−r , t0 + ( 1q )2−r ].
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