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In the study of partition theory and q-series, identities that relate series to inﬁnite
products are of great interest (such as the famous Rogers–Ramanujan identities).
Using a recent result of Zagier, we obtain an inﬁnite family of such identities that is
indexed by the positive integers. For example, if m ¼ 1; then we obtain the classical
Eisenstein series identity
X
l51 odd
ð1Þðl1Þ=2ql
ð1 q2lÞ ¼ q
Y1
n¼1
ð1 q8nÞ4
ð1 q4nÞ2:
If m ¼ 2 and ð
3
Þ denotes the usual Legendre symbol modulo 3, then we obtain
X
l51
ðl
3
Þql
ð1 q2lÞ ¼ q
Y1
n¼1
ð1 qnÞð1 q6nÞ6
ð1 q2nÞ2ð1 q3nÞ3:
We describe some of the partition theoretic consequences of these identities. In
particular, we ﬁnd simple formulas that solve the well-known problem of counting
the number of representations of an integer as a sum of an arbitrary number of
triangular numbers. # 2002 Elsevier Science (USA)1. INTRODUCTION AND STATEMENT OF RESULTS
Recall the following identity of Euler:
ðEulerÞ
Y1
n¼1
ð1 qnÞ ¼
X1
k¼1
ð1Þkqð3k2þkÞ=2:
Note that the left-hand side of Euler’s identity is related to partitions of
integers into distinct parts. More precisely, each partition of n into an odd1The authors thank the National Science Foundation for their support. J. Getz also thanks
the Clay Mathematical Institute for their help.
27
0097-3165/02 $35.00
# 2002 Elsevier Science (USA)
All rights reserved.
GETZ AND MAHLBURG28number of distinct parts adds 1 to the coefﬁcient of qn and each partition
of n into an even number of distinct parts adds þ1: Therefore, this identity,
known as Euler’s pentagonal number theorem, shows that the number of
partitions of n into an odd number of distinct parts is equal to the number
of partitions of n into an even number of distinct parts except when n is a
pentagonal number, that is, a number of the form ð3k2 þ kÞ=2:
There are many other identities of a similar form equating an inﬁnite
q-series product to an inﬁnite sum. Perhaps, the most famous are the
Rogers–Ramanujan identities, one of which follows:
ðRogers2RamanujanÞ
Y1
n¼0
1
ð1 q5nþ2Þð1 q5nþ3Þ
¼ 1þ
X1
n¼1
qn
2þn
ð1 qÞð1 q2Þ    ð1 qnÞ:
A combinatorial interpretation of this identity establishes that the number
of partitions of an integer n into parts that are congruent to 2; 3 ðmod 5Þ
equals the number of partitions of n in which any two summands differ by at
least 2 and all summands exceed 1: (For example, see [A]).
The purpose of this paper is to use a master theorem of Zagier [Z]
previously conjectured by Kac and Wakimoto [K-W] to prove a natural
inﬁnite family of analogous simple q-series identities that relate inﬁnite
products to generating functions for certain restricted partition functions.
Through a combinatorial examination of these identities, we obtain closed
explicit formulas for the number of representations of integers as a sum of
an arbitrary number of triangular numbers. We note here that the general
problem of ﬁnding formulas for the number of representations of n as a sum
of squares and triangular numbers has seen great advances in the recent
works of Milne [M], Ono [O], and Zagier [Z].
Before we state the main theorems we must offer some notation.
Throughout, if m is a positive integer, then let sðmÞ denote the integer
sðmÞ :¼ mþ 1
2
 
: ð1:1Þ
For convenience, we deﬁne the following set of vectors which will determine
the summands in our partition functions.
Definition 1.1. If m is a positive integer, then let SðmÞ denote the set of
integral vectors L ¼ ðl1; l2; . . . ; lsðmÞÞ for which the following hold:
(i) l1 > 0 and if j > i; then li > lj > 0:
(ii) For every i we have li  m ðmod 2Þ:
PARTITION IDENTITIES 29(iii) For every i we have lic0 ðmod 2mþ 2Þ:
(iv) For every i=j we have lic	 lj ðmod 2mþ 2Þ:
Further, deﬁne subsets S	ðmÞ of SðmÞ in the following manner:
SþðmÞ :¼ fL 2 SðmÞ: the number of li ðmod 2mþ 2Þ > mþ 1 is eveng;
ð1:2Þ
SðmÞ :¼ fL 2 SðmÞ: the number of li ðmod 2mþ 2Þ > mþ 1 is oddg:
ð1:3Þ
Now we can state our primary results, which will be proved in
Section 2:
Theorem 1.1. If m51 is odd, then
X
L2SþðmÞ
qðl1þþlsðmÞÞ=2
ð1 ql1Þ    ð1 qlsðmÞ Þ 
X
L2SðmÞ
qðl1þþlsðmÞÞ=2
ð1 ql1Þ    ð1 qlsðmÞ Þ
¼ qðmþ1Þ2=8
Y1
n¼1
ð1 q2ðmþ1ÞnÞ2mþ2
ð1 qðmþ1ÞnÞmþ1 :
Theorem 1.2. If m51 is even, then
X
L2SþðmÞ
qðl1þþlsðmÞÞ=2
ð1 ql1Þ    ð1 qlsðmÞ Þ 
X
L2SðmÞ
qðl1þþlsðmÞÞ=2
ð1 ql1Þ    ð1 qlsðmÞ Þ
¼ qðm2þ2mÞ=8
Y1
n¼1
ð1 qnÞ
ð1 q2nÞ2
ð1 q2ðmþ1ÞnÞ2mþ2
ð1 qðmþ1ÞnÞmþ1 :
Before stating some partition theoretic interpretations of these identities,
we must offer additional deﬁnitions.
Definition 1.2. If m is a positive integer, then let P	ðn;mÞ denote the
number of partitions of n of the form
n ¼
XsðmÞ
i¼1
ð2ni þ 1Þli;
where L ¼ ðl1; . . . ; lsðmÞÞ 2 S	ðmÞ and each ni50:
GETZ AND MAHLBURG30In simple terms, the function P	ðn;mÞ counts the number of partitions of
n into parts that are elements of a vector L 2 S	ðmÞ; with odd multiplicity
for each part. Clearly, for a ﬁxed m;
X
L2S	ðmÞ
qðl1þþlsðmÞÞ
ð1 q2l1Þ    ð1 q2lsðmÞ Þ ¼
X1
n¼1
P	ðn;mÞqn; ð1:4Þ
so the left-hand side of our theorems is the difference of the generating
functions for P	ðn;mÞ:
Moreover, the inﬁnite products in our theorems are related to the
generating functions for the number of representations of an integer as a
sum of triangular numbers, i.e. numbers of the form ðk2 þ kÞ=2 with k50: If
k is a positive integer, then let Tðn; kÞ denote the number of representations
of n as a sum of k triangular numbers. A well-known identity due to Jacobi
implies that
X1
n¼0
Tðn; kÞqn ¼
Y1
n¼1
ð1 q2nÞ2
ð1 qnÞ
 !k
: ð1:5Þ
In view of (1.4) and (1.5) it is simple to verify the following corollaries of
Theorems 1.1 and 1.2, which give partition theoretic formulas for Tðn; kÞ:
Corollary 1.3. If k52 is even, then
Tðn; kÞ ¼ Pþ 2knþ k
2
4
; k 1
 
 P 2knþ k
2
4
; k 1
 
:
Corollary 1.4. If k51 is odd, then
Tðn; kÞ ¼
X1
j¼0
Pþ 2knþ k
2  1
4
 j2  j; k 1
 
 P 2knþ k
2  1
4
 j2  j; k 1
 
:
Remark. Observe that Corollaries 1.3 and 1.4 completely characterize
the number of representations of every integer n as a sum of an arbitrary
number of triangular numbers in terms of the partition functions P	ðn; kÞ:
One should compare these results with those appearing in [M] where explicit
formulas of a different type are obtained for Tðn; kÞ for those k of the form
4s2 and 4s2 þ 4s: It would be very interesting to obtain a combinatorial
proof of these results.
PARTITION IDENTITIES 31Along with (1.4), Theorems 1.1 and 1.2 immediately imply the following
corollaries.
Corollary 1.5. If k52 is even, then for every nonnegative integer n we
have
Pþðn; k 1Þ5Pðn; k 1Þ:
Furthermore, if nck2=4 ðmod 2kÞ; then
Pþðn; k 1Þ ¼ Pðn; k 1Þ:
Corollary 1.6. If k52 is even and n is a positive odd integer, then
Pþðn; kÞ ¼ Pðn; kÞ:
Remark. If k54 is even and n  k2=4 ðmod 2kÞ; then Pþðn; k 1Þ >
Pðn; k 1Þ by Gauss’ Eureka Theorem (i.e. Tðn; 3Þ > 0 for all n). When
k ¼ 2; an easy analysis shows that Pþðn; 1Þ ¼ Pðn; 1Þ for a set of positive
integers n with arithmetic density one.
One may also make the observation that the right-hand side of the
identities of Theorems 1.1 and 1.2 are quotients of powers of Dedekind eta-
functions. In Section 3 we use well-known results on such eta-products to
show that the generating function for Pþðn;mÞ  Pðn;mÞ is a holomorphic
integer weight modular form. Then, using a powerful result of Serre, we
obtain the following corollary:
Corollary 1.7. If k is a positive integer and M is any integer, then
Pþðn; kÞ  Pðn; kÞ ðmodMÞ
for a set of positive integers n with arithmetic density 1:
Notice that Corollary 1.7 is a weak analog of Euler’s pentagonal number
theorem mentioned above.
2. PROOF OF THEOREMS 1.1 AND 1.2
Our proof of Theorems 1.1 and 1.2 relies on the Kac–Wakimoto
Conjecture, which was proved by Zagier. The functions
Y0ðxÞ :¼
Y1
n¼1
ð1 q2nÞð1 q2n1xÞð1 q2n1x1Þ;
GETZ AND MAHLBURG32Y1ðxÞ :¼
Y1
n¼1
ð1 q2nÞð1 q2n2xÞð1 q2nx1Þ
appear in the result, where the complex number q is ﬁxed throughout this
section. To prove our theorems, we use the following form of the conjecture,
which appears as an intermediate step in Zagier’s proof (see [Z]):
Theorem 2.1 (Zagier [Z]). If m 2þ; sðmÞ ¼ ½mþ1
2
 and x1; x2; . . . ; xmþ1 2*
are distinct complex numbers such that jqj5jxi=xjj5jqj1 for all 14i4mþ1;
14j4mþ 1; then
X
l1>l2>>lsðmÞ>0
lim ðmod 2Þ
qðl1þþlsðmÞÞ=2
ð1 ql1Þð1 ql2Þ    ð1 qlsðmÞ Þ
 ðAltÞmþ1
YsðmÞ
i¼1
xi
xmþ2i
 li=2 !
¼ q1=8
Y1
n¼1
ð1 q2nÞ2
ð1 qnÞ
 !2sðmÞ Y
14i5j4mþ1
Fðxj=xiÞ; ð2:1Þ
where
FðxÞ :¼ q1=4x1=2Y1ðxÞ
Y0ðxÞ
and Altmþ1 denotes the alternating sum over all permutations of x1; . . . ; xmþ1:
We derive Theorems 1.1 and 1.2 directly from Theorem 2.1 by ﬁrst
substituting roots of unity for the xi; and then using combinatorial
arguments to relate the complicated alternating sum to known values.
Proof of Theorems 1.1 and 1.2. Our ﬁrst task is to simplify the right-hand
side of (2.1). Let us rewrite the functions Y0 and Y1 as follows:
Y0ðxÞ ¼
Y1
n¼1
ð1 q2n1Þð1 q2n1xÞð1 q2n1x1Þ
Y1
n¼1
ð1 q2nÞ
ð1 q2n1Þ
¼
Y1
n¼1
ð1 q2n1Þð1 q2n1xÞð1 q2n1x1Þ
Y1
n¼1
ð1 q2nÞ2
ð1 qnÞ ; ð2:2Þ
Y1ðxÞ ¼ ð1 xÞ
Y1
n¼1
ð1 q2nÞð1 q2nxÞð1 q2nx1Þ: ð2:3Þ
PARTITION IDENTITIES 33Note that for all i5j; the term ðxj=xiÞ1=2 is a factor of Fðxj=xiÞ: Since we
will be substituting complex values for the xi; the branching of the square
root function necessitates a careful treatment of these terms. For now, move
all such terms to the left-hand side of the equation.
We must also check the exponents in Y1 and Y0:
Y
14i5j4mþ1
Y1ðxj=xiÞ
¼
Y
14i5j4mþ1
ð1xj=xiÞ
Y1
n¼1
ð1q2nÞð1q2nðxj=xiÞÞ
 
ð1 q2nðxj=xiÞ1Þ
	
:
ð2:4Þ
Each xi appears with integral exponents, and Y0ðxj=xiÞ has a similar form.
Thus, we can make the substitution xi ¼ zi1; 14i4mþ 1; where z is a
primitive ðmþ 1Þth root of unity. The value of m is ﬁxed throughout this
proof, so this notation will cause no confusion. The fraction ðxj=xiÞ now
reduces to zji; and since the set f1; z; z2; . . . ; zmg contains all ðmþ 1Þth
roots of unity,
ð1 q2nÞð1 q2nzÞ    ð1 q2nzmÞ ¼ ð1 q2nðmþ1ÞÞ:
Product (2.4) contains mþ 1 copies of the term Q1n¼1 ð1 q2nzkÞ for all
14k4m: Thus we have
Y
14i5j4mþ1
Y1ðzjiÞ
¼
Y
14i5j4mþ1
ð1zjiÞ
Y1
n¼1
ð1q2nÞðmþ1Þm=2ð1 q2nzÞmþ1    ð1 q2nzmÞmþ1
¼
Ym
k¼1
ð1 zkÞmþ1k
Y1
n¼1
ð1 q2nÞðmþ1Þðm2Þ=2ð1 q2nðmþ1ÞÞmþ1:
The same substitution for xi yields
Y
14i5j4mþ1
Y0ðzjiÞ
¼
Y1
n¼1
ð1 q2n1Þðmþ1Þðm2Þ=2ð1 qð2n1Þðmþ1ÞÞmþ1
Y1
n¼1
ð1 q2nÞðmþ1Þm
ð1 qnÞðmþ1Þm=2
:
GETZ AND MAHLBURG34After these simpliﬁcations (including the transfer of the fractional powers
of xi to the left-hand side), the right-hand side of (2.1) becomes
qðm
2þmþ2sðmÞÞ=8Ym
k¼1
ð1 zkÞmþ1k

Y1
n¼1
ð1 qnÞðmþ1Þm=22sðmÞ
ð1 q2nÞðmþ1Þðmþ2Þ=24sðmÞð1 q2n1Þðmþ1Þðm2Þ=2

Y1
n¼1
ð1 qðmþ1Þ2nÞ2mþ2
ð1 qðmþ1ÞnÞmþ1 :
If m is odd, then 2sðmÞ ¼ mþ 1; so the above product is equal to
qðmþ1Þ
2=8
Ym
k¼1
ð1 zkÞmþ1k
Y1
n¼1
ð1 qnÞ
ð1 q2nÞð1 q2n1Þ
 ðmþ1Þðm2Þ=2

Y1
n¼1
ð1 qðmþ1Þ2nÞ2mþ2
ð1 qðmþ1ÞnÞmþ1
¼ qðmþ1Þ2=8
Ym
k¼1
ð1 zkÞmþ1k
Y1
n¼1
ð1 qðmþ1Þ2nÞ2mþ2
ð1 qðmþ1ÞnÞmþ1 ; ð2:5Þ
which is nearly the form seen on the right-hand side of Theorem 1.1. And
when m is even, 2sðmÞ ¼ m; so the product is equal to
qðm
2þ2mÞ=8Ym
k¼1
ð1 zkÞmþ1k
Y1
n¼1
ð1 qnÞ
ð1 q2nÞ2
ð1 qnÞ
ð1 q2nÞð1 q2n1Þ
 ðmþ1Þðm2Þ=2

Y1
n¼1
ð1 qðmþ1Þ2nÞ2mþ2
ð1 qðmþ1ÞnÞmþ1
¼ qðm2þ2mÞ=8
Ym
k¼1
ð1 zkÞmþ1k
Y1
n¼1
ð1 qnÞ
ð1 q2nÞ2
ð1 qðmþ1Þ2nÞ2mþ2
ð1 qðmþ1ÞnÞmþ1 : ð2:6Þ
This resembles the right-hand side of Theorem 1.2.
If (2.5) and (2.6) are expanded into an inﬁnite sum, then the ﬁrst nonzero
term with positive exponent in q has the form cqðmþ1Þ
2=8 when m is odd, and
cqðm
2þ2mÞ=8 when m is even, where
c :¼
Ym
k¼1
ð1 zkÞmþ1k:
PARTITION IDENTITIES 35Now we simplify the left-hand side of (2.1). We must include the product
of the transferred radical terms:
X :¼
Y
14i5j4mþ1
ðxj=xiÞ1=2 ¼
Ymþ1
k¼1
ðxkÞð2km2Þ=2:
Thus, we have the following:X
l1>l2>>lsðmÞ>0
lim ðmod 2Þ
qðl1þþlsðmÞÞ=2
ð1 ql1Þð1 ql2Þ    ð1 qlsðmÞ Þ
 ðAltÞmþ1
YsðmÞ
i¼1
xi
xmþ2i
 li=2 !
X : ð2:7Þ
Before we substitute roots of unity for the xi; we check that all of their
exponents are integral. If m is even, then each li is even, so li=2 is integral,
and each exponent in X is also integral. If m is odd, then each li is also odd,
but so is ð2km 2Þ; which is the numerator of the exponent for xk in X :
Since m is odd, every one of the mþ 1 variables appears in each term of the
alternating sum, so the total exponent for each xk is an integer. Thus we may
set xi ¼ zi1: The value of the alternating sum now depends only on L; so we
deﬁne
AðLÞ :¼ ðAltÞmþ1
YsðmÞ
i¼1
xi
xmþ2i
 li=2 !
¼
X
s2Smþ1
sgnðsÞ
YsðmÞ
i¼1
xsðiÞ
xsðmþ2iÞ
 li=2
¼
X
s2Smþ1
sgnðsÞ
YsðmÞ
i¼1
zsðiÞ1
zsðmþ2iÞ1
 !li=2
:
ð2:8Þ
We also deﬁne %X to be X evaluated with this same substitution, i.e.
%X :¼
Ymþ1
k¼1
ðzk1Þð2km2Þ=2:
For all but the simplest cases, the alternating sum is too unwieldy to
calculate directly. Instead, we evaluate it by comparing the series expansion
of the left- and right-hand sides of (2.1). The exponent of q for an arbitrary
term on the left-hand side is half of the sum of the components of some
vector L; and hence the term of minimum degree in q corresponds to the
unique vector of minimum sum, namely
L0 ¼ ðl01; . . . ; l0sðmÞÞ :¼
ðm;m 2; . . . ; 2Þ when m is even;
ðm;m 2; . . . ; 1Þ when m is odd:
(
GETZ AND MAHLBURG36The minimum exponent is ðl01 þ    þ l0sðmÞÞ=2; which evaluates to 12 ðmþ12 Þ2 ¼
ðmþ1Þ2
8
when m is odd and 1
2
ð2ðm
2
ðm
2
þ 1Þ=2ÞÞ ¼ m2þ2m
8
when m is even.
These values are precisely the exponents of least degree on the right-
hand side of (2.5) and (2.6). The series expansion of the left-hand side
must correspond to that of the right-hand side, so we have the following
identity:
AðL0Þ %X ¼ c ¼
Ym
k¼1
ð1 zkÞmþ1k:
We will now use (2.8) to show that AðLÞ ¼ AðLÞ (and is hence zero) for all
L =2 SðmÞ; and that AðLÞ ¼ 	AðL0Þ for L 2 SðmÞ: Note that we need
only consider vectors modulo ð2mþ 2Þ; for any power of z is an ðmþ 1Þth
root of unity.
Consider the case where lj  0 ðmod 2mþ 2Þ for some 14j4sðmÞ: Then
ðzsðjÞ1=zsðmþ2jÞ1Þlj=2 ¼ 1
for any permutation s 2 Smþ1; so this term can be ignored in the alternating
sum. We now deﬁne the transposition t ¼ ðj mþ 2 jÞ; and note that
stðiÞ ¼ sðiÞ for all i=j;mþ 2 j; but sgnðstÞ ¼ sgnðsÞ: Thus we can
negate (2.8) by inserting t:
AðLÞ ¼
X
s2Smþ1
sgnðsÞ
Y
14i4sðmÞ; i=j
zsðiÞ1
zsðmþ2iÞ1
 !li=2
¼
X
s2Smþ1
ð1ÞsgnðstÞ
Y
14i4sðmÞ; i=j
zstðiÞ1
zstðmþ2iÞ1
 !li=2
¼ 
X
st2Smþ1
sgnðstÞ
Y
14i4sðmÞ; i=j
zstðiÞ1
zstðmþ2iÞ1
 !li=2
¼ AðLÞ:
The third equality follows since the summation index is over the group Smþ1;
and thus the mapping that sends s to st is a bijection. Thus AðLÞ ¼ 0 for
vectors of this form.
Now consider the case where lj  lk ðmod 2mþ 2Þ for some 14j4sðmÞ;
14k4sðmÞ: Let t ¼ ðj kÞ: The j and kth terms can then be combined under
their common exponent, and for any s;
zsðjÞþsðkÞ2
zsðmþ2jÞþsðmþ2kÞ2
 !lj=2
¼ z
stðkÞþstðjÞ2
zstðmþ2jÞþstðmþ2kÞ2
 !lj=2
:
PARTITION IDENTITIES 37The denominators are equal because stðiÞ ¼ sðiÞ for all i=j; k: Again we
insert t into (2.8):
AðLÞ ¼
X
s2Smþ1
sgnðsÞ z
sðjÞþsðkÞ2
zsðmþ2jÞþsðmþ2kÞ2
 !lj=2 Y
14i4sðmÞ
i=j;k
zsðiÞ1
zsðmþ2iÞ1
 !li=2
¼
X
s2Smþ1
ð1ÞsgnðstÞ z
stðkÞþstðjÞ2
zstðmþ2jÞþstðmþ2kÞ2
 !lj=2 Y
14i4sðmÞ
i=j;k
zstðiÞ1
zstðmþ2iÞ1
 !li=2
¼ 
X
st2Smþ1
sgnðstÞ
Y
14i4sðmÞ
zstðiÞ1
zstðmþ2iÞ1
 !li=2
¼ AðLÞ:
Once again the change in the summation index is valid, and thus AðLÞ ¼ 0
for L of this form.
Next, suppose that lj  lk ðmod 2mþ 2Þ for some 14j4sðmÞ;
14k4sðmÞ: This case reduces to the previous one after an easy
manipulation. Let t ¼ ðj mþ 2 jÞ; so for any s;
zsðjÞ1
zsðmþ2jÞ1
 !lj=2
¼ z
sðmþ2jÞ1
zsðjÞ1
 !lj=2
¼ z
stðjÞ1
zstðmþ2jÞ1
 !lk=2
:
Deﬁne a new vector G ¼ ðg1; . . . ; gsðmÞÞ by gj ¼ lj and gi ¼ li for i=j; so
that gj  gk ðmod 2mþ 2Þ: We now show that AðLÞ ¼ AðGÞ; which is zero
by the previous case:
AðLÞ ¼
X
s2Smþ1
sgnðsÞ z
sðjÞ1
zsðmþ2jÞ1
 !lj=2 Y
14i4sðmÞ
i=j
zsðiÞ1
zsðmþ2iÞ1
 !li=2
¼
X
s2Smþ1
ð1ÞsgnðstÞ z
stðjÞ1
zstðmþ2jÞ1
 !gj=2 Y
14i4sðmÞ
i=j
zstðiÞ1
zstðmþ2iÞ1
 !gi=2
¼ 
X
st2Smþ1
sgnðstÞ
YsðmÞ
i¼1
zstðiÞ1
zstðmþ2iÞ1
 !gi=2
¼ AðGÞ ¼ 0:
The only remaining vectors are those for which there is at most one
li in each pair of residue classes, k and 2mþ 2 kmod ð2mþ 2Þ: In
fact, the following arguments show that there must be exactly one li in
each such pair. Each li has the same parity as m; so there are at most mþ 1
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of additive inverses modulo ð2mþ 2Þ; so the number of possible
values is halved again, leaving ½mþ12  ¼ sðmÞ choices. We already know
that the vector L0 has sðmÞ distinct terms, and because of the sym-
metry of the alternating sum, the value of AðLÞ does not depend
on the order of the vector components. Therefore, after reordering, the
components of L must satisfy li  	l0i ðmod 2mþ 2Þ: We also know
that 14l0i5mþ 1 for all i; so mþ 24 l0i ðmod 2mþ 2Þ42mþ 2:
Thus if L has exactly r terms in the larger half of residue classes
modulo ð2mþ 2Þ; say mþ 24li1 ; . . . ; lir42mþ 2; then we deﬁne
tk ¼ ðik mþ 2 ikÞ for 14k4r and also let t ¼ t1    tk: Now we can
easily calculate AðLÞ:
AðLÞ ¼
X
s2Smþ1
sgnðsÞ
Yr
k¼1
zsðikÞ1
zsðmþ2ikÞ1
 !lik=2 Y
14i4sðmÞ
i=ik8k
zsðiÞ1
zsðmþ2iÞ1
 !li=2
¼
X
s2Smþ1
sgnðsÞ
Yr
k¼1
zstkðikÞ1
zstkðmþ2ikÞ1
 !lik=2 Y
14i4sðmÞ
i=ik8k
zsðiÞ1
zsðmþ2iÞ1
 !li=2
¼
X
s2Smþ1
ð1ÞrsgnðstÞ
Yr
k¼1
zstðikÞ1
zstðmþ2ikÞ1
 !l0ik=2 Y
14i4sðmÞ
i=ik8k
zstðiÞ1
zstðmþ2iÞ1
 !l0i=2
¼ð1Þr
X
st2Smþ1
sgnðstÞ
YsðmÞ
i¼1
zstðiÞ1
zstðmþ2iÞ1
 !l0i=2
¼ ð1ÞrAðL0Þ:
The third line follows because tk acts only on ik and ðmþ 2 ikÞ for each k;
and t is the product of these transpositions.
We have shown that if L =2 SðmÞ; then AðLÞ ¼ 0; so these vectors are
removed from the index of summation in (2.7). We have also shown that if
L 2 SðmÞ; then AðLÞ ¼ 	AðL0Þ; with the sign determined by the parity of
the number of vector components satisfying li > mþ 1; and thus we deﬁne
the subsets S	ðmÞ: Dividing (2.7), (2.5) and (2.6) by c ¼
Qm
k¼1 ð1 zkÞmþ1k
gives Theorems 1.1 and 1.2. ]
Remark. It is also possible to make the substitution xi ¼ zi; 14i4mþ 1
in (2.1) and obtain identities similar to those in Theorems 1.1 and 1.2.
The results are essentially the same, with only minor adjustments to
Deﬁnition 1.1.
PARTITION IDENTITIES 393. MODULAR FORMS AND THE PROOF OF COROLLARY 1.7
For a positive integer N; deﬁne the subgroup G0ðNÞ of SL2ðZÞ as follows:
G0ðNÞ :¼
a b
c d
 !
2 SL2ðZÞ : c  0 ðmodNÞ
( )
: ð3:1Þ
Now suppose that f ðzÞ is a holomorphic function on the upper half of the
complex plane and at the cusps of G0ðNÞ; and let w be a Dirichlet character
modulo N: We say that f ðzÞ is a modular form with character of weight k
with respect to G0ðNÞ if
f
azþ b
czþ d
 
¼ wðdÞðczþ dÞkf ðzÞ; ð3:2Þ
for all z in the upper half of the complex plane and
a b
c d
 
2 G0ðNÞ: The
ﬁnite-dimensional space of such modular forms is denoted byMkðG0ðNÞ; wÞ:
If we let q ¼ e2piz; we may construct a Fourier expansion for such a
modular form:
f ðzÞ ¼
X1
n¼0
aðnÞqn:
In fact, we may identify any form with its Fourier expansion. (For a general
modular forms reference, see [K0]).
Next, recall Dedekind’s eta-function:
ZðzÞ ¼ q1=24
Y1
n¼1
ð1 qnÞ: ð3:3Þ
A function f ðzÞ is called an eta-product if it can be expressed as a product of
the form
f ðzÞ ¼
Y
djN
ZrdðdzÞ; ð3:4Þ
where N and each rd are integers. Such functions have many unique
properties. Newman [N1,N2] proves that certain eta-products fulﬁll the
functional equation (3.2) for modular forms with character:
Theorem 3.1 (Newman [N1,N2]). If f ðzÞ ¼ QdjN ZrdðdzÞ is an eta-
product for which X
djN
drd  0 ðmod 24Þ ð3:5Þ
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X
djN
N
d
rd  0 ðmod 24Þ; ð3:6Þ
then f ðzÞ satisfies the functional equation (3.2) for all a b
c d
 
2 G0ðNÞ;
where k ¼ 1
2
P
djN rd: Here w is the character defined by
wðdÞ ¼ ð1Þ
ks
d
 !
and s ¼
Y
djN
drd :
If an eta-product satisﬁes the functional equation (3.2), we still
must demonstrate holomorphicity at the cusps of G0ðNÞ to prove it is a
modular form. The following observation is well known (for example,
see [L]):
Proposition 3.2. Let c; d; and N be positive integers with djN and
ðc; dÞ ¼ 1: With the notation as above, if the eta-product f ðzÞ satisfies (3.5)
and (3.6), then the order of vanishing of f ðzÞ at the cusp c
d
is
1
24
X
djN
Nðd; dÞ2rd
ðd; N
d
Þdd : ð3:7Þ
Using Theorem 3.1 and Proposition 3.2 we obtain the following:
Theorem 3.3. If m is even, then
X1
n¼0
ððPþðn;mÞ  Pðn;mÞÞqn=2 2 Mm=2ðG0ð2ðmþ 1ÞÞ; wÞ; ð3:8Þ
where wðdÞ ¼ ðð1Þm=2ðmþ1Þ
d
Þ:
If m is odd, then
X1
n¼0
ððPþðn;mÞ  Pðn;mÞÞqn 2 Mðmþ1Þ=2ðG0ð4ðmþ 1ÞÞ; wÞ; ð3:9Þ
where wðdÞ ¼ ðð1Þðmþ1Þ=2ðmþ1Þ
d
Þ:
Remark. Note that Corollary 1.6 implies that (3.8) is a power series in
integer powers of q:
PARTITION IDENTITIES 41Proof of Theorem 3.3. We give the proof in the case that m is even; the
proof for odd m is entirely similar. By Theorem 1.2, for even m;
X1
n¼0
ðPþðn;mÞ  Pðn;mÞÞqn=2
¼ qðm2þ2mÞ=8
Y1
n¼1
ð1 qnÞ
ð1 q2nÞ2
ð1 q2ðmþ1ÞnÞ2mþ2
ð1 qðmþ1ÞnÞmþ1
¼ q
1=24
q4=24
q4ðmþ1Þ
2=24
qðmþ1Þ
2=24
Y1
n¼1
ð1 qnÞ
ð1 q2nÞ2
ð1 q2ðmþ1ÞnÞ2mþ2
ð1 qðmþ1ÞnÞmþ1
¼ ZðzÞ
Z2ð2zÞ
Z2mþ2ð2ðmþ 1ÞzÞ
Zmþ1ððmþ 1ÞzÞ :¼ f ðzÞ:
ð3:10Þ
If we let N ¼ 2ðmþ 1Þ; then we may write f ðzÞ ¼QdjN ZrdðdzÞ as in
Theorem 3.1 and Proposition 3.2. We haveX
djN
drd ¼ 1ð1Þ  2ð2Þ þ 4ðmþ 1Þ2  ðmþ 1Þ2 ¼ 3þ 3ðmþ 1Þ2
andX
djN
N
d
rd ¼ 2ðmþ 1Þ 1
1
 2
2
þ 2ðmþ 1Þ
2ðmþ 1Þ 
ðmþ 1Þ
ðmþ 1Þ
 
¼ 0  0 ðmod 24Þ:
So f ðzÞ satisﬁes (3.5) and (3.6). Therefore, by Theorem 3.1, f ðzÞ satisﬁes
(3.2) with
a b
c d
 
2 G0ð2ðmþ 1ÞÞ; k ¼ m2 ; and wðdÞ ¼ ðð1Þ
m=2ðmþ1Þ
d
Þ:
Now we must check the holomorphicity of f ðzÞ at the cusps of G0
ð2ðmþ 1ÞÞ: By Proposition 3.2, it sufﬁces to show that the following is non-
negative:
ðd; 1Þ2ð1Þ
1
 ðd; 2Þ
2ð2Þ
2
þ ðd; 2ðmþ 1ÞÞ
2ð2ðmþ 1ÞÞ
2ðmþ 1Þ 
ðd; ðmþ 1ÞÞ2ððmþ 1ÞÞ
ðmþ 1Þ :
If 2 j=d; then
ðd; 1Þ2  ðd; 2Þ2 þ ðd; 2ðmþ 1ÞÞ2  ðd; ðmþ 1ÞÞ2 ¼ 0:
If 2jd; then
ðd; 1Þ2  ðd; 2Þ2 þ ðd; 2ðmþ 1ÞÞ2  ðd; ðmþ 1ÞÞ2
¼ 1 4þ 4ðd; ðmþ 1ÞÞ2  ðd; ðmþ 1ÞÞ250: ]
To prove Corollary 1.7, we recall a theorem of Serre [S].
GETZ AND MAHLBURG42Theorem 3.4 (Serre [S]). Let f ðzÞ be a holomorphic modular form
of positive integer weight k with character w on G0ðNÞ with Fourier
expansion
f ðzÞ ¼
X1
n¼0
aðnÞqn; ð3:11Þ
where aðnÞ are algebraic integers in some number field and N is a
positive integer. If M is a positive integer, then there exists a positive
constant a such that there are Oð x
loga x
Þ integers n4x where the aðnÞ are not
divisible by M:
Proof of Corollary 1.7. By Theorem 3.3, for every positive integer k the
generating function
X1
n¼0
ðPþðn; kÞ  Pðn; kÞÞqn
is a holomorphic integer weight modular form. Therefore, Theorem 3.4
immediately implies Corollary 1.7. ]
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