Abstract-An underwater acoustic model-based signal processing algorithm is presented. Its performance was evaluated via computer simulation of various test cases and compared to that predicted by theory. The model-based algorithm, which is used in conjunction with an FFT beamformer for planar arrays, computes phase weights that correct for deterministic, ocean medium, phase effects due to ray bending as a signal propagates in the inhomogeneous ocean medium whose index of refraction (sound-speed profile) is a function of depth.
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I. INTRODUCTION M ODEL-BASED signal processing is described by Mendel [l] as exploiting "the detailed physics of a problem area to construct precise and tractable mathematical formulations of appropriate signal processing algorithms. Particularly in geophysical signal processing, a close coupling between the physics and the signal processing is essential for real progress." Other researchers, for example, [2] -[lo], although not using the term "model-based signal processing" explicitly, have been proponents of treating the ocean medium as an underwater acoustic communication channel in addition to advocating the philosophy of a close coupling between physics and signal processing.
The purpose of this paper is to present an underwater acoustic model-based signal processing algorithm and to evaluate its performance versus that predicted by theory via computer simulation of various test cases. The modelbased signal processing algorithm is used in conjunction with a three-dimensional FFT beamformer for planar arrays [ l l ] . The model-based algorithm computes phase weights that correct for deterministic, ocean medium, phase effects due to ray bending as a signal propagates in the inhomogeneous ocean medium whose index of refraction (sound-speed profile) is a function of depth. The point to be made is that in order to detect a signal propagating in an inhomogeneous medium, traditional beamsteering is not sufficient to cophase all of the output electrical signals from each element in an array. It will be shown that additional beamsteering must be done using the model-based signal processing algorithm to ensure that all of the output electrical signals from each element in an array are cophased and, hence, that the theoretical value of array gain possible is in fact achieved.
The performance of the model-based signal processing algorithm was evaluated in the context of an underwater acoustic communication problem (see Fig. 1 ). In order to drive the algorithm, computer simulated output electrical signals, based on derived mathematical models, were generated at each element in a receive planar array of point sources. The output electrical signals depend on the frequency spectrum of the transmitted electrical signal, the far-field beam patterns of the transmit and receive planar arrays, and the time-invariant space-variant random transfer function of the ocean volume which was derived using the Wentzel, Kramers, and Brillouin (WKB) approximation [12] . The transfer function was time invariant because motion was not considered. The ocean volume was characterized by a one-dimensional random index of refraction (sound-speed profile) which was a function of depth. The index of refraction was decomposed into a deterministic component and a zero mean random component. Both single rectangular-envelope CW and LFM pulses were used as transmitted electrical signals. The mathematical model of the output electrical signal at each element in a receive planar array of point sources is discussed in Section I1 of this paper. The computer simulated output electrical signals from each element in the receive planar array were first processed by a three-dimensional FFT beamformer [ 111 that was capable of utilizing either standard phase weights alone or the sum of standard and model-based phase weights. The composite output signal .from the FFT beamformer was then processed by a correlator receiver, followed by a magnitude square operation, and finally by a Neyman-Pearson test (see Fig. 3 ) in order to determine the impact of the model-based algorithm on the probability of detecting various transmitted electrical signals as a function of the input signal-to-noise power ratio at a single element in the receive array for a given probability of false alarm. Preliminary results obtained by processing the computer simulated output signals with a three-dimensional FFT beamformer alone, without the modelbased signal processing algorithm and correlator receiver, were reported by Ziomek and Vos [ 131. The model-based signal processing algorithm is discussed in Section I11 of this paper. The various test cases and computer simulation results are discussed in Section IV, and Section V is devoted to a discussion of conclusions.
OUTPUT ELECTRICAL SIGNAL
Assume that the transmit aperture depicted in Fig. 1 is a planar array of M' X N' (odd) complex-weighted point sources, centered at (x, = xT, yo = y T , z, = z T ) and parallel to the X Y plane. Similarly, assume that the receive aperture depicted in Fig. 1 is a planar array of M X N (odd) complex-weighted point sources, centered at (x -XR, y = yR, z = z R ) and parallel to the X Y plane. Therefore, it can be shown that the random output electrical signal y ( t , x , y , z) at each element ( m , n ) in the receive planar array is given by [14]
is the output electrical signal from element ( m , n ) in the receive planar array before the application of the complex weights c , and dn,
is the complex frequency spectrum of the transmitted electrical signal, (2) (3) (4) can be thought of as the overall system complex frequency response,
is the random, time-invariant space-variant transfer function of the ocean medium based on the WKB approximation where [12] 
is the deterministic or average component of the phase function, (2) (3) (4) (5) (6) (7) (8) (9) is the random component, no( y ) is the deterministic or average component of the index of refraction, n N R ( y ) is the zero mean, unit variance, normalized random component, and a ( y ) is the standard deviation of the zero mean random component of the index of refraction n R ( y ) exp { + j 2 r [ f u o / c ( y ) l i d i ) (2) (3) (4) (5) (6) (7) (8) (9) (10) is the far-field beam pattern of the transmit array in the X direction at a source depth of
is the speed of sound in meters per second at a source depth of (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) is the corresponding wave number in radians per meter, -18) is the transmitted spatial frequency in cycles per meter in the Y direction, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] is the direction cosine with respect to the X axis, v, = sin 8, sin $, = cos 0, (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) is the direction cosine with respect to the Y axis, and Po represent initial directions of wave propagation at the transmit array (see Fig. 1 ). The overall system complex frequency response H ( , f , m, n ) given by (2) (3) (4) (2-24) is the stationary point, UOSP, q ) and rp( f, UOSP, vo, q, m ) are given by (2-10) and (2-12), respectively; and where k ( q ) , AX,, AZ, and v, are given by (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) , (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) , and (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , respectively.
Further simplification is possible by turning our attention to the ocean medium transfer function HM( f, f y ; y ) and, in particular, to the deterministic and random phase functions given by (2-8) and (2) (3) (4) (5) (6) (7) (8) (9) , respectively. If we use a linear sound-speed profile with a constant gradient g to model the deterministic index of refraction, that is, if where c, is given by (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) , and yo is given by (2-1 1). Since substituting into (2) (3) (4) (5) (6) (7) (8) yields the following closedform expression for the deterministic phase function of The random phase function given by (2) (3) (4) (5) (6) (7) (8) (9) can also be simplified if the random component of the index of refraction is nut a function of depth. If where nR is a zero mean random variable with variance u 2 , then (2-9) reduces to
substituting (2-27) into (2-33) yields the following closedform expression for the random phase function of the ocean medium: -35) or, since nR = UnNR where nNR is a zero mean, unit variance random variable,
(2-36)
The magnitude of the constant standard deviation u of the random component o f the index of refraction nR is on the order of lop4 [18] , [19] . One further step of simplification is possible. Since the transmitted electrical signal x ( t ) is, in general, an amplitude and angle modulated carrier, it can be represented as
where
is the baseband complex envelope of the real bandpass signal x ( t ) , a ( t ) and 0 ( t ) are real amplitude and angle modulating signals, respectively, and f, is the carrier frequency in hertz [20] . The relationship between X( f ) and 8( f ) is given by [20] If we represent the baseband complex envelope X( t ) by a finite Fourier series during the time interval
where is the complex Fourier series coefficient for the kth harmonic, f , = 1 / T o is the fundamental frequency in hertz, To is the fundamental period in seconds, and K is the highest harmonic used in the finite Fourier series representation. Substituting (2-3), , and (2-43)
( 2-45 )
Since it can be shown that because the complex weights used in the transmit planar array obey the following symmetry: and that is, the amplitude weights are an even function of the indexes i and q , and the phase weights are an odd function of i and q; reduces to
is the baseband complex envelope of the output electrical signal from element ( m , n ) in the receive planar array before the application of the complex weights e,,, and d,z.
The computer simulated output electrical signals used to drive the model-based signal processing algorithm were obtained by evaluating
where P ( t , rn, n ) is the baseband complex envelope of the received signal at element ( m , n ) , y"(t, m, n ) is given by where H ( f , m, n ) is given by , H M ( f , f y ; y ) is given by (2) (3) (4) (5) through (2-7), , and (2-36); and fi ( t , rn, n ) is the baseband complex envelope of the zero mean, Gaussian, random noise. Note that the results presented in this paper are based on setting (T = 0 and, as a result, S M R ( f , f y ; y ) , as given by , equal to zero.
A MODEL-BASED SIGNAL PROCESSING ALGORITHM
The model-based signal processing algorithm about to be presented is meant to be used in conjunction with a three-dimensional FFT beamformer for planar arrays. Each of the computer simulated output electrical signals f ( t , m, n ) given by were processed by the scheme illustrated in Fig. 2 , where QD refers to a quadrature demodulator. The quadrature demodulator (QD) is shown for completeness since, in practical signal processing applications, a QD is used to obtain the baseband complex envelope P( t , rn, n ) from the real bandpass signal r ( t , m, n ) [2117 1221.
The complex weights e,, and d, can be expressed as c m urn ~X P ( + j e m ) (3-1) and
where urn and bn are real amplitude weights and 0, and qbn are real phase weights. Substituting (2-1 1) and (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) into and evaluating 
which represents the deterministic angle modulation performed by the ocean medium on the transmitted electrical signal as a function of depth. Since we have a mathematical model of the effect the medium has on the phase of the transmitted electrical signal, we should be able to compensate for the medium via proper signal processing at the receive array. Therefore, using the form of , the rnodel-bused signal processing algorithm for the phase weights ern and is given by the following set of equations:
Fig. 2. FFT beamformer with quadrature demodulator (QD).
are the phase weights in the X direction, and uE and vB are the direction cosines in the X and Y directions, respectively, associated with the direction in which the transmit beam pattern is steered, c ( y T ) and c( y R ) are the speeds of sound in meters per second at the centers of the transmit and receive arrays, respectively, g is the constant gradient in seconds-' of the linear sound-speed profile, fc is the carrier frequency in hertz of the transmitted amplitude and angle modulated carrier, f, is the fundamental frequency in hertz of the finite Fourier series representation of the complex envelope of the transmitted electrical signal, and K is the highest harmonic used in the finite Fourier series. In our problem, the transmit beam pattern was always steered toward the center of the receive array. Equation (3-4) and the first term in (3-5) are standard phase weights for planar arrays based on line of sight geometrical considerations alone [ 2 3 ] . However, the second term in (3-5), which is given by (3-8) , is a model-based phase weight. It compensates for deterministic medium phase effects due to ray bending. Note that the spatial frequency fi given by (3-6) is evaluated using C( y T ) , whereas the spatial frequency f; given by (3-7) is evaluated using c ( y R ) . The reason for this apparent discrepancy, although subtle, is very important physically.
The spatial frequency fi and, hence, the propagation vector component in the X direction must remain constant, that is, its value at the center of the transmit array must equal its value at the center of the receive array in order to be consistent with the solution of the Helmholtz wave equation when the speed of sound is a function of depth. However, since the speed of sound is a function of depth, the spatial frequency fy and, hence, the propagation vector component in the Y direction is also a function of depth and, as a result, must be evaluated using the speed of sound at the center of the receive array. The minus signs appearing in (3-6) and (3-7) are a result of the fact that the unit vector normal to the surface of the receive planar array, facing the transmit planar array, points in the negative Z direction since both arrays are assumed to be parallel to the X Y plane (see Fig. 1 ) . Also note that the model-based phase weights given by (3-8) are not dependent on-and, from a physical point of view, cannot be dependent on-the index q associated with the Y coordinate of a point source element in the transmit array.
A minus sign appears in (3-8) since a plus sign appears in the deterministic ocean medium phase function given by (3-3).
IV. TEST CASES AND SIMULATION RESULTS
The model-based signal processing algorithm presented in Section I11 shall now be evaluated by processing the composite output signal from the FFT beamformer P ( t ) by a correlator receiver, followed by a magnitude square operation, and finally by a Neyman-Pearson test (see Fig.  3 ) in order to determine the impact of the model-based algorithm on the probability of detecting various transmitted electrical signals as a function of the input signalto-noise power ratio at a single element in the receive array for a given probability of false alarm. The composite signal P ( t ) can be expressed as P ( t ) = jqt) + A ( t ) where
and
Let the processing waveform g ( t ) , which is depicted in Fig. 3 , be equal to a time and frequency shifted replica of the complex envelope of the transmitted electrical signal, that is, let (4) (5) (6) where PD and PFA are the probabilities of detection and false alarm, respectively,
is the receiver's output signal-to-noise power ratio due to processing waveforms from an array of elements where 10 loglo ( M X N ) dB is the array gain, SNR = I X, (7, 4 ) I SNRi, is the receiver's output signal-to-noise power ratio due to processing the waveform from a single element in the array [24] , SNRi, is the input signal-to-noise power ratio at a single element in the array and is assumed to be the is the error in estimating the actual Doppler shift $A, and
is the energy of X( t ) . Note that X, ( 0 , 0 ) = 1. The corresponding theoretical decision threshold y, which is depicted in Fig. 3 , is given by (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) where No (in watts per hertz or joules) is the level of the power spectral density of the band-limited, white, Gaussian, output noise components A ' ( t , m, n ) .
The input signal-to-noise power ratio at a single element in the array SNRi, appearing in (4-8) was defined as follows:
ai(m, (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) where it was assumed that the random process jj( t , m, n ) is ergodic, ( * ) indicates time average, and nf ( m , n ) is the variance of the zero-mean band-limited, white, Gaussian noise A ( t , m, n ) at element ( m , n ) . Recall that for the simulation results reported in this paper, the output signal components 9 ( t , m , n ) are deterministic. Since the are the Fourier series coefficients of 7 ( t , m, n ) , is the total number of samples taken at each element (m, n ) in the array at a sampling rate of fs = L/Tu samples/s.
(4-19)
Therefore, in order to keep the value of the SNRin the same at all elements ( m , n ) in the array, the random numbers from the random number generator, which are suppose to be N ( 0 , 1 ) and were used to simulate the zero mean, band-limited, white, Gaussian noise samples n" (I, m , n ) , were scaled by the standard deviation
where use was made of (4-14) through (4-16), P ( q , m, n ) is given by (4-17) and is different, in general, from element to element, L is given by (4-18) , and the SNRi, is is the power spectral density level of the noise at element (m, n ). Therefore, since the computer simulation required the noise variance to change from element to element so that the value of the SNRin remains the same at all elements, the power spectral density level changes from element to element. As a result, the decision threshold y actually implemented for computer simulation purposes was
where No (m, n ) is given by (4-23) , and the probability of false alarm PFA is specified.
Two different common transmitted electrical signals were used in the various test cases. The first type of signal was a single rectangular-envelope CW pulse given by
x ( t ) = A rect (t/T) cos ( 2~f c t ) -(4-27)
with corresponding complex envelope
T ( t ) = A rect (t/T) (4-28)
where Tis the pulse length in seconds, and
where d is the duty cycle and To is the fundamental period. Since the Fourier transform of (4-28) is given by 
(4-35

)
The second type of transmitted electrical signal used in the various test cases was single rectangular-envelope IEEE TRANSACTIONS ON ACOUSTICS, SPE IECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 12, DECEMBER 1987 LFM pulse given by with corresponding complex envelope
where rect ( t / T ) is given by , Tis given by , and b is the phase deviation constant with units of radians per second2. Using the method of stationary phase [ 161, it can be shown that the Fourier transform of (4-37) is given by The following set of parameters was used in the various test cases to establish the relative orientation between the transmit and receive arrays depicted in Fig. 1 , and to characterize the arrays themselves.
Transmit Array:
Receive Array: The line of sight range RLOS, that is, the distance along the line from the center of the transmit array to the center of the receive array, was
The line of sight angle PLos, as measured from the positive Y axis of the transmit array to the line of sight, was
Both .the transmit and receive arrays were amplitude weighted by a rectangular amplitude window. The farfield beam pattern of the transmit array was steered toward the center of the receive array.
All the various test cases about to be discussed were separated into two main categories, namely, the homogeneous and inhomogeneous medium test cases identified as HMGl and INHMGl, respectively. For the various homogeneous medium test cases, the speed of sound c was constant and was set equal to 1475 m/s. A linear sound-speed profile with constant gradient g [see (2-ll) , (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) , and (2-26)] was used for the various inhomogeneous medium test cases with the speed of sound at the center of the transmit array c( y T ) = 1475 m/s and g = 0.017 s-I. Two different estimates of time delay .i were used in the processing waveform given by (4) (5) for the various test cases. The first estimate was based on the line of sight range RLos and a constant speed of sound for a homogeneous medium, that is, . i = RLOs/c = 3000/1475 = 2.033898 s. The second estimate was based on ray acoustics for an inhomogeneous medium [26] , that is, where /3 ( y T ) is the angle of transmission at the center of the transmit array, and /3 ( y R ) is the angle of arrival at the center of the receive array which can be obtained from Snell's law as follows [26] : where Since both the transmit and receive arrays were nut in motion for the simulation results reported in this paper, +A = 0 and, as a result, the estimate of the Doppler shift 6 used in the processing waveformgiven by . (4) (5) for the various test cases was 6 = 0 Hz. We are now in a position to discuss the computer simulation results of the various test cases obtained by Blount [27] . Note the logical variables "STEER" and "DME-DIA" appearing in the legends of Figs done (using (3-4) and (3) (4) (5) with the model-based phase weights rpMD( f, a ) given by (3) (4) (5) (6) (7) (8) in Figs. 4-19 represent the theoretical probability of de-were computed from (4-6) through (4-8) with the magnitection that can be obtained when all of the output elec-tude square of the normalized autoambiguity 'function set trical signals from each element in the receive array are equal to unity in (4-8) . The values of probability of false exactly cophased, and when the estimates of the actual alarm ( P F A ) used in the various test cases were 0.1 and time delay and Doppler shift are exact. The dashed curves 0.01. The solid curves appearing in Figs. 4-19 For each value of input signal-to-noise power ratio (SNR,,), the simulation was run 100 times for a PFA = 0.1 and 500 times for a PFA = 0.01 [27] .
Figs. 4-7 represent the simulation results for the various homogeneous medium test cases using . i for a homogeneous medium as given by . These results represent the baseline performance of the computer simulation. As can be seen from Figs. 4-7 ; when STEER = TRUE, the simulation agrees reasonably well with theory. For a homogeneous medium, DMEDIA = FALSE.
Figs. 8-15 represent the simulation results for the various inhomogeneous medium test cases using . i for a homogeneous medium as given by . Figs. 8-1 1 for the single CW pulse and, Figs. 12-15 for the single LFM pulse, show the dramatic increase in receiver performance that was obtained when standard plus model-based phase weights were used. The net effect of the model-based phase weights is to force the inhomogeneous medium to act like a homogeneous medium. That is why . i for a homogeneous medium was used in the correlator receiver. . The increase in receiver performance ASNRi, for a PD = 0.5 obtained by comparing the solid curves in Figs. 9 and 16, and Figs. 11 and 17 for the single CW pulse, was approximately 2 dB in both cases (see Table 11 ). However, by comparing Figs. 13 and 18 , and Figs. 15 and 19 for the single LFM pulse, it can be seen that standard plus model-based phase weighting using f for a homogeneous medium results in vastly superior receiver performance ( >20 dB) compared to standard phase weighting only using ? for an inhomogeneous medium (see Table 11 ).
And finally, 
V. SUMMARY AND CONCLUSIONS
The computer simulation results presented in Section IV demonstrated that using standard plus model-based phase weights in conjunction with an FFT beamformer can increase the performance of a correlator receiver dramatically when trying to detect transmitted signals that have propagated through an inhomogeneous medium, and have been corrupted by zero mean, white, Gaussian noise at the receive array. The increase in receiver performance was from approximately 2 to 17 dB and greater depending on the test case (see Tables I and 11) . Table I summarizes the increases in receiver performance based on standard plus model-based phase weighting (beamsteering) at the receive array and using 'r for a homogeneous medium in the correlator receiver compared to standard phase weighting only and using f for a homogeneous medium. Since the operation of beamsteering precedes and is independent of the correlator receiver structure, one must first do correct beamsteering in order to acheive the maximum possible array gain. Then, in addition, a correct time-delay estimate is required in the correlator receiver in order to maximize the normalized autoambiguity function, and, hence, the probability of detection. The normalized autoambiguity function decreases in value from its maximum of unity as the errors in estimating time delay and Doppler shift increase. Table   I indicates that both waveform types benefit from modelbased phase weighting. Table I1 summarizes the increases in receiver performance based on standard plus model-based phase weighting (beamsteering) at the receive array and using f for a homogeneous medium in the correlator receiver compared to standard phase weighting only but using .i for an inhomogeneous medium. Table I1 indicates that the single LFM pulse benefits most from model-based phase weighting. Table 111 summarizes the receiver performance based on standard phase weighting (beamsteering) only at the receive array and using i for an inhomogeneous medium in the correlator receiver compared to standard phase weighting only and using 'r for a homogeneous medium. By comparing the data in Table 111 to the data in Table I , a decrease in receiver performance of approximately 1 dB was obtained for the single CW pulse when model-based phase weighting was not used. However, a significant decrease in receiver performance was obtained for the single LFM pulse when model-based phase weighting was not used.
Therefore, the results from Tables 1-111 indicate that while both waveform types benefitted from model-based phase weighting, the single LFM pulse benefitted the most.
Although the results presented in this paper are based on a limited number of test cases, they do suggest that the concept of model-based signal processing, wherein the detailed physics of a problem is incorporated into signal processing algorithms, has definite merit and warrants further study.
