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Abstract
Most materials, upon heating, expand into a larger volume through an effect known as
thermal expansion. However, some materials do not obey this intuitive phenomenon
and instead exhibit negative thermal expansion (NTE), which describes the anomalous propensity of these materials to shrink when warmed. Since its discovery, NTE
has been found in a wide variety of materials with an array of magnetic, electronic and
structural properties. In some cases, the NTE originates from the electronic degrees
of freedom in the system or through magnetic phase competition, but we here focus on
a particular class of NTE which originates solely from the temperature-dependence of
the vibrational modes in the lattice and structural phase competition in the absence
of magnetic contributions, a property termed structural negative thermal expansion
(SNTE). The primary subject of the study herein is scandium trifluoride (ScF3 ), a
material exhibiting exceptionally strong NTE that persists over a broad temperature
range which was identified nearly a decade ago. We present recent experimental and
theoretical work which attempts to elucidate the lattice dynamical origins of the observed NTE, in particular through a connection to the low temperature soft-mode
dynamics arising from phase competition near a structural quantum phase transition
(SQPT). To further bolster the hypothesized connection between the vibrational dynamics near the SQPT and the development of NTE, we present new experimental
evidence in mercurous iodide (Hg2 I2 ), which - in parallel with studies of ScF3 - is suggestive of a generic mechanism for realizing NTE in certain material classes. From
the results of our study, we propose a set of materials design principles which may
aide in the identification and discovery of new SNTE materials.
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Chapter 1
Introduction
1.1

Negative Thermal Expansion

Thermal expansion is a thermodynamic property that describes the dimensional fluctuations of a material as a function of temperature. The property of a material to
expand when heated is one familiar to most, i.e. through running your hand under
hot water to take off a stubborn ring. Quantitatively, the volumetric coefficient of
thermal expansion (CTE), αV , is defined as


1 ∂V
αV :=
(1.1)
V ∂T P
that is, the fractional change in the volume with temperature at constant pressure
[1]. In a staggering abundance of cases, the volumetric CTE is positive indicating an
increase in volume with an increase in temperature, a behavior consistent with our
prior intuition.
In contrast with this intuition, thermodynamics does not require αV to be positive,
and there are an ever-growing number of identified materials in recent years where
the volumetric CTE (or one of the related linear CTE αL ) is negative, a relatively
anomalous phenomenon termed negative thermal expansion (NTE). That is, a material possessing NTE is one which gets smaller with an increase in temperature, either
along one, two or all of its three-dimensional axes. One particularly familiar example
of NTE is in water just above the solid-liquid phase boundary, which is why ice has a
lower density than liquid water and floats [2]. This is an example of NTE at a phase
transition. Another example is a rubber band, when warmed the rubber actually
shrinks due to entropic favorability of lower volume, highly dis-ordered states.
3
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Fundamentally, at the microscopic level, thermal expansion in a solid material
arises from the vibration of atoms. As temperature is increased, the amplitude of
these vibrations increases and the atoms require more space, leading to an increase
in the interatomic spacing. This increase in the interatomic distance with an increase
in temperature is true for all materials regardless of the sign of the overall lattice
CTE, because of the typical interatomic potential that is hard at short distances
but soft at large distances. The study of thermal expansion is of interest from a
theoretical perspective for several reasons. First, thermal expansion deviates from
the classical treatment of these atomic vibrations (also known as phonons in the
quantum mechanical treatment). The textbook approach to studying a dynamical
lattice assumes a harmonic interatomic potential energy and a crystal is treated as
an ensemble of coupled, simple harmonic oscillators [1, 3, 4]. That is, the potential
energy is of the form
1
(1.2)
VSHO = k(u − u0 )2
2
where k is a spring constant and u0 is an equilibrium distance. With the approxi-
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Figure 1.1: This figure shows the expectation value of the interatomic distance for
the Lennard-Jones potential and the harmonic approximation, clearly showing the
respective amplitude dependence and independence. The amplitude of the lattice
vibration is related to the temperature.
mation given in 1.2, the model system will exhibit no thermal expansion, since for a
simple harmonic oscillator the expectation value of displacement (u − u0 ) will always
be the equilibrium value u0 regardless of the amplitude of vibration. It is in this regard
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that thermal expansion is considered a purely anharmonic effect, in that it arises from
terms in the potential energy beyond the harmonic (u − u0 )2 term. As usual, such
phenomena that escape simple explanation lead to deeper, more interesting physical
studies.
Furthermore, NTE is a topic of interest because, as mentioned before, the interatomic distance increases for all materials regardless of the sign of CTE. This may
be disparate with the notion that the CTE is negative, however the mechanism for
NTE is not typically the shortening of physical interatomic bonds, but is rather associated with low-energy modes of the dynamic lattice which correspond to coordinated
motions of larger molecular subunits. Although the interatomic distance increases,
these modes displace groups of atoms in a psuedo-rigid fashion leading to an observed
NTE. These mechanisms will be discussed in further sections, but it is worth noting
now that the precise mechanisms for NTE have not been yet identified in full.

1.2

Brief History of NTE Materials

Negative thermal expansion (NTE) and the equally interesting phenomenon of ultralow thermal expansion (ULTE) are not new [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15],
but there have been significant advancements in the past few decades which have
substantially advanced our understanding of the various mechanisms behind and the
classes of materials that can host such anomalous behavior. In particular, recent
discoveries place NTE closer to industrial applications, given the diversity of electronic, magnetic and structural properties of the materials discovered to exhibit NTE
behavior, in addition to a broad range of the magnitudes of the coefficients of NTE
observed [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. The remainder of this thesis will focus on
one such mechanism of NTE, termed structural negative thermal expansion (SNTE),
where the observed NTE arises from purely structural origins, without the added
effects of magnetic or electronic phase competition. To put the present discussion in
context of the current state of affairs, we give here a brief overview of some of the
landmark discoveries in NTE research.

1.2.1

ULTE and the InVar Effect

One of the most notable early discoveries in the field of ULTE and NTE is the
anomalously low coefficient of thermal expansion (CTE) in InVar, which was reported
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Metals
[r1]

α
Optical
−6
(10 /K) [r2]

α
Misc.
−6
(10 /K) [r1]

α
(10−6 /K)

Al
Cu
Au
Fe
Pb
Ni
Pt

23.1
17.0
14.0
11.8
29.0
13.0
9.0

0.55
5/25
7.1
8.5
13.7/8.5
18.9
5.3/4.5

12.0
250
54.0
52.0
69.0
51.0
-

SiO2
CaCO3
N-BK7
N-SF11
MgF2
CaF2
Al2 O3

Concrete
Ethanol
Oak
PVC
Water
Ice
-

Table 1.1: Table of thermal expansion coefficients of some commonly encountered
materials including metals, common optical substrates and some miscellaneous materials of general interest. These values are linear CTEs and multiple values correspond
to differing CTE in anisotropic structures, when applicable [17, 18].
in 1896 by Charles Guillaume who was later awarded the 1920 Nobel Prize in Physics
for his discovery [5]. InVar is a nickel-iron alloy, which as a function of the alloy
ratio has an extremum in the room-temperature linear CTE near 36% nickel at a
value of only 1.2 ppm/K as shown in Figure 1.2 (a) [16]. To put in this value in
context, the CTEs for several common materials are given in Table 1.1 above; as can
be seen, among single crystal metals the CTE is especially small and has been found
to persist over a broad temperature range. The significance of this discovery lies in its
application to thermally stable scientific instrumentation and still finds applications
in research and industry, especially for internal components of laser cavities where
mechanical stability is paramount.
The generalized InVar effect, which has since been discovered in a variety of other
materials, has long been known to be due to magnetic effects. The basic model, first
put forth by Weiss [13], is the 2-γ model for iron which describes the competition between a high-volume ferromagnetic state and a lower-volume anti-ferromagnetic state.
The pure, stoichiometric state of iron gives a configuration of these two states which
lead to the observed positive thermal expansion. However, as a function of alloy ratio
with nickel, the energy structure of each state is modified so as to reduce the energy
gap, and the thermal-occupation of each state reduces the overall thermal expansion
magnitude. This model, although giving the essential picture, is not fully supported
by experimental evidence which shows that two such states represent separate pha-
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(a)

Guillaume,
Nobel prize 1920

(b)

Schliffgarde

V = 78.8 Å

2

V = 68.6 Å

2

Figure 1.2: (a) Thermal expansion as a function of alloy ratio (solid) at 20◦ C and
300◦ C with expected linear extrapolation shown (dotted) [5]. The sharp minimum
near 36% Ni ratio at room temperature shows ULTE in the InVar composition; (b)
A demonstration of the coupling of unit cell volume to magnetic phase in Iron/Nickel
supercells with a nearly ferromagnetic high-volume state and anti-ferromagnetic lowvolume state, providing the basis for the 2-γ model for describing the InVar effect
[16].

Page 7

Lattice Dynamical Origins of Negative Thermal Expansion

Connor A. Occhialini

-ses not thermally-reachable excited states without undergoing a magnetic phase transition. Instead, a more accurate picture is captured by invoking the local magnetic
moments in the alloy and how the magnetically frustrated states below the transition temperature couple to thermal-induced phenomena such as thermal expansion
through the magnetovolume effect [16].
While the discovery of InVar was the first report of ULTE, a truly negative CTE
had not yet been observed at this time. Some of the earliest reports of NTE included
NTE of moderate magnitude manifest at low-temperatures, such as the sign-change
in the thermal expansion of Silicon near 120K [11], other semi-conductors such as
Indium Antimonide [12] and Uranium [19]. At this time, there were few materials
exhibiting this anomalous property and in order to explain this, Gibbons invoked
mode Grüneisen parameters, which describe the change in the vibrational frequencies
of the lattice with volume. A detailed discussion of Grüneisen theory and the quasiharmonic approximation for lattice dynamics can be found in Appendix A.

1.2.2

Broadened Magnetic and Electronic Phase Transitions

The thermal expansion in InVar was discussed above to be due to the competition
between the low-temperature high-volume (LTHV) ferromagnetic (FM) and hightemperature low-volume (HTLV) anti-ferromagnetic (AFM) states, which can be seen
as a thermally-broad second-order magnetic phase transition between the FM and
AFM states. Such a situation is not unique to InVar and the existence of LTHV and
HTLV phase competition of various magnetic or electronic origins have been identified
and applied in the discovery of tunable negative thermal expansion materials.
The first example of such a situation we will give is related to the origins of ULTE
in InVar. The family of anti-perovskite manganese nitrides Mn3 AN, where A = Zn,
Ga, Cu, Ge etc., are well-known for their strong mangetovolume effects (MVE) that
accompany first-order magnetic phase transitions [20, 21]. For example, with A-sites
of Ga and Zn, there is a first-order paramagnetic to anti-ferromagnetic phase transition near 290K and 165K, respectively. The magnetic transition is not accompanied
by structural transition, with the anti-perovskite lattices preserving cubic symmetry
below Tc , however there is a concomitant discontinuous volume increase in the cubic
lattice parameter at the transition. The overall volume change is on the order of a
couple percent, which is significant over such a brief thermal window. Unfortunately,
the sharp first-order behavior of the pronounced NTE effect makes it undesirable for
industrial applications, where tunable NTE coefficients over large thermal windows
Page 8
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is necessary. The inverse magnetic susceptibility and lattice parameter temperaturedependance for several A-sites are shown below in Figure 1.3 (a), (b).
One notable anomaly visible from the below figure is the case of Mn3 CuN, which
goes ferromagnetic at Tc = 143K but lacks the characteristic magnetovolume coupling
common to most other manganese nitrides. It was found by Takenaka et al., however,
that doping the Mn3 CuN lattice with small amounts of Ge restore the large MVE and
has the added effect of broadening the first-order transition into a quasi-continuous
contraction that has significant thermal persistence. The results for the lattice parameters of Mn(Cu1−x Gex )N are shown below in Figure 1.3 (c). As can be seen, a
large discontinuous MVE-induced jump in the lattice parameter is reintroduced near
the doping of x = .15, and at higher doping levels, the transition temperature is
enhanced towards room temperature. For a doping of x = .47, the transition occurs
over a temperature window of T = 262-342 K, with ∆T = 75K and has a significant
linear expansion coefficient over this range of αl = −16ppm/K.
(a)

(b)

(c)

Figure 1.3: Shown here is the (a) lattice parameters ∆L/L and (b) inverse magnetic susceptibility χ−1 for stoichiometric manganese nitrides Mg3 AN for indicated
A-sites. The inset in (b) shows the Γ5g spin structure of the low-T AFM state.
Shown in (c) is the lattice parameter dependence on temperature and doping ratio x
in Mn3 (Cu1−x Gex )N. Figures from [20, 21]

K. Takenaka and H. Takagi, App. Phys.
NTE occurring near phase transitions is not unique to magnetic transitions - there
Lett. 87 (2005)
are also many examples of a similar phenomenon at electronic transitions. One of the
more notable examples of this is in the perovskite bismuth nickelate, BiNiO3 . First
investigated as a function of pressure, there is a known intermetallic charge transfer
5+
3+
3+
3+
transition, which changes valence distributions from Bi3+
.5 Bi.5 Ni O3 to Bi Ni O3 ,
which is accompanied by a triclinic to orthorhombic structural transition [22]. At
the transition, all three inequivalent axes of the triclinic state experience a length
Page 9
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increasing at the transition, leading to an net volume increase below Pc which can be
seen in Figure 1.4 (a). The length contraction is due to an decrease in the ionic radius
of the N3+ over the N2+ , which overwhelms the increase in the ionic size for the Bi
atoms. The NiO6 octahedra increase in size and the Ni-O-Ni bond angles flatten into
the higher-symmetry orthorhombic structure, enhancing the pressure-induced volume
reduction.
(a)

(b)

(c)

Figure 1.4: Shown here are the (a) pressure-induced changes in the lattice parameters of the 3-axes in BiNiO3 , (b) temperature-evolution of the unit cell volume in
Bi.95 La.05 NiO3 showing phase coexistence and (c) the corresponding phase-averaged
dilatometric linear expansion data. Figures from [22].
Azuma
et al. Nat.first-order,
Comm. 2011
In addition to this, while the electronic transition
is definitively
the
corresponding structural changes have an appreciable thermal width and two-volume
states coexist over a window of ∆T ∼ 80K, meaning a dilatometric measurement of
the lattice volume would show near continuous evolution between the two states. The
results of the study by Azuma et al. [22] are given in the above figure, where they have
doped slightly with La at x = .05 to suppress the transition to near room temperature
at atmospheric pressures. Over the temperature window for the transition, they
report a linear NCTE of αL = −82ppm/K which occurs near ambient conditions,
classifying this compound as one with so-called colossal NTE which may open a new
route toward specific industrial applications. One downside to note with this class of
materials, as shown in Figure 1.4 (c) is the strong 20K hysteresis, which may be a
hinderance to some applications.

1.2.3

Zirconium Tungstate and Rigid Unit Modes

The most serious recent attention to NTE research began with the discovery of NTE in
an unusual source, the ceramic material zirconium tungstate (ZrW2 O8 ) in the 1990’s
[23]. This discovery represented one of the most important advances due to the
Page 10
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large-magnitude isotropic negative linear CTE in ZrW2 O8 of -9 ppm/K over a broad
temperature range 3-1050K, the full temperature-range of its solid phases. Unlike
the magnetic origins of the ULTE in materials with the InVar effect briefly discussed
above, the origin of NTE in ZrW2 O8 is purely due to the structural dynamics of the
lattice. This metal oxide compound has a relatively complex crystalline structure,
with a 44-atom cubic unit cell arranged in the form of the well-known NaCl structure
with ZrO6 octahedra at Na sites and doubly joined WO4 tetrahedra at Cl sites as
shown in Figure 1.5 (a). One essential feature of the structure, a key to explaining the
NTE, is a singular free oxygen on each WO4 tetrahedra which is not shared with a
neighboring ZrO6 octahedra, resulting in a substantial translational degree of freedom
in the framework.
The polyhedral units formed out of the central metal ions and peripheral oxygen
atoms are bonded strongly and the bond-stretch energy scales required to distort these
polyhedra are large in comparison to the intra-polyhedral bond-bend and torsion energies at the shared oxygen sites. Thus, the lowest-energy modes of the structure
comprise of vibrations which predominately preserve these polyhedral subunits, a
phenomena termed rigid unit modes (RUMs). It should be noted that RUMs as a
mechanism for NTE are found in many open framework structures. Many of the
RUMs in ZrW2 O8 correspond to large amplitude vibrations of the free-oxygen atom
identified earlier and have largely negative mode Grüneisen parameters. Thus, especially at low temperatures where the lowest-energy modes are the most occupied,
these RUMs dominate in their contribution to the observed thermal expansion.
These claims for the origin of the NTE are supported by substantial experimental
evidence, including analysis of the low-temperature heat capacity and lattice parameter temperature dependence, pointing towards low energy optic mode contributions to
the observed CTE [24, 25, 26, 27, 28]. In addition, inelastic neutron scattering (INS)
measurements of the phonon dynamics show an anomalous pressure-dependence on
the vibrational frequencies. As a brief introduction, the mode Grüneisen parameter
γi is defined to be
1 ∂ωi
V ∂ωi
γi := −
=
,
ωi ∂V
ωi κ ∂P
where κ is compressibility. Thermodynamics shows that γ is proportional to the
thermal expansion,
κ
α.
γi =
cV ρ
The INS study revealed large phonon softening (decreasing ωi ) with increasing presPage 11
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sure for low-energy optic modes below 8meV, yielding a negative γi translating into
a negative contribution to the overall CTE.
The most accurate microscopic description of the primary mode leading to NTE is
revealed by X-ray absorption fine structure (XAFS) measurements [27], which show
the inter-polyhedral Zr-O-W bond length has a very small temperature-dependence,
suggesting this bond is rigid. From this data, along with Raman and IR reflectivity
studies [29], it was suggested that the primary mode corresponds to WO4 tetrahedra
translations along (111), collapsing the structure by pulling in the corner-shared ZrO6
octahedra as can be seen in Figure 1.5 (c). A complete picture of the NTE in ZrW2 O8
is still under contention, including the possible contributions of modes with energies
larger than the lowest-energy < 10 meV optic modes [30].
(a)

(b)

(c)

Relative Expansion %

0.3

0

0.3
0.5

ZrO6

WO4

0

200

400

600

800

1000

Temperature (K)

Figure 1.5: Shown above: (a) the cubic structure of ZrW2 O8 , clearly showing the
arrangement of corner-sharing ZrO6 octahedra and WO4 JNH
tetrahedra
the NaCl
PRL in
2004
JSO Evans
1996
structure with lattice
parameter
of 9.15 Å[23]; (b) the temperature dependence of
the lattice parameter showing NTE from 0.3 - 1050 K; (c) the low-energy (3.5 meV)
optic phonon hypothesized to dominate the NTE contribution [29].
RUMs as a mechanism for NTE have been noted as a simple model to understand
the microscopic origins of NTE in a variety of materials beyond ZrW2 O8 , which is
evidenced by their appearance in a staggering number of review articles on the subject [26, 15, 27, 9, 14, 8]. Early notions of the role of rigidity in anomalous thermal
expansion were discussed in a class of materials termed silicates, including minerals
such as LiAlSiO4 (β-eucryptite) and Mg2 Al4 Si5 O18 (cordierite). In this structure, the
aluminum and silicon atoms have a tetrahedral oxygen coordination and Li atoms lie
with either tetrahedral or octahedral coordination within the hexagonal-like framework determined by the AlO4 and SiO4 tetrahedra. It has been found that the Al-O
and Si-O bonds are relatively stiff and exhibit little thermal expansion; this, in conPage 12
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junction with the usual thermal expansion of the Li-O bonds, results in 2-dimensional
expansion in the a-b plane and uniaxial NTE along c. A basic model of this is depicted
in the a-c plane in Figure 1.6 [31].
horizontal expansion

Si-O
Li-O

Al-O
Heating

vertical contraction
A.W. Sleight

Figure 1.6: A basic model showingThermal
the a-c
plane of LiAlSiO4 , depicted the mechanism
Contraction
Endeavours
1995 text [31].
for uniaxial NTE along c as described in the
This type of NTE is due to the relative rigidity of certain bonds over others,
but the polyhedral units are not necessarily preserved geometrically, unlike the case
of ZrW2 O8 . A more stunning example of RUMs more in line with the models of
ZrW2 O8 comes from a class of cyanide bridged compounds, most important Cd(CN)2 .
In contrast to the bridging atom case, a bridging molecule, in this case a bridging
cyanide, adds extra degrees of freedom and permits more thermally activated lower
volume states, which enhance the RUM NTE effect previously identified in ZrW2 O8 .
In Cd(CN)2 , the maximum observed linear CTE is αl ∼ −34ppm/K, a nearly 4-fold
enhancement over the CTE in ZrW2 O8 [32].
In comparison to zirconium tungstate, cadmium dicyanide has a relative simple
structure - but our last important example simplifies the structural complexity even
further. Rhenium oxide, ReO3 , is an open-perovskite material, characterized by ReO6
octahedra arranged in a cubic lattice. In comparison with traditional perovskites
with formula ABX3 , the lack of an A-site in ReO3 yields a large void in between the
octahedra, which is a common theme among SNTE materials. Again, in this material
the Re-O and O-O bonds are stiff, largely preserving the geometry and dimensions
of the ReO6 octahedra and NTE arises from large transverse motions of the linking
oxygen atoms through Re-O-Re bond-bending. The exact modes in the RUM picture
will be discussed in great detail later in this thesis [33, 34].
Some further studies on the NTE in ReO3 have revealed that static disorder
Page 13
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present from poor growth quality and defects have shown that static disorder can
negatively effect SNTE in both maximum magnitude and in the PTE/NTE crossover
temperature as shown in Figure 1.7 (a) [35]. This point will become important later,
and suggests that clean, high-quality and stoichiometric crystal may be important for
realizing strong SNTE in these materials displaying RUM behavior. Furthermore, as
a final point, we show in the figure below how the open-perovskite ReO3 structure
lends itself naturally to the 2D constrained lattice model (2D CLM) and is therefore a
prototypical material to investigate the validity of these modeling efforts (see Chapter
3).
(a)

Increasing Powder Quality
(b)

(c)

Heating

ReO3

2D CLM

Figure 1.7: (a) The thermal expansion of ReO3 and its dependence on static disorder
[35]; (b) the open-perovskite structure of ReO3 and (c) the 2-dimensional constrained
lattice (RUM) model commonly used in reviews to describe SNTE.
A more recent example of a material where RUMs are hypothesized to dominate
SNTE is in scandium trifluoride, ScF3 , which is isostructural to ReO3 in the openperovskite structure, but also displays much more prominent and thermally-robust
NTE. ScF3 is the primary subject of the upcoming chapters.

Page 14

Chapter 2
Strong Negative Thermal
Expansion Material Scandium
Trifluoride
The nonmagnetic ionic insulator scandium trifluoride, ScF3 , was discovered nearly a
decade ago to exhibit strong (O(−1 × 10−5 )/K) , isotropic and thermally persistent
(20 - 1100K) SNTE [36]. Besides the exceptional thermal expansion properties of the
system, rivaling those of ZrW2 O8 , ScF3 with its 4-atom unit cell has a substantially
lower complexity in its structural properties than other previously discovered SNTE
materials; therefore, ScF3 presents the simplest limit imaginable to examine the lattice
dynamics leading to SNTE without the competing effects that would derive from a
rich magnetic, electronic or structural phase diagram. The originally reported NTE
in ScF3 is shown in Figure 2.1 (a) below.
The room-temperature structure of ScF3 is the A-site-free open-perovskite structure, isostructural to ReO3 as shown in Figure 1.7 (b) above and Figure 2.1 (a) (inset)
below, with a space group P m3̄m. In fact, one anomaly of ScF3 over other isostructural compounds is the stability of the cubic phase for all temperatures below its
solid-liquid phase boundary near T ∼ 1800K, while most others already fall into a
lower-symmetry rhombohedral state even above room temperature. We present the
structural phase diagram of BF3 perovskites in Figure 2.1 (b) below, where B is a 3d
transition metal [37]. Again, the unicity of ScF3 among this materials class is highlighted by the stability of the cubic phase, which is observed to persist even down to
cryogenic temperatures at ambient pressure.
The realized structural phase transition from the cubic P m3̄m to the rhombo15
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(b)

Figure 2.1: Shown above is (a) the lattice parameter of ScF3 measured by multiple
techniques over a broad temperature range as reported for Greve et. al [36] and (b)
the BF3 structural phase diagram taken from Handunkanda et. al [37].
hedral R̄3c phases in the 3d transition metal trifluoride perovskites is induced by a
freezing, of softening to zero, of the R4+ optical phonon frequency. Microscopically,
this mode freezing corresponds to a static staggered rotation of the BF6 octahedra
about the h111i axis in the cubic unit cell, which is shown as insets in Figure 2.1 (b)
above. This mode and the associated optical branch that extends from the M point
(q = π/a(1, 1, 0)) to the R point at q = π/a(1, 1, 1) are important beyond the lattice
instability inducing the rhombohedral phase, as they also play a central role in the
thermal expansion properties of these systems and in particular to the strong NTE
found in ScF3 . In fact, this manifold of zone-boundary optical phonons are what
are interpreted as the NTE causing RUMs, i.e. those with large negative Grüneisen
parameters that shrink the lattice upon thermal activation. These modes were identified to play a role in the NTE observed in ReO3 and are associated with the large
transverse fluctuations of the bridging O-atoms, but it is believed the contribution of
these modes to NTE is enhanced in ScF3 , possibly due to the realization of increased
local rigidity of the octahedral subunits [36].
The stability of these dynamical rotations in ScF3 are essential for the NTE effect. In neighboring trifluorides, the instability of the R point optical mode and
the driving of the rhombohedral phase has the effect of substantially collapsing the
structure with increasing magnitude as temperature is lowered, leading to significant
positive thermal expansion in all cases, e.g. in TiF3 . This can be seen in Figure 2.2
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(a) below, where we present the thermal expansion results of doped Sc1−x Tix F3 compounds. Significantly, these doping studies provide a means of tunability to the room
temperature CTE nearly continuously to zero, at the expense of thermal range due
to the doping-ratio-tuned rhombohedral transition temperature [38]. Further doping
studies, for example with Al [39] as was used for the structural phase diagram above,
were used to calculate the pressure dependence of the cubic-rhombohedral phase transition temperature dTc /dP , and show an increase in Tc for all cases, with near linear
behavior and little dependence on Sc ion concentration, with a relatively large slope
of dTc /dP ∼ 400 − 500 K/GPa. Such a large barocaloric effect across this materials
class has attracted additional attention to BF3 metal trifluorides in recent years [40].

(a)

(b)

Figure 2.2: Shown above is (a) the lattice parameters of Sc1−x Tix F3 systems for different doping ratios x [38] and (b) pressure-temperature plots of the cubic-rhombohedral
phase transition in Sc1−x Alx F3 , showing the relatively large barocaloric effect giving
dTc /dP ≥ 400 K/GPa [39, 40].
More interestingly, ScF3 poses a difficult limit for standard analyses that use harmonic and quasi-harmonic lattice dynamics calculations used by theorists to estimate
various observable quantities. Within these models, the anharmonicity is typically
viewed as a small perturbation on the harmonic potential of the lattice but if a
non-harmonic potential term dominates, the quasi-harmonic approximation (QHA)
is invalid. Li et. al [41] have recently investigated the phonon dynamics using inelastic neutron scattering (INS) in conjunction with QHA and molecular dynamics (MD)
simulations and have concluded that detailed calculation of all Grüneisen parameters
and averaging over all modes substantially underestimates the thermal expansion. In
fact, the experimental data is much better supported by calculations based on a purely
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quartic potential for the transverse vibrations of the bridging F ions, signifying an
interesting limit of anharmonic lattice dynamics. Further, they observe a breakdown
of the energy scales of the phonons, where a 0-30 meV range correspond primarily
to transverse F ion motion, while higher energy bond-stretch modes with 60-90 meV
correspond mostly to longitudinal F ion motion. The large fluorine fluctuations responsible for the NTE, mostly arising from the lower-energy modes 0-30 meV, and
the entropy these generate are likely responsible for the large temperature range of
the cubic phase stability, preventing the realization of the competing rhombohedral
phase [41, 42, 43].
The question of the cubic phase stability in ScF3 has been further investigated
by Handunkanda et. al [37], whose report employed Inelastic X-ray Scattering (IXS)
to study the lattice dynamical properties of the soft optical phonons along the M -R
branch of the cubic Brillouin zone. What they found was that these NTE optical
modes exhibit near zero dispersion along the zone boundary, near ~ω ∼ 3.5 meV
at room temperature, with the R point optical mode lying < 200 µeV below the
energy of the corresponding M point mode. As temperature is decreased, the entire
band flattens uniformly, down to a mode energy near 1 meV at 8K. The temperature
dependence of the phonon dispersion has been subsequently modeled accurately using
ab initio lattice dynamics calculations and is shown below in Figure 2.3 (b) [43].
The considerable softening of the R4+ -point lattice distortion indicates that the lattice is approaching a structural instability, which occurs when this mode condenses
and induces the rhombohedral transition observed in other 3d-transition metal trifluorides. Furthermore, the proximity of this soft-mode to condensation is suggestive
that this transition is incipient, and using this mode energy as the order parameter in
a mean-field context describing the structural phase transition [1] implies an effective
transition temperature of Tc ∼ −39K, which can be driven to 0K by an application
of as little as .074GPa. As further evidence of an incipient structural transition, the
study also reports the emergence of a quasi-elastic central peak in the S(q, ω) measurements, a common feature that is known to preempt an approaching structural
transition [44, 45].
The significance of the low-energy scale of the optical NTE modes circumscribing
the Brillouin zone is that it could describe the sign-change and strengthening of
the NTE effect as temperature is lowered. We discuss the lattice dynamics and
various features resultant from incipient soft-modes with negative Grüneisen/latticeshrinking effect in more detail in Chapter 4 below and show that ScF3 is not unique
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(c)

(d)
(b)

Figure 2.3: Shown above is (a) the IXS phonon dispersion showing the dispersionless
M -R branch and its significant softening upon lowering of temperature from 300 to
8K, with an inset of the cubic Brillouin zone of ScF3 [37]; (b) the calculated temperature dependence of the phonon dispersion and agreement with IXS data calculated
by Mingo et. al [43]; (c) and (d) show the inelastically scattered signal for different
temperatures at the R point and slightly off the R point showing the emergence of
a quasi-elastic ”central” peak in ScF3 above the incipient structural quantum phase
transition [37]
in hosting these two anomalous properties. In what immediately follows in Chapter
3, we consider a model that goes beyond the harmonic approximation of traditional
lattice dynamics and take the assumption of molecular rigidity seriously in an attempt
to explain the role that RUMs have in the NTE observed in ScF3 and provide a means
for applying these 2-dimensional models to real lattice systems.
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Chapter 3
Rigid Unit Mode Analysis and
Application to Perovskite NTE
Materials
As was mentioned at the end of Chapter 1, the ReO3 -like structure of SNTE material
ScF3 is a prototypical material to test the validity of the rigid unit mode (RUM) model
for describing NTE. In general, the various interplay of mechanisms in SNTE can be
quite complicated: in some instances, it is more appropriate to consider perfectly
rigid bonds, such as in β-eucryptite, and view the structure as a framework of rods
- a model which is common within the soft-matter community [46] and has a welldeveloped framework within structural mechanics [47]. In other cases, particularly
in the NTE open-perovskites ReO3 and ScF3 , the model of rigidity moves beyond
individual bonds and rather towards geometrical rigidity of larger molecular units. In
this chapter, we take the latter approach and investigate the full dynamics of a the 2D
constrained lattice model (CLM), which can be viewed as a 2-dimensional projection
of the open-perovskite lattice and is perhaps the simplest model giving rise to NTE,
and one which has appeared as a descriptive mechanism for NTE in a large number
of published work in this area [8, 9, 14, 15, 27]. From this, we show how the dynamics
of this simple model can be related to observables of the full 3D cubic lattice of ScF3 .
For complete references, refer to the published articles [48, 49].
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Classical, Quantum and Thermodynamics of a
Lattice Model Exhibiting Structural Negative
Thermal Expansion

3.1.1

The 2D CLM and its Classical Dynamics

We show in Figure 3.1 below a representative 2D CLM with a finite 7x7 lattice
size. The crystal consists corner-linked squares, in which each square is assumed to
have perfect geometric integrity, with infinitely stiff internal bond strength. In our
particular case, we imagine that each square represents the 2D projection of an ScF6
octahedra in ScF3 . The only local degree of freedom between neighboring squares is
a bond-bend at the hinge site, and perfect rigidity of the squares implies this local
degree of freedom translates into a unique degree of freedom for the entire lattice,
irrespective of size. If we give each square a length of a0 and arrange a lattice Nx
x Ny in such a fashion, we get a lattice N = Nx Ny diamonds, whose state can be
described uniquely by supplying the angle of rotation θ of a single square.

Figure 3.1: The 2D CLM, showing the static structure with angle (a) θ = 0 and (b)
θ 6= 0 representing a thermal activation of the single zero-mode allowed by enforcing
full rigidity of the structure. This thermal activation, leading to non-zero θ, decreases
each linear dimension by cos(θ).
The area of the lattice as a function of this angle is given by
A(θ) = N a20 cos2 (θ) := A0 cos2 (θ),
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and thus, any thermal activation of this mode to non-zero values of θ reduces the
volume of the lattice, leading to NTE. This is perhaps the simplest model, one with
only one degree of freedom, that can support NTE. We continue here with small,
finite 2-dimensional lattices and offer a method to generalize the results to 3D and a
remedy for taking the thermodynamic limit.
To calculate the lattice dynamics resultant from this structure, we first study the
classical dynamics. First, consider the kinetic energy. We can locate each square and
its velocity as a function of floppy mode angle θ with respect to the center of mass of
the crystallite. Using Figure 3.1 (b) and indexing with integer pairs (nx , ny ), we read
off
r(θ) = (nx , ny )a0 cos(θ)
ṙ(θ) = −(nx , ny )a0 θ̇ sin(θ)
(3.1)
and taking the sum of the translational kinetic energy (Kt ) components over the
entire crystal,
X
X 1
1
1
m ṙ2 = θ̇2 sin2 (θ)
m (rnx ,ny (0))2 := Ic θ̇2 sin2 (θ)
(3.2)
Kt =
2
2
2
n ,n
n ,n
x

x

y

y

where we have defined a static (θ = 0) moment of inertia type quantity of the crystal,
X
Ic :=
m (rnx ,ny (0))2 ,
nx ,ny

under the assumption that the mass distribution of each square is localized near the
center (point-mass-like). In the limit of point-masses, this is exactly the moment of
inertia of the system. We can further add the rotational contributions to the kinetic
energy, which is simply given by as
X
X 1
1
Kr =
Kr =
I θ̇2 = I N θ̇2
(3.3)
2
2
n ,n
n ,n
x

y

x

y

where I is the moment of inertia of a single square. Taking the total kinetic energy
yields,
1
1
K = K t + K r = Ic θ̇2 sin2 (θ) + N I θ̇2
2
2
1
:= N I θ̇2 (1 + k 2 sin2 (θ))
2
where we define the dimensionless quantity,
r
p
Ic
k :=
= γN
N I

γ :=

(3.4)
(3.5)

Ic
.
N2 I
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Here, the quantity γ is independent of crystallite size and depends only on the aspect
ratio (Nx /Ny ) of the crystallite and the mass distribution for each square. Thus, for
a square (Nx = Ny ) crystallite, we get a dimensionless quantity that depends only on
the modeled material, which in this case equals γ ∼ 1.79 for ScF3 . The fact that γ is
independent of crystallite size implies that k 2 ∝ N .
One important note, and one which is absent from previous considerations of the
2D CLM, can be seen from examination of Eq. 3.5. We see that the rotational and
translational kinetic energy contributions scale differently with respect to system size
N ; while the rotational contribution K r scales extensively with the system ∝ N ,
the translational component K t scales super-extensively ∝ N2 . Thus, at large system
sizes, K t  K r and dynamics resultant from solely rotational energetic considerations
will no longer be valid; the translational energy contribution is precisely the one
missing from previous analyses.
Moving forward, we introduce a restoring potential at each hinged joint in the
form,
1
V (θ) = κ(1 − cos(θ)) −→ κθ2 (small-angle)
2
which reduces to a harmonic potential in the small-angle limit, as shown. If we sum
over all Nb bonds (shared-corner sites,), we can write down the classical hamiltonian
for the system and reduce it to small angles
1
E = N I (1 + k 2 sin2 (θ))θ̇2 + Nb κ(1 − cos(θ))
2
o


1n
=
N I 1 + (kθ)2 θ̇2 + Nb κθ2
2

(3.6)
(3.7)

In the limit of infinite system size, one gets Nb = 2N . If you restrict to a single
period, the solutions of Eq. 3.7 can be determined by the inverse function
Z θs
i
1 + k 2 θ02 0
1 h −1
1
2
dθ
=
E
sin
(
θ̃),
−(kθ
)
(3.8)
t(θ) =
0
ωp 0
θ02 − θ02
ωp
where θ̃ = θ/θ0 , E(ϕ, m) is the incomplete elliptic integral of the second kind and
p
ωp :=
Nb κ/N I is the frequency of the equivalent small-angle pendulum with
k = 0. The resulting dynamics are uniquely determined by the quantity kθ0 , that
is the material, the system size and the amplitude of the floppy mode. We plot the
classical solutions θ̃(t), the probability P (θ), velocity and phase spaces for different
values of kθ0 in Figure 3.2 below.
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(e

Figure 3.2: The classical solutions of (a) θ̃(t), (b) the probability distribution
P (θ) ∝ 1/θ̇, (c) normalized θ̇(t) and (d) the classical phase space contours for different values of kθ0 = {0, 1, 101/2 , 10, 103/2 , 105/2 }, the quantity that uniquely determines
the deviation from harmonic behavior, where k = 0 is the harmonic solution. The
time axes in (a) and (c) are scaled by the period τ , see text.
As can be seen from the above figure, the limit k = 0 returns the expected
harmonic solutions, while the limit of large k (large system size) can be solved exactly
for one period,
(t − t0 )2
+ θ̃2 = 1,
(3.9)
(kθ0 /ωp )2
which represents a solution constructed from semi-circular arcs in an oscillatory wave.
There are several key features of the classical dynamics that deviate from the harmonic
limit with increasing kθ0 . First, we can read off the period for the thermodynamic
limit
r
4kθ0
Ic
τ=
= 4θ0
,
ωp
Nb κ
and we see this is proportional to both the system size and the amplitude. Furthermore, there is a marked increase in the variance of the probability distribution,
indicating a vanishingly small time spent in the average (static) structure in the
thermodynamic limit k → ∞. It is worth noting that the classical time-averaged
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probability distribution can be solved analytically from Eq. 3.8, yielding
s
1
1 + (kθ)2
Pt (θ) =
2kEc (−(kθ0 )2 )
θ02 − θ2

(3.10)

where here, Ec (ϕ) is the complete elliptic integral of the second kind.
As a way to gain some intuition about the dynamics of this system and the development of these anharmonic properties, we map the problem of the crystallite onto a
macroscopic mechanical system with the same mathematical representation. Recall
that in spherical coordinates, the kinetic energy of a particle of mass mp is represented
by
1
(3.11)
K = mp (ṙ2 + r2 θ̇2 + r2 sin2 (θ)ϕ̇2 )
2
If one refers back to Eq. 3.5, we see that the dependencies on each quantity are
present and we are free to enforce some constraints to get a correspondence between
the two equations. First, constrain the particle to move on the surface of a sphere
so ṙ = 0, and then couple the azimuthal and polar angles by a proportionality factor
ϕ = kθ. Then, from Eq. 3.11 and adding the influence of gravity, we arrive at Eq.
3.7 with a mapping of physical parameters as given by the Table in Figure 3.3 (a).
The geometry that results from this mapping is a pendulum that is confined the an
Archimedean Spherical Helix (ASP) under the influence of a local gravitational field,
which can be seen for two different values of the angular pitch λ := 2π
and material
k
parameters for ScF3 in Figure 3.3 (b) below.
The mapping of the problem to the ASP-constrained pendulum provides an intuitive mechanism for understanding the emergence of anharmonicity with increasing
k as in Figure 3.2. The polar angle θ is the angle corresponding to the 2D CLM
angle. To understand the divergence of the period as system size is increased, we
note for small angles, the problem reduces to one of a plane pendulum and we get the
amplitude independent period as expected in the harmonic limit, with the pendulum
traveling a path length s = Rθ0 . However, as we increase system size toward the
thermodynamic limit, the effect is the spiral pitch limits towards zero λ → 0. In
this case, the spiral undergoes an effective increase in the dimensionality of the path,
moving from a 1D path towards a 2D sub-manifold of the sphere. At this limit, the
path length increases to s ∼ 21 Rθ02 k, increasing the power-dependence on θ0 by 1 and
hence making a period proportional to θ0 .
The related features of the probability distribution are clear in the pendulum
analog, the θ = 0 state corresponds to proportionally less arc length as λ is decreased,
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(b)

Mapping the ASP to the 2D CLM

Figure 3.3: Shown above is (a) the mapping of the constants from the ASP to the 2D
CLM and (b) the ASP below the mathematically equivalent crystallite, showing the
spiral pitch λ and the direction of local gravity ~g .
limiting to a node at P (θ = 0). Conversely, the particle moves slowest at the extremal
points in it’s angular displacement, and dwells there longer as λ is decreased, due to
the decrease of the acceleration due to g along the path and the increased path length
density at higher θ.
We can classically relate the time-averaged area hAit for the harmonic k = 0 and
k → ∞ limits of the 2D CLM/ASP system. It can be shown that
hAit = A0 hcos2 (θ)it = A0 (1 − ηθ02 ),
where A0 is the static, equilibrium lattice area. Importantly, in the case of a small
system size, we get the parameter η = 1/2, as expected, but in the thermodynamic
limit the parameter increases in weight to η = 3/2. Thus, the classical anharmonic
dynamics in the 2D CLM enhances the time-averaged volume reduction, and the
NTE effect, compared from a purely harmonic treatment, that is, through neglecting
to consider the entire hamiltonian with translational kinetic energy included. As
we show below, this enhancement is also discovered after statistical averaging of the
quantized 2D CLM is performed.
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Quantization and Statistical Dynamics of the CLM

Returning to Eq. 3.7, we now wish to propose an appropriate Schrödinger equation
and solve the quantum mechanics of the 2D CLM. First, we write the Lagrangian,
1
L = N I (1 + k 2 sin2 (θ))θ̇2 − Nb κ(1 − cos(θ)).
2
With respect to the generalized coordinate θ, we identify the conjugate momentum
as
∂L
Lθ :=
= N I (1 + k 2 sin2 (θ))θ̇.
∂ θ̇
From which we can write the classical Hamiltonian with respect to θ and Lθ ,
L2θ
+ Nb κ(1 − cos(θ))
H := Lθ θ̇ − L =
2N I (1 + k 2 sin2 (θ))
L2θ
1
=
+ Nb κθ2 (small angle)
2
2
2N I (1 + k θ ) 2
k 2 L2ϕ
Nb κϕ2
=
+
2N I (1 + ϕ2 )
2k 2
where in the last line we have substituted ϕ = kθ as usual. Converting this classical
Hamiltonian into a quantum-mechanical operator first requires that H be hermitian,
which is achievable through either of the hermitian-symmetric combinations

 
 
 

1 2
1
1
1
Lϕ
Lϕ
or,
L
+
L2ϕ
1 + ϕ2
2 ϕ 1 + ϕ2
1 + ϕ2
To test which operator to use, we test for classical correspondence with a highlyexcited (n = 25) state, and check that the quantum probability density |ψn (ϕ)|2
agrees with the classical probability distribution computed in Eq. 3.10. The results
for the latter operator choice are shown in Figure 3.4 (a) below, and suggests that
an appropriate Schrödinger equation for the 2D CLM is given by, after substituting
Lϕ → −i~∂ϕ ,




~2 k 2
1
1
Nb κ 2
2
2
∂ + ∂ϕ
+ 2 ϕ ψ = Eψ
(3.12)
−
4N I 1 + ϕ2 ϕ
1 + ϕ2
2k
Introducing dimensionless parameters defined as
ε=

E
~ωp

ν=

~k 2
N I ωp
Page 27

Lattice Dynamical Origins of Negative Thermal Expansion

Connor A. Occhialini

Figure 3.4: This figure shows some key features of the quantum mechanical treatment
of the 2D CLM: (a) |ψ25 (ϕ)|2 in comparison to the classical probability distribution
P (ϕ), (b) wavefunction representation over the ASP azimuthal angle ϕ, (c) ground
state ψ0 (ϕ) for various values of ν, (d) εn for different ν (e) angular fluctuations
hn|ϕ2 |ni for different ν as a function of quantum number n, also compared to the
equivalent result for a harmonic Einstein oscillator.
and expanding for small angles ϕ  1, we have
ν
1
− ∂ϕ2 ψ + ϕ2 ψ = εψ
2
2ν
We show the numerical solutions of the Schrödinger equation for the 2D CLM,
showing classical probability distribution correspondence at the excited state (n =
25)and representation of the wavefunctions on the ASP as the azimuthal angle ϕ of
the spiral. We also calculate the ground state wavefunctions as a function of ν, the
energy εn and the variance in ASP angle hn|ϕ2 |ni for various energy states n, values
of the parameter ν and compare them to equivalent Einstein modes, showing the
enhancement in angular fluctuation over the harmonic limit (Figure 3.4). There are
several important features to note from above. First, the anharmonicity (increasing
ν) has the effect of broadening the ground state |ψ0 i, which eventually leads to a twopeak feature for ν > 1. This set of local extrema in the wavefunction over φ suggests
that long-range correlations of a 2D CLM-like mode may couple non-trivially to the
stability of structural phases. Furthermore, we see the enhancement in the NTE
effect in the 2D CLM as a combination of two effects, the sub-linear dependence
of the energy εn on n and the general enhancement at all energies of the angular
fluctuations hn|ϕ2 |ni.
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We consider each of these effects directly on the thermally-averaged unit cell
dimension, which can be calculated as




1 2
1
2
∼
a(T ) = ha0 cos(θ)i = a0 1 − hθ iT = a0 1 − 2 hϕ iT
2
2k
We can calculate the thermal average h·iT using a choice of different thermal distributions, determined by the classical or the quantum limit partition functions,
Z

∞
−βH

e

Zc :=
−∞

dθdLθ

Zq :=

∞
X

e−βEn

n=0

It turns out that the integral for the classical partition function admits an analytical
result,
√
eδ
Zc = 2π
[K0 (δ) + K1 (δ)] ,
βωp
where here β = (kb T )−1 as usual, δ := N4kb κβ
and Kn (x) is the nth-order modified
2
Bessel function of the second kind. We can easily compute the thermally-averaged
probability distributions for θ and ϕ, which again can be solved analytically,
√
Z
1
k 1 + k2 θ2
−βH
−δ(1+2k2 θ2 )
PT (θ) = kPT (ϕ) =
e
dLθ = 2e
.
Zc
[K0 (δ) + K1 (δ)]

Figure 3.5: Shown above are key thermodynamic properties for the 2D CLM, including the (a) thermally-averaged classical probability distributions, and the classical and
quantum determined (b) lattice parameter a(T ) and (c) linear coefficient of thermal
expansion αL (T ).
The probability distributions PT (ϕ) for different values of kb T ν/~ωp are plotted
in Figure 3.5 (a). We can, of course, easily find the expectation value of any function
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f (θ, Lθ ) simply by,
hf (θ, Lθ )iT,c

1
=
Zc

hf (θ, Lθ )iT,q

Z

f (θ, Lθ )e−βH dθdLθ

∞
1 X
=
hn|f |nie−βEn
Zq n=0

We first calculate hθ2 iT for each case, and plot a(T ) and αL (T ) = da/dT and plot
them for several values of ν in Figure 3.5 (b) and (c) above. It is worth noting that in
the classical limit, there is an analytic solution for the lattice parameter and thermal
expansion coefficient, given by
#!
"
1
1
(3.13)
ac (T ) = a0 1 −
βN I ωp2 1 + K0 (δ)
K1 (δ)

and

"

αL (T ) = −

a0 kb
1
d
−δ
K
(δ)
2
0
N I ωp 1 +
dδ
K1 (δ)

1
1+

!#

K0 (δ)
K1 (δ)

(3.14)

where all parameters and functions are as they have been previously defined.
If the translational kinetic energy component of the Hamiltonian is not considered,
the term is brackets is constant and equal to 1/2, and is the result found by previous
studies [50]. We see that in all cases, the inclusion of the translation kinetic energy
term enhances the negative CTE magnitude by a factor of 2 at large temperatures,
and the quantum limit sends αL → 0 as T → 0 as expected from thermodynamics.
We investigate the application of this model to the thermal expansion and thermal
fluctuation parameters to real materials in the next section.

3.2

Discussion and Application of 2D CLM

What we have presented above is a thorough analysis of the resultant dynamics from
assuming strict molecular and bond rigidity in the 2D constrained lattice model,
which has the result of bringing the total number of degrees of freedom in the lattice
from 1023 to a single one represented by θ above. Of course, at some energy scale,
this approximation of perfect rigidity must break down and is implied by the analysis
above. Until now, we have considered only finite lattice sizes, and the strain field
leading to the single floppy mode has been assumed to have unbounded correlation
lengths; however, in the thermodynamic limit of the 2D CLM, it is seen that the
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translational kinetic energy density diverges and becomes infinite, leading to unphysical results. Thus, at the expense of potential energy of the inter- or intra-molecular
potentials, there must be a breakdown of the correlation lengths to the floppy mode
at some finite value.
The details of this breakdown could occur continuously through some superimposed modulation in the floppy mode angle, or it could occur as a psuedo-discrete
step in the floppy mode phase leading to a discrete set of alternating floppy mode
phase domains, which is solution we suggest below. For two adjacent floppy modes
of phases ϕ1 and ϕ2 , the energy can be minimized by creating a phase difference of
ϕ2 − ϕ1 = ±π/2, which keeps the domain boundaries in contact and requiring minimal intermolecular bond distortions along the boundary. This is shown in Figure
3.7 below, and for a given crystal size, this modulation in the floppy mode phase
gives a kinetic energy savings of a factor of at least 2, if not as much as 4 for certain
geometries. This can be easily seen by considering the mass distribution difference
about the respective floppy mode centers of mass in each case.
(a)

(b)

Figure 3.6: Shown above are (a) a single domain CLM and (b) a two-domain CLM
with the velocity vector field due to translational kinetic energy superimposed. By
creating a π/2 phase boundary in the 2-domain case, we see a dramatic reduction in
the kinetic energy.
This alternating phase domain structure can be arranged to tile 3D space while
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satisfying the constraint that neighboring domains must remain in contact, but exactly how the 2D CLM would be realized in real 3D lattices is another question
entirely. In hopes of applying this model to SNTE material ScF3 , we consider the full
3 dimensional lattice as shown in Figure 3.7 (a) below and return to considering the
particular phonons at high symmetry points in the cubic Brillouin zone as indicated
in Figure 3.7 (b). As demonstrated through IXS data given in Chapter 2 (see Fig
2.3 (a) and (b)) and the interpretation of RUMs in ScF3 , we recall the NTE causing
modes occupy a manifold that circumscribes the boundary of the BZ along the M -R
branch.
In order to interpret the nature of these modes within the framework of the 2D
CLM, we recall that the IXS data [37] reports a nearly flat optical phonon band,
one with near-zero dispersion, along the relevant M -R branch, which is suggestive
that within the picture of rigid ScF6 octahedral motion, there is an exceptionally low
energetic barrier for torsional or bond-twisting motion of the Sc-F-Sc bonds. From
this observation, then, it is empirically justified to represent these modes as stacks of
2D CLM modes with a perpendicularly modulated floppy mode phase ϕ, as indicated
in Figure 3.7 (b). For the first octant, the manifold of modes along the boundary can
be indexed as πa (1, 1, x) for x ∈ [0, 1] with x = 0 representing the M -point and x = 1
the R-point. At M , with kz = 0, it is a natural projection as a stack of in-phase
2D CLMs in the x-y plane. As kz is increased towards R however, the phase must
be modulated and the projection occurs at a cost of neglecting the aforementioned
torsional motion. At the limit of kz = π/a, the phase is staggered through neighboring
planes by multiples of ∆ϕ = ±π/2.
Furthermore, thermal diffuse scattering (TDS) experiments were performed on
ScF3 single crystals, which was completed as an extension of the IXS experiment
reported on at the end of Chapter 2. Figure 3.7 (c) shows the geometry of the
measurement and the data. The width of the energy-integrated, momentum-resolved
intensity peaks at the high-symmetry points M +(0, 0, ε) allow us to extract a finitecorrelation length for the modes with momentum extending along the M -R branch,
and hence, an estimate of the effective 2D CLM size N to use for model calculations.
For each TDS peak measured and fitted in Figure 3.7 (c, iii), we get a width of
∆k ∼ 0.17 − 0.18, which translates into a real-space correlation length of ∆x ∼ 5.5
unit cells. The peaks at large k, as indicated in Figure 3.7 (c,i) extend to nonzero
` values, so we estimate that this correlation length can be assigned to all zoneboundary phonons. Thus, for model calculations, we fix Nx = Ny = 5.5.
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Figure 3.7: Shown above is (a) the 3-dimensional open-perovskite structure of ScF3 ,
(b) the cubic BZ of the ScF3 lattice with indicated high symmetry points along the
boundary (M and R) and the interpretation in these modes as 3D extensions of the 2D
CLM model and (c) the geometry of thermal diffuse scattering (TDS) experiment at
the HERIX spectrometer, with (i) the measured Ewald Sphere (ES) and its extension
into nonzero ` for increasing k, (ii) the TDS data, with indicated ` = 0 high-symmetry
peaks and constant k line cuts, along which the intensities are plotted as a function
of h in (iii), with Lorentzian-fitted widths ∆k as shown.
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Using the correlation lengths for the 2D CLM implied the TDS experiments as
discussed above, we run calculations using the classical partition function results Zc
for the cubic lattice parameter a(T ) and the thermal displacement parameter U33 (T )
for ScF3 using the inertial parameters for ScF3 . Recall that for the lattice parameter,
we calculated hθ2 iT leading to Eq. 3.13, which was used to calculate the curves
in Figure 3.9 (a). The thermal displacement parameter, measuring the transverse
angular fluctuations of the bridging fluorine atoms, is simply proportional to this
quantity,
a0
U33 (T ) = hθ2 iT
2
Experimental data from x-ray diffraction and refinement are available for these parameters and plotted in Figure 3.9 (a) and (b), respectively [37, 51]. The classical
occupation calculations for different values of ~ωp are shown, and in both cases, show
a close agreement with the data for mode energies near ~ωp ∼ 1.5 meV. The value
of this energy, referencing Figure 2.3 (a), is in remarkable agreement with the low
temperature mode-energies for the NTE-causing optical mode branch as measured by
IXS. s
(a)

(b)

Figure 3.8: Shown above are the model calculations and experimental data for the
(a) low-T lattice parameter a(T ) [37] and (b) thermal displacement parameter U33 (T )
[51] for ScF3 . The model is calculated for inertial parameters of ScF3 , the implied
CLM size of Nx = Ny = 5.5 and for different floppy mode energy ~ωp .
These results, motivated by real physical parameters of ScF3 and empirical evidence for correlation lengths of the low-energy modes, provide an important agreement between experiment and theoretical treatment of NTE via the RUM approach.
Figure 3.9 encapsulates a general correspondence between several notable features:
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(i) the low-temperature thermal expansion, (ii) the thermal displacement fluctuation
of the fluorine atoms, (iii) the correlation lengths measured by TDS of M -R branch
modes, (iv) the phonon mode energies ∼ 1 -3 meV of M -R branch low-energy optical
modes and (v) the results of the 2D CLM model for ScF3 . The detailed analysis and
agreement among each of these areas provides compelling evidence for the existence
of RUMs and validity in their use for analyzing the occurrence of anomalous thermal
expansion in certain classes of NTE materials.
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Chapter 4
Negative Thermal Expansion Near
Two Structural Quantum Phase
Transitions
With the discovery that the ground state of strong negative thermal expansion (NTE)
material ScF3 is tuned exceptionally close to a structural quantum phase transition
(SQPT), as revealed by soft-mode dynamics measured with inelastic X-ray scattering
(IXS) as described in Chapter 2, it is a natural extension to question whether the apparent correlation between the lattice dynamics near an incipient structural instability
and NTE will generalize to other condensed matter systems. In a hope of finding the
coexistence of these two exceptionally rare phenomena in materials other than ScF3 ,
we use a few key properties of ScF3 that we believe may be important to realizing the
strong SNTE effect to guide our search. First, ScF3 has a pure stoichiometry, without
the added effects of disorder and defects, as is commonly used as a tuning parameter
to realize certain anomalous behavior (i.e. superconductivity). Previous studies into
the SNTE in another open-perovskite ReO3 have revealed that poor growth quality
and sample defects can suppress the NTE effect both in magnitude and through the
PTE-NTE transition temperature, as shown in Chapter 1. Second, we attempt to
identify a material that is previously known to have a low-temperature state near a
SQPT, with the characteristic soft-mode dynamics and large atomic fluctuations that
we propose can couple most strongly to the dimensional fluctuations of the lattice
framework. Finally, we seek an insulating material in order to avoid the additional
effects of magnetic or electronic phase contributions towards realizing any observed
NTE. For full references, refer to the published article [52].
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Mercurous Halides: IXS and Diffraction Data

Using these guiding principles, we identify and investigate the lattice dynamics and
thermal expansion behavior of the stoichiometric SQPT material Hg2 I2 , in addition
to related material Hg2 Br2 . The mercurous halides Hg2 X2 (X = F, Cl, Br, I) are
all isostructural at room temperature in a high-symmetry body-centered tetragonal
(BCT) structure (Fig 4.1 (a)), which is highly anisotropic with a structure described
by linear chains of X - Hg - Hg - X oriented along principal c-axis. This large
anisotropy in the structure is attributed to a corresponding substantial difference in
the optical and elastic properties between the principal axis and the basal plane. In
each case, excluding mercurous fluoride, which is unstable [53], the mercurous halides
undergo a symmetry-lowering structural transition to the orthorhombic phase, which
is shown in the structural phase diagram below. This transition in each case is due
to the freezing of the Hg dimers in extremal displacements of a transverse acoustic
phonon at the X-point in the BCT Brillouin zone, which is represented by a [110]
dimer displacement with (1-10)-plane staggered texture, as is shown in the below
structural figure [54, 55].
In the literature, for the cases of Hg2 Cl2 and Hg2 Br2 it is known that this phase
transition is realized at finite temperature, near Tc = 150K for bromide and Tc = 185K
for chloride [55, 56, 57, 58]. The phase transition breaks the 2-dimensional symmetry
in the basal plane, and the occurrence of the transition is easily observed in (h k 0)
Bragg peak splitting as temperature is decreased through Tc . In addition, through
heat capacity measurements and the continuity of the lattice parameter development
below Tc , it is known that this transition is second-order [55]. However, for the largest
ion case of X = I, no transition is observed down to low temperatures of ∼ 3K.
Optical studies of the soft-mode frequency and diffuse X-ray scattering as a function
of temperature have indicated that the ferroelastic phase transition is incipient, with
an extrapolated transition temperature near Tc ∼ −20K [59]. Our first step for this
study was to verify the soft-mode behavior on the approach to 0K and that Hg2 I2
can indeed be classified as an SQPT material.
In order to study the lattice dynamics, we went to the HERIX (High Energy
Resolution Inelastic X-ray Scattering) spectrometer at the Advanced Photon Source,
Argonne National Laboratory and performed IXS measurements. With this, we observe the dynamic structure factor S(q, ω), giving momentum and energy resolved
study of the phononic excitations. This instrument yields a high-energy resolution
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(c)

Cubic trifluoride

(d)

Rhombohedral
trifluoride

ĉ

â

b̂

â

b̂

Figure 4.1: Shown here is (a) body-centered tetragonal and (b) orthorhombic mercurous halide structure, above basal plane projections showing the dimer displacements below Tc . We also show (c) cubic and (d) rhombohedral perovskite trifluoride
structures, indicating the coordinated octahedral rotations corresponding to the Rpoint mode in the cubic Brillouin zone.
of approximately ∆E = 1.5 meV, with incident hard X-rays of Ei = 23.71 keV and
is able to observe energy transfers up to 200 meV. For additional theoretical details
on IXS measurements, refer to Appendix B. For this study, we use a transmission
geometry through 50 µm thick cleaved crystals of optical and detector quality Hg2 X2
prepared using physical vapor deposition for neutron detection and acousto-optic
modulation applications by Brimrose Technologies Corporation [60]. To attest to the
quality of the crystals, we take a ϕ scan to give a rocking curve figure of merit, shown
in Fig 4.3 below, giving ∆ϕ = .20◦ , .28◦ for Hg2 I2 and Hg2 Br2 , respectively. In addition, we also provide the rocking curve for the ScF3 sample used for the comparative
study, taken at the same beamline.
For the IXS measurements, we take energy transfer scans as a function of temperature at the momentum points corresponding to the soft mode instabilities in the
SQPT materials ScF3 and Hg2 I2 , the freezing of which induce the structural phase
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Figure 4.2: Structural phase diagrams for the (a) 3d-transition metal trifluorides and
(b) stable mercurous halides, showing the respective critically tuned compositions of
ScF3 and Hg2 I2 . Also shown as insets are the fundamental octahedral and elongated
square dipyramidal (ESD) coordinations of the metal B3+ ions and Hg2+
2 dimers in
the high-symmetry structures, respectively.
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Figure 4.3: Rocking curves for (a) Hg2 I2 , (b) Hg2 Br2 and (c) ScF3 taken from the
indicated Bragg planes at the HERIX spectrometer.
change in the realized transition cases (TiF3 and Hg2 Br2 , respectively). One may
recall for ScF3 and for isostructural TiF3 , this mode is at the R-point of the cubic
Brillouin zone at q = (π/a, π/a, π/a), were a is the cubic lattice parameter (see Fig
4.4 (a)). The real space representation of this mode is depicted in Figure 4.1 (d),
representing the staggered rotation of BF6 octahedra around the [111] axis. In ScF3 ,
R-point data is taken from a momentum transfer of q = (2.5, 3.5, 0.5)π/a. For Hg2 I2 ,
we use q = (2.5, 3.5, 0)π/a to monitor the condensing acoustic mode energy at the X
point. Monitoring the temperature dependence of these mode energies enables us to
quantify the proximity of each system to the SQPT. All measurements are taken at
ambient hydrostatic pressure.
We see in Figure 4.4 the Brillouin zones, labelled momentum transfer points and
temperature-dependent dynamic structure factors measured by IXS for (a) ScF3 and
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Figure 4.4: Shown above is IXS data for the soft-modes in incipient phase transition
compositions: (a) Cubic Brillouin zone and S(q, ω) for ScF3 , taking from momentum
qR = (2.5, 3.5, 0.5)π/a; (b) BCT Brillouin zone and S(q, ω) for Hg2 I2 , taken from
momentum qX = (2.5, 3.5, 0)π/a; Square of phonon frequencies versus temperature
for (c) ScF3 and (d) Hg2 I2 , showing close proximity to a low-temperature structural
transition, with Tc = −39, −23K, respectively.
(b) Hg2 I2 . Each plot clearly shows significant softening with decreasing temperature.
To extract the phonon energies ~ω from the energy transfer stokes and anti-stokes
features, we fit each scan with a damped harmonic oscillator model convolved with
the HERIX energy resolution function. The phonon energy can be identified as the
order parameter for the structural phase transition, which is zero below Tc and nonzero above. In accordance with Landau theory for continuous transitions [1], above
Tc the order parameter ~ω is predicted to evolve with temperature as
~ω ∝

p
T − Tc

T > Tc .

Thus, the square of the phonon energy (~ω)2 should be linear in T , which is plotted
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for the fitted phonon energies in Figure 4.4 (c) and (d). Extrapolating the linear
dependence to (~ω) T =Tc = 0, we get an effective transition temperature Tc , yielding
Tc = −39K for ScF3 and Tc = −23K for Hg2 I2 .
The transition temperatures show that in both systems, only a modest additional
temperature decrease is necessary to drive the transition. To drive the quantum
phase transition near 0K, previous studies on the pressure dependence on the critical
temperature (dTc /dP ) reveal that at 4K, both ScF3 and Hg2 I2 require only on the
order of pc (4K) ∼ 1 kbar of hydrostatic pressure to drive the transition (near room
temperature (300K), the transitions have be driven at pc =7 kbar and pc =8 kbar
for ScF3 and Hg2 I2 , respectively [40, 58]) These pressures are easily achievable and
support the classifications of both ScF3 and Hg2 I2 as SQPT materials.
Moving forward, we now wish to measure the thermal expansion properties of
Hg2 I2 and Hg2 Br2 . To do so, we measure elastic scattering and perform standard
diffractometry with the HERIX apparatus. We measure the diffraction angles for the
Bragg peaks (004) and (008) for the c-axis lattice parameter measurement, and (330)
and (030) for a- and b-axis, measurements, using the twinned peaks below Tc to measure the broken symmetry in the basal plane. Both basal plane orthorhombic axes are
measurable simultaneously due the formation of ferroelastic domains with alternating
a and b axes. For comparison of the effects of the realized and incipient transitions on
the thermal expansion, we provide side-by-side comparison of the mercurous halides
with ScF3 and TiF3 , which undergoes the cubic-rhombohedral transition not realized in ScF3 near 300K. Data for the trifluorides are taken from previous studies
[36, 39, 37]. For the halides, this is the first detailed study of the thermal expansion
in Hg2 I2 to our knowledge, especially along the c-axis [56].
The data for both systems is shown below in Figure 4.5. As a first remark,
we note the substantial change in lattice parameters below Tc in TiF3 , showing a
discontinuity consistent with first-order transitions, with strengthening PTE along
hexagonal a-axis and substantial NTE along the c-axis, similar in magnitude to the
bulk NTE displayed by ScF3 . A similar effect is seen below the transition temperature
Tc = 150K in the other realized transition case of Hg2 Br2 , where a large change in
PTE coefficient along the c-axis develops, with the basal plane lowering symmetry
into non-symmetric a and b axes providing a clear signature of the development of
the orthorhombic state. The PTE below Tc along c is anomalously strong, reducing
this axis by 4.5% from Tc = 150K to base temperature near 5K and reaching nearly
α ∼ +22 ppm/K in linear coefficient magnitude.
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Figure 4.5: Lattice parameter temperature-dependences: (a) TiF3 and ScF3 , showing
the realized structural transition for B = Ti, data from [36, 39, 37]; (b) ScF3 extended
lattice parameter and CTE, showing strengthening NTE for all temperatures below
1100K; Measured (c) c-axis and (b) a- and b- axis lattice parameter for mercurous
halides; (e) The key result showing the development of NTE below 100K on the c-axis
of Hg2 I2 .
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development of NTE at all temperatures below 1100K which strengthens in magnitude
to a maximum of about -14 ppm/K linear CTE. Although expected PTE in the aaxis parameter of Hg2 I2 is observed for all temperatures (Fig 4.5 (d)), we note the
main result which is the development of significant NTE along the c-axis which turns
sign near 100K and strengthens to a significant value of -5 ppm/K. We note here
that even though the volumetric CTE in Hg2 I2 remains positive (due to the strongly
persistent PTE in the basal plane), marked anisotropy in the structural properties
is expected and in accordance with the lowered symmetry of other observables [61].
In contrast with ScF3 , which maintains a cubic symmetry at all temperatures, the
phonon structure, and hence the phononic contributions to thermal expansion, in
Hg2 I2 will have lower symmetry and would not be expected to necessarily lead to
isotropic thermal expansion. For completeness, we provide the volumetric thermal
expansion V (T )/V (300K) for both systems below.
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Figure 4.6: Shown here is the temperature dependence of the cubic and BCT structure
volumes for ScF3 and Hg2 I2 , respectively.
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Discussion and Notions from Structural Mechanics
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mperature (K)Beyond the superficial parallels that are apparent between the realized (PTE) and
incipient (NTE) cases, we note a deeper connection in the temperature dependence of
the CTE in ScF3 and Hg2 I2 . Although over different temperature scales ( 0 - 1100K
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and 0 - 100K, respectively), in each case the CTE changes sign and strengthens
significantly as temperature is decreased. Given the only available mechanisms in
both systems are through anharmonic phonon dynamics, this shared observation is
suggestive that the modes that have the heaviest contributions to NTE lie at the
lowest phonon energy scales in the lattice. There are several confluent circumstances
which make this conclusion apparent and restrict the subset of NTE contributing
modes based on the experimental observations. First, for a given phonon of energy
~ω, one would naively expect its relative weight in the contribution to the overall
lattice thermal expansion at temperature T to be proportional to its bosonic thermal
occupation number,
1
,
P (ω, T ) = −~ω/k T
b
e
−1
which is monotone decreasing with ~ω and yields higher occupation of lower energy modes at lower temperatures. In fact, from quasi-harmonic lattice dynamics,
it turns out to be appropriate to weight individual mode contributions instead by
their weighted contribution to the heat capacity cv,i (see Appendix A). Thus, even
if high energy modes with large PTE contributions dominate at high temperatures,
a low-energy (soft) mode with even weakly-negative thermal expansion contributions
could lead to an overall NTE at low temperatures.
In fact, considering the occupation factors of the low-energy modes alone gives a
factor of 4 towards explaining the difference in the NTE-PTE transition points in ScF3
vs. Hg2 I2 . For example, the phonon bandwidth, characterized by the highest energy
optic phonon, is ∼ 90 meV in ScF3 [42], while only ∼ 25 meV in Hg2 I2 [62], which
can in part be explained by the much larger mass in the iodide case. This leads to
the largely PTE causing high-energy bond-stretch excitations to be effectively frozen
out at much higher temperature in ScF3 compared to Hg2 I2 and allows larger relative
contribution from the proposed set of low-energy external NTE modes. Additional
factors that may contribute to the much lower NTE-PTE transition point in Hg2 I2
could be the added effects of static disorder. As was mentioned in our discussion of
ReO3 at the end of Chapter 1, increased disorder has a known negative effect through
the suppression of NTE mechanisms. As shown in the rocking curves taken in both
systems under study above in Figure 4.3 (a) and (c), the difference in the rocking
curve widths of ∆ϕ ∼ 0.2◦ in mercurous iodide and ∆ϕ = 0.002◦ in ScF3 indicate
the presence of a high-degree of static disorder in Hg2 I2 which may be quenching the
strong NTE effect that would otherwise exist in higher quality crystals.
Moving forward, we wish to better understand the structural trends from the
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Figure 4.7: Here we show the Shannon ionic radius representations of (a) BF3 metal
trifluorides and (c) Hg2 X2 mercurous halides, showing the fundamental octahedral
unit in the former and ESD unit in the latter case. Below the diagrams, we show the
development of the free energy landscape, where the limiting cases of B = Sc and
X = I show a flattening of this displacement potential which leads to the extended
stability of the high-symmetry phases. Figures (b) and (d) show the respectively
trends of different bond lengths with respect to variation of ionic radius of the B and
X sites.
realized transition cases to the SQPT material cases, and explore how these structural
motifs may lead to the large ionic fluctuations that are hypothesized to be behind the
pronounced NTE effect displayed in the SQPT limits in both cases. We begin with
the metal trifluoride case and present the effect ionic radius structures for BF3 (B =
Cr, Ti, Sc), showing the fundamental octahedral coordination of the metal ion and
the transverse fluctuations of the bridging fluorine atoms in Figure 4.7 (a) above. In
Figure 4.7 (b), we show that we see that octahedral ”cross”-braces indicated by the
red F-B-F bond trend well with the expectation of the simple sum of ionic radii, but
the F-F purple bonds tend to increase larger than the expected value from simple ionic
radii considerations. This results in a lower overall stiffness of the BF6 octahedra as
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ionic radius is increased, leading to larger fluctuations of the F ions and an increased
stability of the cubic phase, as indicated by the free energy plots below the structural
diagrams in Figure 4.7 (a). Referring to Figure 3.8 (b) above, we see the transverse
√
fluctuations of the fluorine atoms approach 2 U33 = .24Åat 150K.
For the halide case, the fundamental unit is the ESD shown in Figure 4.7 (c) and
the fluctuations of the Hg-dimer that resides with in the ESD cage within the basal
plane leads to the NTE effect along the c-axis in Hg2 I2 . The relative bond lengths
that form the ESD as a function of X site ionic radius are plotted in Figure 4.7 (d),
and it can be seen that while the basal plane X-X (green) and apical X-X (red) bonds
trend relatively well with expectations from ionic radii sums, the X-X bonds along the
c-axis (blue) shorten considerably below expectation as X site ion radius is increased.
The result is thus a stiffening of these bonds with higher c, which causes the linear
X-Hg-Hg-X molecules through the center of the ESD to develop an increased state
of tension in the SQPT X = I case. This enhances the transverse freedom of the
Hg-dimer and stabilizes the tetragonal phase and leads to the observed NTE along
the c-axis. The thermal displacements of the mercury dimer have been measured to
√
be 2 U11 = .38Åat T = 150K by X-ray refinement.
What we have presented above is a parallel analysis of the properties of two
systems, the metal trifluorides and the mercurous halides, and how their structural
properties and lattice dynamics leads to a unique confluence of circumstances that
cause the development of NTE above a SQPT. On the approach to zero temperature,
high-energy bond-stretch excitations are frozen, while the soft mode angular fluctuations reduce slower, due to the low mode energy and the concomitant softening that
further increases the boson population. In both the cases of ScF3 and Hg2 I2 , the
combination of these influences lead to strengthening NTE at low-temperatures that
eventually yield to conventional positive thermal expansion at higher temperatures,
where the soft mode corresponding to the incipient structural instability is essential
for the increased contribution of the possibly weak NTE effect that is only manifest
at low temperatures. Furthermore, the stability of the high-symmetry phase in both
systems is essential, allowing substantial transverse fluctuations that lead to NTE
and avoid a structural transition that in similar systems collapses the structure and
overwhelms any possible NTE effect.
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Chapter 5
Conclusion
What we have presented above is a thorough analysis of the lattice dynamics leading
to SNTE in ScF3 from both a theoretical and an experimental standpoint. In the first
study, we have performed a detailed analysis of a model commonly used to explain
SNTE in framework materials, the RUM model, and we solve and apply a novel
treatment of the 2D CLM to perovskite materials. The results of this analysis show
that while the assumption of perfect rigidity remains unphysical, there are appropriate
methods to apply the results of this axiom to real materials with general agreement to
experimentally measured lattice parameters. Specifically for ScF3 , we find agreement
between measured 2-dimensional nanoscale correlations of the manifold of NTE modes
and model parameters in the 2D CLM.
Furthermore, with the previous discovery that the low temperature state of ScF3
lie exceptionally close to a SQPT, we attempt to extend the body of evidence suggesting that the soft-mode behavior near an SQPT may be a favorable environment
to host significant SNTE effect. What we have presented is the discovery of NTE in
another SQPT material Hg2 I2 and report a thorough parallel analysis between the
metal trifluorides and the mercurous halides. These findings suggest some general
principles that may be used to guide the discovery of other NTE systems, which are
likely those that (i) have a structural instability associated with a transverse bridging
atom motion that couples strongly to dimensional fluctuations of the lattice and (ii)
the associated soft mode with characteristic large atomic fluctuations near a SQPT,
(iii) low static disorder and pure stoichiometric composition and (iv) bond-stretch
energy scales that are large in comparison to the lower-energy NTE inducing modes
associated with the SQPT.
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Appendix A
Theory of Quasi-Harmonic Lattice
Dynamics
Here we develop the basic notions of quasi-harmonic lattice dynamics (QHLD) and its
application to the thermal expansion of solids. The presentation and content closely
follows that of Ashcroft and Mermin, Chapters 23, 24 and 25 [4]. First, we must
consider the harmonic approximation to develop some of the language, terminology
and some key relations. We consider a Bravais lattice of atoms of nuclei, where we
index the equilibrium positions about which the atoms oscillate by the lattice vector
R with a ”small” displacement given as u(R). Then, we can express the dynamic
position of each atom at lattice site R with the function
r(R) = R + u(R)
where R will be a static contribution.
Let us further define a pairwise potential between atoms in the Bravais lattice
given by a function of the interatomic separations ϕ(r). Then atoms, say at sites R
and R0 separated by a distance r := R − R0 , will contribute a factor ϕ(r) to the total
potential energy of the crystal Vtot . However, more generally, we must consider the
total dynamic contribution include the interatomic displacements, which yields,
1X
1X
V =
ϕ(r(R) − r(R0 )) =
ϕ ([R − R0 ] + [u(R) − u(R0 )])
2 R,R0
2 R,R0
leading to the full hamiltonian
H=

X p̂2 (R)
R

2m
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which will be impossible to solve in any general sense without some form of approximation to the potential V . Here ~p is the particle momentum, as usual.
Under the assumption that displacements are small, we can expansion about powers of the displacement magnitude |u|n using Taylor’s expansion in three dimensions.
For a function f (r) and a small quantity a, we have
f (r + a) =

∞
X
~ n
(a · ∇)
n=0

n!

f (r)

Applying this expansion to the potential energy V above, we get
V =

1X
NX
~
ϕ(R) +
[u(R) − u(R0 )] · ∇ϕ(R
− R0 )
2 R
2 R,R0
{z
}
|
V (e)

+

i2
1 Xh
~ ϕ(R − R0 ) + O(|u|3 )
(u(R) − u(R0 )) · ∇
| {z }
4 R,R0
{z
} anharmonicity
|
V (h)

The first term is simply the equilibrium potential energy V e , the second term is the
net force of each atom at equilibrium, which must be equal to zero for equilibrium
to hold, and the first non-trivial term, V (h) is the leading term in the expansion that
is kept in the harmonic approximation. All anharmonic effects, including thermal
expansion, will be due to terms beyond V (h) , but we need some core results from
quantizing this harmonic hamiltonian first.
It is worth noting that for simplicity of representing higher order terms in this
expansion, one often resorts to a matrix formulation for the force constants between
different sides R and R0 . For example, letting indices µ, ν ∈ {x, y, z} we have
V (h) :=

1 X
uµ (R)Dµν (R − R0 )uν (R0 ),
2 R,R0 ,µ,ν

and more generally, the entire potential can be expanded as a series in this way, given
by
∞
X
1 X
(e)
V =V +
Dµ(n)
(R1 , ..., R2 )uµ1 (R1 ) · · · uµn (Rn )
1 ...µn
n!
n=2
R ,...,R
1

n

where we define
D(n)
µ1 ,...,µn (R1 , ..., Rm ) :=

∂ nV
∂uµ1 (R1 ) · · · ∂uµn (Rn )

u=0
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If we quantize the resulting hamiltonian (harmonic phonon treatment),
H=

X p̂2 (R)
2m

R

+ V (e) + V (h)

we get some key results including the thermal internal energy density


1
1 X
(e)
~
~
~ωs (k) ns (k) +
u=u +
V
2

(A.1)

~k,s

where here, V is volume, the indices (~k, s) indicate a phonon of wavevector ~k on the
phonon branch s, ωs (~k) is the frequency of the phonon of index (~k, s) and ns (~k) is
the population factor,

−1
β~ωs (~k)
~
ns (k) = e
−1
Importantly, we also get an expression for the constant volume heat capacity,

1 X ∂ 
~
~
cV =
~ωs (k)ns (k)
V
∂T

(A.2)

~k,s

Moving forward, we wish to build an expression for the thermal expansion, for which
we begin with the identity relating the pressure P to the Helmholtz free energy
F := U − T S, given as


∂F
,
P =−
∂V T
where T is the temperature and V the volume. If one recalls the definition of heat
capacity,
 


∂S
∂U
cV := T
=
,
∂T V
∂T V
we can express the pressure in terms of the internal energy U ,


Z T
∂
∂
dT 0 ∂U
P =−
(U − T S) = −
U −T
∂V
∂V
T 0 ∂T 0
0

(A.3)

Now, if we apply the small oscillation limit, we should get have an internal energy
density in agreement with Eq. (A.1), multiplied by V to represent the full internal
energy U = uV . Substituting this result into Eq. (A.3) above, it turns out that


X
X ∂ωs (~k)
∂  (e)
1
P =−
U +
~ωs (~k) − ~
ns (~k)
(A.4)
∂V
2
∂V
~k,s

~k,s
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Now using the definition of the volumetric thermal expansion in Eq. (1.1) and the
isothermal compressibility,


1 ∂V
κT := −
,
V ∂P T
we get



 



1 ∂V
∂P
∂P
1 ∂V
=−
= κT
αV =
V ∂T P
V ∂P T ∂T V
∂T V
which follows from the cyclic chain rule and can be directly calculated from differentiation of Eq. (A.4) w.r.t. T .
αV = −~κT

X ∂ωs (~k) ∂ns (~k)
∂V

~k,s

∂T

It now helps to define contribution of mode (~k, s) to the heat capacity
~

ck,s
v :=

~ωx (~k) ∂ns (~k)
V
∂T

such that,

cv =

X

~

ck,s
v .

~k,s

Then, defining the mode Grüneisen parameter as
γ~k,s := −

∂ ln ωs (~k)
V ∂ωs (~k)
=−
∂ ln V
ωs (~k) ∂V

allows us to define the overall lattice Grüneisen parameter
P
~k,s
~k,s γ~k,s cv
γ= P
~k,s
~k,s cv

(A.5)

(A.6)

which is the weighted average of the γ~k,s overall all modes (~k, s) with a weight given
~

by the mode contribution to the heat capacity ck,s
v . Then, a quick calculation shows
that
!
!
X
~
~
~
1 X
V
∂ω
(
k)
~ω
(
k)
∂n
(
k)
1
~
s
s
s
γ=
γ~k,s ck,s
−
v =
~
cV
cV
∂V
V
∂V
ωs (k)
~k,s

=−

~k,s

1 X ∂ωs (~k) ∂ns (~k)
κT αv
~
=
cV
∂V
∂T
cv
~k,s

which brings us to the fundamental relation
αv =

γcv
κT

(A.7)
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One key corollary of what has been developed above is the fact that thermal expansion
is a purely anharmonic effect, arising strictly from terms in the lattice potential V
beyond V (h) used in the harmonic approximation. Examining the expression in Eq.
(A.5), we see that it will be sufficient to show that each mode in the harmonic
approximation has a frequency ωs (~k) that is independent of volume, that is γ~k,s = 0
for all (~k, s) in order to show that the volumetric thermal expansion αv is strictly zero
for a perfectly harmonic lattice.
If we have a strictly harmonic potential
Vt = V (e) + V (h) = V (e) +

1X
u(R)D(R − R0 )u(R0 )
2 R,R0

and imagine a isotropic volume increase by increasing each axis by a factor (1 + ε),
then we map the Bravais lattice vectors to a new Bravais lattice defined as
R̃ = (1 + ε)R
which represents a total volume increase by a factor of (1 + ε)3 . We can express the
nuclear positions with as
r(R) = R̃ + ũ(R̃) = R + u(R),
given that
ũ(R̃) = u(R) − εR
which can be taken simply as a definition for ũ. But then, the result of expansion
all over again about the equilibrium positions R̃, again truncating at the harmonic
potential, becomes
1X
1 X
Vt = V (e) + ε2
RD(R − R0 ) +
ũ(R)D(R − R0 )ũ(R0 )
2 R,R0
4 R,R0
|
{z
}
(e)

V2

(e)

where the underbraced term V2 represents the new equilibrium potential after the
expansion, which takes no part in the dynamics, and the second term, up to a formality of a ˜ will lead to the same functional Hamiltonian, hence the same dynamics
and the same set of frequencies for the phonones ωs (~k). Thus, the harmonic approximation yields volume independent ωs (~k) and hence γ = 0 and αv = 0 within the
harmonic lattice approximation.
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Appendix B
Diffraction and Scattering:
Fundamentals of Theory and
Application
Elastic and Inelastic X-Ray scattering is a photon-in/photon-out measurement mediated by the interaction between incoming photons and the electrons in a solid
material. Therefore, in order to work out the scattering details, we must first write
down the entire Hamiltonian of the electron-photon system, which is given as [63, 64]
 X
i2
X 1 h
e
e2
H=
pj − A(rj , t) + V (rj ) +
+ HEM
(B.1)
2
2m
c
|r
−
r
|
e
j
k
j
j6=k
Here, we have (rj , pj ) are the position and momenta of the jth electron, A is the vector
potential and the entire first-term represents the electromagnetic field interaction with
the electron. The second term is the electron-electron interaction, and the final HEM
is the electromagnetic field energy given by


X
1
†
HEM =
~ω aν (q)aν (q) +
2
q,ν
Expanding out the full Hamiltonian leads to a two-term interaction Hamiltonian Hi ,
e X
e2 X 2
Hi =
A(rj ) · pj +
A (rj )
(B.2)
me c j
2me c2 j
|
{z
} |
{z
}
(1)

(2)

:=Hi

:=Hi

(1)

Now the first term Hi governs fundamental one-photon processes, such as absorption
and emission. However, scattering is fundamentally a two-photon process, so we must
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consider the second-order term in the Born series to get leading order scattering effects
from this term. The second term, however, already includes two-photon processes in
the lowest order Born series term, and the result is, in the non-resonant regime, that
the second term dominates for photon energies in the X-ray regime ~ω = O(10 keV).
Thus, from now on, our effective interaction Hamiltonian will be denoted as
Hi0 :=

e2 X 2
A (rj )
2me c2 j

(B.3)

Now that we have the interaction Hamiltonian, we can consider the central quantity
in inelastic scattering theory, the double differential cross section, which measures the
number of photons scattered in a solid angle dΩ in the direction êr = r/r with particle
energy in the interval (Ef , Ef +dEf ) relative to the density of incoming particles with
momentum ~ki and energy Ei . Generally,


X
1 
d2 σ =
Ni
Pni w (|ni , ki i → |nf , kf i) D(kf ) d3 kf 
(B.4)
N ji
n ,n
i

f

where Pni is the thermal occupation probability of the initial crystal eigenstates indexed by |nk i, which have eigenenergies Enk ; that is
H0 |nk i = Enk |nk i,
where H0 is the non-interacting Hamiltonian of the electron system. These probabilities are given as expected for the canonical ensemble,
e−βEnj
e−βEnj
Pnj = P −βEn =
j
Z
je
Furthermore, the function w (|ni , ki i → |nf , kf i) is the transition probability from the
initial state |ni , ki i to the final state |nf , kf i, which will be calculated below. Finally,
the last term represents the final continuum density of states, which is given as
D(kf ) d3 kf =

V
~cV 2
kf2 dΩ dkf =
k dΩ dEf
3
(2π)
(2π)3 f

where we have used the fact that Ej = ~ωj = ~c|kj | for photons. For photons, we
can also easily calculate the incident flux as
ji =

N0 c
V
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Assuming weak interactions, we can calculate the transition probability using an
extended version of Fermi’s golden rule,
w(|ni , ki i → |nf , kf i) =


2π
2
|hni ki |Hi0 |nf , kf i| δ [Eni + Ei ] − [Enf + Ef ]
~

where the δ-function is a statement of conservation of energy. Putting in the interaction Hamiltonian, evaluating and substituting everything into Eq. (B.4), we
get
*
+2
X
X
k
1
d2 σ
f
= r02 (~εi · ~εf )2
Pni n1
eik·rj n0
δ(Eni − Enf + ~ω) (B.5)
| {z } ki N
dΩdEf
ni ,nf
j
:=(dσ/dΩ)T
|
{z
}
:=S(k,ω)


dσ
is the Thompson scattering cross-section
where the underbraced terms are dΩ
T
and S(k, ω) is the dynamic structure factor, which is the primary quantity probed
during IXS experiments [65, 66]. It was further noted by Van Hove [67] that the
dynamic structure factor can be viewed as the time and space Fourier transform of
the density-density correlation function,
Z
Z
Z
1
0
iωt
3
S(k, ω) =
dte
d r d3 r0 e−ik·(r−r hρ̂(r, t) ρ̂(r0 , 0)iT
2πN
where the density operator,
ρ̂(r) :=

X
j

δ(r − rj ) =

1 X
ρ̂k eik·r
V k

where ρ̂k is the Fourier transform. We can reduce this further by assuming elastic
scattering, that is |kf | = |ki | for the outgoing and incoming photons. In this case,
S(k, ω) reduces to the static structure factor, which for perfect crystals can be written
as [3, 4, 68]
2
1 X −ik·rj
S(k) =
e
N j
which is directly proportional to the elastically scattered intensity I(k) ∝ S(k). In the
definition of S(k), the sum within the square modulus in non-zero only for a particle
set of momentum transfers k := kf − ki , which defined the so-called reciprocal lattice.
If we begin with a real-space Bravais lattice B spanned by lattice vectors ai , that is
B = {n1 a1 + n2 a2 + n3 a3 | ni ∈ Z},
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we can define reciprocal lattice vectors bj that span the k-space Fourier transform
(R) of B
R := {m1 b1 + m2 b2 + m3 b3 | mi ∈ Z}.
where the bj satisfy the fundamental relation
bj · ai = 2πδij
Hence, for any k ∈ R and any rj ∈ B we get k · rj = 2πm with m ∈ Z, and hence
S(k) 6= 0, and it turns out that the vectors ∈ R are the only momentum transfers
that yield non-zero elastic scattering intensity for a perfect crystal. This defines the
so-called Laue condition of diffraction, which states
k := kf − ki ∈ R

(B.6)

Using the elastic scattering condition on the incident and outgoing wavevectors for
photons, we obtain from Eq. (B.6)
2kf · k = k 2

(B.7)

For the quantity kf · k, we define the diffraction angle ϑ so that the angle between
kf and q is π2 − ϑ, which gives kf · k = kf k sin(ϑ). Also, since k ∈ R, we can express
k = 2πn/d with n ∈ Z and d is the lattice spacing between the parallel planes defined
by the reciprocal lattice vector k. Finally, with incoming photon wavelength λ, we
have kf = 2π/λ. Substituting all these facts into Eq. (B.7), we have
2kf · k = q 2

=⇒

2d sin(ϑ) = nλ n ∈ Z

(B.8)

which is the familiar Bragg condition for diffraction.

Page 56

References
[1] L. Landau and E. Lifshitz, Statistical Physics. Elsevier, third edit ed., 1980.
[2] Z.-K. Liu, Y. Wang, and S. Shang, “Thermal Expansion Anomaly Regulated by
Entropy,” Scientific Reports, vol. 4, no. 7043, 2014.
[3] C. Kittel, Introduction to Solid State Physics. Wiley, 1967.
[4] N. Ashcroft and N. Mermin, Solid State Physics. Saunders College, 1976.
[5] C. Guillaume, “The Nobel Prize in Physics,” tech. rep., 1920.
[6] K.-i. Sugino and A. Okazaki, “Low-Temperature Thermal Expansion of Silicon,”
Japanese Journal of Applied Physics Ken-ichi Sugino and Atsushi Okazaki Jpn.
J. Appl. Phys, vol. 29, 1990.
[7] A. W. Sleight, “Isotropic Negative Thermal Expansion,” Annual Review of Materials Science, vol. 28, no. 1, pp. 29–43, 1998.
[8] K. Takenaka, “Negative thermal expansion materials: Technological key for
control of thermal expansion,” Science and Technology of Advanced Materials,
vol. 13, no. 1, pp. 13001–11, 2012.
[9] W. Miller, C. W. Smith, D. S. MacKenzie, and K. E. Evans, “Negative thermal
expansion: A review,” Journal of Materials Science, vol. 44, no. 20, pp. 5441–
5451, 2009.
[10] S. Biernacki and M. Scheffler, “Negative Thermal Expansion of Diamond and
Zinc-Blende Semiconductors,” Physical Review Letters, vol. 63, no. 3, pp. 290–
293, 1989.

57

Lattice Dynamical Origins of Negative Thermal Expansion

Connor A. Occhialini

[11] H.-D. Erfling, “Studien zur thermischen Ausdehnung fester Stoffe in tiefer Temperatur. III (Ca, Nb, Th, V, Si, Ti, Zr),” Annalen der Physik, vol. 433, pp. 467–
475, jan 1942.
[12] D. F. Gibbons, “Thermal expansion of some crystals with the diamond structure,” Physical Review, vol. 112, no. 1, pp. 136–140, 1958.
[13] R. Weiss, “The Origin of the ‘Invar’ Effect,” Proc. Phys. Soc., vol. 82, p. 281,
1963.
[14] C. Lind, “Two Decades of Negative Thermal Expansion Research: Where do we
stand?,” Materials, vol. 5, pp. 1125–1154, jun 2012.
[15] G. D. Barrera, J. A. O. Bruno, T. H. K. Barron, and N. L. Allan, “Negative thermal expansion,” Journal of Physics: Condensed Matter, vol. 17, no. 4, pp. R217–
R252, 2005.
[16] M. Van Schilfgaarde, I. A. Abrikosov, and B. Johansson, “Origin of the invar
effect in iron-nickel alloys,” Nature, vol. 400, no. 6739, pp. 46–49, 1999.
[17] Wikipedia, “Thermal expansion coefficients of various materials.”
[18] ThorLabs, “Optical Substrates.”
[19] K. Andres, “Thermal Expansion of Alpha-Uranium below 10K,” Physical Review,
vol. 170, pp. 614–617, jun 1968.
[20] K. Takenaka and H. Takagi, “Giant negative thermal expansion in Ge-doped
anti-perovskite manganese nitrides,” Applied Physics Letters, vol. 87, pp. 1–3,
dec 2005.
[21] K. Takenaka and H. Takagi, “Magnetovolume Effect and Negative Thermal Expansion in Mn3(Cu1-xGex)N,” Materials Transactions, vol. 47, no. 3, pp. 471–
474, 2006.
[22] M. Azuma, W.-t. Chen, H. Seki, M. Czapski, S. Olga, K. Oka, M. Mizumaki,
T. Watanuki, N. Ishimatsu, N. Kawamura, S. Ishiwata, M. G. Tucker, Y. Shimakawa, and J. P. Attfield, “Colossal negative thermal expansion in BiNiO3 induced by intermetallic charge transfer,” Nature Communications, vol. 2, p. 347,
2011.
Page 58

Lattice Dynamical Origins of Negative Thermal Expansion

Connor A. Occhialini

[23] J. S. O. Evans, T. A. Mary, T. Vogt, M. A. Subramanian, and A. W. Sleight,
“Negative Thermal Expansion in ZrW 2 O 8 and HfW 2 O 8,” Chem. Mater.,
vol. 8, pp. 2809–2823, 1996.
[24] G. Ernst, C. Broholm, G. Kowach, and A. Ramirez, “Phonon density of states
and negative thermal expansion in ZrW2O8,” Nature, vol. 396, 1998.
[25] A. K. A. Pryde, K. D. Hammonds, M. T. Dove, V. Heine, J. D. Gale, and M. C.
Warren, “Origin of the negative thermal expansion in ZrW 2 O 8 and ZrV 2 O
7,” J. Phys.: Condens. Matter, vol. 8, pp. 10973–10982, 1996.
[26] J. Z. Tao and A. W. Sleight, “The role of rigid unit modes in negative thermal
expansion,” Journal of Solid State Chemistry, vol. 173, pp. 442–448, 2003.
[27] M. G. Tucker, A. L. Goodwin, M. T. Dove, D. A. Keen, S. A. Wells, and J. S. O.
Evans, “Negative thermal expansion in ZrW 2O 8: Mechanisms, rigid unit modes,
and neutron total scattering,” Physical Review Letters, vol. 95, no. 25, 2005.
[28] Z. Schlesinger, J. A. Rosen, J. N. Hancock, and A. P. Ramirez, “Soft manifold
dynamics behind negative thermal expansion,” Physical Review Letters, vol. 101,
no. 1, 2008.
[29] J. N. Hancock, C. Turpen, Z. Schlesinger, G. R. Kowach, and A. P. Ramirez,
“Unusual low-energy phonon dynamics in the negative thermal expansion compound ZrW2O8,” Physical Review Letters, vol. 93, no. 22, 2004.
[30] V. Gava, A. L. Martinotto, and C. A. Perottoni, “First-Principles Mode
Gruneisen Parameters and Negative Thermal Expansion in a-ZrW2O8,” Phys.
Rev. Lett., vol. 109, no. 19, p. 195503, 2012.
[31] A. W. Sleight, “Thermal contraction,” Endeavour, vol. 19, pp. 64–68, jan 1995.
[32] A. L. Goodwin and C. J. Kepert, “Negative thermal expansion and low-frequency
modes in cyanide-bridged framework materials,” Physical Review B - Condensed
Matter and Materials Physics, vol. 71, no. 14, 2005.
[33] T. Chatterji, P. F. Henry, R. Mittal, and S. L. Chaplot, “Negative thermal
expansion of ReO3: Neutron diffraction experiments and dynamical lattice calculations,” Physical Review B, vol. 78, no. 13, p. 134105, 2008.

Page 59

Lattice Dynamical Origins of Negative Thermal Expansion

Connor A. Occhialini

[34] T. Chatterji, T. C. Hansen, M. Brunelli, and P. F. Henry, “Negative thermal expansion of Re O3 in the extended temperature range,” Appl. Phys. Lett., vol. 941,
no. 10, pp. 241902–261902, 2009.
[35] E. E. Rodriguez, A. Llobet, T. Proffen, B. C. Melot, R. Seshadri, P. B. Littlewood, and A. K. Cheetham, “The role of static disorder in negative thermal
expansion in ReO 3,” Journal of Applied Physics, vol. 105, no. 94, p. 114901,
2009.
[36] B. K. Greve, K. L. Martin, P. L. Lee, P. J. Chupas, K. W. Chapman, and
A. P. Wilkinson, “Pronounced negative thermal expansion from a simple structure: Cubic ScF3,” Journal of the American Chemical Society, vol. 132, no. 44,
pp. 15496–15498, 2010.
[37] S. U. Handunkanda, E. B. Curry, V. Voronov, A. H. Said, G. G. Guzmán-Verri,
R. T. Brierley, P. B. Littlewood, and J. N. Hancock, “Large isotropic negative
thermal expansion above a structural quantum phase transition,” Physical Review B - Condensed Matter and Materials Physics, vol. 92, no. 13, 2015.
[38] C. R. Morelock, L. C. Gallington, and A. P. Wilkinson, “Evolution of negative
thermal expansion and phase transitions in Sc1-xTixF3,” Chemistry of Materials,
vol. 26, no. 5, pp. 1936–1940, 2014.
[39] C. R. Morelock, L. C. Gallington, and A. P. Wilkinson, “Solid solubility, phase
transitions, thermal expansion, and compressibility in Sc1-xAlxF3,” Journal of
Solid State Chemistry, vol. 222, p. 96, 2015.
[40] A. Corrales-Salazar, R. T. Brierley, P. B. Littlewood, and G. G. Guzmán-Verri,
“Landau theory and giant room-temperature barocaloric effect in MF3 metal
trifluorides,” Physical Review Materials, vol. 1, no. 5, p. 053601, 2017.
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