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Directions in Business Intelligence:





Business intelligence (BI) is a growing area of applications that go beyond the reporting and analysis available with 
transaction processing systems, which are more frequently being implemented with enterprise software.  The BI space shares 
many of the same objectives as previously examined decision support systems (DSS).  A number of DSS frameworks were
formulated that describe their characteristics and may apply in the BI applications space.  DSS frameworks are examined to 
formulate a set of characteristics that are useful with BI case-based applications.  The research supports the framework 
characteristics.  However, the results indicate that the source, time horizon, and currency of information do not have a strong 
relationship to decision category, whereas the range of users, operational efficiency, duration of use, and need for rapid 
development are distinguishing characteristics.  Prototyping is supported as the only development methodology exploited in 
creating BI applications.  Additional research should be conducted regarding other BI applications and DSS frameworks. 
Keywords 
BI, business intelligence, DSS, decision support systems, DSS frameworks, BI applications, characteristics of information.
INTRODUCTION
Business intelligence (BI) is now a mainstream sub-category of decision support systems (DSS).  A variety of DSS 
frameworks have been postulated for describing the characteristics of DSS.  These DSS frameworks appear to be useful in 
organizing and identifying relationships of BI applications.  In general, frameworks are forward looking and provide a view 
for assisting in information system applications classification.  Advances in computer technology are dynamic and impact 
information system applications including BI.  The emergency of BI from the more general category of DSS is evidence of 
these ongoing advancements.  The result is a suite of BI applications that is dynamic and constantly undergoing change.  This 
makes it virtually impossible to lock into a static set of BI applications.  Frequently, an application, that involves information 
gathering and reporting for decision making in any manner, whatsoever, is often classified as a BI.  While some BI 
applications have become widely accepted others are likely to ebb and flow with these technological changes.  This dynamic 
nature of information systems technology, in general, and BI applications, in particular, makes it difficult for chief 
information officers and other managers to clearly define a fixed suite of BI applications through their characteristics.  
However, the identification of BI applications is important in planning organization strategy for the deployment of 
information technology.  This research analysis examines several frameworks to determine the efficacy of those frameworks 
by employing case-based research of BI applications.  The analysis is directed at supporting BI framework characteristics by 
exploring actual, in-depth cases of BI applications.  The purpose is to provide a perspective of BI characteristics based on its 
actual application.  The analysis is presented by first examining the definition of BI, then by considering a framework of 
information requirements by decision categories, data are presented and analyzed from published case-based research to 
evaluated BI characteristics, and last by summarizing the results of the findings on BI characteristics.
DEFINING BUSINESS INTELLIGENCE APPLICATIONS
Gbosbal and Kim [4] are among the first researchers to described BI in their first reported case study in 1986.  They portray it 
as the collection and analysis of information on markets, new technologies, customers, competitors, regulations, and broad 
social trends.  However, the arrival of BI into the mainstream of DSS did not occur until ten years later in 1996 [12] with a 
forecast by the Garnter Group proclaiming that BI would become widely used in organization by 2000.  They report the 
currently available tools for collectively synthesizing competitive business information are known as “Business Intelligence.”  
More recently, Rossetti [12] refines this description of BI as a broad category of applications and technologies for gathering, 
storing, analyzing, and providing access to data to help enterprise users make better business decisions, which extends the 
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information frontiers of DSS.  BI applications include the activities of DSS, query and reporting, online analytical processing 
(OLAP), statistical analysis, forecasting, and data mining.  Within this context, BI applications are: 
(1) Mission-critical and integral to an enterprise's operations or occasional to meet a special requirement; 
(2) Enterprise-wide or local to one division, department, or project; and 
(3) Centrally initiated or driven by user demand
Based on this definition, which is supported by Greiner [7], BI is clearly now a mainstream activity within the broad array of 
DSS deployments.  As a result many of the characteristics of DSS clearly encompass BI applications.  Hence, an operational 
definition of a DSS is also important in identifying and categorizing BI applications within DSS in order to examine their 
distinguishing characteristics.  This relationship of BI, as an out growth from DSS, is most important, because their alignment 
is the synoptical keystone for this research.  Over the years, many definitions have been hypothesized for DSS.  Hence, for 
purposes of this analysis, the definition provided by Keen and Scott Morton [8] is used.  That definition is reviewed here to 
insure a common view of a platform for conducting this analysis.  Thus, a DSS is defined as the use of the computer to:  
(1) Assist managers with their decision process in semi-structured tasks;
(2) Support, rather then replace managerial judgment; and 
(3) Improve the effectiveness of decision making rather than its efficiency. (p. 1)
Others [9, 11, 13] also provide definitions for a DSS.  Although some minor differences exist in these other definitions, an 
examination of those definitions reveals that overall they support the definition set forth initially by Keen and Scott Morton.  
Therefore, this is the operational definition used for this analysis, which is congruent with the description and definition of 
BI.
Gorry and Scott Morton [6] provide a context for the semi-structured characteristic of this DSS definition.  It is important to 
understand this semi-structured characteristic, because it is central to the definition and classification of DSS, and hence to 
classifying BI applications.  They relate the work of Simon and Newell to a framework of structured and unstructured 
decision-making processes.  A fully structured problem is one where all three decision-making phases – intelligence, design, 
and choice – are structured.  A fully-unstructured problem is one where all three decision-phases are unstructured.  A semi-
structured problem is one where one or two, but not all, of the decision-making phases are unstructured.  They define 
information systems that are largely structured as Structured Decision Systems (SDS), whereas those that are semi-structured 
or unstructured are DSS.  This viewpoint is reinforced and summarized by Power [11, p. 9] as any information system that is 
not a SDS/TPS (transaction processing system) is frequently labeled as a DSS.  Therefore the definition of a DSS is qualified 
by (1) the categories of use and (2) movement along the structured/unstructured continuum.  Furthermore, DSS can be 
divided meaningfully into two categories:  institutional DSS which deal with decisions of a recurring nature (repetitive), and 
ad hoc DSS which deal with specific decisions which are not usually anticipated or recurring (one-shot) [2, 6].  As a critical 
component of decision-making, BI applications can be examined using these same categories of institutional and ad hoc 
decision support.  That is, to what extent are BI applications deployed for more repetitive, day-to-day reporting or decision 
support versus being leveraged for one-time, ad hoc decision support?
For purposes of this analysis, the BI application is distinct from the tool or computer software used in the creation of a 
specific BI application.  The tool is the enabling technology.  The application is the specific system that actually 
accomplishes the work and supplies a decision maker with the required information.  This is also known as a specific BI case 
application.  The BI and DSS areas have undergone profound structural changes including its technology tools [3].  Today’s 
BI utilizes a variety of computer-based tools that are critical in creating more advanced BI applications.  An information 
system tool that at one time is used with a primary focus for building an ad hoc BI may at a latter time find its use as 
primarily an institutional BI.  Because the tool was initially created for use in building ad hoc applications does not infer that 
all information systems subsequently created using that tool are BI applications.  Nor, are they only ad hoc decision making 
applications.  The fundamental definition of a BI application needs to be applied in determining whether or not the 
application is, indeed, a BI.
FRAMEWORKS
A framework is useful in that it assists in gaining a perspective on the field of BI, specifically, and DSS, in general, while 
serving as a powerful means of providing focus on their characteristics.  A number of frameworks for DSS have been 
reported, which can also be applied to BI.  According to Sprague [13], a development framework is “helpful in organizing a 
complex subject, identifying the relationships between the parts, and revealing the areas in which further developments will 
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be required” (p. 6).  These frameworks are useful in determining the parameters that are measured for each BI examined in 
this research investigation.
The work of Gorry and Scott Morton [6] is a classic reprint of their original work written in 1971.  They indicate the 
usefulness of a framework is that it … “allows an organization to gain perspective on the field of information systems and 
can be a powerful means of providing focus and improving the effectiveness of the systems effort.”  That framework 
provides a number of parameters (Table 1) that are DSS characteristics.  Additional support for this framework is provided by 
Adam, Fahy, and Murphy [1], who, after considerable evaluation of multiple viewpoints, concluded that the Gorry and Scott 
Morton framework stands as it was originally developed in 1971.  That framework continues to provide significant guidance 
in the study and application of BI.  It divides the information requirements between the two organizational levels of 
operational control and strategic planning.  This infers a difference in managerial requirements between these two levels, 
which is a difference that may be observed in BI applications.
Characteristics of Information Organizational Level
Operational Control Strategic Planning
Source Largely internal External
Scope Well defined, narrow Very wide
Level of Aggregation Detailed Aggregate
Time Horizon Historical Future
Currency Highly current Quite old
Required Accuracy High Low
Frequency of Use Very frequent Infrequent
SOURCE:  [6]
Table 1:  Information Requirements by Decision Category
Donovan and Madnick [2] describe a framework that supports various managerial activities.  They divide DSS into two 
meaningful categories of institutional DSS and ad hoc DSS.  Institutional DSS are most appropriate for operational control 
activities, whereas ad hoc DSS are most useful for strategic planning.  An area of overlap occurs in regard to managerial 
control applications.  Hence, the operational control and strategic planning of Gorry and Scott-Morton map, respectively, to 
the categories of institutional and ad hoc of Donovan and Madnick.  These categories remain useful in evaluating the 
deployment of BI applications and form the foundation for their decision type classification.  That is, institutional is one 
decision type, whereas ad hoc is the other type.  In this manner, the institutional and ad hoc decision types relate to the 
information requirements set forth by Gorry and Scott-Morton.  Hence, decision type is a primary characteristic for 
evaluating BI applications.
The development approach used with the deployment of a BI provides a framework for the creation and ongoing maintenance 
of the BI.  The systems development life cycle (SDLC) and prototyping are the main development strategies employed in 
constructing a DSS. ([9], [11])  The development strategy is an important parameter considered in the investigation of 
applications in the BI space.  That is, does the institutional decision type use one method, while the ad hoc decision type uses 
a different method?  This can be most useful to information technology (IT) managers and end users.  If they can formulate 
the focus of their decision type, then the characteristics of that decision type can be assessed and included in their own BI 
deployment.
In summary, established DSS frameworks impart a robust foundation for parameters that are analyzed in this investigation.  
These frameworks set forth a dimensional space for measuring the parameters investigated (Table 2).  When examining each 
BI case application, these framework characteristics are reviewed to determine the primary state observed in that case.  This 
leads to discovering the primary attributes included when examining BI case-based applications.  Using published research 
that describes BI applications, the attributes for each case application are recorded based on this critical examination.  This 
provides a research database of specific BI applications within the boarder context of the DSS realm.  
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Classification Characteristic Categorical Parameters
Decision Type Institutional DSS (Operational 
Control)
AD Hoc DSS (Strategic 
Planning)
Source Largely internal External
Scope Well defined, narrow Very wide
Level of Aggregation Detailed Aggregate
Time Horizon Historical Future
Currency Highly current Quite old
Required Accuracy High Low
Frequency of Use Very frequent Infrequent
Business Area Functional area where used (as observed)
Number of Decisions Few Many
Structure Continuum Structured Semi-structured, Unstructured
Anthony Framework Intelligence Design Choice
Range of User Wide Narrow
Recurring Problem Usually Occasionally
Operational Efficiency High Low
Duration of Use Long Short
Rapid Development Need Low High
Development Method SDLC Prototype
Table 2:  Potential classification characteristics
METHODOLOGY
The research methodology is anchored in the basic premise that BI applications constitute a significant, emerging and 
continuing frontier in the application of decision support and computer technology in organizations.  Characteristics of 
specific BI are examined using a published case-based research approach methodology with meta-analysis.  A case-based 
research approach provides a means for investigating phenomenon in information systems in their original context and is 
particularly appropriate for exploratory studies (Yin, [15]).  This approach is applied to BI case-based research to provide a 
method for studying the characteristics of these applications.  For this research investigation, these cases are drawn from 
published research regarding BI.  Characteristics of each case are coded with particular attention to information 
characteristics identified from the frameworks.  This draws on the use of a meta-analysis approach (Glass, [5]) to case-study 
research.  A meta-analysis employs statistical methods deployed in order to integrate findings from many studies, such as 
case-based research studies.  Meta-analysis involves several steps that include: (1) defining the problem, (2) finding the 
research studies, (3) coding the study characteristics, (4) measuring the study findings on a common scale, and (5) analyzing 
the aggregation of findings and their relationship to the characteristics.  For this analysis, each case-based research represents 
one observation which gives equal weight to all included cases and preserves the independence of the data.  The frameworks 
provide the characteristics studied.
According to Voss, Tsikriktsis and Frohlich [14] and Meredith [10], case-based research is one of the most powerful methods 
in the development of generalizable conclusions about a field of study.  The results of case-based research can have a very 
high impact that leads to new and creative insights into a field of study with a high validity with practitioners – the ultimate 
user of research.  BI is a very dynamic field that extends DSS in which new applications and practices are continually 
Hayen Directions in Business Intelligence Applications
Proceedings of the Fourteenth Americas Conference on Information Systems, Toronto, ON, Canada August 14th-17th 2008 5
emerging and changing.  Case-based research provides an excellent means of studying the framework characteristics using 
the techniques of meta-analysis in this evolving BI application space.  
RESEARCH ANALYSIS
A total of 49 case-based research BI applications were found by conducting a comprehensive literature search.  These cases 
included the first identified BI case from 1986.  However, because of the duration between this early exploratory case and the 
current stream of case-based applications beginning in 1996, this early case is eliminated from the analysis.  Each of the 
remaining cases provided a substantial description of the case-based application.  The characteristics of each application case 
were recorded, based on the parameters derived from the frameworks.  Microsoft Excel and SAS Institute JMP software were 
used to analyze these data.  No quota or other preset limit was established for the number of ad hoc or institutional cases 
included in this investigate.  Therefore, the values for these major groupings of BI are considered representative.
Following the definition of BI and framework derived parameters, several general characteristics are analyzed.  A clear 
majority (63 percent) are institutional cases, whereas only 37 percent are ad hoc cases.  Each and every one of these specific 
BI was developed using prototyping.  The system development life cycle (SDLC) is not used in the BI development space.  
This strongly suggests that the SDLC has no significant use in the development of BI.  Several other characteristics of the 
evaluated BI are analyzed.  This includes a measure of the extent of the structure of the decision.  Of the observed cases, 94 
percent were determined to be semi-structured and only 6 percent were structured, with no unstructured situations reported 
among any of the cases.  Clearly, this supports and substantiates that BI is a sub-category of DSS with its semi-structured 
thrust.  The primary business application area of each BI is observed for the case-based applications.  Production (30 percent) 













Figure 1:  Category of business application
The framework set forth by Gorry and Scott Morton (Table 1, presented above) is examined using the characteristic data 
collected on the case-based applications.  The purpose of this evaluation is to confirm the information characteristic 
requirements set forth in that framework.  For purpose of this investigation and following the decision type dichotomy , the 
operational control level was recorded as an institutional BI, whereas the strategic planning level is recorded as an ad hoc BI.  
This framework is examined first by using neural network exploratory modeling to determine if the framework characteristics 
could serve to predict the category of the application as either ad hoc or institutional.  Ad hoc and institutional represent the 
decision category or decision type for this analysis.  Recall, the ad hoc and institutional categories correspond, respectively, 
to the operational control and strategic planning organizational levels postulated by Gorry and Scott-Morton.  The ability to 
predict the decision type based on the observed parameters is important to IT developers and end users in determining other 
characteristics that should be considered in the deployment of a BI application in their organizations.  Neural network 
analysis provides a statistical method for analyzing the ability to make these classifications. The utility of neural network 
models lies in the fact that they can be used to infer a function from observations. This is particularly useful in applications 
where the complexity of the data makes the design of such a function impractical by other means.  Neural network analysis 
supports classification for knowledge discovery.  This statistical classification is a procedure in which individual items are 
placed into groups based on quantitative information on one or more characteristics inherent in those items.  This is the 
situation with the observed BI case applications and their related characteristics parameters. The first neural network model 
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(Figure 2) includes all the characteristics of the Gorry and Scott-Morton framework.  Hence, this model indicates the 
classification abilities based on only their longstanding framework.  The result (Model One) is a neural network model that is 
significant (χ, p =0.00234; R-square = 0.895).   Hence, these parameters are useful in predicting the decision type, or 
conversely, knowing the decision type establishes the parameters to be included in a BI application focused on that decision 
type.
Figure 2:  Model One neural network diagram
Although the overall neural network Model One is significant, each of the characteristic parameters is evaluated individually 
to determine the relationship between the ad hoc/institutional categorization and the characteristic using a pair-wise analysis.  
The purpose is to attempt to reduce the number of characteristics used for classification.  As shown graphically (Figures 3 
and 4) along with the results in Table 3, the occurrence of both the source of information and the time horizon appear to be 
nearly equal for the ad hoc and the institutional applications.  In analyzing results for Figure 4, the historical category has no 
responses; therefore, only current and projected categories appear in this figure.  Hence, BI applications do not concentrate on 
historical information, which occurs with other DSS.  In Table 3, the source of information and the time horizon of 
information do not produce a significant relationship.  This suggests that both ad hoc and institutional BI make essentially 
equal use of internal and external information and that both are as likely to incorporate current and projected information.  
Therefore, it is unlikely these two characteristics distinguish ad hoc from institutional application.  And, further, both 
categories are about equally likely to include the information component represented by these characteristics.  Hence, IT 


























































Figure 3:  Source of information Figure 4:  Time horizon
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Characteristic of 
Information
χ, probability Significant at 
0.05 p-Value
Source 0.5242 No
Scope < 0.0001 Yes
Aggregation Level < 0.0001 Yes
Time Horizon 0.5048 No
Currency 0.1576 No
Accuracy < 0.0001 Yes
Frequency of Use 0.0018 Yes
Table 3:  Significance of information characteristics
Continuing with this analysis, currency graphically (Figure 5) appears to distinguish ad hoc/institutional BI applications.  
However, the results in Table 3 indicate no significant relationship exists.  Each of the remaining information characteristics 
(Table 3) is significantly related to ad hoc and institutional BI.  Therefore, these individually significant characteristics appear 






























Figure 5:  Currency
As a result, the source, time horizon, and currency are removed as characteristic parameters for the neural network Model 
Two (Figure 6).  The result is a significant model (χ, p =0.00011: R-square = 0.849) for predicting the decision type based on 
the remaining characteristic parameters of this framework.  This provides a reduced set of characteristics from the Gorry and 
Scott Morton framework that distinguish ad hoc and institutional BI applications.
A number of characteristics other than those of the Gorry and Scott Morton framework are recorded from the case-based BI 
applications (Table 2 above).  These additional characteristics are derived across other research efforts.  Following the same 
analytical procedures, each of the characteristics is evaluated to establish the relationship between the ad hoc/institutional 
categories and the individual characteristic pair-wise assessment.  The results (Table 4) suggest four of these characteristics 
exhibit a significant relationship with the ad hoc/institutional categories.  These four individually significant characteristics 
are combined with the four significant characteristics from the neural network Model Two to produce neural network Model 
Three (Figure 7).  The result is a significant model (χ, p =0.00118: R-square = 0.999) for predicting the decision type based 
on significant application characteristics.  Based on the R-square, this suggests a stronger framework consisting of the eight 
characteristics indicated by Model Three.
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Figure 6:  Model Two neural network diagram
Characteristic of Application χ, probability Significant at 
0.05 p-Value
Number of Decisions 0.8767 No
Structure Continuum 0.2905 No
Anthony Framework 0.7531 No
Range of User < 0.0001 Yes
Recurring Problem 0.1310 No
Operational Efficiency < 0.0001 Yes
Duration of Use < 0.0001 Yes
Rapid Development < 0.0001 Yes
Table 4:  Significance of other characteristics
Figure 7:  Model Three neural network diagram
DISCUSSION
This study reveals several attribute of BI applications.  First, these applications are developed exclusively using prototyping, 
and hence the traditional SDLC is not used with these developments.  This is not an unexpected finding, because many other 
DSS applications have been developed using prototyping.  Further, prototyping, in the form of development cycles, is used in 
the implementation of core business transaction processing systems or enterprise software, such as SAP R/3 Enterprise.  
Second, BI applications are focused on current and projected information, and not on historical information.  This does not 
imply that historical information is not used by organizations.  But, rather that with BI, historical information is not an 
application priority.  Third, the Gorry and Scott Morton framework applies to BI as supported by the significant neural 
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network Model One.  However, a significant classification with ad hoc and institutional BI is obtained with a reduced set of 
four of distinguishing parameters which are:  (1) scope, (2) aggregation level, (3) accuracy, and (4) frequency of use.  This 
indicates that the other information requirements are essentially equally likely to occur in a BI application.  Their developers 
need to focus on both parameters for their applications.  Fourth, BI applications are equally likely to contain external 
information as they are to utilize contain internal information, and should have a balance view by developers.  Fifth, other 
distinguishing characteristics are suggested for inclusion in the set of parameters that include:  (1) range of users supported, 
(2) operational efficiency, (3) duration of use, and (4) need for rapid development.  Overall this suggests a new framework 
for BI applications that combine the significant information requirements from the Gorry and Scott Morton framework with 
characteristics from other research efforts.  The result is a revised BI framework of information requirements and situational 
conditions by decision category (Table 5).  
Requirements and Characteristics Organizational Level
Operational Control Strategic Planning
Scope Well defined, narrow Very wide
Level of Aggregation Detailed Aggregate
Required Accuracy High Low
Frequency of Use Very frequent Infrequent
Range of User Wide Narrow
Operational Efficiency High Low
Duration of Use Long Short
Rapid Development Need Low High
Table 5:  Information requirements and situational characteristics by decision category
What are the implications for information technology management from this revised framework?  The framework is most 
useful in providing a roadmap for the development, deployment, and maintenance of BI.  IT managers and end users can 
preview their potential application to determine its overall decision type – institutional or ad hoc.  With this preliminary 
assessment, they then can use the framework to determine those characteristics which are most likely to be included within 
their own BI application.   If a characteristic is determined to not be appropriate, then it will have been consider as such and 
eliminated.  This consideration should lead to a more robust development of BI applications.  By assessing the information 
requirements and situational characteristics, managers leading the development of applications in the BI space can better plan 
deployment strategies.  The expected outcome from the resulting roadmap is more effective and efficient BI applications. 
SUMMARY AND CONCLUSION
A number of frameworks have been developed that are useful in assessing the characteristics of BI.  This investigation 
examined several characteristic parameters from these frameworks that include the structure continuum, decision type (ad 
hoc and institutional), the development method used, and information requirements by decision category.  The methodology 
is a meta-analysis with data collection from published case-based research on BI.  In this context, published research is used 
to measure the actual deployment of BI in organizations.  A total of 48 case-based research studies are examined.  Overall, 
the data support many of the characteristic parameters which have been set forth in various frameworks, many of them 
formulated from the DSS research space.  The information requirements by decision category (decision type) are supported 
with the exception of the source, currency, and time horizon of information.  That is, an ad hoc or an institutional BI is each 
about as likely to have an internal or an external source of information and each exhibits similar results for a narrow or wide 
scope of information.  A revised framework is useful in providing a roadmap for IT managers in planning and deploying BI 
applications.  This research is limited by the case-based research meta-analysis.  Future analyses should examine more case-
based research studies and compare characteristic parameters found in additional frameworks that apply to the evolving BI 
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application space.  These results will continue to provide developers of BI applications with a roadmap for considering 
parameters to be included in those applications.
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