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Abstract
A preconditioned conjugate gradient method is applied to ﬁnite element discretizations of some nonsymmetric elliptic systems.
Mesh independent superlinear convergence is proved, which is an extension of a similar earlier result from a single equation to
systems. The proposed preconditioning method involves decoupled preconditioners, which yields small and parallelizable auxiliary
problems.
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1. Introduction
The conjugate gradient method (CGM) is a widespread way of solving nonsymmetric linear algebraic systems,
in particular for large systems arising from discretized elliptic problems. A celebrated property of the CGM is
superlinear convergence [17], see also the book [2] where a comprehensive summary is given on the convergence
of the CGM. For discretized elliptic problems, the CGM is mostly used with suitable preconditioning [2], which often
provides mesh independent convergence. Moreover, it has been shown in [6] that the preconditioned CGM can be
competitive with multigrid methods.
The mesh independence property is a basic reason to involve underlying Hilbert space theory in the study of the
CGM.Linear convergence results for such PCGmethods are treated in the rigorously described framework of equivalent
operators in Hilbert space [6,13], which provides mesh independence for the condition numbers of the discretized prob-
lems. The CGM for nonsymmetric equations in Hilbert space has been studied in the author’s papers [3,4]: in the latter
superlinear convergence has been proved in Hilbert space and, based on this, mesh independence of the superlinear es-
timate has been derived for FEM discretizations of elliptic Dirichlet problems. The numerical realization of this
method has been demonstrated in [11].
The goal of this paper is to extend the mesh independent superlinear convergence results of [4] from a single
equation to systems.An important advantage of the obtained preconditioning method for systems is that one can deﬁne
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decoupled preconditioners, hence the size of the auxiliary systems remains as small as for a single equation, moreover,
parallelization of the auxiliary systems is available.
2. The problem and the approach
We consider systems of the form
−div (Ki∇ui) + bi · ∇ui +
l∑
j=1
Vijuj = gi
ui | = 0
⎫⎬
⎭ (i = 1, . . . , l) (1)
under the following assumptions:
Assumptions BVP.
(i) the bounded domain  ⊂ RN is C2-diffeomorphic to a convex domain;
(ii) for all i, j = 1, . . . , l Ki ∈ C1(), Vij ∈ L∞() and bi ∈ C1()N ;
(iii) there is m> 0 such that Kim holds for all i = 1, . . . , l;
(iv) letting V = {Vij }li,j=1, the coercivity property
min(V + V T) − max
i
div bi0 (2)
holds pointwise on , where min denotes the smallest eigenvalue;
(v) gi ∈ L2().
The coercivity assumption implies that problem (1) has a unique weak solution.
Systems of the form (1) arise e.g., from the time discretization and Newton linearization of nonlinear reaction–
convection–diffusion (transport) systems
ci
t
− div (Ki ∇ci) + bi · ∇ci + Ri(x, c1, . . . , cl) = 0
ci| = 0
}
(i = 1, . . . , l). (3)
In many real-life problems, e.g., where ci are concentrations of chemical species, such systems may consist of a huge
number of equations [18]. Using a time discretization with sufﬁciently small steplength , the systems obtained from
the Newton linearization of (3) around some c = (c1, . . . , cl)T satisfy Assumptions BVP. Namely, in this case
V (x) = R(x, c)
c
+ 1

I
(where I is the identity matrix), which ensures the coercivity (the only nontrivial assumption) for small enough .
For brevity, we write (1) as
Lu ≡ −div (K∇u) + b · ∇u + V u = g
u| = 0
}
, (4)
where
u :=
⎛
⎝u1...
ul
⎞
⎠ , g :=
⎛
⎝g1...
gl
⎞
⎠ ,
−div (K∇u) :=
⎛
⎝−div (K1∇u1)...
−div (Kl∇ul)
⎞
⎠ , b · ∇u :=
⎛
⎝b1 · ∇u1...
bl · ∇ul
⎞
⎠
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and V has been deﬁned in Assumption (iv). For the numerical solution of system (4), one usually considers its FEM
discretization, which leads to a linear algebraic system
Lh c = gh. (5)
Then (5) can be solved by the CGM using some suitable preconditioner.
In this paper we consider preconditioners based on the following preconditioning operator. Letting i ∈ C(), i0
be suitable functions and
Siui := −div (Ki ∇ui) + iui (i = 1, . . . , l) (6)
if ui | = 0, we deﬁne the independent n-tuple of elliptic operators
Su =
⎛
⎝S1u1...
Slul
⎞
⎠
. (7)
The goal of this paper is twofold. First, we prove mesh independent superlinear convergence of the preconditioned
CGM in the framework of normal operators in Hilbert space. This is achieved in two steps: on the theoretical level, we
consider the preconditioned form of system (4)
S−1Lu = f (8)
(with f = S−1g) and prove that the CGM converges superlinearly in the Sobolev space H 10 ()l . Based on this, on the
practically relevant discrete level we consider the preconditioned form of the algebraic system (5)
S−1h Lh c = fh (9)
(with fh = S−1h gh), where Sh denotes the discretization of S in the same FEM subspace as for Lh, and prove that
the superlinear convergence of the CGM is mesh independent, i.e., independent of the considered FEM subspace.
These properties are the extension of the results of [4] to systems. On both levels we consider a full and a truncated
generalized CGM, and the results are proved under certain special assumptions that (analogously to [4]) ensure the
normality of the preconditioned operator in the corresponding Sobolev space. Our second goal is the numerical testing
of our PCG method. It turns out that the mesh independent superlinear convergence property is even valid when some
of the technical conditions do not hold, i.e., beyond the normal operator framework of [4].
Besides the mesh independent convergence result, this preconditioning method has an advantage of efﬁcient
realization since the symmetric elliptic operators Si are decoupled, hence the size of the auxiliary systems is smaller
than of the original one and, moreover, parallel solution of the auxiliary systems is available. This may signiﬁcantly de-
crease the cost when the system (1) consists of many equations. This is illustrated with an example involving chemical
reactions at the end of the paper.
3. Hilbert space background: the generalized CGM
We brieﬂy summarize the required Hilbert space background on the construction and convergence of the generalized
CGM, based on [1,4,10].
3.1. Generalized construction and convergence
Let H be an inﬁnite-dimensional complex separable Hilbert space with inner product 〈·, ·〉 and corresponding norm
‖·‖. We consider a nonsymmetric operator equation
Au = b (10)
with some given b ∈ H . Here one assumes that A has a bounded inverse in order to ensure the well-posedness of (10).
Then, denoting by u∗ the unique solution of (10), we study the error vector ek = uk − u∗ of the CGM.
J. Karátson, T. Kurics / Journal of Computational and Applied Mathematics 212 (2008) 214–230 217
The generalized conjugate gradient, least square (GCG-LS) method is deﬁned in [1]. Two versions are discussed:
the full version which uses all previous search directions, whereas the truncated version uses only s+1 previous search
directions (denoted byGCG-LS(s)), where s is a nonnegative integer. The full version of theGCG-LSmethod constructs
a sequence of search directions dk and simultaneously a sequence of approximate solutions uk such that the vectors
Adk are linearly independent and uk minimizes the residual norm corresponding to (10) in the subspace of the ﬁrst
k search directions. To construct the search directions, the deﬁnition also involves an integer s ∈ N, further, we let
sk = min{k, s} (k0). That is, the algorithm of the full version is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a) Let u0 ∈ H be arbitrary, let d0 = −r0 = −(Au0 − b);
for any k ∈ N : when uk, dk, rk are obtained, let
(b1) the numbers (k)k−j (j = 0, . . . , k) be the solution of
k∑
j=0
(k)k−j 〈Adk−j , Adk−l〉 = −〈rk, Adk−l〉 (0 lk);
(b2) uk+1 = uk +
k∑
j=0
(k)k−j dk−j ;
(b3) rk+1 = rk +
k∑
j=0
(k)k−jAdk−j ;
(b4) (k)k−j = 〈Ark+1, Adk−j 〉/‖Adk−j‖2 (j = 0, . . . , sk);
(b5) dk+1 = −rk+1 +
sk∑
j=0
(k)k−j dk−j .
(11)
The truncated versions use only a bounded number of search directions. Here we are interested in the so-called
truncated GCG-LS(0) method, which requires only a single, namely the current search direction. This algorithm is as
follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a) Let u0 ∈ H be arbitrary, let d0 = −r0 = −(Au0 − b);
for any k ∈ N : when uk, dk, rk are obtained, let
(b1) k = ‖Adk‖2, k = − 1k 〈rk, Adk〉;
(b2) uk+1 = uk + kdk;
(b3) rk+1 = rk + kAdk;
(b4) k = 1k 〈Ark+1, Adk〉;
(b5) dk+1 = −rk+1 + kdk.
(12)
The following result, which follows immediately from [5] or Theorem 1 in [3], states the coincidence of the two
algorithms when A∗ is a linear polynomial of A.
Theorem 3.1. Let the bounded linear operator A in (10) satisfy A+A∗ > 0. Assume that there exist constants c1, c2 ∈
R such that A∗ = c1A + c2 . Then the truncated GCG-LS(0) method (12) for Eq. (10) coincides with the full version.
The superlinear convergence results using Hilbert space theory are based on the following theorem, where the error
vector ek is measured in the norm
‖u‖A = (Re〈Au, u〉)1/2.
Theorem 3.2 (Axelsson and Karátson [4]). Let H be a separable Hilbert space and B be a compact normal linear
operator on H with ordered eigenvalues k (k ∈ N). Let
A = I + B, (13)
where I is the identity operator and assume that A has a bounded inverse.
Then the CGM (11) yields for all k ∈ N(‖ek‖A
‖e0‖A
)1/k
 2‖A−1‖
(
1
k
k∑
i=1
|i |
)
→ 0 as k → ∞. (14)
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3.2. Preconditioned operator equations
Now let us consider an operator equation
Lu = g (15)
with an unbounded linear operator L:D → H deﬁned on a dense domain D, and with some g ∈ H . We will consider
a preconditioned version of (15) which has the form (13) in a suitable energy space. Eq. (15) is assumed to satisfy the
following:
Assumptions A:
(i) The operator L is decomposed in L = S + Q on its domain D where S is a self-adjoint operator in H.
(ii) S is a strongly positive operator, i.e., there exists p> 0 such that
〈Su, u〉p‖u‖2 (u ∈ D). (16)
(iii) There exists > 0 such that Re〈Lu, u〉〈Su, u〉 (u ∈ D).
(iv) The operator Q can be extended to the energy space HS , and then S−1Q is assumed to be a compact normal
operator on HS .
We recall that the energy space HS is the completion of D under the energy inner product 〈u, v〉S = 〈Su, v〉
(u, v ∈ D), and the corresponding norm has the obvious notation ‖·‖S . Assumption (ii) implies HS ⊂ H . We also
recall the following property:
Proposition 1 (see e.g., Riesz and Nagy [14]). Let S be a symmetric operator satisfying (16). Then S is self-adjoint if
and only if R(S) = H .
That is, Assumptions (i)–(ii) on S imply that R(S) = H and hence S−1Q makes sense.
Remark 1. The normality of S−1Q on the space HS means that it is S-normal, i.e., the operator (S−1Q)∗S (the adjoint
of S−1Q w.r.t. the inner product 〈·, ·〉S) commutes with S−1Q.
We replace Eq. (15) by its preconditioned form
S−1Lu = f , (17)
where f = S−1g. Then the full algorithm (11) in HS is as follows. Here for better algorithmization we construct four
sequences uk, dk, rk, zk , and use throughout the algorithm that Adj = zj for all j:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a) Let u0 ∈ D be arbitrary, let
r0 be the solution of Sr0 = Lu0 − g; d0 = −r0
and z0 be the solution of Sz0 = Ld0;
for any k ∈ N : when uk, dk, rk, zk are obtained, let
(b1) the numbers (k)k−j (j = 0, . . . , k) be the solution of
k∑
j=0
(k)k−j 〈Szk−j , zk−l〉 = −〈rk, Szk−l〉 (0 lk);
(b2) uk+1 = uk +
k∑
j=0
(k)k−j dk−j ;
(b3) rk+1 = rk +
k∑
j=0
(k)k−j zk−j ;
(b4) (k)k−j = 〈Lrk+1, zk−j 〉/‖zk−j‖2S (j = 0, . . . , sk);
(b5) dk+1 = −rk+1 +
sk∑
j=0
(k)k−j dk−j ;
(b6) zk+1 be the solution of Szk+1 = Ldk+1.
(18)
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In the truncated algorithm (12) the vectors pk can be determined within the kth cycle since no previous indices are
used: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a) Let u0 ∈ D be arbitrary, and let
r0 be the solution of Sr0 = Lu0 − g; d0 = −r0;
for any k ∈ N : when uk, dk, rk are obtained, let
(b1) zk be the solution of Szk = Ldk,
k = 〈Szk, zk〉, k = − 1k 〈rk, Szk〉;
(b2) uk+1 = uk + kdk;
(b3) rk+1 = rk + kzk;
(b4) k = 1k 〈Lrk+1, zk〉;
(b5) dk+1 = −rk+1 + kdk.
(19)
Eq. (17) is equivalent to
(I + S−1Q)u = f ,
i.e., it has the form (13) with
A = I + S−1Q.
Here,A has a bounded inverse, since by item (iii) ofAssumptionsA, Re〈Au, u〉S=Re〈S−1Lu, u〉S=Re〈Lu, u〉‖u‖2S
for all u ∈ D, and by density for all u ∈ HS as well. Then we have
Theorem 3.3 (Axelsson and Karátson [4]). Let Assumptions A hold. Then the CGM (11) applied for Eq. (17) yields
for all k ∈ N
(‖ek‖L
‖e0‖L
)1/k
 2

(
1
k
k∑
i=1
|i (S−1Q)|
)
→ 0 as k → ∞, (20)
where k(S−1Q) (k ∈ N) are the ordered eigenvalues of the operator S−1Q.
4. Iteration and convergence in Sobolev space
Let us consider the complex Hilbert space H = L2()l with inner product and corresponding norm
〈u, v〉 =
∫

l∑
i=1
uivi, ‖u‖2 =
∫

l∑
i=1
|ui |2 (21)
and deﬁne the operators L and S as given in (4) and (7), respectively, with the domain
D(L) = D(S) = D := (H 2() ∩ H 10 ())l
which is dense in H. We consider problem (4) in H, preconditioned by S as proposed in Section 2. Our goal is to prove
Theorem 3.3 for this problem in the space L2()l by verifying that L and S satisfy Assumptions A.
We will do this two cases: ﬁrst, we prove Theorem 3.3 when S is the symmetric part of L, in which case the full
algorithm (11) coincides with the truncated version (12). Then we consider the full algorithm (11) and prove Theorem
3.3 for problems with constant coefﬁcients when (following [4]) the normality of the preconditioned operator in the
corresponding Sobolev space can be ensured.
Remark 2. When the PCG algorithms (11) or (12) are applied with L and S from (4) and (7), respectively, the
auxiliary problems like Szk = Ldk have the following form:
−div (Ki ∇zk,i) + izk,i = Lidk
ui | = 0
}
(i = 1, . . . , l),
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where Lid ≡ −div (Ki ∇di) + bi · ∇di +∑lj=1Vij dj for d ∈ D(L), that is, we have to solve decoupled Helmholtz
problems.
4.1. Convergence of the truncated algorithm
In this subsection we study the case when S is the symmetric part
S = 12 (L + L∗)
of L. Then the preconditioned operator A = S−1L has an important property in the energy space HS , see e.g., [3].
Namely, the antisymmetry of Q = L − S in H,
〈Qu, v〉 = −〈u,Qv〉 (22)
is equivalent to the antisymmetry of S−1Q in HS :
〈S−1Qu, v〉S = −〈u, S−1Qv〉S (23)
i.e., the S-adjoint operator (S−1Q)∗S (cf. Remark 1) satisﬁes
(S−1Q)∗S = −S−1Q. (24)
Since A = I + S−1Q, therefore A∗S = 2I − A, hence by Theorem 3.1 the truncated GCG-LS(0) method (12) for Eq.
(17) coincides with the full version (11).
First we determine the symmetric part of the operator L in (4). We have for u, v ∈ D
〈Lu, v〉 =
∫

⎛
⎝ l∑
i=1
(
Ki ∇ui · ∇vi + (bi · ∇ui) vi
)+ l∑
i,j=1
Vijuj vi
⎞
⎠
. (25)
The divergence theorem and the boundary conditions imply (see e.g., [3])∫

(bi · ∇ui)vi +
∫

ui(bi · ∇vi) = −
∫

(div bi )uivi , (26)
hence it is easy to see that for u, v ∈ D
〈Su, v〉 =
∫

⎛
⎝ l∑
i=1
(Ki ∇ui · ∇vi − 12 (div bi )uivi) +
1
2
l∑
i,j=1
(Vij + Vji)uj vi
⎞
⎠
. (27)
Hence, we have coordinatewise
Siui = −div (Ki ∇ui) − 12 (div bi )ui +
1
2
l∑
j=1
(Vij + Vji)uj . (28)
This operator falls into the type (6) if and only if the antisymmetry
Vij = −Vji (i = j) (29)
is valid and i in (6) is chosen as
i = Vii − 12 (div bi ), (30)
hence (29)–(30) are assumed to hold from now on.
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As stated before, our task is to prove that the operators L and S satisfyAssumptionsA in H =L2()l . Together with
the argument after (24), this will imply that iteration (19) converges according to Theorem 3.3.
(i) S is self-adjoint by Proposition 1 since Si maps onto L2() (see [9]), hence S maps onto L2()l .
(ii) Formula (27) yields
〈Su,u〉 =
∫

⎛
⎝ l∑
i=1
(
Ki |∇ui |2 − 12 (div bi )|ui |
2
)
+ 1
2
l∑
i,j=1
(Vij + Vji)ujui
⎞
⎠
.
Then items (iii)–(iv) in Assumptions BVP imply
〈Su,u〉m
l∑
i=1
‖∇ui‖2L2(), (31)
whence, using the Sobolev inequality
‖∇u‖L2()	‖u‖L2() (u ∈ H 10 ()) (32)
(where 	> 0), letting p = m	 and using notation (21), we have
〈Su,u〉p‖u‖2 (u ∈ D). (33)
(iii) The antisymmetry (22) implies Re〈Qu,u〉 = 0. Since L = S + Q, we obtain
Re〈Lu,u〉 = 〈Su,u〉. (34)
(iv) Formula (27) implies that HS = H 10 ()l and the energy inner product 〈u, v〉S is the expression on the r.h.s. of
(27), equivalent to the usual one. Using (28)–(30), the antisymmetric part Q satisﬁes coordinatewise
Qiu = Liu − Siu = bi · ∇ui + 12 (div bi )ui +
l∑
j=1
j =i
Vij uj (35)
for u ∈ (H 2()∩H 10 ())l and the same expression is valid for u ∈ H 10 ()l . Then the operator S−1Q on H 10 ()l
is given by
〈S−1Qu, v〉S = 〈Qu, v〉 =
∫

l∑
i=1
(Qiu)vi
=
∫

⎛
⎜⎜⎝
l∑
i=1
(
bi · ∇ui + 12 (div bi )ui
)
vi +
l∑
i,j=1
i =j
Vij uj vi
⎞
⎟⎟⎠ (u, v ∈ (H 2() ∩ H 10 ())l)
which is compact owing to the compact embedding of L2() into H 10 () (see e.g., [7]). Further, (24) obviously
implies that (S−1Q)∗S commutes with S−1Q, i.e., S−1Q is S-normal (cf. Remark 1).
Corollary 1. Under Assumptions BVP and (29)–(30), the preconditioned truncated CGM (19) for system (1) with the
preconditioning operator (6)–(7) converges superlinearly in the space H 10 ()l according to the estimate (20).
In particular, in (20) we have the parameter  = 1 and the norm equality ‖u‖L = ‖u‖S from (34).
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4.2. Convergence of the full algorithm
Now we turn to the general case when S is not the symmetric part of L (i.e., (29)–(30) are not assumed to hold). It
may be important in practice to have this freedom to choose the coefﬁcients i of S. First, we have frequently Ki = 1
in (1), i.e., the term −div (Ki ∇ui) coincides with the Laplacian, and in such cases it may be efﬁcient to choose i
constant. Namely, for auxiliary problems with constant coefﬁcients, various fast direct solvers are available (such as
fast Fourier transform or cyclic reduction [15,16]) which turn S into a cheap preconditioner. Second, as shown in [12]
for one equation, large values chosen for  may compensate for large convection terms b, hence such a preconditioner
can be useful for singularly perturbed problems as well.
As stated earlier, in order to verify Theorem 3.3 for this case, our task is to prove that the operators L and S as given
in (4) and (7), respectively, satisfy Assumptions A in H = L2()l . We will prove this under the condition that L has
constant coefﬁcients itself, moreover, these coefﬁcients are the same for the different equations and the matrix V is
normal. That is, in addition to Assumptions BVP, we impose
Assumptions C.
• for all i = 1, . . . , l, Ki ≡ K ∈ R, i ≡  ∈ R and bi ≡ b ∈ RN ;
• V ∈ Rl×l is a normal matrix.
Then Assumptions A can be veriﬁed as follows:
(i) S is self-adjoint as a special case of paragraph (i) in Section 4.1.
(ii) We have
〈Su,u〉 =
∫

l∑
i=1
(K |∇ui |2 + |ui |2). (36)
From this the assumptions K > 0 and 0 imply (33) in the same way as it followed from (31).
(iii) We have for u ∈ D
〈Lu,u〉 =
∫

⎛
⎝ l∑
i=1
(K |∇ui |2 + (b · ∇ui) ui) +
l∑
i,j=1
Vijujui
⎞
⎠
from (25). Now for constant b, (26) yields∫

(b · ∇ui)ui = −
∫

ui(b · ∇ui),
further, (2) now reduces to the assumption that V + V T is positive semideﬁnite. Hence
Re〈Lu,u〉 =
∫

⎛
⎝ l∑
i=1
⎛
⎝K |∇ui |2 + l∑
i,j=1
1
2
(Vij + Vji)ujui
⎞
⎠
⎞
⎠
K
l∑
i=1
‖∇ui‖2L2() + 0
l∑
i=1
‖ui‖2L2()
where 0 = min( 12 (Vij + Vji))0. Further, using (36) and the Sobolev inequality (32), we obtain
inf
u∈D
u =0
Re〈Lu,u〉
〈Su,u〉  inf(x,y)∈R2
x  	y>0
Kx + 0y
Kx + y = min
{
	K + 0
	K +  , 1
}
,
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where the latter equality comes from an elementary calculation. Therefore, assumption (iii) holds with
 = min
{
	K + 0
	K +  , 1
}
. (37)
(iv) Similarly to paragraph (iv) in Section 4.1, we haveHS =H 10 ()l and the energy inner product 〈u, v〉S is equivalent
to the usual one, further, the antisymmetric part satisﬁes
Qiu = b · ∇ui − ui +
l∑
j=1
Vijuj (38)
for u ∈ H 10 ()l , whence the operator S−1Q on H 10 () is compact by the same argument as for (35).
On the other hand, the normality of S−1Q in HS is not as trivial as in the previous subsection, but this is the main
property to be veriﬁed now in two steps.
Lemma 1. Let us deﬁne the operators R,W : L2()l → L2()l by
Ru = (b · ∇ui)li=1 (u ∈ D(R) = H 10 ()l) and Wu = V u − u (u ∈ L2()l), (39)
respectively. Then the following operators commute:
(a) S−1W and S−1W ∗;
(b) S−1R and S−1W ;
(c) S−1R and S−1W ∗.
Proof. First we observe
SWu = WSu (u ∈ D(S)) (40)
since, using Su = −K diag(ui), (40) is coordinatewise equivalent to

⎛
⎝ l∑
j=1
Wijuj
⎞
⎠=
⎛
⎝ l∑
j=1
Wijuj
⎞
⎠
.
Replacing u by S−1u in (40) (which makes sense since S maps onto L2()l) and applying S−1 to both sides, we obtain
WS−1u = S−1Wu (u ∈ L2()l). (41)
(a) Using (41) and its analogue for W ∗, further that W is normal (inheriting this from V), we obtain WS−1W ∗ =
S−1WW ∗ = S−1W ∗W = W ∗S−1W . Applying S−1 to both sides we obtain the required statement.
(b) Introducing the operators S0 := −K and R0 := b ·∇, we have S=diag(S0) and R=diag(R0). Using that these
operators have constant coefﬁcients, one can prove R0S−10 = S−10 R0 (see [4]), therefore we obtain RS−1 = S−1R. We
have RW =WR similarly to (40), and using also (41) we obtain RS−1W = S−1RW = S−1WR =WS−1R. Applying
S−1 to both sides again, we obtain the required statement.
(c) This follows from (b) by replacing W by W ∗. 
Proposition 2. The operator S−1Q is normal in HS .
Proof. Relations (38) and (39) imply Q = R + W , hence
S−1Q = S−1R + S−1W . (42)
Here the S-adjoints of the operators on the r.h.s. are as follows. First, now for constant b the equality (26) implies for
all u, v ∈ H 10 ()l
〈Ru, v〉 = −〈u, Rv〉
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that is,
〈S−1Ru, v〉S = −〈u, S−1Rv〉S
which means that (S−1R)∗S = −S−1R. Further,
〈S−1Wu, v〉S = 〈Wu, v〉 = 〈u,W ∗v〉 = 〈u, S−1W ∗v〉S ,
i.e., (S−1W)∗S = S−1W ∗. Altogether, we have
(S−1Q)∗S = −S−1R + S−1W ∗,
which by (42) and Lemma 1 commutes with S−1Q. 
Corollary 2. UnderAssumptionsBVPandC, the preconditioned fullCGM (18) for system (1)with thepreconditioning
operator (6)–(7) converges superlinearly in the space H 10 ()l according to the estimate (20).
In particular, we have the expression (37) for the parameter  in (20).
5. Mesh independent superlinear convergence for the discretized problems
In this section we derive the main result from practical point of view. Let us consider the FEM discretization of
system (4) in some FEM subspace
Vh = span{
1, . . . ,
n} ⊂ H 10 ()l ,
which leads to an n × n linear algebraic system
Lh c = gh. (43)
Let Sh denote the discretization of S in the same FEM subspace Vh as for Lh. We consider the preconditioned form of
the algebraic system (43)
S−1h Lh c = fh (44)
with fh = S−1h gh, and our goal is to prove that the superlinear convergence of the CGM is mesh independent, i.e.,
independent of the subspace Vh.
This property can be readily derived from our theoretical results in Section 4. Namely, by Section 4, under the given
conditions, the operators L and S as given in (4) and (7), respectively, satisfy Assumptions A formulated in Section 3.2
for the operator equation (15). For such operator equations the following subspace independent convergence result is
available, expressed via the eigenvalues |1(S−1Q)| |2(S−1Q)| · · · of the compact operator S−1Q:
Theorem 5.1 (Axelsson and Karátson [4, Corollary 4]). Let assumptions A hold for the operator equation (15) in H.
Let Vh ⊂ HS be a ﬁnite-dimensional subspace, Sh and Qh the corresponding Gram matrices of S and Q, respectively.
If the matrix S−1h Qh is Sh-normal then the CGM applied for the n × n linear algebraic system (44) yields(‖ek‖L
‖e0‖L
)1/k
k (k = 1, . . . , n), (45)
where
k = 2
k
k∑
m=1
|m(S−1Q)| → 0 (as k → ∞) (46)
and k is a sequence independent of n and Vh.
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Consequently, we obtain the mesh independence result for the elliptic system (1), under the conditions considered
in Section 4 to verify Assumptions A. To formulate this, we note that with symmetric part preconditioning, the Sh-
normality of the matrix S−1h Qh need not be assumed since it holds for an arbitrary FEM subspace (see e.g., [4]).
Corollary 3. Let Assumptions BVP hold. Consider the FEM discretization of system (1), using the stiffness matrix of
(7) as preconditioner, under one of the following conditions:
(a) assumptions (29)–(30) hold, Vh ⊂ H 10 ()l is an arbitrary FEM subspace and the truncated CGM (19) is used;
(b) assumptions C hold, Vh ⊂ H 10 ()l is a FEM subspace for which the matrix S−1h Qh is Sh-normal, and the full CGM
(18) is used.
Then the mesh independent superlinear convergence estimate (45)–(46) is valid.
Remark 3. In part (b), theSh-normality of thematrixS−1h Qh is a formal restriction that can be relaxed.As pointed out in
[4, Remarks 7 and 9], for non-normalmatrices the contribution of a degenerate eigenvalue m to the number of necessary
iterations for a given accuracy is at most sm, where sm is the order of the largest Jordan block corresponding to m. If
sm is bounded as 1mn and n → ∞, then the superlinear estimate remains uniform. Note that here sm measures the
degree of non-normality. In our applications, S−1n Qh approaches asymptotically the original normal operator S−1Q as
n → ∞, hence its degree of non-normality is expected to be bounded (or asymptotically vanishing). The numerical
experiments in the following section will underline a much stronger property, which eliminates the need for further
study of the normality problem from practical aspect. The mesh independent convergence property will turn out to be
even valid when the original operator S−1Q is not normal either, i.e., beyond the normal operator framework of the
present paper.
Remark 4. Following Remark 2, the CGM for system (44) involves the FEM solution of decoupled Helmholtz prob-
lems of the following type in the subspace Vh:
−div (Ki∇ei) + iei = Lid
ui | = 0
}
(i = 1, . . . , l).
This provides the following advantages for the studied PCG algorithm:
• the size of the auxiliary systems is considerably smaller than that of the original system when s is large;
• parallel solution of the auxiliary systems is available;
• for Helmholtz problems various efﬁcient solvers are available (like fast Fourier transform, cyclic reduction, multigrid
or multilevel, see e.g., [8,15,16]).
6. Numerical experiments
We ﬁnally present some numerical results. Besides illustrating the preceding theorems, the main outcome of this test
is that the mesh independent superlinear convergence property is even valid when some of the preceding theoretical
conditions do not hold. (That is, the normal operator framework of [4] seems only technical, and might be overcome by
later research.) Consequently, the proposed preconditioned CGM is an efﬁcient solution method for general problems.
In what follows, let  ⊂ R2 be the unit square and Ki = 1 (i = 1, . . . , l) in (1) (i.e., for simplicity only the
case of Laplacian is considered for the principal part of the elliptic operators). Since in this paper only Dirichlet
boundary conditions ui | = 0 are investigated, the indication of the boundary conditions will be omitted to avoid
unnecessary repetition. Both of the studied algorithms will be used: the truncated one where possible and the full
algorithm throughout, using the parameter s = 5. (It is not a huge restriction to ﬁx this value through the experiments,
because it has turned out that s is a marginal parameter.)
In the ﬁrst part of this subsection, systems consisting of 2 and 3 functions are investigated. In both cases we consider
a system that does and one that does not satisfy the theoretical conditions. Finally we consider a larger model involving
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Table 1
Values of Qk for system (47)
1/h
Truncated algorithm Full algorithm, i = 8
Itr. 32 64 128 32 64 128
1 0.0774 0.0776 0.0776 0.0636 0.0638 0.0638
2 0.0777 0.0780 0.0780 0.0624 0.0626 0.0626
3 0.0802 0.0805 0.0805 0.0642 0.0644 0.0644
4 0.0777 0.0780 0.0781 0.0643 0.0645 0.0646
5 0.0720 0.0723 0.0724 0.0616 0.0618 0.0619
6 0.0663 0.0666 0.0667 0.0579 0.0581 0.0582
7 0.0617 0.0620 0.0621 0.0542 0.0545 0.0546
8 0.0587 0.0590 0.0590 0.0511 0.0514 0.0515
9 0.0574 0.0576 0.0577 0.0489 0.0491 0.0491
10 0.0564 0.0567 0.0568 0.0482 0.0483 0.0483
chemical reactions between 10 pollutants. The numbers in the tables are the values of
Qk :=
(‖ek‖
‖e0‖
)1/k
for the iteration counter parameter k = 1, 2, . . . . In all the experiments we have observed numerical superlinear con-
vergence (i.e., that Qk decreases) up to some point when this decrease has stopped. Here we usually had ‖ek‖ / ‖e0‖=
O(10−14), which has justiﬁed stopping the iteration.
Experiment 1. Let
b = bi = (1, 0), V =
(
0 1
−1 0
)
For the sake of better lucidity, we write out the system corresponding to these parameters:
−u1 + u1
x
+ u2 = g1
−u2 + u2
x
− u1 = g2
⎫⎪⎬
⎪⎭ . (47)
Here the truncated algorithm is also applicable since Vij =−Vji (i = j). If we choose i =Vii =0 (i=1, . . . , l), i.e.,
the preconditioner is Siui = −ui (see (29)–(30)), then the corresponding full algorithm coincides with the truncated
version (Table 1).
Experiment 2. Let
b1 = (1, 0), b2 = (0, 1), V =
(
0 1
−1 0
)
,
in other words we have (Table 2)
−u1 + u1
x
+ u2 = g1
−u2 + u2
y
− u1 = g2
⎫⎪⎬
⎪⎭ . (48)
Experiment 3. Let
b = bi = (1, 0), V =
( 2 1 0
−1 2 −1
0 1 2
)
,
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Table 2
Values of Qk for system (48)
1/h
Truncated algorithm Full algorithm, i = 8
Itr. 32 64 128 32 64 128
1 0.0851 0.0853 0.0854 0.0671 0.0672 0.0672
2 0.0838 0.0841 0.0841 0.0678 0.0680 0.0680
3 0.0762 0.0766 0.0766 0.0638 0.0641 0.0641
4 0.0705 0.0709 0.0709 0.0598 0.0601 0.0601
5 0.0675 0.0678 0.0678 0.0566 0.0569 0.0570
6 0.0665 0.0668 0.0668 0.0548 0.0551 0.0552
7 0.0656 0.0659 0.0660 0.0545 0.0547 0.0547
8 0.0633 0.0637 0.0638 0.0545 0.0547 0.0548
9 0.0600 0.0605 0.0606 0.0532 0.0535 0.0536
10 0.0569 0.0574 0.0576 0.0510 0.0514 0.0515
Table 3
Values of Qk for system (49)
1/h
Truncated alg. Full alg., i = 0 Full alg., i = 2 Full alg., i = 8
Itr. 32 128 32 128 32 128 32 128
1 0.0860 0.0863 0.0910 0.0913 0.0860 0.0863 0.0741 0.0743
2 0.0834 0.0837 0.0878 0.0882 0.0834 0.0837 0.0729 0.0731
3 0.0816 0.0819 0.0861 0.0865 0.0816 0.0819 0.0713 0.0716
4 0.0804 0.0807 0.0853 0.0856 0.0804 0.0807 0.0697 0.0699
5 0.0779 0.0782 0.0823 0.0827 0.0779 0.0782 0.0676 0.0678
6 0.0742 0.0745 0.0778 0.0782 0.0742 0.0745 0.0652 0.0655
7 0.0697 0.0701 0.0725 0.0730 0.0697 0.0701 0.0624 0.0627
8 0.0657 0.0661 0.0681 0.0686 0.0657 0.0661 0.0595 0.0598
9 0.0628 0.0633 0.0652 0.0657 0.0628 0.0633 0.0570 0.0574
10 0.0612 0.0617 0.0635 0.0640 0.0612 0.0617 0.0555 0.0559
in other words we have
−u1 + u1
x
+ 2u1 + u2 = g1
−u2 + u2
x
− u1 + 2u2 − u3 = g2
−u3 + u3
x
+ u2 + 2u3 = g2
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
. (49)
Here the truncated algorithm is again applicable. Since Vii = 2, the truncated and the full algorithms provide the same
result when i = 2 (Table 3).
Experiment 4. Let
b1 = (1, 0), b2 = (0, 1), b3 = (2,−1), V =
(1 0 −1
0 2 1
0 0 −3
)
, (50)
In (50) V is not normal, the coercivity property does not hold and every bi is different. Table 4 shows that the algorithm
still has the superlinear property in spite of the fact that none of the required conditions are valid.Although the numbers
Qk are larger, the level of decreasing is approximately the same.
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Table 4
Values of Qk for system (50)
1/h
Full alg., i = 0 Full alg., i = 2 Full alg., i = 8
Itr. 32 128 32 128 32 128
1 0.1685 0.1689 0.1595 0.1598 0.1376 0.1379
2 0.1626 0.1630 0.1549 0.1553 0.1359 0.1362
3 0.1485 0.1489 0.1429 0.1434 0.1285 0.1288
4 0.1360 0.1365 0.1318 0.1323 0.1208 0.1212
5 0.1254 0.1261 0.1222 0.1229 0.1136 0.1141
6 0.1175 0.1182 0.1147 0.1154 0.1073 0.1079
7 0.1107 0.1114 0.1081 0.1088 0.1015 0.1022
8 0.1042 0.1050 0.1019 0.1026 0.0962 0.0969
9 0.0985 0.0993 0.0966 0.0973 0.0917 0.0924
10 0.0946 0.0954 0.0929 0.0937 0.0885 0.0892
11 0.0915 0.0924 0.0900 0.0908 0.0857 0.0864
12 0.0887 0.0895 0.0871 0.0879 0.0828 0.0836
Table 5
The coefﬁcients of the chemical reactions
k1 6.00 · 10−12
k2 7.80 · 10−05
k3 8.00 · 10−12
k4 8.00 · 10−12
k5 1.00 · 10−02
k6 1.60 · 10−14
k7 1.90 · 10−04
k8 2.30 · 10−10
k9 1.00 · 10−11
k10 2.90 · 10−13
Experiment 5. Now let us consider a more realistic problem. The following system of equations comes from a
simpliﬁed meteorological model after time discretization and linearization, based on [18]. We have
V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 k5 0 0 0 −k6 −k4 −k3 0 0
0 −k5 0 0 0 k6 k4 k3 −k9 0
0 0 0 0 0 0 0 0 −k1 0
0 0 0 −k2 0 0 0 k3 2k1 0
0 k5 0 0 −k6 0 0 −k8 0 0
0 0 0 0 0 0 0 0 k9 0
0 0 0 2k2 0 0 −k4 k3 0 0
0 0 0 0 0 0 0 −k3 4k1 0
0 −k9 −k6 0 0 0 k4 + 2k8 0 0 0
0 −k8 0 0 k7 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where the coefﬁcients ki can be determined from chemical reactions, see Table 5. Further, we have bi = ( 110 , 0) and
the right-hand sides of the equations come from the results from the previous time-step.
The time-step = 0.2829e− 03 was chosen sufﬁciently small to ensure the coercivity property. Further, for suitable
balancing different coefﬁcients i were chosen, namely:
 = 
(
1 100 1 10 1 1 1 1
1
10
1
100
)
.
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Table 6
Values of Qk for the large system
1/h
Itr. 8 16 32 64
1 0.0073 0.0076 0.0076 0.0077
2 0.0067 0.0071 0.0072 0.0072
3 0.0060 0.0065 0.0066 0.0066
4 0.0054 0.0060 0.0061 0.0061
5 0.0048 0.0054 0.0056 0.0056
6 0.0043 0.0050 0.0052 0.0053
Table 7
Computational time
1/h Creating Sh,Lh Cholesky Iteration Direct solution CGM
8 0.0470 0.0470 0.5780 0.0150 0.6250
16 0.1090 0.0620 1.2350 0.3130 1.2970
32 0.4220 0.1880 3.9680 9.5780 5.8480
64 1.9070 2.3600 17.8120 177.7030 20.1720
In this experiment the time of computing has also been measured: since this system consists of 10 equations, the
iteration with solving only block-diagonal symmetric auxiliary problems is expected faster than the direct solution with
the nonsymmetric full matrix.
In the ﬁrst phase of the algorithm the matrices Sh and Qh are constructed. The direct solution requires solving
the nonsymmetric linear algebraic system (Sh + Qh)uh ≡ Lhuh = gh. The iterative algorithm solves equations like
Shzh=dh as many times as many iteration step is chosen. To make it faster, the Cholesky decomposition is used instead
of Sh itself (Table 6).
The run-times for this system can be found below. The last two colums show the difference between the direct
solution and the CGM. The numbers in the last column are the total time of the decomposition and the iteration
(Table 7).
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