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Re´sume´
LANCER DE PHOTONS MULTI-PASSES ET E´CRASEMENT
DE PHOTONS POUR LE RENDU OPTRONIQUE
Mots-cle´s: Synthe`se d’image, optronique, infrarouge, diffusion, illumination globale, lancer de
photons, e´crasement de photons, milieu participant, estimation de densite´
La simulation de l’e´clairage par illumination globale a fait l’objet de nombreuses recherches
et applications au cours des dernie`res anne´es. Tout d’abord utilise´e dans le domaine visible, la
simulation est aujourd’hui de plus en plus applique´e au rendu infrarouge. On appelle optronique
l’union de ces deux domaines. Le proble`me principal des me´thodes d’illumination globale ac-
tuelles provient de la difficulte´ a` traiter le phe´nome`ne de diffusion de la lumie`re, aussi bien dans
le cas des surfaces que des milieux participants. Ces me´thodes offrent des re´sultats satisfaisants
dans le cas de sce`nes simples, mais les performances s’effrondrent lorsque la complexite´ aug-
mente. Dans la premie`re partie de cette the`se, nous exposons la ne´cessite´ de la prise en compte
des phe´nome`nes de diffusion pour la simulation optronique. Dans la deuxie`me partie nous posons
les e´quations qui unifient les diffe´rentes me´thodes de synthe`se d’image, c’est-a`-dire l’e´quation du
rendu et l’e´quation volumique du transfert radiatif. L’e´tat de l’art des me´thodes d’illumination
globale pre´sente´ dans la troisie`me partie montre qu’a` l’heure actuelle la me´thode des cartes de
photons est celle qui offre le meilleur compromis performance/qualite´. Ne´anmoins, la qualite´
des re´sultats obtenus graˆce a` cette me´thode est de´pendante du nombre de photons qui peuvent
eˆtre stocke´s et donc de la quantite´ de me´moire disponible. Dans la quatrie`me partie de la the`se,
nous proposons une e´volution de la me´thode, le lancer de photons multi-passes, qui permet de
lever cette de´pendance me´moire, et ainsi d’obtenir une tre`s grande qualite´ sans pour autant
utiliser une configuration mate´rielle one´reuse. Un autre proble`me de la me´thode des cartes de
photons est le temps de calcul important ne´cessaire lors du rendu de milieux participants. Dans
la cinquie`me et dernie`re partie de cette the`se, nous proposons une me´thode, l’e´crasement de
photons volumique, qui prend avantage de l’estimation de densite´ pour reconstruire efficacement
la luminance volumique a` partir de la carte de photons. Notre ide´e est d’isoler le calcul de la
i
diffusion et d’utiliser une approche duale de l’estimation de densite´ pour l’optimiser car il consti-
tue la partie couˆteuse du calcul. Bien que les temps de rendu obtenus par notre me´thode sont
meilleurs que ceux obtenus en utilisant la me´thode des cartes de photons pour la meˆme qualite´,
nous proposons aussi une optimisation de la me´thode utilisant les nouvelles capacite´s des cartes
graphiques.
ii
Abstract
MULTIPASS PHOTON MAPPING AND PHOTON SPLAT-
TING FOR OPTRONIC RENDERING
Keywords: Image synthesis, optronic, infrared, scattering, global illumination, photon mapping,
photon splatting, participating media, density estimation
Much research have been done on global illumination simulation. Firstly used in the visible
spectrum domain, today, simulation is more and more applied to infrared rendering. The union
of these two domains is called optronic. The main problem of the current global illumination
methods comes from the complexity of the light scattering phenomena, as well for surfaces as for
participating media. These methods offer satisfactory results for simple scenes, but performances
crash when complexity raises. In the first part of this thesis, we expose the necessity to take
scattering phenomena into account for optronic simulation. In the second part, we pose the
equations that unify all global illumination methods, i.e. the rendering equation and the volume
radiative tranfer equation. The state of the art presented in the third part shows that the
Photon Mapping method is, at this moment, the one that offers the better compromise between
performance and quality. Nevertheless, the quality of the results obtained with this method
depends on the number of photons that can be stored, and then on the available memory.
In the fourth part, we propose an evolution of the method, called Multipass Photon Mapping,
which permits to get rid of this memory dependency, and hence, to achieve a great accuracy
without using a costly harware configuration. Another problem inherent to Photon Mapping, is
the enormous rendering time needed for participating media rendering. In the fifth and last part
of this thesis, we propose a method, called Volume Photon Splatting, which takes advantage of
density estimation to efficiently reconstruct volume radiance from the photon map. Our idea is
to separate the computation of emission, absorption and out-scattering from the computation
of in-scattering. Then we use a dual approach of density estimation to optimize this last part as
it is the most computational expensive. Our method extends Photon Splatting, which optimizes
the computation time of Photon Mapping for surface rendering, to participating media, and then
considerably reduce participating media rendering times. Even though our method is faster than
Photon Mapping for equal quality, we also propose a GPU based optimization of our algorithm.
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Introduction
La synthe`se d’image a pour but de repre´senter le plus fide`lement possible le monde re´el. La
figure 1 pre´sente la premie`re image photo-re´aliste calcule´e avec une me´thode type radiosite´. On
e´tait alors loin de ge´ne´rer des images que l’on peut confondre avec la re´alite´. Avec l’apparition
de la synthe`se d’image photo-re´aliste, un effort important a e´te´ de´ploye´ pour augmenter le
re´alisme des images ge´ne´re´es. Nous verrons dans le chapitre 3 que de nombreuses me´thodes ont
e´te´ propose´es en ce sens. Cependant, un grand nombre de ces me´thodes dites d’illumination
globale, donnant des re´sultats tre`s satisfaisants pour des sce`nes simples, sont mises en e´chec
lorsque la complexite´ des sce`nes augmente. Ceci parce que les ordinateurs actuels, bien que
puissants, posse`dent des limites en terme de calcul et de taille me´moire. Certaines me´thodes,
et en particulier celle des cartes de photons, offrent ne´anmoins un compromis inte´ressant entre
temps et qualite´ de rendu.
Cette the`se posse`de deux axes de recherche distincts mais regroupe´s au sein d’une meˆme
proble´matique, que nous de´crivons en de´tail au chapitre 1. Dans le contexte de la simulation
optronique, qui regroupe les domaines du visible et de l’infrarouge, notre recherche porte sur
la simulation de la diffusion. En effet, un grand nombre d’applications utilisent aujourd’hui la
simulation infrarouge tant dans le domaine civil que militaire. Or il n’existe que peu de me´thodes
de simulation infrarouge, et la majorite´ d’entre elles font des hypothe`ses simplificatrices impor-
tantes et notamment ignorent ce phe´nome`ne. Notre but a e´te´ de pallier ce manque. Notre premier
axe de recherche a porte´ sur le calcul de ce phe´nome`ne dans le cas de sce`nes compose´es unique-
ment de surfaces et notamment de re´soudre les proble`mes de me´moires inhe´rents a` la complexite´
du phe´nome`ne. Le deuxie`me axe concerne la minimisation des temps de calcul ne´cessaires a` la
simulation de ce meˆme phe´nome`ne, mais, cette fois, dans le cas des milieux participants (nuages,
gaz, fume´es...) ou` la complexite´ est encore plus importante.
Apre`s avoir expose´ en de´tail la proble´matique dans laquelle ont e´te´ mene´s nos travaux de
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recherche, nous de´crivons les mode`les physiques qui re´gissent les transferts de lumie`re dans une
sce`ne 3D (chapitre 2). Le but des me´thodes de synthe`se d’image est de re´soudre ces mode`les pour
tous les e´le´ments de la sce`ne. Ne´anmoins, la complexite´ est telle que toutes les me´thodes font des
hypothe`ses simplificatrices afin de rendre les calculs re´alisables dans un temps fini. Certaines
de ces hypothe`ses sont spe´cifiques a` la simulation du domaine visible car elles se basent sur
les proprie´te´s du syste`me visuel humain. Or, pour la simulation infrarouge, l’observateur n’est
plus l’oeil humain, mais un capteur qui posse`de ses caracte´ristiques propres. Ces hypothe`ses,
n’e´tant plus valides, les me´thodes doivent eˆtre adapte´es pour s’adapter au rendu infrarouge.
Suite a` l’inventaire des me´thodes existantes (chapitre 3), la me´thode des cartes de photons
apparaˆıt comme le meilleur choix. Nous pre´sentons les modifications que nous avons apporte´es
afin de l’adapter au rendu spectral pour l’infrarouge dans le chapitre 4. Cette adaptation a donne´
naissance a` la me´thode du lancer de photons multi-passes ne´cessaire pour re´soudre les proble`mes
de me´moire rencontre´s.
La repre´sentation des milieux participants est essentielle pour de nombreuses applications
infrarouges comme, par exemple, la de´tection de points chauds lors de la conception de moteurs
dans le domaine de l’ae´ronautique. La me´thode des cartes de photons permet de prendre en
compte ce type de milieux. Ne´anmoins, l’approche utilise´e est tre`s gourmande en temps de calcul,
et sa version spectrale encore plus. Dans le chapitre 5, nous proposons une me´thode base´e sur
une approche duale de l’estimation de densite´ qui minimise le temps de rendu ne´cessaire pour
ge´ne´rer une image.
Les algorithmes que nous proposons dans cette the`se ont e´te´ industrialise´s dans le logiciel
SPECRAY de la socie´te´ OKTAL Synthetic Environment pre´sente´ dans l’annexe C.1. Ils ont
ainsi e´te´ valide´s et sont activement utilise´s par les clients de la socie´te´.
3Figure 1. Premie`re image photo-re´aliste de synthe`se d’image. Parry Moon et Domina Spen-
cer (MIT), Lighting Design, 1948. Bien avant l’introduction en synthe`se d’image de la
me´thode de radiosite´ par Goral en 1984, des me´thodes similaires e´taient utilise´es dans l’in-
dustrie pour le calcul d’illumination(i.e. Yamauti 1926, Higgle 1934). Mais aucune image
n’e´tait ge´ne´re´e. Moon et Spencer calcule`rent a` la main les luminances de chaque e´le´ment de
surface de la sce`ne ci-dessus. Ils de´coupe`rent des morceaux de papiers de la bonne couleur
et les assemble`rent pour former leurs images. Les images e´taient ensuite photographie´es
avant leur pre´sentation.
4 Introduction
Chapitre 1
Proble´matiques
Nos travaux s’inscrivent dans le domaine de la simulation. Dans ce cadre, on peut distinguer
deux cate´gories : la simulation d’entraˆınement et la simulation d’e´tude. Dans le premier cas,
la simulation interagit avec un utilisateur humain, dans un but de formation par exemple (e.g.
simulateur de conduite de train). Ce type de simulation est contraint par un besoin d’interactivite´
avec l’utilisateur, les technologies mises a` son service sont donc ne´cessairement temps-re´el, le
re´alisme des re´sultats e´tant secondaire. Quant a` elle, la simulation d’e´tude permet d’optimiser les
de´veloppements de syste`mes complexes (e.g. avion, missile...). Dans ce cas, elle peut intervenir a`
toutes les e´tapes du cycle de vie d’un tel syste`me (cf. figure 1.1). En phase de spe´cification, elle
Figure 1.1. Cycle de vie en V d’un syste`me complexe.
offre une aide pour choisir la technologie a` utiliser. Par exemple, elle permet de choisir les capteurs
utilise´s par le syste`me en fonction de leurs proprie´te´s spectrales. Lors de la re´alisation, elle
permet de tester les algorithmes pe´riphe´riques (e.g. traitement d’image). Lors de la qualification
du syste`me, elle est utilise´e pour valider le syste`me avant les tests re´els. D’une manie`re ge´ne´rale,
la simulation re´duit les couˆts lie´s au cycle de vie du syste`me. En effet, son avantage principal est
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de pouvoir balayer l’ensemble des cas du re´el, et surtout ceux qui sont difficiles voire impossibles
a` mettre en place. Elle permet notamment d’effectuer des e´tudes parame´triques, c’est a` dire de
fixer tous les parame`tres de la simulation sauf un et de faire varier ce parame`tre. Par exemple, en
infrarouge, rejouer la simulation plusieurs fois en faisant varier la tempe´rature mais en gardant
les meˆmes conditions atmosphe´riques. La simulation d’e´tude est effectue´e graˆce a` deux types
d’outils :
– ceux qui proposent une simulation temps re´el de´grade´e, qui permet de ge´ne´rer des images
en entre´e de syste`mes complexes pour observer ses re´actions suivant des conditions parti-
culie`res,
– ceux qui proposent une simulation physique et pre´cise qui permet de valider les premiers.
Dans ce cas, les technologies utilise´es sont qualifie´es de hors temps re´el car les calculs
ne´cessaires pour obtenir la pre´cision suffisante sont tre`s complexes et tre`s longs.
Nos travaux de recherche se positionnent dans ce dernier cas. Les me´thodes de rendu que nous
pre´sentons sont destine´es a` accroˆıtre le re´alisme de la simulation. En effet, la pre´cision obtenue
de´pend a` la fois des donne´es sur lesquelles se base la simulation et sur les algorithmes de rendu
utilise´s pour les exploiter. Cependant, a` l’heure actuelle, il est tre`s couˆteux d’obtenir des donne´es
mesure´es dans le monde re´el, les me´canismes de mesures e´tant complexes et difficiles a` mettre
en place. La simulation a l’avantage de pouvoir extrapoler ces donne´es. On peut ainsi, a` partir
de peu de donne´es, re´aliser des simulations sur des sce`nes complexes, ces simulations e´tant
ensuite recale´es par rapport a` la re´alite´ par de nouvelles campagnes de mesures. Le re´alisme de
la simulation peut e´galement eˆtre augmente´ en proposant de meilleures me´thodes d’e´clairage.
1.1 Simulation optronique
C’est sur ce dernier point que nous avons travaille´, et notamment sur le calcul de la diffu-
sion, qui est le phe´nome`ne lumineux le plus complexe a` e´valuer car chaque point de la sce`ne
est de´pendant de tous les autres. Au de´marrage de notre recherche, l’outil de simulation optro-
nique (qui couvre les spectres visible et infrarouge), SPECRAY, utilisait un mode`le optimise´
de lancer de rayons spectral. Dans ce mode`le initial, ce phe´nome`ne n’e´tait pas pris en compte.
Celui-ci s’ave`re cependant ne´cessaire pour obtenir une pre´cision suffisante dans certains cas de
simulations (brouillards, obscurcissants...). L’omission de la diffusion ne porte pas a` conse´quence
pour certaines utilisations comme, par exemple, pour l’observation de terrains. Mais dans le cas
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de l’e´tude des phe´nome`nes thermiques dans des moteurs, leur importance est cruciale. En ef-
fet, les phe´nome`nes thermiques peuvent tre`s bien y ge´ne´rer des points chauds, et ceux-ci sont
inde´tectables si l’on ne conside`re pas la diffusion et les focalisations de lumie`re (aussi appele´es
caustiques).
On appelle simulation optronique, la simulation des ondes e´lectromagne´tiques dont la lon-
gueur d’onde est de l’ordre du micron. Elle regroupe les longueurs d’ondes du domaine visible
(λ ∈ [4.10−7, 8.10−7] me`tres) et la simulation infrarouge pour laquelle on trouve couramment
une de´coupe en trois bandes (cf. figure 1.2) :
– Bande I : λ ∈ [1.10−6, 2.10−6] me`tres.
– Bande II : λ ∈ [3.10−6, 5.10−6] me`tres.
– Bande III : λ ∈ [8.10−6, 12.10−6] me`tres.
Cette de´coupe a l’avantage de couvrir l’ensemble de la varie´te´ de phe´nome`nes du domaine
infrarouge. En bande I, comme en visible, le phe´nome`ne de diffusion est pre´ponde´rant sur le
phe´nome`ne d’e´mission propre. Au contraire, en bande III, la diffusion est quasiment absente et
l’e´mission est tre`s forte. Finalement, en bande II, les deux ont une importance quasi-e´quivalente.
Nous souhaitons uniformiser les traitements effectue´s entre les domaines visible et infrarouge.
Or, peu de travaux ont e´te´ effectue´s dans le cadre de la synthe`se d’image spe´cifiquement pour
ce dernier. Il existe ne´anmoins un grand nombre de me´thodes de simulation du visible, celles-ci
offrant une base solide pour l’extension a` l’infrarouge.
Contraintes dues a` l’infrarouge La puissance et la capacite´ de stockage des ordinateurs
ne sont pas infinies, bien qu’elles aient connu une augmentation exponentielle depuis les de´buts
de l’informatique. Les mode`les physiques a` simuler e´tant, la plupart du temps, tre`s complexes,
il est souvent ne´cessaire de les simplifier. Des hypothe`ses sont alors faites afin de re´duire leur
complexite´.
La simplification incontournable en informatique concerne la continuite´ du signal. Que ce
soit pour le son, la lumie`re ou encore les ondes radars, les mode`les physiques expriment des
fonctions continues. Or, les ordinateurs ne traitent que des donne´es discre`tes. Des descriptions
discre`tes des signaux continus sont donc toujours utilise´es.
Nous verrons dans la section 3.2 que les me´thodes utilise´es pour le rendu dans le spectre
visible font des hypothe`ses portant sur :
– le mode`le d’e´clairage,
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– le mode`le de mate´riaux,
– la complexite´ ge´ome´trique de la sce`ne,
– la perception de la lumie`re par l’oeil.
Sous le couvert de ces hypothe`ses, certaines de ces me´thodes offrent des re´sultats tre`s satisfai-
sants, tant en termes de qualite´ de rendu que de rapidite´ de la simulation. Malheureusement,
certaines des hypothe`ses choisies sont spe´cifiques a` la simulation visible et ne sont plus appli-
cables dans le cadre infrarouge.
La premie`re, et certainement la plus importante, est que, pour les longueurs d’onde du visible,
seuls les mate´riaux tre`s chauds sont e´missifs et peuvent donc eˆtre conside´re´s comme des sources
lumineuses. Nous verrons que la plupart des me´thodes de synthe`se d’images peuvent eˆtre mises
en e´chec lorsque cette affirmation n’est pas ve´rifie´e. Ces me´thodes identifient explicitement les
sources lumineuses. Cela leur permet de leur appliquer un traitement particulier. En ge´ne´ral,
cela consiste a` e´chantillonner l’ensemble de ces sources lors du calcul de l’e´clairage pour chaque
point (ou e´le´ment de surface) de la sce`ne. La complexite´ calculatoire de´pend donc fortement du
nombre de sources a` traiter, et les temps de calcul deviennent rapidement prohibitifs lorsque
les sources deviennent plus nombreuses. Or, dans le spectre infrarouge (notamment en bande
II et III), tous les objets peuvent eˆtre conside´re´s comme des sources lumineuses e´tant donne´
que l’e´missivite´ est tre`s sensible a` la tempe´rature pour ces longueurs d’ondes. La luminance
e´mise par un mate´riau est donne´e par la loi du corps noir (ou loi de Planck). Cette loi donne la
luminance e´mise en fonction de la longueur d’onde et de la tempe´rature. La figure 1.2 pre´sente
cette loi. Par exemple, une table en bois a` 300 degre´s Kelvins (27˚ C) rayonne principalement en
infrarouge bande III.
Ensuite, la complexite´ spectrale entre en jeu. Les me´thodes utilise´es pour le rendu visible se
contentent la plupart du temps du mode`le RVB (Rouge, Vert, Bleu) pour la repre´sentation du
spectre visible. Cependant, dans l’infrarouge, certaines longueurs d’onde sont susceptibles d’eˆtre
absorbe´es par les mate´riaux. On parle dans ce cas de raies d’absorption. Une mode´lisation du
spectre par bandes grises (ge´ne´ralisation du mode`le RVB pour les autres longueurs d’ondes ou`
l’on suppose que la valeur du spectre est constante sur la bande) n’est alors pas satisfaisante.
Dans notre domaine d’application, il est donc ne´cessaire d’utiliser un mode`le spectral qui puisse
s’adapter aux variations fines et abruptes du spectre lumineux.
A l’issu de l’e´tat de l’art du chapitre 3, nous verrons que la me´thode des cartes de photons
offre une base solide pour le rendu des effets d’illumination globale. Nous montrerons dans le
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Figure 1.2. Luminance du corps noir donne´e par la loi de Planck pour une tempe´rature de
300K. Un tel corps ne rayonne pas dans le domaine visible mais principalement en bande
II et III.
chapitre 4 comment nous l’avons adapte´ au domaine spectral pour le rendu infrarouge. Nous
expliquerons les proble`mes de consommation me´moire, dus a` cette adaptation, que nous avons
re´solus par une approche multi-passes. L’approche que nous proposons ne ne´cessite pas de confi-
guration particulie`re bien qu’elle puisse en tirer avantage. En effet, certaines me´thodes utilisent
le paralle´lisme afin d’optimiser les temps de calcul en augmentant simplement la puissance
calculatoire. Malgre´ l’acce´le´ration non ne´gligeable qu’ils fournissent, la mise en place de tels
environnements mate´riels de´die´s peut repre´senter un investissement couˆteux.
1.2 Milieux participants
Un milieu est dit participant s’il transmet la lumie`re en affectant sa propagation, a` l’inverse
du vide ou` elle se propage en ligne droite. On regroupe dans ces milieux :
– l’atmosphe`re,
– les nuages, constitue´s de particules d’eau et/ou de glace,
– les fume´es, constitue´es de particules de matie`re (e.g carbone, poussie`res),
– les gaz,
– le feu,
– les matie`res translucides (e.g. le marbre)...
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Dans tous ces milieux, on retrouve un ou plusieurs des trois phe´nome`nes qui affectent la propa-
gation de la lumie`re : l’e´mission, l’absorption et la diffusion. Nous de´crirons dans le chapitre 2
la the´orie physique qui leur est associe´e.
De nos jours, un nombre croissant d’applications doivent prendre en compte les phe´nome`nes
lie´s a` ces milieux. Leur simulation est utilise´e dans des domaines varie´s, depuis le domaine mi-
litaire (e.g. simulation de te´le´de´tection, plumes de fume´e sur les champs de batailles), jusqu’au
domaine industriel (e.g. conception de phares efficaces pour les temps de brouillards). L’avantage
de la simulation est qu’elle permet de recre´er des conditions particulie`res d’observation qui se-
raient difficiles a` mettre en place en re´alite´. Par exemple, dans l’ae´ronautique, elle permet la mise
au point de syste`mes infrarouges d’assistance au pilotage pour des conditions atmosphe´riques
de´grade´es (brouillard, pluie...) sans pour autant mettre en pe´ril un mate´riel couˆteux et surtout
la vie de pilotes d’essais.
Du point de vue informatique, la plupart des me´thodes de synthe`se d’images existantes
ne´gligent les phe´nome`nes propres aux milieux participants. Dans un souci d’optimisation, ces
me´thodes supposent que la lumie`re se propage dans le vide entre les surfaces de la sce`ne, on
conside`re alors que la propagation s’effectue en ligne droite. Cette hypothe`se permet notamment
de ne´gliger la diffusion, ce phe´nome`ne e´tant celui qui pre´sente la plus grande complexite´. Elle
permet ainsi d’obtenir des performances satisfaisantes pour des applications visuelles (e.g. jeux
vide´os, films d’animation, rendu architectural...). Ne´anmoins, la perte de re´alisme et de pre´cision
qui en de´coule est de´plorable. Par exemple, pour la visualisation d’une sce`ne d’exte´rieur, l’ab-
sence de nuages dans le ciel nuit grandement au re´alisme et rend plus difficile l’immersion de
l’utilisateur. De meˆme, ne´gliger les gaz de combustion lors de l’e´tude d’un moteur peut engendrer
des re´sultats de simulation comple`tement diffe´rents de la re´alite´.
C’est pourquoi un certain nombre de travaux ont propose´ des me´thodes qui permettent
d’inclure des milieux participants dans la simulation. Dans la section 3.3, nous passons en revue
ces me´thodes afin d’e´tudier leurs avantages et leur inconve´nients. Bien que certaines de ces
me´thodes offrent des re´sultats satisfaisants du point de vue de la qualite´ de la simulation, elles
souffrent de trois proble`mes de notre point de vue.
Tout d’abord, comme leurs e´quivalents surfaciques, ces me´thodes ont e´te´s de´veloppe´es dans le
cadre de la simulation visible. Elles ne´gligent donc souvent la complexite´ spectrale des milieux
(i.e. rendu RVB). Or celle-ci est beaucoup plus importante que dans le cas des surfaces. La
figure 1.3 pre´sente le spectre d’absorption du dioxyde de carbone. On note la pre´sence de fortes
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raies d’absorption pour certaines longueurs d’ondes. L’atmosphe`re, par exemple, est compose´e
de nombreux gaz diffe´rents (azote, oxyge`ne, dioxyde de carbone...) ainsi que de vapeur d’eau
et de particules lie´es notamment a` la pollution. Chacun de ses composants posse`de un spectre
d’absorption similaire a` celui de la figure 1.3. L’atmosphe`re posse`de donc un spectre re´sultant
tre`s irre´gulier pour l’absorption. On retrouve e´galement cette forte irre´gularite´ dans le spectre
de diffusion. La simulation RVB est incapable de traiter une telle irre´gularite´ et peut donc rater
un grand nombre de phe´nome`nes, toutes les proprie´te´s du milieu e´tant inte´gre´es en bande grises
pour les trois couleurs.
Figure 1.3. Spectre d’absorption du CO2 en infrarouge.
Deuxie`mement, ces me´thodes font souvent des hypothe`ses drastiques sur la complexite´ du
milieu simule´. Celles-ci portent souvent sur l’homoge´ne´ite´ et l’isotropie du milieu. L’homoge´ne´ite´
signifie que les proprie´te´s du milieu ne varient pas en fonction de la position, l’isotropie du milieu
signifie que l’indicatrice de diffusion (i.e. la fonction de phase) ne privile´gie aucune direction de
propagation de la lumie`re. Bien entendu, l’application de telles hypothe`ses affecte fortement le
re´alisme des images ge´ne´re´es et encore plus la pre´cision.
Finalement, le temps de calcul ne´cessaire a` ces me´thodes reste prohibitif pour des sce`nes
complexes. Nous verrons que le phe´nome`ne le plus couˆteux a` simuler est la diffusion multiple,
les autres phe´nome`nes e´tant relativement simples a` calculer.
Nos travaux se sont oriente´s vers la mise au point d’une me´thode qui permette de lever le
maximum d’hypothe`ses faites sur les proprie´te´s du milieu, tout en offrant des temps de calcul
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acceptables. Nous verrons, dans l’e´tat de l’art pre´sente´ au chapitre 3, que la me´thode des cartes de
photons permet de lever les hypothe`ses sur la complexite´ du milieu. Ne´anmoins, nous montrerons
que les performances obtenues par cette me´thode ne sont pas satisfaisantes. Nous proposerons
au chapitre 5 une me´thode base´e sur l’estimation de densite´ qui permet de diviser les temps de
calcul par dix au minimum dans les pires cas d’utilisation.
Chapitre 2
The´orie du transfert radiatif
2.1 Introduction
Dans ce chapitre, nous pre´sentons rapidement la the´orie physique du transfert radiatif sur
laquelle se basent les algorithmes de rendu de synthe`se d’image pour re´soudre la proble´matique
pre´sente´e au chapitre 1. Ces mode`les sont issus du monde de la physique. Dans ce cadre, ils ont
e´te´ valide´s sur des cas d’e´cole, c’est-a`-dire sur des cas simples et unitaires dont on peut calculer
la solution the´orique (e.g. sce`ne compose´e d’une source ponctuelle et d’une plaque, ou milieu
participant infini a` lames paralle`les). La synthe`se d’images permet de ge´ne´raliser ces mode`les en
optimisant les calculs ne´cessaires, autorisant ainsi des simulations a` grande e´chelle (i.e. sce`nes
complexes).
Nous pre´sentons tout d’abord l’e´quation du rendu qui unifie toutes les me´thodes de synthe`se
d’image pour le rendu de sce`nes uniquement compose´es de surfaces. Nous pre´sentons ensuite
l’e´quation du transfert radiatif dans les milieux participants ainsi que leurs proprie´te´s.
2.2 Equation du rendu
L’e´quation du rendu (EQR), mise au point par Kajiya en 1986 [Kaj86], formalise le proble`me
de l’illumination globale a` partir d’une expression locale issue de la de´finition de la fonction de
distribution de re´flectance bidirectionnelle (cf. annexe A). Celle-ci a permis d’unifier tous les
algorithmes de re´solution existants. Pour une longueur d’onde λ, la luminance re´fle´chie Lr au
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point x dans la direction ωr s’exprime :
Lr(x, ωr, λ) = Le(x, ωr, λ) +
∫
Ωi=2pi
fr(x, ωi, ωr, λ)Li(ωi, λ)cosθidωi (2.1)
Ou` Le est la luminance e´mise au point x dans la direction ωr, fr est la fonction de re´flectance
bidirectionnelle (FDRB), Li est la luminance arrivant au point x depuis la direction ωi et Ωi est
l’espace des directions incidentes.
Figure 2.1. Ge´ome´trie associe´e a` la formulation directionnelle de l’EQR.
Cette formulation ”directionnelle” de l’e´quation du rendu est particulie`rement adapte´e aux
me´thodes oriente´es image telles que le lancer de rayon Monte Carlo. Ne´anmoins, les me´thodes
oriente´es sce`ne telles que la radiosite´ pre´fe`rent utiliser une expression plus ”surfacique” de cette
e´quation. En effet, la luminance incidente en un point x a` une surface de la sce`ne est la luminance
e´mise ou re´fle´chie par les autres surfaces de la sce`ne visible depuis x. On peut donc e´valuer
l’e´nergie totale provenant de tous les points x′ appartenant aux surfaces de la sce`ne. L’EQR
s’e´crit donc :
Lr(x, ωr, λ) = Le(x, ωr, λ) +
∫
x′
fr(x, ωi, ωr, λ)Li(x
′, ωi, λ)cosθi
cosθr
‖ x− x′ ‖2dA
′ (2.2)
Ge´ne´ralement, on fait apparaˆıtre un terme purement ge´ome´trique e´value´ entre les deux point
x et x′ :
g(x, x′) = dωicosθi =
cosθrcosθi
‖ x− x′ ‖2 (2.3)
On introduit aussi la fonction de visibilite´ v entre les points x et x′, valant un s’ils sont
directement visibles, ze´ro sinon. Finalement on obtient :
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Lr(x, ωr, λ) = Le(x, ωr, λ) +
∫
x′
fr(x, ωi, ωr, λ)Li(x
′, ωi, λ)g(x, x′)v(x, x′)dA′ (2.4)
Figure 2.2. Ge´ome´trie associe´e a` la formulation surfacique de l’EQR.
2.3 Milieux participants
2.3.1 Phe´nome`nes e´le´mentaires
Lorsqu’une onde lumineuse (e´nerge´tique de manie`re ge´ne´rale) se propage a` l’inte´rieur d’un
milieu participant, plusieurs phe´nome`nes viennent modifier sa direction et l’e´nergie qu’elle trans-
porte. Ces phe´nome`nes optiques ont lieu de manie`re e´le´mentaire, lorsque le rayon lumineux entre
en collision avec un des constituants de base du milieu (mole´cules, ae´rosols,...). En the´orie, on
conside`re le milieu comme relativement dense et donc, il est plus naturel d’e´tudier les modifica-
tions optiques sur un chemin e´le´mentaire l du rayon L dans le milieu (cf. figure 2.3). L’e´nergie du
rayon sur ce chemin peut eˆtre re´duite par les phe´nome`nes d’absorption et de diffusion sortante
et amplifie´e par l’e´mission propre du milieu et la diffusion entrante. Nous allons e´tudier plus en
de´tail chacun de ces phe´nome`nes.
Remarque : Chacun des phe´nome`nes ci-dessous est de´pendant de la longueur d’onde. Dans
un souci de clarte´, nous conside´rerons implicitement les longueurs d’onde dans chacune des
e´quations.
2.3.2 Absorption
Ce phe´nome`ne se caracte´rise par l’absorption d’une partie du rayonnement rec¸ue par l’e´le´ment
du milieu. Cela correspond au passage d’une partie de l’e´nergie ondulatoire (photons) a` de
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Figure 2.3. Ge´ome´trie lie´e a` l’e´quation volumique du transfert radiatif dans son expression
diffe´rentielle. On e´tudie la variation de luminance sur un chemin e´le´mentaire dl du rayon
L.
l’e´nergie vibratoire (phonons) propre a` l’e´le´ment ayant rec¸u le rayonnement. En the´orie, l’ab-
sorption est caracte´rise´e par un coefficient σa (exprime´ en m
−1). Il de´pend de la tempe´rature,
de la pression, des concentrations des diffe´rents constituants du milieu et de la longueur d’onde
du rayonnement incident (λ). La de´finition de ce coefficient nous permet d’e´tablir la relation
suivante :
dL(x, ω) = −σa(x)L(x, ω)dl (2.5)
2.3.3 Emission
Le phe´nome`ne d’e´mission correspond, a` l’inverse de l’absorption, au passage de l’e´nergie
contenue dans l’e´le´ment du milieu sous forme d’e´nergie vibratoire, a` une e´nergie de rayonnement.
Ce phe´nome`ne est non nul pour les gaz chauds ou pour les particules de carbone (dans les flammes
lumineuses). Comme l’absorption, il est inde´pendant de la direction du rayonnement conside´re´.
A l’e´quilibre thermodynamique local, il peut eˆtre mode´lise´ par l’e´quation suivante :
dL(x, ω) = σa(x)Le(x, ω)dl (2.6)
ou` Le(x, ω) est la luminance du corps noir.
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(a) (b)
(c) (d)
Figure 2.4. Phe´nome`nes modifiant la propagation de la lumie`re sur un trajet e´le´mentaire
dans un milieu participant. (a) Absorption. (b) Emission. (c)Diffusion sortante.
(d)Diffusion entrante.
2.3.4 Diffusion
Lorsqu’un rayonnement atteint un e´le´ment du milieu, il peut eˆtre diffuse´. Cela signifie que
l’e´nergie est de´vie´e dans toutes les directions. La re´partition angulaire de l’e´nergie lors de la
diffusion est formalise´ par des fonctions sphe´riques, les fonctions de phase, et un coefficient de
diffusion σs. De manie`re ge´ne´rale, on s’inte´resse a` l’e´nergie rec¸ue dans une direction donne´e. Par
commodite´, on distingue alors deux cas the´oriques : la diffusion sortante et la diffusion entrante.
2.3.4.1 Fonctions de phase
La de´finition de la fonction de phase est donne´e dans l’annexe A.5. Nous de´crivons ici les
principales fonctions de phase qui nous inte´ressent.
Fonction de phase isotrope Il s’agit de la fonction de phase la plus simple. Comme son
nom l’indique, elle caracte´rise la diffusion isotrope parfaite. L’e´nergie est diffuse´e uniforme´ment
dans toutes les directions de l’espace quelque soit la direction d’origine du rayonnement.
18 Chapitre 2. The´orie du transfert radiatif
p(θ) =
1
4pi
(2.7)
Fonction de phase de Henyey-Greenstein C’est la fonction de phase la plus souvent
utilise´e. C’est une fonction empirique introduite pour expliquer la diffusion due aux poussie`res
intergalactiques, mais elle a ensuite e´te´ utilise´e pour de´crire la diffusion dans de nombreux types
de milieux participants (oce´ans, nuages, fume´es, peau, pierre...). L’expression de la fonction est :
p(θ) =
1− g2
4pi(1 + g2 − 2g cos θ) 32
(2.8)
ou` g est le parame`tre d’asyme´trie compris entre -1 et 1. Une valeur positive de g de´crit une
diffusion en avant, tandis qu’une valeur ne´gative de´crit une diffusion vers l’arrie`re. Si g = 0, on
retrouve la fonction de phase isotrope.
(a) (b) (c)
Figure 2.5. Fonction de phase de Heyney-Greenstein avec : (a) g=0.0, (b) g=0.5, (c) g=0.9.
Cette fonction est syme´trique pour les valeurs ne´gatives du parame`tre d’asyme´trie g.
Autres fonctions de phase Il existe beaucoup d’autres mode`les de fonction de phase. Les
plus connus sont le mode`le de Rayleigh [BH83] et le mode`le de Mie [Mie08].
Le mode`le de Raleigh est donne´ pour un milieu ou` les particules peuvent eˆtre assimile´es a`
des sphe`res de taille tre`s petite (de rayon infe´rieur a` la longueur d’onde de la lumie`re). Dans ce
mode`le, la fonction de phase est presque uniforme, mais le coefficient de diffusion posse`de une
forte de´pendance spectrale ou` la lumie`re bleue est beaucoup plus diffuse´e que les autres. Elle
est utilise´e notamment pour les mole´cules de l’atmosphe`re, le ciel bleu et les couchers de soleil
rouge.
Le mode`le de Mie simule des milieux plus complexes. Il s’agit de milieux compose´s de sphe`res
homoge`nes posse´dant des tailles arbitraires. Les formules de la the´orie de Mie sont assez com-
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plexes et difficiles a` utiliser. Il est donc judicieux de ne les utiliser que lorsque l’on a vraiment be-
soin d’une grande pre´cision pour la diffusion dans ce type de milieu. Une observation inte´ressante
est que la diffusion de Mie est souvent caracte´rise´e par une forte diffusion en avant et une petite
diffusion en arrie`re. En image de synthe`se, elle peut souvent eˆtre approche´e par la somme de
fonctions de Henyey-Greenstein.
2.3.4.2 Diffusion sortante
La diffusion sortante formalise la perte d’e´nergie due a` la diffusion d’une partie du rayonne-
ment dans toutes les directions de l’espace. Celle-ci est caracte´rise´e par le coefficient de diffusion
σs. De la meˆme manie`re que pour le coefficient d’absorption, ce coefficient s’exprime en m
−1 et
de´pend de la tempe´rature, de la pression du milieu et de la longueur d’onde du rayonnement
incident. Graˆce a` ce coefficient, on peut exprimer la variation de la luminance porte´e par le
rayon et due a` la diffusion sortante de la manie`re suivante :
dL(x, ω) = −σs(x)L(x, ω)dl (2.9)
Les phe´nome`nes d’absorption et de diffusion sortante ont les meˆmes effets sur la luminance
entrante. Ils se formalisent d’ailleurs de la meˆme manie`re. Il semble donc logique de les regrouper
par souci de clarte´. On introduit donc un nouveau parame`tre : le coefficient d’extinction σt =
σa + σs.
2.3.4.3 Diffusion entrante
On conside`re un point x du milieu et la direction de rayonnement ω. La diffusion entrante
est l’e´nergie provenant de toutes les directions (excepte´ la direction ω) qui est diffuse´e par le
point x dans la direction ω. Il peut s’agir, soit de l’e´nergie provenant directement des sources
lumineuses (diffusion simple), soit de l’e´nergie qui a e´te´ diffuse´e par les autres points du milieu
(diffusion multiple). Ce phe´nome`ne correspond donc a` une augmentation de l’e´nergie le long de
la direction de propagation ω.
Il faut inte´grer toutes les luminances incidentes a` l’e´le´ment et leur diffusion dans la direction
conside´re´e pour obtenir finalement le terme mode´lisant la diffusion entrante :
dL(x, ω) =
σs(x)dl
4pi
∫
Ω=4pi
p(x, ω, ω′)L(x, ω′)dω′ (2.10)
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Le coefficient σs est identique a` celui utilise´ pour la diffusion sortante et repre´sente la capacite´
de diffusion de la particule en fonction de la tempe´rature, de la pression du milieu, de la longueur
d’onde du rayonnement incident et des concentrations des diffe´rents constituants mis en jeu.
2.4 Equation volumique du transfert radiatif
L’e´quation volumique du transfert radiatif (ou ETR) [Cha50] correspond a` l’inte´gration le
long d’un chemin l de direction ω de l’ensemble des phe´nome`nes vus pre´ce´demment (figure 2.3).
Elle exprime la variation de luminance due a` la traverse´e du milieu participant sur ce chemin.
On peut la trouver sous son expression diffe´rentielle :
dL(x, ω)
dl
= −σa(x)L(x, ω) + σa(x)Le(x, ω)− σs(x)L(x, ω) (2.11)
+
σs(x)
4pi
∫
Ω=4pi
p(x, ω, ω′)L(x, ω′)dω′
On peut inte´grer cette e´quation sur un chemin lumineux l = [xn, x0] de direction ω, ou` xn est
le point d’entre´e dans le milieu participant et x0 le point de sortie. Si l’on suppose que lorsqu’on
n’est pas dans le milieu, on est dans le vide, la luminance au point d’observation x dans la
direction ω est e´gale a` la luminance au point d’entre´e xn. On a alors l’expression inte´gre´e de
l’e´quation volumique du transfert radiatif :
L(x, ω) = e−τ(x0,xn)L(x0, ω) +
∫ xn
x0
e−τ(u,xn)σa(u)Le(u, ω)du (2.12)
+
∫ xn
x0
e−τ(u,xn)
σs(u)
4pi
∫
Ω=4pi
p(u, ω, ω′)L(u, ω′)dω′du
ou` τ(a, b) =
∫ b
a σt(x)dx est l’e´paisseur optique du chemin [a, b] et σt = σa + σs est le coefficient
d’extinction.
2.5 Conclusion
Nous avons pre´sente´ ici l’e´quation du rendu (2.1) et l’e´quation volumique du transfert radiatif
(2.12) qui sont les e´quations qui uniformisent les me´thodes de synthe`se d’image. En effet, toutes
ces me´thodes tentent de re´soudre ces e´quations le plus rapidement possible tout en gardant une
pre´cision acceptable dans les solutions obtenues. Dans le chapitre 3, nous allons pre´senter un
inventaire des me´thodes d’illumination globale tant pour le rendu de surfaces que pour celui de
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milieux participants, ce qui correspond aux deux points de notre proble´matique. Nous comparons
ces diffe´rentes me´thodes et justifions ainsi le choix de l’adaptation de la me´thode des cartes de
photons au rendu infrarouge.
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Chapitre 3
Calcul de l’illumination globale
3.1 Introduction
A l’origine du proble`me de l’illumination globale en synthe`se d’image, on trouve la synthe`se
d’image physiquement re´aliste. Il s’agit d’une branche de l’infographie. Son but e´tait de ge´ne´rer
des images qu’un observateur humain serait incapable de diffe´rencier d’une photographie. Ce-
pendant la synthe`se d’image physiquement re´aliste est un proble`me complexe car elle ne´cessite
une mode´lisation pre´cise de la ge´ome´trie de la sce`ne, des mode`les de mate´riaux re´alistes et un
me´canisme d’e´clairage physiquement correct, l’observateur e´tant tre`s sensible aux artefacts dus
aux simplifications ne´cessaires pour l’optimisation.
Aujourd’hui, la puissance des ordinateurs permet de traiter des sce`nes de plus en plus com-
plexes tant au niveau de la complexite´ ge´ome´trique des sce`nes, qu’au niveau des mode`les de
mate´riaux et des mode`les d’e´clairage. La description ge´ome´trique des sce`nes peut eˆtre tre`s pre´cise
si l’on se donne les moyens. Le proble`me est alors uniquement un proble`me de temps et de ta-
lent de l’infographiste. Ne´anmoins, de nombreuses recherches ont e´te´ mene´es pour faciliter et
acce´le´rer le travail d’ infographie. Deux the`mes de recherche dans ce domaine sont, par exemple,
la mode´lisation par surfaces implicites [BW86], et la mode´lisation de´clarative [LDMP89]. La
mode´lisation des mate´riaux suscite e´galement beaucoup d’inte´reˆt. Un grand nombre de mode`les
ont e´te´ mis au point. La plupart du temps, en synthe`se d’image non re´aliste, des mode`les
simples sont utilise´s (Phong, Gouraud). Par contre des mode`les beaucoup plus re´alistes ont e´te´
de´veloppe´s, notamment des mode`les qui permettent de prendre en compte des donne´es re´elles
mesure´es. Mais, pour obtenir une repre´sentation fide`le des mate´riaux mesure´s, on a besoin de
gros volumes de donne´es dont la manipulation pose proble`me. Il est donc ne´cessaire de compres-
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ser les donne´es. On trouve par exemple un mode`le de compression par ondelettes de la FDRB
[Cla03]. La majorite´ des mode`les de mate´riaux ne conside`rent que la FDRB pour la re´flexion.
Cependant, pour beaucoup de mate´riaux (par exemple les textiles), la re´flexion varie avec la po-
sition sur la surface. Le mode`le des fonctions de textures bidirectionnelles (Bidirectional Texture
Function i.e. BTF, [MMS+04]) permet de traiter ce type de mate´riau de manie`re plus re´aliste.
Bien que tous ces travaux soient tre`s prometteurs, ils ne permettront d’atteindre le niveau de
re´alisme recherche´ que s’ils sont comple´te´s par des mode`les d’e´clairages complexes. C’est dans
ce cadre qu’apparaissent les mode`les d’illumination globale. Leur but est de simuler rapidement
et de manie`re aussi fide`le que possible tous les transferts radiatifs en fonction de la ge´ome´trie et
des mate´riaux de la sce`ne. On parle d’illumination globale car on tente de prendre en compte
toutes les inter-re´flexions entre tous les e´le´ments de la sce`ne. En effet, si l’on conside`re un point
de calcul de l’illumination, on s’aperc¸oit que l’e´nergie rec¸ue par ce point provient d’une part
des sources lumineuses mais aussi, indirectement, de tous les autres points de la sce`ne. D’ou` la
complexite´ du proble`me a` re´soudre. Dans ce cas, la modification de l’e´clairage en un point de
la sce`ne influe sur l’ensemble de la sce`ne, contrairement aux mode`les d’illumination locale qui
conside`rent uniquement l’e´nergie provenant de sources.
Ce chapitre e´tablit un e´tat de l’art des me´thodes d’illuminations globales. Ces me´thodes
tentent de re´soudre les e´quations pre´sente´es au chapitre 2. Nous exposons tout d’abord les
me´thodes qui traitent les sce`nes ou` l’on suppose que les surfaces sont plonge´es dans le vide.
Ensuite, nous de´crivons les me´thodes qui traitent les milieux participants. Dans le premier cas,
nous faisons la distinction entre les me´thodes a` base des radiosite´ et les me´thodes a` base de
lancer de rayons. Dans le deuxie`me cas, nous les classifions entre me´thodes de´terministes et
stochastiques.
3.2 Surfaces
3.2.1 Me´thodes de Radiosite´
Equation de la Radiosite´ La me´thode de radiosite´ est historiquement la premie`re me´thode
de re´solution de l’e´clairage global d’une sce`ne. Elle a e´te´ introduite par Goral en 1984 [GTGB84]
et se base sur la the´orie du transfert radiatif de chaleur adapte´e a` la lumie`re. Le proble`me de
l’illumination globale e´tant tre`s complexe, des hypothe`ses fortes ont e´te´ prises afin de simplifier
les calculs :
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– Les sources lumineuses sont suppose´es isotropes et homoge`nes.
– Les surfaces sont lambertiennes (parfaitement diffuses).
Ainsi la composante directionnelle de l’e´quation du rendu est supprime´e :
Lr(x) = Le(x) +
∫
x′
fr(x)Li(x
′)g(x, x′)v(x, x′)dA′ (3.1)
De plus on remarque que, pour une surface diffuse, la luminance est e´gale a` la radiosite´ (note´e
B) divise´e par un facteur pi (duˆ a` l’inte´gration sur l’espace des directions). Par convention, la
puissance e´mise par unite´ d’aire est appele´e exitance (note´e E). De meˆme, la FDRB est e´gale
a` la re´flectante divise´e par pi, et est donc constante. En la mettant en facteur, on a pour une
longueur d’onde donne´e :
B(x) = E(x) +
ρ(x)
pi
∫
x′
B(x′)g(x, x′)v(x, x′)dA′ (3.2)
En regroupant g,v et le facteur pi, on obtient le ”noyau ge´ome´trique” :
K(x, x′) =
g(x, x′)v(x, x′)
pi
(3.3)
Puis l’e´quation de la radiosite´ :
B(x) = E(x) + ρ(x)
∫
x′
B(x′)K(x, x′)dA′ (3.4)
Re´solution par la me´thode des e´le´ments finis Ge´ne´ralement, la me´thode des e´le´ments
finis et plus particulie`rement de Garlekin (base de fonctions orthogonales) sert a` la re´solution
de cette e´quation. La me´thode des e´le´ments finis [Zie89] repre´sente une fonction complexe f en
subdivisant son domaine de de´finition en n e´le´ments ei, sur lesquels elle est approche´e par une
somme line´aire (projection sur une base de fonctions {γi}) :
f(x) ≈ f(x) =
∑
i
∑
j
f ijγ
i
j(x) (3.5)
Cette technique a e´te´ applique´e pour projeter la fonction de radiosite´ [Hec93] [BW96]. En
substituant l’approximation a` B dans l’e´quation de la radiosite´ 3.4, on obtient un syste`me
d’e´quations line´aires :
Bji = E
j
i +
∑
i′,j′
Ki,i
′
j,j′B
i′
j′ (3.6)
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Les Eji e´tant les coefficients de projection de E(x) :
Eji =
∫
x
γij(x)E(x)dA (3.7)
et Ki,i
′
j,j′ le facteur de forme ge´ne´ralise´ :
Ki,i
′
j,j′ =
∫
x
γij(x)
∫
x′
ρ(x)K(x, x′)γi
′
j′(x
′)dAdA′ (3.8)
Les e´tapes de formulation et de re´solution d’un proble`me de radiosite´ ge´ne´rique consistent
donc a` :
– subdiviser les surfaces de la sce`ne en e´le´ments Ai ;
– choisir une base de fonctions γ pour la projection ;
– calculer le facteur de forme ge´ne´ralise´ K entre chaque e´le´ment de la sce`ne ;
– re´soudre le syste`me d’e´quations line´aires (les inconnues e´tant les coefficients de projection) ;
– reconstruire la fonction de radiosite´ graˆce a` ces coefficients ;
– calculer une image a` partir de la fonction de radiosite´ obtenue.
Le proble`me principal de la radiosite´ par e´le´ments finis est sa complexite´ en terme de temps
de calcul et de couˆt me´moire. Pour ne e´le´ments et des fonctions d’ordre n0, la re´solution du
syste`me par inversion matricielle directe a une complexite´ en O(n3) avec n = nen0. En fait,
cette matrice est creuse et des me´thodes plus performantes peuvent eˆtre utilise´es [GCS93] :
me´thode de Gauss-Seidel ou relaxation de Southwell par exemple. Leur complexite´ calculatoire
est O(n2), et O(n2) (respectivement O(n)) en me´moire. A cause des nombreuses discontinuite´s
de la radiosite´ (dues notamment aux ombres), des fonctions d’ordre supe´rieur sont rarement
utilise´es. C’est pourquoi les fonctions constantes sur les e´le´ments sont privile´gie´es [GTGB84], ce
qui simplifie encore plus l’e´quation de radiosite´ :
Bi = Ei + ρi
∑
j
F ijBj (3.9)
avec le facteur de forme simple :
F ij =
1
A
∫
x
∫
x′
K(x, x′)dAdA′ =
1
Ai
∫
Ai
∫
Aj
K(x, x′)dAidAj (3.10)
Radiosite´ hie´rarchique De nombreuses me´thodes dites hie´rarchiques ont e´te´ de´veloppe´es
afin de re´duire la complexite´ de l’algorithme de radiosite´. Le principe de ces me´thodes est que
le transfert e´nergique entre deux surfaces peut se faire a` diffe´rents niveaux de re´solution. Ainsi,
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entre deux surfaces proches, il est ne´cessaire de discre´tiser finement les surfaces pour obtenir
une repre´sentation suffisamment pre´cise du transfert. Par contre, si les surfaces sont e´loigne´es,
une discre´tisation plus grossie`re est suffisante. La premie`re approche dans ce sens a e´te´ mise en
oeuvre par Hanrahan en 1991 [HSA91] sous le nom de radiosite´ hie´rarchique. L’inte´reˆt est de
diminuer la complexite´ en O(k2 +n) ou` k est le nombre de surfaces initiales et n le nombre total
d’e´le´ments discrets. Il a e´te´ montre´ par Gortler que ce principe est e´quivalent a` une re´solution
de la radiosite´ en utilisant une base de fonctions par ondelettes [GSCH93].
Cependant, la complexite´ de la radiosite´ hie´rarchique reste quadratique par rapport au
nombre de surfaces initiales de la sce`ne. Ceci pose proble`me lorsque l’algorithme est applique´ a`
des sce`nes complexes. Pour re´soudre ce proble`me, des me´thodes de regroupement ou ”clustering”
ont e´te´ propose´es par Smits [Smi94] et par Sillion [Sil94]. Ces me´thodes consistent a` classer les
surfaces initiales en groupes ou ”clusters”. Les e´changes e´nerge´tiques peuvent alors se faire entre
groupes de surfaces ou entre e´le´ments et groupes de surfaces. Cela reste ne´anmoins tre`s difficile
a` mettre en oeuvre pour des sce`nes quelconques [HDSD99].
Une des difficulte´s principales de la radiosite´ hie´rarchique (avec ou sans regroupement) est
de de´cider a` quel niveau doit s’effectuer le transfert d’e´nergie. De nombreux ”oracles” ont e´te´
mis au point pour prendre cette de´cision. L’ide´e ge´ne´rale est de cre´er un transfert a` un niveau
si l’erreur estime´e est infe´rieure a` un certain seuil. L’erreur est ge´ne´ralement estime´e localement
en prenant en compte la variation du facteur de forme sur le re´cepteur et la variation de la
radiosite´ sur la source [GH96]. Une estimation de l’erreur globale a aussi e´te´ propose´e [LSG94]
mais elle s’est ave´re´e trop pessimiste pour eˆtre utilisable. En ge´ne´ral, le proble`me est donc que
l’erreur en radiosite´ hie´rarchique est difficilement controˆlable puisqu’elle est lie´e a` des parame`tres
de´pendant fortement de la sce`ne. Par exemple, les temps de calcul ne varient pas line´airement
avec le seuil d’erreur utilise´.
Radiosite´ Monte Carlo La me´thode de Monte Carlo est une me´thode d’inte´gration stochas-
tique. Elle peut eˆtre utilise´e de quatre diffe´rentes fac¸ons pour re´soudre les syste`mes d’e´quations
line´aires de la radiosite´ :
– Les coefficients du syste`me a` re´soudre peuvent eˆtre pre´calcule´s par la me´thode de Monte
Carlo. Une me´thode traditionnelle (directe ou ite´rative) est ensuite utilise´e pour re´soudre
le syste`me approche´ obtenu.
– Dans les me´thodes de relaxation stochastique, les produits matrice-vecteur sont estime´s
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simultane´ment au lieu d’eˆtre traite´s un par un.
– Les me´thodes de tracer de chemins ale´atoires estiment la totalite´ de l’expansion des se´ries
de Neumann de la solution (si elle converge) par la me´thode de Monte Carlo.
– De nombreuses autres me´thodes de Monte Carlo estiment la solution en re´solvant un
proble`me e´quivalent par la me´thode de Monte Carlo.
Plus d’informations sur ces me´thodes peuvent eˆtre trouve´es dans la the`se de Bekaert [BCW99].
Extensions de la me´thode de radiosite´ Les hypothe`ses fortes sur les sources lumineuses et
les mate´riaux permettent de simplifier le proble`me du transfert radiatif. Cependant, le re´alisme
de la simulation obtenue laisse un peu a` de´sirer. De nombreuses me´thodes se sont donc attele´es
a` augmenter le re´alisme des me´thodes de radiosite´, notamment par la gestion de FDRB plus
complexes [ICG86, SAWG91, GSCH93, CSSD96, SSSS98]. Meˆme si le re´alisme des re´sultats
obtenus augmente, des proble`mes persistent. Par exemple, les surfaces courbes brillantes ne sont
pas ge´re´es de manie`re satisfaisante.
Conclusion Les algorithmes de radiosite´ sont performants pour des sce`nes simples mais leur
efficacite´ chute lorsque la complexite´ augmente. D’une part, la prise en compte de mate´riaux com-
plexes (et notamment spe´culaires) demande le rajout de traitements spe´cifiques. D’autre part, la
discre´tisation des surfaces de la sce`ne est un proble`me non encore re´solu de fac¸on satisfaisante.
Le maillage de discontinuite´ [LTG92] est une solution envisageable mais tre`s couˆteuse qui aug-
mente de manie`re conse´quente la complexite´ du mode`le. Cette discre´tisation (accompagne´e du
calcul de l’erreur commise) dans l’espace sce`ne s’effectue inde´pendamment de l’observateur. Le
maillage obtenu n’est donc pas toujours adapte´ a` son point de vue, par exemple lorsqu’il se rap-
proche tre`s pre`s des surfaces. Cette de´pendance a` la complexite´ de la sce`ne rend ces me´thodes
inapplicables dans notre cas, car nous souhaitons traiter des sce`nes quelconques. Ne´anmoins,
le principe de pre´calcul de l’e´clairage est inte´ressant car il permet de pre´parer les donne´es a`
l’avance et d’optimiser ensuite le temps de rendu. Pour plus de pre´cision sur l’ensemble de ces
me´thodes, le lecteur peut se re´fe´rer a` [CW93, Sil94, Sta00].
Dans la section suivante, nous pre´sentons les me´thodes a` base de lancer de rayons. Ces
me´thodes e´tant base´es image (i.e. les calculs sont effectue´s dans l’espace image), elle sont
inde´pendantes de la complexite´ de la sce`ne, ce qui est dans notre inte´reˆt.
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3.2.2 Me´thodes de Lancer de rayons
La me´thode du lancer de rayons a e´te´ introduite par Whitted en 1980 [Whi80] en tant
qu’extension de la me´thode d’e´limination des parties cache´es d’Appel [App68]. Cette me´thode
est certainement la me´thode la plus populaire de la synthe`se d’images re´aliste bien qu’elle ne
traite pas tous les transferts lumineux possible et notamment l’e´clairage indirect. De part sa
simplicite´ de mise en oeuvre et de compre´hension, cette me´thode a e´te´ rapidement utilise´e
dans des applications industrielles et grand public contrairement aux me´thodes de radiosite´ qui
tardent encore a` s’imposer. En effet, la me´thode de radiosite´ est moins intuitive que le lancer de
rayons, au sens ou` il est tre`s difficile de connaˆıtre l’effet des parame`tres sur la solution obtenue.
Principe du Lancer de rayons Base´e sur l’optique ge´ome´trique, la me´thode consiste a` suivre
la propagation inverse de la lumie`re. Un rayon (ou demi-droite) est trace´ depuis la position de
l’observateur a` travers chaque pixel de l’image. Lorsque le rayon a une intersection avec une
surface de la sce`ne, l’e´clairement rec¸u par le point d’intersection est calcule´ et est affecte´ au
pixel. On distingue trois composantes dans le calcul de l’e´clairement : l’e´clairage direct, l’e´clairage
re´fle´chi et l’e´clairage transmis. L’e´clairage direct est calcule´ en trac¸ant un rayon d’ombre vers
chaque source lumineuse. La contribution de la source est ajoute´e si elle est visible depuis le
point d’intersection, c’est-a`-dire si le rayon d’ombre ne rencontre pas d’obstacle. Les e´clairages
re´fle´chis et re´fracte´s sont calcule´s en lanc¸ant deux nouveaux rayons et en calculant re´cursivement
l’e´clairement ”re´colte´” par ces rayons. La direction des rayons re´fle´chi et re´fracte´ est calcule´e en
utilisant la loi de Descartes.
Cette me´thode a e´te´ de´veloppe´e de manie`re intuitive avant l’introduction de l’EQR par Ka-
jiya [Kaj86]. Ne´anmoins, il est possible de montrer que le lancer de rayons respecte grossie`rement
cette e´quation.
Un seul rayon est trace´ pour e´valuer chaque composante de l’e´clairage, ce qui revient a` n’ef-
fectuer qu’une estimation ponctuelle de l’e´clairement. Ceci entraˆıne des proble`mes de cre´nelage
puisque l’e´clairage est une fonction continue et non pas discre`te. L’algorithme est limite´ aux
sources ponctuelles et aux re´flexions spe´culaires parfaites (miroir). Une extension a e´te´ propose´e
par Cook en 1984 [CPC84] appele´e lancer de rayons distribue´. Cette me´thode consiste a` lancer
plusieurs rayons au lieu d’un seul pour e´valuer chaque composante. Elle permet de re´soudre
les proble`mes de cre´nelage de l’image, de ge´rer les sources e´tendues, de prendre en compte des
surfaces non purement spe´culaires, etc...
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Figure 3.1. Principe du lancer de rayons
Lancer de rayons stochastique Dans cette me´thode [AK94], la me´thode de Monte Carlo
est utilise´e pour re´soudre l’EQR. Elle consiste a` choisir N e´chantillons (directions) selon une
fonction de densite´ de probabilite´ (FDP) p dans l’he´misphe`re supe´rieur et a` approcher l’inte´grale
par un estimateur :
Lr(x, ωr, λ) = Le(x, ωr, λ) +
1
N
N∑
j=1
fr(x, ω
j
i , ωr, λ)
p(ωji )
Li(x, ω
j
i , λ) cos θ
j
i (3.11)
Cette proce´dure, base´e sur un e´chantillonnage ale´atoire guide´, ne converge vers la solution que
lorsque le nombre d’e´chantillons tend vers l’infini. Or, comme utiliser une infinite´ d’e´chantillons
est impossible, nous nous contentons de N e´chantillons, ce qui introduit de la variance, c’est-a`-
dire un e´cart avec la solution re´elle. Si on note x la luminance d’un pixel de l’image, l’expression
de la variance est donne´e par :
V ar(x) = E(x2)− (E(x))2
Elle mesure l’e´cart entre les valeurs prises par x et la valeur moyenne E(x). The´oriquement, on
montre que celle-ci est proportionnelle a` 1√
N
. Par exemple, pour diviser l’erreur par deux, on doit
utiliser quatre fois plus d’e´chantillons. Cette variance est visible sous forme de bruit sur l’image
ge´ne´re´e. La luminance est estime´e re´cursivement : la meˆme e´quation est utilise´e pour calculer
Li. Le processus re´cursif est stoppe´ apre`s un nombre fixe d’ite´rations ou quand la contribution
de la luminance calcule´e est tre`s faible par rapport a` l’e´nergie totale dans le cas du lancer de
rayons de´terministe. Cependant, ce proce´de´ introduit un biais dans la simulation, c’est-a`-dire
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que la solution ne converge pas vers la solution exacte. C’est pourquoi on utilise la me´thode
de la Roulette Russe [SG69, AK94] pour terminer la re´cursion. Cette me´thode se base sur la
re´flectance ρ du mate´riau (FDRB inte´gre´e) pour de´terminer si le rayon est re´fle´chi ou absorbe´. La
re´flectance donne le ratio d’e´nergie re´fle´chie par la surface, de manie`re e´quivalente, la probabilite´
qu’un rayon soit re´fle´chi (ρ) ou absorbe´ (1− ρ). En effet, d’apre`s le principe de conservation de
l’e´nergie on a 0 < ρ < 1. La roulette russe permet de favoriser les chemins apportant le plus
d’informations tout en assurant une re´partition e´quitable de ces chemins. L’avantage de cette
me´thode est d’assurer que tous les chemins lumineux sont finis et que la simulation converge vers
la solution re´elle. Toutefois, l’utilisation de la Roulette Russe introduit un biais supple´mentaire
dans l’estimateur.
Selon la the´orie de Monte Carlo, le choix de la densite´ de probabilite´ p pour e´chantillonner
l’espace des directions a un impact tre`s important sur l’erreur commise lors de l’estimation de
la luminance. Dans l’ide´al, il faut que la densite´ de probabilite´ suive parfaitement la re´partition
de la fonction inte´gre´e : p ∝ frLt cos θ. En effet, on comprend intuitivement que l’inte´grale sera
plus importante aux endroits ou` la fonction elle-meˆme l’est. Il est donc inte´ressant d’obtenir une
plus grande pre´cision (donc plus d’e´chantillons) dans ces zones. Mais Lt e´tant inconnue (c’est
la valeur que nous voulons e´valuer), nous ne pouvons nous baser au mieux que sur fr cos θ.
On appelle ”e´chantillonnage par importance” l’utilisation d’une telle FDP pour la ge´ne´ration
des e´chantillons qui permet d’abaisser conside´rablement la variance. Rigoureusement, p peut
eˆtre obtenue par inversion mathe´matique de la fonction fr cos θ. C’est pourquoi elle a de´ja` e´te´
calcule´e et utilise´e dans le cas de mode`les de FDRB simples (Lambert, Phong, Ward, Lafortune).
Par contre, elle devient impossible a` calculer pour des mode`les complexes ou nume´riques. La
me´thode de rejet est alors utilise´e au prix d’une convergence de´plorable, i.e. une variance e´leve´e
[Gla95].
Une optimisation supple´mentaire consiste a` de´couper le domaine d’inte´gration en deux : la
luminance provenant des sources (e´clairage direct) et la luminance provenant du reste de la sce`ne
(e´clairage indirect). Il s’agit ensuite d’e´chantillonner directement les sources de lumie`re. A part
pour les sources lumineuses, dont la luminance est Le, on obtient pour une surface quelconque :
Lr(x, ωr, λ) =
1
Nd
Nd∑
j=1
fr(x, ω
j
i , ωr, λ)
p(ωji )
Le(−ωji , λ) cos θji
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+
1
Ni
Ni∑
j=1
fr(x, ω
j
i , ωr, λ)
p(ωji )
Li(ω
j
i , λ) cos θ
j
i (3.12)
ou` Nd est le nombre de directions ge´ne´re´es dans l’angle solide sustente´ par les diverses sources
de la sce`ne et Ni est le nombre de directions ge´ne´re´es dans le domaine angulaire restant. Ge´ne´rer
une direction ωji vers une source lumineuse est e´quivalent a` choisir un point x
′
j sur cette source
(qui est en fait l’intersection entre la direction et la source). Ne´anmoins, comme ge´ne´rer une
direction pointant vers une surface est ge´ne´ralement complexe, on pre´fe`re inte´grer sur la surface
des sources :
Lr(x, ωr, λ) =
1
Nd
Nd∑
j=1
fr(x, ω
j
i , ωr, λ)
p(x′j)
Le(x
′
j ,−ωji , λ) cos θi
cos θr
‖ x− x′j ‖2
+
1
Ni
Ni∑
j=1
fr(x, ω
j
i , ωr, λ)
p(ωji
Li(−ωji , λ) cos θji (3.13)
Sur-e´chantillonnage des pixels Dans l’algorithme de lancer de rayons direct, le but est
d’e´valuer directement le flux e´nerge´tique Φ rec¸u par le capteur. Un capteur rec¸oit la lumie`re sur
toute sa surface d’aire Ac et sur tout son domaine angulaire Ωc. On a donc :
Φ =
∫
Ac
∫
Ωc
L(x, ω) cos θdωdx (3.14)
ou` L est la luminance incidente au point x depuis la direction ω et θ l’angle entre ω et la
normale a` la surface du capteur en x. La surface du capteur, ainsi que son domaine angulaire,
sont e´chantillonne´s et le flux est estime´ graˆce a` une inte´gration de Monte Carlo. Ge´ne´ralement,
on emploie un mode`le de came´ra ste´nope´ repre´sentant l’œil comme ponctuel, donc comme un
capteur non surfacique. Le plan image (discre´tise´ en pixels) fournit le domaine angulaire vi-
sible. A partir de Np e´chantillons (positions dans le pixel), dont chacun de´finit une direction
unique et donc un rayon ”primaire”, la luminance en entre´e du capteur est e´value´e graˆce a`
l’e´quation pre´ce´dente. Pour cela, a` chaque surface rencontre´e, il faut ge´ne´rer un ensemble de
rayons vers les sources lumineuses (rayons d’ombre) puis un ensemble de rayons secondaires
e´value´s re´cursivement. L’inte´gration sur les pixels peut aussi eˆtre optimise´e graˆce a` un sche´ma
d’e´chantillonnage particulier (stratifie´ par exemple).
Tracer de chemins Un cas particulier du lancer de rayons Monte Carlo est le tracer de
chemins. Il a e´te´ propose´ par Kajiya [Kaj86] en meˆme temps que la formulation de l’EQR.
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Figure 3.2. Principe du lancer de rayons stochastique.
Intuitivement, la solution est la meˆme que le lancer de rayons mais avec un guidage stochastique
des rayons. Il s’agit donc d’un lancer de rayons Monte Carlo ou` l’on utilise qu’un seul e´chantillon
(Nd = Ni = 1). Pour chaque rayon primaire, on ge´ne`re de fac¸on stochastique (guide´ ou non par
une FDP) un seul rayon re´fle´chi (ou transmis) a` chaque point d’intersection xi. Le rayon primaire
et l’ensemble des re´flexions/transmissions forment donc un ”chemin” lumineux x0x1....xn dans
la sce`ne.
Cependant, il est ne´cessaire de suivre un tre`s grand nombre de chemins pour chaque pixel
afin d’obtenir une solution pre´cise et peu bruite´e, la probabilite´ qu’un chemin lumineux passe
par une source lumineuse e´tant re´duite (i.e. le chemin ne rapporte aucune e´nergie). Ce nombre
de´pendant de la complexite´ de la sce`ne, des proprie´te´s des surfaces et des sources (Np valant
souvent plusieurs milliers). L’avantage par rapport au lancer de rayons distribue´ est qu’il n’y
a pas une explosion exponentielle du nombre de rayons a` traiter. Pour le tracer de chemins, la
complexite´ est constante. De plus, pour des raisons de cohe´rence, suivre un chemin de nombreuses
fois par pixel est plus performant que d’en suivre plusieurs en une meˆme ope´ration. Le trace´ de
chemin revient a` re´soudre l’EQR par ”marche ale´atoire”.
Lancer de particules Le lancer de particules a e´te´ initie´ par Arvo en 1986 [Arv86] sous le
titre de ”lancer de rayons inverse”. La me´thode a e´te´ formalise´e par Pattanaik en 1992 [PM92]
et est l’approche duale du tracer de chemins, au sens ou` les chemins sont trace´s en partant des
sources plutoˆt que du capteur. L’avantage par rapport au tracer de chemins est que, comme les
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Figure 3.3. Principe du tracer de chemins.
rayons partent des sources, on est certain que chaque chemin calcule´ transporte de l’e´nergie.
On introduit le concept de ”particule” car cette me´thode revient a` suivre le trajet direct d’une
particule de lumie`re au lieu du trajet inverse. Pour cela, Pattanaik introduit une e´quation simi-
laire a` l’EQR dans laquelle l’inconnue n’est plus la luminance, mais la fonction ”potentiel” (W )
de´crivant la re´ponse du capteur. L’e´quation du potentiel (EQP) est la suivante :
W (x, ωr, λ) = We(x, ωr, λ) +
∫
Ωr
fr(x, ωi, ωr, λ)W (ωi, λ) cos θidωi (3.15)
Une pre´sentation formelle et rigoureuse de cette e´quation peut eˆtre trouve´e dans [Dut96]. Expli-
quons simplement ici que le domaine du capteur est un sous-ensemble de l’ensemble des surfaces
et des directions de la sce`ne : Ac × Ωc ⊂ A× Ω. On peut donc e´crire :
Φ =
∫
A
∫
Ω
L(x, ω)We(x, ω) cos θdωdx (3.16)
ou` We est le ”potentiel initial”. We = 1 si x ∈ Ac et ω ∈ Ωc, We = 0 sinon. Pattanaik montre
que la fonction de potentiel obe´it aux meˆmes re`gles que la luminance (invariance le long d’un
rayon dans le vide, etc.) et en appliquant une formulation duale, il obtient :
Φ =
∫
A
∫
Ω
L(x,−ω)W (x, ω) cos θdωdx (3.17)
avec W de´fini par l’e´quation pre´ce´dente. Par inversion, on peut de´finir la fonction potentiel par :
W (x, ωr) =
d2Φ
L(x, ωi)dAdωi
(3.18)
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Cette e´quation permet de re´soudre le proble`me de l’illumination globale non pas a` partir du
capteur mais depuis les sources. Il faut noter que c’est le principe de re´ciprocite´, couramment
admis en synthe`se d’image, qui permet d’utiliser indiffe´remment la FDRB dans le sens obser-
vateur → lumie`re ou lumie`re → observateur. Pour l’estimateur primaire de l’e´quation 3.16, on
obtient, en e´chantillonnant la position x0 d’e´mission de la particule puis la direction ω0 dans
l’espace des directions possibles sur la source selon une certaine FDP p :
Φ0 = We(x0, ω0)
Le(x0,−ω0) cos θ0
p(x0)p(ω0|x0) (3.19)
Ge´ne´ralement, le terme :
Φ0 =
Le(x0,−ω0) cos θ0
p(x0)p(ω0|x0) (3.20)
est appele´ ”puissance initiale” transporte´e par la particule. Bien sur, le choix de la FDP est
crucial et elle doit couvrir au mieux la surface de la source et la re´partition de l’e´nergie e´mise.
Le proble`me de cette me´thode est que la surface du capteur est souvent infime par rapport
aux dimensions de la sce`ne. Donc, la probabilite´ qu’un photon finisse sa trajectoire sur le capteur
est tre`s faible. Par conse´quent, il faudrait ge´ne´rer un nombre immense de particules pour obtenir
une image correcte alors que seul un petit nombre y contribue. Dutre´ [Dut96] re´sout ce proble`me
graˆce a` un e´chantillonnage ”explicite du capteur”. Il conside`re que chaque pixel de l’image est
un capteur inde´pendant. Comme dans le cas des sources lumineuses et de l’approche directe, par
dualite´, le capteur est le re´cepteur qui nous inte´resse plus que toutes les autres surfaces. Donc,
il suffit de viser explicitement le capteur a` chaque re´flexion pour acce´le´rer la convergence vers
la solution. C’est-a`-dire qu’a` chaque point d’impact du photon, Dutre´ trace un rayon vers le(s)
capteur(s) et y ajoute la contribution de la particule module´e par un poids e´gal a` la probabilite´
d’occurrence du phe´nome`ne. La figure 3.4 illustre cet algorithme.
De son coˆte´, Pattanaik a plutoˆt une approche sce`ne car il conside`re que chaque surface est en
fait un capteur virtuel [PM92] captant les particules qui l’intersectent. Lors de la visualisation
proprement dite, le flux incident rec¸u par une surface (le capteur virtuel) peut eˆtre estime´ par
la somme des particules qui ont intersecte´ cette surface. Arvo [Arv86] utilisait des surfaces
texture´es dont chaque texel e´tait un capteur virtuel pouvant recevoir l’e´nergie transporte´e par
les particules. L’approche du lancer de particules est de fait tre`s ge´ne´rale et toutes sortes de
”mesures” peuvent eˆtre envisage´es selon le type de capteur utilise´.
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Figure 3.4. Principe du lancer de particules.
Figure 3.5. Principe du tracer de chemins bidirectionnel.
Tracer de chemins bidirectionnel Le tracer de chemins bidirectionnel [LW93, VG94] com-
bine le tracer de chemins et le lancer de particules. Un chemin x0x1...xn trace´ depuis la capteur
est combine´ avec un chemin y0y1...yn′ trace´ depuis les sources de lumie`re. L’ensemble des che-
mins possibles entre chacun des points xi et yj et dont la longueur est comprise entre 1 et n+n
′
est construit. La valeur calcule´e pour chacun des chemins est ensuite ajoute´e a` l’estimation finale
avec un poids e´gal a` la probabilite´ de ge´ne´ration du chemin. La figure 3.5 illustre cet algorithme.
La mise en oeuvre de cet algorithme est lourde, complexe et de´licate, notamment sur la notion
de poids des chemins [VG97]. Le trace´ de chemins bidirectionnel a e´te´ de´veloppe´ a` l’origine pour
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ame´liorer l’e´chantillonnage des chemins lumineux, ne´anmoins Veach prouva que l’approche clas-
sique d’e´chantillonnage local devait eˆtre remise en cause. Il proposa donc un nouvelle me´thode,
nomme´e Metropolis Light Transport [Vea97] qui, au lieu de choisir un nouveau sommet pour
un chemin a` partir des informations locales a` la surface, effectue des perturbations globales sur
des chemins ge´ne´re´s de fac¸on locale. Il s’agit probablement de la strate´gie la plus rigoureuse
existant aujourd’hui pour calculer l’illumination globale d’une sce`ne, mais sa complexite´ et son
couˆt calculatoire la rendent difficilement utilisable.
3.2.3 Illumination globale par estimation de densite´
Le calcul de l’illumination globale par les me´thodes pre´ce´dentes reste, malgre´ les optimisa-
tions, tre`s couˆteux en terme de temps de calcul. Depuis le de´but des anne´es 1990, de nouvelles
me´thodes d’illumination globales ont e´te´ de´veloppe´es. Elles sont base´es sur l’estimation de den-
site´ pour la re´solution de l’inte´gralite´ ou seulement d’une partie de l’EQR, ce qui permet une
re´duction des temps de calcul. Nous allons tout d’abord exposer le principe fondamental de l’es-
timation de densite´. Puis nous de´crirons son application au proble`me de l’illumination globale.
3.2.3.1 Principe de l’estimation de densite´ par noyau
La me´thode d’estimation de densite´ par noyau est utilise´e en statistique pour estimer la
densite´ de probabilite´ d’un ensemble de donne´es observe´es qui suivent un processus stochastique.
Cet estimateur est ge´ne´ralement appele´ non parame´trique par comparaison aux me´thodes dites
parame´triques qui supposent que la forme de la densite´ de probabilite´ est particulie`re, par
exemple que c’est une gaussienne. Donc, l’estimateur fˆ d’une densite´ f a` partir d’un ensemble
de N points observe´s X1, X2..., Xn est [Sil86] s’e´crit :
fˆ(x) =
1
nhd
n∑
i=1
K(
x−Xi
h
) (3.21)
avec d la dimension du domaine de f , h le parame`tre de lissage et K la fonction noyau. La
fonction noyau K doit eˆtre unitaire, c’est a` dire
∫
K(x)dx = 1. Elle est aussi ge´ne´ralement
choisie syme´trique, ce qui garantit que l’estimation fˆ(x) est toujours une densite´. Enfin, elle
a souvent un support compact, ce qui est inte´ressant lors du calcul de l’estimateur. Dans la
litte´rature statistique, cet estimateur est aussi mis parfois sous une forme plus simple et plus
ge´ne´rale :
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fˆ(x) =
N∑
i=1
αiKh(x−Xi) (3.22)
avec Kh(x) =
1
hd
K(xh) et αi le poids associe´ a` la donne´e Xi ge´ne´ralement e´gal a`
1
N . Un poids
diffe´rent peut eˆtre associe´ a` chaque donne´e a` condition que la somme de ces poids soit e´gale a` 1.
L’inte´reˆt de cet estimateur est simple : c’est une moyenne ponde´re´e par la fonction noyau
centre´e sur le point d’estimation. Cet estimateur peut aussi eˆtre vu comme la somme des n
fonctions noyaux centre´es sur les donne´es observe´es comme illustre´ sur la figure 3.6.
Figure 3.6. Estimation de densite´ par noyau.
Cet estimateur est stochastique puisqu’il est base´ sur des observations ale´atoires. L’erreur de
cet estimateur est caracte´rise´e par la variance et le biais. La variance se pre´sente sous la forme
de bruit sur la densite´ reconstruite, et le biais se pre´sente sous la forme d’une densite´ estime´e
trop lisse´e. Mathe´matiquement, le biais de l’estimateur fˆ est e´gal a` :
Biais(fˆ(x)) = E(fˆ(x))− f(x) (3.23)
Cet estimateur est biaise´ car son espe´rance est diffe´rente de f(x). En effet, l’espe´rance de fˆ(x)
est e´gale a` [Sil86] :
E(fˆ(x)) =
∫
Kh(x− y)f(y)dy (3.24)
L’espe´rance ne converge donc pas vers la vraie densite´, mais vers cette densite´ convolue´e avec le
noyau. Cette convolution provoque effectivement un lissage de la densite´ estime´e.
En jouant sur les diffe´rents parame`tres de l’estimation de densite´ (n, le nombre de donne´es
ale´atoires observe´es, K la fonction noyau et h le parame`tre de lissage), on peut jouer sur la vitesse
de convergence de l’estimation et sur la pre´cision obtenue. Plus de pre´cisions sur l’influence de
ces parame`tres peuvent eˆtre trouve´es dans [Lav03].
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3.2.3.2 Application a` l’illumination globale
En 1990, Heckbert [Hec90] e´tend la me´thode du lancer de particules d’Arvo [Arv86]. Il intro-
duit la construction d’une texture adaptative pour stocker l’illumination. Il applique ainsi aux
me´thodes de lancer de rayons le principe des me´thodes de radiosite´, a` savoir l’utilisation d’une
me´thode en deux passes (i.e. pre´calcul de l’illumination, puis visualisation du maillage). Il est
e´galement le premier a` faire le paralle`le entre les me´thodes de trace´ de particules et l’estimation
de densite´. En 1991, Chen et al. [CW91] proposent une me´thode base´e sur l’estimation de den-
site´ par noyau spe´cifiquement pour l’e´valuation des caustiques. Leur approche a e´te´ e´tendue a`
tous les effets d’illumination globale par Shirley [SWH+95]. Collins [Col94] propose e´galement
une me´thode d’estimation de densite´ efficace, mais elle ne prend pas en compte les diffusions
multiples. En 1995, Jensen [Jen95] introduit la me´thode des cartes de photons (en anglais Pho-
ton mapping) qui est devenue une re´fe´rence parmi les me´thodes d’illumination globale. Celle-ci
a ensuite e´te´ sujette a` de nombreuses e´volutions, la plupart e´tant de´crite dans [Jen01]. En pa-
ralle`le, Myzskowski en 1997 [Mys97], Walter en 1998 [Wal98] et Volevich en 2000 [VMKE00] ont
e´galement propose´ des me´thodes similaires.
Nous allons tout d’abord formaliser l’utilisation de l’estimation de densite´ par les me´thodes
d’illumination globale, puis nous les comparerons. Enfin, nous exposerons les ame´liorations qui
leur ont e´te´ applique´es.
Analyse formelle Toutes les me´thodes de calcul de l’illumination globale par estimation de
densite´ fonctionnent sur le meˆme principe. L’algorithme est ge´ne´ralement constitue´ de deux
phases :
– propagation de l’illumination depuis les sources lumineuses,
– reconstruction de l’illumination par estimation de densite´.
La propagation de l’illumination est toujours effectue´e par un trace´ de particules similaire au
lancer de particules. La diffe´rence entre les me´thodes re´side dans le stockage et l’exploitation
des impacts des photons.
Nous avons vu qu’en lancer de particules, le flux incident ΦS rec¸u par une surface S peut
eˆtre estime´ par la somme de la puissance des NS photons qui ont eu une intersection avec cette
surface. Cela est re´alise´ en prenant comme fonction de re´ponse We une fonction qui est e´gale a`
1 si la position du photon appartient a` cette surface S, et 0 sinon. Soit N le nombre de photons,
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Φ l’e´nergie moyenne des N photons, et φp l’e´nergie du p-ie`me photon :
ΦS =
NS∑
p=1
φp ≈ NSφ (3.25)
La probabilite´ qu’un photon Pp appartienne a` la surface S est alors :
P (Pp ∈ S) = NS
N
=
NSφ
Nφ
=
ΦS
Nφ
(3.26)
On peut en de´duire que la densite´ de probabilite´ p(x) de la pre´sence des photons dans la sce`ne :
p(x) =
dP
dx
=
dΦ
Nφ
1
dx
=
Ei(x)
Nφ
(3.27)
Cette formulation indique que la densite´ de probabilite´ des photons est proportionnelle a` l’e´claire-
ment incident. Si l’on estime la densite´ p(x), on obtient e´galement une estimation de cet
e´clairement. En combinant l’estimateur de densite´ par noyau et l’e´quation pre´ce´dente, on obtient
un estimateur de l’e´clairement incident, a` savoir :
Ei(x) =
Nφ
N
N∑
p=1
Kh(x−Xp) = φ
N∑
p=1
Kh(x−Xp) (3.28)
En levant la restriction sur l’e´galite´ de l’e´nergie des photons, on obtient :
p(x) =
N∑
i=p
φp
Nφ
Kh(x−Xp) (3.29)
Cette e´quation est tout a` fait similaire a` l’e´quation de l’estimation de densite´ par noyau avec
un poids pour chaque donne´e ale´atoire (e´quation 3.22). En effet, la condition
∑N
p=1
φp
Nφ = 1
est bien respecte´e puisque φ est la moyenne de l’e´nergie des photons. L’e´quation pour estimer
l’e´clairement est donc :
Ei(x) =
N∑
p=1
φpKh(x−Xp) (3.30)
Nous avons donc obtenu un estimateur de l’e´clairement incident. Ne´anmoins, l’œil n’est pas
sensible a` l’e´clairement mais a` la luminance, et plus particulie`rement la luminance re´fle´chie par
les surfaces vers l’œil. Reprenons l’expression de la BRDF :
fr(x, ωi, ωr) =
dLr(x, ωr)
dEi(x, ωi)
=
dLr(x, ωr)
Li(x, ωi) cos θidωi
(3.31)
Ainsi, on peut exprimer la variation de la luminance re´fle´chie en x dans la direction de l’œil ωr
en fonction de la variation de l’e´clairement incident et de la BRDF :
dLr(x, ωr) = fr(x, ωi, ωr)dEi(x, ωi) (3.32)
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En remplac¸ant l’e´clairement incident par son estimateur (e´quation 3.30), on obtient :
dLr(x, ωr) = fr(x, ωi, ωr)d(
N∑
p=1
φpKh(x−Xp)) (3.33)
On inte`gre sur l’espace des directions incidentes :
Lr(x, ωr) =
∫
Ω=4pi
fr(x, ωi, ωr)
N∑
p=1
φpKh(x−Xp)dωi (3.34)
Remarquons ici que l’e´nergie porte´e par les photons est directionnelle. En effet, elle est donne´e
pour la direction incidente du photon ωi et pour la position du photon Xp. Etant donne´ que
les seules donne´es que nous posse´dons ici sont les photons, l’espace des directions incidentes
se re´sume aux directions des photons. Pour chaque photon, l’inte´grale est donc non nulle uni-
quement pour sa direction. Ce qui e´quivaut a` e´crire que φp = φ(Xp, ωi). L’e´quation pre´ce´dente
devient donc :
Lr(x, ωr) =
N∑
p=1
fr(x, ωi, ωr)φpKh(x−Xp) (3.35)
Finalement, on a une expression de l’estimateur de la luminance re´fle´chie vers l’œil en un point
x. Cet estimateur posse`de les meˆmes proprie´te´s que l’estimateur par noyau, en particulier le
compromis biais/variance controˆle´ par le parame`tre de lissage. Les processus stochastiques ont
l’avantage d’eˆtre plutoˆt simples a` mettre en œuvre et de donner un re´sultat correct, assez rapi-
dement, bien que bruite´.
Graˆce a` l’estimateur d’e´clairement (e´quation 3.30), on peut reconstruire l’illumination pour
les points d’estimation d’un maillage, auquel cas, la luminance est calcule´e lors de la visualisa-
tion de ce dernier. L’estimateur de luminance (e´quation 3.35) est plus direct, car il permet de
reconstruire directement la luminance a` partir des photons stocke´s. Dans ce cas, les points d’es-
timation sont directement les pixels de l’image. L’inte´reˆt de ces deux expressions e´quivalentes
est d’unifier les me´thodes d’estimation de densite´, qu’elles soient base´es sce`ne ou image.
Comparaison des diffe´rentes me´thodes Comme nous l’avons indique´ pre´ce´demment, toutes
les me´thodes d’estimation se basent sur le principe de pre´calcul et stockage de l’illumination, puis
sur son exploitation lors de la visualisation. La premie`re diffe´rence re´side dans le type de stockage
utilise´. Heckbert [Hec90] choisit de stocker l’illumination diffuse dans des textures adaptatives
(qu’il nomme rexes). Ces textures sont subdivise´es en fonction du gradient d’illumination a` la
manie`re d’un quad-tree. Il pre´fe`re ces textures aux maillages utilise´s par les me´thodes de radiosite´
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afin de se de´tacher de la complexite´ ge´ome´trique de la sce`ne. Partant du principe que l’illumina-
tion est intrinse`que aux mate´riaux, il utilise des textures plaque´es sur les objets de la sce`ne. Le
nombre de textures peut donc eˆtre limitant lorsque l’on souhaite traiter des sce`nes complexes,
et l’on s’aperc¸oit que la me´thode reste malgre´ tout de´pendante de la complexite´ ge´ome´trique.
Collins [Col94] pre´fe`re utiliser un maillage d’illumination. Celui-ci est construit adaptativement
lors de la propagation des photons. Il est compose´ des impacts des photons sur les surfaces de la
sce`ne. Ce maillage est uniquement de´pendant du nombre de photons trace´s depuis les sources.
Ne´anmoins, la pre´cision de la simulation augmente avec ce nombre. Bien qu’inde´pendante de la
complexite´ ge´ome´trique de la sce`ne, la me´thode peut eˆtre mise en e´chec si l’on veut augmen-
ter le re´alisme. L’approche de Shirley [SWH+95] ressemble aux deux pre´ce´dentes. La diffe´rence
re´side sur l’observation de Lischinski et al. [LTG93] que le maillage de visualisation n’est pas
force´ment le maillage utilise´ pour le calcul. Ainsi, Shirley retarde l’exploitation des photons
jusqu’a` la fin de la phase de propagation en les stockant et les associant avec les surfaces de la
sce`ne qu’ils ont frappe´es. Ces impacts constituent un maillage d’illumination similaire a` celui
de Collins. L’estimation de densite´ par noyau est alors utilise´e pour calculer l’e´clairement de ce
maillage. Afin de re´duire sa complexite´, ce dernier subit enfin une phase de simplification base´e
sur le gradient d’illumination. Cette approche a e´te´ reprise par Myzskowski[Mys97] et Walter
[Wal98] qui reconstruisent l’illumination sur les surfaces de la sce`ne. Leurs e´volutions portant
essentiellement sur la se´lection adaptative de la taille du support du noyau (parame`tre h).
Cependant, la reconstruction de la luminance sur chaque surface de la sce`ne utilise unique-
ment les photons qui l’ont frappe´e. Le nombre de particules e´tant limite´, la probabilite´ d’avoir
suffisamment d’information sur les petites faces est faible ce qui peut ge´ne´rer des artefacts vi-
suels. Jensen [Jen95] propose la me´thode des cartes de photons qui re´sout a` la fois le proble`me
de de´pendance vis-a`-vis de la complexite´ de la sce`ne et le proble`me de sous-estimation des pe-
tites faces. L’ide´e est de stocker les photons dans une structure de donne´es inde´pendante de la
ge´ome´trie qui permet une recherche rapide des photons. En effet, les points d’estimation x ne
sont plus les points du maillage, mais l’intersection des rayons primaires avec les surfaces de
la sce`ne. L’estimation de densite´ est effectue´e en se´lectionnant les k plus proches photons de x
contenus dans une sphe`re de rayon r (parame`tre de lissage pour l’estimation) pour reconstruire
le flux incident rec¸u par x. Ce type d’estimation est un cas particulier de l’estimation de densite´
par noyau. En fait, Jensen se´lectionne les photons participant a` l’estimation s’ils appartiennent
a` une sphe`re de rayon e´gal au parame`tre de lissage centre´e sur ce point. Par contre, dans la for-
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mule de l’estimation, le noyau est suppose´ comme ayant un support 2D, c’est-a`-dire un disque.
L’inconve´nient de cette me´thode est que des photons appartenant a` une surface tre`s diffe´rente
peuvent eˆtre se´lectionne´s et ainsi augmenter le biais sur l’estimateur. Pour e´viter cela, Vole-
vich [VMKE00] utilise, entre autre, diffe´rentes heuristiques pour se´lectionner ses ”photons”. Par
exemple, l’angle entre la normale a` la position du photon et la normale au point d’estimation
est calcule´, et le photon est rejete´ si cet angle est trop grand.
Toutes les me´thodes que nous avons cite´es dans ce paragraphe sont des me´thodes dites
d’estimation locale. Le principe est de chercher pour chaque point d’estimation l’ensemble des
e´chantillons (photons) qui contribuent a` l’e´clairement de ce point. L’inconve´nient majeur de
cette me´thode est que l’on doit rechercher les e´chantillons contribuant dans l’ensemble des
e´chantillons. Cela ne pe´nalise pas la me´thode dans le cas ou` le nombre d’e´chantillons est raison-
nable (e.g. photons range´s par surface [SWH+95, Mys97, Wal98]). Cependant nous avons vu que
ces me´thodes sont de´pendantes de la complexite´ de la sce`ne. Dans le cas de [Jen95], par contre,
tous les photons sont stocke´s dans une unique structure de donne´e. La recherche des e´chantillons
contribuant est donc effectue´e sur un grand nombre de photons. Les meˆmes photons peuvent
eˆtre utilise´s pour plusieurs points d’estimation, ce qui cause des recherches redondantes et donc
des temps de calcul plus e´leve´s. Partant de l’observation que le nombre de points d’estimation
(intersection des rayons primaires avec la sce`ne) est moins important que le nombre de photons,
Lavignotte [Lav03] propose une me´thode d’estimation globale appele´e e´crasement de photons.
En effet, il est alors plus inte´ressant de rechercher pour chaque photon les points d’estimation
auxquels il contribue. Les photons peuvent eˆtre traite´s se´quentiellement ce qui permet d’e´viter
les recherches redondantes couˆteuses. On effectue malgre´ tout des recherches redondantes sur
les points d’estimation, mais c’est un moindre mal car le couˆt de chaque recherche est moins
e´leve´. La figure 3.7 montre la diffe´rence entre les estimations locale et globale. On parle aussi
d’approches directe et duale de l’estimation de densite´.
Nous de´crirons plus pre´cise´ment les me´thodes des cartes de photons [Jen95] et de l’e´crasement
de photons [Lav03] respectivement dans les chapitres 4 et 5 car elles constituent la base de nos
travaux. Ces me´thodes sont en effet celles qui proposent le meilleur compromis entre temps
de rendu et qualite´ de simulation. Ne´anmoins, le stockage des photons ne´cessaire dans ces
me´thodes engendre une consommation me´moire importante, limitant le nombre de photons et
par conse´quent la pre´cision de la me´thode. C’est pourquoi nous proposons dans le chapitre 4
une me´thode multi-passes permettant de lever la limitation me´moire.
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(a) (b)
Figure 3.7. Estimation de densite´. (a) Locale : on recherche les photons (en jaune) qui
contribuent aux points d’estimation (en noir). (b) Globale : on recherche les points d’esti-
mation auxquels le photon contribue.
Ame´liorations Ces me´thodes, et notamment la me´thode des cartes de photons, ont be´ne´ficie´
de nombreuses ame´liorations afin d’acce´le´rer les temps de calcul, de re´duire les artefacts...
Correction du biais sur les bords Nous avons vu que l’estimation par noyau avait
des difficulte´s sur les bords du domaine de de´finition. Shirley et al. [SWH+95] ont propose´ de
comple´ter le bord du domaine par syme´trie. Cependant cette me´thode n’est pas applicable si la
frontie`re du domaine est complexe (ce qui est souvent le cas pour des sce`nes complexes). Walter
[Wal98] propose, quant a` lui, une approche base´e sur la me´thode de re´gression polynomiale. Il
a propose´ deux nouvelles e´valuations de l’estimation sur les bords : la me´thode locale constante
et la me´thode locale line´aire. Cette dernie`re supprime totalement le biais sur les bords si la
densite´ sur les bords a un gradient constant et la me´thode constante supprime ce biais si la
densite´ est localement constante sur les bords. Cependant, la me´thode line´aire est beaucoup
plus complexe et couˆteuse. Lavignotte [Lav03] propose une approche ge´ome´trique de correction
du biais sur les bords. Il introduit la notion de ”surfaces fantoˆmes”. En fait, la ge´ome´trie est
e´tendue sur une largeur e´gale au parame`tre de lissage de la fonction noyau. Lors du lancer de
photons, les impacts sur les surfaces fantoˆmes sont stocke´s et les photons sont re´e´mis comme s’ils
n’avaient rien rencontre´. En effet, les photons passant pre`s des surfaces participent bien au flux
lumineux. Ainsi, lors du rendu, la densite´ de photons au bord permet d’estimer correctement le
flux lumineux.
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Importance visuelle Les me´thodes pre´ce´dentes calculent l’illumination indirecte inde´-
pendamment du point de vue. C’est un avantage, car il n’est pas ne´cessaire de recalculer
l’e´clairage indirect lorsque l’on navigue dans la sce`ne. Cependant, dans les cas ou` seul un point
de vue nous inte´resse, il est possible d’optimiser le calcul en limitant la pre´cision du calcul sur les
zones peu inte´ressantes pour l’observateur. Ainsi, Suykens [SW00] propose d’effectuer une passe
pre´liminaire ou` des ”importons” sont lance´s depuis le capteur. Les importons sont similaires a`
des photons et sont de´pose´s sur les surfaces importantes pour l’observateur. Ensuite, lors de
la passe de lancer de photons, la densite´ d’importons est utilise´e pour savoir si la densite´ de
photons sur une surface est suffisante : dans ce cas, le photon n’est pas stocke´ et son e´nergie est
re´partie sur les photons de´ja` stocke´s les plus proches.
Utilisation de plusieurs petites cartes de photons Larsen [LC03] propose une ame´lio-
ration de la me´thode de Jensen [Jen95]. Au lieu d’utiliser une seule carte de photons, il stocke les
photons dans des cartes de plus petite taille. Les diffe´rentes cartes sont construites en fonction de
crite`res ge´ome´triques. Par exemple, un crite`re sur la variation de la normale d’une face a` l’autre.
Cette me´thode pre´sente deux avantages. Le premier est que l’utilisation de plusieurs petites
cartes de photons est plus rapide que l’utilisation d’une grande. Deuxie`mement, la me´thode
corrige le biais sur les bords. En effet, les photons stocke´s sur deux faces d’un coin sont dans
des cartes diffe´rentes. On ne se´lectionne donc pas de ”mauvais” photons pour l’estimation de
densite´. Cependant, cette me´thode n’offre pas de bons re´sultats pour des sce`nes complexes.
3.3 Milieux participants
Les me´thodes de´crites pre´ce´demment prennent toutes pour hypothe`se que la lumie`re se pro-
page dans le vide. Elles ne´gligent alors la participation des milieux, ce qui introduit ne´cessairement
un biais par rapport a` la solution re´elle. De nombreux travaux ont e´te´ effectue´s dans le but de
pallier ce manque. Nous verrons que les me´thodes propose´es sont loin d’eˆtre ge´ne´rales et font
quasiment toutes des hypothe`ses importantes sur les proprie´te´s des milieux (e.g. isotropie, ho-
moge´ne´ite´...). Nous mettons ici en balance les me´thodes dites de´terministes et les me´thodes
stochastiques afin de de´terminer la me´thode la plus performante pour simuler des milieux par-
ticipants complexes.
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3.3.1 Me´thodes de´terministes
3.3.1.1 Me´thodes de radiosite´
Me´thode zonale [RT87] La me´thode zonale est une extension de la me´thode de radiosite´ qui
inclut un milieu participant isotrope, mode´lise´ par des voxels. La radiosite´ du voxel est de´finie
afin de prendre en compte uniquement l’e´mission propre plus l’e´nergie diffuse´e. Des facteurs de
forme sont de´finis pour les e´changes entre des volumes, et entre un volume et une surface. Les
facteurs de forme entre surfaces sont rede´finis pour inclure un terme de ”transmittance”. Ces
facteurs sont calcule´s en e´tendant la me´thode de l’he´micube. Un syste`me de s (pour surfaces
- e´le´ments) plus v (pour volumes - voxels) e´quations est construit puis re´solu par la me´thode
ite´rative de Gauss-Seidel. L’application directe de la me´thode zonale a un couˆt prohibitif. Dans
un cube de n3 voxels, il y a n6 facteurs de forme. En les approchant par l’inte´grale 1D sur le
centre de chaque paire de voxels en O(n), le calcul de tous les facteurs de forme est en O(n7). La
cohe´rence entre les facteurs de forme a e´te´ exploite´e pour les calculer a` moindre couˆt [AM96].
Radiosite´ hie´rarchique Sillion [Sil95] pre´sente un algorithme de radiosite´ hie´rarchique adapte´
pour traiter des volumes isotropes. Afin de repre´senter les e´changes a` l’inte´rieur du volume, on
introduit un ”auto-lien” (lien entre le volume et lui-meˆme). Ce lien est subdivise´ diffe´remment
des liens entre les diffe´rents e´le´ments, puisque chaque lien fils doit inclure un auto-lien en plus
des liens usuels entre chaque paire de fils. De plus, pour e´viter le couˆt quadratique de la phase
de lien initiale de la me´thode hie´rarchique classique, qui peut eˆtre prohibitif pour des sce`nes
complexes, le transfert d’e´nergie entre des groupes d’objets est autorise´. Ces groupes composent
des objets abstraits qui e´changent l’e´nergie comme un tout. Une hie´rarchie est cre´e´e au-dessus
du niveau des surfaces, et la phase initiale de lien est re´duite a` la cre´ation d’un seul auto-lien
entre le haut de la hie´rarchie et elle-meˆme, qui repre´sente les interactions a` l’inte´rieur du volume
global contenant la sce`ne. Une fois que le lien initial a e´te´ raffine´ par une proce´dure re´cursive, les
e´tapes de re´e´quilibrage de l’e´nergie (gathering et Push-Pull) sont effectue´es jusqu’a` ce qu’il n’y
ait plus de changement significatif de la radiosite´ entre tous les e´le´ments. On doit faire attention
lors de l’application de ces e´tapes quand on traite des milieux non homoge`nes et des surfaces
texture´es. Le raffinement des liens est effectue´ par seuillage du transfert de radiosite´.
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3.3.1.2 Harmoniques sphe´riques
Kajiya [KH84] pre´sente deux me´thodes. La premie`re ne traite que la diffusion simple dans les
milieux participants. La seconde traite la diffusion multiple. La luminance est exprime´e dans une
base d’harmoniques sphe´riques. Un syste`me d’e´quations aux de´rive´es partielles (SEDP) est alors
construit pour les coefficients des harmoniques sphe´riques. Le SEDP est pose´ et re´solu par relaxa-
tion. Seules les fonctions de phase isotrope et de Rayleigh sont conside´re´es, et le de´veloppement
en harmoniques sphe´riques est tronque´ apre`s le quatrie`me coefficient (car ”seules les quelques
premie`res harmoniques sphe´riques sont ne´cessaires pour avoir une image convaincante”, mais le
couˆt de la me´thode de´pend e´videmment du nombre de coefficients). Les effets entre les surfaces
et les volumes ne sont pas pris en compte. La me´thode propose´e par Bhate [BT92] traite les
effets entre les surfaces et les volumes qui manquent dans [KH84]. C’est une extension de la
me´thode zonale, dans laquelle l’hypothe`se d’isotropie est e´limine´e (graˆce a` une repre´sentation
de la fonction de phase et de la luminance utilisant les harmoniques sphe´riques) et ou` les surfaces
restent lambertiennes (parfaitement diffuses). La fonction de phase est approche´e par les M pre-
miers termes de son de´veloppement en harmoniques sphe´riques (approximation de la diffusion
de Mie). Il faut noter qu’un grand nombre de facteurs de forme doivent eˆtre calcule´s, en prenant
en compte les harmoniques sphe´riques. Ils sont calcule´s par la technique e´tendue de l’he´micube.
Finalement, un syste`me de Mv e´quations pour v volumes plus s e´quations pour s surfaces est
e´tabli et re´solu en utilisant la me´thode ite´rative de Gauss-Seidel. L’application directe de cette
me´thode est impraticable a` cause de son couˆt prohibitif : dans une grille re´gulie`re de v = n3
voxels, le couˆt de calcul des facteurs de forme est de O(n7 +M2n6).
3.3.1.3 Ordonne´es discre`tes
Une autre possibilite´ pour prendre en compte les fonctions directionnelles (phase) est d’uti-
liser les ordonne´es discre`tes, c’est-a`-dire une discre´tisation de l’angle solide total (4pi) en angles
solides e´le´mentaires. Ceux-ci repre´sentent des directions particulie`res, et on suppose que, pour
des e´le´ments de volumes suffisamment petits, les proprie´te´s sont constantes pour chaque di-
rection dans chaque volume. Le proble`me principal des ordonne´es discre`tes vient du fait que
l’e´nergie est propage´e dans des directions discre`tes au lieu de tout l’angle solide discre´tise´.
Interactions locales Patmore [Pat93] formule la solution locale de l’e´quation du transfert
radiatif pour le mode`le directionnel discret re´sultant de la subdivision du volume (re´sultant en
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un re´seau cubique) et l’espace angulaire (utilisant en pratique 6 ou 26 directions). Le milieu
participant conside´re´ n’est pas e´missif, puisque l’objectif est de rendre des nuages. Une solution
globale de l’ETR est obtenue en trouvant ite´rativement des solutions locales (relatives aux points
du re´seau cubique). L’e´nergie non e´mise du point conside´re´ est mise a` jour en fonction de la
solution locale. Une nouvelle solution locale est calcule´e pour un point adjacent du re´seau et
dans la direction de la plus forte e´nergie non e´mise du point pre´ce´dent. On suit donc les chemins
choisis par importance, jusqu’a` ce que l’e´nergie non e´mise soit au-dessous d’un seuil ou que le
chemin sorte du volume. Cette me´thode calcule directement les luminances sortant du volume.
Aucune inte´gration de la luminance des sources n’est ne´cessaire dans la passe de visualisation.
La me´thode de Langue´nou [LBC94], suit une approche de raffinement progressif. La me´thode
habituelle de tirages pour les surfaces est e´tendue pour prendre en compte la transmittance a`
travers le milieu. Les radiosite´s des frontie`res du me´dia sont calcule´es en propageant la lumi-
nance (pre´ce´demment calcule´e) le long de toutes les ordonne´es discre`tes et en effectuant autant
d’ite´rations que ne´cessaire pour converger. Chaque ite´ration consiste en une boucle pour chaque
direction, dans laquelle un balayage complet de la grille de voxels est effectue´ pour propager
l’e´nergie accumule´e a` travers les voxels voisins, en commenc¸ant par un voxel de la frontie`re
convenant (en relation avec la direction conside´re´e), ou` O(Mv) est le couˆt par ite´ration. Fina-
lement, la luminance des faces de la frontie`re du milieu est traite´e, en utilisant l’interpolation
he´misphe´rique. L’ensemble du processus est re´pe´te´ jusqu’a` convergence. La passe de visualisation
calcule la luminance des pixels en utilisant la luminance des voxels.
Interactions globales La me´thode propose´e par Max [Max94] est destine´e a` rendre des
nuages. Le calcul des M2v2 facteurs de forme de la formulation en e´le´ments finis est e´vite´
en approchant leurs effets par l’e´nergie propage´e sur l’ensemble des angles solides e´le´mentaires.
Pour chacun d’entre eux, la propagation est effectue´e en distribuant le flux aux voisins simul-
tane´ment pour tous les voxels appartenant a` une couche, avec un temps de O(v log(n)), pour v2
interactions. Le proble`me duˆ a` la discre´tisation de l’espace des directions est re´duit car l’e´nergie
est propage´e dans l’angle solide e´le´mentaire, et non plus simplement dans une seule direction.
L’atte´nuation entre deux voxels n’est pas accumule´e le long de la ligne droite les reliant, mais le
long d’un ensemble de chemins de propagation possibles. Les e´ve´nements de diffusion multiple
produite avec un seul e´le´ment re´cepteur sont pris en compte. Comme le temps pour diffuser
le flux re´fle´chi par un voxel dans les angles solides e´le´mentaires est O(Mv), le couˆt final par
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ite´ration est O(Mv log(n) +M2v). Quand le nombre d’ite´rations requis pour converger est petit
compare´ a` v, cette me´thode est meilleure que le calcul de l’ensemble des facteurs de forme et de
re´solution du syste`me re´sultant.
3.3.1.4 Repre´sentation implicite
La distribution directionnelle de la luminance peut eˆtre repre´sente´e implicitement par des
mode`les de diffusion [NDN96] ou par une e´quation de diffusion [Sta95b, Sta95a].
Filtre 3D Nishita [NDN96] propose une me´thode pour rendre des nuages qui prend en compte
la diffusion multiple et la lumie`re du ciel (la lumie`re atteignant le nuage due a` la diffusion de
l’atmosphe`re plus la lumie`re re´fle´chie par la surface du sol). La luminance d’un nuage atteignant
l’œil est calcule´e en utilisant la lumie`re du soleil issue de diffusions multiples plus la lumie`re
du ciel diffuse´e une seule fois par les particules du nuage. De toutes les diffusions de la lumie`re
du soleil dans le nuage, seules les trois premiers ordres de diffusion sont conside´re´s. On calcule
se´pare´ment la diffusion simple. Pour la contribution des deuxie`me et troisie`me ordres de diffusion
a` la luminance de la direction de l’œil, l’espace contenant le nuage est subdivise´ en voxels, avec
la direction de l’œil comme axe principal. Au lieu de calculer les facteurs de forme entre chaque
paire de voxels, un petit espace, contenant la densite´ moyenne du nuage, est mis en place. Les
rapports de contribution entre la luminance du voxel du centre (dans la direction de l’œil) et
les autres voxels sont calcule´s, en prenant en compte la lumie`re du soleil. Ceci est le mode`le
des rapports de contribution (contribution-ratio pattern) ou filtre 3D. Comme la diffusion dans
les nuages est surtout ”en avant”, la plus grande partie de l’e´nergie diffuse´e en un point est
comprise dans un angle solide relativement petit. En utilisant cette observation, il est possible
de calculer plus rapidement les facteurs de forme e´tendus, en concentrant l’effort sur les voxels
qui contribuent effectivement au voxel central, pour les chemins qui ont une ou deux diffusions
(et en utilisant une me´thode stochastique pour choisir ces voxels). Le filtre est applique´ aux
voxels dans tout l’espace en stockant pour chaque voxel la lumie`re diffuse´e due aux seconde et
troisie`me diffusion dans la direction de l’œil.
Diffusion Stam [Sta95b, Sta95a], re´sout l’illumination globale par raffinements progressifs, en
utilisant les ope´rations d’e´mission entre e´le´ments de surface (patchs) et entre patchs et blobs (qui
mode`lent le milieu). L’e´mission entre blobs (qui peut eˆtre tre`s couˆteuse si le nombre de blobs v est
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grand) est e´vite´e en utilisant un ensemble de v e´quations line´aires qui repre´sentent une e´quation
de diffusion. Celle-ci est obtenue en faisant une ”approximation de diffusion” de la luminance
source (due a` la diffusion de la luminance du milieu), c’est-a`-dire qu’elle est caracte´rise´e par
seulement deux fonctions : Jm(ω) = J0 + J1ω. Re´soudre le syste`me line´aire permet le calcul
des coefficients J0 et J1 pour chaque blob, et donc la diffusion multiple entre les blobs. Quand
v n’est pas trop grand (v < 1000), le syste`me peut eˆtre re´solu avec une de´composition LU
directe. Pour des syste`mes plus larges, on peut re´soudre le syste`me par relaxation, ne´anmoins la
convergence n’est pas garantie (il faut noter que de bons re´sultats sont de´ja` obtenus avec peu de
blobs). La me´thode propose´e utilise beaucoup moins de me´moire et de temps de calcul qu’une
me´thode utilisant une grille re´gulie`re. Cette me´thode e´tant progressive, pour le traitement de
sce`nes complexes compose´es d’un grand nombre de surfaces, le couˆt de l’e´mission progressive de
l’e´nergie depuis les patchs est tre`s couˆteux. Une approche hie´rarchique deviendrait ne´cessaire
dans ce cas.
3.3.2 Me´thodes stochastiques
Les me´thodes stochastiques d’illumination globale tracent des rayons dans l’environnement.
Les points d’interactions avec le milieu qui limitent les rayons peuvent eˆtre obtenus en utilisant
une distance constante [BLS93, BLS94] ou une fonction de densite´ cumulative d’e´chantillonnage
[PM93, LW96].
3.3.2.1 Echantillonnage a` distance constante
Blasi [BLS93, BLS94] de´crit des me´thodes qui traitent les milieux participants qui utilisent
une simulation du mode`le corpusculaire de la lumie`re (Monte Carlo light tracing). La premie`re
me´thode prend en compte un milieu participant seul, la seconde des sce`nes mixtes (milieu plus ob-
jets). Les deux me´thodes simulent la diffusion multiple dans le milieu participant. La fonction de
phase utilise´e est celle de Schlick [BLS93], spe´cialement de´finie de fac¸on a` ce que l’e´chantillonnage
par importance soit peu couˆteux, tout en maintenant la possibilite´ d’approcher d’autres fonctions
de phase. Dans [BLS93], on utilise une approximation de la diffusion de Mie comme une combi-
naison de composantes isotropes et en avant. Lors des e´ve´nements de diffusion, la direction de
diffusion est donne´e par un e´chantillonnage par importance de la composante de diffusion, et la
partie isotrope est stocke´e dans le voxel. Cette partie isotrope du voxel n’est pas conside´re´e pour
l’illumination des autres voxels. Comme la composante directionnelle est plus importante que la
3.3. Milieux participants 51
composante isotrope, on attend que l’erreur commise ne soit pas significative. Une strate´gie de
raffinements progressifs peut eˆtre utilise´e quand l’e´nergie isotrope devient trop importante. Les
faisceaux progressent par pas de longueur constante. A chaque point d’interaction, un processus
d’e´chantillonnage est utilise´ pour de´cider s’il y a diffusion en ce point. L’absorption est prise en
compte le long de l’ensemble du chemin du faisceau : son flux est diminue´ a` chaque pas par la
transmittance due a` l’absorption le long de la distance δ. Dans [BLS94], une technique progres-
sive est utilise´e pour rendre des sce`nes mixtes. Les surfaces sont classe´es comme ”diffuses” ou
”spe´culaires” en fonction d’un seuil. Pendant la passe d’illumination, quand un faisceau frappe
une surface diffuse, son e´nergie est stocke´e au point d’intersection (et le faisceau s’arreˆte la`),
alors que s’il frappe une surface spe´culaire, il est re´fle´chi en utilisant un e´chantillonnage par im-
portance. A l’inte´rieur du milieu, les faisceaux progressent comme explique´ ci-dessus. L’e´nergie
du faisceau est enregistre´e (au bord du voxel) lorsque le faisceau sort du milieu(s’il sort). Ce
stockage implique que le nombre de rayons qui traversent le milieu doit eˆtre plus grand que si
on effectuait un stockage par voxel pour avoir un e´chantillonnage pre´cis de l’e´nergie quittant le
volume.
3.3.2.2 Echantillonnage a` distance ale´atoire
Lancer de particules Le lancer de rayons depuis les sources, propose´ par Pattanaik [PM93],
utilise une e´tape d’e´chantillonnage pour trouver les points d’interaction (absorption ou dif-
fusion) des faisceaux a` l’inte´rieur du volume. Cet e´chantillonnage conside`re l’expression 1 −
exp(− ∫ S0 σt(u)du) comme une fonction de distribution cumulative, ou` S est la distance par-
courue par le faisceau. En ces points, avec la me´thode d’Absorption Simple, une autre e´tape
d’e´chantillonnage est effectue´e pour de´cider si l’interaction est une absorption ou une diffusion.
D’un autre coˆte´, avec la me´thode de Suppression d’Absorption, le rayon est toujours diffuse´ mais
son flux est diminue´ a` chaque interaction. Diffe´rentes me´thodes de re´duction de la variance sont
propose´es : l’interaction force´e d’un faisceau avec chaque voxel (Suppression d’Absorption), et la
me´thode de la divergence des particules (dans laquelle le faisceau re´fle´chi est de´coupe´ en petits
faisceaux au point de diffusion). Le format de stockage pre´sente´ convient bien pour la diffusion
isotrope, mais elle peut eˆtre change´e pour traiter les diffusions anisotropes.
Lancer de rayons bidirectionnel La me´thode du lancer de rayons bidirectionnel a e´te´
e´tendue aux milieux participants dans [LW96]. Le principe de la me´thode reste le meˆme que dans
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le cas des surfaces, mis a` part que les chemins ale´atoires sont trace´s en calculant les interactions
avec le milieu comme dans la me´thode d’absorption simple de [PM93]. Pour le calcul de la
direction de diffusion, la fonction de phase de Schlick est utilise´e.
Metropolis light transport Pauly [PKK00] propose d’e´tendre la me´thode de Veach et Gui-
bas [VG97] a` la prise en compte de milieux participants. Afin d’e´valuer l’inte´grale du rendu, il est
ne´cessaire de construire les chemins en respectant une fonction de densite´ de probabilite´ appro-
prie´e (FDP). La ge´ne´ration des chemins est divise´e en une se´quence d’e´ve`nements de diffusion et
de propagation. Un e´ve´nement de diffusion choisit une direction en un point en e´chantillonnant
la fonction de phase. Un e´ve´nement de propagation de´termine le prochain point d’interaction
dans une direction de propagation a` partir du point courant. Cela est fait en calculant la distance
d’interaction moyenne dans un milieu participant. La FDP du chemin entier est alors simple-
ment le produit de toutes les FDP des diffusions et des propagations qui composent le chemin,
vu qu’elles sont inde´pendantes les unes des autres. Des mutations des chemins, similaires a` la
me´thode classique, sont ensuite effectue´es pour le rendu de la sce`ne. Cette me´thode peut prendre
en compte les milieux anisotropes et/ou non homoge`nes et la diffusion multiple. Elle conserve
les avantages de la me´thode originale a` savoir la prise en compte de sce`nes complexes sans
discre´tisation de la sce`ne ou de l’espace. C’est une me´thode non biaise´e. Le controˆle des muta-
tions permet d’explorer l’espace localement, ce qui permet de re´duire le couˆt d’e´chantillonnage.
Si un chemin important est trouve´, les chemins proches sont aussi e´chantillonne´s. Les muta-
tions peuvent eˆtre modifie´es facilement pour trouver des chemins qui conservent une proprie´te´
particulie`re (ou plusieurs).
Cartes de photons [Jen01] Jensen propose une e´volution de sa me´thode pour prendre en
compte les milieux participants. Le principe de la me´thode reste le meˆme. Une premie`re passe
propage les photons depuis les sources lumineuses, puis une deuxie`me passe permet de recons-
truire la luminance par estimation de densite´. La me´thode conserve tous les avantages vus dans
la section 3.2.3.2.
L’e´volution concerne les deux passes de la me´thode. Le milieu participant est introduit sous
la forme d’une grille re´gulie`re 3D. Chaque voxel de la grille contient les donne´es radiatives
ne´cessaires a` l’e´valutation de l’e´quation volumique du transfert radiatif (cf. 2.3). Les proprie´te´s
du milieu sont suppose´es constantes sur le voxel. Lors de la premie`re passe, les photons sont e´mis
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dans la sce`ne. Lorsque le rayon rencontre le volume englobant du milieu, la distance d’interaction
est tire´e ale´atoirement :
d = − ln(ξ)
σt
ou` ξ est un nombre ale´atoire tire´ uniforme´ment entre 0 et 1, dans le cas d’un milieu homoge`ne.
Pour un milieu non homoge`ne, le coefficient d’extinction est remplace´ par l’e´paisseur optique
mesure´e sur la distance moyenne tire´e pre´ce´demment. Lors de la phase de rendu, les rayons qui
traversent le milieu participant sont e´value´s par Ray-Marching. Cela consiste a` diviser le rayon en
petits segments (de longueur constante ou non) sur lequel on peut conside´rer que les proprie´te´s
du milieu sont constantes. On peut ainsi calculer la contribution de chacun des segments et donc
l’e´nergie qui sort du milieu dans la direction du rayon.
Cette me´thode sera de´taille´e dans le chapitre 5. On peut de´ja` signaler qu’elle est la me´thode
qui donne les meilleurs re´sultats a` l’heure actuelle, si l’on conside`re le rapport qualite´/temps de
rendu. En effet, la me´thode demande peu de contraintes du point de vue mode´lisation du milieu.
On peut obtenir une pre´cision suffisante sur la mode´lisation en raffinant la grille de voxel. On
peut e´galement re´duire le couˆt me´moire de cette mode´lisation en utilisant une structure de type
Octree pour de´crire adaptativement le milieu. Aucune hypothe`se n’est faite sur l’homoge´ne´ite´
et l’isotropie du milieu. Les temps de calcul restent cependant importants, et nos travaux ont
porte´ sur leur minimisation tout en conservant la meˆme qualite´.
3.4 Conclusion
Nous avons pre´sente´ un tour d’horizon des me´thodes d’illumination globale existantes en
synthe`se d’image classique. On s’aperc¸oit rapidement que les me´thodes de´terministes telles que
la radiosite´ offrent de bons re´sultats en terme de pre´cision. Cependant, elles sont mises en
e´chec par la complexite´ des syste`mes d’e´quations a` re´soudre. En effet, le nombre d’e´quations
de´pend exponentiellement du nombre de surfaces et/ou de volumes dans la sce`ne. Les temps
de calcul explosent donc pour des sce`nes complexes, rendant ces me´thodes inapplicables dans
la plupart des cas. De plus, malgre´ de nombreuses tentatives pour re´soudre les proble`mes de
discontinuite´s des ombres dans ces me´thodes, leur prise en compte est beaucoup plus difficile a`
mettre en œuvre qu’avec les me´thodes base´es sur le lancer de rayons, me´thode qui a e´te´ propose´e
a` l’origine spe´cialement pour re´soudre les proble`mes d’ombrage. L’introduction de processus
stochastiques dans les me´thodes de lancer de rayons (me´thode de Monte Carlo) a grandement
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participe´ a` re´pandre ces me´thodes. On a alors pu re´gler facilement le compromis entre pre´cision et
temps de calcul en jouant sur le nombre d’e´chantillons. Les temps de calcul restant relativement
importants, plusieurs e´volutions ont e´te´ propose´es, les dernie`res et plus inte´ressantes e´tant les
me´thodes base´es sur la propagation de particules a` travers la sce`ne et l’estimation de leur densite´.
La me´thode la plus re´pandue a` l’heure actuelle est sans aucun doute la me´thode des cartes de
photons propose´e par Jensen [Jen01]. En effet, elle est tre`s facile a` mettre en œuvre et est autant
capable de prendre en compte les surfaces que les milieux participants. Pour en revenir a` notre
proble´matique infrarouge, nous avons donc choisi d’adapter cette dernie`re au rendu spectral.
Nous pre´sentons dans le chapitre 4 les e´volutions qui ont e´te´ ne´cessaires, et dans le chapitre 5
nous proposons une optimisation spe´cialement de´die´e au rendu de milieux participants visant a`
minimiser le temps de rendu qui reste important avec la me´thode de Jensen.
Chapitre 4
Lancer de photons multi-passes
4.1 Introduction
La me´thode des cartes de photons e´tait la me´thode qui semblait la plus adapte´e, en terme de
compromis performances/qualite´, au proble`me de l’illumination globale. Dans notre proble´mati-
que du rendu optronique, nous avons choisi d’utiliser cette me´thode, non seulement pour le
rendu visible, mais aussi pour le rendu infrarouge. Nous proposons une e´volution spectrale
(section 4.3) qui permet d’uniformiser le rendu des deux domaines. La me´thode originale e´tant
limite´e par la consommation me´moire pour le stockage des photons, son adaptation spectrale
l’est d’autant plus, vu le nombre de bandes spectrales a` stocker pour chaque photon. Apre`s avoir
de´crit pre´cise´ment la me´thode originale des cartes de photons (section 4.2), nous de´crivons les
diffe´rents mode`les spectraux que nous avons envisage´ d’utiliser et proposons l’e´volution spectrale
de la me´thode (section 4.3). Enfin, dans la section 4.4.3 nous pre´sentons notre approche multi-
passes qui permet de se de´tacher de la limitation me´moire intrinse`que a` la me´thode tout en
conservant la meˆme qualite´.
4.2 De´tails de la me´thode des cartes de photons
Nous allons de´tailler ici le fonctionnement de la me´thode des cartes de photons [Jen95]. Cela
permettra de mettre en e´vidence les e´volutions qui ont e´te´ ne´cessaires pour l’adaptation au rendu
infrarouge. Nous commenc¸ons par expliquer ce que sont les photons, puis nous de´crivons leur
e´mission et leur propagation dans la sce`ne qui permet de construire la carte de photons. Enfin
nous expliquons la phase de reconstruction de la luminance a` partir de la carte.
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4.2.1 Description d’un photon
Avant de de´crire le fonctionnement de la me´thode, il est ne´cessaire de de´crire ce que nous
entendons par photon. Par analogie a` la the´orie corpusculaire de la lumie`re, un photon est une
particule virtuelle qui est propage´e le long des chemins lumineux a` travers la sce`ne. Informati-
quement parlant, le photon est repre´sente´ par une structure de donne´e qui contient :
– la position du photon. Elle correspond au point d’impact du photon sur les surfaces de la
sce`ne, i.e. au point d’intersection du rayon transportant le photon avec ces surfaces ;
– la direction incidente du photon. C’est-a`-dire le vecteur directeur du rayon le portant ;
– l’e´nergie (ou puissance) du photon. Il s’agit d’un triplet RVB qui repre´sente l’e´nergie pour
chacune des couleurs.
La figure 4.1 pre´sente la repre´sentation conceptuelle d’un photon.
Figure 4.1. Repre´sentation d’un photon. xp est la position du photon dans l’espace 3D. ωp
est la direction incidente du photon.
4.2.2 Emission des photons
Les photons sont tire´s ale´atoirement depuis les sources lumineuses. Chaque source est ca-
racte´rise´e par une puissance d’e´mission, une ge´ome´trie et parfois par une fonction d’e´mission qui
indique les positions et directions d’e´mission privile´gie´es. Pour des raisons de performances et de
capacite´ de stockage, le nombre de photon qui peuvent eˆtre e´mis est limite´. C’est pourquoi une
strate´gie de tirage par importance est utilise´e. Celle-ci est base´e sur une densite´ de probabilite´
qui met en rapport la puissance de chaque source avec la puissance totale. Un premier tirage
est donc effectue´ pour choisir la source lumineuse en fonction de sa puissance. Ensuite un tirage
est effectue´ pour choisir la position d’e´mission du photon sur la source. Ce tirage est effectue´ en
e´chantillonnant par importance la fonction d’e´mission. Cependant, a` l’heure actuelle, il existe
encore peu de mesures de fonction d’e´mission. Dans le cas classique, on suppose que l’e´mission
est uniforme. On tire donc uniforme´ment un point sur la surface de la source. On tire ensuite la
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direction du photon par rapport a` une distribution en cosinus pour prendre en compte l’angle
solide sous lequel est vu la source. En effet, un photon qui quitte la source orthogonalement a`
celle-ci, il porte plus d’e´nergie qu’un photon qui part en incidence rasante car une plus grande
proportion de la source est visible depuis la surface e´claire´e. Le tirage en cosinus permet de
donner plus d’importance aux directions qui e´clairent le plus la sce`ne. La figure 4.2 pre´sente le
me´canisme d’e´mission des photons.
Figure 4.2. Principe de l’e´mission des photons.
4.2.3 Propagation des photons
Une fois la position xp et la direction ωp du photon p choisie, l’intersection Ip du rayon
porteur Rp = (xp, ωp) avec la sce`ne est calcule´e comme en lancer de rayon classique. La position
du photon est remplace´e par Ip. Le photon est alors stocke´ dans la carte de photons (cf section
4.2.4).
Ensuite, la me´thode de la Roulette Russe est utilise´e pour choisir, en fonction des ca-
racte´ristiques de la surface S intersecte´e, si le photon est re´fle´chi ou absorbe´. Le coefficient
de re´flectance e´tant l’inte´grale de la FDRB sur l’espace des direction incidentes, cette me´thode
consiste a` tirer uniforme´ment un nombre ale´atoire ξ entre 0 et 1, et a` comparer ce nombre avec
les coefficients de re´flectances diffuse ρd et spe´culaire ρs du mate´riau :
– si ξ < ρd alors le photon subit une re´flexion diffuse,
– sinon si ξ < ρd + ρs alors le photon subit une re´flexion spe´culaire,
– sinon le photon est absorbe´.
Si le photon est re´fle´chi de manie`re diffuse, on tire une nouvelle direction ale´atoire ωr uni-
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forme´ment distribue´e sur l’he´misphe`re des directions sortantes, et la puissance du photon est
multiplie´e par le coefficient de re´flectance ρd. Si le photon est re´fle´chi spe´culairement, alors la
nouvelle direction est la direction de re´flexion parfaite. Sa puissance est multiplie´e par ρs.
Une fois le photon mis a` jour, il est a` nouveau propage´ dans la sce`ne jusqu’a` son absorption.
Lorsqu’il est absorbe´, un nouveau photon est e´mis depuis la source, et ainsi de suite jusqu’a` avoir
atteint le nombre de photons spe´cifie´ par l’utilisateur. Une optimisation propose´e par Jensen est
de ne pas stocker les photons primaires dans la carte. Nous verrons dans la section 4.2.5 que
l’e´clairage direct peut eˆtre calcule´ sans la carte de photons.
L’avantage de l’utilisation de la Roulette Russe est d’assurer que tous les chemins lumineux
sont termine´s sans introduire de biais supple´mentaire dans la solution.
4.2.4 Stockage des photons
La carte de photons est utilise´e lors de la reconstruction pour rechercher les k plus proches
photons du point d’estimation. La structure de donne´es la plus rapide pour ce type de recherche
est sans conteste la grille re´gulie`re 3D. Ne´anmoins, il est ne´cessaire de stocker de nombreux
photons pour obtenir une qualite´ satisfaisante. Or le stockage dans une grille re´gulie`re est tre`s
couˆteux, car elle ne´cessite une discre´tisation importante dans les zones ou` les photons sont
nombreux. Jensen propose donc d’utiliser un kdtree e´quilibre´ [Ben75], qui propose le meilleur
compromis entre couˆt de stockage et temps de recherche. Ces arbres se basent sur la division
de l’espace. A chaque e´tage de l’arbre correspond une division selon une dimension (x, y, ou z
en 3D). En ge´ne´ral, on choisit de diviser l’espace selon la direction la plus longue. Pour obtenir
un arbre e´quilibre´, on coupe la dimension choisie de fac¸on a` avoir le meˆme nombre de photons
stocke´s de chaque coˆte´ de la division. L’e´quilibre de l’arbre garantit que le temps de recherche
de k photons dans un arbre de N photons est de O(k + logN). Cependant ce temps est encore
plus court lorsque les photons sont rapproche´s dans l’espace. La figure 4.3 pre´sente un exemple
de subdivision pour un kd-tree en deux dimensions.
4.2.5 Reconstruction de la luminance
Une fois, l’illumination pre´calcule´e et stocke´e dans la carte de photons, des rayons (O,ωr)
sont trace´s depuis l’oeil a` travers les pixels de l’e´cran. L’e´clairage indirect en ce point x est
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Figure 4.3. Exemple de kd-tree en deux dimensions
reconstruit en utilisant la me´thode des k plus proches voisins :
Lind(x, ωr) =
k∑
p=1
fr(x, ωp, ωr)∆φp
∆A
(4.1)
ou` ∆φp est la puissance du photon p, ∆A l’aire associe´e a` l’e´le´ment de surface S centre´ en x et
fr la FDRB. Ici, seule la luminance indirecte est calcule´e en utilisant la carte de photons. Bien
qu’il soit possible de calculer l’inte´gralite´ de l’e´clairage de cette manie`re, le nombre de photons
a` utiliser pour re´duire le bruit basse fre´quence est tre`s grand. Jensen pre´fe`re donc utiliser une
optimisation pour calculer l’e´clairage direct. Etant donne´ que dans la plupart des sce`nes visibles,
les sources lumineuses sont clairement identifie´es, Jensen e´value la luminance directe en envoyant
un rayon d’ombre vers la source lumineuse. On a alors :
Ldir(x, ωr) =
Nl∑
l=1
fr(x, ωl, ωr)Ll(xl, ωl) cos θl∆ωl (4.2)
ou` Nl est le nombre de sources, Ll(xl, ωl) est la luminance e´mise par le point xl choisi sur la
source dans la direction ωl =
x−xl
‖x−xl‖ associe´e a` l’angle solide e´le´mentaire ∆ωl. Cependant, nous
verrons dans la section 4.3.5 que cette optimisation est limitative sur le nombre de sources qui
peuvent eˆtre traite´es.
Finalement, la luminance totale est :
L(x, ωr) =
Nl∑
l=1
fr(x, ωl, ωr)Ll(xl, ωl) cos θl∆ωl +
k∑
p=1
fr(x, ωp, ωr)∆φp
∆A
(4.3)
Cette e´quation est celle de la visualisation directe de la carte de photons (figure 4.4). La solution
peut ne´anmoins pre´senter un bruit basse fre´quence si le nombre de photons n’est pas assez e´leve´.
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Afin de re´duire le nombre de photons ne´cessaires, Jensen propose de n’e´valuer la luminance indi-
recte qu’au deuxie`me rebond des rayons de visualisation dans la sce`ne. Nous ne nous e´tendrons
pas sur cette optimisation, mais la figure 4.5 pre´sente cette ide´e et pour plus d’information le
lecteur peut se re´fe´rer a` [Jen01].
Figure 4.4. Visualisation directe de la carte de photons
Figure 4.5. Visualisation de la carte de photons au deuxie`me rebond
4.3 Lancer de photons spectral
La me´thode des cartes de photons a fait ses preuves dans la simulation du visible, et se
pose comme l’une des me´thodes les plus performantes pour ce type de rendu. Dans notre
proble´matique du rendu infrarouge, il semblait donc logique d’adapter cette me´thode au rendu
spectral. Nous commenc¸ons donc par faire un inventaire des diffe´rentes repre´sentations du
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spectre lumineux existantes. Puis en justifiant notre choix de mode`le spectral, nous de´crivons
les e´volutions apporte´es en conse´quence a` la me´thode. Nous pre´fe´rons revenir a` la terminolo-
gie de lancer de photons car la me´thode des cartes de photons en constitue simplement une
optimisation inte´ressante.
4.3.1 Mode`le spectral
La majorite´ des me´thodes de rendu que l’on trouve en synthe`se d’image concernent unique-
ment la simulation visible. Ces me´thodes ont e´te´ de´veloppe´es en prenant en compte le syste`me
visuel humain et la perception humaine (par exemple [CIP00], [RP97] et Devlin2002). Dans le
cas de la simulation infrarouge, ces hypothe`ses n’ont pas de sens, vu que les mesures sont ef-
fectue´es par des capteurs qui posse`dent tous leurs propres caracte´ristiques, notamment au niveau
spectral. La me´thode du lancer de photons ne fait pas exception a` la re`gle. Il est donc ne´cessaire
de modifier la me´thode pour qu’elle puisse effectuer des simulations spectrales physiques.
De nombreuses me´thodes ge´ne´riques ont e´te´ de´veloppe´es pour de´crire des signaux naturels
(cf. [Kay88, PW93] pour les ide´es ge´ne´rales) et sont applicables aux fonctions spectrales.
Echantillonnage par points Cette me´thode repre´sente une fonction de´finie sur une re´gion
continue par ses valeurs en un ensemble de points e´chantillonne´s dans la re´gion. Pour les fonctions
spectrales, les points d’e´chantillonnage sont des longueurs d’ondes discre`tes. Meˆme s’il arrive que
l’on utilise un e´chantillonnage non uniforme pour optimiser la repre´sentation en respectant la
perception humaine [Mey88, BB88, Zeg97], habituellement les points d’e´chantillonnage sont
choisis uniforme´ment dans toutes les mesures expe´rimentales [NNJ43, Kri53, Col79, VGI94] et
les calculs [CT82, HG83, Hal89], avec un intervalle d’e´chantillonnage typiquement de 1 a` 10 nm.
Un avantage de cette me´thode est sa capacite´ a` atteindre une tre`s grande pre´cision si le nombre
d’e´chantillons est suffisamment e´leve´ (ou si l’intervalle d’e´chantillonnage est suffisamment petit).
La me´thode est aussi performante en temps de calcul. Pour le calcul du produit de deux fonctions
spectrales, il suffit de multiplier entre eux les valeurs des fonctions pour les e´chantillons de meˆmes
longueurs d’onde. Pour N e´chantillons, le couˆt de calcul est O(N), ce qui est tre`s inte´ressant.
De plus, cette me´thode est portable car elle ne fait aucune hypothe`se sur la forme du spectre.
L’inconve´nient de cette me´thode est le couˆt me´moire. Plus on veut eˆtre pre´cis, plus on utilise
d’e´chantillons, et donc plus on a besoin d’espace me´moire pour stocker les e´chantillons. Si on
n’utilise pas assez d’e´chantillons, l’erreur significative augmente. Un e´chantillonnage adaptatif
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[DMCP94, RP97] a e´te´ propose´ pour re´duire le couˆt me´moire. Cependant, un grand nombre
de points reste ne´cessaire pour les spectres pre´sentant des pics pour certaines longueurs d’onde.
De plus, l’e´chantillonnage adaptatif augmente la complexite´ du proble`me. L’e´chantillonnage non
uniforme [Mey88] re´duit, quant a` lui, les erreurs sur des spectres lisses, mais n’e´limine pas les
proble`mes dus a` des spectres pre´sentant des pics. Cette me´thode se rapproche de la me´thode
raie par raie utilise´e dans le monde de la physique.
Repre´sentation polynomiale Les polynoˆmes ont e´te´ conside´re´s pour la repre´sentation spec-
trale il y a tre`s longtemps [Moo45]. L’ide´e a e´te´ reprise re´cemment pour l’image de synthe`se
[RF91]. Dans cette approche, une fonction spectrale est repre´sente´e par une collection de coef-
ficients polynomiaux. La compacite´ de cette repre´sentation de´pend du degre´ polynomial utilise´.
Cependant, quand le degre´ polynomial est trop e´leve´ (typiquement supe´rieur ou e´gal a` 7), une
instabilite´ nume´rique apparaˆıt due aux termes de puissance e´leve´e [For57]. Les polynoˆmes utilise´s
doivent donc eˆtre de degre´s bas, ce qui limite la pre´cision pouvant eˆtre atteinte. De plus, cette
me´thode n’est pas adapte´e a` la repre´sentation de spectre pre´sentant des pics. La complexite´ de
la multiplication est en O(M2), avec M le degre´ maximum du polynoˆme utilise´. Enfin, meˆme si
la repre´sentation polynomiale est portable, elle n’est pas flexible. Si on accroˆıt le degre´ pour une
meilleure pre´cision, tous les coefficients doivent eˆtre recalcule´s.
Mode`le line´aire Ce mode`le a rec¸u beaucoup d’attention [SWO77, Hor84, BG84, MW86,
Yui87, For90, DF92, D’Z92, MW92, VT92, FDF94, RGBHA97, GBNHAR98]. Le but est d’ex-
primer une fonction spectrale comme une combinaison line´aire d’un ensemble de fonctions de
base line´airement inde´pendantes les unes des autres. En principe, n’importe quelles fonctions
de base line´airement inde´pendantes peuvent eˆtre utilise´es. Par exemple, les se´ries de Fourier ou
les polynoˆmes de Chebychev [IK66, GHJ96]. Dans la plupart des e´tudes, les fonctions de base
sont de´rive´es nume´riquement de telle fac¸on qu’elle repre´sentent tout le spectre dans un domaine
spe´cifique [Mal86, DF92, Pee93]. Plus simplement, les fonctions de bases sont choisies en fonc-
tion des spectres des sources et des FDRB spectrales d’une sce`ne. Ce mode`le a des avantages de
pre´cision et de compacite´. Le nombre de fonctions de base de´termine la compacite´. Il est aussi
flexible car on peut choisir un nombre variable de fonctions de base pour repre´senter le spectre.
Cependant, cette me´thode n’est pas efficace. Tout d’abord, la multiplication spectrale est en
O(M2), avec M le nombre de fonctions de base.
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Mode`le composite Sun [SFD98, SDF99] propose un mode`le hybride pour la repre´sentation
du spectre lumineux. L’ide´e est de de´composer le spectre en deux parties qui sont repre´sente´es
diffe´remment. La partie lisse peut eˆtre exprime´e comme une combinaison line´aire de fonctions
de base, et ainsi eˆtre repre´sente´e par un ensemble de coefficients. Les pics sont repre´sente´s par
des fonctions de type Dirac de´finies par leurs localisations et leurs hauteurs. Les fonctions de
base sont analytiques et de´finies par quelques parame`tres seulement sur un large spectre. Ce
qui permet un stockage efficace des donne´es spectrales. Une strate´gie de re´-e´chantillonnage des
valeurs de ces fonctions est recommande´e afin d’optimiser les performances, notamment pour
la multiplication spectrale. Le nombre de points de re´-e´chantillonnage peut eˆtre de´termine´ en
fonction de l’importance relative de la pre´cision, de la compacite´ et de la performance de´sire´es.
Mode`le des k-distibutions Ce mode`le spectral n’est pas encore utilise´ dans le monde de la
synthe`se d’image. Par contre, il est le mode`le le plus utilise´ dans le monde de la physique en
ce qui concerne le transfert radiatif. Sans nous e´tendre sur le sujet, nous souhaitions donner un
bref aperc¸u de ce mode`le qui semble pouvoir devenir a` terme le mode`le le plus pratique pour la
simulation informatique des milieux participants.
La me´thode des k-distributions a e´te´ de´veloppe´e pour calculer la transmission spectrale,
et par conse´quent l’intensite´ spectrale ou les flux spectraux. Elle se base sur un groupement
des coefficients d’absorption des milieux participants. Lors du calcul de la transmission, une
inte´gration selon la longueur d’onde est ne´cessaire. L’ide´e est de remplacer cette inte´gration par
une inte´gration sur le coefficient d’absorption (note´ k en physique). Pour une bande donne´e,
cela consiste a` introduire une fonction f(k) de distribution normalise´e de k. f(k) est la fraction
de bande spectrale qui correspond aux valeurs d’absorption comprise entre k et k + dk. La
figure 4.6 illustre la re´organisation ne´cessaire. Finalement, les re´sultats obtenus au niveau de la
bande de longueur d’ondes sont les meˆmes que si on avait effectue´ une inte´gration raie par raie.
L’utilisation de ce mode`le a e´te´ propose´ par Domoto en 1974 [Dom74] et [Fom04] en propose
une version ame´liore´e.
4.3.2 Choix du mode`le spectral
Au vu de l’inventaire des mode`les existants, le choix n’est pas imme´diat, chacun posse´dant
ses avantages et ses inconve´nients. Cependant, on peut noter que, dans le monde de la physique,
le mode`le des k-distributions semble eˆtre celui qui a le vent en poupe. Ne´anmoins, le but de cette
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Figure 4.6. Re´organisation des coefficients d’absorption par la me´thode des k-distributions.
the`se n’est pas de de´finir un mode`le spectral mais de de´velopper un algorithme de rendu ge´ne´ral
applicable a` une majorite´ de mode`les. La seule contrainte est qu’il existe une fonction de com-
position des spectres qui permette d’additionner et de multiplier les quantite´s spectrales entre
elles. Cette hypothe`se est ve´rifie´e par la majorite´ des mode`les pre´sente´s ci-dessus. Nous avons
donc choisi d’utiliser le mode`le le plus simple pour faciliter la compre´hension de l’algorithme.
Il s’agit d’une repre´sentation du spectre par bandes grises (figure 4.7). Les lois de composition
utilise´es sont alors de simples additions et multiplications bande par bande.
Figure 4.7. Approximation du spectre par un mode`le de bandes grises
4.3.3 Photons spectraux
Dans [Jen01], un photon est une structure de donne´e contenant une position, une direction
et une puissance RVB. Similairement, nous utilisons des photons qui contiennent une position
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une direction et un flux spectral repre´sente´ par un tableau de valeurs. Chaque case du tableau
correspond a` la puissance de chacune des bandes utilise´es pour de´composer le spectre. Nous
aurions pu utiliser un photon par bande, mais dans certains cas, nous pourrions avoir besoin
de nombreuses bandes pour repre´senter le spectre lumineux avec suffisamment de pre´cision. Il
est donc inte´ressant de regrouper toutes les bandes dans un seul photon et ainsi, d’une part,
factoriser le stockage des positions et des directions et d’autre part diminuer le nombre de chemins
lumineux a` e´valuer. Cela offre e´galement l’avantage non ne´gligeable de diminuer le nombre de
photons contenu dans la carte de photons, et donc de re´duire le temps de recherche dans celle-ci.
En effet, les temps de tri et de recherche augmentent avec la taille de la carte. De plus, ce choix
est en accord avec la ge´ne´ralisation de l’algorithme pour diffe´rents mode`les de spectre (section
4.3.2).
4.3.4 Re´flexions spectrales
Les mate´riaux sont de´finis par leurs proprie´te´s d’absorption, de diffusion. Toutes sont a`
caracte`re spectral. Nous choisissons de de´crire ces proprie´te´s en utilisant les meˆmes bandes que
celles utilise´es pour le capteur et les photons. La passe de trace´ de particules utilise la me´thode
de la Roulette Russe comme dans [Jen01], que nous avons adapte´ a` notre mode`le spectral. Nous
utilisons un coefficient moyenne´ au lieu du coefficient unique utilise´ pour le rendu mono-bande.
Pour un mate´riau donne´, nous calculons les coefficients moyenne´s de re´flectance diffuse (ρd) et
spe´culaire (ρs) :
ρd =
1
∆Λ
∫
∆Λ
ρdλdλ
ρs =
1
∆Λ
∫
∆Λ
ρsλdλ
ou` ∆Λ est la somme des largeurs de bandes. Ces coefficients sont utilise´s par la Roulette Russe
pour de´terminer si le photon est absorbe´ ou re´fle´chi. Etant donne´ un nombre ξ tire´ ale´atoirement
entre 0 et 1 :
– si ξ ∈ [0, ρd] alors le photon subit une re´flexion diffuse,
– si ξ ∈]ρd, ρd + ρs] alors le photon est re´fle´chi spe´culairement,
– si ξ ∈]ρd + ρs, 1] alors le photon est absorbe´.
Pour prendre en compte le fait que le type de re´flexion devrait avoir e´te´ choisi selon la re´flectance
spectrale moyenne´e et assurer la conservation de l’e´nergie, nous devons mettre a` l’e´chelle la
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puissance spectrale de la particule re´fle´chie en fonction du cas effectivement choisi. En fait, le
choix du type de re´flexion utilise une fonction de densite´ de probabilite´ (FDP [Dut01]) de´finie
pour chaque bande ∆λ par :
– pour une re´flexion diffuse : FDPd(∆λ) = ρd.
– pour une re´flexion spe´culaire : FDPs(∆λ) = ρs.
Selon le principe de l’e´chantillonnage par importance, les poids des photons doivent alors eˆtre
modifie´s pour prendre en compte l’e´chantillonnage par importance utilisant la FDP pre´ce´dente.
Pour une re´flexion diffuse et pour chaque bande ∆Λ, on a :
Φr,∆λ = Φi,∆λ
ρd,∆λ
FDPd(∆λ)
= Φi,∆λ
ρd,∆λ
ρd
ou` Φi,∆λ est la puissance du photon incident pour la bande ∆λ et Φr,∆λ est la puissance du
photon re´fle´chi. Afin de l’adapter aux autres mode`les spectraux, il suffit de rede´finir le calcul
des coefficients de re´flectances moyenne´s ainsi que la fonction de densite´ de probabilite´ pour ces
mode`les. Aucune modification de l’algorithme n’est ne´cessaire.
4.3.5 Estimation spectrale de la luminance
Notre me´thode de rendu diffe`re un peu des me´thodes classiques d’estimation de densite´. Des
rayons primaires sont trace´s dans la sce`ne depuis l’origine du capteur a` travers la grille de pixels.
La luminance spectrale est calcule´e a` leur intersection avec la sce`ne. Dans notre proble´matique,
nous ne pouvons pas utiliser l’optimisation portant sur le calcul de l’illumination directe qui
consiste a` tracer un ou plusieurs rayons vers chaque source lumineuse. Or, comme nous l’avons
vu dans le chapitre 1, la loi du corps noir est tre`s sensible a` la tempe´rature dans le domaine
infrarouge. Par conse´quent, toutes les surfaces de la sce`nes sont source en infrarouge car elles
sont e´mettrices pour la tempe´rature ambiente. Le nombre de sources est donc ne´cessairement
tre`s grand. Il est donc impossible, sans faire s’effondrer les performances, d’e´chantillonner toutes
les sources lumineuses (un rayon devrait eˆtre lance´ vers chaque surface de la sce`ne pour chaque
point d’estimation). Nous calculons donc l’inte´gralite´ de l’illumination globale par estimation de
densite´ dans la carte de photons.
Habituellement, la me´thode des cartes de photons est utilise´e uniquement pour le calcul
de l’e´clairage indirect. En effet, celui-ci varie lentement (basses fre´quences) et la me´thode est
particulie`rement adapte´e a` ce type de fre´quence (estimation de densite´ par noyau). Par contre,
l’e´clairage direct varie en haute fre´quence. Il est donc ne´cessaire d’augmenter le nombre de
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photons afin de l’e´chantillonner correctement. En effet, le the´ore`me de Shannon indique que
la fre´quence minimale d’e´chantillonnage (i.e. le nombre de photons) d’un signal (i.e. e´clairage
direct) doit eˆtre au moins le double de sa fre´quence maximale. La me´moire ne´cessaire est donc
dans notre cas plus importante que dans la me´thode de Jensen.
Les luminances de toutes les bandes sont calcule´es simultane´ment en utilisant le calcul vec-
toriel. Pour une bande donne´e ∆λ, nous avons adapte´ l’e´quation du rendu :
Lr,∆λ(x, ~ωr) =
∫
Ω
fr,∆λ(~ωi, ~ωr)Li,∆λ(x, ~ωi)( ~nx · ~ωi)dωi
ou` Lr,∆λ est la luminance re´fle´chie dans la direction ~ωr pour la bande ∆λ. Ω est l’he´misphe`re
des directions incidentes au point x, fr,∆λ est la FDRB au point x pour la bande ∆λ et Li,∆λ
la luminance incidente pour la bande ∆λ. La carte de photons contient les informations de flux.
En utilisant la relation entre le flux et la luminance :
Li,∆λ(x, ~ωi) =
d2Φi,∆λ(x, ~ωi)
( ~nx · ~ωi)dωidAi
l’e´quation du rendu devient :
Lr,∆λ(x, ~ωr) =
∫
Ω
fr,∆λ(~ωi, ~ωr)
d2Φi,∆λ(x, ~ωi)
dAi
Le flux incident Φi,∆λ est estime´ en localisant dans la carte de photons les n plus proches photons
du point x. On a alors :
Lr,∆λ(x, ~ωr) ≈
n∑
p=1
fr,∆λ(x, ~ωp, ~ωr)
∆Φp,∆λ(x, ~ωp)
∆A
ou` ∆Φp,∆λ est la puissance du photon p pour la bande ∆λ, ∆A est l’aire de la surface ou`
se situent les photons utilise´s pour l’estimation du flux (i.e. disque support de l’estimation de
densite´) et ~ωp est la direction du photon.
D’une manie`re ge´ne´rale on a :
Lr(x, ~ωr) ≈
n∑
p=1
fr(x, ~ωp, ~ωr)
∆Φp(x, ~ωp)
∆A
puisque les proprie´te´s des mode`les spectraux le permettent. Ici encore il suffit d’avoir imple´mente´
l’addition et la multiplication sur les spectres pour changer de mode`le.
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4.4 Approche multi-passes
4.4.1 Proble`mes dus a` l’estimation de densite´ spectrale applique´e au rendu
infrarouge
4.4.1.1 Bruit spe´culaire
A la suite de tests, nous avons note´ quelques proble`mes inhe´rents a` notre me´thode spectrale.
La figure 4.8 pre´sente le rendu infrarouge d’un tube posse´dant un mate´riau e´missif et spe´culaire.
Le rendu a e´te´ effectue´ avec un million de photons. Le tube est l’unique source de la sce`ne.
Le bruit dans l’image ge´ne´re´e est important car la densite´ de photons n’est pas suffisante
pour estimer la luminance spe´culaire du mate´riau (cf figure 4.9). Lors de l’estimation de la
luminance, la puissance des photons est module´e par la valeur de la FDRB. Comme la densite´
de photon est insuffisante, la probabilite´ de trouver des photons, dont la direction d’incidence
est dans le coˆne spe´culaire de la FDRB, est faible. Elle de´pend de la largeur du coˆne spe´culaire et
de la densite´ de photons. La solution a` ce proble`me est alors d’augmenter la densite´ de photons
et par conse´quent de tracer et stocker un plus grand nombre de photons, ce qui augmente la
quantite´ de me´moire ne´cessaire.
Figure 4.8. Rendu infrarouge d’un tube e´missif et spe´culaire, vu dans l’axe, en utilisant un
million de photons.
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(a) (b)
Figure 4.9. Proble`me d’estimation de densite´ pour les mate´riaux spe´culaires. (a) : Aucun
photon n’a sa direction dans le coˆne spe´culaire. (b) : Les photons en gras ont leur direction
dans le coˆne spe´culaire.
4.4.1.2 Consommation me´moire
Cependant, stocker un plus grand nombre de photons a un couˆt non ne´gligeable. Mesurons
la taille d’un photon spectral. Tout d’abord, la position et la direction sont stocke´s dans 6
re´e´ls avec double pre´cision (double). Ensuite, la puissance de chaque bande est stocke´e dans
1 double. Donc, si on conside`re une bande unique, la taille du photon est de 7 double ou 56
octets. Cela signifie que l’on a besoin de 56 Me´ga-octets pout stocker un million de photons.
Mais ceci est donne´ pour une seule bande. Si le nombre de bandes est 100, alors nous avons
besoin de 848 octets par photon, et donc 848 Mo pour un million de photons. Ceci est prohibitif
pour la majorite´ des ordinateurs. Nous devons donc trouver une solution pour augmenter le
nombre de photons pour l’estimation de densite´, sans pour autant augmenter la consommation
me´moire. Bien entendu, si nous avions choisi d’utiliser des re´els simple pre´cision (float) a` la place
des double, ou si nous avions choisi d’utiliser une me´thode de compression pour stocker le flux
spectral (similaire au format RGB a` exposant partage´ de Ward [Jen01]) ou encore un mode`le
spectral posse´dant une repre´sentation avec un couˆt de stockage plus faible, nous diminuerions
la consommation me´moire. Mais, d’une part, nous voulons assurer la pre´cision sur les calculs,
aussi bien pour la construction des chemins lumineux que pour le calcul de la luminance, d’autre
part, nous pensons que le proble`me reste le meˆme, vu que nous devons stocker 20 millions de
photons ou plus dans la plupart des cas pour obtenir une qualite´ suffisante.
Notre objectif est finalement de trouver un moyen d’augmenter le nombre de photons stocke´s
dans la carte. Mais si le nombre de particules et/ou le nombre de bandes est trop grand, nous
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n’avons pas assez de me´moire pour stocker la carte de photon entie`re. Nous devons donc mettre
une partie de la carte de photons en cache sur le disque. Nous voulons e´galement pre´server les
performances de la me´thode. Notre objectif consiste donc a` optimiser la gestion de cache de la
carte de photons.
4.4.2 Me´thodes de cache existantes
Ward a propose´ la me´thode de cache d’e´clairement (Irradiance Caching [WRC88]) en 1988.
Dans sa me´thode, il n’utilise l’estimation de densite´ que pour calculer l’illumination indirecte.
Son ide´e est de tirer avantage du fait que l’illumination indirecte change doucement. Il pre´calcule
donc l’e´clairement pour un certain nombre de points de la sce`ne. Le nombre de points utilise´s
de´pend de la re´gularite´ de l’illumination indirecte. En effet, il utilise une estimation du gradient
de luminance pour de´cider si la densite´ de points d’estimation est suffisante ou s’il faut en
ajouter. Ensuite, l’e´clairement est interpole´ lors du rendu. Cette me´thode est tre`s efficace pour
une majorite´ de sce`nes et pourrait certainement eˆtre adapte´e au rendu infrarouge. Comme nous
l’avons vu dans la proble´matique, il existe trois de´coupages classiques du spectre lumineux pour
le rendu en infrarouge : bande I ( [1.10−6, 2.10−6] me`tres), bande II ([3.10−6, 5.10−6] me`tres) et
bande III ([8.10−6, 12.10−6] me`tres). Pour notre me´thode, le cache d’e´clairement serait adapte´
pour la simulation en bandes II et III car l’illumination directe varie lentement, toutes les surfaces
de la sce`ne e´tant e´missives. Malheureusement, en bande I, l’illumination directe peut eˆtre aussi
irre´gulie`re que dans le spectre visible. Pour ce type de rendu, nous ne pouvons pas utiliser cette
me´thode car nous calculons la totalite´ de l’illumination par e´valuation directe de la carte de
photons et que l’illumination directe peut varier rapidement. L’hypothe`se de variation lente de
l’e´clairement n’est alors pas ve´rifie´e dans le cas qui nous inte´resse. En effet, le nombre de points
d’estimation que nous devrions utiliser pourrait eˆtre tre`s grand pour certaines sce`nes.
Dans les me´thodes [SWH+95] et [Wal98] vues dans le chapitre 3, Shirley et Walter ont propose´
une me´thode inde´pendante du point de vue en pre´-calculant l’e´clairage sur un maillage. Une
phase de trace´ de particules, puis une phase d’estimation de densite´ sont utilise´es pour calculer
l’illumination sur le maillage de la sce`ne. Ensuite, une phase de triangulation est utilise´e pour
produire un maillage d’illumination ou` celle-ci peut-eˆtre conside´re´e comme line´aire sur chaque
face du maillage. Ensuite, le maillage utilise´ peut-eˆtre affiche´ en utilisant un affichage standard
(OpenGL par exemple, ou un lancer de rayons). Comme le maillage d’illumination de´pend de
la complexite´ de la sce`ne et de la re´gularite´ de l’illumination, cette me´thode est de´pendante des
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deux.
Pour ces deux me´thodes, il existe des cas ou` elles sont inapplicables en relation avec la
complexite´ de la sce`ne et de la re´gularite´ de l’e´clairage. Par exemple, une sce`ne posse´dant
un grand nombre d’objets petits et complexes (typiquement un moteur) peut pre´senter une
illumination tre`s irre´gulie`re qui oblige a` augmenter dangereusement les tailles des structures
utilise´es pour pre´calculer l’illumination dans ces me´thodes.
Or, nous cherchons une me´thode capable de rendre des sce`nes complexes posse´dant une illu-
mination potentiellement irre´gulie`re sans augmenter la complexite´ de l’algorithme. Nous devons
donc trouver une autre solution.
4.4.3 Principe de base de l’approche multi-passes.
La me´thode que nous proposons posse`de un principe simple. Comme nous ne pouvons pas
stocker suffisamment de photons en me´moire pour atteindre une pre´cision suffisante, nous avons
pense´ a` effectuer plusieurs estimations de densite´ qui utilisent des cartes de photons tenant en
me´moire. Ces passes d’estimation peuvent eˆtre effectue´es les unes apre`s les autres. Ne´anmoins,
cela ne fonctionne que dans le cas ou` les petites cartes de photons utilise´es forment une partition
de la grosse carte de photons comple`te que nous aurions duˆ utiliser. Pour assurer cela, nous
utilisons une graine diffe´rente pour chaque passe de construction de la carte de photons afin
d’initialiser les chaˆınes de tirages pseudo-ale´atoires. En effet, simplement modifier la graine des
tirages assure dans la majorite´ des cas que l’ensemble des chemins calcule´s sont diffe´rents. Les
probabilite´s de recouvrement de cartes de photons existent mais elles sont tre`s re´duites et celles-ci
n’introduisent que tre`s peu de biais dans la solution.
Nous utilisons un cache pour stocker les luminances calcule´es a` chaque passe. Ce cache
est un tableau de luminances spectrales de meˆmes dimensions que l’image finale. Chaque case
du tableau correspond a` un point d’estimation (i.e. un pixel de l’image capteur). Les points
d’estimation sont les meˆmes pour chaque passe car nous calculons la meˆme image de nombreuses
fois avec des cartes de photons diffe´rentes. Donc la taille du cache de´pend uniquement de la taille
de l’image (pour un de´coupage spectral donne´). Par exemple, une image de 1024 × 768 pixels
calcule´e en utilisant 100 bandes ne´cessite un cache de 630 Mo, ce qui est infe´rieur a` la taille de
la carte de photons ne´cessaire (qui fait 848 Mo comme vu dans la section 4.4.1.2). De plus, nous
pouvons, dans ce cache unique, stocker l’illumination correspondant a` autant de photons que
ne´cessaires. Finalement, les temps de lecture et de sauvegarde totaux du cache sur le disque dur
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sont plus rapides. En effet, si l’on enregistre la carte globale dans un cache, de nombreux de´fauts
de cache peuvent arriver lors de la recherche des photons pour chaque point d’estimation. La
carte est charge´e par zone de l’espace et les de´fauts de cache sont importants pour les points
d’estimation situe´s a` la limite de ces zones. Dans notre me´thode, chaque carte e´tant globale,
la lecture et l’e´criture du cache n’est ne´cessaire qu’a` la fin de chaque passe. De plus, Larsen et
Christensen [LC03] ont montre´, pour un but diffe´rent du notre, qu’utiliser plusieurs cartes de
photons de petites taille est plus rapide que d’utiliser une grosse carte unique.
La figure 4.10 montre un exemple. En fait, une estimation de densite´ de la luminance en un
point d’e´chantillonnage en cherchant 600 photons dans une carte de deux millions de photons
est e´gale a` la moyenne de deux estimations de densite´ cherchant 300 photons dans deux cartes
de photons distinctes d’un million de photons. La de´monstration de ceci est expose´e dans la
prochaine section. La figure 4.11 pre´sente l’e´quivalence des re´sultats obtenus entre une et trente
passes.
Figure 4.10. Principe du lancer de photons multi-passes. Il est e´quivalent de calculer la
luminance en utilisant une estimation avec 600 photons cherche´s dans une carte de 2 mil-
lions, et de calculer la luminance comme la moyenne de deux estimations de 300 photons
cherche´s dans deux cartes de 1 million, les deux cartes formant une partition de la grande.
4.4.4 Reconstruction de l’image finale
Un pixel de l’image de´finit un rayon unique partant de l’oeil, et donc de´finit un point d’in-
tersection unique avec la sce`ne. Nous avons vu dans la section 4.3.5 que la luminance en ce point
est donne´e par :
Lr,∆λ(x, ~ω) ≈
nr∑
p=1
fr,∆λ(x, ~ωp, ~ω)
∆Φp,∆λ(x, ~ωp)
∆A
ou` nr est le nombre de photons utilise´s pour l’estimation de densite´.
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Gauche Droite
Nombre de passes 1 30
Taille de la carte de photons 3M 100K
Nombre de photons recherche´s 600 20
Luminance moyenne des pixels 1.39736 1.39929
Ecart-type de la luminance des pixels 1.19078 1.19402
Figure 4.11. Illustration de l’e´quivalence entre un rendu avec une (gauche) et trente passes
(droite).
Prenons l’hypothe`se que l’e´nergie lumineuse, Φ∆λ, de la bande ∆λ est e´galement distribue´e
entre tous les photons :
Φp,∆λ(x, ~ωp) =
Φ∆λ
Nt
ou` Nt est le nombre total de photons.
On a alors :
Lr,∆λ(x, ~ω) ≈
nr∑
p=1
fr,∆λ(x, ~ωp, ~ω)
Φ∆λ
Nt∆A
On suppose maintenant qu’il existe un entier m tel que Nt = mN et nr = mn. Alors on a :
Lr,∆λ(x, ~ω) ≈
nm˙∑
p=1
fr,∆λ(x, ~ωp, ~ω)
Φ∆λ
Nm∆A
Nous pouvons maintenant diviser la somme en m termes :
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Lr,∆λ(x, ~ω) ≈
[ n∑
p=1
fr,∆λ(x, ~ωp, ~ω)
Φ∆λ
Nm∆A
+
2n∑
p=n
fr,∆λ(x, ~ωp, ~ω)
Φ∆λ
Nm∆A
+ . . .
+
nm∑
p=n(m−1)
fr,∆λ(x, ~ωp, ~ω)
Φ∆λ
Nm∆A
]
On fait un changement de variables pour chaque somme, et on suppose que pour chaque
somme, les photons ~ωpi sont dans la carte de photons i et les cartes de photons sont distinctes.
Alors nous avons :
Lr,∆λ(x, ~ω) ≈
[ n∑
p1=1
fr,∆λ(x, ~ωp1 , ~ω)
Φ∆λ
Nm∆A
+
n∑
p2=1
fr,∆λ(x, ~ωp2 , ~ω)
Φ∆λ
Nm∆A
+ . . .
+
n∑
pm=1
fr,∆λ(x, ~ωpm , ~ω)
Φ∆λ
Nm∆A
]
On peut reformuler cela en une somme :
Lr,∆λ(x, ~ω) ≈
m∑
i=1
n∑
pi=1
fr,∆λ(x, ~ωpi , ~ω)
Φ∆λ
Nm∆A
On factorise :
Lr,∆λ(x, ~ω) ≈ 1
m
m∑
i=1
n∑
pi=1
fr,∆λ(x, ~ωpi , ~ω)
Φ∆λ
N∆A
(4.4)
Le terme
∑n
pi=1 fr,∆λ(x, ~ωpi , ~ω)
Φ∆λ
N∆A correspond a` une estimation de densite´ cherchant n
photons d’une carte de N photons.
Comme dans la section 4.3.5, nous pouvons e´crire l’e´quation plus ge´ne´rale permettant de
s’adapter a` aux diffe´rents mode`les spectraux :
Lr(x, ~ω) ≈ 1
m
m∑
i=1
n∑
pi=1
fr(x, ~ωpi , ~ω)
Φ
N∆A
(4.5)
L’e´quation montre que calculer la luminance avec m petites cartes contenant N photons en
utilisant n photons pour l’estimation de densite´ puis de calculer une moyenne e´quivaut a` calculer
la luminance avec un grosse carte de Nt =
N
m en utilisant nr =
n
m photons pour l’estimation de
densite´.
4.5. Re´sultats 75
4.4.5 Paralle´lisme
Un avantage tre`s inte´ressant de notre me´thode est qu’elle est aise´ment paralle´lisable. Notre
imple´mentation dans l’outil SPECRAY permet d’effectuer le rendu sur une ferme de processeurs
he´te´roge`nes (on peut ainsi utiliser indiffe´remment un re´seau de PC he´te´roge`ne ou une machine
a` multiples processeurs identiques). La seule condition e´tant d’avoir un disque partage´ pour
l’e´criture de l’image finale. La distribution des taˆches est effectue´e a` haut niveau, ce qui a
l’avantage de ne pas ne´cessiter d’heuristique complexe pour la distribution des rayons et/ou des
objets de la sce`ne. La sce`ne comple`te est charge´e dans la me´moire de chaque calculateur. Un
des nœuds de calcul, le distributeur, est mis en place pour la distribution des taˆches aux autres
nœuds. Chacun d’entre eux interroge le distributeur pour obtenir une passe a` calculer. La seule
information ne´cessaire est la graine d’initialisation des tirages ale´atoires qui permet d’assurer que
les cartes de photons ge´ne´re´es sont distinctes pour tous les calculateurs. Chaque noeud ge´ne`re
sa propre carte et calcule l’image comple`te a` partir de celle-ci. Une fois le traitement termine´,
l’image de la passe est ajoute´e a` l’image finale. L’image finale est prote´ge´e par un syste`me de
jeton qui n’autorise l’e´criture que d’un seul calculateur a` la fois, les autres attendant si ne´cessaire
que le jeton soit libe´re´. Enfin, lorsque le calcul est termine´, la luminance de l’image est divise´e
par le nombre de passe total. On stocke le nombre de passes ge´ne´re´es afin de pouvoir reprendre
le calcul si l’on souhaite augmenter la pre´cision de l’image. La figure 4.12 illustre le principe du
calcul sur une ferme de processeurs.
4.4.6 Algorithme
Pour re´sumer, nous pre´sentons l’algorithme de notre lancer de photons multi-passes. Les
algorithmes 1 et 2 pre´sentent respectivement l’e´mission et la propagation des photons utilise´es
dans l’algorithme ge´ne´ral 3. La figure 4.13 pre´sente un exemple d’e´volution de l’image finale
au fil des passes. On constate que l’e´volution de la pre´cision au fil des passes est quadratique.
Afin de diminuer l’erreur par deux, il faut multiplier le nombre de passes par deux. Cela permet
d’avoir rapidement une bonne approximation de la solution.
4.5 Re´sultats
Notre me´thode a e´te´ imple´mente´e dans le logiciel SPECRAY de la socie´te´ OKTAL Synthetic
Environment (cf. annexe C.1). Les tests suivants ont e´te´ effectue´s sur un pentium cadence´ a` 2.4
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Figure 4.12. Principe du paralle´lisme du lancer de photons multi-passes.
GHz avec 512 Mo de me´moire. Le but ici est de de´montrer la qualite´ obtenue par notre me´thode,
ainsi que la possibilite´ de son utilisation sur la plupart des syte`mes.
4.5.1 Tube spe´culaire
La figure 4.14 montre le re´sultat obtenu avec la nouvelle me´thode pour le meˆme tube e´missif
et spe´culaire que dans la figure 4.8. On s’aperc¸oit que le rendu avec l’ancienne me´thode e´tait
vraiment incorrect. Non seulement l’image e´tait bruite´e, mais les niveaux obtenus alors e´taient
Choisir la source lumineuse L
Choisir la position d’e´mission sur L
Choisir la direction d’e´mission en e´chantillonnant la fonction d’e´mission
Affecter la puissance de la source L au photon p
Algorithme 1. Algorithme d’e´mission d’un photon.
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Calculer l’intersection Ip du photon avec la sce`ne
Mettre a` jour la position du photon par Ip
Stocker le photon dans la carte
Utiliser la Roulette Russe pour de´terminer l’avenir du photon
Si le photon est absorbe´ alors
Sortir
Fin si
Si le photon p est re´fle´chi alors
Tirer la nouvelle direction du photon en e´chantillonnant par importance la FDRB
Mette a` jour la direction du photon
Fin si
Algorithme 2. Algorithme de propagation d’un photon.
errone´s, ceci a` cause du manque de photons pour l’estimation du pic de spe´cularite´ du mate´riau.
La nouvelle me´thode a permis de tracer autant de photons que c’e´tait ne´cessaire. Dans le cas
de la figure 4.14, on a pu lancer l’e´quivalent de 100 millions de photons sans augmenter la
consommation me´moire. Le re´sultat obtenu est tre`s satisfaisant, tant au niveau de la disparition
du bruit dans l’image, que pour la pre´cision obtenue.
4.5.2 Salle de confe´rence du Soda Hall
Ce test concerne le rendu, a` la fois dans le spectre visible comme on le voit souvent et dans
le spectre infrarouge, de la salle de Confe´rence du Soda Hall. La sce`ne contient approximative-
ment 170000 triangles. Dans le spectre visible, seuls 1300 triangles sont des sources e´tendus. En
infrarouge, par contre, toute la sce`ne est e´missive. La figure 4.15 montre les images obtenues
lors de ce test.
Le rendu visible a e´te´ effectue´ en 200 passes. Chaque passe utilise une carte de deux millions
de photons dans laquelle on cherche 200 photons pour chaque estimation de densite´. La taille de
l’image ge´ne´re´e est de 1024× 768 pixels. Le rendu infrarouge a e´te´ effectue´ pour les trois bandes
classiques en infrarouge de´crite dans le chapitre 1. Ce rendu a e´te´ effectue´ en 100 passes. Chacune
utilisant une carte d’un million de photons et cherchant 200 photons pour les estimations de
densite´. La taille des images est de 640× 480 pixels.
Notre proble´matique ne porte pas sur la correction du biais sur les bords, ce proble`me n’a
pas e´te´ imple´mente´ dans notre me´thode. Les artefacts dus a` ce proble`me sont donc visibles sur
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Initialiser le cache de luminance (image) a` 0
Initialiser la graine des tirages ale´atoires a` 0
Pour chaque passe m faire
#Calculer la carte de n photons
Tant que le nombre de photons stocke´s est infe´rieur a` n faire
Emettre un photon
Tant que le photon n’est pas absorbe´ faire
Propager le photon a` travers la sce`ne
Fin tant que
Fin tant que
Trier la carte de photons
#Calculer l’image
Pour chaque pixel p de l’image faire
Calculer l’intersection I du rayon issu de l’oeil et passant par le pixel p avec la sce`ne
Rechercher les k plus proches photons du point I
Estimer la luminance au point I et la stocker dans le pixel.
Fin pour
Ajouter l’image calcule´e au cache de luminance.
Fin Pour
Diviser le cache de luminance par le nombre de passes m pour obtenir l’image finale.
Algorithme 3. Algorithme du lancer de photons multi-passes.
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(a) (b)
(c) (d)
Figure 4.13. Evolution du calcul multi-passes. (a) Premie`re passe. (b) 2%. (c) 20%.
(d)Image finale.
les images ge´ne´re´es (figure 4.15). Ne´anmoins il faut noter qu’on pourrait tout a` fait inte´grer dans
notre me´thode les strate´gies de correction e´voque´es dans la section 3.2.3 de l’e´tat de l’art.
4.5.3 Discussion
Nous calculons de petites cartes de photons. Toutes ces cartes sont globales, par opposition
aux cartes locales de´pendantes de la ge´ome´trie introduites dans [LC03]. Cela veut dire que cha-
cune de nos cartes stocke des photons sur l’ensemble de la sce`ne. Cela assure que l’illumination
est re´partie correctement dans la sce`ne pour chaque passe de calcul et donc que les estimations
de densite´ effectue´es sont correctes. Nous be´ne´ficions donc de l’acce´le´ration due a` l’utilisation
de multiples petites cartes de photons expose´e dans [LC03] sans pour autant eˆtre limite´ par la
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(a) (b)
Figure 4.14. Comparaison entre le lancer de photons spectral simple (a) et le lancer de
photons multi-passes en utilisant cent million de photons (b) pour le rendu d’un tube e´missif
et spe´culaire.
complexite´ du maillage, car nos cartes ne sont pas de´pendantes de la ge´ome´trie. Malheureuse-
ment, quand la taille de l’image devient grande (par exemple plus de 1024 × 768), le temps de
calcul e´conomise´ sur le calcul et le tri de la carte de photons est perdu lors du rendu a` cause du
nombre d’estimations ne´cessaires. Il est donc plus inte´ressant de calculer moins de passes avec
de plus grosses cartes lorsque l’on calcule de grandes images. La consommation me´moire e´tant
constante d’une passe a` l’autre.
Le cache que nous utilisons pour stocker l’illumination rend notre me´thode de´pendante de la
taille de l’image, mais pas de la complexite´ de la sce`ne comme dans [WRC88, SWH+95, Wal98]
ou` le cache est de´pendant de la re´gularite´ de l’illumination et/ou de la complexite´ ge´ome´trique.
Notre me´thode est donc plus adapte´e pour le traitement de sce`nes complexes que [WRC88,
SWH+95, Wal98], qui sont plus adapte´es pour le traitement de sce`nes plus simples.
4.6 Conclusion et perspectives
Dans ce chapitre, nous avons pre´sente´ une me´thode multi-passes d’estimation de densite´
capable d’obtenir une pre´cision suffisante pour la simulation physique de l’infrarouge. Comme
la me´thode a e´te´ de´finie pour l’infrarouge, elle est capable de traiter toutes les surfaces de la
sce`ne comme des sources lumineuses. Dans le cadre du rendu visible, notre me´thode est donc
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Figure 4.15. Rendu de la salle de confe´rence du Soda Hall en visible (en haut a` gauche) et
dans le spectre infrarouge : Bande I en haut a` droite, Bande II en bas a` gauche et Bande
III en bas a` droite.
tre`s inte´ressante en ce qui concerne les sce`nes avec de nombreuses sources lumineuses. De plus
notre me´thode est inde´pendante de la complexite´ de la sce`ne.
Bien entendu, la me´thode peut encore eˆtre ame´liore´e. La premie`re des e´volutions possibles
serait l’imple´mentation d’un mode`le spectral qui offre un couˆt de stockage moins e´leve´ et des
temps de calcul moins longs que le mode`le ge´ne´ral par bandes grises. Ensuite, notre me´thode
souffre de surestimation sur les bords. Il serait inte´ressant d’imple´menter les solutions existantes
pour ce proble`me [Jen01, LP03].
Afin de faire converger l’algorithme plus rapidement vers la solution, il serait judicieux d’ef-
fectuer un traitement particulier pour les mate´riaux fortement spe´culaires. Par exemple, on
pourrait utiliser la visualisation directe de la carte de photons associe´e a` un e´chantillonnage du
lobe spe´culaire par des rayons supple´mentaires. Nous pourrions e´galement analyser la carte de
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photons calcule´e a` chaque passe afin d’en tirer une information d’importance qui permettrait
de guider la construction de la carte suivante, et ainsi re´duire le nombre de passes ne´cessaires
pour obtenir la meˆme qualite´. De plus, les recherches des photons pourraient eˆtre acce´le´re´es
en utilisant une meilleure structure de donne´es pour la carte. En effet, le kd-tree propose´ par
Jensen offre un bon compromis entre rapidite´ de recherche et consommation me´moire. Or nous
ne sommes plus limite´s par la consommation me´moire, et dans ce cas, il existe des structures
qui permettent des recherches plus rapides.
Enfin, notre me´thode traite les milieux participants en utilisant un Ray-Marching adaptatif
comme dans [Jen01]. Cette me´thode offre de bons re´sultats qualitatifs. Ne´anmoins, cela est tre`s
couˆteux en temps de calcul. Dans le chapitre 5, nous pre´sentons une e´volution de la me´thode
qui minimise le temps de rendu pour ces milieux.
Chapitre 5
Ecrasement de photons pour les
milieux participants
5.1 Introduction
Comme dans le cas des surfaces, la me´thode des cartes de photons est actuellement la plus
efficace en ce qui concerne le calcul de l’illumination globale dans les milieux participants. Malgre´
tout, les temps de rendu restent tre`s importants. Dans la section 5.2, nous de´crivons le principe
de la me´thode et mettons en lumie`re les proble`mes de l’algorithme. Ensuite, nous montrons
qu’une reformulation de l’e´quation volumique du transfert radiatif permet de se´parer le calcul des
diffe´rents phe´nome`nes (section 5.3). Nous proposons une me´thode qui combine un ray marching
pour le calcul de l’e´mission, de l’absorption et de la diffusion sortante (section 5.5) et une passe
d’estimation de densite´ pour le calcul de la diffusion entrante (section 5.6). La me´thode pre´sente´e
dans ce chapitre a e´te´ publie´e dans l’article [BPPP05].
5.2 Discussion de la me´thode des cartes de photons pour les
milieux participants
Comme nous l’avons vu au chapitre 3, la me´thode des cartes de photons est une me´thode en
deux passes. La premie`re passe consiste a` propager les photons depuis les sources a` travers le mi-
lieu participant. La diffe´rence entre notre me´thode et celle de Jensen concernant la construction
de la carte de photons e´tant minime, nous nous contentons de de´crire cette phase pour notre
83
84 Chapitre 5. Ecrasement de photons pour les milieux participants
me´thode (section 5.6.3.1). La seconde passe consiste a` reconstruire la luminance des rayons issus
des pixels en effectuant un ray marching. Jensen de´coupe le rayon en petits segments sur lesquels
les proprie´te´s du milieu sont suppose´es constantes. Il e´value alors la luminance e´mise par le mi-
lieu sur la longueur du segment ainsi que l’absorption et la diffusion sortante. Il tire e´galement
un point ale´atoirement sur le segment et e´value la diffusion entrante en ce point par une re-
cherche des k plus proches voisins. Les proble`mes de performances de la me´thode proviennent
de ce dernier point.
Figure 5.1. Illustration du bruit poivre et sel duˆ au manque d’e´chantillons.
Si l’on conside`re une carte de photon, imple´mente´e par un kd-tree [Ben79], contenant N
photons, la complexite´ de recherche des k plus proches photons est O(k + logN). Le proble`me
est qu’ici, contrairement au cas des surfaces, on doit effectuer un nombre de recherche e´gal
au nombre de segments pour chaque rayon. Or, la me´thode e´tant stochastique, elle converge
vers la solution quand le nombre d’e´chantillons tend vers l’infini, c’est-a`-dire quand le nombre
de segments tend vers l’infini. Ce nombre peut avoir une forte de´pendance sur la variation du
milieu, surtout dans le cas d’un ray marching adaptatif. La figure 5.1 illustre le proble`me de
bruit poivre et sel duˆ au manque d’e´chantillons. Pour un rayon discre´tise´ en n segments, la
complexite´ de l’algorithme est donc de O(n(k+ logN)). De plus, comme le montre la figure 5.2,
deux e´valuations effectue´es pour deux segments voisins peuvent utiliser les meˆmes photons ce
qui cause des recherches redondantes dans la carte de photons.
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Figure 5.2. Illustration de la redondance des recherches par la me´thode des cartes de photons.
5.3 Formulation ite´rative de l’e´quation volumique du transfert
radiatif
Reprenons l’expression inte´gre´e de l’e´quation volumique du transfert radiatif (e´quation 2.12) :
L(x, ω) = e−τ(x0,xn)L(x0, ω) +
∫ xn
x0
e−τ(u,xn)σa(u)Le(u, ω)du
+
∫ xn
x0
e−τ(u,xn)
σs(u)
4pi
∫
Ω=4pi
p(u, ω, ω′)L(u, ω′)dω′du
Cette e´quation peut eˆtre re´solue par une inte´gration nume´rique. Cette inte´gration consiste a`
couper le rayon en petits segments sur lesquels tous les coefficients sont conside´re´s comme
constants. Pour simplifier les notations, nous appelons Lω(u), la luminance entrante provenant
de toutes les directions au point u :
Lω(u) =
∫
Ω=4pi
p(u, ω, ω′)L(u, ω′)dω′ (5.1)
En utilisant cette notation, nous pouvons re´e´crire l’e´quation du transfert radiatif de manie`re
re´cursive en exprimant la luminance en xn en fonction de la luminance xn−1 :
L(xn) = e
−τ(xn−1,xn)L(xn−1)
+
∫ xn
xn−1
e−τ(u,xn)σa(u)Le(u)du
+
∫ xn
xn−1
e−τ(u,xn)
σs(u)
4pi
Lω(u)du (5.2)
Nous omettons la direction ω dans les notations pour simplifier l’expression. Ne´anmoins, tous
les termes de luminance ou` elle est omise en de´pendent. On s’inte´resse en effet a` la luminance
le long du rayon d’observation de direction ω.
La luminance au pas xn est fonction de la luminance au pas xn−1. En effet, L(xn) de´pend
de toutes les diffusions ayant lieu dans les pas pre´ce´dents. Mais, notre ide´e est d’utiliser deux
diffe´rentes me´thodes pour traiter d’une part l’e´mission, l’absorption et la diffusion sortante,
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et d’autre part la diffusion sortante. Nous cherchons donc a` reformuler l’e´quation re´cursive
du transfert radiatif en une e´quation ite´rative qui nous permettra de calculer chaque terme
se´pare´ment.
Nous prenons comme condition initiale de la relation par re´currence la luminance L(x0) a`
la sortie du milieu. Nous pouvons exprimer la luminance L(x1) en fonction de cette condition
initiale :
L(x1) = e
−τ(x0,x1)L(x0)
+
∫ x1
x0
e−τ(u,x1)σa(u)Le(u)du
+
∫ x1
x0
e−τ(u,x1)
σs(u)
4pi
Lω(u)du (5.3)
(5.4)
De meˆme nous pouvons exprimer L(x2) en fonction de L(x1) et donc par extension en fonction
de L(x0) :
L(x2) = e
−τ(x1,x2)e−τ(x0,x1)L(x0)
+e−τ(x1,x2)
∫ x1
x0
e−τ(u,x1)σa(u)Le(u)du
+e−τ(x1,x2)
∫ x1
x0
e−τ(u,x1)
σs(u)
4pi
Lω(u)du
+
∫ x2
x1
e−τ(u,x2)σa(u)Le(u)du
+
∫ x2
x1
e−τ(u,x2)
σs(u)
4pi
Lω(u)du (5.5)
(5.6)
On peut finalement obtenir l’expression de la luminance L(xn) a` l’entre´e du milieu en fonction
de la luminance en sortie :
L(xn) =
n−1∏
i=0
e−τ(xi,xi+1)L(x0)
+
n−1∑
j=1
n−1∏
i=j
e−τ(xi,xi+1)
∫ xj
xj−1
e−τ(u,xj)σa(u)Le(u)du
+
n−1∑
j=1
n−1∏
i=j
e−τ(xi,xi+1)
∫ xj
xj−1
e−τ(u,xj)
σs(u)
4pi
Lω(u)du
+
∫ xn
xn−1
e−τ(u,xn)σa(u)Le(u)du
+
∫ xn
xn−1
e−τ(u,xn)
σs(u)
4pi
Lω(u)du (5.7)
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Afin de simplifier l’expression, on pose :
P (j) =
 1 si j = n,∏n−1
i=j e
−τ(xi,xi+1) sinon.
On obtient alors une expression ite´rative de la luminance au point d’entre´e :
L(xn) =
n−1∏
i=0
e−τ(xi,xi+1)L(x0)
+
n∑
j=1
P (j)
∫ xj
xj−1
e−τ(u,xj)σa(u)Le(u)du
+
n∑
j=1
P (j)
∫ xj
xj−1
e−τ(u,xj)
σs(u)
4pi
Lω(u)du (5.8)
L’inte´reˆt de cette formulation est qu’elle est compose´e d’une somme de termes inde´pendants les
uns des autres, et qui peuvent donc eˆtre calcule´s se´pare´ment. Ces trois termes correspondent
respectivement a` :
– la luminance en sortie atte´nue´e par l’absorption et a` la diffusion sortante,
– la luminance e´mise par le milieu sur le trajet du rayon dans le milieu,
– et la luminance due a` la diffusion entrante sur ce meˆme trajet.
Nous utilisons deux me´thodes diffe´rentes pour calculer la luminance. La section 5.5 expose la
me´thode que nous utilisons pour calculer la contribution de l’e´mission, l’absorption et la diffusion
sortante. La section 5.6.3 pre´sente notre me´thode pour le calcul de la diffusion entrante.
5.4 Description du milieu
Comme nous l’avons vu dans le chapitre 2, un certain nombre de parame`tres sont utilise´s
pour de´crire l’interaction de la lumie`re avec le milieu. Nous utilisons une grille re´gulie`re de voxels
pour de´crire le milieu. Pour chaque voxel, les donne´es sont suppose´es constantes. Ces donne´es
sont :
– le coefficient d’absorption, σa,
– le coefficient de diffusion, σs,
– la tempe´rature du voxel, utilise´e pour calculer la luminance e´mise graˆce a` la loi du corps
noir,
– le coefficient d’asyme´trie g, permettant de parame´trer la fonction de phase de Heyney-
Greenstein que nous utilisons pour de´crire la diffusion.
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Figure 5.3. Structure de donne´es utilise´e pour repre´senter le milieu participant.
L’utilisation d’une grille re´gulie`re a l’avantage de proposer l’acce`s le plus rapide aux donne´es
stocke´es. Ne´anmoins, la consommation me´moire d’une telle structure devient rapidement im-
portante. Il serait donc pre´fe´rable d’utiliser une structure adaptative moins gourmande (i.e. un
octree). Heureusement, la me´thode que nous proposons s’adapte facilement a` toutes les struc-
tures de donne´es.
5.5 Simulation de l’e´mission, de l’absorption et de la diffusion
sortante
Conside´rons l’e´mission, l’absorption et la diffusion sortante dans l’e´quation 5.8. On note
LRM (xn) la luminance due a` ces phe´nome`nes. La de´coupe du rayon est effectue´e de manie`re a` ce
que les proprie´te´s du milieu soient constantes sur chaque segment et a` ce que l’e´paisseur optique
soit constante et proche de 0 sur chaque segment (i. e. Ray Marching adaptatif). Dans ce cas,
e−τ(u,x) ≈ 1. Cela signifie que la luminance est calcule´e en supposant qu’elle est constante sur
le segment. Graˆce a` ces hypothe`ses, nous pouvons exprimer LRM (xn) de manie`re discre`te :
LRM (xn) =
n−1∏
i=0
e−σt(xi)∆xiL(x0)
+
n∑
j=1
P (j)σa(xj)Le(xj)∆xi (5.9)
et
P (j) =
 1 si j = n,∏n−1
i=j e
−σt(xi)∆xi sinon.
ou` ∆xi =‖ xi, xi+1 ‖ est la longueur de chaque segment.
Cette e´quation est e´value´e par une me´thode de type Ray Marching dont le principe est
illustre´ par la figure 5.4. La luminance est stocke´e pour chaque rayon, de manie`re a` pouvoir la
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combiner avec la diffusion sortante a` l’issue du calcul.
Figure 5.4. La me´thode du ray marching calcule la contribution du milieu en de´coupant
le rayon en petits segments. Pour chaque segment, le milieu est suppose´ homoge`ne. Par
conse´quent, dans le cas d’une grille re´gulie`re, les petits segments correspondent au parcours
du rayon dans chaque voxel traverse´.
5.6 Simulation de la diffusion entrante
Nous de´crivons tout d’abord la me´thode de l’e´crasement de photons [LP03] utilise´e pour
l’illumination globale de sce`nes sans milieux participants. Apre`s un inventaire des me´thodes
utilise´es en rendu volumique, nous pre´sentons une me´thode du calcul de la diffusion entrante qui
conjugue rendu volumique et e´crasement de photons pour la visualisation de la carte de photons.
5.6.1 Description de l’e´crasement de photons
L’e´crasement de photons est une me´thode d’estimation de densite´ duale qui a e´te´ propose´e
pour optimiser la me´thode des cartes de photons. Le principe de la me´thode reste le meˆme, a`
savoir le pre´calcul de l’illumination par propagation des photons dans la sce`ne, puis la recons-
truction de la luminance par estimation de densite´.
Dans l’e´crasement de photons, la construction de la carte de photons est similaire a` celle que
nous de´crivons dans le chapitre 3. La diffe´rence provient de la me´thode de reconstruction. En
effet, dans la me´thode originale [Jen01], Jensen utilise la recherche des k plus proches voisins
pour se´lectionner les photons utilise´s pour l’estimation de la luminance. Ce qui constitue une
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Figure 5.5. Principe de l’e´crasement de photons. Le disque associe´ au photon est projete´
sur la grille de pixels de l’e´cran.
approche directe de l’estimation de densite´. Lavignotte pre´fe`re utiliser une approche duale de
l’estimation de densite´. C’est-a`-dire se´lectionner pour chaque photon les points d’estimation
susceptibles de recevoir une contribution non nulle pour ce photon. Afin de se de´tacher de la
complexite´ de la sce`ne, il choisit comme points d’estimation les pixels de l’image a` ge´ne´rer. En
effet, la reconstruction de la luminance ne s’effectue plus dans l’espace sce`ne, mais dans l’espace
image. Comme on le pre´sente sur la figure 5.5, la se´lection des pixels influence´s par un photon est
effectue´ par projection sur l’e´cran d’un disque centre´ sur le photon et oriente´ selon la normale
de la surface a` laquelle il appartient. Les pixels recouverts sont les points d’estimation pour
lesquels la contribution du photon est non nulle. Il suffit donc d’ajouter a` ces pixels la puissance
du photon module´e par la FDRB et par le poids du noyau choisi.
Un des avantages de cette approche est que la projection du photon sur l’e´cran est un
proble`me classique de raste´risation d’un disque (projection du disque sur la grille de pixels).
L’inte´reˆt est que ceci peut eˆtre fait en utilisant les capacite´s des cartes graphiques qui sont
parfaitement adapte´es pour ce genre de traitement. En effet, le photon peut eˆtre repre´sente´ par
un quadrilate`re texture´ par la fonction noyau discre´tise´e sous la forme d’un disque. La cou-
leur associe´e au quadrilate`re correspond au poids RVB du photon. Ce quadrilate`re est ensuite
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Figure 5.6. Exemple de l’e´volution de l’e´crasement de photons. De gauche a` droite : 0,05%,
1%, 100% du calcul.
rendu par la bibliothe`que graphique OpenGL en utilisant les capacite´s de me´lange additif. La
figure 5.6 pre´sente un exemple de l’e´volution du calcul. A l’e´poque ou` Lavignotte propose cette
me´thode, les capacite´s des cartes graphiques e´taient limite´es et commenc¸aient seulement a` eˆtre
programmables. Il e´tait donc oblige´ de re´soudre les contraintes sur la pre´cision des calculs. En
effet ceux-ci s’effectuaient en utilisant seulement 8 bits par canal. Pour re´gler ces proble`mes il
aurait fallu effectuer le rendu dans un tampon de flottants, mais le me´lange n’e´tait pas encore
imple´mente´ pour ce type de tampons. Il propose donc une imple´mentation qui permet d’effec-
tuer le rendu dans un tampon d’entiers qui consiste a` compter les photons qui se projettent
sur un pixel. Bien que fonctionnelle, cette imple´mentation est aujourd’hui inutile, car les nou-
velles ge´ne´rations de cartes graphiques permettent d’effectuer du rendu directement en flottant.
Cela facilite grandement l’imple´mentation de la me´thode et augmente d’autant plus son inte´reˆt
qu’on se de´barrasse ainsi de la contrainte qu’il a introduit concernant l’e´quite´ de la puissance
des photons. En effet, pour que cette contrainte soit respecte´e, il e´tait ne´cessaire de modifier
l’algorithme de propagation. On peut donc maintenant conserver l’algorithme de propagation
classique.
5.6.2 Rendu volumique
Le rendu volumique est une technique importante en ce qui concerne la visualisation de
donne´es mesure´es ou simule´es dans des applications scientifiques et industrielles. On peut citer
par exemple l’imagerie me´dicale pour la visualisation de donne´es mesure´es au scanner. Le rendu
volumique ide´al reconstruit une fonction 3D continue, transforme cette fonction 3D vers l’espace
image, et e´value les inte´grales d’opacite´ le long des lignes de vue. En 1989, Westover [Wes89,
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Wes90] introduit l’e´crasement (i.e. splatting en anglais) pour la visualisation interactive, ce qui
constitue une approximation du rendu volumique. Les algorithmes d’e´crasement interpre`tent les
donne´es volumiques comme des ensembles de particules qui absorbent et e´mettent de la lumie`re.
Les inte´grales line´aires sont pre´calcule´es au travers de chaque particule se´pare´ment, cre´ant ainsi
des fonctions d’empreinte (i.e. footprint functions en anglais). Chaque empreinte re´partit sa
contribution dans le plan image. Ces contributions sont compose´es de l’arrie`re vers l’avant dans
l’image finale.
On voit ici se profiler l’inte´reˆt que nous portons a` ces me´thodes. Il est aise´ de faire l’association
entre l’e´crasement de photons et l’e´crasement volumique. On peut en effet conside´rer la carte
de photon comme un ensemble de donne´es volumiques. Les me´thodes d’e´crasement ayant de´ja`
e´te´ applique´es au rendu des surfaces [SB97, LP03], il semble logique d’e´tendre la me´thode aux
cartes de photons volumiques.
Les premiers algorithmes d’e´crasement [Wes89] souffraient de la de´termination impre´cise de
la visibilite´ lorsque les splats (i.e. volumes e´crase´s) sont compose´s de l’arrie`re vers l’avant. Cela
cause des artefacts visibles comme le de´bordement des couleurs. Plus tard, Westover [Wes90]
a re´solu ce proble`me en utilisant un tampon d’e´crasement aligne´ avec les axes du volume. Ce-
pendant, cette technique provoque des artefacts clignotants lors de l’animation. Pour re´soudre
ce proble`me, Mueller [MMI+98] proposa d’aligner les tampons d’e´crasement avec l’image plutoˆt
qu’avec les donne´es volumiques. De plus, ils e´crasent chaque couche du noyau de reconstruction
se´pare´ment. Cette me´thode est tre`s similaire a` [CCF94, GK96]. Mueller et Yagel [MY96] com-
binent l’e´crasement au lancer de rayon pour acce´le´rer le rendu en projection perspective. Laur
et Hanrahan [LH91] de´crivent un algorithme d’e´crasement hie´rarchique qui permet un raffine-
ment progressif de la solution pendant le rendu. Un grand nombre de noyaux de reconstruction
diffe´rents (i.e. empreintes) ont e´te´ propose´s, et notamment par Zwicker et al. [ZPVG01] qui
e´tendent les travaux d’Heckbert pour le rendu par point [Hec89]. Cette me´thode est nomme´e
e´crasement de volume EWA (i.e elliptical weighted average). Le rendu volumique EWA est tre`s
attractif, car il e´vite les artefacts dus a` l’anti-cre´nelage dans l’image ge´ne´re´e ainsi que les flous
excessifs. Cette me´thode a e´te´ ensuite porte´e sur les processeurs graphiques par Chen [CDK04]
pour ame´liorer les performances.
En nous inspirant de ces travaux et de la me´thode de l’e´crasement de photons, nous allons
proposer une me´thode d’e´crasement de photons volumique qui minimise les temps de calcul par
rapport a` la me´thode des cartes de photons.
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5.6.3 Principe de l’e´crasement de photons volumique
Comme nous l’avons vu dans le chapitre 3, la me´thode des cartes de photons [Jen01] est la
plus inte´ressante pour le rendu de milieux participants. Par conse´quent, nous essayons de garder
le meˆme principe de calcul en deux passes.
5.6.3.1 Emission et propagation
Concernant la propagation du flux, nous avons fait e´voluer la me´thode spectrale pre´sente´e
au chapitre 4 de la meˆme fac¸on que Jensen a fait e´voluer sa me´thode originale pour l’adaptation
aux milieux participants.
Emission L’e´mission des photons est tre`s similaire a` la diffe´rence preˆt qu’on introduit les
voxels du milieu en tant que sources potentielles pour le cas de milieux e´missifs (comme le feu
en visible).
Propagation La propagation par contre est plus complexe. En effet, il faut assurer une pro-
pagation correcte des photons dans le milieu en fonction de ses caracte´ristiques.
Les photons sont trace´s par lancer de rayons a` travers les voxels formant le nuage, prenant en
compte, le cas e´che´ant, le masquage des objets intercepte´s par le nuage. Dans le cas ou` un photon
traverse un milieu participatif homoge`ne, la distance moyenne d’interaction avec le milieu est :
dh =
1
σt
ou` σt est la valeur inte´gre´e sur le domaine spectral du coefficient d’extinction :
σt =
1
∆Λ
∫
∆Λ
σtλdλ
Le principe est le meˆme que dans le chapitre 4 pour la re´flectance.
Dans le cas ou` le milieu traverse´ est non homoge`ne, la distance d’interaction moyenne de-
vient :
d =
1
τ(0, dh)
avec :
τ(0, dh) =
∫ x+dh
x
σt(u)du
τ est l’e´paisseur optique du milieu sur le trajet [x, x + dh]. Celle-ci est e´value´e par Ray Mar-
ching. On effectue l’inte´gration sur les donne´es discre`tes repre´sentant le milieu. Si la distance
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dh correspond a` la traverse´e de n voxels, on de´coupe le segment [x, x+ dh] en n segments. On a
donc :
τ(0, dh) ≈
n∑
i=1
σt(i)di
ou` σt(i) est le coefficient d’extinction inte´gre´ du i-e`me voxel et di la distance parcourue dans
ce voxel. Pour ame´liorer la qualite´ de l’e´chantillonnage, il est pre´fe´rable d’utiliser une distance
d’interaction ale´atoire :
∆l = − lnξ
τ(0, dh)
ou` ξ est un nombre ale´atoire tire´ uniforme´ment entre 0 et 1. L’inte´reˆt de ce tirage est que la
valeur moyenne des distances tire´es est d.
Une fois de´termine´ le point d’interaction, le photon est stocke´ et on utilise une version de la
Roulette Russe adapte´e aux milieux participants. Celle-ci se base sur l’albe´do de diffusion :
Λ =
σs
σt
On tire donc un nombre ale´atoire ξ uniforme´ment entre 0 et 1 :
– si ξ ≤ Λ alors le photon est diffuse´
– sinon le photon est absorbe´.
Si le photon est absorbe´, un nouveau est e´mis si ne´cessaire. S’il est diffuse´, la nouvelle
direction de propagation est choisie en e´chantillonnant la fonction de phase par importance.
Nous avons choisi d’utiliser la fonction d’Henyey-Greenstein car elle a l’avantage de pouvoir eˆtre
e´chantillonne´e graˆce a` un tirage par importance de manie`re analytique. En effet, un tirage par
importance de l’angle θ en fonction de cette fonction est donne´ par :
cos θ =
1
2g
(
1 + g2 −
( 1− g2
1− g + 2gξ
)2)
(5.10)
ou` ξ est un nombre ale´atoire tire´ uniforme´ment entre 0 et 1.
De meˆme que dans le cas des surfaces, nous devons prendre en compte le fait que l’on raisonne
sur des coefficients inte´gre´s au lieu des coefficients spectraux. On doit donc modifier le poids du
photon en conse´quence. La fonction de densite´ de probabilite´ pour une diffusion est :
FDPd(∆λ) = σs
Pour chaque bande ∆λ le poids du photon devient :
Φd,∆λ = Φi,∆λ
σs,∆λ
FDPd(∆λ)
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ou` Φi,∆λ est la puissance du photon incident pour la bande ∆λ et Φd,∆λ est la puissance du
photon diffuse´.
5.6.3.2 Prise en compte de l’illumination directe
Comme dans le cas des surfaces, la me´thode de Jensen [Jen01] traite explicitement l’illumi-
nation directe. Cependant, comme dans le chapitre 4, nous voulons traiter autant de sources
e´tendues que ne´cessaire. Or tracer suffisamment de rayons d’ombres vers les sources e´tendues de
fac¸on a` re´duire le bruit est plus couˆteux que simplement tracer plus de photons. D’autant plus
que dans le cas des milieux participants, on doit effectuer un Ray Marching pour chaque rayon
d’ombre. C’est pourquoi nous avons choisi de traiter l’ensemble de l’illumination d’un seul coup
par estimation de densite´ de la carte de photons. Nous stockons donc toutes les interactions de la
lumie`re avec le milieu, meˆme les primaires. De cette manie`re, l’illumination directe est prise en
compte automatiquement par l’e´valuation de la carte de photons. De plus, l’e´valuation directe
dans le cas des milieux participants est moins geˆnante que pour les surfaces. En effet, le bruit
basse fre´quence est moins visible car ces milieux ont un caracte`re beaucoup plus lisse que les
surfaces.
5.6.3.3 Stockage de la carte de photons
Dans notre me´thode, la recherche des photons n’est plus ne´cessaire. Par contre on doit
traiter les photons se´quentiellement, mais selon la proprie´te´ de l’observateur (champ, direction
d’observation...) tous les photons ne sont pas force´ment visibles lors du calcul de l’image. Dans
un souci d’optimisation il semble donc inte´ressant de de´terminer les photons qui appartiennent
a` la pyramide de vision. Nous avons donc change´ la structure de donne´es de la carte de photon
pour pre´fe´rer un octree au kd-tree utilise´ dans la me´thode du chapitre 4, structure qui est plus
adapte´e aux nouveaux besoins.
5.6.3.4 Reconstruction
La reformulation de l’e´quation du transfert radiatif sous une forme ite´rative nous permet de
traiter se´pare´ment la contribution de la diffusion entrante. Ceci est tre`s inte´ressant car il s’agit
de la partie couˆteuse dans la me´thode des cartes de photons classique.
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Figure 5.7. Ge´ometrie associe´e a` l’e´crasement de photons.
On note LIS(xn) la luminance due a` la diffusion entrante. On a :
LIS(xn) =
n∑
j=1
P (j)
∫ xj
xj−1
e−τ(u,xj)
σs(u)
4pi
Lω(u)du (5.11)
En utilisant les meˆmes hypothe`ses simplificatrices que pour l’e´quation 5.9, on obtient :
LIS(xn) =
n∑
j=1
P (j)
σs(xj)
4pi
∆xjLω(xj) (5.12)
On choisit de calculer Lω(xj) par estimation de densite´ de la carte de photons. Conside´rons
la relation entre le flux et la luminance dans les milieux participants :
L(x, ω) =
d2Φ(x, ω)
σs(x)dωdV
(5.13)
ou` dV est un e´le´ment de volume. On peut maintenant inte´grer l’e´quation 5.1 en utilisant la
pre´ce´dente relation et l’estimation de densite´. On obtient :
Lω(xj) =
N∑
p=1
[
Kh(xj − xp)p(xj , ω0, ωp)∆φ(xp, ωp)
σs(xj)∆V
]
(5.14)
avecN le nombre total de photons,Kh la fonction noyau, xp la position du photon, ωp la direction
d’incidence du photon et ∆V le petit volume contenant les photons utilise´s pour l’estimation.
En remplac¸ant Lω dans l’e´quation 5.12, on a :
LIS(xn) =
n∑
j=1
P (j)
σs(xj)
4pi
∆xj
N∑
p=1
Kh(xj − xp)p(xj , ω0, ωp)∆φ(xp, ωp)
σs(xj)∆V
On peut intervertir les sommes dans l’e´quation 5.15 :
LIS(xn) =
N∑
p=1
n∑
j=1
[
P (j)
1
4pi
∆xjKh(xj − xp)p(xj , ω0, ωp)∆φ(xp, ωp)
∆V
]
(5.15)
Or, dans l’e´quation 5.15, on remarque que pour chaque photon p, il n’y a qu’un petit nombre
de termes de la somme sur j qui sont non nuls. En effet, la valeur de la fonction noyau est e´gale
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a` ze´ro pour tous les segments qui sont plus loin que la taille du support du noyau. On peut donc
remplacer la somme sur j par un simple terme non nul d’index note´ jp. Finalement, on obtient :
LIS(xn) =
1
4pi
N∑
p=1
[
P (jp)p(xjp , ω0, ωp)
Kh(xjp − xp)∆xjp
∆V
∆φ(xp, ωp)
]
(5.16)
L’e´quation 5.16 donne la luminance d’un rayon correspondant a` un pixel de l’e´cran. Comme
nous voulons effectuer l’estimation dans l’espace image, nous n’avons pas d’information sur le
point xjp . Mais, nous voyons que le terme ∆xjp correspond a` la portion du rayon qui est influence´
par le photon (figure 5.7). De plus, la fonction noyau caracte´rise la fac¸on dont le photon influence
le rayon. Nous inte´grons donc la fonction noyau sur le chemin ∆xp du rayon a` travers le photon
de manie`re a` connaˆıtre la contribution du photon pour ce rayon. Pour les autres termes qui
utilisent xjp , on pose xjp ≈ xp.
Similarite´s avec le rendu volumique Pour chaque photon, nous devons e´valuer la contri-
bution qu’il apporte a` tous les rayons issus des pixels de l’e´cran qui le traversent. La premie`re
ide´e serait de calculer se´quentiellement cette contribution. Ne´anmoins, cela serait fastidieux.
Or le photon peut eˆtre conside´re´ comme une donne´e volumique. Parmi les me´thodes de rendu
volumique, nous trouvons les me´thodes utilisant l’e´crasement comme base de la reconstruction
[ZPVG01, CDK04]. Leur ide´e est de projeter un quadrilate`re portant une ”empreinte” de la
fonction noyau. De nombreuses fonctions noyau diffe´rentes ont e´te´ propose´es, la plus efficace
semblant eˆtre la projection d’un disque (ellipse).
Reprenant le principe de l’e´crasement de photons, nous avons choisi de repre´senter le photon
par une petite sphe`re. Le rayon de cette sphe`re est la distance maximale a` laquelle un rayon
peut-eˆtre influence´. Cela correspond en fait a` la taille du support de l’estimation par noyau. A
l’inte´rieur de cette sphe`re, la re´partition de l’e´nergie est de´fini par la fonction noyau 3D choisie
pour la reconstruction. Tout comme pour le rendu volumique, il est plus rapide de projeter un
disque qu’une sphe`re. Nous souhaitons donc faire de meˆme. Or, comme le montre la figure 5.7, la
contribution du photon pour chaque rayon qui traverse sa zone d’influence de´pend de la distance
traverse´e et du filtre choisi.
Choix du filtre de reconstruction Le poids duˆ a` la fonction noyau utilise´e doit eˆtre calcule´
pour chaque rayon issu des pixels recouverts par la projection du photon, et ce pour chaque
photon. Or le calcul est tre`s similaire. Nous pre´calculons donc une texture de reconstruction
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(a) (b) (c)
Figure 5.8. Profil 1D des diffe´rentes fonctions noyaux et les textures inte´gre´es associe´es.
(a) Filtre constant. (b)Filtre conique. (c)Filtre d’Epaneshnikov.
repre´sentant la fonction noyau inte´gre´e sur le trajet parcouru par le rayon en fonction de sa
distance au centre de la sphe`re. Nous choisissons donc de repre´senter le photon comme un
quadrilate`re toujours oriente´ vers l’observateur (i.e. billboard) portant cette texture. Nous faisons
alors l’approximation que le poids associe´ au rayon issu d’un pixel recouvert par la projection
du billboard est e´gal a` la valeur de la texture en ce point. Cela introduit une petite erreur,
mais permet d’acce´le´rer le calcul de manie`re importante car il n’est plus ne´cessaire de calculer
l’inte´grale pour chaque rayon.
La valeur de chaque pixel (u, v) de la texture est e´gal a` :
T (u, v) =
1
4
3pir
3
∫ B
A
K(xu,v(t)− xp)dt (5.17)
ou` r est le rayon du photon virtuel et A et B sont les point d’entre´e et de sortie du rayon dans
le photon comme sur la figure 5.7.
Le choix du filtre influence grandement la convergence de la me´thode. On peut voir sur la
figure 5.8, les 3 filtres que nous avons teste´s. Dans l’ordre, il s’agit du filtre constant, du filtre
conique et enfin du filtre d’Epaneshnikov qui est connu en statistiques pour eˆtre le filtre optimal.
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Filtre constant Ce filtre re´partit e´galement l’e´nergie du photon sur tout le volume de la
sphe`re. Il est le filtre le plus rapide a` e´valuer puisqu’il ne ne´cessite pas le calcul de la distance
au centre de la sphe`re. Ne´anmoins, la convergence de la me´thode est re´duite car il ge´ne`re des
artefacts francs (i.e. ajout de disques aux bords nets les uns avec les autres) dans les images
produites. Il n’est inte´ressant que lorsque le nombre de photons est tre`s important.
F (x, y, z) =

1
4
3
pir3
si
√
x2 + y2 + z2 ≤ r,
0 sinon.
Filtre conique Le filtre conique correspond a` une variation line´aire de l’e´nergie a` mesure
que l’on s’e´loigne du centre de la sphe`re. Il augmente grandement la convergence de l’algorithme
car il ge´ne`re moins d’artefact. Cependant, son calcul ne´cessite le calcul de la distance au centre,
i.e. une racine carre´e. Ce qui est relativement couˆteux.
F (x, y, z) =

1
4
3
pir3
(1−
√
x2+y2+z2
r ) si
√
x2 + y2 + z2 ≤ r,
0 sinon.
Filtre optimal Le filtre d’Epaneshnikov est celui qui propose la convergence la plus rapide.
Il a e´te´ prouve´ [Sil86] que si l’on a besoin deN photons pour faire un rendu avec un filtre constant,
0.93N photons seulement sont ne´cessaires pour obtenir la meˆme pre´cision en utilisant ce filtre.
De plus, l’e´valuation de sa valeur est plus rapide que pour le filtre conique (pas de racine carre´e).
F (x, y, z) =

1
4
3
pir3
(1− |x2+y2+z2|
r2
) si
√
x2 + y2 + z2 ≤ r,
0 sinon.
Atte´nuation du photon Pour chaque photon, on calcule l’atte´nuation P (jp) de sa puissance
par le milieu. Pour cela, on lance un rayon depuis l’oeil vers le photon et on applique la me´thode
du ray marching sur ce rayon. Nous faisons ici l’approximation que l’atte´nuation correspondant
a` chacun des pixels couverts par la projection du rayon est e´gale a` l’atte´nuation du photon. Cette
approximation introduit du biais dans la solution. Ne´anmoins, ce biais est proportionnel a` la
largeur du support h de l’estimation de densite´, et la simulation converge vers la solution re´elle
quand h tend vers 0. Comme nous trac¸ons un rayon par photon pour calculer l’atte´nuation, nous
faisons des calculs redondants que la me´thode de Jensen ne fait pas. Mais, comme illustre´ dans
la section re´sultats 5.8.4, notre me´thode reste plus rapide que la me´thode des cartes de photons
classique.
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Fonction de phase La puissance du photon est module´e par la valeur de la fonction de phase
entre la direction du photon et la direction de l’oeil.
Figure 5.9. Principe de l’e´crasement de photons volumique. La sphe`re associe´e au photon
est projete´e sur l’e´cran. L’atte´nuation du photon est calcule´e par Ray Marching. Chaque
pixel recouvert par la projection est susceptible de recevoir une contribution non nulle.
Re´capitulation Au final, pour chaque photon, on doit projeter un quadrilate`re texture´ sur
l’e´cran, calculer l’atte´nuation, et pour chaque pixel recouvert, on ajoute la contribution du
photon, a` savoir, la puissance du photon module´e par les poids de la texture et de la fonction
de phase ainsi que par l’atte´nuation.
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5.7 Algorithme de l’e´crasement de photons
Une fois que nous avons calcule´ d’une part l’e´mission, l’absorption et la diffusion sortante,
et d’autre part la diffusion entrante, la dernie`re chose a` faire est de sommer les deux images.
L’algorithme 4 re´sume notre me´thode.
Se´lectionner les photons visibles
Pour chaque photon visible avec la puissance Φp faire
Calculer le poids w du photon par Ray Marching
Projeter le photon sur l’e´cran
Pour chaque pixel p couvert par la projection du photon faire
Re´cupe´rer le poids wf depuis la texture du filtre d’estimation
L(p)+ = w ∗ wf ∗ Φp
Fin pour
Fin pour
Calculer l’image de l’e´mission, de l’absorption et de la diffusion sortante par Ray Marching
Sommer l’image pre´ce´dente avec l’image de diffusion entrante.
Algorithme 4. Algorithme de l’e´crasement de photons.
5.8 Optimisation GPU
Ces dernie`res anne´es, l’optimisation de nombreux types de calculs par l’utilisation des pro-
cesseurs graphiques (GPU i.e. Graphic Processor Unit) a connu un essor tre`s rapide. En effet, ces
processeurs effectuent du calcul paralle`le optimise´. Auparavant, ces capacite´s de calcul e´taient
tre`s difficiles a` exploiter. En effet, la chaˆıne de traitement graphique e´tait vue comme une boite
noire du point de vue de l’utilisateur. Cependant, avec l’apparition des unite´s programmables
(i.e. shaders), tout d’abord accessible graˆce a` un code assembleur, puis par des langages de
haut niveau de type C (e.g. GLSL, Cg), les possibilite´s se sont multiplie´es. Avec le rajout de
la dernie`re brique manquante, a` savoir l’utilisation de textures flottantes tant en entre´e qu’en
sortie du processeur graphique, il est devenu possible d’effectuer tous les calculs habituellement
effectue´s sur le CPU.
Notre me´thode utilise le principe de la projection des photons sur l’e´cran. Or les cartes
graphiques sont particulie`rement adapte´es a` ce type de traitement, les textures flottantes nous
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permettant aujourd’hui d’obtenir une pre´cision satisfaisante. Nous allons de´crire la fac¸on dont
nous avons adapte´ la me´thode de l’e´crasement de photons au calcul par GPU.
5.8.1 Notions d’imple´mentation GPU
La programmation des cartes graphiques intervient sur deux e´tages distincts de la chaˆıne
de traitement des cartes graphiques (cf. figures 5.10 et 5.11 ). Il s’agit de l’e´tage de traite-
ment des sommets (i.e. Vertex Shader) et des pixels de l’image (i.e. Fragment Shader). Lorsque
la programmation est utilise´e, les e´tages de transformation et d’e´clairage sont remplace´s par
l’exe´cution du code sur les unite´s de´die´es au Vertex Shader et l’e´tape de multi-texturation est
remplace´e par l’exe´cution du code sur celles de´die´es au Fragment Shader. On peut alors affecter
n’importe quel traitement aux donne´es sommets, puis les re´sultats obtenus sont interpole´s pour
tous les fragments de l’image (raste´risation) qui peuvent subir a` leur tour un second traitement.
Figure 5.10. Pipeline OpenGL classique.
5.8.2 Principe
Notre ide´e est de tirer avantage de la projection optimise´e et des capacite´s de texturations
des processeurs graphiques afin de re´duire de beaucoup le temps de rendu. En effet, ce sont les
points de notre algorithme qui sont les plus gourmands en temps de calcul.
Nous nous arrangeons pour profiter au maximum du paralle´lisme entre le processeur central
et le processeur graphique. Nous nous positionnons dans le mode de rendu dans un tampon
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Figure 5.11. Pipeline OpenGL programmable.
flottant hors e´cran. La texture du filtre choisi est ge´ne´re´e et charge´e en me´moire graphique. Il
s’agit d’une texture flottante avec 16 bits de pre´cision. Pour chaque photon, l’atte´nuation et
le poids de la fonction de phase sont calcule´s par le processeur central de la meˆme manie`re
que dans la section pre´ce´dente. On calcule alors la puissance finale du photon en multipliant sa
puissance par les valeurs pre´ce´demment calcule´es. Alors, le quadrilate`re repre´sentant le photon
est envoye´ au processeur graphique en associant aux sommets leurs coordonne´es pour l’acce`s a` la
texture filtre (premie`res coordonne´es de texture) et la puissance finale en tant que coordonne´es
de texture secondaires. Nous devons effectuer cela car les coordonne´es de couleurs sont tronque´es
lorsqu’elles sortent des bornes [0, 1]. Nous utilisons le Pixel Shader uniquement pour moduler
la puissance par la texture de filtre. La luminance est accumule´e dans le tampon de rendu en
utilisant les capacite´s de me´lange du GPU pour les flottants 16 bits .
La ge´ne´ration de l’image d’absorption, e´mission et diffusion sortante n’est pas modifie´e et
est toujours effectue´e sur le CPU. L’optimisation GPU ne porte que sur le calcul de la diffusion
sortante. Une fois ce calcul effectue´, on lit le tampon de rendu et on l’ajoute a` l’image finale.
5.8.3 Pre´cision
Proble`me Malheureusement, les processeurs graphiques actuels ne permettent d’effectuer du
me´lange flottant qu’avec une pre´cision de 16 bits. Ce qui provoque des proble`mes de pre´cision.
En effet, nous devons projeter et me´langer la luminance de tous les photons dans les pixels de
l’e´cran. Pour un format flottant code´ sur 16 bits, on perd de la pre´cision lorsque l’on ajoute
des petits nombres avec des grands. Or, nous devons me´langer de petites e´nergies de photons
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un grand nombre de fois par pixel, et apre`s un certain nombre d’additions (i.e. un millier de
photons par pixel), la valeur du pixel devient grande devant le poids du photon, ce qui cause une
perte de pre´cision. Ne´anmoins, cette perte de pre´cision n’est un proble`me que lorsque les images
ge´ne´re´es sont utilise´es pour effectuer des mesures de simulation physique, mais ce n’est pas un
proble`me si l’on veut effectuer du rendu pseudo-re´aliste ayant pour but la communication ou le
loisir.
Re´solution Ce proble`me de pre´cision sera re´solu naturellement si les processeurs graphiques
viennent a` permettre le me´lange flottant 32 bits. En attendant, nous avons re´solu le proble`me
en utilisant une me´thode multi-passes. Afin d’e´viter la perte de pre´cision, nous ne traitons dans
chaque passe qu’un nombre de photons qui assure de ne pas perdre de pre´cision. Nous lisons entre
chaque passe le tampon de rendu et l’ajoutons a` un tampon flottant en utilisant le processeur
central. Cela cause e´videmment une perte de performances, due a` la lecture du tampon de rendu
depuis la carte graphique vers la me´moire centrale. Nous pensons ne´anmoins que notre me´thode
donne encore de bons re´sultats. De plus, avec la sortie du port PCI express, la communication
de la carte graphique vers la me´moire centrale devient aussi rapide que l’inverse. Ce qui re´duit
encore l’inconve´nient de cette approche multi-passes.
5.8.4 Re´sultats
(a) (b)
Figure 5.12. Rendu d’un nuage anisotropique en utilisant une carte de quatre millions de
photons. 5.12(a) : Cartes de photons. 5.12(b) Notre algorithme.
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Luminance moyenne Ecart type Temps de rendu (s)
Cartes de photons 29.55 34.37 99096
Notre me´thode 30.82 35.96 1497
Table 5.1. Comparaison de la luminance moyenne des pixels et e´cart type pour les images
de la figure 5.12.
Afin de mesurer l’efficacite´ de notre me´thode, nous avons fait des tests de performances. Ces
tests ont e´te´ effectue´s sur un Pentium 4 cadence´ a` 2.4GHz muni qu’une Geforce 6800 GT de
chez NVIDIA. Ils consistent a` rendre un nuage anisotropique de 2000×2000×2000 me`tres. Il est
mode´lise´ par une grille de 60×60×60 voxels. La figure 5.12 montre les images obtenues avec la
me´thode des cartes de photons et notre me´thode d’e´crasement de photons. La table 5.1 donne
une comparaison de la qualite´ des re´sultats obtenus.
Les tables 5.2, 5.3 et 5.4 montrent respectivement les temps de calcul en fonction de la taille
de l’image, du nombre de photons stocke´s et de la taille des photons utilise´e. Les temps de
calcul de notre me´thode dans sa version normale (CPU) et dans sa version optimise´e (GPU)
sont compare´s avec ceux obtenus avec la me´thode des cartes de photons. La configuration des
parame`tres ne variant pas est :
– une image de 512×512 pixels,
– une carte de un million de photons,
– une taille de 10.0 me`tres pour le photon.
La figure 5.13 montre une image de parabole spe´culaire place´e dans un milieu participant ho-
moge`ne e´claire´ par une source e´tendue place´e loin devant la parabole.
Graˆce a` ces re´sultats, nous pouvons calculer le rapport d’acce´le´ration de notre me´thode par
rapport a` la me´thode des cartes de photons. Notre me´thode est plus de dix fois plus rapide
que celle de Jensen dans sa version logicielle. Ne´anmoins, elle a une complexite´ quadratique
de´pendant de la taille de l’image et la taille du photon, et une complexite´ line´aire sur la taille
de la carte de photons. Cependant, elle reste plus rapide que la me´thode des cartes de photons
dans tous les cas d’utilisation classiques. Les temps de calculs que nous obtenons, bien que
plus rapides, sont encore trop importants. Ceci est duˆ a` notre imple´mentation logicielle de
l’algorithme qui est de´pendante de la re´solution de l’image et de la taille du photon. En effet,
tous les pixels couverts par la projection du photon doivent eˆtre traite´s l’un apre`s l’autre de
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Figure 5.13. Rendu d’une parabole place´e dans nuage homoge`ne e´claire´ par une source
e´tendue distante. La parabole ge´ne`re une caustique et une ombre volumique.
manie`re a` calculer la contribution du photon a` chacun de ces pixels. Pour chaque pixel, nous
devons acce´der a` la texture du photon, a` l’e´nergie du photon, calculer le poids de la fonction de
phase et en faire le produit. Ces ope´rations sont peu couˆteuses individuellement mais deviennent
proble´matiques lorsqu’elles doivent eˆtre effectue´es de nombreuses fois. C’est pourquoi le temps
de calcul augmente avec la re´solution de l’image et la taille du photon utilise´e. Ce proble`me
disparaˆıt quasiment avec la version optimise´e par carte graphique. En effet, la projection des
photons est alors optimise´e par le mate´riel graphique levant ainsi la de´pendance sur la taille de
l’image est du photon. On obtient alors un ratio d’acce´le´ration de 30 dans le pire cas et 811
lorsque l’image et la taille du photon deviennent grandes. La seule de´pendance restante concerne
la taille de la carte de photon.
5.9 Conclusion et perspectives
Nous avons pre´sente´ la me´thode de l’e´crasement de photons volumique qui re´duit conside´ra-
blement les temps de calcul pour l’illumination globale dans les milieux participants. Nous avons
reformule´ l’e´quation volumique du transfert radiatif en une expression ite´rative, ce qui nous a
permis d’extraire le calcul de la diffusion sortante du Ray Marching. Nous pouvons ainsi calculer
se´pare´ment l’e´mission, l’absorption et la diffusion sortante d’un coˆte´ et la diffusion entrante de
l’autre. Notre me´thode optimise le temps de rendu, spe´cialement pour la diffusion entrante qui
constitue la partie couˆteuse du calcul, en utilisant une approche duale de l’estimation de densite´.
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Taille de l’image 256×256 512×512 1024×1024 2048×2048
Cartes de photons 912 4431 16005 63514
Notre me´thode (CPU) 64 196 741 3463
Rapport d’acce´le´ration (CPU) 14 22 21 18
Notre me´thode (GPU) 23.34 23.79 34.71 39.59
Rapport d’acce´le´ration (GPU) 39 186 461 1601
Table 5.2. Comparaison des temps de rendu (en secondes) obtenus avec les cartes de pho-
tons et notre me´thode dans sa version logicielle ainsi que dans sa version optimise´e par
GPU en fonction de la taille de l’image. Ces re´sultats sont donne´s pour une carte d’un
million de photons et une taille de photon (i.e. distance de recherche pour les cartes de
photons) de dix me`tres. Le nuage utilise´ est le meˆme que dans la figure 5.12.
Nous avons montre´ que notre me´thode e´tait, dans sa version CPU, dix fois plus rapide que la
me´thode des cartes de photons dans le pire cas, pour une qualite´ e´quivalente. Nous proposons
e´galement une optimisation utilisant les processeurs graphiques qui permet de diviser a` nouveau
les temps de rendu par trois.
Nous utilisons actuellement une estimation de densite´ par noyau avec un parame`tre de lissage
constant, ce qui peut causer le lissage de certains de´tails. Nous pensons a` utiliser l’estimation de
densite´ adaptative de manie`re a` adapter la taille du filtre en fonction des proprie´te´s du milieu
et la densite´ de photons. Cela serait adapte´ a` l’ame´lioration des frontie`res nettes du milieu ainsi
qu’a` l’acce´le´ration de la convergence des caustiques, rendant ainsi les nuages ge´ne´re´s encore plus
re´alistes.
Nous avons propose´ l’utilisation de plusieurs filtres de reconstruction, ne´anmoins, il doit
eˆtre possible d’acce´le´rer encore le temps de rendu en appliquant strictement les me´thodes de
rendu volumique propose´es dans [ZPVG01, CDK04] dont nous nous sommes inspire´s. Enfin, nous
calculons l’atte´nuation pour chaque photon en utilisant un ray marching. Nous pensons mettre
en place une strate´gie de projection de l’avant vers l’arrie`re de fac¸on a` calculer l’atte´nuation de
manie`re incre´mentale et e´viter ainsi des calculs redondants.
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Nombre de photons 1M 2M 3M 7M
Cartes de photons 4431 7424 9629 14781
Notre me´thode (CPU) 196 381 514 1191
Rapport d’acce´le´ration (CPU) 22 19 18 12
Notre me´thode (GPU) 23.79 48.57 72.92 167.71
Rapport d’acce´le´ration (GPU) 186 152 132 88
Table 5.3. Comparaison des temps de rendu (en secondes) obtenus avec les cartes de pho-
tons et notre me´thode dans sa version logicielle ainsi que dans sa version optimise´e par
GPU en fonction de la taille de la carte de photons. Ces re´sultats sont donne´s pour une
image de 512×512 pixels et une taille de photon (i.e. distance de recherche pour les cartes
de photons) de dix me`tres. Le nuage utilise´ est le meˆme que dans la figure 5.12.
Taille du photon 1.0 5.0 10.0 20.0 30.0
Cartes de photons 749 1322 4431 13649 21913
Notre me´thode (CPU) 32 67 196 708 1563
Rapport d’acce´le´ration (CPU) 23 19 22 19 14
Notre me´thode (GPU) 23.92 24.09 23.79 23.79 27.01
Rapport d’acce´le´ration (GPU) 31 54 186 573 811
Table 5.4. Comparaison des temps de rendu (en secondes) obtenus avec les cartes de pho-
tons et notre me´thode dans sa version logicielle ainsi que dans sa version optimise´e par
GPU en fonction de la taille de la carte de photons. Ces re´sultats sont donne´s pour une
image de 512×512 pixels et une carte d’un million de photons. Le nuage utilise´ est le meˆme
que dans la figure 5.12.
Conclusion
Au cours de cette the`se, nous nous sommes penche´s sur l’ame´lioration de la simulation
optronique qui regroupe les domaines du visible et de l’infrarouge, et plus particulie`rement sur
le calcul des phe´nome`nes de diffusion. Nous avons propose´ deux me´thodes : le lancer de photons
multi-passes et l’e´crasement de photon volumique, la premie`re ayant pour but de re´soudre les
proble`mes de me´moires inhe´rents au traitement de sce`nes complexes, la seconde l’optimisation
des temps de calcul pour le rendu de milieux participants (fume´es, brouillards, gaz chauds...).
Ces me´thodes ont e´te´ industrialise´es dans le logiciel SPECRAY de la socie´te´ OKTAL Synthetic
Environment (cf annexe C.1), ce qui a permis leur validation. Nous avons e´galement participe´ a`
la conception et a` l’imple´mentation de la nouvelle version du logiciel de visualisation infrarouge
temps-re´el COMPIR (annexe C.2). Enfin Nous avons conc¸u un module fournissant un mode`le
d’e´clairage et de ciel pour augmenter le re´alisme des simulateurs temps re´el de la socie´te´ OKTAL
(annexe C.3.1).
Graˆce a` un tour d’horizon complet des me´thodes existantes de synthe`se d’images, nous avons
montre´ que la me´thode des cartes de photons e´tait la plus susceptible d’eˆtre adapte´e au rendu
spectral infrarouge. D’une part, elle propose une me´thode unifie´e de traitement des surfaces et
des milieux participants. D’autre part, il s’agit de la me´thode offrant le meilleur compromis entre
qualite´ de simulation et temps de rendu. Comme la plupart des autres me´thodes de synthe`se
d’images, elle a e´te´ propose´e pour la simulation du domaine visible uniquement.
Notre premie`re contribution a e´te´ d’e´tendre la me´thode au domaine infrarouge. Nous avons
propose´ une e´volution spectrale de la me´thode qui permet de s’adapter a` n’importe quelle
de´coupe spectrale de l’infrarouge et du visible. Ne´anmoins, celle-ci souffrait du meˆme proble`me
de consommation me´moire que la me´thode originale. En effet, la pre´cision de la simulation
augmente avec le nombre de photons stocke´s. Pour obtenir une pre´cision suffisante pour des
mate´riaux complexes, il est ne´cessaire de stocker un tre`s grand nombre de photons, ce qui est
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irre´alisable a` moins d’avoir une architecture mate´rielle tre`s one´reuse. En reformulant le proble`me
de l’illumination globale, nous avons mis au point une me´thode fonctionnant sur un principe
d’estimation de densite´ multi-passes. Nous avons en effet montre´ l’equivalence entre l’estima-
tion classique de la luminance a` partir de la carte de photons et la moyenne des estimations
effectue´es sur des petites cartes formant une partition de la carte originelle. Cela donne l’avan-
tage a` notre me´thode de pouvoir fonctionner sur la plupart des ordinateurs, et d’obtenir malgre´
tout la pre´cision souhaite´e. La convergence de notre me´thode fournit rapidement une bonne
approximation de la solution, puis, au prix de suffisamment de temps de calcul, permet d’obte-
nir une grande pre´cision. Ces temps de calcul peuvent eˆtre acce´le´re´s en utilisant une ferme de
processeurs, notre me´thode e´tant particulie`rement adapte´e au paralle´lisme.
Les performances de la me´thode pourraient encore eˆtre ame´liore´es en utilisant un mode`le
spectral plus efficace. De plus, la mise en place d’un syste`me d’analyse des passes de calcul
pre´ce´dentes permettrait de concentrer l’effort de calcul en priorite´ sur les zones ou` la pre´cision
est ne´cessaire, ame´liorant ainsi la convergence de la me´thode.
Notre deuxie`me contribution concernait la simulation efficace des milieux participants. La
me´thode des cartes de photons prend en compte ce type de milieux. Ne´anmoins ses performances
sont de´plorables. Nous avons propose´ une me´thode innovante, conjuguant rendu volumique et
estimation de densite´, qui minimise les temps de calcul pour le rendu de tels milieux. Ce nou-
vel algorithme est dix fois plus rapide que les cartes de photons dans le pire des cas tout en
conservant une qualite´ identique. De plus, il est particulie`rement adapte´ a` l’optimisation par la
programmation du mate´riel graphique, ce qui nous permet d’obtenir finalement des temps de
calcul trente fois infe´rieurs a` la me´thode des cartes de photons, toujours dans le pire des cas,
notre me´thode pouvant eˆtre jusqu’a` 800 fois plus rapide.
Les re´sultats obtenus par notre me´thode d’e´crasement de photons volumiques sont tre`s en-
courageants dans le cadre de la simulation hors temps re´el. Il ne manque pas grand chose pour
pouvoir effectuer du rendu interactif voire temps re´el. Bien que nous nous soyons inspire´s du
rendu volumique, nous n’avons pas mis en place de manie`re rigoureuse les optimisations que ces
me´thodes proposent (par manque de temps). Il serait, par exemple, judicieux d’e´tudier l’impact
du choix du filtre sur la rapidite´ de la simulation, ainsi qu’une strate´gie de projection des photons
de l’avant vers l’arrie`re afin d’optimiser les calculs d’atte´nuation.
Annexe A
Donne´es radiatives
A.1 Flux
Le flux repre´sente l’e´nergie arrivant ou quittant une surface par unite´ de temps. Il est note´
Φ et s’exprime en Watt (W ).
A.2 Eclairement
L’e´clairement est le flux par unite´ de surface. Il est note´ E et s’exprime en Watt par me`tre
carre´ (W.m−2).
A.3 Luminance
La luminance est le flux par unite´ de surface projete´e et par unite´ d’angle solide. Elle est
note´e L et s’exprime en Watt par ste´radian par me`tre carre´ (W.sr−1.m−2).
A.4 Fonction de re´flectance bidirectionnelle
La fonction de re´flectance bidirectionnelle (FDRB) caracte´rise les proprie´te´s de re´flexion
d’une surface au niveau macroscopique. Intuitivement, elle permet de connaˆıtre l’e´nergie quittant
une surface en fonction de l’e´nergie incidente (et vice versa).
La de´finition formelle de la FDRB a e´te´ introduite par Nicodemus [NRH+77]. Etant donne´es
une direction incidente ωi et une direction de re´flexion ωr, la FDRB est le rapport entre la
luminance re´fle´chie en un point x associe´ a` une surface e´le´mentaire d’aire dA et l’e´clairement
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rec¸u par celle-ci. La FDRB est ge´ne´ralement exprime´e dans le repe`re local a` la surface, repe`re
de´fini par la normale a` cette surface. Pour une longueur d’onde λ, on a :
fr(x, ωi, ωr, λ) =
dLr(x, ωr, λ)
dEi(x, ωr, λ)
=
dLr(x, ωr, λ)
Li(x, ωi, λ) cos θidωi
(A.1)
Figure A.1. Ge´ome´trie locale a` la surface associe´e a` la formulation de la FDRB.
Aujourd’hui il existe des appareils de mesure, les goniome`tres, qui permettent de mesurer
la FDRB des mate´riaux. Cependant, les mesures issues de ces appareils sont difficilement ex-
ploitables en l’e´tat. D’une part, les donne´es obtenues sont souvent bruite´es et incomple`tes, et
ne´cessitent donc d’eˆtre traite´es avant utilisation. D’autre part, le couˆt de stockage ne´cessaire
est prohibitif pour l’utilisation. En effet, les donne´es sont mesure´es pour un certain nombre de
directions, et la pre´cision de la mesure augmente avec ce nombre. Pour avoir des mesures pre´cises
il est donc ne´cessaire de stocker un grand volume de donne´es. On doit donc soit se limiter a`
des mode`les simples de BRDF, soit mettre en oeuvre des me´thodes de compressions efficaces.
Claustres [Cla03] propose par exemple un mode`le de compression par ondelettes sphe´riques.
A.5 Fonction de phase
Une fonction de phase est une fonction qui, e´tant donne´e une direction, donne la quantite´
d’e´nergie lumineuse redirige´e dans chacune des directions de l’espace lorsqu’il y a interaction
avec une particule du milieu participant. Elle joue un roˆle semblable a` celui de la BRDF pour les
surfaces. On note p(x, ω, ω′) la fonction de phase au point x, pour la direction d’incidence ω et
la direction sortante ω′. La fonction de phase posse`de la proprie´te´ de conservation de l’e´nergie :
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∫
Ω=4pi
p(x, ω, ω′)dω′ = 1 (A.2)
La fonction de phase ne de´pend que de l’angle θ entre la direction incidente et la direction
de diffusion du rayonnement.
A.6 Loi du corps noir
Figure A.2. Luminance du corps noir donne´e par la loi de Planck pour des tempe´ratures
de 3000, 4000 et 5000 Kelvins.
La luminance spectrale e´mise par un corps noir (corps totalement absorbant et e´missif) a` la
tempe´rature T est donne´e par la loi de Planck, ou loi du corps noir (cf. figure A.2) :
dL(λ, T )
dλ
=
2hc2λ−5
exp hcλkT − 1
ou` :
– dL(λ,T )dλ est la quantite´ d’e´nergie e´mise par unite´ de temps, par unite´ de surface, par unite´
d’angle solide, par unite´ de longueur d’onde (e.g. W.m−2.sr−1.m−1),
– λ est la longueur d’onde (m−1),
– T est la tempe´rature du corps noir (K),
– h = 6.6260693× 10−34J.s est la constante de Planck
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– c = 299792458m.s−1 est la vitesse de la lumie`re dans le vide
– k = 1.3806505× 10−23J/K est la constante de Boltzmann.
Max Planck proposa originellement cette loi in 1900 pour essayer d’ame´liorer une expression
propose´e par Wilhelm Wien qui respectait les donne´es expe´rimentales pour les ondes courtes
mais qui de´viait pour les longues. Il trouva que la fonction ci-dessus correspondait tre`s bien aux
donne´es pour toutes les longueurs d’ondes.
Annexe B
Fonction de densite´ de probabilite´
B.1 De´finition
Une fonction de densite´ de probabilite´ (PDF) est utilise´e pour repre´senter une distribution
de probabilite´ en termes d’inte´grales. Cette fonction f(x) est toujours positive sur son domaine
de de´finition et on a :
∫ ∞
−∞
f(x)dx = 1
Etant donne´ une distribution de probabilite´ posse´dant la densite´ f(x), alors l’intervalle in-
finite´simal [x, x + dx] a la probabilite´ f(x)dx. Plus simplement, une fonction de densite´ de
probabilite´ peut eˆtre vue comme une version lisse´e d’un histogramme : si on mesure empiri-
quement les valeurs d’une variable ale´atoire continue de manie`re re´pe´titive et qu’on construit
un histogramme qui de´crit le nombre de d’occurrence de chaque valeur de la variable, alors cet
histogramme ressemble a` la fonction de densite´ de probabilite´ de cette variable. Formellement,
une distribution de probabilite´ a la densite´ f(x) si f(x) est une fonction positive inte´grable de
< → < telle que la probabilite´ P de l’intervalle [a, b] est donne´e par :
P [a ≤ X ≤ b] =
∫ b
a
f(x)dx
quelques soient a et b. La figure B.1 pre´sente un exemple de fonction de densite´ de probabilite´
gaussienne.
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Figure B.1. Fonction de densite´ de probabilite´ gaussienne (ou loi normale).
B.2 Echantillonnage par importance
B.2.1 Principe
Les calculs de type inte´gration de Monte Carlo peuvent eˆtre effectue´s en utilisant un ensemble
de points ale´atoires tire´s de n’importe quelle distribution de probabilite´ arbitraire. Le choix de la
distribution influence grandement l’efficacite´ de la me´thode. Dans la plupart des cas, l’utilisation
de distributions de probabilite´s uniformes donne une estimation pauvre des inte´grales sur un
grand nombre de dimensions. Par conse´quent, l’utilisation de ces distributions n’est pas une
me´thode d’approximation utile. En 1953, toutefois, Metropolis et son e´quipe ont introduit un
nouvel algorithme d’e´chantillonnage de points utilisant une fonction de probabilite´ donne´e. Cet
algorithme permet l’incorporation de l’e´chantillonnage par importance dans l’inte´gration de
Monte-Carlo. Au lieu de tirer des points avec une distribution uniforme, ceux-ci sont tire´s avec
une distribution qui concentre les points ou` la valeur de la fonction que l’on inte`gre est grande.
L’inte´grale peut alors s’e´crire :
I =
∫ b
a
f(x)
g(x)
g(x)dx
ou` la fonction g(x) est choisie comme e´tant une approximation raisonnable de la fonction f(x).
L’inte´grale peut alors eˆtre calcule´e en tirant ale´atoirement les e´chantillons xi avec la distribution
de probabilite´ g(x) en e´valuant f(xi)g(xi) . Pour que g(x) puisse eˆtre utilise´e comme fonction de
densite´, elle doit respecter la de´finition cite´e dans la section B.1, le meilleur choix possible e´tant
| f(x) |. La valeur moyenne de ces e´valuations donne une estimation de l’inte´grale I.
B.2.2 Mise en oeuvre
Ge´ne´ration d’e´chantillons ale´atoires pour une densite´ p(x) dont la fonction de distri-
bution cumulative est inversible Dans le cas ou` la fonction de distribution cumulative P (x)
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Figure B.2. Me´canisme d’e´chantillonnage selon un loi de probabilite´ inversible.
de la probabilite´ que l’on souhaite e´chantillonner est inversible, il suffit de calculer l’inte´grale de
la densite´ pour obtenir cette fonction cumulative, de tirer uniforme´ment un nombre ale´atoire r
entre 0 et 1, puis de rechercher la valeur de la variable ale´atoire x :
x = P−1(r)
La figure B.2 pre´sente le processus.
Ge´ne´ration d’e´chantillons par rejet Le tirage par importance pre´sente´ dans le paragraphe
pre´ce´dent ne fonctionne que si la fonction de distribution cumulative est inversible. Malheureu-
sement, dans la plupart des cas elle ne l’est pas. On proce`de donc a` un tirage par rejet. On
de´finit un nombre M tel que : ∀x : p(x) ≤M . Ensuite, on ge´ne`re un doublet de valeur ale´atoires
(x′, y′) ∈ D× [0,M ]. Si p(x′) ≤ y′ on accepte l’e´chantillon x′, sinon on rejette l’e´chantillon et on
refait un tirage. La figure B.3 pre´sente le me´canisme.
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Figure B.3. Me´canisme d’e´chantillonnage par rejet.
Annexe C
Re´alisations industrielles
C.1 SPECRAY
C.1.1 Description
SPECRAY est un logiciel de lancer de rayons de´veloppe´ au sein de la socie´te´ OKTAL SE. Il
permet le calcul d’images physiques spectrales d’un grand re´alisme dans les spectres visible et
infrarouge. SPECRAY est original car il s’appuie sur un mode`le physique qui, a` la diffe´rence de
la plupart des lancer de rayons, permet le calcul des images, bande spectrale par bande spectrale.
La figure C.1 pre´sente des images ge´ne´re´es dans diffe´rentes conditions d’observation.
C.1.2 Apports
Le premier apport que nous avons fourni a` SPECRAY est la finalisation de l’imple´mentation
de la me´thode originale des cartes de photons afin d’ajouter la prise en compte des phe´nome`nes de
diffusion pour les surfaces. La me´thode de lancer de photons multi-passes pre´sente´e au chapitre
4 a e´te´ mise au point afin de re´soudre les proble`mes de consommation me´moire excessive que
connaissait SPECRAY pour le rendu de sce`nes infrarouges utilisant la diffusion. De la meˆme
fac¸on, la me´thode de l’e´crasement de photons avait pour but d’ame´liorer la prise en compte des
milieux participants diffusant. Le proble`me e´tant dans ce cas la longueur des temps de calcul.
Nous avons imple´mente´ les deux me´thodes dans SPECRAY. Cette industrialisation a permis de
tester et valider les algorithmes propose´s dans cette the`se.
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(a) (b)
(c)
Figure C.1. Exemple d’images ge´ne´re´es par SPECRAY pour un meˆme point de vue dans
diffe´rentes conditions d’observation. (a) Rendu visible par beau temps. (b) Rendu visible
par temps de brouillard. (c) Rendu infrarouge bande III par beau temps.
C.2 COMPIR : Visualisation infrarouge temps re´el
C.2.1 Description
COMPIR est l’e´quivalent temps re´el de SPECRAY. Une compilation des donne´es du mode`le
est effectue´e afin de ge´ne´rer des textures de luminance qui sont affecte´es aux faces du mode`les.
La sce`ne est ensuite visualise´e graˆce au rendu classique OpenGL. Le mode`le est valide´ par la
comparaison des re´sultats obtenus avec SPECRAY. Le logiciel permet par exemple de naviguer
en temps re´el sur des zones de terrain de grande taille aussi bien en visible qu’en infrarouge. La
figure C.2 montre un exemple de visualisation d’un terrain de grandes dimensions dans les trois
bandes infrarouges classiques.
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(a) (b)
(c)
Figure C.2. Rendu temps re´el d’un terrain de grandes dimensions portant une texture
classifie´e infrarouge ge´ne´rique par l’application COMPIR. (a) Bande I. (b) Bande II. (c)
Bande III.
C.2.2 Apports
La compilation des donne´es est couˆteuse pour les sce`nes complexes. En effet, les calculs
d’illumination mis en oeuvre pour la ge´ne´ration des textures de luminance sont tre`s proches de
ceux utilise´s par SPECRAY. De plus, les bases de donne´es 3D sont compile´es pour une bande
spectrale d’observation et un gain de luminance fixe. Ce qui ne´cessite de cre´er autant de bases
de donne´es que de conditons distinctes d’observation.
Nous avons participe´ a` la conception d’une version ame´liore´e de COMPIR utilisant la pro-
grammation des processeurs graphiques. On proce`de toujours a` une compilation des bases de
donne´es d’entre´e. Celle-ci consiste a` stocker dans une texture flottante les diffe´rentes donne´es
radiatives des mate´riaux (e´missivite´, BRDF...). On stocke e´galement dans une autre texture les
tempe´ratures des diffe´rents mate´riaux composant la sce`ne en fonction de leur orientation. Ces
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textures globales sont exploite´es lors de la visualisation par les shaders de la carte graphique ou`
s’effectuent tous les calculs d’illumination.
L’avantage de cette nouvelle approche est de pouvoir choisir la bande d’observation en temps
re´el ainsi que de re´gler le gain de luminance. On peut e´galement faire e´voluer les conditions
atmosphe´riques, ou la tempe´rature. On se de´barrasse e´galement du proble`me de stockage de
plusieurs bases de donne´es pour chaque condition d’observation qui sont proble´matiques en ce
qui concerne le stockage disque.
C.3 RDVIS : Mode`le de ciel temps re´el
Le but du projet RDVIS e´tait de proposer un ensemble de bibliothe`ques permettant d’uni-
formiser les diffe´rents simulateurs temps re´els de la socie´te´ OKTAL ainsi que les de´veloppements
a` venir. Ma participation dans le cadre de ce projet a e´te´ de concevoir le module d’e´clairage
avance´ permettant d’augmenter le re´alisme des simulations.
C.3.1 Mode`les de ciel
Afin d’obtenir un e´clairage de meilleure qualite´ sans modifier le mode`le d’e´clairage acce´le´re´
par les cartes graphiques, nous choisissons de repre´senter l’e´clairage duˆ au ciel par une couleur
ambiante pour la sce`ne et une lumie`re directionnelle. Afin d’obtenir un e´clairage re´aliste, nous
choisissons de caracte´riser ces valeurs a` partir de mode`les de ciels. En particulier, nous utilisons
deux mode`les de ciel donne´ par la Commission Internationale de l’Eclairage (CIE).
La figure C.3 pre´sente une repre´sentation 3D de diffe´rents mode`les de ciel. Il s’agit de la
luminance du ciel en fonction de la direction de l’e´le´ment de ciel.
Figure C.3. Repre´sentation de mode`les de ciel. De gauche a` droite : ciel mitige´, tre`s couvert
et de´gage´.
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C.3.1.1 Mode`le de ciel couvert
Pour les ciels couverts, la luminance au ze´nith Lz et la luminance L(θ) pour chaque e´le´ment
de ciel ( de´fini par θ, l’angle entre le ze´nith et l’e´le´ment de ciel) est donne´e par les e´quations
suivantes :
Lz =
1
0.203
(8.6cos(θ) + 0.123)
L(θ) = Lz
1
3
(1 + 2cos(θ))
C.3.1.2 Mode`le de ciel de´gage´
Pour le calcul de la luminance au ze´nith Lz d’un ciel clair, un facteur de turbidite´ est de´fini.
Lz =
1
0.203
((1.367.turbidity − 1.81) tan (pi
2
− θs) + 0.38)
Pour chaque point (θ, φ) (θ de´finit l’angle de l’e´le´ment de ciel avec le ze´nith et φ est le gisement
de l’e´le´ment de ciel) du doˆme du ciel, la luminance est donne´e par :
L(θ, φ) = Lz
(0.91 + 10e−3γ + 0.45 cos2 γ)(1− e− 0.32cos θ )
0.27385(0.91 + 10e−3θ + 0.45 cos2 θ)
ou` γ, l’angle calcule´ au centre du doˆme entre le soleil et l’e´le´ment de ciel, est donne´ par :
cos γ = cos θs cos θ + sin θs sin θ cos(φ− φs)
ou` θs de´finit l’angle du soleil avec le ze´nith et φs est le gisement du soleil.
C.3.1.3 Interpolation entre mode`les de ciel
Afin de pouvoir prendre en compte tous les types de ciel allant de couvert a` de´gage´, nous
choisissons d’interpoler line´airement les valeurs calcule´es entre les deux mode`les pre´ce´dents. Le
coefficient d’interpolation est de´fini par l’utilisateur. Il varie entre la valeur 0 pour un ciel couvert
et 1 pour un ciel de´gage´.
C.3.2 Caracte´risation des sources lumineuses
Plusieurs valeurs doivent eˆtre de´finies. Tout d’abord un calcul d’e´phe´me´rides permet de
de´terminer la position du soleil (θs, φs) au moment et au lieu de´finis par l’utilisateur pour la
visualisation. Ensuite nous devons calculer la valeur de la couleur ambiante qui correspond au
mode`le de ciel ainsi de´fini ainsi que la position de la source directionnelle et sa couleur.
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C.3.2.1 Couleur de l’e´clairage
Les mode`les de ciel ne donnent que la luminance mais pas la re´partition de l’e´nergie dans
les diffe´rentes couleurs RVB. Il faut donc de´terminer la couleur de l’e´clairage a` associer a` la
luminance du mode`le de ciel. Afin d’ame´liorer le rendu au lever et au coucher du soleil, nous
faisons varier la couleur de l’e´clairage selon l’angle du soleil avec le sol. La couleur est interpole´e
line´airement entre les couleurs des angles limites. La figure C.4 pre´sente les angles particuliers
que nous avons choisi pour le changement de couleurs.
Figure C.4. Choix de la couleur de l’e´clairage en fonction de l’angle du soleil avec la terre.
Dans un souci de clarte´, nous utilisons des de´nominations couleurs simples au lieu des
triplets RVB utilise´s.
C.3.2.2 Calcul de la couleur ambiante
La couleur ambiante de la sce`ne correspond a` l’e´clairage moyen du ciel. Nous choisissons
donc d’inte´grer le mode`le de ciel afin d’obtenir une valeur moyenne de la luminance :
Lmoy =
1
N
N∑
i=1
L(θi, φi)
ou` N est le nombre d’e´chantillons utilise´s pour le calcul de la valeur moyenne de la luminance,
et L(θi, φi) est la luminance de l’e´le´ment de ciel i.
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Pour convertir la luminance Lmoy en intensite´ Imoy, nous utilisons des valeurs de luminance
minimum Lmin et maximum Lmax de´finies par l’utilisateur. Afin d’adapter au mieux l’intensite´
de la couleur a` la perception (logarithmique) de l’œil, nous utilisons une interpolation logarith-
mique :
Imoy =
ln(Lmoy)− ln(Lmin)
ln(Lmax)− ln(Lmin)
Une fois cette intensite´ calcule´e, il faut la multiplier par la couleur de l’e´clairage.
C.3.2.3 Repre´sentation du doˆme du ciel
Cependant, l’effet de re´alisme n’est pas seulement donne´ par les sources lumineuses. La
portion du ciel que l’on voit modifie notre perception. Il semble alors inte´ressant d’inclure un
he´misphe`re (doˆme du ciel). La luminance de ce doˆme est calcule´e a` partir du meˆme mode`le de
ciel que l’e´clairage.
Dans un souci d’optimisation, nous choisissons de ne repre´senter que la partie visible du ciel
par une portion de sphe`re fixe par rapport a` la came´ra. Cette portion de sphe`re est de´finie par
2500 points environ afin d’assurer une variation continue de la couleur du ciel qui est calcule´e
aux points.
La couleur de chaque point est calcule´e de la manie`re suivante :
Cpoint = Cciel + IpointCsoleil
ou` Ipoint est l’intensite´ du point, Cciel est la couleur du ciel a` l’horizon et Csoleil est la couleur
du ciel dans la direction du soleil. Cette dernie`re pourrait eˆtre la couleur de l’e´clairage de´finie
plus haut. Mais pour obtenir une meilleure apparence du ciel, on modifie un peu cette couleur.
Les deux couleurs pre´ce´dentes sont calcule´es sur le meˆme principe que la couleur de l’e´clairage.
De la meˆme fac¸on que pour le ciel, nous utilisons une portion de sphe`re fixe par rapport a` la
came´ra pour afficher les nuages. Les nuages sont repre´sente´s par plusieurs textures superpose´es.
Ces textures sont plaque´es sur la portion de sphe`re. La strate´gie de plaquage est montre´e sur la
figure C.5.
Les coordonne´es de texture d’un point du ciel sont donne´es par l’intersection de la droite
de´finie par la normale N en ce point et du plan P paralle`le au sol et tangent a` la sphe`re
repre´sentant le ciel, C e´tant la position de l’observateur. Apre`s avoir de´fini les limites de la
texture sur le plan P, les coordonne´es x et y du point I donnent les coordonne´es de texture u et
v.
126 Annexe C. Re´alisations industrielles
Figure C.5. Me´thode de plaquage des textures de nuages.
Pour un point a` l’horizon, la normale est paralle`le au plan P. On recadre la normale entre la
normale de points limites. La normale en ces points de´finit de plus les limites de la texture sur
le plan P.
La texture applique´e au-dela` des angles limites (cas ou` l’observateur serait en altitude) est
transparente.
La figure C.6 montre les re´sultats obtenus.
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Figure C.6. Evolution du mode`le de ciel et d’e´clairage.
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Re´sume´
LANCER DE PHOTONS MULTI-PASSES ET E´CRASEMENT
DE PHOTONS POUR LE RENDU OPTRONIQUE
Mots-cle´s: Synthe`se d’image, optronique, infrarouge, diffusion, illumination globale, lancer de
photons, e´crasement de photons, milieu participant, estimation de densite´
La simulation de l’e´clairage par illumination globale a fait l’objet de nombreuses recherches
et applications au cours des dernie`res anne´es. Tout d’abord utilise´e dans le domaine visible, la
simulation est aujourd’hui de plus en plus applique´e au rendu infrarouge. On appelle optronique
l’union de ces deux domaines. Le proble`me principal des me´thodes d’illumination globale ac-
tuelles provient de la difficulte´ a` traiter le phe´nome`ne de diffusion de la lumie`re, aussi bien dans
le cas des surfaces que des milieux participants. Ces me´thodes offrent des re´sultats satisfaisants
dans le cas de sce`nes simples, mais les performances s’effrondrent lorsque la complexite´ aug-
mente. Dans la premie`re partie de cette the`se, nous exposons la ne´cessite´ de la prise en compte
des phe´nome`nes de diffusion pour la simulation optronique. Dans la deuxie`me partie nous posons
les e´quations qui unifient les diffe´rentes me´thodes de synthe`se d’image, c’est-a`-dire l’e´quation du
rendu et l’e´quation volumique du transfert radiatif. L’e´tat de l’art des me´thodes d’illumination
globale pre´sente´ dans la troisie`me partie montre qu’a` l’heure actuelle la me´thode des cartes de
photons est celle qui offre le meilleur compromis performance/qualite´. Ne´anmoins, la qualite´
des re´sultats obtenus graˆce a` cette me´thode est de´pendante du nombre de photons qui peuvent
eˆtre stocke´s et donc de la quantite´ de me´moire disponible. Dans la quatrie`me partie de la the`se,
nous proposons une e´volution de la me´thode, le lancer de photons multi-passes, qui permet de
lever cette de´pendance me´moire, et ainsi d’obtenir une tre`s grande qualite´ sans pour autant
utiliser une configuration mate´rielle one´reuse. Un autre proble`me de la me´thode des cartes de
photons est le temps de calcul important ne´cessaire lors du rendu de milieux participants. Dans
la cinquie`me et dernie`re partie de cette the`se, nous proposons une me´thode, l’e´crasement de
photons volumique, qui prend avantage de l’estimation de densite´ pour reconstruire efficacement
la luminance volumique a` partir de la carte de photons. Notre ide´e est d’isoler le calcul de la
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diffusion et d’utiliser une approche duale de l’estimation de densite´ pour l’optimiser car il consti-
tue la partie couˆteuse du calcul. Bien que les temps de rendu obtenus par notre me´thode sont
meilleurs que ceux obtenus en utilisant la me´thode des cartes de photons pour la meˆme qualite´,
nous proposons aussi une optimisation de la me´thode utilisant les nouvelles capacite´s des cartes
graphiques.
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Abstract
MULTIPASS PHOTON MAPPING AND PHOTON SPLAT-
TING FOR OPTRONIC RENDERING
Keywords: Image synthesis, optronic, infrared, scattering, global illumination, photon mapping,
photon splatting, participating media, density estimation
Much research have been done on global illumination simulation. Firstly used in the visible
spectrum domain, today, simulation is more and more applied to infrared rendering. The union
of these two domains is called optronic. The main problem of the current global illumination
methods comes from the complexity of the light scattering phenomena, as well for surfaces as for
participating media. These methods offer satisfactory results for simple scenes, but performances
crash when complexity raises. In the first part of this thesis, we expose the necessity to take
scattering phenomena into account for optronic simulation. In the second part, we pose the
equations that unify all global illumination methods, i.e. the rendering equation and the volume
radiative tranfer equation. The state of the art presented in the third part shows that the
Photon Mapping method is, at this moment, the one that offers the better compromise between
performance and quality. Nevertheless, the quality of the results obtained with this method
depends on the number of photons that can be stored, and then on the available memory.
In the fourth part, we propose an evolution of the method, called Multipass Photon Mapping,
which permits to get rid of this memory dependency, and hence, to achieve a great accuracy
without using a costly harware configuration. Another problem inherent to Photon Mapping, is
the enormous rendering time needed for participating media rendering. In the fifth and last part
of this thesis, we propose a method, called Volume Photon Splatting, which takes advantage of
density estimation to efficiently reconstruct volume radiance from the photon map. Our idea is
to separate the computation of emission, absorption and out-scattering from the computation
of in-scattering. Then we use a dual approach of density estimation to optimize this last part as
it is the most computational expensive. Our method extends Photon Splatting, which optimizes
the computation time of Photon Mapping for surface rendering, to participating media, and then
considerably reduce participating media rendering times. Even though our method is faster than
Photon Mapping for equal quality, we also propose a GPU based optimization of our algorithm.
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