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Abstract—In this work, we study the multiuser detection
(MUD) problem for a grant-free massive-device multiple access
(MaDMA) system, where a large number of single-antenna
user devices transmit sporadic data to a multi-antenna base
station (BS). Specifically, we put forth two MUD schemes,
termed random sparsity learning multiuser detection (RSL-
MUD) and structured sparsity learning multiuser detection
(SSL-MUD) for the time-slotted and non-time-slotted grant-free
MaDMA systems, respectively. In the time-slotted RSL-MUD
scheme, active users generate and transmit data packets with
random sparsity. In the non-time-slotted SSL-MUD scheme,
we introduce a sliding-window-based detection framework, and
the user signals in each observation window naturally exhibit
structured sparsity. We show that by exploiting the sparsity
embedded in the user signals, we can recover the user activity
state, the channel, and the user data in a single phase, without
using pilot signals for channel estimation and/or active user
identification. To this end, we develop a message-passing based
statistical inference framework for the BS to blindly detect
the user data without any prior knowledge of the identities
and the channel state information (CSI) of the active users.
Simulation results show that our RSL-MUD and SSL-MUD
schemes significantly outperform their counterpart schemes in
both reducing the transmission overhead and improving the
error behavior of the system.
Index Terms—Massive-device multiple access, multiuser de-
tection, sparsity learning, message passing.
I. INTRODUCTION
Massive-device multiple access (MaDMA) is an emerging
research topic for next generation wireless communication. In
a typical massive-device communication network, hundreds or
even thousands of user devices are associated with a single
cellular base station (BS), with only a small fraction of them
being actively and wanting to communicate with the BS at a
time. The BS is required to dynamically identify the active
users and reliably receive their messages. Such a model arises
in many practical scenarios, e.g., wireless sensor networks [1]
and Internet of Things (IoT) [2].
Two considerations in the design of a MaDMA system are
as follows: First, user devices are usually kept in a sleep mode
to save energy and are activated only when certain external
events occur. Therefore, the data traffic of each user node is
generated sporadically. Typically only a small fraction of the
devices are activated for transmission at any time. Second,
the system overhead for identifying the active devices and
coordinating their transmissions should be kept to a minimum
given the large number of user devices.
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Fig. 1. System model of the massive-device network.
In conventional cellular networks, user transmissions are
scheduled into different time or frequency slots via a con-
tention procedure over a separate control channel. This idea
has been extended to massive-device networks. For example,
[3]–[5] studied a contention-based multiple access protocol,
where each active user randomly picks a signature sequence
and sends it to the BS. If the selected preamble is not used
by any other users, the active user can set up a connection
with the BS. However, contention-based protocols suffer from
potential collisions, and the contention phase may introduce
excessive overhead for control signalling due to the large
number of potential users in a MaDMA system. As such,
grant-free protocols, where user devices initiate data trans-
mission without any handshaking process with the BS, are
more desirable in massive-device networks [6].
Multiuser detection (MUD) plays an essential role in the
design of a grant-free MaDMA system11 because, without
coordination, simultaneous transmissions by multiple devices
are possible. In particular, BS needs to detect multiple user
signals. Furthermore, it needs to do so without any prior
knowledge of the identities of active users. The MUD problem
involves three key components: active user identification,
channel estimation, and data decoding. In existing works [8]–
[22], these three components are actualized in two separate
phases: Either a channel estimation phase is followed by a
joint active user identification and data decoding phase, or a
1 In prior works, grant-free MaDMA was also termed grant-free non-
orthogonal multiple access (NOMA) [10], [11], [13], [22], massive machine-
type communication [9], [12], [16], [17], or massive connectivity [19]–[21].
2joint channel estimation and active user identification phase
takes place before the data decoding.
Compressed sensing (CS) techniques [7] have been ex-
tensively used in two-phase MUD schemes for grant-free
MaDMA. Specifically, the authors in [8]–[15] assumed perfect
channel state information (CSI) at the BS, and then cast the
joint active user identification and data decoding as a CS
problem. In [16]–[22], the authors considered a more practical
scenario where the CSI is not available at the BS, and the
BS is equipped with multiple antennas to achieve spatial
multiplexing. Pilot signals are transmitted by users, and the
BS exploits CS techniques to conduct joint channel estimation
and active user identification based on the pilot signals. Then,
the BS decodes the user data based on the estimated CSI of
active users.
Potentially, integrating the three components into a sin-
gle phase can further reduce the transmission overhead and
thereby increases the spectral efficiency of the system. The
corresponding MUD problem, however, will be more chal-
lenging, since the BS needs to identify the active users,
estimate the channel, and decode the user data based on only
a single phase of the data signals (no pilots, no preambles,
etc.). Furthermore, the existing works mostly focused on time-
slotted transmission where users can change their activity
state only at the beginning of each time slot. In time-slotted
transmission, time slot alignment among the massive number
of devices will cause significant overhead, and any device that
fails to align its time slots properly may screw up the whole
MUD process. In that sense, non-time-slotted transmission
is more desirable for grant-free MaDMA to minimize the
user user coordination overhead and to increase reliability.
However, non-time-slotted transmission generally renders the
active user identification, channel estimation, and data decod-
ing even more challenging tasks.
This paper studies the MUD problem for both time-slotted
and non-time-slotted grant-free MaDMA systems. We assume
that the BS is equipped with multiple receive antennas and
each active single-antenna user sends a sparse signal to the
BS. This implies that the signal of each active user received
by the BS is a rank-one matrix that can be factorized as the
outer product of a channel vector and a sparse signal vector.
We show that by appropriately exploiting channel randomness
and user signal sparsity, the BS is able to jointly estimate
the channels and decode the signals from active users based
on efficient matrix factorization algorithms. User identity can
then be recovered by extracting the pre-inserted user label
in each decoded data packet. This implies that active user
identification, channel estimation, and data decoding can be
accomplished in a single phase, which significantly reduces
transmission overhead and improves system efficiency. This
MUD approach falls into the realm of blind multiple input
multiple output (MIMO) detection, since unlike the existing
works [8]–[22], no pilot signals are needed for channel
estimation and/or active user identification.
To be specific, we develop two different MUD schemes,
termed random sparsity learning MUD (RSL-MUD) and
structured sparsity learning MUD (SSL-MUD) for the time-
slotted and non-time-slotted grant-free MaDMA systems, re-
spectively. In the time-slotted RSL-MUD scheme, users are
randomly activated and transmit sparse signals synchronized
at a packet level, where the zero positions in a user packet are
independently chosen. The blind MIMO detection problem
is then cast as a dictionary learning problem [23], and can
be solved by the bilinear generalized approximate message
passing (BiG-AMP) algorithm [24]. One reference symbol
for each user packet is used to eliminate the phase ambiguity
inherent in blind MIMO detection.
In the non-time-slotted SSL-MUD scheme, users are al-
lowed to initiate packet transmission at any time, and hence
the BS cannot conduct signal detection in a time-slotted man-
ner. Instead, we introduce a sliding-window-based detection
framework, where the BS successively detects and decodes the
user packets over a moving time window. A key observation is
that user devices in a non-time-slotted system usually transmit
short packets in an intermittent manner. This implies that the
user signals in a relatively large time window naturally exhibit
structured sparsity, i.e., the signals of a user are mostly zeros
while the non-zeros are clustered together to form a packet
with a small number of symbols. For blind MIMO detection
at the BS, we put forth a message-passing based algorithm,
termed turbo bilinear generalized approximate message pass-
ing (Turbo-BiG-AMP). Turbo-BiG-AMP partitions the overall
graphical model of the detection problem into two subgraphs:
one modelling the bilinear constraints of the channel model,
and the other modelling the structured sparsity of the user
signals. The inference on the two subgraphs iterates until
convergence, following the idea of turbo compressed sensing
[25]–[27].
The main contributions of this paper are summarised as
follows. To the best of our knowledge, this is the first attempt
to address the MUD problem in MaDMA systems by incorpo-
rating active user identification, channel estimation, and data
decoding in a single phase. To this end, we develop a message-
passing based statistical inference framework to systemati-
cally and efficiently solve the blind MIMO MUD problem
in both time-slotted and non-time-slotted MaDMA systems.
We show that our RSL-MUD and SSL-MUD schemes signif-
icantly outperform their counterpart schemes in the literature
in both reducing the transmission overhead and improving the
error behavior of the system.
Paper Organization and Notation
In Section II, we present the system models of the time-
slotted and non-time-slotted grant-free MaDMA systems.
Sections III and IV develop the RSL-MUD and SSL-MUD
schemes, respectively. The Turbo-BiG-AMP algorithm for the
blind MIMO detection problem in SSL-MUD is also put
forth in Section IV. Section V presents simulation results for
both RSL-MUD and SSL-MUD. Finally, in Section VI, we
conclude the paper.
Throughout this paper, we use san-serif font, e.g., x, for
random variables and serif font, e.g. x, for other variables. We
use bold upper and lower case letters for matrices and column
vectors, respectively. Cm×n denotes the m × n dimensional
complex space. 0 and In represent the all-zero matrix and the
3TABLE I
SUMMARY OF KEY NOTATIONS
System model
K Number of user devices
M Number of antennas at the BS
IU Index set of user devices, i.e., {1, 2, · · · , U}
Time-slotted RSL-MUD
T Length of time slot
αi Activity indicator of user i
N Set of active users
N Number of active users, i.e., |N |
Non-time-slotted SSL-MUD
L Length of user packet
t
(j)
i Start time of the j-th packet of user i
tk Start time of the k-th observation window
T ′ Length of observation window
∆t Step size of sliding window
Ntk Number of active packets in window [tk, tk + T
′)
n-dimensional identity matrix, respectively. We then use px(x)
to denote the pdf of random variable x, and CN (x; xˆ, νx) to
denote the complex Gaussian pdf for a scalar random variable
with mean xˆ and variance νx. For a matrix X, we use xi,j to
denote the entry in the i-th row and j-th column. For a vector
x, we use x(i) to denote the i-th entry. The summary of key
notations in this paper is presented in Table I for convenience.
II. SYSTEM MODEL
This section presents the MUD problem for the grant-free
MaDMA systems. Consider a single-cell network where U
user nodes, indexed by IU , {1, 2, · · · , U}, are associate
with a multi-antenna BS, as shown in Fig. 1. Each user
is equipped with one antenna and the BS is equipped with
M antennas. We assume that the number of users is much
greater than the number of antennas at the BS, i.e., U ≫M .
Moreover, each user generates sporadic data traffic. Thus,
although the number of users is large, only a small fraction
of them are active at any one time.
In this work, we study two types of grant-free MaDMA:
time-slotted grant-free MaDMA and non-time-slotted grant-
free MaDMA.
A. Time-Slotted Grant-Free MaDMA
In time-slotted grant-free MaDMA, the uplink transmission
occurs in multiple time-slots, each of T symbol durations.
Packet-level synchronization is assumed. Users can only begin
the transmission of a packet at the beginning of a time slot
and the transmission of the packet must end by the end of the
same time slot. In each time slot, only a subset of users are
actively transmitting.
For an arbitrary time slot, let αi be the indicator of user i’s
activity state, i.e.,
αi =
{
1, user i is active
0, otherwise.
(1)
The activity states {αi} for different i are assumed to be
independently and identically distributed (i.i.d.) with Pr{αi =
1} = p1. Define the set of active users as
N , {i : i ∈ IU , αi = 1}. (2)
During the time slot, each active user i, i ∈ N , transmits a
data packet ci ∈ CT×1 to the BS. Each data packet carries not
only the desired data message to the BS, but also the identity
of the transmitting user. For all active users, we assume an
equal power constraint, given by
1
T
E
[
cHi ci
]
≤ P, ∀i ∈ N . (3)
We adopt a block-fading model: the channels of all active
users incur independent quasi-static flat fading with coherence
time no less than T , and hence remain constant during each
time slot. Specifically, the complex channel vector from user
i to the M antennas of the BS is modeled as
hi =
√
βigi ∈ C
M×1 (4)
where gi ∼ CN (0, IM ) consists of Rayleigh fading com-
ponents, and βi is the path-loss and shadowing component,
which depends on user i’s location and remains the same for
all packets transmitted by user i. Then, the received signal at
the BS can be written as
Y =
∑
i∈N
hic
T
i +W ∈ C
M×T (5)
where W ∈ CM×T is the additive white Gaussian noise
(AWGN) matrix with the entries generated i.i.d. from
CN
(
0, σ2
)
.
The objective of the BS in each time slot is to identify
all the active users in N and to decode all the transmitted
packets {ci : i ∈ N} based on the received signal (5), without
knowing the user activity state {αi} and the CSI {hi}.
B. Non-Time-Slotted Grant-Free MaDMA
In non-time-slotted grant-free MaDMA, symbol-level syn-
chronization is assumed but not packet-level synchronization.
In particular, users are allowed to initiate packet transmission
at the beginning of any symbol interval. Whenever a user
has a message to transmit, it generates a data packet that
carries the message and the identity of the transmitting user.
Once activated, the user transmits the packet to the BS in L
consecutive symbol intervals, as shown in Fig. 2.
Let c
(j)
i ∈ C
L×1 be the j-th packet of user i, si,t be the
signal transmitted by user i at the t-th symbol interval, and
t
(j)
i be the symbol interval at which user i starts to transmit
its j-th packet. Then we have
s
i,t
(j)
i
+k−1 = c
(j)
i (k), k = 1, 2, · · · , L, ∀i ∈ IU , j > 0.
(6)
As in time-slotted grant-free MaDMA, users are assumed
to have an equal power constraint E
[
(c
(j)
i )
Hc
(j)
i
]
/L ≤ P .
Noting that an inactive user can be seen as an active user
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Fig. 2. The activity states of users over a range of symbol intervals.
transmitting zeros, we have
si,t =
{
c
(j)
i (t− t
(j)
i + 1), t
(j)
i ≤ t < t
(j)
i + L for some j
0, otherwise.
(7)
We adopt the same channel model as in time-slotted grant-
free MaDMA. Specifically, for packet c
(j)
i , the complex
channel vector from user i to the M antennas of the BS is
represented by
h
(j)
i =
√
βig
(j)
i ∈ C
M×1 (8)
which remains constant during the transmission of c
(j)
i . In
(8), g
(j)
i ∼ CN (0, IM ) is the vector of Rayleigh fading
components, and βi is the path-loss and shadowing component
of user i. Further, for each user, we assume that there is a
sufficient guard period between two consecutive packets, so
that the channel vector h
(j)
i varies independently for different
packets of the same user.
At the t-th symbol interval, the received signal at the BS
is represented by
yt =
U∑
i=1
hi,tsi,t +wt ∈ C
M×1 (9)
where
hi,t =
{
h
(j)
i , t
(j)
i ≤ t<t
(j)
i +L for some j
0, otherwise
(10)
and wt is the additive white Gaussian noise (AWGN) vector
generated from CN
(
0, σ2IM
)
.
The objective of the BS is to successively detect and
decode the transmitted packets {c
(j)
i : i ∈ IU , j ≥ 0}
based on the received signal {yt : t ≥ 0}, without knowing
the transmission times {t
(j)
i } of the user packets and the
corresponding CSI {h
(j)
i }.
III. RSL-MUD FOR TIME-SLOTTED GRANT-FREE
MADMA
In this section, we develop the RSL-MUD scheme for
the time-slotted grant-free MaDMA. In RSL-MUD, active
users in N transmit data packets with random sparsity, i.e.,
many zero symbols are randomly and independently placed
in the transmitted packets. Specifically, let X be a modulation
constellation with 0 6∈ X . Each active user generates a data
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Fig. 3. Sparse packet generation process of active user i ∈ N . For the
modulated signals c′i and ci, the zero and non-zero symbols are represented
by white and black rectangles, respectively.
packet with symbols i.i.d. drawn from distribution
Pr{ci(t)=x}=
{
1−γ, x=0
γ
|X | , x∈X
, t=1, 2, · · · , T, i∈N .
(11)
where γ ∈ (0, 1) is referred to as sparsity level. That is,
each symbol is zero with probability 1 − γ, and otherwise
uniformly distributed among X . As such, the received signal
at the BS can be factorized into a channel matrix and a sparse
signal matrix. By exploiting the random sparsity of the signal
matrix, the BS is able to jointly estimate the channel and
signal matrices, and then recover all the user packets.
A. Sparse Packet Generation
For each i ∈ N , user i first generates a binary data stream
bi consisting of ⌊(T − 1)Hγ⌋ bits, where
Hγ = −(1− γ) log2(1− γ)− γ log2
(
γ
|X |
)
(12)
is the number of information bits carried by each symbol with
distribution (11). The first ⌈log2 U⌉ bits of bi represent user
i’s identity, and the remaining bits are the source information
that user i intends to transmit to the BS. Then, the binary
stream bi is mapped to a modulated signal vector c
′
i ∈ C
T−1
according to a codebook C ⊂ CT−1. The codebook C consists
of 2⌊(T−1)Hγ⌋ distinct codewords, and is assumed to be known
at the BS and all users. with symbols i.i.d. drawn from (11).
To produce the final data packet ci, a reference symbol x0,
which is a fixed constellation point in X , is randomly inserted
before the first non-zero symbol of c′i. This is to eliminate
the phase ambiguity in packet recovery, as will be detailed
in Section III-C. The whole sparse signal generation process
is illustrated in Fig. 3. Note that the data packet ci is scaled
appropriately to satisfy the power constraint (3) before it is
transmitted to the BS.
We rewrite the received signal (5) as
Y = HX+W (13)
where
H = [h1,h2, · · · ,hN ] ∈ C
M×N (14)
and
X = [c1, c2, · · · , cT ]
T ∈ CN×T (15)
5are the effective channel and signal matrices, respectively.
Note that N , |N |, assumed to be known at the BS, is
the number of active users in the considered time slot. With
sparse packet generation described above,X is a sparse matrix
with sparsity level γ. Moreover, since the symbols in user
packets are generated i.i.d. from (11), the entries in X are
independent with each other. That is, the non-zero entries are
independently distributed in X. We refer to this property as
random sparsity.
In RSL-MUD, the BS jointly estimates (H,X) following
the maximum a posteriori probability (MAP) principle. Con-
ditioning on Y, the joint posterior pdf of (H,X) is given
by
pH,X|Y(H,X|Y) ∝ pY|H,X(Y|H,X)pH(H)pX(X)
= pW(Y −HX)pH(H)pX(X)
∝ exp
(
−
||Y −HX||2F
σ2
)
pH(H)pX(X).
(16)
The MAP estimate of (H,X) is then given by(
Hˆ, Xˆ
)
= argmin
(H,X)
exp
(
−
||Y−HX||2F
σ2
)
pH(H)pX(X).
(17)
We note that the MAP estimation in (17) is, in general,
highly complex. However, given that X is randomly sparse,
the joint estimation problem under concern can be seen as
a dictionary learning problem in the context of CS. That
is, the BS attempts to learn a dictionary matrix H and the
corresponding sparse representation X, based on a noisy
observation of the matrix productHX, i.e., Y. In RSL-MUD,
we apply a state-of-the-art dictionary learning algorithm,
termed BiG-AMP, on the joint estimation problem.
B. Joint Estimation via BiG-AMP
In this subsection, we describe the BiG-AMP algorithm for
the joint estimation of (H,X). First, we rewrite the constraint
(13) as
ym,t =
N∑
n=1
hm,nxn,t + wm,t, ∀m, t. (18)
The constraints in (18) are bilinear with respect to
{hm,n, xn,t}, and can be modeled in a factor graph shown
in Fig. 4. The factor graph consists of two types of nodes,
i.e., variable nodes and factor nodes. The variable nodes
include {hm,n} and {xn,t}. The factor nodes include {fm,t}
for the constraints in (18), {p
(x)
n,t} for the prior distribu-
tions {pxn,t(xn,t)}, and {p
(h)
m,n} for the prior distributions
{phm,n(hm,n)}.
The inference problem in Fig. 4 can be solved by the BiG-
AMP algorithm [24]. The BiG-AMP algorithm approximates
the marginal distributions of hm,n and xn,t respectively as
phm,n|Y(hm,n|Y)=
phm,n(hm,n)N (hm,n; qˆm,n, ν
(q)
m,n)∫
phm,n(hm,n)N (hm,n;qˆm,n, ν
(q)
m,n)dhm,n
(19)
m
n
n
t
m nK n t[  xn tp hm np m tf
Fig. 4. The factor graph for the BiG-AMP algorithm with toy-problem
parameters M = 3, N = 2, and T = 4. Variable and factor nodes are
represented by hollow circles and solid squares, respectively.
and
pxn,t|Y (xn,t|Y) =
pxn,t(xn,t)N (xn,t; rˆn,t, ν
(r)
n,t)∫
pxn,t(xn,t)N (xn,t; rˆn,t, ν
(r)
n,t)dxn,t
(20)
where the parameters qˆm,n, ν
(q)
m,n, rˆn,t, ν
(r)
n,t are iteratively up-
dated. For completeness, the BiG-AMP algorithm is sum-
marized in Table II. A brief explanation of the algorithm is
provided in the following.
In the initialization, we compute the means and vari-
ances of {hm,n, xn,t} according to the prior distributions
{phm,n(hm,n)} and {pxn,t(xn,t)}. In (A1)-(A2) of Table I, the
messages from the variable nodes {hm,n, xn,t} to the factor
nodes {fm,t} are accumulated to obtain an estimate of HX
with means {w¯m,t(l)} and variances {ν¯wm,t(l)}. In (A3)-(A4),
in order to calculate the output messages of factor nodes
{fm,t}, the Onsager correction [28] is applied to generate the
adjusted means {wˆm,t(l)} and variances {νwm,t(l)}. In (A5)-
(A12), the Onsager corrected means and variances are used to
generate messages that passed from the factor nodes {fm,t}
to the variable nodes {hm,n, xn,t}. Specifically, for each
hm,n, a mean qˆm,n(l) and the corresponding variance ν
q
m,n(l)
are computed, while for each xn,t, a mean rˆn,t(l) and the
corresponding variance νrn,t(l) are computed. Then, in (A13)-
(A14), each pair of qˆm,n(l) and ν
q
m,n(l) are merged with the
prior distribution phm,n(hm,n) to produce the posterior mean
hˆm,n and variance ν
h
m,n, where the expectation is taken with
respect to the distribution (19). A similar process is performed
on each xn,t in (A15)-(A16), where the expectation is taken
with respect to the distribution (20). Finally, in (A17)-(A18),
the BiG-AMP algorithm outputs the estimated distributions
{pˆhm,n(hm,n)} and {pˆxn,t(xn,t)}. Note that though not in-
cluded in Table II, adaptive damping is required to ensure
the convergence of the BiG-AMP algorithm. We refer the
6TABLE II
BIG-AMP ALGORITHM
Input: Y, prior distributions {phm,n} and {pxn,t}.
Initialization: ∀m,n, t, hm,n randomly generated from phm,n , ν
h
m,n(1)
= β¯, xˆn,t(1) = Ex, ν
x
n,t(1) = σ
2
x, ν
x
n,t(1) = σ
2
x, and sˆm,t(0) = 0.
for k = 1, 2, · · · ,Kmax (outer iteration)
for l = 1, 2, · · · , Lmax (inner iteration)
∀m,n: ν¯wm,t(l) =
∑N
n=1
[
|hˆm,n(l)|
2νxn,t(l) + |xˆn,t(l)|
2νhm,n(l)
+νhm,n(l)ν
x
n,t(l)
]
(A1)
∀m, t: w¯m,t(l) =
∑N
n=1 hˆm,n(l)xˆn,t(l) (A2)
∀m, t: νwm,t(l) = ν¯
w
m,t(l)−
∑N
n=1 ν
h
m,n(l)ν
x
n,t(l) (A3)
∀m, t: wˆm,t(l) = w¯m,t(l)− sˆm,t(l − 1)ν
w
m,t(l) (A4)
∀m, t: νzm,t(l) = ν¯
w
m,t(l)σ
2
[
ν¯wm,t(l) + σ
2
]
−1
(A5)
∀m, t: zˆm,t(l) = ν¯
w
m,t(l)
[
ym,t − wˆm,t(l)
][
ν¯wm,t(l) + σ
2
]
−1
+ wˆm,t(l) (A6)
∀m, t: νsm,t(l) =
[
1− νzm,t(l)/ν¯
w
m,t(l)
]
/ν¯wm,t(l) (A7)
∀m, t: sˆm,t(l) =
[
zˆm,t(l)− wˆm,t(l)
]
/ν¯wm,t(l) (A8)
∀m,n: νqm,n(l) =
[∑T
t=1 |xˆn,t(l)|
2νsm,t(l)
]
−1
(A9)
∀m,n: qˆm,n(l) = hˆm,n(l)
[
1− νqm,n(l)
∑T
t=1 ν
x
n,t(l)ν
s
m,t(l)
]
+νqm,n(l)
∑T
t=1 xˆ
∗
n,t(l)sˆm,t(l) (A10)
∀n, t: νrn,t(l) =
[∑M
m=1 |hˆm,n(l)|
2νsm,t(l)
]
−1
(A11)
∀n, t: rˆn,t(l) = xˆn,t(l)
[
1− νrn,t(l)
∑M
m=1 ν
h
m,n(l)ν
s
m,t(l)
]
+νrn,t(l)
∑M
m=1 hˆ
∗
m,n(l)sˆm,t(l) (A12)
∀m,n: hˆm,n(l + 1) = Ephm,n|Y
[
hm,n|qˆm,n(l), ν
q
m,n(l)
]
(A13)
∀m,n: νhm,n(l + 1) = Ephm,n|Y
[
|hm,n−hˆm,n(l + 1)|
2
∣∣qˆm,n(l), νqm,n(l)
]
(A14)
∀n, t: xˆn,t(l + 1) = Epxn,t|Y
[
xn,t|rˆn,t(l), ν
r
n,t(l)
]
(A15)
∀n, t: νxn,t(l + 1) = Epxn,t|Y
[
|xn,t−xˆn,t(l + 1)|
2
∣∣rˆn,t(l), νrn,t(l)
]
(A16)
If
∑M
m=1
∑T
t=1 |w¯m,t(l)−w¯m,t(l+1)|
2<κ
∑M
m=1
∑T
t=1 |w¯m,t(l)|
2, stop
End
∀m,n, t, hˆm,n(1) = hˆm,n(l + 1), ν
h
m,n(1) = ν
h
m,n(l + 1), xˆn,t(1) = Ex,
νxn,t(1) = σ
2
x
.
End
Output:
∀m,n: pˆhm,n(hm,n) ∝ phm,n(hm,n)N
(
hm,n; qˆm,n(l), ν
(q)
m,n(l)
)
(A17)
∀n, t: pˆxn,t(xn,t) ∝ pxn,t(xn,t)N
(
xn,t; rˆn,t(l), ν
(r)
n,t(l)
)
(A18)
interested readers to [24] for details.
For the input of the BiG-AMP algorithm, we set the prior
distribution of each xn,t to be
pxn,t(xn,t) = (1− γ)δ(x) +
γ
|X |
δ(x− xn,t), (21)
which gives the same distribution as (11). Since the BS
does not know the identities of the active users, the prior
distribution of each hm,n is set to be CN (0, β¯), where
β¯ =
∑U
i=1 βi/U is the average path-loss and shadowing
component of all users in the system.
C. Packet Recovery and Data Decoding
In this subsection, we describe the ambiguity elimination,
the packet recovery, and the data decoding procedure based
on the output of the BiG-AMP algorithm.
The estimation problem (17) suffers from permutation and
phase ambiguities [29], which should be handled appropri-
ately before packet recovery. Specifically, the distribution (16)
is invariant to row permutation and certain phase shift of X.
For the modulation alphabet X , we define
SX = {a : ax ∈ X , ∀x ∈ X}. (22)
That is, for any x ∈ X and a ∈ SX , ax is still contained
in X . Let Σ be a diagonal matrix with the entries selected
from SX , and Π be an arbitrary permutation matrix. Then
the ambiguities can be seen from the fact that, if (Hˆ, Xˆ) is
a solution to (17), (H,X) = (HˆΠ−1Σ−1,ΣΠXˆ) is also a
valid solution to (17).
Note that the permutation ambiguity does not affect the
packet recovery. The reason is that the user identity infor-
mation is contained in each packet, and therefore given any
row-permutated matrix of X, we can still recover all the user
packets and identify their transmitters. The phase ambiguity
can be eliminated by exploiting the first non-zero symbol in
each packet, which is fixed to be x0. Specifically, we first
generate an estimate of each xn,t as
xˆ
(s)
n,t =
{
Exn,t [xn,t],
∣∣Exn,t [xn,t]∣∣ ≥ ǫ
0, otherwise
(23)
where the expectation is taken with respect to the output
distribution pˆxn,t(xn,t) of the BiG-AMP algorithm. Note that
in (23) we estimate an entry to be zero if its expectation
is smaller than a threshold ǫ. Then for each n, we scale
{xˆ
(s)
n,t}
T
t=1 such that the first non-zero entry is estimated to
be x0 exactly, i.e.
xˆ
(c)
n,t =
x0xˆ
(s)
n,t
xˆ
(s)
n,τˆn
, t = 1, 2, · · · , T (24)
where
τˆn = min{t : xˆ
(s)
n,t 6= 0} (25)
is the estimated index of the first non-zero entry in the n-row.
In this way, the phase ambiguity is eliminated.
Finally, we perform a hard decision on each xn,t as
xˆ
(h)
n,t =

argminx∈X
∣∣∣xˆ(c)n,t − x∣∣∣2 , xˆ(c)n,t 6= 0
0, otherwise
(26)
for t = 1, 2, · · · , T , n = 1, 2, · · · , N . The transmitted packets
are estimated to be
cˆn =
(
xˆ
(h)
n,1, xˆ
(h)
n,2, · · · , xˆ
(h)
n,T
)T
, n = 1, 2, · · · , N. (27)
To decode the user data, we eliminate the first non-zero
symbol in each cˆn, yielding cˆ
′
n. We then decode cˆ
′
n according
to codebook C. Specifically, if cˆ′n is not a codeword in C,
decoding failure is declared. Otherwise, we can recover the
binary data stream bi of each active user. The active users can
be identified by inspecting the first ⌈log2 U⌉ bits of each bi,
while the remaining bits of bi carry the desired information
from the transmitting user.
IV. SSL-MUD FOR NON-TIME-SLOTTED GRANT-FREE
MADMA
In this section, we develop the SSL-MUD for the non-
time-slotted grant-free MaDMA. In non-time-slotted grant-
free MaDMA, since the user packets are not align into time
slots, we can not directly factorize the received signal in
the form of (13). In SSL-MUD, we introduce a sliding-
window-based detection framework. We note that within a
relatively long time window, the received signal at the BS
can be factorize as the product of an effective channel matrix
and an effective signal matrix, where the effective signal
matrix naturally exhibits a structured sparsity. Exploiting this
structured sparsity, we put forth a message passing based
7algorithm, termed Turbo-BiG-AMP, to recover the packets
that completely fall in the considered window. In this way,
the BS can recover all the user packets over a continuously
moving time window.
A. Sliding-Window Framework
Different from RSL-MUD, in SSL-MUD we do not require
users to transmit sparse packets. The transmitted symbols
of active users are simply generated from a modulation
constellation X ′ with 0 6∈ X ′. Each packet carries the identity
and the source information of the transmitting user. Further,
as in RSL-MUD, the first symbol of each packet is set to be
a fixed constellation point x′0 ∈ X
′, so as to eliminate the
phase ambiguity in packet recovery.
Consider an arbitrary observation window [t0, t0 + T
′)
lasting T ′ symbol durations with T ′ > L. For each user packet
c
(j)
i , we define
c˜
(j)
i,t =
{
c
(j)
i (t− t
(j)
i + 1), t
(i)
j ≤ t < t
(i)
j + L
0, otherwise
(28)
and let
x
(j)
i =
[
c˜
(j)
i,t0
, c˜
(j)
i,t0+1
, · · · , c˜
(j)
i,t0+T ′−1
]T
∈ CT
′×1 (29)
be the portion of packet c
(j)
i fallen into the observation
window. Then the received signal matrix at the BS during
the observation window is
Yt0 = [yt0 , · · · ,yt0+T ′−1]
=
∑
(i,j):i∈IU
j>0
h
(j)
i
(
x
(j)
i
)T
+Wt0 ∈ C
M×T ′ (30)
where
Wt0 = [wt0 ,wt0+1, · · · ,wt0+T ′−1] ∈ C
M×T ′ . (31)
As illustrated in Fig. 5, a particular packet c
(j)
i may be out
of the window, within the window, or across the boundary
of the window, resulting in different patterns of x
(j)
i . Further,
due to the random transmission of user packets, only a small
number of “active” packets appear in the observation window
[t0, t0+T
′). Most of the packets are out of the window with
the corresponding x
(j)
i = 0. Therefore, for the observation
window, it suffices to consider the packets with x
(j)
i 6= 0.
Define a set of index pairs corresponding to all the active
packets by
At0 ,
{
(i, j) : t0 − L+ 1 ≤ t
(j)
i < t0 + T
′
}
. (32)
For any (i, j) ∈ At0 , user i transmits either the whole packet
c
(j)
i or a portion of c
(j)
i during the observation window. De-
note by (ia, ja) the a-th element of At0 for a = 1, · · · , Nt0 ,
where Nt0 , |At0 | is the number of active packets in the
observation window, assumed to be known at the BS. Then
we rewrite (30) as
Yt0 = Ht0Xt0 +Wt0 (33)
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Fig. 5. An example of packets transmitted in the non-time-slotted grant-free
MaDMA. Although 5 users transmit 7 packets in total, only 4 packets, i.e.,
c
(1)
1 , c
(2)
1 , c
(1)
2 , c
(1)
5 , are active in the observation window [t0, t0+T
′), and
the effective transmitted signal Xt0 has 4 rows. Further, user 1 has 2 active
packets, corresponding to 2 different rows in Xt0 .
where
Ht0 =
[
h
(j1)
i1
, · · · ,h
(jNt0
)
iNt0
]
∈ CM×Nt0 (34)
and
Xt0 =
[(
x
(j1)
i1
)
, · · · ,
(
x
(jNt0
)
iNt0
)]T
∈ CNt0×T
′
(35)
are the effective channel and transmitted signal during the
observation window, respectively. The columns of Ht0 are
the channel vectors corresponding to different active packets,
and hence are independent of each other. The rows of Xt0
contain all the active packets that appear in the observation
window. Based on whether a packet is within the window or
across the boundary of the window, we categorize the packets
in At0 into three types:
• Type I: packet c(j)i is within the observation window,
i.e., t0 ≤ t
(j)
i ≤ t0 + T
′ − L;
• Type II: packet c(j)i crosses the left boundary of the
observation window, i.e., t0 − L+ 1 ≤ t
(j)
i < t0;
• Type III: packet c(j)i crosses the right boundary of the
observation window, i.e., t0 + T
′ − L < t(j)i < t0 + T
′.
An example of Xt0 and the three types of packets are shown
in Fig. 5. Since each row of Xt0 corresponds to one packet
and has at most L non-zero entries, the ratio of non-zero
entries of Xt0 is upper bounded by L/T
′. As a result, the
effective signal Xt0 is essentially sparse, provided that T
′ is
sufficiently greater than the packet length L.
For a particular observation window [t0, t0 + T
′), the BS
aims to jointly estimate Ht0 and Xt0 based on Yt0 in (33).
Once Xt0 is estimated, the BS is able to recover all the type-I
packets. Based on this idea, we introduce a sliding-window-
detection framework described as follows. The BS generates a
sequence of observation windows {[tk, tk + T ′)}k∈Z+ where
tk =
{
0, k = 1
tk−1 +∆t, k ≥ 2.
(36)
This sequence can be seen as a sliding window with window
size T ′ and step size ∆t. Note that for T ′ > L, any two
8consecutive observation windows have an intersection of T ′−
∆t symbol intervals. It can be verified that if ∆t < T ′ − L,
for each packet c
(j)
i , there exists at least one k ∈ Z+ such
that c
(j)
i is a type-I packet of observation window [tk, tk +
T ′). In SSL-MUD, the BS successively estimates the effective
transmitted signal Xtk and decodes all the type-I packets for
each observation window [tk, tk + T
′). In this way, the BS
eventually recovers all the packets transmitted by the users.
B. Joint Estimation at BS
In SSL-MUD, the BS jointly estimates the effective channel
Htk and the transmitted signal Xtk for each observation
window [tk, tk+T
′). In the following, we focus on an arbitrary
window [tk, tk+T
′) and omit the subscript tk in the relevant
variables to simplify notation.
Consider the problem of estimating both H ∈ CM×N and
X ∈ CN×T
′
from the noisy observation
Y = HX+W ∈ CM×T
′
(37)
where H is the effective channel, X is the effective transmit-
ted signal, andW is the AWGN noise matrix. Although (37)
has the same form as (13), there is a significant difference
between the joint estimation of (H,X) in RSL-MUD and
SSL-MUD. In RSL-MUD, the entries in the sparse signal
matrix are independent. However, in SSL-MUD, the sparsity
in the effective transmitted signal X is highly structured. That
is, each row ofX corresponds to only one active packet in the
observation window, and hence the non-zero entries of each
row are clustered to form a block with length no greater than
L, as illustrated in Fig. 5.
We put forth a joint estimation algorithm, termed Turbo-
BiG-AMP, to exploit the structured sparsity in X. The Turbo-
BiG-AMP algorithm partitions the factor graph of the joint
estimation problem into two subgraphs, as shown in Fig. 6.
Subgraph (a), referred to as the bilinear subgraph, is similar
to Fig. 4 and models the bilinear constraint (37). Subgraph
(b), referred to as the structured sparsity subgraph, models
the structured sparsity in X. As in RSL-MUD, the inference
problem on the bilinear subgraph is solved by the BiG-AMP
algorithm. For the structured sparsity subgraph, we refine
the estimate on X by inferring the packet locations, i.e., the
locations of non-zero entries in X. The inferences on the two
subgraphs are performed iteratively until convergence, and the
algorithm outputs a final estimate of X.
C. Structured Sparsity Learning
In this subsection, we describe the inference on the packet
locations based on the structured sparsity subgraph.
To model the structured sparsity in X, we introduce an
auxiliary matrix D ∈ {0, 1}N×T
′
to indicate whether the
entries in X are non-zero. Specifically, we let
px|d(xn,t|dn,t)=
{
δ(xn,t), dn,t=0
p′x(xn,t), dn,t=1
(38)
where p′x(xn,t) =
1
|X ′|
∑
x∈X ′ δ(x − xn,t) is the prior distri-
bution of the transmitted symbol of an active user. That is,
m
n
n
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Fig. 6. The factor graph for the Turbo-BiG-AMP algorithm with toy-problem
parameters M = 3, N = 2, and T ′ = 4. Variable and factor nodes
are represented by hollow circles and solid squares, respectively. Subgraph
(a) models the bilinear constraint, and subgraph (b) models the structured
sparsity.
dn,t = 1 indicates xn,t 6= 0 and dn,t = 0 indicates xn,t = 0.
Recall that each row of X corresponds to an active packet
in the observation window. For the n-th row of X, let ∆tn
be the index difference between the first symbol interval of
the corresponding packet and the first symbol interval of the
observation window. Then, we have
− L+ 1 ≤ ∆tn ≤ T
′ − 1, ∀1 ≤ n ≤ N (39)
Note that an entry of X is non-zero if it is in an active
packet, and is zero otherwise. This implies that for any
n ∈ {1, · · · , N}, {dn,t}
T ′
t=1 are constrained by
dn,t =
{
1, max{∆tn + 1, 1} ≤ t ≤ min{∆tn + L, T ′}
0, otherwise.
(40)
The constraint (40) is modeled as factor nodes {en} in the
structured sparsity subgraph.
The inference on the structured sparsity subgraph is per-
formed by message passing. Let Φab (·) represent the mes-
sage passed from node a to node b, and assume that all
the messages are scaled to be valid pdfs (for continuous
random variables) or probability mass functions (for discrete
random variables). First, the variable nodes {dn,t}T
′
t=1 pass
their likelihoods to each factor node en. For each 1 ≤ t ≤ T ′,
the distribution of ∆tn conditioned on {dn,t′}T
′
t′=1\{dn,t} is
computed as
p
(t)
∆tn
(∆tn) ∝
max{∆tn+1,1}−1∏
t′=1
t′ 6=t
Φ
dn,t′
en (0)×
min{∆tn+L,T ′}∏
t′=max{∆tn+1,1}
t′ 6=t
Φ
dn,t′
en (1)
×
T ′∏
t′=min{∆tn+L,T ′}+1
t′ 6=t
Φ
dn,t′
en (0). (41)
9The message passed from en to each dn,t is given by
Φen
dn,t
(1) =
t−1∑
∆tn=t−L
p
(t)
∆tn
(∆tn) (42a)
Φen
dn,t
(0) = 1− Φen
dn,t
(1). (42b)
The distribution (42) can be seen as the conditional distribu-
tion of dn,t given {dn,t′}T
′
t′=1\{dn,t}, which is the inference
result on the structured sparsity subgraph.
D. Turbo-BiG-AMP Algorithm
In this subsection, we present the overall Turbo-BiG-AMP
algorithm. As shown in Fig. 6, we introduce factor nodes
{gn,t} to model the dependency between {xn,t} and {dn,t},
i.e., (38). Based on the dependency, the messages can be
exchanged between subgraphs.
1) Messages from bilinear subgraph to structured spar-
sity subgraph: Note that the BiG-AMP algorithm is used
to perform inference on the bilinear subgraph. As shown
in Table II, the BiG-AMP algorithm outputs an estimated
distribution pˆxn,t(xn,t) for each variable node xn,t. The output
distribution is directly passed to the factor node gn,t, i.e.,
Φ
xn,t
gn,t(xn,t) = pˆxn,t(xn,t). Then the message passed from gn,t
to dn,t is given by
Φ
gn,t
dn,t
(1) =
∫
x 6=0
Φxn,tgn,t(x)dx, Φ
gn,t
dn,t
(0) = 1− Φ
gn,t
dn,t
(1).
(43)
The message in (43) is used in the inference on the structured
sparsity subgraph as the output message of each dn,t.
2) Messages from structured sparsity subgraph to bilinear
subgraph: As shown in Section IV-C, the inference on the
structured sparsity subgraph outputs a distribution Φen
dn,t
(dn,t)
for each dn,t, given in (42). Then, each dn,t passes Φ
en
dn,t
(dn,t)
to gn,t directly. Based on the dependency in (38), we have
Φ
gn,t
xn,t (xn,t) = Φ
en
dn,t
(0)δ(xn,t) + Φ
en
dn,t
(1)p′
x
(xn,t). (44)
Then we merge Φ
gn,t
xn,t (xn,t) and pxn,t(xn,t) to generate a new
prior on xn,t, given by
Φ
xn,t
fm,t
(xn,t) ∝ Φ
gn,t
xn,t (xn,t)pxn,t(xn,t). (45)
The distribution Φ
xn,t
fm,t
(xn,t) will be used as the new prior of
xn,t in the following BiG-AMP iterations.
The whole procedure of the Turbo-BiG-AMP algorithm is
summarized in Table III. In the initialization step, the prior
distribution of {xn,t} is given by
pxn,t(xn,t) = (1− γ
′)δ(xn,t) +
γ′
|X ′|
∑
x∈X ′
δ(xn,t − x) (46)
where
γ′ =
(2T ′ + L− 1)L
2(L+ T ′ − 1)T ′
(47)
is the estimated sparsity level of X. As in RSL-MUD, the
prior distribution phm,n(hm,n) is set to be CN (0, β¯). Further,
note that the BiG-AMP algorithm is based on loopy belief
propagation and requires multiple iterations to converge, while
the structured sparsity subgraph is loop-free and the inference
TABLE III
TURBO-BIG-AMP ALGORITHM
Input: Y, prior distributions {phm,n} and {pxn,t}.
Initialization: Initialize the BiG-AMP Algorithm
for k = 1, 2, · · · ,Kmax (outer iteration)
for j = 1, 2, · · · , Jmax (inner iteration)
Run BiG-AMP inner iterations for Lmax times (B1)
∀n, t: set Φ
xn,t
gn,t(xn,t) = pˆxn,t(xn,t) (B2)
∀n, t: compute Φ
gn,t
dn,t
(dn,t) via (43) (B3)
∀n, t: compute Φen
dn,t
(dn,t) via (42) (B4)
∀n, t: compute Φ
gn,t
xn,t (xn,t) via (44) (B5)
∀n, t: compute Φ
xn,t
fm,t
(xn,t) via (45) (B6)
Replace the prior distribution of xn,t by Φ
xn,t
fm,t
(xn,t) in the
following BiG-AMP inner iterations.
End
Re-initialize BiG-AMP algorithm for the next outer iteration,
with the prior distribution of xn,t replaced by Φ
xn,t
fm,t
(xn,t)
End
Output:
∀m,n: p˜hm,n(hm,n) ∝ phm,n(hm,n)N
(
hm,n; qˆm,n(l), ν
(q)
m,n(l)
)
(B7)
∀n, t: p˜xn,t(xn,t) ∝ Φ
gn,t
xn,t (xn,t)pxn,t(xn,t)N
(
xn,t; rˆn,t(l), ν
(r)
n,t(l)
)
(B8)
will converge in one iteration. Therefore, we schedule the
message passing as follows: the inference on the structured
sparsity subgraph is performed once after every Lmax inner
iterations of the BiG-AMP algorithm.
E. Packet Recovery
Based on the output of Turbo-BiG-AMP algorithm, the BS
can recover all the type-I packets in the observation window.
1) Packet Positioning: We first determine the locations of
non-zero entries inX for each type-I packet. If the n-th row of
X corresponds to a type-I packet, it has exactly L consecutive
non-zero entries. In other words, ∆tn defined in Section IV-C
satisfies
0 ≤ ∆tn ≤ T
′ − L, ∀1 ≤ n ≤ N (48)
To estimate ∆tn, we first compute the distribution of dn,t as
p˜dn,t(1) =
∫
x 6=0
p˜xn,t(xn,t)dx, p˜dn,t(0) = p˜dn,t(1). (49)
where p˜xn,t(xn,t) is the output of the Turbo-BiG-AMP al-
gorithm. Subsequently, we compute the distribution of ∆tn
conditioned on {dn,t}T
′
t=1 as
p˜∆tn(∆tn) ∝
max{∆tn+1,1}−1∏
t=1
p˜dn,t(0)×
min{∆tn+L,T ′}∏
t=max{∆tn+1,1}
p˜dn,t(1)
×
T ′∏
t=min{∆tn+L,T ′}+1
p˜dn,t(0). (50)
Then the estimated ∆tn is given by
∆tˆn = argmax
−L+1≤∆tn≤T ′−1
p˜∆tn(∆tn). (51)
The indexes of the rows corresponding to type-I packets are
Nˆ = {n : 1 ≤ n ≤ N, 0 ≤ ∆tˆn ≤ T
′ − L}. (52)
2) Phase Ambiguity Elimination: As in RSL-MUD, the
estimation of X suffers from permutation and phase ambi-
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guities. The permutation ambiguity does not affect the packet
recovery, because given any row-permutated matrix of X, we
can still obtain all the type-I packets by inspecting the non-
zero entries. The phase ambiguity should be eliminated in the
packet recovery procedure.
Recall that for each packet, the first symbol is fixed to be
x′0. For each n ∈ Nˆ , we generate a soft estimate of xn,t as
xˆ
(s)
n,t=
x′0Exn,t [xn,t]
Exn,∆tˆn+1 [xn,∆tˆn+1]
, t=∆tˆn+1, · · · ,∆tˆn+L. (53)
where the expectations are taken with respect to the output
distribution p˜xn,t(xn,t) of the Turbo-BiG-AMP algorithm. In
(53), the first symbol of each packet is estimated to be x′0,
i.e., xˆ
(s)
n,∆tˆn+1
= x′0, and therefore the phase ambiguity is
eliminated.
Finally, we perform hard decision on each xn,t as
xˆ
(h)
n,t=argmin
x∈X ′
∣∣xˆ(s)n,t−x∣∣2, t = ∆tˆn+1, · · · ,∆tˆn+L. (54)
The type-I packets are then decided to be
cˆn =
(
xˆ
(h)
n,∆tˆ+1
, xˆ
(h)
n,∆tˆ+2
, · · · , xˆ
(h)
n,∆tˆ+L
)T
, n ∈ Nˆ . (55)
The identity of the transmitting user can be extracted from
each recovered packet.
V. SIMULATION RESULTS
In this section, we present simulation results to evaluate the
performance of the RSL-MUD and SSL-MUD schemes. In
simulations, we set the number of users U = 200, the power
budget P = 1, and the path-loss and shadowing components
β1 = · · · = βU = 1. The modulation constellation X and X ′
are both QPSK constellation, i.e., X = X ′ =
{
±
√
2
2 ±
√
2
2 i
}
.
All the simulation results presented in this section are obtained
by averaging over 100,000 user packets.
A. RSL-MUD
In this subsection, we examined the performance of the
RSL-MUD scheme for the time-slotted grant-free MaDMA
system. For the BiG-AMP algorithm used in RSL-MUD, we
set Mmax = 10, Lmax = 100, and κ = 10
−4. For each time
slot, BiG-AMP is run for 25 random initializations, and each
user packet is considered successfully decoded if it is perfectly
recovered in any of the 25 trials.
As stated in Section III, RSL-MUD detects the user packets
by exploiting the random sparsity of the signal matrix. It is
hence interesting to numerically explore the tradeoff between
the system throughput and the sparsity level of the user
signals. In particular, we say that RSL-MUD is able to support
N active users under sparsity level γ if the packet error rate
(PER) is no greater than 10−2. Fig. 7 (a) shows the maximum
numbers of active users that can be supported by RSL-MUD
under different sparsity levels. We set the number of received
antennas M = 40, the length of the time slot T = 256,
and the signal-to-noise ratio (SNR) P/σ2 = 20dB. We see
that the maximum N is a monotonically decreasing function
of the sparsity level γ. That is, the sparser the user signals,
Fig. 7. For SNR level P/σ2 = 20dB, (a) The phase transition graph of the
RSL-MUD scheme with respect to the sparsity level γ and the number of
active users N ; (b) The maximum throughput of the RSL-MUD scheme for
different sparsity levels. The other system parameters are set as M = 40,
T = 256.
the more the active users that can be supported. However, this
does not imply monotonicity of the system throughput against
sparsity level γ, since the increase of sparsity in signaling
reduces the information rate of each user. In Fig. 7 (b), we plot
the supportable throughput2 of RSL-MUD with respect to the
sparsity level. It is observed that the supportable throughput
is not monotonic with respect to the sparsity level γ, and
achieves its maximum with γ around 0.2.
Subsequently, we compare the PER performance of RSL-
MUD with that of the conventional training-based MUD
schemes [19]–[21]. In both schemes, we set M = 40 and
T = 256. For RSL-MUD, we simulate two system setups with
(N, γ) = (40, 0.25) and (60, 0.15). For training-based MUD,
we set N = 40. Note that in training-based MUD, each time
slot is divided into two phases. In the first phase, 100 pilot
symbols are transmitted by each active user, and the BS jointly
estimates the user activity state and the CSI by a state-of-
the-art CS approach called generalized approximate message
passing (GAMP) [30]. In the second phase, the active users
transmit QPSK modulated signals3, and the signal detection
at the BS is carried out by LMMSE and sphere decoding [31]
(with initial searching radius set to 25), respectively. Note that
the number of pilot symbols is chosen to ensure a reasonable
accuracy of channel estimation, so as to facilitate the signal
detection in the second phase. For a fair comparison, in the
2The throughput is defined as the effective rate of information bits
(excluding the overhead for the reference symbols and the user identity)
transmitted to the BS, computed by
Throughput =
N [⌊(T − 1)Hγ⌋ − ⌈log2 U⌉]
T
. (56)
where Hγ , defined in (12), is the information carried by each symbol, and
⌈log2 U⌉ is the number of bits used for user identity.
3In training-based MUD, user packets are not sparse, and therefore each
packet symbol carries more information than that in RSL-MUD. However, for
training-based MUD, a portion of symbols in each packet are used as pilot. In
the simulations, system parameters are carefully chosen so that throughputs
of RSL-MUD and training-based MUD are close to each other.
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Fig. 8. PER comparison between RSL-MUD and training-based MUD. For
RSL-MUD, we set M = 40, T = 256, (N, γ) = (40, 0.25) and (60, 0.15).
For training-based MUD, we set N = 40. In training-based MUD, the first
100 symbols of each user packet are used as pilot in the first phase, while in
the second phase user signals are decoded by sphere decoding and LMMSE,
respectively. For RSL-MUD with (N, γ) = (40, 0.25) and (60, 0.15), the
throughputs are 51.05 and 52.59 bits per symbol, respectively. For training-
based MUD, the throughput is 48.75 bits per symbol.
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Fig. 9. PER comparison between SSL-MUD and the two baseline schemes
for system settings λ = 1/2000, M = 30 and 40 respectively.
above settings the throughput of RSL-MUD is no less than
that of training-based MUD.
Fig. 8 shows the PER results of RSL-MUD and training-
based MUD with respect to the SNR. We see that for
(N, γ) = (40, 0.25), RSL-MUD achieves a PER of 10−2 for
SNR around 13.5dB, and outperforms training-based MUD
with sphere decoding by 7dB. We also see that training-based
MUD with LMMSE fails to achieve PER lower than 10−2 in
the considered range of SNR. Further, for (N, γ) = (60, 0.15),
RSL-MUD has a PER gain of 2dB compared with (N, γ) =
(40, 0.25). This implies that by appropriately choosing N and
γ, RSL-MUD can achieve a better PER performance without
degrading the throughput.
B. SSL-MUD
In this subsection, we present simulation results of the SSL-
MUD scheme for the non-time-slotted grant-free MaDMA
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Fig. 10. PER comparison between SSL-MUD and the two baseline schemes
for system settings M = 40, λ = 1/2000 and 1/1600, respectively. For
λ = 1/2000, the average and the maximum values of N are 30.8 and 54,
respectively. For λ = 1/1600, the average and the maximum values of N
are 38.4 and 66, respectively.
system. We set the length of user packet L = 64. The size and
the step size of the sliding window are given by T ′ = 256
and ∆t = 64, respectively. The data packets of each user
are generated according to a Poisson point process with rate
λ. For each user, the guard period between two consecutive
packets is set to 64 symbol intervals. Note that a packet is
considered successfully decoded if it is perfectly recovered
(as a type-I packet) in any observation window. For each
observation window, the Turbo-BiGAMP-AMP algorithm is
run for only one trial. Parameters of Turbo-BiG-AMP are set
as Kmax = 20, Lmax = 100, Jmax = 2, and κ = 10
−4.
The prior works mostly assume time-slotted transmission,
and hence it is not convenient to compare their performance
with that of SSL-MUD. For comparison, we introduce a
heuristic CS based approach based on the ideas in [8]–[11].
In this heuristic approach, we assume that the BS perfectly
knows the channel H in each observation window. Then
the problem of estimating X from (37) can be solved by
conventional CS approaches such as GAMP. In the simula-
tions, we refer to this approach as “CSI-GAMP”. Further,
we include a comparison with a widely used benchmark in
the prior works [9]–[11], termed Oracle LMMSE, in which
the LMMSE estimation is performed under the assumption of
perfect knowledge of CSI and user activity state, i.e., the full
matrix H and the locations of non-zero entries in X. Note
that Oracle LMMSE is more idealized than CSI-GAMP since
the latter does not know the user activity state.
Fig. 9 investigates the PER performance of SSL-MUD and
the two baseline schemes for λ = 1/2000, M = 30 and 40,
respectively. We see that SSL-MUD significantly outperforms
CSI-GAMP, even though the latter assumes prior knowledge
of CSI. This is because the conventional CS solvers such as
GAMP assume that the sparse representation X consists of
i.i.d. entries, while in the non-time-slotted grant-free MaDMA
system the sparsity in X is highly structured. We also see
that SSL-MUD achieves a PER comparable to that of Oracle
LMMSE, and even outperforms Oracle LMMSE in the rela-
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tively high SNR regime for M = 40. This implies that the
structured sparsity in X, if appropriately exploited, can be
used to significantly reduce the overhead for the acquisition
of user activity state and CSI.
Fig. 10 provides the PER comparison for M = 40, λ =
1/2000 and 1/1600, respectively. Intuitively, a greater user
activity rate reduces the sparsity inX, increases the number of
active packetN in each observation window, and hence results
in a worse PER performance. In the simulations, we observe
that for λ = 1/2000, the average and the maximum values
of N are 30.8 and 54, respectively, while for λ = 1/1600,
the average and the maximum values of N are 38.4 and 66,
respectively. Fig. 10 shows that under different user activity
rates, SSL-MUD still achieves a performance comparable to
that of Oracle LMMSE, and significantly outperforms CSI-
GAMP.
VI. CONCLUSION
In this work, we developed two MUD schemes, namely
RSL-MUD and SSL-MUD, for the time-slotted and non-
time-slotted grant-free MaDMA systems, respectively. By
exploiting the random sparsity (for time-slotted grant-free
MaDMA) and the structured sparsity (for non-time-slotted
grant-free MaDMA) of the user signals, the BS can re-
cover the user activity state, the channel, and the user data
through message-passing algorithms in a single phase without
requiring pilot signals. Simulation results demonstrate that
both RSL-MUD and SSL-MUD significantly outperform their
counterpart schemes in the literature.
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