We incorporate spatial random effects into our model that allow for spatially structured extra-Poisson variability. If residual non-spatially structured variability arises, we can incorporate this overdispersion in the regression model in several different ways. In Section 3.3, we suggest estimating an overdispersion parameter φ to account for nonspatial variability. This method uses quasi-likelihood estimation, specifying the mean and variance of
areas (Web Table 1 ). With 64 areas, the quasi-Poisson model does not perform as well as the negative-binomial and random-intercept models. In this setting, we could improve somewhat upon the simulation results by using the random-intercept model (which is the 'correct model' in our simulation study). Convergence issues arose with the negative binomial model in our simulations, whereas the random-intercept model converges > 85% of the time. The quasi-Poisson model converges > 99% of the time in simulation.
Web Appendix B -Design of simulation study
To construct our datasets, we generate a continuous log-relative risk surface and a continuous log-population density surface using a Gaussian random field on a 512×512 pixel grid. The common spatial variability is induced by spatial log-relative risk surfaces ξ(s), generated from ξ ∼ GRF{0, σ 2 Σ(ν)}; similarly, the time-specific log-risk surfaces are generated from ξ t ∼ GRF{0, σ 2 t Σ(ν)}. We generate relatively smooth surfaces, choosing the correlation structure Σ t (ν) = Matern(0.3, 2) on a (0, 1) × (0, 1) grid (Web Figure 1 ). The population density surface is generated similarly, using a Matern(0.3,2) log-population density surface, but standardized to have a total population of ∼ 9.5 million people over the entire grid (similar to the data application).
We divide the grid into 64, 256, or 1024 square blocks (areas) and simulate data on this grid at two time points. In order to reflect the attributes of the motivating L.A. breast cancer dataset, the incidence p is 0.11 cases per 100 person-years. In the scenario with 1024 areas, the average number of cases and total population per area are 10 and 9,000, respectively; these values increase as the number of areas decreases, in order to maintain the same p throughout the analysis and to illustrate how the results change when level of aggregation of the data changes. We do not use age-specific disease rates in our simulation study; the expected number of cases in an area is crudely defined as the product of the disease incidence and the population size within an area.
We simulate a Poisson process with intensity λ ijt at each point location on the grid, where the log-intensity is (analogous to Model 3 in Section 4):
where s ijt is a point in area i at location j at time t, t = {0, 1}, and E ijt is the expected number of cases at time t in area i at point j.
Unless stated otherwise, the true parameter values in the simulation study are:
To assess type I error, we fix β xt = 0. The area-level covariates x it are generated from a Unif(0, 0.5) distribution, to reflect a poverty indicator such as percent of the population below poverty. Spatial random effects s ij and s ijt are generated from Gaussian processes as described above, such that the point-wise relative risk attributed to underlying spatial heterogeneity lies between 0.71 and 1.40 50% of the time and between 0.37 and 2.66 95% of the time.
The data generating mechanism in Equation 1 does not induce any residual overdispersion into the data. To assess the appropriate model for residual overdispersion (Web Appendix A and Web Table 1 ), we induce overdispersion in our data by introducing a covariate x O,it ∼ N (0, 0.2 2 ) into the data generating mechanism and omitting this covariate when fitting the model.
To obtain area-level population counts from the underlying population density data, we integrate over the density surface. Using the population density surface and log-relative risk from the above model, we generate an area-level case counts from a realization of the underlying Poisson process model with rate λ ijt at location i in area j at time t (Equation 1). We run 2,000 simulations for each scenario described.
We then model the area-level expected count µ it using Model 3:
where E it = N it p; N it is the population size in area i at time t; and the penalized spline terms are identical to those defined in Sections 3.2 and 4. We assume the underlying spatial surface follows a Gaussian process with an exponential correlation structure with ρ = 5 (note that we are misspecifying the correlation structure throughout the simulation study, as we generated data from a Matern correlation function; this misspecification did not affect our results). For settings with more than 64 areas, we fit a reduced-rank model with 100 knots spaced evenly across the grid to represent spatial heterogeneity. For the 64 area case, we use 64 knots. We account for residual overdispersion using the 'quasi-Poisson' model. Though we simulate our data assuming no residual overdispersion (except for the simulations in Web Table 1, which include residual overdispersion), we include an overdispersion parameter φ in all of the models we fit to investigate whether identifiability problems arise between spatial variance parameters and residual overdispersion parameters.
In the Los Angeles breast cancer incidence analysis, we are specifically interested in testing whether a covariate effect changes across time. Using the model in Equation 2, this corresponds to testing the null hypothesis H 0 : β xt = 0, and we focus on the parameter β xt throughout the simulation study.
Web Appendix C -Simulation study results
As a supplement to Section 5.2, which describes results of the simulation study, we provide Web Tables 1-6 displaying simulation results assessing various aspects of our model. Specifically, we assess the performance of the pql approximation procedure when data are sparse (Web Table 2 ). We also report the sensitivity of the model to choice of the range parameter (Web Table 3 ); the choice of the number of knots (Web Table 4 ); and the choice of the method used to model residual overdispersion (Web Table 1 the number of design points using data simulated on a non-regular, misaligned grid (Web Figure 3) . Results from the simulations using the non-regular, misaligned grid are in Web Tables 5 and 6 .
In Web Tables 5 and 6 , we examine the estimated area-level relative risks for different scenarios, by calculating the average mean-squared error for the area-level relative risk estimates:
R it andR it are the true and estimated area-level relative risks, respectively, for area i at time t and M is the number of areas.
In Web Table 6 , we assess whether the model is sensitive to the misspecification of the range parameter. When generating the data, we fix the range parameter in one set of simulations (using a Matern(0.3, 2) correlation structure on the (0, 1) × (0, 1) grid) and allow this parameter to change over time in another set (using 3 different correlation structures: Matern(0.3,2) for the shared spatial surface, Matern(0.1,2) and Matern(0.5, 2) surfaces for the time-specific spatial heterogeneity). In Web Table 6, we compare the fixed effects estimates and standard errors, as well as the average MSE, from these simulations. The MSE is lower when we fix the range parameter, but this result is likely an artifact of how we simulate the data. Specifically, when the range parameter changes across time, we generate data using a smaller range parameter at one time point than when the range parameter is fixed; the smaller range parameter results in a more heterogeneous simulated surface that is more difficult to predict, inflating the MSE. Web Table 2 : Determining sensitivity of the model to the sparseness of the data (quantified by the expected count in each region). We omit results from the E = 0.1, E = 0.5 settings from the 64 areas case and E = 0.1 from the 256 areas case, because data is sparse enough that some simulations had only 1 or 2 cases, resulting in unstable model estimates.
Range Parameter E(βxt) Web Table 6 : Comparing the performance of our model when the range parameter changes across time and when the range parameter is fixed over time, fitting a model which assumes the latter is true. Data is simulated on an irregular, misaligned grid, for the scenarios with 64 and 256 areas.
