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Aufgabenstellung
Zugangsmanagement fu¨r Wireless LAN
Realisieren Sie einen transparenten Zugang zum Campusnetz der TU Chem-
nitz und zum Internet fu¨r mobile Gera¨te. Dabei sollen verschiedene Nutzer-
klassen unterschieden und Sicherheitsprobleme beru¨cksichtigt werden. Die
Notwendigkeit von Eingriffen in die mobilen Gera¨te soll mo¨glichst gering
sein.
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Kapitel 1
Einfu¨hrung
Das Internet hat in den letzten Jahren sein exponentielles Wachstum fort-
gesetzt [1] und ist inzwischen zu einem Massenmedium geworden. Eine wei-
tere herausragende technische Entwicklung der letzten Zeit ist die breite
Verfu¨gbarkeit von mobilen Rechnern und Mobiltelefonen.
Wenn man diese Mo¨glichkeiten in Verbindung betrachtet, ist der Wunsch
nach einem Internetzugang fu¨r mobile Gera¨te naheliegend. Um die Anbin-
dung komfortabel zu gestalten, ist eine drahtlose Zugangstechnologie erfor-
derlich, zum Beispiel Infrarot oder Funk, wobei Infrarot allerdings nur fu¨r
kurze Strecken mit Sichtkontakt geeignet ist. Einige zur Datenu¨bertragung
geeignete Funktechnologien sind in Tabelle 1.1 aufgefu¨hrt.
Technologie Abk. Referenz
Global System for Mobile Communications GSM [2][3]
Universal Mobile Telecommunications System UMTS [3][4]
Digital Enhanced Cordless Telecommunication DECT [5][6]
Wireless Local Area Network WLAN [7][9]
Bluetooth [10][11]
Tabelle 1.1: Funk-Technologien zur Datenu¨bertragung
Im Rahmen einer Fo¨rderinitiative des Bundesministeriums fu¨r Bildung
und Forschung (BMBF) [12] wurde an der Technischen Universita¨t Chemnitz
eine Infrastruktur fu¨r Wireless LAN nach IEEE 802.11b [8] installiert. Fu¨r
den mobilen Netzzugang in Geba¨uden bietet Wireless LAN folgende Vorteile
gegenu¨ber anderen Funktechnologien:
• vergleichsweise hohe Bandbreite
• vertretbare Kosten fu¨r Infrastruktur und Ausru¨stung mobiler Gera¨te
• einfache Integration in bestehende Netzwerke auf Ethernet-Basis
8
9Bei der Einrichtung eines drahtlosen Netzzugangs in o¨ffentlichen Geba¨u-
den mu¨ssen allerdings auch Sicherheitsfragen beru¨cksichtigt werden. Eine
Besonderheit von Funkverbindungen liegt darin, daß das U¨bertragungsmedi-
um von allen Teilnehmern gemeinsam genutzt wird. Deshalb ist das Abho¨ren
fremder Datenstro¨me prinzipiell mo¨glich, und außerdem kann der Zugang
zum U¨bertragungsmedium nicht so einfach gesteuert werden, wie es bei der
Freischaltung von Ethernet-Anschlußdosen mo¨glich ist.
Fu¨r diese beiden Probleme gibt es bereits verschiedene Lo¨sungen. Man-
che davon sind allerdings zu aufwendig fu¨r Administratoren oder Nutzer,
andere haben sich außerdem als unsicher erwiesen, wie z. B. Wired Equiva-
lent Privacy (WEP) [13].
Die vorliegende Arbeit beschreibt eine Zugangsmanagement-Lo¨sung, die
nicht auf WEP basiert, geringen Verwaltungsaufwand erfordert und differen-
zierte Zugangsrechte in Form von Nutzerklassen ermo¨glicht. Auf Nutzerseite
ist dafu¨r nur Software erforderlich, die auf Rechnern mit Netzzugang u¨bli-
cherweise bereits installiert ist. Das Problem des Abho¨rens fremder Daten
wird im Rahmen dieser Arbeit nicht gelo¨st. Den Nutzern wird stattdes-
sen empfohlen, die U¨bertragung selbst zu sichern, z.B. mit SSH [15][16],
SSL/TLS [17][18] oder IPsec [19][20].
Kapitel 2
Lo¨sungsvarianten
2.1 Anforderungen
Der Netzwerkzugang per Wireless LAN bietet die Mo¨glichkeit, einen eige-
nen Rechner drahtlos ans Campusnetz anzuschließen, wobei dieser Anschluß
eine vergleichsweise hohe Bandbreite bietet. Die Nutzung dieser Ressourcen
ist zwar einfach, erfordert aber einen verantwortungsvollen Umgang, der be-
sonders bei neuen Nutzern nicht ohne weiteres vorausgesetzt werden kann.
Mo¨gliche Probleme sind die U¨bertragung u¨berma¨ßig großer Datenvolumina,
Angriffe durch den Nutzer auf Internet-Rechner und Angriffe aus dem Inter-
net auf den Nutzerrechner sowie die Infektion des Nutzerrechners mit Viren
oder Trojanischen Pferden.
Mit einem selbst administrierten Rechner kann ein Nutzer gro¨ßere Sto¨-
rungen verursachen als z. B. mit den o¨ffentlichen Rechnern des Universita¨ts-
rechenzentrums (URZ). Deshalb beno¨tigen alle Nutzer dieses Dienstes ein
Zertifikat Internet-Nutzung (ZIN) [24], um zumindest die Probleme zu ver-
ringern, die durch Unwissenheit oder Sorglosigkeit verursacht werden. Ohne
dieses Zertifikat soll nur ein eingeschra¨nkter Gastzugang mo¨glich sein.
Um Anschluß an ein WLAN zu erhalten, ist kein physischer Zugang zu
einem Anschlußpunkt erforderlich, der Zugriff auf das Netzwerk kann so-
gar von außerhalb des Geba¨udes noch mo¨glich sein. Deshalb ist es auch fu¨r
Außenstehende relativ einfach, das Netzwerk unberechtigt zu nutzen. Um
das zu verhindern, definiert IEEE 802.11 [7] einen Authentifizierungsme-
chanismus in der Verbindungsschicht, außerdem bieten manche Gera¨te noch
herstellerspezifische Authentifizierungsmo¨glichkeiten. In [21] wird allerdings
gezeigt, daß diese Authentifizierung gefa¨lscht werden kann und damit nur
einen geringen Nutzen hat.
Sowohl die Pru¨fung, ob der Nutzer ein ZIN besitzt, als auch der Schutz
vor unberechtigter Nutzung erfordern eine Authentifizierung. Die na¨chsten
Abschnitte beschreiben einige Varianten, wie diese ablaufen ko¨nnte, sowie
die Vor- und Nachteile.
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2.2 Authentifizierung auf Basis der Hardware-
Identita¨t
Die in der TU Chemnitz installierten Access Points (Orinoco AP-1000) bie-
ten die Mo¨glichkeit, nur Clienten mit einer bestimmten Hardware-Identita¨t
(Ethernet-MAC-Adresse) zuzulassen. Dafu¨r ist es erforderlich, die Netzwerk-
karten aller berechtigten Nutzer zentral zu registrieren. Die Authentifizie-
rung erfolgt dabei manuell, z. B. durch Vorlage des Personalausweises. Das
bedeutet einen erheblichen Aufwand und kann Probleme mit sich bringen,
wenn ein Nutzer eine bereits registrierte Netzwerkkarte weitergibt. Um ei-
ne Datenu¨bertragung nachtra¨glich einem Nutzer zuordnen zu ko¨nnen, ist
außerdem der Einsatz von statischem ARP bzw. eine Protokollierung der
ARP-Tabelle auf dem Router erforderlich.
2.3 Link-Verschlu¨sselung
Fu¨r die Verschlu¨sselung auf der Verbindungsschicht ist in [7] das Proto-
koll Wired Equivalent Privacy (WEP) definiert. WEP bietet symmetrische
Verschlu¨sselung mit maximal 4 konfigurierbaren Schlu¨sseln. Es definiert kei-
nen Mechanismus fu¨r das Schlu¨sselmanagement. Bei den hier eingesetzten
WLAN-Netzwerkkarten werden die Schlu¨ssel nicht dauerhaft auf der Karte
gespeichert, sondern der Treiber muß sie jedesmal bei der Initialisierung auf
die Karte u¨bertragen. Deshalb mu¨ssen die Schlu¨ssel in mehr oder weniger
lesbarer Form außerhalb der Karte vorliegen. Unter Windows werden sie ver-
schleiert in der Registry gespeichert, unter Linux liegen sie standardma¨ßig
im Klartext vor. Damit sind die Schlu¨ssel in jedem Fall kopierbar, und es
ist nicht sichergestellt, daß nur Berechtigte Zugang zum Netzwerk erhalten.
Aufgrund der begrenzten Zahl an Schlu¨sseln wu¨rden viele Nutzer den
gleichen Schlu¨ssel erhalten. Wenn die Berechtigung eines Nutzers abla¨uft,
mu¨ßte dieser Schlu¨ssel gea¨ndert und allen anderen Nutzern wieder mitgeteilt
werden. Das ist nicht praktikabel.
In [13] wird gezeigt, daß die Ermittlung eines WEP-Schlu¨ssels durch
einen passiven Angriff (Abho¨ren) in vertretbarer Zeit mo¨glich ist. Deswegen
wird dort empfohlen, sich nicht auf die Sicherheitsmechanismen der Verbin-
dungsschicht zu verlassen.
2.4 Nutzerbasierte Authentifizierung
Die zu entwickelnde Software soll mo¨glichst keine Eingriffe auf dem Nut-
zerrechner erfordern, das gilt auch fu¨r die Authentifizierung. Ein Protokoll,
das diese Anforderung erfu¨llt und außerdem als sicher gilt, ist die HTTP-
Authentifizierung u¨ber SSL/TLS. Der Nutzer meldet sich fu¨r jede Sitzung
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mit Nutzerkennzeichen und Paßwort an, dabei werden seine MAC- und IP-
Adresse zeitweilig registriert. Wa¨hrend der Sitzung erfolgt nur eine schwache
Authentifizierung auf Basis dieser Daten. Die Erreichbarkeit des Nutzerrech-
ners wird regelma¨ßig gepru¨ft und nach einer gewissen Zeit der Nichterreich-
barkeit wird die Registrierung wieder gelo¨scht. Damit ist die unberechtigte
Nutzung eines registrierten Zugangs deutlich erschwert.
Eine a¨hnliche Mo¨glichkeit stellt Port Based Network Access Control nach
IEEE 802.1X [14] dar, es arbeitet aber auf der Verbindungsschicht. Ein Cli-
ent, der den Netzzugang nutzen mo¨chte, hat zuna¨chst nur Zugang zur Bridge
(Access Point), um sich zu authentifizieren. Der Access Point kann sich dann
an einen Authentifizierungsserver wenden, um die Daten zu pru¨fen. War die
Authentifizierung erfolgreich, so wird der Port freigeschaltet. Beim Trennen
der Verbindung wird die Freischaltung wieder aufgehoben.
Im Kontext von Wireless LANs gilt als Verbindung die Assoziation zwi-
schen Mobilrechner und Access Point, die Ports existieren nur als logi-
sche Ports innerhalb des Access Points. Um 802.1X einzusetzen, ist Un-
terstu¨tzung sowohl durch die Access Points als auch durch die Mobilrechner
no¨tig. Die hier eingesetzten Access Points bieten diese Unterstu¨tzung nicht,
ebensowenig ist die entsprechende Forderung an die Mobilrechner vertretbar.
2.5 Nutzerbasierte Authentifizierung
und Verschlu¨sselung der Daten
In Funknetzwerken ist eine zusa¨tzliche Verschlu¨sselung und Authentifizie-
rung fu¨r die u¨bertragenen Daten wu¨nschenswert. Das la¨ßt sich z. B. mit dem
Point-to-Point-Tunneling-Protokoll (PPTP), IP Security (IPsec) oder einer
Kombination von Extensible Authentication Protocol (EAP) [23] und WEP
realisieren. Bei der letztgenannten Mo¨glichkeit werden die WEP-Schlu¨ssel
dynamisch vergeben, so daß der Angriff aus [13] geringfu¨gig erschwert ist.
Allerdings bieten die hier eingesetzten Access Points keine Unterstu¨tzung
fu¨r dieses Protokoll.
PPTP erfu¨llt die Forderung nach einfacher Nutzung. Es ermo¨glicht aber
Wo¨rterbuchangriffe, weil es den Schlu¨ssel aus dem Paßwort ableitet, und ist
deshalb unsicher. [22]
Fu¨r IPsec ist meist zusa¨tzliche Software auf dem Nutzerrechner erfor-
derlich. Außerdem muß der o¨ffentliche Schlu¨ssel jedes Nutzerrechners auf ei-
nem sicheren Weg ins Rechenzentrum u¨bermittelt werden. Der Verwaltungs-
aufwand entspricht in etwa der ersten Variante (Registrierung der MAC-
Adressen). Verglichen mit allen anderen genannten Varianten bietet IPsec
die ho¨chste Sicherheit.
Als Kompromiß zwischen einfacher Benutzbarkeit und ausreichender Si-
cherheit fiel in dieser Arbeit die Wahl auf die nutzerbasierte Authentifizie-
rung u¨ber HTTPS ohne besonderen Schutz der spa¨ter u¨bertragenen Nutz-
daten.
Kapitel 3
Grundlagen
3.1 Einordnung
Bei der Lo¨sungsbeschreibung werden verschiedene U¨bertragungsprotokolle
erwa¨hnt. Tabelle 3.1 gibt einen U¨berblick, wie sich diese Protokolle ins OSI-
Schichtenmodell einordnen.
Schicht Protokoll RFC
7 Anwendung HTTP 2616
DHCP 2131
DNS 1034, 1035
6 Pra¨sentation
5 Sitzung
4 Transport TCP 793
UDP 768
SSL/TLS 2246
3 Netzwerk IP 791
ICMP 792
Mobile IP 2002
2 Verbindung PPTP 2637
ARP 826
1 physikalisch
Tabelle 3.1: Einordnung ins OSI-Schichtenmodell
Um den Zugriff der Mobilrechner auf das Campusnetz und das Inter-
net steuern zu ko¨nnen, ist ein Firewall erforderlich. Meist werden Firewalls
zwischen dem Netz einer Einrichtung und dem u¨brigen Internet eingesetzt.
Im vorliegenden Fall dient der Firewall aber zum Trennen von Sicherheits-
doma¨nen innerhalb einer Organisation. [25]
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3.2 Firewalls
Man kann Firewalls auf 2 Arten realisieren: als Paketfilter und Proxy Ser-
ver. Ein Paketfilter arbeitet auf der Netzwerkschicht, er wertet fu¨r jedes
einzelne IP-Datagramm verschiedene Parameter aus, wie z.B. Quell- und
Zieladresse. Anhand dieser Merkmale trifft er eine Entscheidung, ob das
Paket weitergeleitet, verworfen oder mit einer Fehlermeldung zuru¨ckgewie-
sen wird. Manche Paketfilter bieten zusa¨tzlich noch die Funktion, bei der
Weiterleitung die Quell- oder Zieladresse des Paketes zu a¨ndern.
Viele Paketfilter ko¨nnen auch Informationen aus der Verbindungsschicht
in diese Entscheidung mit einbeziehen. Solange das nur Informationen sind,
die in jedem Paket einer U¨bertragung vorhanden sind (Portnummern, IDs),
dann handelt es sich um einen zustandslosen Paketfilter. Wenn dagegen der
Firewall Informationen speichert, um spa¨ter eintreffende Pakete einer fru¨her-
en U¨bertragung zuordnen zu ko¨nnen (TCP-Verbindungen, ICMP echo re-
quest/reply), dann bezeichnet man ihn als zustandsbehaftet.
Ein Proxy Server nimmt eine Anfrage von einem Clienten entgegen, lei-
tet diese Anfrage an den eigentlichen Empfa¨nger weiter, und u¨bertra¨gt dann
das Ergebnis wieder an den urspru¨nglichen Absender der Anfrage. Proxies
arbeiten in der Verbindungsschicht (SOCKS Proxy) oder der Anwendungs-
schicht (HTTP Proxy). [26]
Ein SOCKS Proxy arbeitet a¨hnlich wie eine (alte) Telefonvermittlung. Er
nimmt eine TCP-Verbindung vom Client an und baut daraufhin selbst eine
TCP-Verbindung zum Zielsystem auf. Zwischen diesen beiden Verbindungen
leitet er die Daten weiter. SOCKS Proxies bieten keine Nutzerauthentifizie-
rung und haben deshalb kaum Vorteile gegenu¨ber einem zustandsbehafteten
Paketfilter, sie sind sogar unflexibler.
Ein Anwendungsproxy nimmt eine Anfrage vom Client entgegen, inter-
pretiert die Informationen des Anwendungsprotokolls und stellt daraufhin
eine (eventuell modifizierte) Anfrage an den eigentlichen Empfa¨nger. Man-
che Anwendungsproxies arbeiten auch als Zwischenspeicher (cache), um bei
wiederholtem Abruf der gleichen Daten die Zugriffszeit und das u¨bertrage-
ne Datenvolumen zu verringern. Wenn die angeforderten Daten bereits im
Zwischenspeicher vorliegen, brauchen sie die Anfrage nicht weiterzuleiten,
sondern ko¨nnen sie selbst beantworten.
Anwendungsproxies ermo¨glichen eine feiner abgestufte Kontrolle als Pa-
ketfilter. Z. B. kann man sie benutzen, um fu¨r bestimmte Dienste eine Nut-
zerauthentifizierung zu erzwingen. Allerdings erfordert ihr Einsatz auch ei-
nen hohen Aufwand, weil fu¨r jedes Anwendungsprotokoll ein eigener Proxy-
Dienst erforderlich ist, und nicht fu¨r alle Protokolle sind u¨berhaupt Proxies
verfu¨gbar.
Ein genereller Nachteil von Proxies gegenu¨ber Paketfiltern besteht darin,
daß die Nutzung des Proxies am Client zu konfigurieren ist und dieser Pro-
xies unterstu¨tzen muß. Nutzt man eine automatische Umleitung mit Hilfe
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von Paketfiltern, dann kann diese Anforderung aber entfallen.
Um einen Proxy als Sicherheitseinrichtung zu verwenden, muß er der
einzige Weg sein, auf dem die Daten eines bestimmten Protokolls u¨bertra-
gen werden ko¨nnen. Solange die gesamte Kommunikation zwischen den Si-
cherheitsdoma¨nen u¨ber den Proxy ablaufen soll, genu¨gt es, auf dem Proxy-
Rechner das Routing zu deaktivieren. Anderenfalls bietet sich wieder die
Kombination mit einem Paketfilter an.
3.3 Netfilter (iptables)
Netfilter implementiert einen Paketfilter und Network Address Translation
(NAT) fu¨r die Linux-Kernel-Serie 2.4. Die Datenpakete durchlaufen dabei
eine Folge von chains, innerhalb derer sie von Netfilter bearbeitet werden.
Durch die Filterfunktion ko¨nnen Pakete weitergeleitet, zuru¨ckgewiesen
oder verworfen werden. Mit NAT ko¨nnen IP-Adressen und Portnummern
gea¨ndert werden. Es ist außerdem mo¨glich, im Paket Datenfelder wie Time-
to-Live (TTL) oder Type of Service (TOS) zu a¨ndern (mangle). Jede der
Chains ist fu¨r eine eigene Art der Behandlung (Filter, NAT, mangle) zusta¨n-
dig, bzw. sie erha¨lt die Pakete in einem anderen Stadium der Bearbeitung
durch den Netzwerk-Code, siehe Abbildung 3.1 oder [27] [28].
filter
INPUT
PREROUTING
nat (dst)
PREROUTING
mangle filter
FORWARD
mangle
OUTPUT
OUTPUT
OUTPUT
filter
nat (dst)
nat (src)
POSTROUTING
Prozeß
lokaler
Routing−
entscheidung
Abbildung 3.1: Anordnung der Netfilter-Chains
Als Entscheidungskriterium, wie mit den Paketen zu verfahren ist, ko¨n-
nen u. a. Ethernet-MAC-Adressen, IP-Adressen oder Portnummern der Ver-
bindungsschicht dienen. Die Auswertung kann auch zweistufig erfolgen: Zu-
erst wird das Paket nach den genannten Kriterien klassifiziert und entspre-
chend gekennzeichnet (firewall mark). In den Chains, die das Paket danach
durchla¨uft, kann man diese Kennzeichnung dann wieder verwenden, um u¨ber
seine weitere Behandlung zu entscheiden.
Mit NAT ist es mo¨glich, die Quell- oder Zieladresse von Paketen zu
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a¨ndern. Das A¨ndern von Zieladressen (Destination NAT, DNAT ) kann zur
Lastverteilung, zur Realisierung eines transparenten Proxys oder zum Um-
leiten von Daten auf einen nicht direkt erreichbaren Zielrechner dienen. Eine
A¨nderung der Quelladresse (Source NAT, SNAT ) ist z. B. sinnvoll, wenn die-
se aus einem privaten Adreßbereich stammt [29]. Die Antwortpakete werden
ebenfalls von NAT behandelt, um die urspru¨nglichen Adressen wiederher-
zustellen.
Wenn der Adreßraum komprimiert wird (z. B. bei n:1 NAT), muß trotz-
dem eine umkehrbar eindeutige Adreßzuordnung mo¨glich sein. Zu diesem
Zweck a¨ndert NAT Adreßinformationen in der Verbindungsschicht, z. B. die
Portnummer. Ist die IP-Adreßzuordnung bereits umkehrbar eindeutig (1:1
NAT), so entfa¨llt dieser Schritt.
3.4 Common Gateway Interface (CGI)
Ein einfacher Webserver ist nur in der Lage, statische Seiten auszuliefern,
die u¨ber einen URL angefordert werden. Das Common Gateway Interface
ist ein Standard, um Daten zwischen dem Webserver und einer externen
Anwendung auszutauschen. Der Webserver wird damit in die Lage versetzt,
dynamische Informationen bereitzustellen, na¨mlich die Ausgabe eines CGI-
Programms. Außerdem kann ein Web-Client auch Eingaben ta¨tigen, die
an ein CGI-Programm weitergereicht werden und dort bestimmte Aktionen
auslo¨sen.
Das CGI-Programm erha¨lt seine Eingaben u¨ber Umgebungsvariablen
oder die Standardeingabe, und es schickt seine Ausgaben u¨ber die Stan-
dardausgabe zuru¨ck an den Webserver und damit an den Client. [30]
3.5 Pluggable Authentication Modules (PAM)
Traditionell ist jede UNIX-Anwendung, die einen Dienst mit Benutzerau-
thentifizierung anbieten mo¨chte, fu¨r die Implementierung dieser Authentifi-
zierung selbst verantwortlich. Wenn A¨nderungen erforderlich sind, wie bei
der Einfu¨hrung eines neuen Authentifizierungsverfahrens oder beim Behe-
ben von Sicherheitslu¨cken in bestehenden Verfahren, so betreffen sie viele
Anwendungen, und es sind dadurch A¨nderungen am Quelltext und eine Neu-
kompilierung erforderlich.
Pluggable Authentication Modules (PAM) [31] ist ein Mechanismus, der
die Benutzerauthentifizierung von den Anwendungsprogrammen trennt. Mit
seiner Hilfe kann der Systemadministrator Authentifizierungsverfahren kon-
figurieren, ohne an den Anwendungen selbst etwas zu a¨ndern. Die Anwen-
dung la¨dt dann das gewu¨nschte Modul zur Laufzeit, um die Authentifi-
zierung durchzufu¨hren. Weiterhin ermo¨glicht PAM, mehrere Authentifizie-
rungsverfahren kombiniert zu verwenden, wobei vom Nutzer aber nur eine
Authentifizierung gefordert wird (unified login).
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3.6 Kerberos
Paßwortbasierte Authentifizierungsverfahren ermo¨glichen das Abho¨ren und
den Mißbrauch des Paßworts durch einen Angreifer, wenn keine besonderen
Vorkehrungen getroffen wurden. Außerdem muß sich der Nutzer fu¨r jeden
einzelnen Dienst neu authentifizieren, weswegen in der Vergangenheit so-
gar noch schwa¨chere Verfahren angewandt wurden (rhosts, IDENT), die die
Sicherheit weiter verringerten. Als Lo¨sung empfiehlt sich der Einsatz von
kryptographischen Verfahren, damit ein Angreifer keine Authentifizierung
mehr fa¨lschen kann.
Kerberos [32] ist ein Authentifizierungsverfahren, das diese Forderung
erfu¨llt. Der Client authentifiziert sich gegenu¨ber dem Anwendungsserver
(Dienst) mit DES-verschlu¨sselten Nachrichten. Den dafu¨r beno¨tigten Sit-
zungsschlu¨ssel erhalten beide Parteien von einem Authentifizierungsserver.
Alle kritischen Daten werden dabei ebenfalls verschlu¨sselt u¨bertragen. Somit
ist nur noch eine Vertrauensstellung no¨tig: zwischen dem Authentifizierungs-
server und den n Stationen, die sich authentifizieren mo¨chten bzw. die eine
Authentifizierung fordern. Die Komplexita¨t wird dadurch von quadratisch
(n ∗ (n − 1)/2) auf linear (n) reduziert, und außerdem wird durch die Ver-
schlu¨sselung u¨berhaupt erst eine sichere Authentifizierung mo¨glich.
Es wa¨re wu¨nschenswert, daß sich ein Nutzer nur einmal authentifizieren
muß und spa¨ter wa¨hrend der Sitzung verschiedene Dienste nutzen kann, oh-
ne daß eine erneute Paßworteingabe erforderlich ist (single sign-on). Zu die-
sem Zweck ko¨nnte auf dem Client das Paßwort des Nutzers nach der ersten
Authentifizierung aufbewahrt werden und wu¨rde dann auch fu¨r alle nach-
folgenden Authentifizierungsvorga¨nge zur Verfu¨gung stehen. Diese Lo¨sung
ist aber gefa¨hrlich, deshalb werden bei Kerberos nur Sitzungsschlu¨ssel mit
begrenzter Gu¨ltigkeitsdauer gespeichert, um single sign-on zu realisieren.
[33]
3.7 Dynamic Host Configuration Protocol
Der Anschluß eines Rechners ans Netzwerk erfordert die Konfiguration meh-
rerer Parameter, wie z. B. der IP-Adresse oder der Adresse des zusta¨ndigen
Routers. Diese Konfiguration erfordert ein gewisses Maß an Fachwissen und
verursacht bei einer gro¨ßeren Anzahl von Rechnern auch einen betra¨cht-
lichen Aufwand. Wa¨hrend dieser bei fest angeschlossenen Rechnern noch
vertretbar sein mag, so ist fu¨r nur zeitweise angeschlossene Rechner ein Ver-
fahren wu¨nschenswert, das diesen Vorgang automatisiert. Ein leistungsfa¨hi-
ges Verfahren ist das Dynamic Host Configuration Protocol (DHCP) [34],
einen geringeren Funktionsumfang besitzen das Reverse Address Resolution
Protocol (RARP) [35] und das Bootstrap Protocol (BOOTP) [36].
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DHCP bietet folgende Funktionalita¨t:
• U¨bermitteln statischer Konfigurationsinformationen (Subnetzmaske,
Default Router, DNS-Server etc.)
• Verwalten und U¨bermitteln dynamischer IP-Adressen mit begrenzter
Gu¨ltigkeitsdauer, automatisches Wiederverwenden der Adressen nach
Ablauf ihrer Gu¨ltigkeit
DHCP-Client-Software ist fu¨r alle modernen Betriebssysteme verfu¨gbar.
3.8 Domain Name System (DNS)
In der Anfangszeit des Internet wurde die Zuordnung zwischen Hostnamen
und IP-Adressen zentral in einer Textdatei verwaltet, und diese dann per
FTP auf alle Internet-Rechner kopiert. Der Aufwand dafu¨r steigt quadra-
tisch mit der Anzahl der Rechner, mit dem Wachstum des Internet wurde
also eine besser skalierbare Lo¨sung no¨tig. Zu diesem Zweck wurde das Do-
main Name System (DNS) entwickelt. [37] [38]
Das DNS definiert einen hierarchischen Namensraum und ordnet diesen
Namen u. a. Netzwerkadressen (IPs) zu, die umgekehrte Zuordnung ist eben-
falls mo¨glich. Die Verantwortlichkeit fu¨r einzelne Teilba¨ume der Hierarchie
(Zone) kann delegiert werden, die Daten werden also nicht mehr zentral
gespeichert, sondern verteilt auf den zusta¨ndigen DNS-Servern.
Wenn ein Anwendungsprogramm die Adresse zu einem Namen ermit-
teln mo¨chte, ruft es eine Bibliotheksfunktion des Resolver auf. Der Resolver
kennt den na¨chstgelegenen DNS-Server und leitet die Anfrage dorthin wei-
ter. Ist dieser Server fu¨r die abgefragte Zone zusta¨ndig, beantwortet er die
Anfrage selbst, ansonsten ermittelt er den zusta¨ndigen DNS-Server, der die
Anfrage beantworten kann (forward). Das Ergebnis erreicht umgekehrt auf
dem gleichen Weg wieder das Anwendungsprogramm.
3.9 Internet Control Message Protocol (ICMP)
Das Internet-Protokoll (IP) dient zur Host-zu-Host-Kommunikation, ggf.
u¨ber Gateways als Zwischenstation. Der Empfa¨nger-Host und die Gateways
ko¨nnen dem Absender eines IP-Datagramms Status- und Fehlermeldungen
schicken, dazu dient das Internet Control Message Protocol (ICMP) [39].
Eine Einsatzmo¨glichkeit von ICMP ist die Erreichbarkeitspru¨fung. Der
Anfragende schickt dazu eine ICMP-Nachricht vom Typ echo (oft auch als
echo request bezeichnet). Wenn der zu pru¨fende Rechner per IP erreichbar
ist, antwortet er darauf mit einer Nachricht vom Typ echo reply.
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3.10 Address Resolution Protocol (ARP)
IP-Datagramme werden oft u¨ber eine Verbindungsschicht auf Ethernet-Basis
u¨bertragen. Auch Wireless LANs nach IEEE 802.11 erscheinen fu¨r die ho¨her-
en Schichten wie Ethernet. Im Normalfall (bei gerichteten U¨bertragungen,
unicast) muß der Sender eines Ethernet-Frames die Ethernet-Adresse des
Empfa¨ngers kennen. Weil eine statische Zuordnung von IP-Adressen zu
Ethernet-(MAC-)Adressen nicht praktikabel wa¨re, wurde fu¨r diesen Zweck
das Address Resolution Protocol (ARP) entwickelt. [40]
Ein Sender, die die MAC-Adresse eines Zielrechners ermitteln mo¨chte,
schickt eine ARP-Anfrage als Ethernet-Broadcast, welche die IP-Adresse
des gesuchten Zielrechners entha¨lt. Der Rechner mit dieser IP schickt eine
ARP-Antwort zuru¨ck, aus der der urspru¨ngliche Absender die gewu¨nschte
MAC-Adresse erfa¨hrt.
In besonderen Fa¨llen kann auch ein Rechner ARP-Anfragen beantwor-
ten, obwohl er nicht die nachgefragte IP-Adresse besitzt. Dieses Verfahren
nennt man Proxy ARP. Seine Nutzung ist sinnvoll, wenn der antwortende
Rechner als Router arbeitet, der das Paket an den eigentlichen Zielrechner
weiterleiten kann, auf dem Quellrechner aber nicht die korrekte Route zum
Zielrechner konfiguriert ist.
Eine weitere Anwendungsmo¨glichkeit fu¨r Proxy ARP ist das Unterdru¨k-
ken von IP-Adressen, deren Nutzung im Subnetz unerwu¨nscht ist. Ein Bei-
spiel dafu¨r ko¨nnten private Adreßbereiche [29] sein. Der Router leitet in
diesem Fall die Daten auf sich selbst, um sie anschließend wegzuwerfen.
Kapitel 4
Praxis
Im folgenden wird die praktische Lo¨sung der Aufgabe dargestellt. Zuna¨chst
wird die Software beschrieben, anschließend werden einige Entscheidungen
erla¨utert, die bei der Implementierung getroffen wurden, und schließlich
entha¨lt diese Arbeit noch Hinweise zur Inbetriebnahme und Wartung des
Systems.
4.1 Einordnung
Kerberos−
Server
Internet
Abbildung 4.1: Funknetz mit Firewall
In Abbildung 4.1 ist dargestellt, wie sich die Lo¨sung in die Netzstruktur
einordnet. Alle Funktionen der Software sind auf einem einzigen Firewall-
Rechner realisiert, der in der Grafik symbolisch als Ziegelmauer erscheint.
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4.2 Komponenten
4.2.1 HTTP-Server
Auf dem Firewall-Rechner wird der HTTP-Server Apache eingesetzt, um
das Anmeldeformular bereitzustellen und bei der Anmeldung ein CGI-
Skript auszufu¨hren, das alle no¨tigen Konfigurationsschritte vollzieht. Welche
Schritte das im einzelnen sind, wird dann in Abschnitt 4.3.1 erla¨utert.
Der Nutzer authentifiziert sich gegenu¨ber dem Server mit seinem URZ-
Nutzerkennzeichen und -Paßwort. Diese Daten werden mit SSL/TLS ver-
schlu¨sselt u¨bertragen. Der Server kann die Authentifizierung nicht selbst
pru¨fen, sondern verwendet das Kerberos-Protokoll, um die Authentifizie-
rungsdaten vom AFS-Kerberos-Server des Rechenzentrums pru¨fen zu lassen.
Auch diese U¨bertragung la¨uft verschlu¨sselt ab.
Damit das System mo¨glichst einfach zu benutzen ist, kann der Nutzer
eine beliebige Seite vom Webserver anfordern. Der Server ist so konfiguriert,
daß er bei nicht vorhandenen Seiten keine Fehlermeldung ausgibt, sondern
den Nutzer auf die Anmeldeseite umleitet. Der Vollsta¨ndigkeit halber gilt
das gleiche fu¨r Seiten, fu¨r die der Nutzer keine Berechtigung besitzt. Weiter-
hin ist das Anzeigen von Verzeichnisinhalten gesperrt, und der Server bietet
u¨berhaupt nur die zum Projekt geho¨renden Seiten an. Somit ist sicherge-
stellt, daß nicht durch Zufall eine andere als die Anmeldeseite abgerufen
werden kann.
4.2.2 DHCP-Server
Bevor ein Client mit dem Webserver kommunizieren kann, beno¨tigt er einen
konfigurierten IP-Stack. Besonders einfach ist das mit DHCP realisierbar,
weshalb dieses Protokoll auch hier zum Einsatz kommt. Ein neuer Client
bekommt vom DHCP-Server eine dynamische IP-Adresse aus dem priva-
ten Adreßbereich [29] zugewiesen, außerdem werden Netzmaske, Broadcast-
Adresse, default router und Nameserver u¨bermittelt. Als Router und Na-
meserver gibt der DHCP-Server dabei die eigene IP-Adresse (des Firewall-
Rechners) an. Die Daten werden mit einer kurzen Gu¨ltigkeitsdauer verse-
hen (momentan 1 Minute), damit A¨nderungen kurzfristig beim Client wirk-
sam werden ko¨nnen. Solche A¨nderungen sind zum Beispiel no¨tig, wenn sich
der Client dafu¨r entscheidet, im Zuge der Anmeldung auf eine offizielle IP-
Adresse umzuschalten.
4.2.3 DNS-Server
Eine weitere Voraussetzung zur Kommunikation mit dem Webserver und
zur sinnvollen Nutzung des Netzzugangs ist eine funktionierende Namens-
auflo¨sung (DNS). Dazu werden hier zwei Funktionen realisiert: der Zugriff
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auf die weltweit gu¨ltigen DNS-Informationen, sowie die Zuordnung von Na-
men zu den privaten, dynamisch vergebenen IP-Adressen.
Fu¨r den Zugriff auf weltweite DNS-Informationen arbeitet der DNS-
Server als Proxy, der Client stellt also alle Anfragen an den lokalen DNS-
Server auf dem Firewall-Rechner, und dieser leitet sie weiter. Die Proxy-
Funktionalita¨t wird beno¨tigt, weil ein Client vor seiner Anmeldung noch
keine Daten nach außerhalb des Funknetzes u¨bertragen und somit auch noch
keine anderen DNS-Server erreichen kann. Das Anmeldeformular soll aber
durch den Abruf einer Webseite von einem beliebigen Server angezeigt wer-
den. Dabei versucht der Client, die IP-Adresse dieses externen Servers zu
ermitteln. Letztlich wird die HTTP-Anfrage zwar nicht an diese IP geschickt,
sondern an den WWW-Server auf dem Firewall-Rechner umgelenkt, trotz-
dem ist aber ein uneingeschra¨nkter Zugriff auf das DNS zur Anmeldung
erforderlich.
Fu¨r den privaten Bereich des Namensraumes ist der Server selbst zusta¨n-
dig, und die entsprechenden Informationen sind nur innerhalb des Funknet-
zes abrufbar. Den privaten IP-Adressen werden dabei nach einem festen
Schema Namen zugeordnet, es findet also kein Abgleich zwischen DNS-
Server und DHCP-Server statt (dynamisches DNS). Es wa¨re auch nicht be-
sonders sinnvoll zu versuchen, eine feste Zuordnung zwischen Rechner und
Name herzustellen, denn das System wurde ja gerade fu¨r den Netzzugang
von zuna¨chst unbekannten Rechnern entwickelt.
4.2.4 Skripte
Alle bisher genannten Komponenten sind Standardsoftware, die wie beno¨tigt
konfiguriert wurde. Die beschriebene Lo¨sung entha¨lt außerdem noch selbst-
entwickelte Software, im wesentlichen besteht diese aus Skripten und Fire-
wallregeln. Die Skripte werden in den Abschnitten 4.3 und 4.5.3 (Teil-
abschnitt Ausfu¨hrbare Dateien) na¨her beschrieben. Sie umfassen folgende
Funktionen:
• Initialisierung nach Installation des Softwarepakets
• Systemstart/Herunterfahren
• WWW-Interface zur Anmeldung: Formular und CGI-Skript
• automatische Abmeldung
• automatischer Neustart des DHCP-Servers nach A¨nderung seiner Kon-
figuration
• Kommoandozeileninterface fu¨r Administratoren
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4.2.5 Firewall-Regeln
Die grundlegende Funktion der Firewall-Regeln besteht darin, nur ange-
meldeten Rechnern Zugriff auf das Internet zu gewa¨hren. Anfragen nicht
angemeldeter Rechner werden gro¨ßtenteils gesperrt, teilweise aber auch auf
den Firewall-Rechner umgeleitet.
Die Umleitung umfaßt DNS-Anfragen sowie Anfragen an die Standard-
ports fu¨r WWW (HTTP, HTTPS) und fu¨r WWW-Proxies (8080). Sie er-
mo¨glicht, daß der Nutzer eine beliebige WWW-Seite abrufen kann, zum Bei-
spiel seine Browser-Startseite. Im Zusammenspiel mit der bereits erla¨uterten
Webserver-Konfiguration wird daraufhin immer die Anmeldeseite geliefert.
Welche Zugriffsrechte ein angemeldeter Rechner erha¨lt, ha¨ngt von der
Nutzerklasse ab, die bei der Anmeldung gewa¨hlt wurde. Wa¨hrend fu¨r Nutzer
der Klassen public und private keine Beschra¨nkungen konfiguriert sind, hat
ein Gast nur eingeschra¨nkte Rechte. Zur Zeit du¨rfen Ga¨ste nur WWW-Seiten
von Servern innerhalb der TU Chemnitz abrufen. Die Klassifizierung eines
Rechners erfolgt anhand der MAC- und IP-Adresse.
4.3 Funktionsweise
anmeldung.html
anmeldung−auth.cgi
anmeldung.cgi/
client_add.pl client_del.pl
crond
pinger.pl
Firewall−
regeln
ips−public
dhcpd.conf
dhcp−config−watcher.pl dhcpd
ZIN Infor−
mationen
get_zin.pl
clients
restart
Abbildung 4.2: Struktur der Firewall-Software
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Abbildung 4.2 zeigt, wie die wesentlichen Komponenten der Software
zusammenarbeiten. Der linke Teil der Grafik stellt die Anmeldung dar, der
rechte Teil die automatische Abmeldung. In der Mitte sind die Zustandsspei-
cher dargestellt, mit Ausnahme der Firewall-Regeln handelt es sich dabei
um Text-Dateien. Der untere Teil zeigt, wie A¨nderungen an der DHCP-
Konfiguration aktiviert werden, und der obere Teil steht fu¨r das Kopie-
ren der ZIN-Informationen aus dem URZ. Im folgenden sind nur diejenigen
Komponenten dargestellt, die fu¨r den unbeaufsichtigten Betrieb der Softwa-
re erforderlich sind. Eine Anleitung fu¨r Administratoren findet sich dagegen
in Abschnitt 4.5.
4.3.1 Registrierung eines Clienten
Ein neuer Client erha¨lt zuna¨chst seine IP-Konfiguration vom DHCP-Server
(siehe Abschnitt 4.2.2). Wenn der Nutzer anschließend eine beliebige WWW-
Seite aufruft, z. B. die Startseite seines Browsers, werden 2 Anfragen gene-
riert: eine DNS- und anschließend eine HTTP-Anfrage.
Zuna¨chst ermittelt der Browser aus dem URL den HTTP-Server (meist
als Hostname), dann fragt er den DNS-Server nach der IP-Adresse des
HTTP-Servers. Im Normalfall steht dieser Webserver außerhalb des Funk-
netzes, der DNS-Server kennt deshalb die Antwort nicht selbst, sondern ar-
beitet als Proxy (siehe Abschnitt 4.2.3). Falls der Client einen DNS-Server
außerhalb des Funknetzes fest konfiguriert hat, wird die DNS-Anfrage durch
die Firewall-Regeln auf den lokalen DNS-Server umgeleitet, um auch in die-
sem Fall eine Anmeldung zu ermo¨glichen.
Der Browser kennt jetzt die IP-Adresse des Zielservers und baut eine
HTTP-Verbindung dorthin auf. Diese Verbindung wird ebenfalls mit Hilfe
von Firewall-Regeln auf den lokalen Webserver umgeleitet (siehe Abschnitt
4.2.5). Die HTTP-Anfrage entha¨lt jetzt noch einen Pfad zur angeforder-
ten Datei, diese wird aber ho¨chstwahrscheinlich auf dem lokalen Webser-
ver nicht existieren, also liefert der Webserver eine Fehlerseite. Die Apache-
Option ErrorDocument mit dem kompletten URL der Anmeldeseite bewirkt
schließlich, daß der Browser dorthin umgeleitet wird und die Anmeldeseite
darstellt. Zur Zeit ist die Umleitung so konfiguriert, daß bereits die Anmel-
deseite per HTTPS ausgeliefert wird, das ist aber genaugenommen erst bei
der folgenden Seite no¨tig.
Der Nutzer wa¨hlt im Anmeldeformular seine Klasse und fu¨llt nach Be-
darf weitere Felder aus. Je nach Nutzerklasse werden die Daten dann an
das entsprechende CGI-Skript geschickt: anmeldung.cgi bei der Anmel-
dung als Gast, anmeldung-auth.cgi bei den u¨brigen Nutzerklassen. Der
HTTP-Server ist so konfiguriert, daß das Skript anmeldung-auth.cgi nur
mit Authentifizierung abgerufen werden kann. Der Ablauf der Authentifi-
zierung selbst wurde in Abschnitt 4.2.1 erla¨utert.
Tatsa¨chlich handelt es sich bei den beiden Skripten um die gleiche Datei
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(im folgenden als ”das CGI-Skript“ bezeichnet), die in Abha¨ngigkeit von
der Nutzerklasse verschiedene Funktionalita¨t zur Verfu¨gung stellt. Um eine
daraus resultierende Schwachstelle zu vermeiden, pru¨ft das CGI-Skript fu¨r
die privilegierten Nutzerklassen selbst noch einmal, ob die Authentifizierung
tatsa¨chlich erfolgt ist.
Das CGI-Skript
Zu Beginn pru¨ft das Skript die Nutzerklasse. Eine Anmeldung als Gast ist
nur mo¨glich, wenn das in der Konfigurationsdatei erlaubt wurde und der
Nutzer die zusa¨tzlichen Felder ausgefu¨llt hat (Vorname, Name, Zweck). Fu¨r
eine Anmeldung mit einer anderen Nutzerklasse wird dagegen u¨berpru¨ft, ob
sich der Nutzer authentifiziert hat und ob er ein Zertifikat Internet-Nutzung
(ZIN) besitzt.
Anschließend ermittelt das Skript die MAC-Adresse des Clienten, indem
es dessen IP-Adresse im lokalen ARP-Cache (/proc/net/arp) sucht, und es
pru¨ft die CGI-Parameter auf ungu¨ltige Zeichen. Wenn bis jetzt alle Schritte
erfolgreich waren, ruft es client_add.pl mit Root-Rechten (per sudo) auf
und u¨bergibt MAC-Adresse, Nutzerklasse und die momentan benutzte IP
des Clienten als Parameter. Am Ru¨ckgabewert von client_add.pl erkennt
das CGI-Skript, ob die Registrierung erfolgreich war. Es schreibt einen ent-
sprechenden Eintrag ins Logfile und gibt eine WWW-Seite mit dem Status
der Anmeldung aus.
Skript client_add.pl
Dieses Skript wird normalerweise vom CGI-Skript aus aufgerufen (siehe vo-
riger Teilabschnitt), es kann aber auch vom Administrator (root) direkt auf
der Kommandozeile ausgefu¨hrt werden. Falls die Nutzerklasse private oder
public ist, entnimmt es eine verfu¨gbare offizielle IP-Adresse aus der Datei
ips-public. In jedem Fall wertet es seine Kommandozeilenparameter aus
und tra¨gt die Informationen in eine neue Zeile der Datei clients ein. Wenn
der Client im Funknetz mit einer offiziellen IP-Adresse arbeiten soll (al-
so ohne NAT), dann wird noch die DHCP-Konfigurationsdatei dhcpd.conf
aktualisiert. client_add.pl liest anschließend die Firewall-Dateien im Ver-
zeichnis /etc/wlan-firewall/client, ersetzt die Variablen darin durch ih-
re aktuellen Werte (MAC, IP, Nutzerklasse) und fu¨gt die resultierenden
Firewall-Regeln per iptables-restore ins laufende System ein. Welche
Firewall-Dateien gelesen werden und in welcher Reihenfolge, legt die Konfi-
gurationsvariable %templates in /etc/wlan-firewall/FW_Config.pm fest.
Wenn eine dieser Aktionen fehlschla¨gt, werden alle bisher unternomme-
nen Schritte ru¨ckga¨ngig gemacht, um einen konsistenten Zustand zu bewah-
ren. Diese Vorgehensweise ist mit dem Abbruch einer Datenbank-Trans-
aktion (rollback) vergleichbar. client_add.pl beendet sich in diesem Fall
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mit einem Ru¨ckgabewert gro¨ßer Null und gibt eine Fehlermeldung aus.
Falls alle Aktionen erfolgreich waren, ist der Ru¨ckgabewert Null, und es
werden die Client-Daten ausgegeben, im gleichen Format wie in der Datei
clients. Auf diesem Weg erfa¨hrt auch das CGI-Skript die neue IP-Adresse
des Clienten, wenn sie sich durch die Anmeldung gea¨ndert hat.
DHCP-Aktualisierung
Die eingesetzte DHCP-Serversoftware (ISC DHCP 2.0) ist nicht in der La-
ge, A¨nderungen an ihrer Konfiguration im laufenden Betrieb zu u¨bernehmen
— weder automatisch noch nach Aufforderung durch Senden eines Signals.
Aus diesem Grund ist nach jeder A¨nderung ein Neustart des DHCP-Servers
erforderlich. Um die CPU-Last auf dem Firewall-Rechner zu begrenzen und
eine hohe Verfu¨gbarkeit des DHCP-Dienstes zu gewa¨hrleisten, soll zwischen
zwei Neustarts eine gewisse Mindestpause liegen, zur Zeit 10 Sekunden. Des-
halb wird der DHCP-Server nicht direkt nach jeder A¨nderung neu gestar-
tet, sondern der Daemon-Prozeß dhcp-config-watcher.pl u¨berwacht die
Konfigurationsa¨nderungen und sorgt bei Bedarf fu¨r den Neustart und die
Einhaltung der Pausen.
4.3.2 Erreichbarkeitspru¨fung und Deregistrierung
Theoretisch ist der Mißbrauch eines freigeschalteten Zugangs durch Außen-
stehende mo¨glich, weil keine starke Authentifizierung der Daten erfolgt. Wei-
terhin steht nur ein relativ knapper Vorrat an offiziellen IP-Adressen zur
Verfu¨gung. Deshalb soll eine Anmeldung nur befristet gu¨ltig sein, davon
ausgenommen sind lediglich Infrastruktur-Gera¨te wie Access Points, die von
einem Administrator registriert wurden.
Ein sinnvolles Kriterium zur Verla¨ngerung einer Freischaltung ko¨nnte
sein, daß der Client den Netzzugang noch aktiv nutzt. Um aber auch Pausen
zu ermo¨glichen, in denen er zwar Verbindung zum Netz besitzt, aber keine
Daten u¨bertra¨gt, soll stattdessen regelma¨ßig seine Erreichbarkeit mit ping
gepru¨ft werden.
Skript pinger.pl
Jede Minute wird dieses Skript per Cron-Job gestartet. Zuerst ermittelt es
aus der Datei clients die IP-Adressen der Clienten, die auf Erreichbarkeit
gepru¨ft werden mu¨ssen. Dabei werden die Spalten fu¨r die Nutzerklasse und
fu¨r die letzte A¨nderung (last_change) beru¨cksichtigt. Fu¨r jeden der ge-
fundenen Clienten startet es dann ein ping-Kommando als Subprozeß. Der
Start der einzelnen ping-Subprozesse erfolgt zeitversetzt, um die Last auf
dem Firewall-Rechner und die Netzlast gering zu halten. Die Verzo¨gerung
wird dabei so gewa¨hlt, daß die Bearbeitung aller ermittelten IP-Adressen
trotzdem in weniger als einer Minute abgeschlossen ist.
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Fu¨r alle Clienten, die die Ping-Anfrage nicht beantwortet haben, wird
ein client-spezifischer Za¨hler in clients erho¨ht; fu¨r alle Clienten, die geant-
wortet haben, wird dieser Za¨hler auf Null zuru¨ckgesetzt. Wenn der Za¨hler
fu¨r einen Clienten seinen Maximalwert ($ping_retries, z. Zt. 5) erreicht,
wird client_del.pl mit der IP-Adresse dieses Clienten als Parameter auf-
gerufen, um ihn zu deregistrieren.
Skript client_del.pl
Dieses Skript hebt eine Registrierung auf und ist damit das Gegenstu¨ck zu
client_add.pl. Es erwartet eine IP-Adresse als Kommandozeilenparame-
ter, sucht den zugeho¨rigen Client in clients und lo¨scht ihn dort. Es gibt
die gefundenen Daten aus und schreibt diese außerdem zusammen mit einer
Statusmeldung in die Logdatei. Anschließend schreibt es die offizielle IP-
Adresse zuru¨ck in die Datei ips-public, falls bei der Anmeldung eine IP
entnommen wurde. Diese Datei wird als Warteschlange (FIFO) verwaltet,
damit die soeben freigewordene IP-Adresse als letzte wieder neu vergeben
wird. In der Nutzerklasse public la¨ßt sich mit diesem Verfahren mit hoher
Wahrscheinlichkeit verhindern, daß eine IP-Adresse neu verwendet wird, be-
vor die Gu¨ltigkeitsdauer der zugeho¨rigen DHCP-Lease abgelaufen ist.
Analog zu client_add.pl aktualisiert das Skript dann bei Bedarf die
Datei dhcpd.conf, generiert Kommandos zum Lo¨schen der Firewall-Regeln
und fu¨hrt diese per iptables-restore aus. Den Erfolg dieser Aktionen zeigt
es per Exit-Code an, außerdem gibt es eine Statusmeldung aus. Im Fehlerfall
ist hier kein Rollback vorgesehen — das Skript gibt nur eine Warnung aus
und setzt seine Arbeit fort, zum Schluß wirkt sich der Fehler aber auf den
Exit-Code aus.
Wenn sich die DHCP-Konfiguration gea¨ndert hat, bemerkt dies der Dae-
mon-Prozeß dhcp-config-watcher.pl und startet den DHCP-Server neu,
wie bereits beschrieben.
4.3.3 Firewall-Regeln und Nutzerklassen
Im Rahmen dieser Arbeit ist die Unterscheidung in Nutzerklassen mit ver-
schiedenen Rechten gefordert. Die Klassen zeichnen sich durch folgende
Merkmale aus:
• guest: Es wird Masquerading (n:1 NAT) eingesetzt. Damit sind alle
Clienten dieser Klasse von außen unter der externen IP-Adresse des
Firewall-Rechners sichtbar. Ein Verbindungsaufbau von außen zum
Client ist nicht mo¨glich. Zur Zeit ist nur der WWW-Zugriff innerhalb
der TU-Chemnitz gestattet.
• private: Hier kommt 1:1 NAT zum Einsatz, um eine A¨nderung der
IP-Adresse bei der Anmeldung zu vermeiden. Der Client kann seine
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private IP-Adresse behalten und ist von außen unter einer eigenen of-
fiziellen IP erreichbar. Ein Verbindungsaufbau ist in beide Richtungen
mo¨glich. Protokolle wie FTP, die normalerweise nicht mit NAT funk-
tionieren, werden teilweise u¨ber Kernelmodule unterstu¨tzt.
• public: Die Auswahl dieser Nutzerklasse ist sinnvoll, wenn NAT nicht
erwu¨nscht ist. Nach der Anmeldung muß der Nutzer darauf warten,
daß die Gu¨ltigkeitsdauer seiner privaten IP-Adresse abla¨uft und sein
DHCP-Client die IP-Adresse aktualisiert. Alternativ kann er auch die
Aktualisierung manuell auslo¨sen.
• static: Fu¨r Access Points und a¨hnliche Gera¨te im Subnetz, die zu
Management-Zwecken immer erreichbar sein sollen, wurde schließlich
noch diese Nutzerklasse eingefu¨hrt. Die Erreichbarkeit wird nicht ge-
pru¨ft, es erfolgt also auch keine automatische Deregistrierung. Da-
tenu¨bertragungen sind nur zu Rechnern innerhalb der TU mo¨glich.
Die Firewall-Regeln sind mit netfilter im Linux-Kernel 2.4 realisiert. Sie
beno¨tigen nur einen Teil der verfu¨gbaren chains; in Abbildung 3.1 finden
sich diese im unteren Bereich. Jede der genutzten Chains wird gleich im De-
tail besprochen, weiterhin wird zwischen hereinkommenden und ausgehen-
den Paketen unterschieden. Je nach Richtung betreten bzw. verlassen diese
Pakete den Firewall-Rechner u¨ber andere Netzwerk-Interfaces; sie durchlau-
fen die Firewall-Chains aber trotzdem immer in der gleichen Reihenfolge
wie in der Grafik angegeben. Als ausgehend sollen Pakete bezeichnet wer-
den, die von einem Rechner im Funknetz erzeugt wurden und den Firewall
in Richtung Campusnetz/Internet passieren. Die umgekehrte Richtung soll
hereinkommend heißen.
• mangle/PREROUTING: Die Regeln in dieser Chain klassifizieren vom
Netz empfangene Pakete, indem sie sie mit einer numerischen Markie-
rung (firewall mark) versehen, die der Nutzerklasse entspricht. Diese
Markierung wird dann in den u¨brigen Chains wieder ausgewertet. Bei
ausgehenden Paketen werden zur Einordnung Quell-MAC und Quell-
IP herangezogen, bei hereinkommenden Paketen dagegen nur die Ziel-
IP, weil sie den Rechner u¨ber das externe Interface betreten und die
MAC-Adresse des Clienten dort keine Rolle spielt.
Hereinkommende Pakete der Nutzerklassen private, public und
static besitzen fu¨r jeden Client eine eindeutige Ziel-IP. Fu¨r jede dieser
IP-Adressen wird bei der Anmeldung eine eigene Firewall-Regel einge-
richtet, um die zugeho¨rige Markierung zu setzen. Pakete, die die exter-
ne IP-Adresse des Firewall-Rechners als Ziel tragen, werden pauschal
der Nutzerklasse guest zugeordnet. Das ist wichtig, wenn spa¨ter ein-
mal weitere Gast-Nutzerklassen hinzugefu¨gt werden sollen. Eine Un-
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terscheidung mehrerer Gast-Klassen ist mit der vorliegenden Software
nur fu¨r ausgehende Pakete mo¨glich.
• nat/PREROUTING: Die PREROUTING-Chain in der Tabelle nat ist fu¨r De-
stination NAT (DNAT) zusta¨ndig. Die Regeln fu¨r ausgehende Pakete
sorgen fu¨r die Umleitung einiger Protokolle (HTTP, HTTPS, http-
proxy, DNS) auf den Firewall-Rechner selbst, falls die Anfrage von ei-
nem unbekannten Client stammt. Bei hereinkommenden Paketen wird
die IP-Zieladresse ersetzt (1:1 NAT), wenn sie zu einem Client der
Nutzerklasse private geho¨rt. Das betrifft nur Verbindungen, die von
außen aufgebaut werden, die andere Richtung wird in POSTROUTING
behandelt (siehe dort).
• filter/FORWARD: Hier werden die Rechte der einzelnen Nutzerklassen
festgelegt. Zur Zeit sind nur Einschra¨nkungen fu¨r ausgehende Pakete
definiert, und auch nur fu¨r die Nutzerklassen guest und static. Ein
Gast darf nur auf WWW-Server der TU Chemnitz zugreifen, die auf
den Standard-Ports (HTTP, HTTPS) erreichbar sind. In der Klasse
static sind nur U¨bertragungen zu Rechnern innerhalb der Uni er-
laubt.
• nat/POSTROUTING: Diese Chain ist fu¨r Source NAT (SNAT) zusta¨ndig
und kommt hier nur zum Einsatz bei Verbindungen, die von innen
aufgebaut werden. Bei Paketen der Nutzerklasse guest wird die IP-
Quelladresse durch die externe IP des Firewall-Rechners ersetzt. Fu¨r
die Klasse private wird dagegen 1:1 SNAT realisiert, damit jeder Cli-
ent dieser Klasse nach außen unter einer eigenen offiziellen IP-Adresse
sichtbar ist, wa¨hrend er intern seine private IP-Adresse weiternutzt.
4.3.4 ZIN-Informationen
Ob ein Nutzer das Zertifikat Internet-Nutzung (ZIN) besitzt oder davon be-
freit ist, ist in der URZ-Datenbank gespeichert. Daraus generiert das URZ
regelma¨ßig Textdateien und hinterlegt diese im Dateisystem (AFS). Der
Cron-Job get_zin.pl auf dem Firewall-Rechner holt stu¨ndlich diese Datei-
en, faßt sie zu einer zusammen und legt sie lokal ab. Das CGI-Skript fu¨r die
Anmeldung eines Nutzers u¨berpru¨ft dann, ob sein Nutzerkennzeichen in die-
ser Datei enthalten ist und er damit die Berechtigung besitzt, das Funknetz
zu nutzen. Bei einer Anmeldung als Gast entfa¨llt diese Pru¨fung, denn die-
se Klasse ist hauptsa¨chlich fu¨r Nutzer vorgesehen, die keinen URZ-Zugang
besitzen.
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4.4 Entwurfsentscheidungen
4.4.1 A¨hnliche Software als Grundlage
Die Ethernet-Dosen in o¨ffentlichen Bereichen der TU Chemnitz werden zur
Zeit mit der Portmanager-Software [41] von Andre´ Breiler verwaltet. Diese
a¨ndert die Zuordnung von Dosen zu VLANs, um Clienten bestimmte Rech-
te zu gewa¨hren. In einem drahtlosen Netz ist ein Client aber nicht mehr
an eine bestimmte Dose angeschlossen, und die eingesetzten Access Points
ko¨nnen selbst keine VLANs verwalten. Die vorliegende Arbeit nutzt deshalb
Paketfilter-Regeln, um eine a¨hnliche Funktionalita¨t zu realisieren. Weitere
Ideen wie die Nutzerklassen oder die Erreichbarkeitspru¨fung wurden eben-
falls aus [41] u¨bernommen, aber neu implementiert.
In der Portmanager-Software waren Probleme mit der NAT-Implemen-
tierung von Linux aufgetreten, sie wurden dort mit Hilfe eines speziellen
Daemons (udp_spoofer) umgangen, indem dieser Pakete mit falscher Ab-
senderadresse erkannte und ein zweites Mal in korrigierter Form schickte.
Bei ersten Tests fu¨r die vorliegende Firewall-Software ließen sich die NAT-
Probleme nicht mehr nachvollziehen. Vermutlich ist der Fehler in aktuelleren
Kernel-Versionen behoben. Der Einsatz des udp_spoofer ist also nicht no¨tig.
Weiterhin realisiert die Portmanager-Software eine Proxy-ARP-Funk-
tion, um jegliche Datenu¨bertragung im Subnetz auf den Anmelderechner
umzuleiten. Das ist dort no¨tig, um die Anmeldung von Rechnern der Klasse
URZ zu ermo¨glichen, weil diese bereits vor der Anmeldung mit einer IP-
Adresse aus einem beliebigen Subnetz der TU Chemnitz arbeiten. Wegen
der fehlenden VLAN-Funktionalita¨t konnte diese Klasse hier nicht reali-
siert werden, es ist also kein Proxy ARP mehr no¨tig. Die beiden getrennten
IP-Bereiche mit privaten und offiziellen Adressen im Funknetz beno¨tigen
ebenfalls kein Proxy ARP, sie lassen sich mit einer zweiten IP-Adresse auf
dem internen Netzwerkinterface des Firewall-Rechners realisieren (als Alias-
Interface konfiguriert).
Proxy ARP ko¨nnte zwar immer noch als rudimenta¨rer Sicherheitsme-
chanismus eingesetzt werden, um eine Kommunikation zwischen nicht ange-
meldeten Rechnern im Funknetz zu verhindern. Gegebenenfalls antworten
dann allerdings 2 Rechner einander widersprechend auf ARP-Anfragen. Au-
ßerdem erschwert Proxy ARP die Fehlersuche, weil es das System komplexer
macht. Aus diesen Gru¨nden kommt es hier nicht zum Einsatz. Eine bessere
Mo¨glichkeit, um nicht angemeldeten Rechnern die Kommunikation inner-
halb des Funknetzes zu verwehren, wird im Abschnitt 4.4.7 beschrieben.
4.4. ENTWURFSENTSCHEIDUNGEN 31
4.4.2 Standardsoftware
NAT
Eine 1:1 Network Address Translation kann man auf verschiedenen Wegen
erreichen: zustandslos mit policy routing oder zustandsbehaftet mit Net-
filter und connection tracking. Policy Routing a¨ndert nur die IP-Adressen
der Pakete, aber nicht die Portnummern. Da es keine Zustandsinformatio-
nen speichern oder auswerten muß, ist es schnell und ressourcenschonend,
aus dem gleichen Grund ist damit aber keine Sonderbehandlung fu¨r NAT-
untaugliche Protokolle mo¨glich.
Fu¨r Connection Tracking gilt das Gegenteil: mit Hilfe von Zusatzmo-
dulen ko¨nnen problematische Protokolle wie FTP mit NAT in Einklang
gebracht werden, und es verbraucht mehr Ressourcen. Bei Bedarf a¨ndert
Netfilter auch Portnummern, denn es ist nicht nur fu¨r 1:1 NAT, sondern
auch fu¨r n:1 NAT einsetzbar.
Da die Software sowieso n:1 NAT und damit Connection Tracking be-
no¨tigt, bringt es vermutlich kaum Vorteile, fu¨r 1:1 NAT Policy Routing
einzusetzen. Deshalb kommt Netfilter auch fu¨r 1:1 NAT zum Einsatz.
DHCP
Es gibt im wesentlichen zwei DHCP-Server-Implementierungen fu¨r Linux:
vom Internet Software Consortium (ISC) [42] und von der Carnegie Mellon
University (CMU) [43]. Die CMU-Software beinhaltet einen BOOTP-Server,
der um DHCP erga¨nzt wurde. Sie wird offenbar nicht mehr weiterentwickelt.
Die DHCP-Software des ISC ist vor kurzem in der Version 3.0 erschienen,
in dieser Arbeit kommt noch der Server aus Version 2.0 zum Einsatz. Sowohl
der DHCP-Server als auch der DHCP-Client besitzen einen gro¨ßeren Funk-
tionsumfang als andere Implementierungen. Bevor der Server eine dynami-
sche IP-Adresse vergibt, pru¨ft er mit ping, ob sie bereits benutzt wird. Im
Notfall kann deshalb ein Client auch mit einer freien statischen IP-Adresse
(ohne Nutzung von DHCP) arbeiten, ohne die dynamische Adreßvergabe zu
sto¨ren. Außerdem versucht der Server, einem Client immer wieder die gleiche
IP-Adresse zuzuweisen, solange diese noch frei ist. Zu diesem Zweck merkt
sich der Server die IP-Zuordnungen auch u¨ber den Ablauf ihrer Gu¨ltigkeit
hinaus.
Ein Test mehrerer DHCP-Client-Implementierungen (Windows, pump,
dhcpcd, ISC) fiel ebenfalls zugunsten ISC aus, deshalb sei an dieser Stelle
auch den Nutzern des Funknetzes die ISC-Software empfohlen. Details zu
diesem Test finden sich im Anhang.
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4.4.3 Programmiersprache
Aktuelle Programmiersprachen bieten im Normallfall eine ausreichende
Funktionalita¨t, so daß diese kein Entscheidungskriterium bei der Wahl der
Sprache sein muß. Die Performance ist beim vorliegenden Projekt zwar wich-
tig, die kritischen Stellen lassen sich aber durch die Wahl einer anderen
Sprache kaum optimieren (mehr dazu in Abschnitt 4.4.9).
Als ein wesentliches Kriterium fu¨r die Auswahl der Programmiersprache
kann dagegen die Abstraktionsebene der Sprache dienen, d. h. ob sich kom-
plexe Sachverhalte darin einfach ausdru¨cken lassen. Deshalb ist eine Skript-
sprache wie Perl oder Python einer traditionellen Sprache wie C vorzuziehen.
Sie bietet außerdem den Vorteil ku¨rzerer Testzyklen, weil A¨nderungen keine
Neukompilierung erfordern.
Die Wahl fiel bei diesem Projekt auf Perl, weil es sowohl dem Autor
als auch den verantwortlichen Mitarbeitern des Rechenzentrums vertraut
ist. Ru¨ckblickend la¨ßt sich allerdings feststellen, daß Perl trotz des u¨ber-
schaubaren Projektumfangs hier bereits zu Einschra¨nkungen fu¨hrt. Formale
Funktionsparameter, Exceptions und Objektorientierung lassen sich damit
nur umsta¨ndlich realisieren.
4.4.4 Authentifizierung
Die Anmeldung ist mit einem WWW-Formular realisiert, damit sie platt-
formunabha¨ngig nutzbar ist und keine zusa¨tzliche Software auf dem Nutzer-
rechner erfordert. Das gleiche soll fu¨r die Authentifizierung gelten, deshalb
kommt hier ebenfalls ein HTTP-Mechanismus zum Einsatz. Zur Auswahl
stehen die Verfahren basic und digest [44]. Die Digest-Authentifizierung wird
allerdings noch nicht von allen Browsern unterstu¨tzt, außerdem sind dafu¨r
auf dem HTTP-Server MD5-Paßwort-Hashes erforderlich, die sich nicht aus
der URZ-Datenbank gewinnen lassen. Damit wu¨rde ein unvertretbar hoher
Aufwand zur Verwaltung der Authentifizierungsdaten erforderlich.
Die Basic-Authentifizierung u¨bertra¨gt das Paßwort im Klartext. Der
Server kann somit ein beliebiges Verfahren einsetzen, um das Paßwort zu
pru¨fen. Aus dem gleichen Grund ist aber auch eine verschlu¨sselte U¨bertra-
gung no¨tig, um das Paßwort gegen Abho¨ren zu sichern. Deshalb kommt hier
die Basic-Authentifizierung u¨ber HTTP zum Einsatz, wobei die Verbindung
mit SSL/TLS geschu¨tzt wird.
Im einfachsten Fall wu¨rde der Server dann eine Datei mit den ver-
schlu¨sselten UNIX-Paßworten verwenden, um das Nutzerpaßwort zu pru¨fen.
Dieses Verfahren hat aber den Nachteil, daß nur die ersten 8 Zeichen des
Paßwortes signifikant sind.
Der HTTP-Server nutzt deshalb Kerberos, um das Paßwort zu pru¨fen. Er
tritt dabei im Kerberos-Protokoll als Client auf. Die HTTP-Serversoftware
Apache unterstu¨tzt selbst keine Kerberos-Authentifizierung, deshalb wickelt
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Apache die Authentifizierung u¨ber PAM ab [45]. Fu¨r PAM wiederum exi-
stiert ein Modul zur Authentifizierung gegenu¨ber dem AFS-Kerberos-Server
[46].
4.4.5 Firewall-Regeln
firewall mark
Urspru¨nglich war vorgesehen, die Einordnung in die Nutzerklasse dort vor-
zunehmen, wo eine Firewall-Entscheidung zu treffen ist, also zum Beispiel
in der FORWARD-Chain. Es stellte sich allerdings heraus, daß die Pru¨fung
der MAC-Adresse nur in mangle/PREROUTING zuverla¨ssig funktioniert, des-
halb ist hier der Einsatz von firewall marks no¨tig, um das Ergebnis der
Pru¨fung an andere Chains weitergeben zu ko¨nnen. Ru¨ckblickend betrachtet
erscheint dem Autor die Nutzung von firewall marks auch deswegen sinn-
voll, weil damit die Einordnung zentral erfolgt und das Ergebnis mehrfach
genutzt werden kann.
Falsche IP- oder MAC-Adressen
Ein Paket von einem registrierten Rechner wird nur dann in die entsprechen-
de Nutzerklasse eingeordnet, wenn sowohl die MAC- als auch die IP-Adresse
mit der Registrierung u¨bereinstimmt, ansonsten gilt der Client als nicht an-
gemeldet. Wenn weder die MAC- noch die IP-Adresse registriert sind, ist
dieses Verhalten auch einleuchtend. Was geschieht aber in den u¨brigen bei-
den Fa¨llen?
Eine falsche MAC-Adresse in Verbindung mit einer registrierten IP kann
auf einen Mißbrauch oder die versehentliche Nutzung einer fremden IP-
Adresse hindeuten. Dieser Fall wird momentan ignoriert. Der Angreifer kann
zwar die Kommunikation des rechtma¨ßigen IP-Nutzers sto¨ren, aber selbst
keine Ressourcen nutzen. Als Erweiterungsmo¨glichkeit wa¨re denkbar, Infor-
mationen u¨ber die Pakete des Angreifers aufzuzeichnen und spa¨ter auszu-
werten.
Eine falsche IP-Adresse und eine registrierte MAC ko¨nnen verschiedene
Ursachen haben. Bei einer Anmeldung fu¨r die Nutzerklasse public a¨ndert
sich die Client-IP, es ist aber nicht garantiert, daß diese A¨nderung in den
Firewall-Regeln und auf dem Nutzerrechner synchron vollzogen wird. Eine
weitere Ursache kann darin liegen, daß jemand mehrere per Kabel ange-
schlossene Rechner u¨ber einen Router mit Wireless LAN-Interface anmelden
mo¨chte. Diese Konfiguration wird nicht unterstu¨tzt, weil die Software pro
MAC-Adresse nur eine Client-Anmeldung zula¨ßt; statt des Routers muß der
Nutzer eine Bridge einsetzen oder auf dem Router Masqerading (n:1 NAT)
aktivieren. Eine dritte Mo¨glichkeit wa¨re noch ein Mißbrauch der fremden
MAC-Adresse oder die versehentliche Auslieferung von Netzwerkkarten mit
gleicher MAC-Adresse durch den Hersteller. Die letztgenannten Ursachen
34 KAPITEL 4. PRAXIS
du¨rften relativ selten auftreten, und die ersten beiden Ursachen sind kein
Grund zur Besorgnis. Deshalb werden auch im Fall einer falschen IP-Adresse
keine Maßnahmen ergriffen.
4.4.6 Funktionsweise
Pru¨fung auf bereits registrierte IPs
Der DHCP-Server stellt sicher, daß eine IP-Adresse nicht gleichzeitig mehr
als einmal vergeben wird. Das schu¨tzt aber nur dann vor doppelten IP-
Adressen, wenn alle Clienten DHCP verwenden. Zur Sicherheit wird des-
halb zusa¨tzlich bei der Anmeldung gepru¨ft, ob die gleiche IP-Adresse schon
registriert ist. Diesen Test ko¨nnte man noch ausweiten, zum Beispiel wa¨re
es denkbar, nicht nur registrierte IP-Adressen, sondern auch schon die vom
DHCP-Server vergebenen IP-Adressen (leases) mit einzubeziehen. Im Nor-
malfall sollte der Test aber vollkommen ausreichen.
Ermittlung der MAC-Adresse
Beim Anmeldevorgang gibt es 2 Stellen, an denen die MAC-Adresse
eines Clienten sinnvoll ermittelt werden kann: im CGI-Skript oder in
client_add.pl. Wu¨rde die MAC-Ermittlung in client_add.pl erfolgen,
so wa¨re ein Aufruf dieses Skripts nur dann mo¨glich, wenn sich fu¨r den Cli-
ent gegenwa¨rtig ein Eintrag in der ARP-Tabelle befindet. Der Aufruf von
client_add.pl soll aber einem Administrator zu jedem Zeitpunkt ohne
Probleme mo¨glich sein, deshalb scheidet diese Variante aus.
Stattdessen erwartet client_add.pl die MAC-Adresse als Parameter,
und bei einer Nutzeranmeldung u¨ber das WWW-Formular wird die MAC im
CGI-Skript ermittelt. Ein Administrator muß die MAC-Adresse gegebenfalls
selbst ermitteln und als Parameter angeben. Diese Vorgehensweise erscheint
dem Autor sinnvoller, als die MAC-Adresse zuna¨chst in die ARP-Tabelle
einzutragen und sie dann von client_add.pl wieder dort auslesen zu lassen.
Erreichbarkeitspru¨fung
Ob zu einem Client noch Kontakt besteht, wird hier aktiv mit ping gepru¨ft.
Als Alternative ka¨me auch eine passive Pru¨fung in Frage, zum Beispiel durch
Auswertung der ARP-Tabelle [47], der Za¨hler in den Firewall-Regeln oder
durch Zusammenarbeit mit dem DHCP-Server [48]. Als Kriterien fu¨r die
automatische Abmeldung wu¨rde dann das Verschwinden des Eintrags aus
der ARP-Tabelle, das Ausbleiben von A¨nderungen der Firewall-Za¨hler oder
die Freigabe der DHCP-Lease dienen.
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4.4.7 Sicherheitsfragen
Root-Privilegien und sudo
Aus Sicherheitsgru¨nden la¨uft der WWW-Server nicht mit Root-Rechten,
sondern unter einem eigenen Account. Zur eigentlichen Registrierung eines
Nutzers sind aber Root-Privilegien erforderlich, um die Firewall-Regeln ein-
zurichten. Die Nutzerumschaltung auf root ist hier mit sudo realisiert. Damit
la¨ßt sich detailliert angeben, welches Programm mit erweiterten Privilegien
arbeiten soll und welcher Nutzer es so ausfu¨hren darf. Bei Anwendung des
Setuid-Bits wa¨re die Rechtevergabe schwieriger, außerdem erlauben aktuelle
UNIX-Systeme aus Sicherheitsgru¨nden die Setuid-Ausfu¨hrung von Skripten
nicht mehr.
Taint Mode
Das CGI-Skript fu¨r die WWW-Anmeldung nutzt den Taint Mode von Perl,
wie in der Perl-Dokumentation perlsec(1p) empfohlen. In diesem Modus
aktiviert Perl zusa¨tzliche Sicherheitsmechanismen, um zu verhindern, daß
”unsichere“ Daten wie zum Beispiel Nutzereingaben ungepru¨ft verwendet
werden. Falls der Programmierer vergißt, eine Eingabe zu pru¨fen, bricht das
Skript die Ausfu¨hrung ab, anstatt mit den potentiell gefa¨hrlichen Daten
weiterzuarbeiten.
Verschlu¨sselung der Datenu¨bertragung
Alle fu¨r die Anmeldung relevanten Daten, insbesondere das Paßwort, werden
verschlu¨sselt u¨bertragen (siehe Abschnitt 4.2.1). Die U¨bertragung der Nutz-
daten nach der Anmeldung erfolgt dagegen unverschlu¨sselt; die Nutzer sind
selbst dafu¨r verantwortlich, ihre U¨bertragungen angemessen zu schu¨tzen.
Das ist ein Kompromiß zwischen einfacher Nutzung des Systems und akzep-
tabler Sicherheit.
Mißbrauch des Funknetzes als U¨bertragungsweg
Die Access Points an den verschiedenen Standorten der TU Chemnitz sind
in einem Virtual LAN (VLAN) zusammengefaßt. Dieses ist durch den Fire-
wall vom Campusnetz getrennt. Innerhalb des VLANs existieren aber keine
Beschra¨nkungen, weder auf den Access Points noch dazwischen. Dadurch
ist es mo¨glich, daß zwei Rechner ohne Anmeldung innerhalb des Funknet-
zes kommunizieren, dies wird durch die vorliegende Firewall-Lo¨sung nicht
verhindert. Besonders wahrscheinlich ist dieser Mißbrauch bei ra¨umlich weit
auseinanderliegenden Access Points.
Eine Verbesserungsmo¨glichkeit ko¨nnte darin bestehen, die Access Points
eines TU-Standorts jeweils in einem VLAN zusammenzufassen, und alle die-
se VLANs dann an den Firewall-Rechner heranzufu¨hren. Dafu¨r muß dieser
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Rechner mit VLAN tags nach IEEE 802.1Q umgehen ko¨nnen oder ent-
sprechend viele physische Netzwerkinterfaces besitzen. Außerdem sind An-
passungen an der Firewall-Software no¨tig, damit sie mehrere Subnetze un-
terstu¨tzt.
Race Condition
Im Zeitfenster zwischen dem Abschicken des Anmeldeformular durch den
Nutzer und der Ermittlung der MAC-Adresse durch das CGI-Skript ko¨nnte
ein Angreifer die MAC-Adresse im ARP-Cache des Firewalls durch seine
eigene ersetzen, indem er die IP-Adresse des rechtma¨ßigen Nutzers bei sich
konfiguriert. Es wird dann der Angreifer mit der ”gestohlenen“ IP-Adresse
angemeldet, nicht der rechtma¨ßige Nutzer. Die Beseitigung dieser Race Con-
didion wa¨re mo¨glich, indem bei der Anmeldung die MAC-Adresse im Formu-
lar mit abgefragt wird. Allerdings leidet darunter die Benutzerfreundlichkeit.
Der Angriff ist relativ aufwendig durchzufu¨hren, deshalb kann man davon
auszugehen, daß ein Angreifer eher MAC- und IP-Adresse fa¨lschen wird, als
den Aufwand in Kauf zu nehmen. Selbst wenn der Angriff verhindert wu¨rde,
wa¨re durch die gefa¨lschte IP-Adresse die Netzverbindung des rechtma¨ßigen
Nutzers gesto¨rt. Der Nutzen zusa¨tzlicher Sicherheitsmaßnahmen erscheint
deshalb fraglich, und es wurde hier zugunsten der Benutzerfreundlichkeit
entschieden.
4.4.8 Prozesse und Interprozeßkommunikation
Bei der Implementierung wurde weitgehend auf selbstentwickelte Daemon-
Prozesse verzichtet (Ausnahme: dhcp-config-watcher.pl), um die Robust-
heit der Software zu erho¨hen. Wenn eine Fehlerbedingung unbehandelt bleibt
und dadurch zum Abbruch eines Prozesses fu¨hrt, hat das bei einem Daemon-
Prozeß einen la¨ngeren Ausfall zur Folge, bis ein Administrator eingreift. Bei
einem kurzlebigen Prozeß kann die fehlgeschlagene Aktion meist einfach wie-
derholt werden.
Die Datenspeicherung und die Kommunikation zwischen den Prozessen
erfolgt mit Textdateien (siehe Abschnitt 4.5.3), die bei Bedarf fu¨r exklusi-
ven Zugriff gesperrt werden. Es wa¨re auch mo¨glich gewesen, dafu¨r ein Da-
tenbankmanagementsystem (DBMS) einzusetzen. Im Nachhinein betrach-
tet ha¨tte sich der Aufwand gelohnt, insbesondere wa¨ren dann nachtra¨gliche
A¨nderungen einfacher zu realisieren.
4.4.9 Performance und Optimierungsmo¨glichkeiten
Zur Zeit melden sich pro Tag etwa 10 Nutzer an, die Zahl der gleichzeitigen
Nutzer ist meist geringer als 3. Bisher existieren also noch keine Erfahrungs-
werte fu¨r den Fall, daß eine gro¨ßere Zahl von Nutzern gleichzeitig aktiv ist.
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Mit steigender Nutzerzahl erho¨ht sich sowohl das zu u¨bertragende Da-
tenvolumen als auch die Last durch Verwaltungsaufgaben. Zum Vergleich:
Im Chemnitzer Studentennetz (CSN) bedient ein Server mit a¨hnlicher Lei-
stungsfa¨higkeit etwa 1600 Nutzer und transportiert dabei ein Datenvolumen
von bis zu 2,5 MByte pro Sekunde. Es existieren dort ebenfalls mehrere
Firewall-Regeln pro IP-Adresse. Zumindest das Routing und ein zustands-
loser Paketfilter sollten also keinen Engpaß darstellen.
Der Einsatz von NAT erfordert allerdings eine Buchfu¨hrung u¨ber einzelne
Verbindungen und beno¨tigt wesentlich mehr CPU-Zeit und Speicher. Als
Abhilfe ko¨nnte man zwar das 1:1 NAT durch Policy-Routing ersetzen, aber
auf das n:1 NAT zur Umleitung unbekannter Clienten la¨ßt sich nicht ohne
weiteres verzichten, also bleibt das Connection Tracking immer noch no¨tig.
Eventuell ko¨nnte die Umleitung noch per DNS-Server erreicht werden, indem
dieser alle Anfragen mit der IP-Adresse des Firewalls beantwortet. Das hat
allerdings den Nachteil, daß allen Clienten nach der Anmeldung ein neuer
DNS-Server per DHCP zugewiesen werden muß. Außerdem ko¨nnten sich die
falschen DNS-Informationen noch einige Zeit im DNS-Cache des Clienten
befinden.
Einen weiteren Engpaß ko¨nnte das DHCP-Protokoll darstellen. Zur Zeit
ist die maximale Gu¨ltigkeitsdauer der DHCP-Lease auf 1 Minute eingestellt,
um eine schnelle Umkonfigurierung der Clienten zu ermo¨glichen. Das bedeu-
tet aber auch, daß jeder angemeldete Rechner ungefa¨hr aller 30 Sekunden
die Gu¨ltigkeit seiner IP-Adresse verla¨ngert, was sowohl im Funknetz als auch
auf dem Firewall Last verursacht. Man ko¨nnte die maximale Gu¨ltigkeit zwar
verla¨ngern, nimmt dann aber la¨ngere Wartezeiten fu¨r die Nutzer in Kauf,
es sei denn, sie fu¨hren die DHCP-Aktualisierung manuell durch.
Schließlich ist auch die CPU-Last durch die Erreichbarkeitspru¨fung nicht
zu vernachla¨ssigen. Fu¨r jede Anfrage wird ein Kindprozeß gestartet, zur Zeit
einmal pro Minute und Client. Ein Versuch hat ergeben, daß sich damit et-
wa 500 Anfragen pro Minute zuverla¨ssig bewa¨ltigen lassen, wenn sonst keine
Last vorhanden ist. Sollte diese Zahl von Clienten einmal erreicht werden,
so ko¨nnte man das Abfrageintervall etwas vergro¨ßern, oder das ping selbst
implementieren anstatt Kindprozesse dafu¨r zu starten. Es ist allerdings zu
vermuten, daß die beiden erstgenannten Probleme wesentlich sta¨rker in Er-
scheinung treten und Optimierungen eher dort no¨tig sind.
4.5 Administration
Dieser Abschnitt beschreibt das Softwarepaket aus der Sicht des Firewall-
Administrators. Fu¨r Nutzer sollte die Software nahezu selbsterkla¨rend sein,
eine kurze Anleitung findet sich im Anhang B.
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4.5.1 Systemvoraussetzungen und Installation
Die Software liegt als Paket wlan-firewall im RPM-Format vor (Redhat
Package Manager Version 3). Sie wurde unter Redhat Linux 7.1.94 getestet
und ist jetzt auch auf diesem System im Einsatz. Sie beno¨tigt einen Linux-
Kernel 2.4.x mit Unterstu¨tzung fu¨r iptables und die dazugeho¨rigen Program-
me. Weiterhin sind ein Perl-Interpreter und das Paket perl-Time-HiRes aus
den Redhat-Powertools erforderlich.
Bei der Installation wird zuna¨chst das Start-Skript /etc/rc.d/init.d/
wlan-firewall mit chkconfig in die gewu¨nschten Runlevels (hier 2, 3, 4
und 5) eingebunden. Falls es sich um die Erstinstallation handelt, werden
einige Initialisierungen durchgefu¨hrt:
• die Log-Datei /var/wlan-firewall/anmeldung.log wird angelegt
und ihre Zugriffsrechte sowie ihr Eigentu¨mer gesetzt
• die Liste der verfu¨gbaren offiziellen IP-Adressen wird aus der
Konfigurationsdatei /etc/wlan-firewall/FW_Config.pm erzeugt
und in die Datei /var/wlan-firewall/ips-public geschrieben
• die DHCP-Konfigurationsdatei /etc/dhcpd.conf wird aus
/etc/dhcpd.conf.fixed erzeugt; eine eventuell schon vorhandene
DHCP-Konfiguration wird u¨berschrieben
Wenn die Datei ips-public bereits vorhanden ist, werden diese Initiali-
sierungsschritte u¨bersprungen. In jedem Fall wird anschließend das Start-
Skript aufgerufen, um die Software in Betrieb zu nehmen.
Die Deinstallation erfolgt a¨hnlich, dabei wird die Software beendet und
die symbolischen Links wieder aus den Runlevels entfernt.
4.5.2 Systemstart und Herunterfahren
Beim Systemstart und beim Herunterfahren wird jeweils das Skript /etc/
init.d/wlan-firewall mit dem Parameter start bzw. stop aufgerufen.
Ein manueller Aufruf durch den Administrator ist ebenfalls mo¨glich. In
Abha¨ngigkeit vom Parameter wird dann entsprechend die Funktion start()
bzw. stop() im Skript verwendet.
Die Funktion start() la¨dt zuna¨chst zwei Kernelmodule, um die Nutzung
von FTP unter Einwirkung von NAT zu ermo¨glichen. Sie bringt die Firewall-
Regeln auf die Standardeinstellung (keine Regeln, alles erlaubt) und setzt
dann grundlegende Firewall-Regeln, die unabha¨ngig von An- und Abmel-
dungen immer existieren. Dazu geho¨ren u. a. die Rechte fu¨r die einzelnen
Nutzerklassen. Die zu ladenden Firewall-Regeln sind in Dateien im Ver-
zeichnis /etc/wlan-firewall/start abgelegt. Welche dieser Dateien gela-
den werden sollen und in welcher Reihenfolge, la¨ßt sich mit der Variable
%templates in /etc/wlan-firewall/FW_Config.pm konfigurieren.
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Weiterhin lo¨scht start() alle noch vorhandenen Registrierungen und
erzeugt die Datei /etc/dhcpd.conf wie bei der Neuinstallation. Anschlie-
ßend wird der Daemon-Prozeß dhcp-config-watcher.pl ausgefu¨hrt, wel-
cher den DHCP-Server immer dann neu startet, wenn sich dessen Konfigu-
ration gea¨ndert hat. Zum Schluß wird noch das Routing aktiviert. Damit ist
die Software betriebsbereit.
Die Funktion stop() deaktiviert zuerst das Routing. Sie bringt die Fire-
wallregeln auf die Standardeinstellung und installiert dann die Regeln aus
dem Verzeichnis /etc/wlan-firewall/stop, zur Zeit ist dieses aber leer.
Schließlich beendet sie noch den Prozeß dhcp-config-watcher.pl.
4.5.3 Dateien
WWW-Interface
Als Startseite dient die Datei anmeldung.html, sie entha¨lt das
HTML-Anmeldeformular. Die Formulardaten werden vom CGI-Skript
anmeldung.cgi bzw. anmeldung-auth.cgi weiterverarbeitet. Was dabei im
einzelnen abla¨uft, wurde bereits in Abschnitt 4.3.1 beschrieben.
Ausfu¨hrbare Dateien
Fu¨r den Administrator existiert ein Kommandozeileninterface, um Clien-
ten manuell zu (de)registrieren. Dafu¨r sind die Skripte client_add.pl und
client_del.pl zusta¨ndig. Ihre Funktionsweise ist in den Abschnitten 4.3.1
und 4.3.2 beschrieben.
Weiterhin existieren Kommandos, um A¨nderungen der offiziellen und
privaten IP-Bereiche in Kraft zu setzen. Bei A¨nderungen an den pri-
vaten IP-Bereichen oder an der DHCP-Konfiguration muß die Datei
/etc/dhcpd.conf neu erzeugt werden, das geschieht durch einen Aufruf
von update-dhcp.pl.
Eine Liste der verfu¨gbaren offiziellen IP-Adressen wird in ips-public
verwaltet. Bei A¨nderungen an den offiziellen IP-Bereichen muß diese Liste
neu erstellt werden, dazu dient init-public-ips.pl. Beim Aufruf dieses
Skripts du¨rfen keine Clienten der Nutzerklassen private oder public regi-
striert sein. Es empfiehlt sich deshalb, die Software vorher zu beenden und
anschließend wieder zu starten, siehe Abschnitt 4.5.2.
A¨hnliches gilt fu¨r update-dhcp.pl. Wenn sich allerdings nur die DHCP-
Konfiguration a¨ndert, ist kein Neustart der kompletten Firewall-Software
no¨tig, es genu¨gt der automatisch durchgefu¨hrte Neustart des DHCP-Servers.
Wie in Abschnitt 4.5.1 beschrieben, werden bei der Erstinstal-
lation einige Initialisierungen durchgefu¨hrt. Dazu dienen die Skripte
init-logfile.pl, init-public-ips.pl und update-dhcp.pl. Die beiden
letztgenannten wurden im vorigen Teilabschnitt besprochen. Das Skript
init-logfile.pl erzeugt die Datei anmeldung.log, falls sie noch nicht
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existiert, setzt ihren Eigentu¨mer auf apache, die Eigentu¨mergruppe auf adm
und setzt die Zugriffsrechte auf Lesen/Schreiben fu¨r den Eigentu¨mer und
Lesen fu¨r die Gruppe.
Die Funktionsweise des Startskripts /etc/rc.d/init.d/wlan-firewall
wurde in Abschnitt 4.5.2 beschrieben. Auf dem hier eingesetzten Redhat-
System kann ein Administrator das Hilfsprogramm service nutzen, um
das Skript aufzurufen, z. B. service wlan-firewall stop. Das Start-
skript ruft dann weitere Skripte auf, um seine Aufgaben zu erfu¨llen. Da-
zu geho¨ren firewall_start.pl und firewall_stop.pl zum Einrichten
grundlegender Firewall-Regeln, das Skript init-clients.pl zum Initiali-
sieren der Datei mit den akuell angemeldeten Clienten, und schließlich das
Skript dhcp-config-watcher.pl, welches als Daemon fu¨r den Neustart des
DHCP-Servers sorgt. dhcp-config-watcher.pl verhindert die gleichzeitige
Ausfu¨hrung mehrerer Neustart-Anforderungen und erzwingt eine Mindest-
pause zwischen den Neustarts.
Wie weiter oben bereits dargestellt, sollen periodisch wiederkehrende
Aufgaben mo¨glichst nicht von einem selbstentwickelten Daemon behandelt
werden. Als Alternative wird hier der bewa¨hrte crond eingesetzt, um die
Skripte pinger.pl und get_zin.pl regelma¨ßig auszufu¨hren. Beide Skripte
kann auch ein Administrator von Hand aufrufen, das ist aber normalerweise
nicht no¨tig.
get_zin.pl sorgt fu¨r die Aktualisierung der ZIN-Informationen (Ab-
schnitt 4.3.4) und wird stu¨ndlich ausgefu¨hrt. Der Ausfu¨hrungszeitpunkt liegt
dabei kurz nach der Erzeugung der Quelldateien, um eine mo¨glichst hohe
Aktualita¨t zu gewa¨hrleisten.
Das Skript pinger.pl pru¨ft die Erreichbarkeit der angemeldeten Cli-
enten (Abschnitt 4.3.2) und la¨uft jede Minute. Das Intervall zwischen
zwei Ping-Anfragen an einen Client-Rechner la¨ßt sich mit der Variable
$ping_host_interval in FW_Config.pm vergro¨ßern. Das Aufrufintervall
von pinger.pl sollte trotzdem auf eine Minute eingestellt bleiben.
Die Datei FW_Utils.pm ist selbst nicht ausfu¨hrbar, sie entha¨lt eine
Sammlung von Perl-Funktionen und wird von den meisten der Perl-Skripte
genutzt.
Konfiguration
/etc/wlan-firewall/FW_Config.pm ist die zentrale Konfigurationsdatei.
Sie entha¨lt Angaben zu Dateipfaden, Nutzerklassen, Netzwerkinterfaces und
zu den Dateien mit Firewall-Regeln, die Ping-Konfiguration sowie die Be-
reiche der offiziellen und privaten IP-Adressen.
Die Datei /etc/dhcpd.conf.fixed entha¨lt die unvera¨nderlichen Be-
standteile der DHCP-Konfiguration sowie Variablen als Platzhalter fu¨r die-
jenigen Teile, die erst bei Client-Anmeldungen hinzukommen oder die aus
FW_Config.pm ermittelt werden. /etc/dhcpd.conf.fixed dient als Vorlage,
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aus der dann die eigentliche DHCP-Konfigurationsdatei /etc/dhcpd.conf
erzeugt wird.
/etc/wlan-firewall/add_static_clients ist ein ausfu¨hrbares Shell-
Skript und entha¨lt Befehle, um statische Clienten wie Access Points beim
Systemstart zu registrieren. Es ist hier trotzdem als Konfigurationsdatei
aufgefu¨hrt, weil es zur Bearbeitung durch den Administrator vorgesehen ist.
Schließlich sind auch die Firewallregeln in den Verzeichnissen start/,
stop/ und client/ unterhalb /etc/wlan-firewall/ konfigurierbar. Die
Dateien in /etc/wlan-firewall/start/ werden beim Systemstart durch
firewall_start.pl geladen, analog gilt das beim Herunterfahren fu¨r
/etc/wlan-firewall/stop/ und firewall_stop.pl. Die Dateien darin
enthalten jeweils statische Regeln, die sich bei An- und Abmeldungen
von Clienten nicht a¨ndern, zum Beispiel zur Festlegung der Nutzerklassen-
Rechte. Im Verzeichnis /etc/wlan-firewall/client/ befinden sich dage-
gen die client-spezifischen Firewall-Regeln, zum Beispiel zur Einordnung der
IP-Datagramme in die Nutzerklasse oder fu¨r 1:1 NAT. Diese Dateien werden
bei der An- oder Abmeldung eines Clienten ausgewertet.
Wenn in einem der Verzeichnisse eine Datei hinzugefu¨gt oder ent-
fernt werden soll, so muß das außerdem in der Variable %templates in
FW_Config.pm gea¨ndert werden. Um eine der Dateien zeitweise zu deak-
tivieren, genu¨gt sogar das A¨ndern dieser Variable; es ist nicht no¨tig, die
Datei selbst zu lo¨schen.
Das Format der Dateien entspricht der Ausgabe von iptables-save,
letztendlich wird zum Laden der Firewall-Regeln iptables-restore ver-
wendet. Zusa¨tzlich ko¨nnen die Dateien Variablen enthalten, die vor dem
Laden der Firewall-Regeln durch ihre aktuellen Werte ersetzt werden. Ei-
nige Variablen sind allgemeingu¨ltig und in allen 3 Verzeichnissen nutzbar
(Tabelle 4.1), andere sind client-spezifisch und deshalb nur im Verzeichnis
client erlaubt (Tabelle 4.2).
Variable Beschreibung
$action -A (Regel hinzufu¨gen) oder -D (Regel lo¨schen)
$iface_int Name des Netzwerkinterfaces
auf Wireless-LAN-Seite
$iface_ext Name des Uplink-Interfaces
$IP_iface_ext IP-Adresse des Uplink-Interfaces
$guest, $private, numerische ID zur Nutzerklasse
$public, $static ($guest=1, $private=2, etc.)
Tabelle 4.1: Allgemeingu¨ltige Firewall-Variablen
42 KAPITEL 4. PRAXIS
Variable Beschreibung
$hwaddr MAC-Adresse des Clienten
$IP_int IP-Adresse im Wireless LAN nach der Anmeldung
$IP_ext im Internet sichtbare IP-Adresse des Clienten
(oder ”-“ wenn sie gleich $IP_int ist)
$userclass Bezeichnung der Nutzerklasse
$userclass_num numerische ID der Nutzerklasse
Tabelle 4.2: Clientspezifische Firewall-Variablen
Dateien im Verzeichnis /var/wlan-firewall/
Die Datei ips-public entha¨lt eine Liste der verfu¨gbaren offiziellen IP-
Adressen und ist als Warteschlange (FIFO) organisiert. Bei der Anmeldung
von Clienten wird bei Bedarf am Anfang der Datei eine IP-Adresse entnom-
men und bei der Abmeldung wieder am Ende angefu¨gt. Die Datei liegt im
Textformat vor und entha¨lt eine IP-Adresse pro Zeile.
clients ist ebenfalls eine Textdatei und entha¨lt pro Zeile einen regi-
strierten Clienten. Die Bedeutung der Spalten ist in Tabelle 4.3 angegeben.
# Name Beschreibung
1 hwaddr
2 userclass gleiche Bedeutung wie die entsprechenden
3 IP_int Variablen in Tabelle 4.2
4 IP_ext
5 pings_lost Anzahl der Ping-Anfragen an diesen Client, auf
die der Firewallrechner keine Antwort erhalten hat
6 last_changed Zeitpunkt der letzten A¨nderung an diesem Eintrag
in Sekunden seit 1.1.1970 0:00 UTC
Tabelle 4.3: Bedeutung der Spalten in der Datei clients
In der Datei anmeldung.log werden An- und Abmeldungen vermerkt,
sowohl bei Erfolg als auch bei aufgetretenen Fehlern. Die Anmeldedaten
werden vom CGI-Skript geschrieben, bei der Abmeldung ist das Skript
client_del.pl dafu¨r verantwortlich.
Die Datei HOME-PAGE entha¨lt die Kennzeichen aller URZ-Nutzer, die ein
ZIN besitzen oder davon befreit sind. Diese sind berechtigt, sich mit Nut-
zerkennzeichen und Paßwort in den Nutzerklassen private und public an-
zumelden, allen anderen Nutzern steht nur der Gast-Zugang zur Verfu¨gung,
siehe auch Abschnitt 4.3.4.
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Cron-Jobs
Auf Seite 40 wurden die Cron-Jobs get_zin.pl und pinger.pl beschrie-
ben. Ihre Einbindung in die Cron-Konfiguration erfolgt u¨ber die Datei
/etc/cron.d/wlan-firewall. Dort sind die Ausfu¨hrungszeitpunkte und
-intervalle festgelegt: minu¨tlich fu¨r pinger.pl und jeweils zehn Minuten
vor der vollen Stunde (:50) fu¨r get_zin.pl.
4.5.4 Standardsoftware und deren Konfiguration
In den Abschnitten 4.2.1 bis 4.2.3 wurden bereits einige zusa¨tzlich beno¨tigte
Softwarepakete erwa¨hnt. Dieser Abschnitt entha¨lt nun weitere Details zur
Konfiguration.
DNS-Server
Zum Einsatz kommt hier die Software Bind Version 9.1.3 vom Internet Soft-
ware Consortium. Die Proxy-Funktion fu¨r den Zugriff auf die weltweiten
DNS-Informationen ist folgendermaßen realisiert (Auszug aus named.conf):
options {
forwarders {
134.109.132.51;
134.109.132.55;
};
};
Damit werden alle Anfragen, die der DNS-Server nicht selbst beantworten
kann, an die DNS-Server des URZ weitergeleitet.
Die Namensauflo¨sung fu¨r die privaten IP-Adressen ist wie folgt konfigu-
riert (Auszug aus der Datei named.conf):
acl can_query {
127.0.0.1/32;
134.109.144.0/23;
192.168.0.0/16;
};
zone "funklan.hrz.tu-chemnitz.de" IN {
type master;
file "db.funklan.hrz.tu-chemnitz.de";
allow-query { can_query; };
};
zone "168.192.in-addr.arpa" IN {
type master;
file "db.168.192";
allow-query { can_query; };
};
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Die Option allow-query bewirkt dabei, daß der DNS-Server nur aus dem
Funknetz erreichbar ist.
Die Zuordnung der IPs zu den Namen befindet sich in der Datei
db.funklan.hrz.tu-chemnitz.de:
...
@ IN NS wfire-i
funk-netz IN A 192.168.0.0
funk-bcast IN A 192.168.255.255
wfire-i IN A 192.168.0.254
funk1 IN A 192.168.0.1
funk2 IN A 192.168.0.2
...
funk253 IN A 192.168.0.253
; 192.168.0.254 reserviert fu¨r Gateway
funk255 IN A 192.168.0.255
funk256 IN A 192.168.1.0
funk257 IN A 192.168.1.1
...
funk65533 IN A 192.168.255.253
funk65534 IN A 192.168.255.254
und das reverse lookup in der Datei db.168.192:
...
@ IN NS wfire-i.funklan.hrz.tu-chemnitz.de.
0.0 IN PTR funk-netz.funklan.hrz.tu-chemnitz.de.
255.255 IN PTR funk-bcast.funklan.hrz.tu-chemnitz.de.
254.0 IN PTR wfire-i.funklan.hrz.tu-chemnitz.de.
1.0 IN PTR funk1.funklan.hrz.tu-chemnitz.de.
2.0 IN PTR funk2.funklan.hrz.tu-chemnitz.de.
...
253.0 IN PTR funk253.funklan.hrz.tu-chemnitz.de.
; 192.168.0.254 reserviert fu¨r Gateway
255.0 IN PTR funk255.funklan.hrz.tu-chemnitz.de.
0.1 IN PTR funk256.funklan.hrz.tu-chemnitz.de.
1.1 IN PTR funk257.funklan.hrz.tu-chemnitz.de.
...
253.255 IN PTR funk65533.funklan.hrz.tu-chemnitz.de.
254.255 IN PTR funk65534.funklan.hrz.tu-chemnitz.de.
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DHCP-Server
Die Konfiguration des DHCP-Servers erfolgt u¨ber die Datei
dhcpd.conf.fixed, welche nachstehend abgebildet ist. Daraus gene-
riert dann update-dhcp.pl die eigentliche DHCP-Konfigurationsdatei
dhcpd.conf. Dabei werden #PRIVATE_RANGES und #CLIENTS ersetzt.
authoritative;
shared-network urz-wireless {
subnet 134.109.144.0 netmask 255.255.255.0 {
option subnet-mask 255.255.255.0;
option broadcast-address 134.109.144.255;
option routers 134.109.144.254;
option domain-name-servers 134.109.144.254;
option domain-name "hrz.tu-chemnitz.de";
}
subnet 192.168.0.0 netmask 255.255.0.0 {
option subnet-mask 255.255.0.0;
option broadcast-address 192.168.255.255;
option routers 192.168.0.254;
option domain-name-servers 192.168.0.254;
option domain-name "hrz.tu-chemnitz.de";
default-lease-time 60;
max-lease-time 60;
# automatically generated list of private IP ranges:
# PRIVATE_RANGES
# automatically generated list of private IP ranges (end)
}
}
group {
default-lease-time 120;
max-lease-time 120;
# automatically generated list of fixed address assignments:
# CLIENTS
# automatically generated list of fixed address
# assignments (end)
}
Die Deklaration shared-network gibt an, daß die beiden Subnetze
134.109.144.0/24 und 192.168.0.0/16 auf dem gleichen Netzwerk arbei-
ten, in diesem Fall realisiert u¨ber ein Alias-Interface. Netzmaske, Broadcast-
Adresse und Default-Router werden als Option an die Clienten u¨bermittelt,
ebenso der DNS-Server und der DNS-Domainname. Als Default-Router und
DNS-Server ist dabei die IP-Adresse des Firewall-Rechners aus dem jewei-
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ligen Subnetz angegeben. Fu¨r unbekannte Rechner und Clienten der Nut-
zerklasse private ist die Gu¨ltigkeitsdauer auf 1 Minute eingestellt, fu¨r die
Nutzerklassen public und static auf 2 Minuten.
Der DHCP-Server soll ebenfalls nur aus dem Funknetz erreichbar sein,
dazu wird er beim Start auf das interne Interface beschra¨nkt. Auf einem
Redhat-System ist fu¨r solche Optionen die Datei /etc/sysconfig/dhcpd
vorgesehen:
# Command line options here
DHCPDARGS=eth1
HTTP-Server
Bei nicht gefundenen Seiten oder verweigertem Zugriff liefert der HTTP-
Server statt einer Fehlermeldung eine Umleitung auf die Anmeldeseite. In
der Konfigurationsdatei httpd.conf sieht das folgendermaßen aus:
# Customizable error response (Apache style)
# not found:
ErrorDocument 404 \
https://wfire.hrz.tu-chemnitz.de/anmeldung.html
# Permission denied:
ErrorDocument 403 \
https://wfire.hrz.tu-chemnitz.de/anmeldung.html
Die Angabe eines absoluten URL inklusive Hostname des Servers bewirkt,
daß der Client eine HTTP-Umleitung geschickt bekommt und dann selbst die
Anmeldeseite abruft. Wa¨re stattdessen nur ein Dateipfad angegeben, wu¨rde
der Server die Anmeldeseite sofort unter dem falschen URL ausliefern. Die
Anmeldeseite muß aber unter ihrem richtigen URL abgerufen werden, damit
die Pru¨fung des SSL-Zertifikats funktioniert und damit die Statusseite nach
der Anmeldung korrekt u¨bertragen werden kann, obwohl dann das DNAT
bereits deaktiviert ist.
Die Zugriffrechte auf die Anmeldeseiten sind wie folgt konfiguriert:
Order allow,deny
Allow from 192.168.0.0/16
In Verbindung mit einer Route fu¨r 192.168.0.0/16 auf das interne Interface
und aktiviertem reverse path filter sind die Seiten nur noch aus dem Funk-
netz erreichbar.
Mit der Option SSLRequireSSL wird festgelegt, daß das CGI-Skript nur
u¨ber eine verschlu¨sselte Verbindung benutzt werden darf. Wenn das Skript
unter dem Name anmeldung-auth.cgi abgerufen wird, muß sich der Nutzer
mit seinem URZ-Paßwort authentifizieren:
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<Files anmeldung-auth.cgi>
AuthType Basic
AuthName "URZ-Login"
require valid-user
</Files>
Die Option -Indexes verbietet global das Auflisten von Verzeichnisin-
halten, aufgrund der Umleitung im Fehlerfall wird dann wieder die Anmel-
deseite ausgeliefert.
Im Anmeldeformular muß sichergestellt werden, daß das CGI-Skript im-
mer per SSL aufgerufen wird, sogar dann, wenn das Anmeldeformular selbst
unverschlu¨sselt u¨bertragen wurde. Zum Umschalten auf HTTPS kann man
einen absoluten URL verwenden, muß dann aber den Servername mit an-
geben. Hier kommt stattdessen das Apache-Modul mod_rewrite zum Ein-
satz, damit ist die Umschaltung auf SSL auch mit einem URL der Art
/cgi-bin/anmeldung-auth.cgi:SSL mo¨glich [49]. Die Konfiguration fu¨r
mod_rewrite lautet:
RewriteEngine on
RewriteRule ^/(.*):SSL$ https://%{SERVER_NAME}/$1 [R,L]
RewriteRule ^/(.*):NOSSL$ http://%{SERVER_NAME}/$1 [R,L]
Fu¨r die Authentifizierung wird das Apache-PAM-Modul mod_auth_pam
verwendet:
LoadModule pam_auth_module modules/mod_auth_pam.so
Dieses wiederum greift u¨ber das Modul pam_afs.so auf den AFS/Kerberos-
Server zuru¨ck (/etc/pam.d/httpd):
# The PAM configuration file for the ‘httpd’ service
auth sufficient /lib/security/pam_afs.so.1 \
ignore_root dont_fork
auth required /lib/security/pam_pwdb.so
session optional /lib/security/pam_afs.so.1
session required /lib/security/pam_pwdb.so
account required /lib/security/pam_pwdb.so
Eine Besonderheit an der TU Chemnitz besteht darin, daß die mei-
sten Nutzer ihre HTTP-Proxy-Einstellungen automatisch u¨ber die Datei
http://www.tu-chemnitz.de/misc/proxy.proxy beziehen. Die bisher be-
schriebene Konfiguration wu¨rde dazu fu¨hren, daß unter diesem URL die
Anmeldeseite ausgeliefert wird. Der Browser wu¨rde das als Fehler mel-
den, und eventuell wa¨re dann auch die Proxy-Konfiguration falsch. Die-
se Probleme lassen sich vermeiden, indem der HTTP-Server die Datei
/misc/proxy.proxy mit dem richtigen MIME-Typ bereitstellt:
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<Location /misc>
AddType application/x-ns-proxy-autoconfig .proxy
</Location>
Die Datei ist keine Kopie vom offiziellen WWW-Server der TU, sondern es
wird u¨ber einen symbolischen Link direkt die offizielle Version verwendet,
um die Aktualita¨t sicherzustellen.
Kapitel 5
Fazit und Perspektiven
5.1 Bewertung
Mit der vorliegenden Software wurde ein System realisiert, das den Wireless-
LAN-Zugang zum Campusnetz und zum Internet automatisch verwaltet.
Fu¨r die Anmeldung genu¨gt ein WWW-Browser und ein DHCP-Client, bei-
des ist auf den meisten Rechnern bereits vorhanden. Nach der Anmeldung
erfolgt der Zugang transparent wie beim Anschluß an eine Ethernet-Dose,
es ist keine besondere Kommunikationssoftware erforderlich.
Das System unterscheidet zwischen Gastnutzern mit eingeschra¨nkten
Rechten und authentifizierten URZ-Nutzern mit vollen Rechten. Letztere
werden aus technischen Gru¨nden noch einmal in zwei Klassen unterteilt,
wobei eine der beiden Klassen (private) dafu¨r sorgt, daß sich bei der An-
meldung die IP-Adresse nicht a¨ndert, wa¨hrend die andere Klasse (public)
durch den Verzicht auf NAT volle Transparenz bei der Datenu¨bertragung
gewa¨hrleistet.
Die Firewall-Regeln stellen sicher, daß eine unbefugte Nutzung des Netz-
zugangs deutlich erschwert ist, ohne die rechtma¨ßige Nutzung zu beein-
tra¨chtigen. Die Anmeldedaten werden verschlu¨sselt u¨bertragen, um sie ge-
gen Abho¨ren und Mißbrauch zu schu¨tzen. Die eigentliche Datenu¨bertragung
erfolgt unverschlu¨sselt. Stattdessen wird den Nutzern empfohlen, selbst ei-
ne angemessene Verschlu¨sselung einzusetzen. Alternativen mit integrierter
Verschlu¨sselung der Nutzdaten wurden untersucht, aber wegen mangelhafter
Schutzwirkung oder hohem Aufwand fu¨r die Nutzer verworfen. Der Vorteil
ist eine unkomplizierte Nutzung des Zugangs, ohne daß wesentliche Eingriffe
auf dem mobilen Rechner no¨tig sind.
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5.2 Entwicklungsmo¨glichkeiten
5.2.1 Gastzugang mit erweiterten Rechten
Die Rechte beim Gastzugang sind bei der vorliegenden Software stark ein-
geschra¨nkt, es ist nur der Zugriff auf WWW-Server der TU Chemnitz er-
laubt. Fu¨r spezielle Anwendungsfa¨lle wie Konferenzen und o¨ffentliche Ver-
anstaltungen wa¨ren zusa¨tzliche Nutzerklassen wu¨nschenswert, die auch Zu-
griff auf Server außerhalb der Universita¨t bieten und trotzdem kein URZ-
Nutzerkennzeichen oder ZIN erfordern.
Als Zugangsschutz ko¨nnte ein Kennwort dienen, das nur fu¨r die Dauer
der Veranstaltung gu¨ltig bleibt und allen Teilnehmern mitgeteilt wird. Wel-
che Nutzungsarten gegenu¨ber dem normalen Gastzugang zusa¨tzlich erlaubt
werden, muß sich an der voraussichtlichen Vertrauenswu¨rdigkeit der Veran-
staltungsteilnehmer orientieren. Die Implementierung dieser Variante sollte
mit relativ geringem Aufwand mo¨glich sein.
Eine andere Mo¨glichkeit wa¨re eine Art ”Bu¨rgschaft“ durch einen URZ-
Nutzer, der sich gegenu¨ber dem System authentifiziert und die Gastanmel-
dung vorbereitet, zum Beispiel durch Setzen eines Einmalpaßworts oder eine
zeitlich befristete Registrierung der MAC-Adresse des Gastrechners. Diese
Variante ist etwas aufwendiger zu implementieren. Vermutlich wu¨rde sich in
einem solchen Fall aber der URZ-Nutzer direkt anstelle des Gastes anmelden
und diesem seinen vollwertigen Internetzugang zur Verfu¨gung stellen. Mit
anderen Worten: Dem Autor erscheint die Akzeptanz eines solchen Systems
fraglich.
5.2.2 Unterstu¨tzung fu¨r mehrere Funk-Subnetze
In Abschnitt 4.4.7 wurde eine Mo¨glichkeit beschrieben, wie das Funknetz von
Außenstehenden als U¨bertragungsweg mißbraucht werden kann, und eine
Lo¨sungsvariante dafu¨r aufgezeigt. Die Anpassung der Firewall-Software an
mehrere Subnetze/VLANs ko¨nnte also eine sinnvolle Erweiterung darstellen.
5.2.3 Mobile IP
Die automatische Konfiguration der Mobilrechner durch DHCP ist meist
akzeptabel. Falls doch einmal mit der urspru¨nglichen Netzwerkkonfigurati-
on gearbeitet werden soll, damit der Mobilrechner logisch zum Heimatnetz
geho¨rt, wu¨rde sich der Einsatz von Mobile IP [50] empfehlen. Dafu¨r wa¨ren
mindestens folgende Vorkehrungen no¨tig:
• Betrieb eines home agent im Heimatnetz des Mobilgera¨ts
• wenn Mobile IP u¨ber die TU Chemnitz hinaus benutzt werden soll,
Betrieb (mindestens) eines foreign agent im Funknetz
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• Installation der Mobile-IP-Software auf dem Mobilrechner
• fu¨r jeden Mobilrechner Konfiguration eines gemeinsamen geheimen
Schlu¨ssels mit dem Home Agent
Es ist anscheinend keine brauchbare Mobile IP Client-Implementierung fu¨r
aktuelle Windows-Systeme verfu¨gbar. Auf einer aktuellen Linux-Version
(Kernel 2.4.2) hat sich lediglich Dynamics Mobile IP von der Technischen
Universita¨t Helsinki [51] als tauglich erwiesen.
Mobile IP kann deshalb nur eine Erga¨nzung zur beschriebenen Software
sein, diese aber nicht ersetzen. Die Zielgruppe ist deutlich kleiner. Aufgrund
des hohen organisatorischen Aufwandes wurde Mobile IP im Rahmen dieser
Arbeit nicht realisiert, das ko¨nnte aber Gegenstand einer weiteren Projekt-
arbeit sein.
Anhang A
Administration: HOWTO
Bei allen hier beschriebenen A¨nderungen empfiehlt es sich, wa¨hrend der
Wartungsarbeiten den HTTP-Server zu beenden, um Neuanmeldungen zu
verhindern. Außerdem ist der Aufruf von service wlan-firewall mit dem
Parameter stop bzw. start erforderlich.
A.1 A¨nderung von IP-Adressen oder Subnetzen
A.1.1 Firewall-IP auf dem externen Interface a¨ndern
• neue IP-Adresse in der Datei
/etc/sysconfig/network-scripts/ifcfg-eth0
unter IPADDR eintragen
• Interface eth0 neu starten, um diese IP zu u¨bernehmen
• in der Datei /etc/wlan-firewall/FW_Config.pm die neue IP-Adresse
unter $variables{"IP_iface_ext"} eintragen
• in der gleichen Datei die Variable @public_IP_ranges u¨berpru¨fen, die
neue IP-Adresse darf in keinem der Adreßbereiche enthalten sein
• im URZ-Router die neue IP-Adresse als Gateway fu¨r das Funk-Subnetz
eintragen
• im DNS-Server des URZ die Eintra¨ge fu¨r den Firewall-Rechner auf die
neue IP-Adresse umstellen
A.1.2 Firewall-IP auf dem internen Interface a¨ndern
• neue IP-Adresse in der Datei
/etc/sysconfig/network-scripts/ifcfg-eth1
unter IPADDR eintragen
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• Interface eth1 neu starten, um diese IP zu u¨bernehmen
• in der Datei /etc/wlan-firewall/FW_Config.pm
die Variable @private_IP_ranges u¨berpru¨fen,
die neue IP-Adresse darf in keinem der Adreßbereiche enthalten sein
• im lokalen DNS-Server die Eintra¨ge fu¨r den Firewall-Rechner auf die
neue IP-Adresse umstellen
A.1.3 Subnetz der offiziellen IP-Adressen a¨ndern
• IP-Adresse des externen Firewall-Interfaces a¨ndern, wenn no¨tig (siehe
oben)
• offizielles IP-Subnetz in der Datei /etc/dhcpd.conf.fixed a¨ndern
• update-dhcp.pl aufrufen
• in der Datei /etc/wlan-firewall/FW_Config.pm die Variable
@public_IP_ranges a¨ndern
• init-public-ips.pl aufrufen
• im URZ-Router das Funk-Subnetz a¨ndern
• im DNS-Server des URZ die Eintra¨ge fu¨r das Funk-Subnetz a¨ndern
A.1.4 Subnetz der privaten IP-Adressen a¨ndern
• IP-Adresse des internen Firewall-Interfaces a¨ndern, wenn no¨tig (siehe
oben)
• privates Subnetz in der Datei /etc/dhcpd.conf.fixed a¨ndern
• update-dhcp.pl aufrufen
• in der Apache-Konfigurationsdatei /etc/httpd/conf/httpd.conf die
Klausel allow from auf das neue Subnetz a¨ndern
• in der Datei /etc/wlan-firewall/FW_Config.pm die Variable
@private_IP_ranges a¨ndern
• im lokalen DNS-Server die Eintra¨ge fu¨r private IP-Adressen a¨ndern
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A.2 Hinzufu¨gen von Nutzerklassen
• in der Datei FW_Config.pm Name und ID der neuen Nutzerklasse in
die Variable %userclasses eintragen
• in der gleichen Datei in der Variable %templates festlegen, welche der
Firewall-Dateien aus /etc/wlan-firewall/client fu¨r diese Nutzer-
klasse verwendet werden sollen
• im HTML-Anmeldeformular /var/www/wfire/anmeldung.html die
Auswahl der neuen Nutzerklasse ermo¨glichen
• das CGI-Anmeldeskript /var/www/cgi-bin/anmeldung.cgi anpassen
(siehe Sonderbehandlungen darin fu¨r einzelne Nutzerklassen)
• in der Datei FW_Utils.pm die Funktionen
needs_dhcp_entry(), get_ip_pub() und free_ip_pub()
u¨berpru¨fen und evtl. anpassen
• Firewall-Datei start/snat_out anpassen, wenn die neue Nutzerklasse
NAT verwendet (a¨hnlich guest oder private)
• Firewall-Dateien client/classify_incoming_* verwenden, wenn
Rechner der neuen Klasse von außen unter einer eigenen IP-Adresse
sichtbar sind (z. Zt. alle außer guest)
• in der Firewall-Datei start/forward:
– Chains anlegen: incoming_<klasse> und outgoing_<klasse>
– Firewall-Regeln in diese Chains einfu¨gen, im einfachsten Fall eine
allgemeine Regel mit ACCEPT oder DROP
– in den Chains incoming und outgoing bei der Nutzerklassen-
pru¨fung auch die neue Nutzerklasse erkennen und die zugeho¨rige
Chain aufrufen, die weiter oben erzeugt wurde
• Hinweis: Die Daten von außen nach innen, d. h. vom Campusnetz
oder Internet ins Funknetz, werden zur Zeit immer in die Nutzer-
klasse guest eingeordnet, wenn die Ziel-IP dem externen Interface
des Firewall-Rechners entspricht (Antwortpakete in einer Datenu¨ber-
tragung mit N:1 NAT). Fu¨r eine detailliertere Bestimmung der Nut-
zerklasse eignet sich in diesem Fall die FORWARD-Chain besser als
PREROUTING.
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A.3 Anmeldung von Clienten der Nutzerklasse
static
• bis zum na¨chsten Systemstart: Aufruf von
client_add.pl <Hardware-Adresse> static <aktuelle IP>
• dauerhaft: obige Kommandozeile in die Datei
/etc/wlan-firewall/add_static_clients eintragen
Anhang B
Nutzerdokumentation
B.1 Systemanforderungen
Fu¨r die Nutzung des Netzzugangs per Funk ist ein netzwerkfa¨higer Rech-
ner mit Wireless-LAN-Interface, WWW-Browser und DHCP-Client erfor-
derlich. Der Browser sollte Tabellen, Formulare und HTTP u¨ber SSL/TLS
unterstu¨tzen. Fu¨r den DHCP-Client gibt bei den Windows-Systemen kei-
ne Wahlmo¨glichkeit, unter Linux stehen mehrere Implementierungen zur
Verfu¨gung: pump, dhcp-client aus der ISC-Distribution und dhcpcd.
Alle genannten DHCP-Clienten sind in der Lage, zur Erstkonfigurati-
on des Netzwerkinterfaces eine IP-Adresse und die zugeho¨rigen Parameter
zu beschaffen. In der Nutzerklasse public muß der DHCP-Client aber au-
ßerdem auf A¨nderungen der IP-Adresse reagieren ko¨nnen. Zusa¨tzlich wurde
noch das Verhalten getestet, wenn das Verla¨ngern der Lease fehlschla¨gt. In
diesem Fall darf der Client die IP-Adresse nicht weiter benutzen. Die Test-
ergebnisse im U¨berblick:
Windows pump ISC dhcpcd
IP-A¨nderung + - + -
Lease-Ablauf - - -1 +
Tabelle B.1: DHCP-Clienten im Test
Die Problemfa¨lle im Einzelnen:
• Wenn der DHCP-Server dem Client eine gea¨nderte IP-Adresse zuteilt,
beendet sich pump und die alte IP-Adresse bleibt aktiv. Der dhcpcd
entfernt die alte IP-Adresse auf dem Interface, konfiguriert aber nicht
die neue IP.
1Dieses Verhalten ist konfigurierbar.
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• Wenn das Erneuern der Lease fehlschla¨gt, so nutzen Windows,
pump und dhcp-client (ISC) die alte IP-Adresse weiter. Bei
der ISC-Software la¨ßt sich dieser Bug direkt im Konfigurati-
onsskript /etc/dhclient-script beheben, oder auch separat in
/etc/dhclient-exit-hooks:
if [ x$reason = xEXPIRE ] || [ x$reason = xFAIL ]; then
if [ x$old_ip_address != x ]; then
ifconfig $interface inet 0
fi
fi
Unter Linux ist deshalb der dhcp-client vom ISC am besten geeignet.
B.2 Ablauf der Anmeldung
Anmeldung für drahtlosen Netzzugang (Testbetrieb)
URZ-Nutzer
Hinweis: Zur Anmeldung
benötigen Sie ein
URZ-Nutzerkennzeichen. Das
Paßwort wird verschlüsselt
übertragen.
 (empfohlen) private
IP-Adresse beibehalten 
 auf offizielle
IP-Adresse umschalten
Anmelden
Gast
Hinweis: Zur Anmeldung ist kein Paßwort erforderlich. Bitte füllen
Sie die folgenden Felder aus.
Vorname
Name
Zweck
Anmelden
Abbildung B.1: Anmeldeformular
URZ-Nutzer wa¨hlen im linken Teil des Anmeldeformulars (Abbildung
B.1) ihre Nutzerklasse aus. ”Private IP-Adresse beibehalten“ entspricht der
Nutzerklasse private und kommt ohne A¨nderung der IP-Adresse bei der
Anmeldung aus. ”Auf offizielle IP-Adresse umschalten“ enspricht der Klas-
se public. Hier a¨ndert sich die IP-Adresse bei der Anmeldung, und der
Nutzer muß dafu¨r sorgen, daß sein DHCP-Client die neue IP-Adresse u¨ber-
nimmt, oder warten, bis das automatisch geschieht. Nach Auswahl der Nut-
zerklasse wird mit dem Knopf ”Anmelden“ (links) die Anmeldung ausgelo¨st.
Der WWW-Browser fragt nach URZ-Nutzerkennzeichen und AFS-Paßwort,
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der Besitz des Zertifikats Internet-Nutzung (ZIN) wird automatisch gepru¨ft.
Anschließend wird eine Seite mit dem Status der Anmeldung (erfolgreich,
fehlgeschlagen) ausgegeben.
Ga¨ste tragen im rechten Teil ihren Namen und Vornamen sowie den Nut-
zungszweck ein. Der Knopf ”Anmelden“ (rechts) lo¨st dann die Anmeldung
in der Nutzerklasse guest aus, danach wird ebenfalls eine Statusseite aus-
gegeben. Nutzerkennzeichen, Paßwort oder ZIN sind nicht erforderlich. Zur
Zeit du¨rfen Ga¨ste nur WWW-Seiten von Servern der TU Chemnitz abrufen.
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