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Introduction
At present, all kinds of stream data processing based on instantaneous data have become 
critical issues of Internet, Internet of Things (ubiquitous computing), social networking 
and other technologies. The massive amounts of data being generated in all these envi-
ronments push the need for algorithms that can extract knowledge in a readily manner.
Within this increasingly important field of research the application of artificial neu-
ral networks to such task remains a fairly unexplored path. The self-organizing map 
(SOM) [1] is an unsupervised neural-network algorithm with topology preservation. The 
SOM has been applied extensively within fields ranging from engineering sciences to 
medicine, biology, and economics [2] over the years. The powerful visualization tech-
niques for SOM models result from the useful and unique feature of SOM for detec-
tion of emergent complex cluster structures and non-linear relationships in the feature 
space [3]. The SOM can be visualized as a sheet-like neural network array, whose neu-
rons become specifically tuned to various input vectors (examples) in an orderly fashion. 
For instance, the SOM and K-means both represent data in a similar way through proto-
types of data, i.e., centroids in K-means and neuron weights in SOM, and their relation 
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and different usages has already been studied [4]. However, it is the topological ordering 
of these prototypes in large SOM networks that allows the application of exploratory 
visualization techniques.
This paper is an extended version of work published in [5], introducing a novel vari-
ant of SOM, called the ubiquitous self-organizing map (UbiSOM), specially tailored for 
streaming and big data. We extend our previous work by improving the overall algorithm 
with the use of a drift function to estimate learning parameters, that weighs the previ-
ous average quantization error and a new introduced metric: the average neuron utility. 
Also, the UbiSOM algorithm now implements a finite-state machine, which allows it to 
cope with drastic changes in the underlying stream. We also performed parameter sensi-
tivity analysis on new parameters imposed by the algorithm.
Our experiments, with artificial data and a real-world electric consumption sensor 
data stream, show that UbiSOM can be applied to data processing systems that want to 
use the SOM method to provide a fast response and timely mine valuable information 
from the data. Indeed our approach, albeit being a single-pass algorithm, outperforms 
current online SOM proposals in continuously modeling non-stationary data streams, 
converging faster to stable models when the underlying distribution is stationary and 
reacting accordingly to the nature of the change.
Background and literature review
In this section we introduce data streams and review current SOM algorithms that can, 
in theory, be used for streaming data, highlighting their problems in this setting.
Data streams
Nowadays, data streams [6, 7] are generated naturally within several applications as 
opposed to simple datasets. Such applications include network monitoring, web mining, 
sensor networks, telecommunications, and financial applications. All have vast amounts 
of data arriving continuously. Being able to produce clustering models in real-time 
assumes great importance within these applications. Hence, learning from streams not 
only is required in ubiquitous environments, but also is of relevance to other current hot 
topics, namely Big Data. The rationale behind the requirement of learning from streams 
is that the amount of information being generated is to big to be stored in devices, where 
traditional mining techniques could be applied. Data streams arrive continuously and are 
potentially unbounded. Therefore, it is impossible to keep the entire stream in memory.
Data streams require fast and real time processing to keep up with the high rate of 
data arrival and mining results are expected to be available within short response time. 
Data streams also imply non-stationarity of data, i.e., the underlying distribution may 
change. This may involve appearance/disappearance of clusters, changes in mean and/
or variance and also correlations between variables. Consequently, algorithms perform-
ing over data streams are presented with additional challenges not previously tackled in 
traditional data mining. One thing that is agreed is that these algorithms can only return 
approximate models since data cannot be revisited to fine-tune the models [7], hence the 
need for incremental learning.
More formally, a data stream S is a massive sequence of examples x1, x2, . . . , xN , i.e., 
S = {xi}Ni=1, which is potentially unbounded (N →∞). Each example is described by an 
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d-dimensional feature vector x = [xji]dj=1 belonging to a feature space  that can be con-
tinuous, categorical or mixed. In out work we only consider continuous spaces.
The Self‑Organizing Map
The SOM establishes a projection from the manifold  onto a set K of neurons (or 
units), formally written as → K, hence performing both vector quantization and pro-
jection. Each unit K is associated with a prototype wk ∈ Rd, all of which establish the 
set K that is referred as the codebook. Consequently, the SOM can be interpreted as a 
topology preserving mapping from an high-dimensional input space onto the 2D grid of 
map units. The number of prototypes K is defined by the dimensions of the grid (lattice 
size), i.e, width× height.
The classical Online SOM algorithm performs iteratively over time. An example x is 
presented at each iteration t and distances between xt and all prototypes are computed. 
Usually the Euclidean distance is used and previous normalization of x is suggested to 
equate the dynamic ranges along each dimension; this ensures that no feature dominates 
the distance computations, improving the numerical accuracy. The best matching unit 
(BMU), which we denote by c, is the map unit with prototype closest to xt:
It is important to highlight that E(t) =� xt − wc(t) � is the map error at time t, and is 
referred to as the quantization error.
Next, the prototype vectors are updated: the BMU and its topological neighbors are 
moved towards the example in the input space by the Kohonen learning rule [1, 8]:
where:
where rc and rk are positions of units c and k on the SOM grid. Both σ(t) and η(t) 
decrease monotonically with time, a critical condition for the network to converge 
steadily towards a topological ordered state and to map the input space density. The fol-
lowing decreasing functions are common:
where σi and σf  are respectively the initial and final neighborhood width and ηi and 
ηf  the initial and final learning rate. From [8] it is suggested that: the width of the 
(1)wc(t) = mink �x − wk�.
(2)wk(t + 1) = wk(t)+ η(t) hck(t)[xt − wk(t)]
t is the time;
η(t) is the learning rate;
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neighborhood should be decreased from a width approximately the width of the lattice, 
for an initial global ordering of the prototypes, down to only encompassing the adjacent 
map units. This iterative scheme endures until tf  is reached and is typically defined so 
the dataset is presented several times.
SOM models for streaming data
In a real-world streaming environment tf  is unknown or not defined, so the classical 
algorithm cannot be used. Even with a bounded stream the Online SOM loses plasticity 
over time (due to the decrease of the learning parameters) and cannot cope easily with 
changes in the underlying distribution.
Despite the huge amount of SOM literature around SOM and SOM-like networks, 
there is surprisingly and comparatively very little work dealing with incremental learn-
ing. Furthermore, most of these works are based on incremental models, that is, net-
works that create and/or delete nodes as necessary. For example, the modified GNG 
model [9] is able to follow non-stationary distributions by creating nodes like in a regu-
lar GNG and deleting them when they have a too small utility parameter. Similarly, the 
evolving self-organizing map (ESOM) [10, 11] is based on an incremental network quite 
similar to GNG that creates dynamically based on the measure of the distance of the 
BMU to the example (but the new node is created at exact data point instead of the mid-
point as in GNG). Self-organizing incremental neural network (SOINN) [12] and its 
enhanced version (ESOINN) [13] are also based on an incremental structure where the 
first version is using a two layers network while the enhanced version proposed a single 
layer network. These proposals, however, do not guarantee a compact model, given that 
the number of nodes can increase unbounded in a non-stationary environment if not 
parameterized correctly.
On the other hand, our proposal keeps the size of the map fixed. Some SOM time-
independent variants, obeying to this restriction, have been proposed. The two most 
recent examples are: the Parameterless SOM (PLSOM) [14], which evaluates the local 
error E(t) and calculates the learning parameters depending on the local quadratic fit-
ting error of the map to the input space, and; the Dynamic SOM (DSOM) [15] which 
follows a similar reasoning by adjusting the magnitude of the learning parameters to the 
local error, but fails to converge from a totally unordered state. Moreover, authors of 
both proposals admit that their algorithms are unable to map the input space density 
onto the SOM, which has a severe impact on the application of common visualization 
techniques for exploratory analysis. Also, these variants are very sensitive to outliers, i.e., 
noisy data, by using instantaneous E(t) values.
On the other hand, the proposed UbiSOM algorithm in this paper estimates learning 
parameters based on the performance of the map over streaming data by monitoring the 
average quantization error, being more tolerant to noise and aware of real changes in the 
underlying distribution.
The ubiquitous self‑organizing map
The proposed UbiSOM algorithm relies on two learning assessment metrics, namely the 
average quantization error and the average neuron utility, computed over a sliding win-
dow. While the first assesses the trend of the vector quantization process towards the 
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underlying distribution, the later is able to detect regions of the map that may become 
“unused” given some changes in the distribution, e.g., disappearance of clusters. Both 
metrics are weighed in a drift function that gives an overall indication of the perfor-
mance of the map over the data stream, used to estimate learning parameters.
The UbiSOM implements a finite state-machine consisting in two states, namely 
ordering and learning. The ordering state allows the map to initially unfold over the 
underlying distribution with monotonically decreasing learning parameters; it is also 
used to obtain the first values of the assessment metrics, transitioning afterwards to 
the learning state. Here, the learning parameters, i.e., learning rate and neighborhood 
radius, are decreased or increased based on the drift function. This allows the UbiSOM 
to retain an indefinite plasticity, while maintaining the original SOM properties, over 
non-stationary data streams. These states also coincide with the two typical training 
phases suggested by Kohonen. It is possible, however, that unrecoverable situations from 
abrupt changes in the underlying distribution are detected, which leads the algorithm to 
transition back to the ordering state.
Notation
Each UbiSOM neuron k is a tuple Wk = �wk , tupdatek �, where wk ∈ Rd is the proto-
type and tupdatek  stores the time stamp of the last time its prototype was updated. For 
each incoming observation xt, presented at time t, two metrics are computed, within 
a sliding window of length T, namely the average quantization error qe(t) and the 
average neuron utility (t). We assume that all features of the data stream are equally 
normalized between [dmin, dmax]. The local quantization error E(t) is normalized by 
|�| = (dmax − dmin)
√
d, so that qe(t) ∈ [0, 1]. The (t) metric averages neuron utility 
((t)) values that are computed as a ratio of updated neurons during the last T obser-
vations. Both metrics are used in a drift function d(t), where the parameter β ∈ [0, 1] 
weighs both metrics.
The UbiSOM switches between the ordering and learning states, both using the classi-
cal SOM update rule, but with different mechanisms for estimating learning parameters 
σ and η. The ordering state endures for T  examples, until the first values of qe(t) and 
(t) are available, establishing an interval [ti, tf ], during which monotonically decreasing 
functions σ(t) and η(t) are used to decrease values between {σi, σf } and {ηi, ηf }, respec-
tively. The learning state estimates learning parameters as a function of the drift func-
tion. UbiSOM neighborhood function is defined in a way that uses σ ∈ [0, 1] as opposed 
to existing variants, where the domain of the values is problem-dependent.
Online assessment metrics
The purpose of these metrics is to assess the “fit” of the map to the underlying distribu-
tion. Both proposed metrics are computed over a sliding window of length T .
Average quantization error
The widely used global quantization error (QE) metric is the standard measure of fit of 
a SOM model to a particular distribution. It is typically used to compare SOM models 
obtained for different runs and/or parameterizations and used in a batch setting. The 
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rationale is that the model which exhibits a lower QE value is better at summarizing the 
input space.
Regarding data streams this metric, as it stands, is not applicable because data is 
potentially infinite. Competing approaches to the proposed UbiSOM use only the local 
quantization error E(t). Kohonen stated that both η(t) and σ(t) should decrease mono-
tonically with time, a critical condition to achieve convergence [8]. However, the local 
error is very unstable because → K is a many-to-few mapping, where some observa-
tions are better represented than others. As an example, with stationary data the local 
error does not decrease monotonically over time. We argue this is the reason why other 
existing approaches, e.g., PLSOM and DSOM, fail to model the input space density 
correctly.
In the proposed algorithm, the quantization error was modified to a running mean in 
the form of the average quantization error qe(t), based on the premise that the error of 
a learner will decrease over time for an increasing number of examples if the underly-
ing distribution is stationary; otherwise, if the distribution changes, the error increases. 
For each observation xt the E′(t) local quantization error is obtained during the BMU 
search, as the normalized Euclidean distance
These values are averaged over a window of length T ≫ 0 to obtain qe(t), defined in Eq. 
(5). Consequently, the value of T  establishes a short, medium or long-term trend of the 
model adaptation.
Figure 1 depicts the typical behavior of E′(t) values obtained during a run of the classi-
cal SOM algorithm, together with the computed qe(t) values for T = 2000, over a data 
stream where the underlying distribution suffers an abrupt change at t = 50 000. We can 
observe that E′(t) values exhibit a large variance throughout time, as opposed to qe(t) 
which is smoother and indicates the trend of the convergence. Therefore, it is implicitly 
(5)E





























Fig. 1 Behavior of local E ′(t) vs. average quantization error qe(t)
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assumed that if qe(t) is decreasing, then the underlying distribution is stationary; other-
wise, it is changing.
Average neuron utility
The average quantization error qe(t) may be a good overall indicator of the fit of the 
model. Despite that, it may be unable to detect the abrupt disappearance of clusters. 
Figure  2 illustrates such a scenario, depicting the “unused” area of the map  after the 
inner cluster disappears. Here qe(t) does not increase, however in this situation, the 
learning parameters should increase and allow the map to recover from this situation.As 
a consequence, the average neuron utility was proposed as a means to detect these cases.
To compute this assessment metric each UbiSOM neuron K is extended with a time 
stamp tupdatek  which stores the last time the corresponding prototype was updated, func-
tioning as an aging mechanism. A prototype is updated if it is the BMU or if it falls in the 
influence region of the BMU, limited by the neighborhood function. Initially, tupdatek = 0 . 
The neuron utility (t) is given by Eq. (7). It measures the ratio of neurons that were 
updated within the last T  observations, over the total number of neurons. Consequently, 
if all neurons have been recently updated, then (t) = 1. The values are then averaged by 
Eq. (8) to obtain (t).
(7)(t) =
∑K






























































Fig. 2 Example of a distribution change not detected by the average quantization error. a Before change; b 
after the disappearance of the inner cluster, where it is visible a region of unused neurons
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As a result, a decrease in (t) indicates that there are neurons that are not being used to 
quantize the data stream. While it is not unusual to obtain these “dead-units” with sta-
tionary data after the map has converged, the decreasing trend should alert for changes 
in the underlying distribution.
The drift function
The previous metrics qe(t) and (t) are both weighed in a drift function that is used by 
the UbiSOM to estimate learning parameters. In short:
qe(t) The average quantization error gives an indication of how well the map is cur-
rently quantifying the underlying distribution, previously defined in Eq. (6). In most 
situation where the underlying data stream is stationary, qe(t) is expected to decrease 
and stabilize, i.e., the map is converging. If the shape of the distribution changes, qe(t) 
is expected to increase.
(t) The average neuron utility is an additional measure which gives an indication of 
the proportion of neurons that are actively being updated, previously defined in Eq. (8). 
The decrease of (t) indicates neurons are being underused, which can reflect changes 
in the underlying distribution not detected by qe(t).
The drift function is defined as
where β ∈ [0, 1] is a weighting factor that establishes the balance of importance between 
the two metrics. Since both qe(t) and (t) are only obtained after T  observations, so is 
d(t).
A quick analysis of d(t) should be made: with high learning parameters, specially the 
neighborhood σ value, (t) is expected to be ≈ 1, which practically eliminates the second 
term of the equation. Consequently, the drift function in only governed by qe(t). When 
the neuron utility decreases the second term contributes to the increase of d(t) in pro-
portion to the chosen β value. Ultimately, if β = 1 then the drift function is only defined 
by the qe(t) metric. Empirically, β should be parameterized with relatively high values, 
establishing qe(t) as the main measure of “fit” and using (t) as a failsafe mechanism.
The neighborhood function
The UbiSOM algorithm uses a normalized neighborhood radius σ learning parameter 
and a truncated neighborhood function. The latter is what effectively allows (t) to be 
computed.
The classical SOM neighborhood function relies on a σ value that is problem-depend-
ent, i.e., the used values depend on the lattice size. This complicates the parameteriza-
tion of σ for different values of K, i.e., width× height.
The performed normalization is based on the maximum distance between any 
two neurons in the lattice. In rectangular maps the farthest neurons are the ones at 
opposing diagonals, e.g., positions (0,  0) and (width− 1, height − 1) in Fig.  3. Hence 
distances within the lattice are normalized by the Euclidean norm of the vector 
diag = (width− 1, height − 1), defined as
(9)d(t) = β qe(t)+ (1− β) (1− (t))
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This effectively limits the maximum neighborhood width the UbiSOM can use and 
establishes σ ∈ [0, 1].
The neighborhood function of the UbiSOM variant is given by
where rc is the position in the grid of the BMU for observation xt. To get a grasp on how 
different σ values determine the influence region around the BMU, Fig.  4 depicts Eq. 
(11) for different σ values. Neurons whose values of h′ck(t) are below a threshold of 0.01 
are not updated. This is critical for the computation of (t), since h′ck(t) is a continuous 
function and as h′ck(t) → 0 all other neurons would still be updated with very small val-
ues. The truncated neighborhood function is also a performance improvement, avoiding 
negligible updates to prototypes. 
(10)�diag� =
√








Fig. 3 Maximum lattice distance used for normalization of σ






















Fig. 4 The UbiSOM neighborhood function. The threshold value is also depicted, below which no updates to 
prototypes are performed
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States and transitions
The UbiSOM algorithm implements a finite state-machine, i.e., it can switch between 
two states. This design was, on one hand, imposed by the initial delay in obtaining val-
ues for the assessment metrics and, as a consequence, for the drift function d(t); on 
the other hand, seen as a desirable mechanism to conform to Kohonen’s proposal of an 
ordering and a convergence phase for the SOM [8] and to deal with drastic changes that 
can occur in the underlying distribution.
The two possible states of the UbiSOM algorithm, namely ordering state and learning 
state are depicted in Fig. 5 and described next. Both use a similar update equation as the 
classical algorithm, but with the neighborhood function defined in Eq. (11), as defined in 
Eq. (12). Please note that the prototypes are only updated above the neighborhood func-
tion threshold.
However, each state estimates learning parameters with different functions for η(t) and 
σ(t).
Ordering state
The ordering state is the initial state of the UbiSOM algorithm and to where it possibly 
reverts if it can not recover from an abrupt change in the data stream. It endures for 
T  observations where learning parameters are estimated with a monotonically decreas-
ing function, i.e., time-dependent, similar to the classical SOM. Thus, the parameter T  
simultaneously defines the window length of the assessment metrics, as well as dictates 
the duration of the ordering state. The parameters should be relatively high, so the map 
can order itself from a totally unordered initialization regarding the underlying distribu-
tion. This phase also allows for the first value of the drift function d(t) to be available. 
After T  observations the algorithm switches to the learning state.
Let ti and tf = ti + T − 1 be the first and last iterations of the ordering phase, respec-
tively. This state requires choosing appropriate parameter values for ηi, ηf , σi and σf , 
which are, respectively, the initial and final values for the learning rate and the normal-
ized neighborhood radius. The choice of values will greatly impact the initial ordering 
of the prototypes and will affect the estimation of parameters of the learning state. Any 
(12)wk(t + 1) =
{





1{d(t)≥d(tf )} ≥ T
Fig. 5 UbiSOM states and transitions
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monotonically decreasing function can be used, although in this research the following 
were used:
At the end of the tf  iteration, the first value of the drift function is obtained, i.e., d(tf ),
and the UbiSOM algorithm transitions to the learning state.
Learning state
The learning state begins at tf + 1 and is the main state of the UbiSOM algorithm, during 
which learning parameters are estimated in a time-independent manner. Here learning 
parameters are estimated solely based on the drift function d(t), decreasing or increas-
ing relative to the first computed value d(tf ) and final values (ηf , σf ) of the ordering state.
Given that in this state the map is expected to start converging, the values of d(t) 
should also decrease. Hence, the value d(tf ) is used as a reference value establishing a 
threshold above which the map is considered to be irrecoverably diverging from changes 
in the underlying distribution, e.g., in some abrupt changes the drift function can 
increase rapidly to very high values. Consequently, it also limits the maximum values 
that learning parameters can attain during this state
Learning parameters η(t) and σ(t) are estimated for an observation presented at time t 
by Eq. (14), where d(t) is defined as in Eq. (9). One can easily derive that learning param-
eters are estimated proportionally to d(t). Also, final values of the ordering state for ηf  
and σf  establish an upper bounded for the learning parameters in this state.
The outcome of these equations is that if the distribution is stationary the learning 
parameters accompany the decrease of the drift function values, allowing the map to 
converge to a stable state. On the contrary, if changes occur, the drift function values 
rise, consequently increasing the learning parameters, and increase the plasticity of the 
map to a point where d(t) should decrease again. The increased plasticity should allow 
the map to adjust to the distribution change.
However, there may be cases of abrupt changes from where the map cannot recover, 
i.e., the map does not resume convergence with decreasing d(t) values. Therefore, if we 
detect that learning parameters are in their peak values during at least T  iterations, i.e., ∑
1{d(t)≥d(tf )} ≥ T , then this situation is confirmed and the UbiSOM transitions back to 
the ordering state.
Time and space complexity
The UbiSOM algorithm (and model) does not increase the time complexity of the classi-
cal SOM algorithm, since all the potentially penalizing additional operations, namely the 
computations of the assessment metrics, can be obtained in O(1). Regarding space com-






















d(t) d(t) < d(tf )
σf otherwise.
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neuron k; (2) storing two queues for the assessment metrics qe(t) and (t), each of length 
T . Therefore, after the initial creation of data structures (map and queues) in O(K) time 
and O(Kd + 2K + 2T ) space, every observation xt is processed in constant O(2Kd) time 
and constant space. No observations are kept in memory.
Hence, the UbiSOM algorithm is scalable in respect to the number of observations N, 
since the cost per observations is kept constant. However, the increase of the number 
of neurons K , i.e., the size of the lattice, and the dimensionality d of the data stream will 
increase this cost linearly.
Results and discussion
A series of experiments was conducted using artificial data streams to assess the Ubi-
SOM parameterization and performance over stationary and non-stationary data, 
while comparing it to current proposals, namely the classical Online SOM, PLSOM and 
DSOM. With artificial data we can establish the ground truth of the expected outcome 
and illustrate some key points. Afterwards we apply the UbiSOM to a real-world electric 
power consumption problem where we further illustrate the potential of the UbiSOM 
when dealing with sensor data in a streaming environment.
Table  1 summarizes the artificial data streams used in the presented results. These 
are two- and three-dimensional for the purpose of easy visualization of obtained maps. 
The Gauss data stream, as the name suggests, describes a Gaussian cluster of points 
and is used to check if the algorithms can map the input space density properly; Chain 
describes two inter-locked rings—this represents a cluster structure that partitional 
clustering algorithms, e.g., k-means, fail to cluster properly; Hepta describes a distribu-
tion of 7 evenly spaced Gaussian clusters, where at time t = 50 000 one cluster disap-
pears, previously depicted in Fig. 2, and; Clouds contains an evolving cluster structure 
with separation and merge of clusters (between t = 50 000 and t = 150 000) and aims at 
evaluating how the different tested algorithms react to continuous changes in the distri-
bution. All data streams were normalized such that xt ∈ [0, 1]d.
The parameterization of any SOM algorithm is mainly performed empirically, since 
only rules of thumb exist towards finding good parameters [8]. In the next section pre-
sent an initial parameter sensitivity analysis of the new parameters introduced in the 
UbiSOM, e.g., T  and β, while empirically setting the remaining parameters, shared at 
some extent with the classical SOM algorithm. Concerning the lattice size it should be 
rectangular in order to minimize projection distortions, hence we use a 20× 40 lattice 
for all algorithms, which also allows for a good quantization of the input space. In the 
ordering state of the UbiSOM algorithm we have empirically set ηi = 0.1, ηf = 0.08, 
σi = 0.6 and σf = 0.2, based on the recommendation that learning parameters should 
Table 1 Summary of artificial data streams used in presented experiments
Name d N Stationary? Number clusters
Gauss 2 100,000 Yes 1
Chain 2 100,000 Yes 2
Hepta 3 150 000 No 7/6
Clouds 3 200,000 No 2/3/2
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be initially relatively high to allow the unfolding of the map over the underlying dis-
tribution. These values have shown optimal results in the presented experiments and 
many others not included in this paper. A parameter sensitivity analysis including these 
parameters is reserved for future work.
Regarding the other algorithms, after several tries the best parameters for the chosen 
map size and for each compared algorithm were selected. The classical Online SOM uses 
ηi = 0.1 and σi = 2
√
K , decreasing monotonically to ηf = 0.01 and σf = 1 respectively; 
PLSOM uses a single parameter γ called neighborhood range and the values yielding 
the best results for the used lattice size were γ = (65, 37, 35, 130) for the Gauss, Chain, 
Hepta and Clouds data streams, respectively. DSOM was parameterized as in  [15] 
with elasticity = 3 and ε = 0.1, but since it fails to unfold from an initial random state, 
it was left out of further experiments. The authors admit that their algorithm has this 
drawback.
Maps across all experiments use the same random initialization of prototypes at the 
center of the input space, so no results are affected by different initial states.
Parameter sensitivity analysis
We present a parameter sensitivity analysis for parameters T  and β introduced in the 
UbiSOM. The first establishes the length of the sliding window used to compute the 
assessment metrics, and consequently weather it uses a short, medium or long-term 
trend to estimate learning parameters. While a shorter window is more sensitive to the 
variance of the E′(t) and to noise, a longer window increases the reaction time of the 
algorithm to true change in the underlying distribution. It also implicitly dictates the 
duration of the ordering state, where Kohonen recommends, as another rule-of-thumb, 
that it should not cover less that 1 000 examples [8]. The later weights the importance of 
both assessment metrics in the drift function d(t) and, as discussed earlier, we should 
use higher values so as to favor the qe(t) values while estimating learning parameters. 
Hence, we chose T = {500, 1000, 1500, 2000, 2500, 3000} and β = {0.5, 0.6, 0.7, 0.8, 0.9, 1} 
as the sets of values from where to perform the parameter sensitivity analysis.
To shed some light on how these parameters could affect learning, we opted to meas-
ure the mean quantization error [(Mean E′(t)], so as to obtain a single value that could 
characterize the quantization procedure across the entire stream. Similarly, we used the 
mean neuron activity [(Mean (t)] to measure in a single value the proportion of utilized 
neurons during learning from stationary and non-stationary data streams.
Thus, we were interested in finding ideal intervals for the tested parameters that could 
simultaneously minimize the mean quantization error, while maximizing the mean neu-
ron utility. We also computed qe(t) for the different values of T  to obtain a grasp on 
the delay in convergence imposed by this parameter. From the minimum qe(t) obtained 
throughout the stream, we computed the iteration where the qe(t) value falls within 5 % 
of the minimum (Convergence t), as a temporal indicator of convergence.
The results for all combinations of the chosen parameter values for Chain and Clouds 
data streams are presented in Tables 2 and 3, respectively. It comes at no surprise that 
for increasing T , the convergence happens latter in the stream. More importantly, results 
empirically suggest that T = {1500, 2000} and β = {0.6, 0.7, 0.8} exhibit the best compro-
mise between the minimization of the error and the maximization of neuron utility.
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After experimentally trying these values, we opted for T = 2000 and β = 0.7 since it 
consistently gave good results across a variety of data streams, some not included in this 
paper. Hence, all the remaining experiments use these parameter values.
Density mapping
We illustrate the modeling and quantization process of all tested algorithms in Fig. 6, for 
the stationary Gauss data stream. It can be seen that only the Online SOM and the Ubi-
SOM are able to model the input space density correctly, assigning more neurons to the 
denser area of points. The inability of PLSOM to map the density limits its applicability 
Table 2 Parameter sensitivity analysis with the chain data stream
T β Mean E′(t) Mean (t) Convergence t
500 0.5 1.5542e−02 9.9451e−01 5119
0.6 1.5377e−02 9.9251e−01 6669
0.7 1.5260e−02 9.8955e−01 6667
0.8 1.5201e−02 9.8422e−01 6661
0.9 1.5356e−02 9.7235e−01 6699
1.0 1.5915e−02 8.7072e−01 7326
1000 0.5 1.5759e−02 9.9663e−01 7029
0.6 1.5787e−02 9.9537e−01 7509
0.7 1.5780e−02 9.9355e−01 7480
0.8 1.5824e−02 9.9083e−01 7537
0.9 1.5888e−02 9.8480e−01 7573
1.0 1.6085e−02 9.3651e−01 7709
1500 0.5 1.6260e−02 9.9753e−01 9483
0.6 1.6261e−02 9.9671e−01 9561
0.7 1.6260e−02 9.9555e−01 9543
0.8 1.6288e−02 9.9361e−01 9569
0.9 1.6319e−02 9.9002e−01 9608
1.0 1.6436e−02 9.6240e−01 9582
2000 0.5 1.6864e−02 9.9818e−01 8264
0.6 1.6892e−02 9.9746e−01 7976
0.7 1.6902e−02 9.9661e−01 8114
0.8 1.6887e−02 9.9603e−01 8352
0.9 1.6904e−02 9.9403e−01 8307
1.0 1.6974e−02 9.7860e−01 8264
2500 0.5 1.7317e−02 9.9872e−01 10,022
0.6 1.7339e−02 9.9836e−01 10,006
0.7 1.7361e−02 9.9808e−01 9993
0.8 1.7356e−02 9.9756e−01 10,035
0.9 1.7383e−02 9.9613e−01 10,001
1.0 1.7391e−02 9.8976e−01 10,027
3000 0.5 1.7819e−02 9.9910e−01 10,541
0.6 1.7833e−02 9.9892e−01 10,518
0.7 1.7839e−02 9.9856e−01 10,535
0.8 1.7855e−02 9.9811e−01 10,510
0.9 1.7856e−02 9.9701e−01 10,543
1.0 1.7863e−02 9.9405e−01 10,532
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Table 3 Parameter sensitivity analysis with the clouds data stream
T β Mean E′(t) Mean (t) Convergence t
500 0.5 5.6533e−03 9.9748e−01 6093
0.6 5.3362e−03 9.9665e−01 6939
0.7 5.0489e−03 9.9483e−01 6913
0.8 5.2061e−03 9.9247e−01 6896
0.9 4.9515e−03 9.8354e−01 6934
1.0 4.6026e−03 8.9388e−01 6905
1000 0.5 5.2879e−03 9.9811e−01 7163
0.6 5.0090e−03 9.9766e−01 7161
0.7 5.1416e−03 9.9697e−01 7164
0.8 5.0338e−03 9.9457e−01 7178
0.9 4.8834e−03 9.8795e−01 7186
1.0 4.5776e−03 9.3157e−01 7201
1500 0.5 5.2028e−03 9.9854e−01 9457
0.6 5.1877e−03 9.9828e−01 9466
0.7 5.0920e−03 9.9719e−01 9471
0.8 5.0337e−03 9.9470e−01 9487
0.9 4.8891e−03 9.8845e−01 9496
1.0 4.6342e−03 9.3501e−01 9495
2000 0.5 5.2332e−03 9.9885e−01 9794
0.6 5.2783e−03 9.9822e−01 9794
0.7 5.3479e−03 9.9714e−01 9794
0.8 5.1034e−03 9.9575e−01 9794
0.9 4.9776e−03 9.8838e−01 9794
1.0 4.6787e−03 9.0427e−01 9794
2500 0.5 5.2758e−03 9.9870e−01 10,176
0.6 5.2640e−03 9.9811e−01 10,176
0.7 5.2271e−03 9.9810e−01 10,176
0.8 5.1438e−03 9.9707e−01 10,176
0.9 5.1787e−03 9.9203e−01 10,176
1.0 4.9083e−03 9.5121e−01 10,176
3000 0.5 5.6079e−03 9.9816e−01 10,725
0.6 5.4242e−03 9.9846e−01 11,830
0.7 5.1422e−03 9.9844e−01 12,017
0.8 5.2570e−03 9.9645e−01 10,725
0.9 5.2056e−03 9.9229e−01 10,725
1.0 4.9657e−03 9.5392e−01 10,725
a b c d
Fig. 6 Final maps obtained for the stationary Gaussian data stream. a UbiSOM; b online SOM; c PLSOM; d 
DSOM
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to exploratory analysis with some visualization techniques illustrated in this work. It can 
also be seen that DSOM fails to unfold the map to cover this distribution.
Convergence with stationary and non‑stationary data
The following results compare the UbiSOM algorithm against the Online SOM and the 
PLSOM algorithms across all artificial data streams. Table 4 summarizes the obtained 
values for the previously used measures, namely the mean E′(t) and mean (t) values. 
While PLSOM exhibits a lower mean E′(t) on all data streams, except Gauss, it does so 
at the expense of not mapping the input space density, as previously demonstrated. The 
density mapping of the vector projection and the quantization process can be seen as 
conflicting goals. On the other hand, the UbiSOM algorithm performs very similarly in 
this measure, but consistently exhibits higher mean (t) values, most importantly in the 
non-stationary data streams, which may indicate that the other algorithms may have not 
performed so well in the presence of changes in the underlying distribution.
The previous measures can establish a baseline comparison between algorithms, but 
are not conclusive regarding the quality of the obtained maps. Consequently, we com-
puted the average quantization error qe with T = 2000 for all algorithms and data 
streams. Please note that although this is the value that the UbiSOM also uses, we con-
sider this fair for all algorithms, since it is simply evaluating the trend of the quantiza-
tion error for each algorithm. The results are depicted in Fig. 7 and it can be seen that 
the UbiSOM algorithm generally converges faster to stationary phases of the distribu-
tions, while the PLSOM converges less steadily and slower in half of the streams, and 
the convergence of the Online SOM is dictated by the monotonic decrease of the learn-
ing parameters. In the Hepta data stream only the UbiSOM algorithm is able to detect 
the disappearance of the cluster, which we can derive by the increase of the qe values. 
Please note that this was a consequence of the contribution of the average neuron activ-
ity into the drift function. Similarly, in the Clouds data stream the UbiSOM algorithm 
quickly reacts to the start of the gradual change in the position of the clusters through 
the qe metric, while the average neuron utility is responsible for the observed “spikes” 
when it detects currently unused regions of the map. Given that the UbiSOM learning 
Table 4 Comparison of  the UbiSOM, Online SOM and  PLSOM algorithms across  all data 
streams
Dataset Algorithm Mean E′(t) Mean (t)
Gauss UbiSOM 7.7362e−3 1
Online 1.4056e−2 9.9998e−1
PLSOM 8.2531e−3 9.8253e−1
Chain UbiSOM 1.6902e−2 9.9661e−1
Online 3.3196e−2 9.9954e−1
PLSOM 1.2752e−2 9.7863e−1
Hepta UbiSOM 1.3709e−2 9.9703e−1
Online 2.4628e−2 9.6564e−1
PLSOM 1.1616e−2 9.8411e−1
Clouds UbiSOM 5.3479e−3 9.9714e−1
Online 7.3585e−3 9.0615e−1
PLSOM 4.0952e−3 9.6890e−1
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parameters are mainly estimated through qe, we can get a very close idea of the evolu-
tion of the learning parameters across these different datasets.
In order to support the above inferences, Fig.  8 illustrates the UbiSOM over the 
Clouds data stream, confirming it models the changing underlying distribution correctly 
over time, maintaining density mapping and topological ordering of prototypes with 
few signs of unused portions of the map. On the other hand, the final Online SOM and 
PLSOM maps for this data stream are presented in Fig. 9. Neither is able to correctly 
model the distribution in its final state. Whereas the Online SOM is progressively less 
capable to model changes due to decreasing learning parameters, the PLSOM suffers 
from the fact it also uses an estimation of the input space diameter, which also is chang-
ing, to compute learning parameters.
As an additional example of the clustering of the UbiSOM through exploratory analy-
sis, in Fig.  10 we illustrate the final map obtained for the Chain data stream and cor-
responding U-matrix [3], a color-scaled visualization that can be used here to correctly 
identify the two clusters. Warmer colors translate to higher distances between neurons, 
consequence of the vector projection, establishing borders between clusters.
Exploratory analysis in real‑time
A real world demonstration is achieved by applying the UbiSOM to the real-world 
Household electric power consumption data stream from the UCI repository [16], com-
prising 2 049 280 observations of seven different measurements (i.e., d = 7), collected 
to the minute, over a span of 4 years. Only features regarding sensor values were used, 
namely global active power (kW), voltage (V), global intensity (A), global reactive power 
(kW) and sub-meterings for the kitchen, laundry room and heating (W/h). The House-
hold data stream contains several drifts in the underlying distribution, given the nature 














































































Fig. 7 Average quantization error qe(t) of algorithms across all data streams. Results for the UbiSOM, online 
SOM and PLSOM in left, center and right columns, respectively. The rows regard the Gauss, Chain, Hepta and 
Clouds data streams, respectively
Page 18 of 22Silva and Marques  Journal of Big Data  (2015) 2:27 
a b
c d
Fig. 8 Evolution of the UbiSOM over the Clouds data stream. Maps at a t  = 10,000; b t  = 80,000; c t  = 
130,000, and; d t  = 190,000
a b
Fig. 9 Final maps for the Online SOM and PLSOM over the Clouds data stream a Online SOM; b PLSOM
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of electric power consumption, and we believe these are the most challenging environ-
ments where UbiSOM can operate.
Here, we briefly present another visualization technique called component planes [3], 
that further motivates the application of UbiSOM to a non-stationary data stream. Com-
ponent planes can be regarded as a “sliced” version of the SOM, showing the distribu-
tion of different features values in the map, through a color scale. This visualization can 
be obtained at any point in time, providing a snapshot of the model for the present and 
recent past. Ultimately, one can take several snapshots and inspect the evolution of the 
underlying stream.
Figure 11 depicts the last 5000 presented examples (∼3.5 days) of the Household data 
stream, i.e., from t = 495 000 to t = 500 000, while Fig. 12 shows the component planes 
obtained at t = 500 000 using the UbiSOM. For illustration purposes we discarded the 
global reactive power feature. These visualizations indicate correlated features, namely 
Global active power and Global intensity are strongly correlated (identical component 
planes), while exhibiting some degree of inverse correlation to Voltage. Since the Ubi-
SOM is able to map the input space density, the component planes of the heating sen-
sors indicate their relative overall usage right before that period of time, e.g., Heating has 
a high consumption approximately 2/3 of the time. Since this point in time concerns the 
month of December 2008, this seems self-explanatory. 
Component planes also show that Global active power has its highest values when 
Kitchen (Sub_metering_1) and Heating (Sub_metering_3) are active at the same time; the 
overlap of higher values for Laundry room (Sub_metering_2) Kitchen (Sub_metering_1) 
is low, indicating that they are not used very often at the same time. All these empirical 
inductions from the exploratory analysis of the component planes seem correct looking 
Fig. 10 Obtained UbiSOM for the Chain data stream and corresponding U-matrix. Two clear clusters can be 
derived from this visualization
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at the plotted data in Fig. 11, and highlight the visualization strengths of UbiSOM with 
streaming data.
Conclusions
This paper presented the improved version of the ubiquitous self-organizing map (Ubi-
SOM), a variant tailored for real-time exploratory analysis over data streams. Based on 
literature review and the conducted experiments, it is the first SOM algorithm capable 
of learning stationary and non-stationary distributions, while maintaining the original 
SOM properties. It introduces a novel average neuron utility assessment metric in addi-
tion to the previously used average quantization error, both used in a drift function that 
measures the performance of the map over non-stationary data and allows for learning 
parameters to be estimated accordingly. Experiments show this is a reliable method to 
achieve the proposed goal and the assessment metrics proved fairly robust. The UbiSOM 
outperforms current SOM algorithms in stationary and non-stationary data streams.
The real-time exploratory analysis capabilities of the UbiSOM are, in our opinion, 
extremely relevant to a large set of domains. Besides cluster analysis, the component-
plane based exploratory analysis of the Household data stream exemplifies the relevancy 
of the proposed algorithm. This points to a particular useful usage of UbiSOM in many 
practical applications, e.g., with high social value, including health monitoring, power-
ing a greener economy in smart cities or the financial domain. Coincidently, ongoing 
work is targeting the financial domain to model the relationships between a wide variety 
of asset prices for portfolio selection and to signal changes in the model over time as an 
Fig. 11 Household data stream from t  = 495 000 to t = 500 000
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alert mechanism. In parallel, we continue conducting research with distributed air qual-
ity sensor data in Portugal.
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