We investigated properties of the neural mechanisms that mediate detection of complex grating targets in an orientation-based visual search task. Targets and distractors were composed of small patches of compound sinusoidal gratings. Components were chosen to differ enough in spatial frequency to stimulate separate and independent mechanisms at the primary cortical layer of processing. The orientations of the components were both vertical in distractor patches. In the uncrossed condition, both components of the target tilted either 3°left or right. In the crossed condition, one component of the target tilted left and the other tilted right. Search was faster and more accurate in the uncrossed condition, ruling out mediation either by V1-like tuned mechanisms or by a higher-level mechanism that signals differences in orientation. Results were consistent with two classes of mid-level summing mechanisms. We argue that mid-level mechanisms such as these may be the neural substrate for conceptual orientation feature maps.
Introduction
Data from electrophysiological recordings of individual and multiple cells indicate that orientation and spatial frequency (and other dimensions as well) are jointly encoded at the earliest level of cortical processing (V1) (see DeValois & DeValois, 1988 , for a review). Traditional psychophysical experiments, primarily in the detection literature, provide convincing behavioral evidence for pattern-sensitive analysers, closely resembling jointly tuned V1 mechanisms in their properties. Considerable data suggest that observers directly access and use the outputs of these mechanisms in performing detection tasks (see Graham, 1989, especially Section 11.2) .
Recent data from psychophysical studies of pattern vision, however, have placed restrictions on direct-access models. For example, when the task is a suprathreshold discrimination between certain types of complex stimuli, access to primary-level processing mechanisms seems to be limited. Instead, the task appears to be mediated by intervening mid-level mechanisms that selectively sum responses from lower level cortical neurons following inhibitory gain control processes (Olzak & Thomas, 1991 , 1992 ). In the current study, we ask whether the ability to discriminate a particular complex grating patch in a set of highly similar distractor patches is mediated by primary-layer mechanisms, or whether mid-level mechanisms contribute to visual search performance.
Stimuli were compound patterns formed by superimposing two sinusoidal gratings and limiting them spatially by circular truncation. These are illustrated in Fig. 1 . One component grating was of high spatial frequency (15 cycles per degree (cpd)) and the other was of low spatial frequency (3 cpd). The components of the distractor stimuli were both vertically oriented. The components of the target stimuli were rotated slightly by a small fixed amount from vertical. In one condition, both components tilted in the same direction, either left or right on different trials within a session, comprising the ''uncrossed'' condition. In other conditions, the components tilted in opposite directions, the ''crossed'' condition. Again, stimuli were run in pairs such that on some trials the 3 cpd component tilted left whereas the 15 cpd component tilted right; the opposite was true on other trials.
It is important to note that the degree of tilt chosen is near the hyperacuity range for discrimination and was not expected to ''pop out'' or otherwise automatically segment. The search experiment we ran was not focused on attention per se, but on properties of visual mechanisms that mediate fine spatial discriminations.
It is also critical to note that the spatial frequencies of the component gratings were chosen to be far enough apart to stimulate separate sets of frequency-tuned primary-level mechanisms.
1 Furthermore, by running pairs of stimuli in a session with components of either frequency that might tilt either left or right on any trial in both the crossed and uncrossed conditions, the observer was forced to monitor an equal number of responding mechanisms in each of the two conditions. This procedure deliberately eliminated any possibility of differential decision rules in the crossed and uncrossed conditions or differential contributions of neural noise. We suggest that any differences in search times found between the crossed and uncrossed conditions can be attributed to processes other than interactions within a primary-level mechanism.
Three outcomes are possible. First, performance in the uncrossed and crossed conditions might be equivalent (same search slopes and equal numbers of errors). This result would be expected if primary-layer mechanisms mediate the task. In this case, performance would be based on the outputs of two separate and independent sets of primary-layer mechanisms, one tuned to the low frequency orientation and the other tuned to the high frequency orientation. If the target was present, each mechanism would independently signal the presence of an orientation other than vertical, and the direction of the orientations would be irrelevant to performance.
The second possible outcome is that performance might be better in the crossed condition. This finding would be obtained if the task is mediated (at least in part) by a higher-level differencing mechanism. Such a mechanism might take input from both the low and high frequency primary-level mechanisms and signal differences in orientation between them. Because the difference in orientation would be zero in both the distractor orientations and those in the uncrossed condition, these would be difficult to distinguish. The difference in the crossed condition would be nonzero, and therefore more distinguishable from distractors. Such a result might be predicted from theories of similarity in visual search (i.e., Duncan & Humphreys, 1989) . (1989) suggests that while bandwidth estimate vary, a half-amplitude full-bandwidth estimate of 0.8 octaves appears correct under most experimental conditions. The most sensitive analysers, those tuned at or near 3 and 15 cpd, will not respond to the other component. Conceivably, a primary-level mechanism tuned to an intermediate frequency might respond to both components. Such a mechanism, if it preferred one orientation over the other, would act much like the higher-level summing circuits described by Olzak and Thomas, and the two possibilities are experimentally indistinguishable. However, the necessarily low sensitivity to either component suggests that the contribution of such a mechanism would be minimal relative to the more responsive mechanisms tuned near stimulus frequencies, and previous experiments rule out the possibility when making spatial frequency discriminations on similar stimuli (Thomas & Olzak, 1990) . The stimuli and procedures were designed to hold other types of interactions (i.e., cross-inhibition) constant and equal for the two stimuli (Olzak & Thomas, 1999) .
The third possible outcome is that performance might be better in the uncrossed condition. This outcome would be expected if higher-level summing mechanisms of the type described by Olzak and Thomas (1999) play a role in the visual search task. It might also be expected from ''crowding'' models (e.g., Baldassi & Burr, 2000; Morgan, Castet, & Ward, 1998; Parkes, Lund, Angelucci, Solomon, & Morgan, 2001 ), but only if the mechanisms sum over frequency band as well as space (see Section 4 for further consideration of this possibility). Both types of mechanisms sum orientation information, effectively signaling the average orientation. In both the distractors and the crossed conditions, the average orientation signaled would be vertical. In the uncrossed condition, however, the average difference is equal to the degree of tilt of the two components.
Method

Participants
Twelve undergraduates, nine females and three males, from the University of California, Los Angeles, participated in this experiment. They received course credit for their participation. All participants reported normal or corrected-to-normal vision.
Stimuli
Examples of the targets and distractors are shown in Fig. 1 . All stimuli were circular patches of compound sinusoidal grating, 50 pixels in diameter, each consisting of two superimposed sinusoidal components. In each stimulus, one component was a high spatial frequency (15 cpd), and one was a low spatial frequency (3 cpd).
These spatial frequency values have been shown to be sufficiently different so as to stimulate separate V1 mechanisms (see DeValois & DeValois, 1988; Graham, 1989; Olzak & Thomas, 1986 for reviews; and footnote1, this article). The Michaelson contrasts of the high and low spatial frequency components were 0.80 and 0.17, respectively, chosen to compensate for differential sensitivity to the high and low spatial frequencies.
The components of the target stimuli deviated from vertical by 3°. There were two potential targets randomly intermingled in each condition. In the uncrossed condition, both components tilted in the same direction (either 3°to the left or 3°to the right on any given trial). The components of the two crossed targets were oriented in different directions. In the first crossed target, the high frequency component was oriented 3°to the left of vertical, whereas the low frequency component was oriented 3°to the right of vertical. The second crossed target was a mirror image of the first. The distractor stimuli consisted of the same two frequency components, but both were oriented vertically.
The stimuli were presented in sets of 1, 7, or 13, and appeared on a background with a luminance equal to 49.9 cd/m 2 , the mean luminance of the stimuli. Placement of stimulus elements was randomly chosen with the constraint that a space approximately 85% of the diameter of the stimulus intervened between any two elements. Each array occupied about 10 Â 10 cm 2 of surface area (4.8°of visual angle at the viewing distance of 1.2 m), centered in the middle of the display screen. Although hyperacuity thresholds rise considerably even at eccentricities of 2.4° (Westheimer, 1982) , this is of little consequence in the present experiment as it is a constant in both search conditions. Because of the intentional difficulty of the discrimination, scrutiny of the targets will be required in any event. It is only the relative time needed to make a decision that is important in this investigation.
Apparatus
The experiment was run on an Apple Macintosh 7500/100 with an Apple Vision color monitor. The gamma function of the monitor was linearized via the operating system and verified by photometer (Photo Research Spectrascan Model PR 650). Each pixel subtended approximately 1.46 min of visual angle.
To avoid glare on the screen and to improve the participants' contrast sensitivity, the laboratory was dimly lit.
Procedure
Before each testing session, the participants completed a practice session consisting of 36 trials. There were two testing sessions or blocks, consisting of 144 trials each. One array was presented per trial. The task was to indicate whether or not a target was present in each trial. One target was present in half of the trials. In one of the testing sessions, the participants searched for the uncrossed targets. In the other session, the participants searched for the crossed targets. Order was counterbalanced across subjects. The two targets in each condition appeared equally often, randomly intermingled among the target-absent trials within the block.
Participants were instructed to respond as quickly as possible without sacrificing high accuracy. The beginning of each trial was signaled by the appearance of a central fixation point that was present for 878 ms. The fixation point disappeared about 1.1 s before the onset of the array. Subjects indicated the presence of a target by pressing a key beneath their left index fingers. The absence of a target was indicated by pressing a key beneath their right index fingers. The array disappeared when the subject responded or after a period of 7 s had elapsed. Subjects received RT and accuracy feedback following each trial. The trials were separated by a delay of 1 s.
An equal number of 1-, 7-, and 13-stimulus arrays were presented in a unique random order. The positions of the stimuli within each array were also random. RT and accuracy were measured.
Results
Analyses were conducted only on target-present trials. Trials in which the RT was less than 200 ms or greater than 7 s were excluded as outliers. For the analysis of RT, trials in which the subject responded incorrectly were excluded.
Accuracy
The proportions of correct responses in the uncrossed (M ¼ 0:89; SD ¼ 0:045) and crossed (M ¼ 0:83; SD ¼ 0:077) conditions were compared in a one-way repeated measures ANOVA. The result indicated that subjects were reliably more accurate in the uncrossed condition, F ð1; 11Þ ¼ 12:92; p ¼ 0:004.
Response time
Search functions are plotted in Fig. 2 . Slopes in the uncrossed and crossed conditions were 64.60 and 119.61 ms/item, respectively.
In order to meet the assumptions of the general linear model, RT data were subjected to a logarithmic (base 10) transformation prior to inferential analysis.
2 A 2 ðtarget typeÞ Â 3 (set size) repeated measures ANOVA was performed. A significant main effect of target type, F ð1; 11Þ ¼ 9:01, p ¼ 0:012, indicated that subjects were faster to respond in the uncrossed condition. A significant main effect of set size, F ð2; 22Þ ¼ 99:24, p < 0:001, was also revealed. This effect was further examined by testing the simple main effects of set size. In both the uncrossed (F ð2; 22Þ ¼ 64:53, p < 0:001) and crossed (F ð2; 22Þ ¼ 90:88, p < 0:001) conditions, significant effects of set size were found. This result indicates that search was serial and required attention in both cases, which is not surprising given the small orientation differences involved. However, there was also a significant interaction between target type and set size, F ð2; 22Þ ¼ 10:73, p ¼ 0:001.
Comparisons of the linear and quadratic trends of the search functions indicated that the linear components of the functions (slopes) were different, F ð1; 11Þ ¼ 17:03, p ¼ 0:002. Increasing set size produced a shallower slope in the uncrossed condition, suggesting faster processing time per item. Quadratic trends did not differ, F ð1; 11Þ ¼ 0:92, p ¼ 0:358. Thus, the interaction between target type and set size is accounted for simply by a difference in search-efficiency slopes, with search for the uncrossed stimuli more efficient.
Discussion
The results clearly indicate that performance was better in the uncrossed condition, indexed by reliably lower RT and errors in that condition.
Because performance in the uncrossed and crossed conditions was not equal, we reject the possibility that this task is mediated by separate and independent sets of primary-level mechanisms. The results are also incongruent with the possibility that a differencing mechanism mediates the task, which would lead to better performance in the crossed conditions. The data are, however, consistent with what would be expected if summing mechanisms of some type mediate the task.
Although independent processing of the orientation signals carried in the 3 and 15 cpd components might have been expected on the basis of some 20 years of research using a low contrast detection task (see Graham, 1989 for a review of this evidence), it is perhaps not so surprising that this hypothesis is rejected, given the plethora of recent (and not so recent) physiological and psychophysical studies demonstrating interactions among neural pathways. In some instances, interactions occur among mechanisms tuned to different spatial locations (Bonneh & Sagi, 1999; Cannon & Fullenkamp, 1991 D'Zmura & Singer, 1996 1994; Xing & Heeger, 2000) . In others, interactions occur among mechanisms tuned to very different frequency bands or orientations (Foley, 1994; McCourt & Foley, 1985; Olzak, 1985 , 1986 Olzak & Thomas, 1991 , 1992 Olzak & Wickens, 1997) .
What is more surprising, perhaps, is the rejection that some type of differencing mechanism, such as an angle detector, mediates this very difficult visual search task. As argued in the introduction to this paper, such a mechanism might underlie predictions from a theory of similarity (i.e., Duncan & Humphreys, 1989) . One might well maintain that the uncrossed targets are more similar to the distractors because in each case, both components tilt the same way. In the crossed condition, the different tilts might be considered on the face of it to be more ''different'' than the distractors. However, mediation by this type of mechanism predicts the opposite of what was actually found; it predicts that performance would be better in the crossed condition than the uncrossed. The data are consistent with predictions based on mechanisms that sum over orientations present in a scene and provide some sort of average orientation information. There are two types of candidate summation models: (1) the cigar mechanisms of Olzak and Thomas (1999) , which linearly sum orientation information over different frequency bands when components are spatially superimposed, and (2) crowding models that sum orientation information over space (e.g., Baldassi & Burr, 2000; Morgan et al., 1998; Parkes et al., 2001) .
The cigar mechanisms (so named by their summing profile in a polar plot of the spatial frequency/orientation response space (see Olzak & Thomas, 1999, Fig. 6A ) are specialized to signal information about the orientation of a line or edge. Each mechanism sums orientation signals from a selected pool of primary-layer linear mechanisms, essentially computing the average local orientation.
Each summing circuit takes input from low level mechanisms tuned to a broad range of spatial frequencies and phases, but only to a narrow range of orientations ) and spatial locations (Thomas & Olzak, 2001) . Such a mechanism is optimal for signaling information about the local orientation of a dark or light edge or line, viewed from any distance. In the crossed case, the average signal from target element present on any given trial would be 0°, or vertical, and theoretically could not be distinguished from a non-target trial. In the uncrossed case, the averaged signal would be the same as each component alone, and would be more readily distinguished from the distractor elements.
In contrast, crowding models propose that in a visual field containing more than a single oriented element, the apparent orientation of a target element is a mixture of orientations present in the spatially global scene. In the present case, there would be an increasing preponderance of vertical signals from the distractor items as set size increased. In the uncrossed case, the discrimination would then be to distinguish a field of all vertical signals from one containing two elements tilted in one direction. In the crossed case, if low and high frequency signals were processed separately, there would still be two signals indicating that tilted elements were present in the display, and no difference would be predicted between the two conditions. If, however, all orientation signals in the display were summed (regardless of frequency band), then this model makes the same qualitative prediction as the simpler, local cigar model for the present case. This latter model, like the cigar-mechanism model, also predicts that performance should be impossible with the uncrossed target.
Our current results suggest that regardless of which model is correct, summation is either incomplete, or participants have some access to other mechanisms that signal orientation when performing the visual search task. This can be inferred from the result that participants can eventually find the target in the crossed case, albeit with more difficulty than in the uncrossed case. Both models considered above predict no discriminability between distractor and crossed target elements, and targets in the visual search task could never be distinguished from distractors. Earlier tests of the Olzak and Thomas model using a rating discrimination paradigm led to the conclusion that in the case of orientation judgments made on complex gratings, the summing circuit is the sole source of information used to make the discrimination (Olzak & Wickens, 1997; . However, we note that partial summation and limited access to the primary layer of processing has been found in the case of a different higher-level circuit (Olzak & Wickens, 1997; Thomas, Olzak, & Shimozaki, 1992 , 1993 . The source of the additional information in the visual search task remains unknown.
Implications for visual search models
Whether implicit or explicit, a feature of many models of visual search is that search becomes difficult as the similarity between targets and distractors increases. This is an explicit part of attentional engagement theory (Duncan & Humphreys, 1989 , 1992 . Presumably, as target-distractor similarity increases, the neural representation of the target becomes more similar to that of the distractor. The difficulty of the search task thus increases accordingly. To explain the present data, similarity theory would be required to assert that the neural representation of the crossed targets is more similar to that of the distractors than is the representation of the uncrossed targets (an assertion that is not intuitive, as argued earlier). The summing mechanisms posited by Olzak & Thomas, 1999 , however, make this explanation more plausible by providing a possible account of how the similar but local neural representations arise; the crowding models may provide the basis for a more global, texture-like representation.
Treisman's feature integration theory (Treisman, 1988; Treisman & Gelade, 1980; Treisman & Gormican, 1988; Treisman & Sato, 1990 ) also provides an interesting context within which to interpret our results. In order to account for a wealth of data on parallel and serial search, Treisman has proposed that orientation and spatial frequency are coded by functionally independent ''feature maps.'' Orientation maps, for example, code orientation information independently of spatial frequency (and other dimensions as well). In support of this concept, there is ample evidence from discrimination experiments that different stimulus dimensions are processed independently (Magnussen & Greenlee, 1997; Olzak & Wickens, 1997; Thomas, Magnussen, & Greenlee, 2000) .
At present, feature integration theory does not explain how orientation maps, which code only orientation information, arise from V1 mechanisms that are jointly tuned to both orientation and spatial frequency (see Moraglia, 1989; Sagi, 1988; Treisman, 1988; Treisman & Sato, 1990; Wolfe, 1992 Wolfe, , 1994 . The Olzak & Thomas, 1999 neural recoding model, which posits different families of higher-level summing circuits specialized to provide particular types of information (i.e., textural grain of a surface on the one hand; orientation of an edge or object border on the other), offers a potentially useful explanation of the disentangling process. The concept of separate and independent neural pathways organized by stimulus dimension is an efficient processing scheme that provides observers with simultaneous information about all stimulus aspects.
