We present Monte Carlo computer simulations of the X-ray response of a micro-strip germanium detector over the energy range 30}100 keV. The detector consists of a linear array of lithographically de"ned 150 m wide strips on a high purity monolithic germanium crystal of 6 mm thickness. The simulation code is divided into two parts. We "rst consider a 10 m wide X-ray beam striking the detector surface at normal incidence and compute the interaction processes possible for each photon. Photon scattering and absorption inside the detector crystal are simulated using the EGS4 code with the LSCAT extension for low energies. A history of events is created of the deposited energies which is read by the second part of the code which computes the energy histogram for each detector strip. Appropriate algorithms are introduced to account for lateral charge spreading occurring during charge carrier drift to the detector surface, and Fano and preampli"er electronic noise contributions. Computed spectra for di!erent energies and beam positions are presented and compared with the experimental results obtained at the European Synchrotron Radiation Facility (ESRF), where the detector was scanned with a micro-beam of monochromatic photons. The remarkable agreement between the computed and measured data is discussed, and we show that consideration of charge di!usion and the resultant signal splitting between adjacent strips is essential to explain the observed results. We also comment upon the relevance of phenomena neglected in our model, such as secondary electron transport and charge trapping.
Introduction
This simulation work was carried out in the framework of a detailed characterisation of the energy and spatial response of germanium microstrip detectors over the range 10}100 keV per-formed at the ESRF, for which experimental results from prototype detectors have been previously reported [1, 2] . A monochromatic synchrotron X-ray beam of 15 m FWHM was used as a probe and scanned in 10 m steps across the detector surface. For each beam position, the energy responses of the individual strips of the detector were measured and histograms of their corresponding spectra computed. Large distortions were observed in the experimental spectra when the scanning beam was incident on the isolation gaps between neighbouring strip contacts. In this paper we show that these distortions are explained by considering that two adjacent strips contribute in parallel to the collection of the charge created by each photon absorption event. This e!ect, which we refer to as charge splitting, results from charge di!usion which increases the apparent size of the charge cloud created inside the germanium crystal at the point of photon absorption. Using a Monte Carlo simulation code with no free parameters we demonstrate that energy spectra for a micro-strip germanium detector can be generated which accurately represent the experimentally obtained results.
Detector description
The detector tested at the ESRF is a p}i}n type, consisting of 28 linear strips lithographically de-"ned by boron implantation on a 6 mm thick, high purity p-type germanium crystal. Each strip is 20 mm long and 150 m wide and forms an Ohmic contact with the germanium substrate, with electrically isolating gaps of 50 m width separating the adjacent diode strips. A rectifying contact exists between the substrate and a continuous lithium di!usion which forms the back-side electrical contact. The segmented-contact, strip side of the detector is exposed to X-rays. Schematic representations of the detector geometry are shown in Figs. 1a and b. The germanium crystal is maintained in a vacuum cryostat at +80 K by means of a cold "nger in contact with liquid nitrogen. Charge preampli"ers are located externally to the cryostat with low capacitance connections made to each detector strip. The measured energy resolution of 1.4 keV FWHM (2 s pulse shaping time) is dominated by the room temperature charge preampli"er electronic noise [1, 2] .
The simulation software
The modelling of the interactions between the photon beam and the detector was performed using Monte Carlo simulations with the EGS4 software package [3] . The standard EGS4 core was complemented with the Low-Energy Photon-Scattering Expansion for the EGS4 Code (LSCAT) developed by Namito et al. [4] . This includes Doppler broadening of Compton-scattered photons [5] ; linearly polarised photon scattering [6] ; #uorescence shells; and low-energy photon transport. Photoelectric, Compton, and Rayleigh scattering processes were all considered in the simulation code, but the e!ect of electron transport, i.e. the "nite range of energetic electrons slowing down in the germanium bulk, was ignored. The signi"cance of electron transport in the absorption of X-rays at high energy was determined in a second set of simulations described in part V. The simulation comprises two well-de"ned parts.
Part I
The history of the physical interactions of an ensemble of photons is computed. A 10 m wide monochromatic photon beam in normal incidence on a 6 mm thick, laterally in"nite Ge slab is de"ned within the EGS4 code. The photons are generated using a Monte Carlo technique that samples spatially the beam pro"le which was measured experimentally. Each incident photon is tracked by the EGS4 code until it is totally absorbed or it has escaped from the detector volume. A parameter set that describes each interaction event inside the detector is recorded to a "le. This parameter set includes the spatial coordinates of the interaction point(s), the amount of the deposited energy (s) and the nature of the interaction(s) (Photoelectric, Compton or Rayleigh). An identi"er is also recorded to associate each interaction with its parent photon, because several interactions may occur before either the complete absorption of the incident photon or its partial loss from the detector volume. The #uorescence K-and L-shell photons created in the interactions are also tracked until their total absorption (or escape) and their histories added to the parent photon record. To obtain results with the statistical variance similar to that of the experimental data, about 50 000 incident photons are scored, with a computing execution time of about 15 s in an HP 750 Unix workstation.
Part II
The second part of the simulation code uses the "le generated by the EGS4/LSCAT code which contains the list of photon histories to construct histograms of energy deposited in each of the nine adjacent detector strips. The history "le is processed as follows:
(a) Conversion of the absorbed photon energy into free charge. The EGS4/LSCAT code provides a three-dimensional map of the deposited energy inside the detector for each interacting photon. This is converted to an equivalent free charge carrier map by simple scalar division between the deposited energy and the average energy absorption of the germanium crystal per electron-hole pair creation. We thus implicitly assume that electrons generated by any Photoelectric or Compton interaction are completely absorbed locally at their point of creation; that is, electron transport is neglected. As demonstrated in Part V, the e!ect of electron transport on the spatial distribution of the deposited energy is important only for high-energy incident photons: note that at photon energies below 100 keV, the created free charge is contained within a sphere of radius (25 m [7] , i.e. less than the width of the inter strip isolation gap of the detector studied here.
(b) Charge collection from the germanium bulk to the strips. The charge collection in the detector volume is represented by a simple geometrical model, in which a strip collects only the charges created in the projected volume beneath it. Complete charge collection is assumed from within the detector volume, that is, we assume no charge loss mechanisms such as recombination or trapping. To account for charge splitting between adjacent strips arising from di!usion occurring as the charge cloud drifts to the front surface of the detector strip, the initial spatial distribution of free charges computed for each impinging photon by the EGS4 code is pre-processed with an appropriate charge spreading algorithm, as explained below. In the simulation code a virtual X-ray beam is scanned across the detector strips in a manner similar to that of the experimental measurement, and the detector response computed for all beam positions across the detector contact strips and the interstrip isolation gaps.
(c) Two noise components, both considered to have Gaussian distributions, are added in quadrature with the charge signal. The "rst (Fano noise) corresponds to the statistical #uctuations in the generation of charge carriers at the point where energy is deposited. Its standard deviation is equal to ((F E), where F is the Fano factor, is the average energy per electron}hole pair creation (respectively, 0.12 and 2.96 eV for germanium at 77 K), and E is the photon energy absorbed [8] . The second noise component is the read-out noise of the system electronics (dominated by the 0.6 keV root-mean-square preampli"er noise). A random noise value weighted according to the total Gaussian noise distribution and with a random sign is added algebraically to the total energy from charge originating from the same parent photon collected under a single strip. Finally, the simulation code accounts for the non-linearity of energy response of the detector system (which was experimentally determined to be at a &1% level, arising from the complete signal processing electronic chain).
The code described above, together with its graphical user interface, are written in the IDL language [9] and execute on an HP 750 Unix workstation in less than 1 min.
Charge splitting algorithm
The charge splitting algorithm is applied to the photon interaction histories computed by the EGS4 code. The initial free charge carrier cloud generated by a photon absorption process is assumed to have zero spatial dimension (charge transport is ignored). However, after its creation in the semiconductor bulk, the charge cloud undergoes thermal di!usion during its drift to the collecting strip electrode. It has been shown [10] that during the drift time the increasing charge spatial distribution follows a Gaussian pro"le q(x), as a function of the drift distance. The integral under the Gaussian corresponds to the number of carriers generated by the photon absorption if charge loss e!ects are neglected, which is an excellent approximation for high purity germanium detectors. The standard deviation of the Gaussian pro"le of charge is expressed by [10] :
where D is the di!usion coe$cient and t is the drift time inside the detector volume. D is computed according to the Einstein relationship D " I 2 /q, where is the mobility of the charge carrier, k is the Boltzmann constant, ¹ is the temperature, and q is the carrier charge. Eq. (1) can be written as
where E is the electric drift "eld inside the detector germanium bulk; d is the active detector thickness (5 mm); and z is the elapsed drift distance from the point of charge generation. This distance is assumed to correspond to the depth of the photon interaction. The electric "eld inside the detector is considered uniform, a reasonable assumption for the planar geometry detector which was operated in a heavily overdepleted condition (the applied bias potential < was 500 V while the detector was fully depleted at +60 V). Eq. (2) provides the projected cloud size at the detector surface for a charge created at a distance z inside the detector volume.
Note that the extent of carrier di!usion is independent of the detector material and depends only on the photon interaction depth, temperature and applied electric "eld.
As the detector strip length was much greater than the strip width, the detector can be considered in"nite along the strip axis and the detector geometry reduced to two dimensions. The &centre of gravity' of the charge pro"le at the surface is then simply given by the photon interaction coordinates x , y . We compute the fraction of charge collected by each detector strip when the free charge carrier cloud reaches the germanium surface as the integration of the Gaussian pro"le as described by Eq. (2) over a domain equal to the strip width. As the strip width is much larger than the typical di!usion length, only the two neighbouring strips nearest to the photon impact point x , y need to be considered. The fractions of charge deposited on the left (L) and on the right (R) strips are calculated as
where
and the origin x"0 is taken at the line a}a' midway between the two adjacent. This is shown schematically in Fig. 2 where the centre of gravity of the charge distribution is set toward the left-hand strip: in this example the charge cloud will be split with the larger fraction collected by the left-hand strip, Q * .
Results
We present simulated detector spectral energy responses for two di!erent situations: (i) beam incident on contact strip centre: energy spectra are computed for beam energies of 35, 60 and 100 keV
(ii) beam scanned across the interstrip gap: a virtual 60 keV beam is scanned in step increments of 10 m from the contact strip edge across the interstrip gap.
Beam incident on contact strip centre
Simulated energy spectra are shown in Figs. 3a}c, respectively. At 35 and 60 keV the agreement between the experimental and calculated spectra is very good, with both the full energy photo-peak and the unresolved germanium K ? , K @ -shell #uorescence escape peaks at +10 keV below the photopeak correctly reproduced. The K-shell escape peak feature arises from the signi"-cant fraction of #uorescence photons which escape from the detector surface. Computed spectra at 35 and 60 keV show the tailing behaviour which arises from charge splitting, in excellent agreement with that obtained by experiment. For 60 keV incident beam energy, the computed low-energy Compton continuum which arises from the Compton recoil electron energy distribution matches that measured experimentally both in shape and intensity. The Compton edge at 11.4 keV is also correctly reproduced. In Fig. 4 , the simulated spectrum at 60 keV is compared to that produced with the charge splitting routine disabled (in this case, only the photon absorption processes contribute to the spectrum as the charge created in the detector volume is simply projected perpendicularly onto the detector surface with no charge di!usion). The spectrum produced with charge splitting switched o! shows no lowenergy tailing or background, but presents the other features related to the photon absorption processes (escape peak and Compton continuum). This clearly indicates the role of the charge splitting process in creating the background plateau between the photo peak and the Compton continuum which is observed experimentally. At energies below 100 keV, the major mechanism generating the charge splitting is the carrier di!usion process, while at higher energies the transport of secondary electrons must also be considered. Indeed, at 100 keV (Fig. 3c ) the simulated and measured spectra agree only qualitatively: the photopeak, escape peak and Compton continuum features are correctly reproduced, but the simulated spectrum gives a reduced low-energy background intensity compared to that measured experimentally. This is discussed further in Section 5.
Beam scanned across the inter-strip gap
A virtual 60 keV beam was scanned across the detector in steps of 10 m, beginning at the contact strip edge (position 75 m from the contact strip centre) and moving across the inter-strip isolation gap. The spectrum at the contact strip was computed for each beam position and the results are shown in Fig. 5a for positions 85, 95, 105 and 115 m from the contact strip centre. The simulated spectra are in qualitative agreement with those experimentally measured shown in Fig. 5b , with the mean energy of a broad &bump' feature moving in accordance with the beam position. This bump artefact is due to the charge splitting e!ect as described in Section 3.3: the contact strip closest to the incident beam receives less and less charge for each photon absorbed within the interstrip gap region as the beam is moved further from the contact strip centre. As a result, the bump in the corresponding energy spectrum shifts towards the lower energy values.
E4ects of electron transport
An additional set of simulations was carried out to study the e!ect of electron transport in the computed spectra. Part I of the simulation program was modi"ed by including in the EGS4 code the PRESTA routine [11] to include low-energy electron transport into the calculation of the absorbed photon history. Comparing computed spectra with and without the PRESTA routine we found no appreciable di!erence in our data for the case of the X-ray beam incident on the detector contact strip centre for energies below 100 keV. However, with the beam impinging incident on the interstrip gap and for energies higher than 60 keV, the use of the PRESTA routine gave spectra more better matched to those measured experimentally (Fig. 6 ). This is good evidence of the signi"cance of electron transport to charge splitting between adjacent strips for energies above 60 keV with the strip dimensions of our particular detector.
Conclusion
We have demonstrated with a simple charge diffusion model, and using the EGS4 code with the LSCAT low-energy extension, it is possible to accurately simulate experimental spectra from a germanium micro-strip detector over the photon energy range 35}100 keV. This covers a large part of the energy spectrum encountered at new, 3rd generation synchrotron X-ray sources such as the ESRF. No free parameters are used in the simulation code, and all numerical values are computed from documented physical constants or measurements taken from a real detector. The experimentally measured response of the germanium microstrip detector can be considered ideal insofar as the limits to its performance may be simply attributed to the fundamental physical processes of charge absorption and di!usion. Our simulations con"rm that low-energy photopeak tailing, and the bump artefact observed in spectra obtained with an X-ray beam incident upon the inter-strip gap, both result primarily from di!usion charge splitting. The understanding of this phenomenon indicates a means of correcting such badly distorted spectra by using coincidence measurements between neighbour strips with post-summation of the signal data, and this approach has been investigated experimentally and reported elsewhere [1, 2] .
For low-energy applications ((30 keV) the penetration depth of the X-rays in germanium is similar or less than the detector microstrip dimensions and charge trapping occurring in weak electric "eld regions at the surface must be considered [1] . In order to extend the application of our code to energies '60 keV the e!ects of electron transport must be included, and we have demonstrated that this is possible with the EGS4 code with the PRESTA routine.
