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Аннотация
Рассматривается проблема разрешимости и устойчивости полиномиальных разностных операто­
ров, основным источником появления которых является теория разностных схем. Основной ре­
зультат работы сформулирован в теореме, в которой приведены условия на переменные коэффи­
циенты полиномиального разностного оператора, обеспечивающие его разрешимость и устойчи­
вость. Общая идея доказательства состоит в том, что мы сводим задачу Коши для полиномиаль­
ного разностного уравнения к вопросу о разрешимости бесконечной системы линейных уравне­
ний с бесконечным числом неизвестных.
Abstract
We study the solvability and stability of polynomial difference operators coming mainly from the theory 
of difference schemes. The main result of the paper is formulated in Theorem, which contains conditions 
on the variable coefficients of a polynomial difference operator that ensure its solvability and stability. 
The general idea of the proof is that we reduce the Cauchy problem for a polynomial difference equation 
to the question of the solvability of an infinite system of linear equations with an infinite number of 
unknowns.
Ключевые слова: полиномиальный разностный оператор, задача Коши, разрешимость, устойчи­
вость.
Keywords: polynomial difference operator, Cauchy problem, solvability, stability.
1. Постановка задачи и основной результат
Для комплекснозначных функций f  (x) целочисленных переменных x = (x1,..., xn ) 
определим операторы S  j  сдвига по переменным X j :
S j f  (х) = f  (xiv.., x j _i, x j  + 1  x j +i,..., xn )J  W J \ 1’ ---5 - 1 5 J- 1V 5 ,
и рассмотрим полиномиальный разностный оператор порядка m
p (s )= E  ,
\ а \ < ш
где а  = ( a 1, . . . ,a n) -  мультииндекс, |а|=а1 +... + a n, S a , с а (х) -  коэффициенты
разностного оператора, представляющие собой функции целочисленных переменных
x = (xl v .., xn).
Будем рассматривать разностные уравнения вида
P (S ) f (x) = g (x),x e Z  ” , ( 1)
где f  (x) -  неизвестная, а g  (x) -  заданная на Z” = Z + x ... x Z + функция и Z+ -  множество 
целых неотрицательных чисел.
Для n > 1 пространство решений уравнения (1) бесконечномерно, для выделения из 
него единственного решения требуются дополнительные условия. Эти условия можно 
сформулировать различными способами (см., например, [1]). В данной работе определим 
их следующим образом.
Для двух точек x , у  целочисленной решетки Zn неравенство x > у  означает, что
xi > y t для i = 1,..., n , а запись x £ у  означает, что найдется i0 e {l,...,n} такое, что xf < у. .
Фиксируем мультииндекс Р такой, что
Щ = т  и Ср(x) Ф 0 , для всех x e  Zn+. (*)
Обозначим p = {x e Z” : x £ р ]  и сформулируем задачу: 
найти р еш ен и е  f  (x) уравн ения  (1), к от ор о е  для x e  X0p  со впа да ет  с  за данной  функцией  
p (x ) , т. е. уд овл ет воря ет  усл овию
f ( x )  = P(x\ x e  Xo,p . (2)
Если Р  = (т,0,...,0) или р  = (0,...,0,т ) , то с точки зрения теории разностных схем
мы имеем явную разностную схему (см., например, [2]). В этом случае разрешимость и
единственность задачи ( 1) -  (2) очевидны.
Для других Р таких, что |Р| = т  может оказаться, что решение не единственное или
что задача не имеет решений (см. [3]).
Задачу (1) -  (2) будем называть задачей Коши для полиномиального разностного 
оператора P ( s ) , а функцию p (x ) -  начальными данными этой задачи.
Нас интересуют условия на разностный оператор P ( s ) , обеспечивающие разреши­
мость задачи ( 1) -  (2), т. е. существование и единственность решения для любых начальных 
данных p(x)  и правых частей g (x), и устойчивость задачи (1) -  (2), т. е. существование по­
стоянной м  такой, что при любых p(x )  и g(x) для нормы соответствующего решения
f  (x) зад ачи (1) -  (2) справедлива оценка |\f  (x, у | ш < м (|g (x  у )J  + ||p(x, у | J .
Теорема. Если для коэффициентов полиномиального р а зн о ст н о г о  оп ерат ора  P ( s )  
выполнено у сл ови е  (*) и
1)  выполнено у сл ови е
lcp( x ) > E l c *(x\,x e Z ” , (3)
| а\ = т,аФ р
т о за дача  (1) —(2)  имеет един ст в енн о е  р еш ен и е ;
2)  выполнено у сл ови е
|cp(x) > E | c« (x), x e Z ”, (4)
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т о за дача  (1) - ( 2)  устойчива.
Замечание 1. Очевидно, что если выполнено условие (4), то выполнено и условие (3).
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2. А нализ проблемы и методы исследования
Отметим, что условие, аналогичное условию (3), использовалось в [4] для доказа­
тельства разрешимости в классе аналитических функций варианта обобщенной задачи 
Коши для полиномиального дифференциального оператора p (d ) с начально-краевыми 
условиями типа Рикье. Коэффициенты разложения в степенной ряд аналитических реше­
ний этой задачи удовлетворяют соотношениям вида (1)-(2). Отметим также работы [5], [6], 
в которых отыскание аналитических решений дифференциальных уравнений приводит к 
соотношениям вида ( 1)-(2) для коэффициентов разложения в ряд этих решений.
Случай постоянных коэффициентов рассматривается в работе [7], в которой исследо­
вана устойчивость однородной двухслойной линейной разностной схемы, а также в работах 
[8]—[12], где к исследованию устойчивости многослойных однородных разностных схем при­
меняется теория амеб алгебраических гиперповерхностей и получена формула для решения 
задачи Коши через ее фундаментальное решение. Случай переменных коэффициентов рас­
сматривается в [2], где исследуются однородные разностные схемы для стационарного уравне­
ния и для уравнения теплопроводности с переменными коэффициентами.
Уравнения (1)-(2) мы рассматриваем как бесконечную систему линейных уравне­
ний относительно бесконечного числа неизвестных f  ( у ), у  £ Z+ . После упорядочения 
она примет специфический вид, а именно: в каждое уравнение системы войдет только 
конечное число неизвестных. Такая система совместна, если всякое конечное число урав­
нений из этой системы совместно (см. [13], лемма 6.3.7). Построим последовательность 
подсистем системы (1) - (2), которые состоят из конечного числа уравнений и в каждую 
следующую входят все уравнения предыдущей. Совместность каждой подсистемы из этой 
последовательности означает, что совместно и всякое конечное число уравнений из (1) -  
(2).
Возьмем произвольное p  £ Z + . Неизвестные f  ( у ) будем “нумеровать” элементами 
множества J p = {у £ Z+ : |у| < p j  и упорядочим это множество однородно-лексикографиче­
ским способом. Уравнения “занумеруем” элементами двух множеств 
Ip = {x £ Z+ : |x| < p  - m j  и I = {/Л£ X0 p : |^ | < p j .  Если обозначить #m  -  число элемен­
тов конечного множества M  , то нетрудно видеть, что # I p +# I p,p =# J p . Так как 
3  + {p+Ip j = J p , то элементам множества Ip,p присвоим те же ’’номера”, с которыми они 
входят в множество J p , а элементам x множества I p -  те “номера”, с которыми /3 + x 
входят в J p .
Обозначим Lp систему уравнений относительно конечного числа неизвестных f  ( у ), 
у  £ J p вида
Z ( x ) f  (x + а )  = g (x) x £l p , (5)
|a|< m
f  {pi) = v { p i\ v £ I 3,p. (6)
Число уравнений #(Ip U Ip p) этой системы равно числу неизвестных # J p (и равно 
числу Np целых неотрицательных решений у  неравенства |у| < p  ). Отметим, что все 
уравнения из системы Lp входят в систему уравнений Lp+j.
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Обозначим через Лр ,p матрицу системы уравнений (5)-(6), а через Ар ,p -  ее опре­
делитель. Его порядок равен Np и по построению в строках, соответствующих уравнениям 
(6), все элементы, кроме стоящей на главной диагонали единицы, равны нулю. В строках, 
соответствующих уравнениям (5), на главной диагонали стоит коэффициент ср (%).
Пример 1. Рассмотрим для n = 2 разностный оператор 
p ( s i A  ) = c2,0 (x  у  №  + ^ i f e  у М №2 + c0,2 (x  у )$ 1  + ci,0 (x  у ) 1^ + c0,l(x, у К  + c0,0 ^  у ) ,
где
m  = 2 , р  = (l,l),
c  0(x, у )  = x4 + 3 у 3 + 3, c  X(x, у ) = l0x5 + 5 у 5 + 20, c0 2(x, у ) = x3 + x2 + 5 у 3 + 4, 
•10(x ,у ) = 2x2 + x + у 2 +1, c0X(x ,у ) = x3 + 2x2 + x + у 3 + 2, c00(x ,у )  = 2x + 3у +1.
Для p  = 3 система уравнений (5)-(6) примет вид
c2,0(x, y ) f  (x + 2, у ) + cl,l(x, y ) f  (x + 1, у  + 0 + c0,2(x, y ) f  (x, у  + 2 ) + cl,0(x, y ) f  (x + 1  у ) +
+ c0д(x, y ) f ( x ,  у  + 0 + c0,0(x, у  )f ( x  у  ) = g (x, у ) , (x  у  ) e 73 (5 ’)
f  (x,y ) = y ), (x,y ) e I(l,l),3 (6,)
В ней десять неизвестных f  у  У2 ) , (у.. у2 ) e  J 3 ,
J 3 = {(0,0), (1,0)1 ( 0 1  (2,0 ), (1,1), (0 ,2)  (3,0), (2 ,1), (1,2 ), (0,3)}.
Уравнения (5’) нумеруются элементами множества /3= f o o )  (i, 0)(p ,l)} , а уравнения 
(6 ’) -  элементами множества 1(11)3 = {(0,0), (l,0) (0,l), (2,0), (0,2), (3,0), (0,3)}. Так как объедине­
ние /3 и 1) 3 дизъюнктное, то точки с координатами (x, у ) и (x, у ) считаются различными.
Определитель А (11),3 этой системы равен
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3. Вспомогательные утверждения
Для доказательства теоремы 1 нам потребуется несколько вспомогательных утвер­
ждений.
Л ем м а 1. Задача (1)-(2) для всех  <p(x) и g (x) имеет един ст в енн о е  р еш ен и е  т о гда  
и только тогда , к о гда  для всех p  = 0, 1, 2 ,... определители  Ap,p Ф 0 .
В определителях Ap p , p  = 0, 1, 2,..., отвечающих за разрешимость задачи Коши, при­
сутствуют все коэффициенты c a(x) характеристического многочлена P (z ). Покажем, что 
разрешимость задачи (5)-(6) зависит в действительности только от коэффициентов одно­
родной составляющей старшей степени этого многочлена, т. е. определяется главным сим­
волом разностного оператора.
Обозначим 1  \ ^  £ Z + : |x| = q -  m j  , 1 ' = {р £ X0p  : \^ \= q ] и J ' q = {у  £ Z + :
|у| = q} . Нетрудно видеть, что #I ' q +#I 'p q =# J ' q = N q , где N'q -  число целых неотрица­
тельных решений уравнения у 1 +... + у п = q . Заметим, что N 0” ... + N p = Np -  числу целых 
неотрицательных решений неравенства у! +... + у п < p .
Для q = 0,1,..., p  обозначим Dp q миноры определителя Ap,p , составленные из его 
строк, соответствующих уравнениям
P ( s )f ( x )  = g (x), x £ 1  q ,
f  (р ) = р (р )  , M£ 1 p ,q
и столбцов, соответствующих неизвестным f  (у ) , где у  £ Т  .
Отметим, что в определителях Dp присутствуют только коэффициенты однород­
ной составляющей старшей степени многочлена P (z ).
Пример 2. Для разностного оператора P{SX ,S2) , рассмотренного в примере 1, имеем 
для q  = 0,1,2,3
D (1,1),0 = 1 , D (1,1),1=
1 0 
0 1 (1Д ).2
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Замечание 2. Если в определителе Dp q вычеркнуть строки и столбцы, соответству­
ющие уравнениям (6), то получим определитель ленточной матрицы (см, например, [14]), 
которая использовалась в [3] для доказательства разрешимости задачи (1)-(2) в случае 
п = 2 .
Связь между определителями Ap p и Dp,q дается следующей леммой.
Л ем м а 2. Для в сяк о г о  p  £ Z + справедливо р а в ен ст в о  Ap = Dp,0 • Dp x •... • Dpp . 
Пример 3. Для оператора P ( S ,S )  из примеров 1, 2 в соответствии с леммой 2
имеем
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D (1,1),0 1 ,  A (1,1),3
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
1 2 3 20 4 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
3 0 4 6 0 4 30 6 0
0 4 0 2 3 0 6 25 9





1 0 0 0 0 0 0
3 20 4 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
4 6 0 4 30 6 0
0 2 3 0 6 25 9
0 0 0 0 0 0 1
D (1,1),2
1 0 0 0
1 0 0
, A (1,1),3
4 30 6 0
3 20 4
0 6 25 9 D (1,1),3
0 0 1
0 0 0 1
A (1 1),3 = D 1,1),0 • D (1,1),1 • D (1,1),2 D (1,1) ,3 .
Из лемм 1 и 2 сразу следует
Л ем м а 3. Задача (5)-(6) имеет един ст в енн о е  р еш ен и е  т о гда  и только тогда , к о гда  
Dp k Ф 0  для всех k = 0 ,1,2 ,....
4. Д оказательства
Доказательство леммы 1.
Необходимость. Предположим, что для некоторого p 0 £ Z+ определитель Ap = 0. 
Это означает, что найдется нетривиальная линейная комбинация левых частей уравнений 
системы Lp равная нулю, т. е.
Z A x Z Са ( x ) f  (x + а)+ Z B J (М )  =  0 .
x £ l  |a|<m m£I«
Но тогда и для любых правых частей g  (x) и начальных данных p (x ) этой системы 
получим
E  Ax g  (x )+ E  b p M = 0 ,
x e l P0  ^ e / Р , P 0
а в силу произвольности выбора g (x )и p (x ) все коэффициенты Ax и Bf  равны нулю.
Достаточность. Так как для любого p  e  Z + определители Ар,p Ф 0 ,  то любая под­
система системы уравнений (1)-(2) из конечного числа уравнений совместна. Используя 
упомянутую выше лемму из [13] (лемма 6.3.7) получим, что решение задачи (1)-(2) суще­
ствует. Если предположить, что оно не единственное, то для некоторого p окажется, что
система уравнений Lp с правой частью равной нулю имеет нетривиальное решение, т. е. 
Ар = 0. Противоречие.
Доказательство леммы 2.
Будем последовательно преобразовывать определитель Ар ,p , пользуясь теоремой 
Лапласа.
На первом шаге (q = 0 )  разложим определитель Ар,p по строкам с номерами 
x e I  '0, f i e  I ' р 0 . Единственный отличный от нуля минор порядка N '0 = 1 обозначим Ор  0 , 
очевидно Ор,0 = 1 .
Определитель, полученный из Ар p вычеркиванием этой строки и столбца, соответ­
ствующего неизвестной f  (0 ), обозначим А^ p . Очевидно, что Ар, p = Ор,0 A p .
На втором шаге (q = l) разложим определитель А^, p по строкам с номерами из мно­
жеств I  \ и I 'р;1. Среди миноров порядка N\ не содержит нулевых строк только опреде­
литель, составленный из столбцов с номерами у  e  J \ . Обозначим этот минор Ор х, тогда 
= Орд • Ар , где определитель Ар ,p получен из определителя Ар, p вычеркиванием 
строк с номерами x e I \ и f  e I р  и столбцов с номерами у  e  J \ .
Продолжая процедуру, на (q + 1)-ом шаге среди миноров порядка N' определителя 
Ар p , соответствующих строкам с номерами из множеств I q и I 'р не содержит нулевой 
строки только определитель, составленный из столбцов с номерами у  e  J 'q , т. е. 
Орл . Таким образом, Ар,р = Ор  ^• .
Так как на последнем p  -ом шаге Ар = Opp, то Ар^ = Ор,0 • Орх •...• Ор р^ .
Доказательство теоремы 1.
1. У  определителя Ар p на главной диагонали стоят единицы и выделенный коэф­
фициент ср ^ ). Согласно лемме 2 имеем Ар^ = Ор,0 • Орх •... • Ор,p , где Ор -  главные ми­
норы определителя А р p порядка N'q . Определители Ор q зависят только от коэффициен­
тов са(x) однородной составляющей старшей степени. Если выполнено условие (3), то 
Ор, q являются определителями матриц с диагональным преобладанием, поэтому Ор q Ф 0 . 
По лемме 3 задача (1)-(2) имеет единственное решение.
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2. Обозначим ЦЛЦ^ = max !  Ц  максимум-норму матрицы л  , а через R (л )=| ц |-
i у=1
-  "У\Ц , i = 1,2 ,..., n , обозначим величину диагонального преобладания в i -ой строке, а
j Ф
также положим R„ (Л) = min R  (Л). Если R* (л )>  0 ,  то Л -  матрица с диагональным преоб-
1<i<n
ладанием (см., например, [15],[16]).
Для доказательства устойчивости потребуется оценка нормы матрицы Лр1р , обрат­
ной к матрице Л р подсистемы (5)-(6).
Для любого p  e  Z + величины диагонального преобладания в строках с “номерами” 
f e  1р^ равны R ^A?,p )=  1 , а в строках с “номерами” x e l p равны R ( л  р) = ( x ) -
-  Е  С  (x) и эти величины не зависят от p. В силу условия (4)
аФ р
Rx (a .p  ) = j i ,  M x ) - I  lCa (x) г = R  Ф 0 . Для матрицы Лр ,p с диагональным преоблада-4 , p  ) = j 1 .  C р ( X ) - !  C a ( x )
аФ р
нием справедлива оценка (см., например, [15],[16])
к и  . <  R  <7)
Рассмотрим вектор f p с координатами f  ( y ), y  e J  и вектор hp с координатами 
g  (x) , p ( f ) , где x e 1p , f  e 1р,p , hp  ^ < (| g (x)L + |^(x)L ) для всех p . Систему (5)-(6) запи­
шем в виде Лр pf p = hp, где Ар,p Ф 0 ,  отсюда найдем f p = A^ h  ■ Оценим норму f p с уче­
том (7):
llf p |L = K ^ L  <1ИрШ Ы 1  < Rt IN L  < M ( lg (x)L + lp (x )L ) .
Поскольку неравенство справедливо для любого p , то
\f \ L < M  (l g (x)L+lp (x)L) .
Таким образом, задача (1)-(2) устойчива.
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