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Abstract
Attention-deficit hyperactivity disorder (ADHD) belongs to the most common disorders
in both children and adults, affecting anywhere from 2.5-5% of the population worldwide.
The disorder affects patients on three key axes: hyperactivity, impulsivity, and inattention;
and is pervasive in several aspects of life, most clearly in the classroom, at work, and in
interpersonal relations. Several treatment options exist that target the various symptoma-
tology of ADHD; however, the most popular method, medication, has several side effects
which are not advantageous. Neurofeedback (NF), while not a new method per se, is a treat-
ment method that has garnered great contention in recent years for its questionable efficacy.
However, its promise as a method that lies at the crossroads between behavioral therapy and
the latest neurophysiological research means that it has exciting promise as a method that
can constantly be updated to reflect the latest scientific findings. The present dissertation
seeks to optimize near-infrared spectroscopy (NIRS)-based NF paradigms for the treatment
of ADHD through examining the following: 1) How can NIRS-based NF paradigms be imple-
mented in VR? 2) What are the underlying mechanisms responsible for a successful NF trial
and paradigm? 3) How can we combine methods to improve NF paradigms even further?
This dissertation is comprised of four studies. In Study 1, we explored the efficacy
of a NIRS-based NF paradigm, embedded inside a virtual classroom, in treating highly-
impulsive college students. The study was designed as a pilot study to test the efficacy of
integrating NF in virtual reality (VR) for its prospective use in a study with children with
ADHD. Highly impulsive subjects were recruited for this study using an online version of
the Barrett Impulsiveness Scale (BIS). The subjects were then randomly assigned to one
of two groups. The experimental NIRS-based NF group underwent 8 sessions of prefrontal
oxygenated hemoglobin (02HB)-based NF, in which their task was to control the lighting in
the classroom by either increasing prefrontal 02HB (brighten the light) or decreasing 02HB
(dim the light). In the electromyography-based (EMG) control group, the subjects used
their right supraspinatus muscle (brighten the light) or left supraspinatus muscle (dim the
light) to control the lighting. Both groups undertook the 8 session across 2 weeks and were
assessed on go/no-go and stop-signal tasks both before and after the training. Subjects in the
experimental group showed a significant pre-post improvement in prefrontal 02HB during the
more difficult no-go condition, in which they had to withhold their response on no-go cues.
Simultaneously, they showed pre-post reductions in impulsive commission errors, the strength
of which was correlated significantly with their ability to learn the NF training. Additionally,
the experimental group showed reduced reaction time variability (SDRT) on the stop-signal
task. The control group, by way of comparison, showed none of these improvements. There
were also no improvements on an n-back task for either group. We explained this result in
terms of the specificity of the training. Subjects in the NIRS group trained the dorsolateral
prefrontal cortex (DLPFC), an area widely associated with ADHD and impulsive behavior.
Learning to control this region, then, seemed to have an effect on impulsive behavior that
was tied to the strength of learning.
In Study 2, we originally wanted to examine the underlying brain processes in NF trials
and rests via examining the functional connectivity (FC) differences between successful and
failed NF trials from a complete NF data set from a study in our lab with adult subjects with
ADHD. However, upon initial analysis, we found several problems in the dataset. For one,
there was a baseline bias, causing a sharp downward spike in pre-trial feedback channel ac-
tivity before activation trials and a sharp upward spike in pre-trial feedback channel activity
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before deactivation trials, in both cases making the resulting feedback trial easier, but also
contaminating the short analysis of FC. We found that this error was due to an improper
randomization of trial order. Therefore, we grouped the trials together (de- and activation)
and found that some helpful activation within the frontoparietal control network (FPCN)
was actually punished due to the selection of the feedback channels and most importantly,
the common average reference (CAR), included in the feedback algorithm. Because some
of the vital channels of the FCPN, in particular the bilateral DLPFC, were not part of the
feedback region, enhanced connectivity between these regions led to statistically greater fail-
ure than success. This study showed us that the design of NF experiments has critical small
details that need to be carefully controlled before conducting the experiments.
Study 3 explored multimodal brain measurement with NIRS and electroencephalography
(EEG) and as such served as a basis for a NIRS-based multimodal NF paradigm. Using a
complex modified Eriksen flanker task designed to force errors, we sought to look for post-
error behavioral and processing differences between adults with ADHD and healthy controls
(HC). To accomplish this we employed a novel analysis using wavelet-denoised single-trial
P300 event-related potentials from EEG recordings to predict the hemodynamic response
of NIRS in correct trials following errors and correct trials following correct trials. Results
from a traditional general linear model based regression were compared with this novel EEG-
informed regression for both trial types and for ADHD versus HC. Results showed a markedly
stronger activation made even more strong by the EEG-informed analysis in prefrontal,
motor, and sensorimotor areas for HC following errors. These results demonstrated that the
addition of the enhanced temporal information from EEG can improve the specificity of the
NIRS analysis. Such techniques might also be used to design a much more specific NF study
for ADHD.
Study 4 is the study design from our project comparing 2D- and 3D- classroom-based NF
in children with ADHD. The manuscript details the myriad dependent variables that we are
currently collecting to try and isolate the important factors in NF design for children with
ADHD (including motivation, movement, combined EEG-NIRS measurements, executive
functioning battery, as well as scholastic achievement). While Study 4 passes chronologically
better as Study 2, it is not officially part of the required manuscripts for this dissertation
as it was already used in the dissertation of my colleague, Friederike Blume.
In a general discussion, I propose recommendations for the design of NF experiments
for optimal treatment of ADHD, implementing the latest analytical techniques, as well as
scouring the minute details which are often overlooked in commercial as well as lab software.
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Zusammenfassung
Die Aufmerksamkeitsdefizit-Hyperaktivita¨tssto¨rung (ADHS) za¨hlt zu den am ha¨ufigsten
vorkommenden psychischen Sto¨rungen im Kindes- und Jugend-, aber auch im Erwachsenenal-
ter, ca. 2,5-5% der Weltbevo¨lkerung sind davon betroffen. Die Erkrankung wirkt sich in drei
Kernbereichen aus: Hyperaktivita¨t, Impulsivita¨t und Unaufmerksamkeit, mit tiefgreifenden
Beeintra¨chtigungen in verschiedenen Bereichen des Lebens, am deutlichsten in der Schule, bei
der Arbeit und in interpersonellen Beziehungen. Es existieren verschiedene Behandlungsansa¨tze,
welche die vielseitige Symptomatologie der ADHS anzugehen versuchen. Die Medikation stellt
dabei die ga¨ngigste Behandlungsmethode dar, ist jedoch nicht selten mit Nebenwirkungen ver-
bunden. Die Methode des Neurofeedbacks (NF) ist zwar unla¨ngst kein neuartiges Verfahren
mehr, ist aber eine Behandlungsmethode, welche, aufgrund der fraglichen Wirksamkeit, in den
letzten Jahren viele Diskussionen anregt hat. Da die Methode jedoch an der Schnittstelle zur Ver-
haltenstherapie und der neusten neurophysiologischen Forschung liegt, bietet sie die Mo¨glichkeit
fortwa¨hrend um die aktuellsten wissenschaftlichen Erkenntnisse erweitert zu werden. Die vor-
liegende Dissertation strebt die Optimierung des NIRS-basierten NF Paradigmas zur Behand-
lung von ADHS durch die Untersuchung folgender Punkte an: 1) Wie ko¨nnen NIRS-basierte
Paradigmen in VR implementiert werden? 2) Welche sind die zugrundeliegenden Mechanis-
men, die fu¨r einen erfolgreichen NF Trial und Paradigma verantwortlich sind? 3) Wie ko¨nnen
Methoden kombiniert werden um NF Paradigmen weiter zu entwickeln?
Die Dissertation umfasst vier Studien. In Studie 1 untersuchten wir die Effektivita¨t eines
Nahinfrarotspektroskopie-(NIRS)-basierten NF Paradigmas, realisiert im virtuellen Klassenzim-
mer, zur Behandlung hoch-impulsiver Universita¨tsstudenten. In Studie 2 wurde ein ’Standard’-
NIRS-basiertes NF Paradigma fu¨r ADHS in seinen Einzelteilen u¨berpru¨ft und Empfehlungen
fu¨r die Weiterentwicklung eines NF Studiendesigns diskutiert sowie Netzwerke, welche mit Er-
folg und Misserfolg bei NF Trials assoziiert sind, untersucht. In Studie 3 untersuchten wir das
post-Fehlerverhalten bei ADHS-Patienten im Vergleich zu gesunden Kontrollpersonen (healthy
controls, HC). Im Einzelnen betrachteten wir die ’P300-informed’ NIRS-Analyse um die Un-
terschiede zwischen ADHS-Patienten und HC genauer zu untersuchen. Zusa¨tzlich wurde die
Studie konzipiert um die Effektivita¨t von EEG/NIRS fu¨r den zuku¨nftigen Einsatz in einem mul-
timodalen NF Studiendesign fu¨r ADHS zu u¨berpru¨fen. In Studie 4 wird das Studiendesign fu¨r
eine großangelegte und momentan laufende Studie mit Schulkindern mit ADHS beschrieben, in
welcher das Paradigma aus Studie 1 zum Einsatz kommt. Dies liefert eine erste Zusammenfas-
sung u¨ber die umfangreiche Datenerhebung, welche zu neuen Erkenntnissen bei NIRS-NF bei
ADHS fu¨hren soll.
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1 General Introduction
1.1 Attention-deficit Hyperactivity Disorder
Attention-deficit hyperactivity disorder (ADHD), according to the fifth installment of the Diag-
nostic and Statistical Manual of Mental Disorders (DSM-V), is broadly characterized by three
behavioral domains: inattention, hyperactivity and impulsivity (American Psychiatric Associa-
tion, 2013). The prevalence of the disorder is widespread, with childhood estimates worldwide
ranging around 5% (Polanczyk, 2007). In roughly half of these cases, ADHD persists into adult-
hood, leading to a persisting prevalence of around 2.5% in adults (Faraone et al., 2015). The
disorder is problematic in both life stages for differing reasons. In children and adolescents,
behavior at home and in social situations can put a strain on parental relationships and make it
difficult to form lasting friendships (Wehmeier et al., 2010). Generally, as an impact of ADHD
must be present in at least two life domains in order to be classified, in addition to the home, the
scholastic setting is also a problem for many children and adolescents (Daley and Birchwood,
2010). In adults, there are corollary problems in romantic relationships and in the workplace or
in collegiate studies (Bruner et al., 2015; Shaw-Zirt et al., 2005). There is clearly a need to treat
this prevalent, and often psychosocially debilitating disorder. However, we must first examine
the relevant symptomatic of the disorder.
1.1.1 Impulsivity and Self-regulation
Clinical diagnoses of ADHD must adhere to strict standards, and with good reason, as a diagnosis
of ADHD can lead to a stigma for the child and parents. However, in the scientific world, when
trying to better understand the disorder, it can be helpful to isolate the various symptom axes.
This is why, despite the categorical taxonomic classifications of ADHD as a disorder differing
from normal that are supplied by both the DSM-V and the International Statistical Classification
of Diseases and Related Health Problems, Tenth Revision (Doernberg and Hollander, 2016),
many researchers choose to target a particular dimension of ADHD, and thus seek subclinical
populations in order to more clearly isolate the desired behaviors (Bala´zs and Kereszte´ny, 2014).
Some studies have thus targeted the inattentive behaviors of ADHD (Seidman, 2006) while
others examine the hyperactive and impulsive dimensions (Lijffijt et al., 2005). This makes
sense, as even within the taxonomical constraints of the DSM-V, there is a separation between
the primarily inattentive and primarily hyperactive/impulsive presentations, thus lending weight
to the argument that studying the behavioral symptoms individually might lead to improved
understanding and treatment development (American Psychiatric Association, 2013).
In fact, there exist several prevailing etiological models of ADHD that focus on inhibitory
dysfunction as the driving force behind ADHD, at least within the hyperactive/impulsive sub-
type (Tannock, 1998). Perhaps the most popular model in that vein, the behavioral inhibition
model developed by Barkley (1997), seeks to establish a unified theory of ADHD, which purports
that not only hyperactive/impulsive symptoms of ADHD, but also symptoms of inattention are
caused by deficits in behavioral inhibition. Secondary deficits are then focused around a set
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of four executive functions: working memory, self-regulation, internalization of speech, and re-
constitution. In the context of this dissertation, self-regulation is the key deficit intertwining
the four manuscripts. Self-regulation refers to the ability of the person to regulate motivation,
arousal, and affect (Diamond, 2013). As three of the studies involved are neurofeedback stud-
ies, self-regulation is vital to the process of being able to regulate one’s own brain state. In
the fourth study on post-error behavior, self-regulation is crucial in order to detect and act on
erroneous behavior (Shiels and Hawk, 2010). Barkley argues that inattention is caused by poor
inhibition in the sense that paying attention is seen as an action that must be maintained over
time. ADHD patients are thereby not able to self-regulate and inhibit the prepotent response of
switching to a more salient stimulus. In this dissertation, we examine how NF treatments might
be optimized in order to treat impulsivity and secondarily inattention via targeting, above all,
the prefrontal cortex (PFC). As we will see in the coming chapter, the PFC, and especially the
dorsolateral PFC (DLPFC), are vital to cognitive control, inhibition, and stimulus response.
1.1.2 Impulsivity and the Brain
Impulsivity is often framed as an inability to inhibit very strong, or prepotent behavioral re-
sponses to external stimuli (Bari and Robbins, 2013; Logan et al., 1997). It is a behavioral trait
strongly linked to impairments in the frontal lobe, with dysfunctional frontal lobe activity and
frontal lobe excisions both contributing to this exophenotype (Bari and Robbins, 2013; Fallgatter
and Herrmann, 2001). Impulsivity is of course not exclusive to ADHD and, in this sense, there
is more weight lent to the argument that ADHD should be studied dimensionally, rather than
categorically. Highly-impulsive individuals, for example, share similar intermediate phenotypes
in regards to prefrontal brain deficits, particularly on tasks that involve response inhibition, and
also exophenotypes in the form of a behavioral inability to inhibit responses.
Bari and Robbins (2013) discuss impulsivity at length, separating it into two broad categories:
one of cognitive impulsivity and one of behavioral impulsivity, such as response inhibition.
Response inhibition is perhaps the most-studied subset of motor-impulsivity related behavior
problems that affect both highly impulsive, but healthy, subjects and patients with ADHD. Both
groups share particularly strong similarities on a behavioral level when it comes to withholding
prepotent responses, or responses that have been conditioned to be automatic through repetition
(Aichert et al., 2012). Tasks that condition a prepotent response and then require the subject
to inhibit this response include the stop-signal task (SST), the Stroop task, the continuous
performance task (CPT), and the go/no-go task. The SST and the go/no-go task, in particular,
have been widely studied in both groups on both the behavioral and physiological levels. In a
typical go/no-go task the subject must respond as quickly as possible to go signals, which make
up typically 70-80% of trials. In this way, these responses become prepotent, or automated,
which interferes with the inhibitory response triggered by the no-go trials, wherein the subject
should withhold their response.
The main measure of response inhibition in the go/no-go task is commission errors, or errors
in which the subject should have withheld a response, but did not. Children and adults with
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ADHD typically make more commission errors than their healthy peers (Cubillo et al., 2012;
Geburek et al., 2013; Rubia et al., 2007; Smith et al., 2004). Response inhibition on the go/no-go
task correlates positively with increased ratings of impulsivity on the Barratt Impulsive Scale
(BIS;BIS-11) (Patton et al., 1995; Aichert et al., 2012). (Weidacker et al., 2016) found that high
scores on the BIS subsection Cognitive Complexity inversely correlate with an ability to inhibit a
response on a go/no-go task with added working memory load. Behavioral deficits on go/no-go
tasks are also seen in highly-impulsive subgroups such as binge-eaters – where accuracy in the
no-go condition again scaled inversely with BIS score (Hege et al., 2014) and binge-drinkers
(Henges and Marczinski, 2012) where amount of drinks in a single sitting predicted response
inhibition on a go/no-go task as well as general impulsivity on the BIS.
Development of impulse control is a process that happens over time from childhood to
adulthood. There is, of course, a large heterogeneity in developmental patterns, but in the end
it comes down to a competition between two distinct brain systems competing for control – a
socioemotional system pushing the child or adolescent to experiment with novel stimuli and a
cognitive control system that attempts to regulate potentially dangerous impulses (Casey et al.,
2008; Shulman et al., 2016; Steinberg, 2008). The lateral prefrontal cortex and its associated
connections with, in particular, striatal, parietal, motoric, and other frontal areas, seems to
be responsible for the development of this cognitive control network, and thus the ability to
control impulse (for comprehensive reviews see (Cubillo et al., 2012; Rubia et al., 2013)). Not
surprisingly, ADHD is often characterized by sweeping deficits within these cognitive control
areas, in particular the lateral prefrontal cortex (Booth et al., 2005; Cubillo et al., 2010; Rubia
et al., 2009, 2010, 2014). The prefrontal regions of ADHD patients also seem to be subject to
a delayed maturation rate relative to healthy controls (Shaw et al., 2007), further highlighting
the imortance of this cortical area in the cognitive disabilities associated with the disorder.
Regarding highly impulsive subjects, Farr et al. (2012) found a negative correlation between
trait impulsiveness and activation of the middle frontal cortex as well as between trait impulsive-
ness and functional connectivity between the MFC and DLPFC. Ding et al. (2014) reported that
highly impulsive internet gamers have to activate the cognitive control network more strongly,
relative to healthy controls, to achieve similar behavioral results on a go/no-go task. Horn et al.
(2003) found a similar result in a general population of impulsive individuals. It would seem
then, that targeting a clinical intervention to improve prefrontal brain activation could prove
beneficial in lowering impulsive behavioral tendencies. The question is, is it better to target a
specific disorder with categorical boundaries, like ADHD, or to focus on one dimension, and per-
haps increase the generalizability of a treatment to a larger population. Firstly, we will examine
the existing treatments most commonly used for ADHD.
1.2 ADHD Treatment
In the United States of America (USA), by far the most common treatment used for ADHD is
psychopharmaceuticals, the most commonly used of which are stimulants such as Methylphenidate,
of which Ritalin is probably the best known (Faraone et al., 2015). In Europe, there is a ten-
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dency to attempt to treat ADHD with non-pharmacological interventions first, such as behav-
ioral modification, dietary interventions, or neurocognitive interventions, such as neurofeedback
(Gevensleben et al., 2014a). The American tendency to treat ADHD with medication is largely
driven by efficacy: stimulant-based medications are highly effective, particularly for impulsivity,
in the short-term, the time-frame of which is most often explored in clinical studies (Faraone and
Glatt, 2010). This is in fitting with the mindset of the United States, where the desire for quick
fixes that gloss over underlying problems is rampant. In Europe, due to cultural differences, it
may be more desirable to treat underlying causes, and this takes more time to address (Taylor
et al., 2004). Nevertheless, the prevalence of stimulant treatment remains over 50% (Hodgkins
et al., 2013). However, short term reduction of symptoms is likely not the best metric for eval-
uating a treatment modality. Other factors should be considered, such as treatment longevity,
patient experience, potential side effects, and particularly, the treatment of impulsivity without
a diagnosis.
1.2.1 Medicinal Complications
Medications, particularly stimulant-based, are very effective at treating ADHD in the short
term, but their effects stop immediately after the pill has run its course (Faraone and Glatt,
2010; Gevensleben et al., 2014a,b). There are many problems associated with this aspect of
medication: for example children with ADHD/parents often forget to take/administer the med-
ication. There is a stigma associated with being medicated, as the children/adolescents must
take the medication at school, and their peers inevitably discover this and often ridicule the
youth (Rappaport et al., 2000; Findling and Dogin, 1998). Beyond this aspect, the children
or adolescents themselves are in a stage of life where they are beginning to form an identity,
and to be seen as someone sick, or one that relinquishes autonomy to a drug that is often
forced on them by parents or physicians, is often more devastating than those same parents
and physicians are willing to consider (Barry, Clarke, Johnstone, Mccarthy, & Selikowitz, 2009;
Floersch, 2003). The same parents often feel validated by the prescription of medication, that
at last a professional has confirmed that their child has a real problem (Floersch, 2003). If this
is not enough of a reason to avoid or reduce the use of medication for treating ADHD, there
are a plethora of side effects that cause between 8–25% of subjects to discontinue use (Clavenna
and Bonati, 2014). The most common of these adverse effects are loss of appetite, headache,
and bodily pain. The loss of appetite can lead to significant bodily changes over time. In the
seminal Multimodal Treatment Study of Children With ADHD study, stimulant medication led
to significant decreases in height and weight over the course of three years of use, compared to
healthy controls (Swanson et al., 2007). Add in the high comorbidity of substance use disorder
in adolescents and adults with ADHD, and the high abuse potential of, again stimulant-based
medicines, and it is clear that alternatives are needed (Winhusen et al., 2011). Furthermore,
these medications are not approved to treat highly impulsive symptomatology without a diag-
nosis of ADHD, meaning that another population of individuals currently does not have any
form of treatment.
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1.2.2 Alternative Treatments
Tossing medication aside, we are left with several other treatments options: behavioral therapy,
cognitive interventions, diet changes, and neurofeedback. Diet changes seem to be more or less
ineffective, or lack conclusive evidence to support their use (Faraone et al., 2015). Behavioral
therapy is one of the best supported non-pharmacological methods for managing ADHD, but
works rather from the perspective of improving the parent-child relationship, and meta-analysis
show limited effectiveness in treating the symptoms of ADHD (Faraone et al., 2015). This
leaves cognitive interventions and neurofeedback, both of which presumably exert their effects
by influencing the complex neuropathological deficits associated with the disorder. Furthermore,
as both work on a symptom-level, they are both potentially suitable to treat impulsivity that
exists outside of a clinical diagnosis. Cognitive trainings target one or more neurocognitive
deficits such a working memory or response inhibition, and train the subject to improve these
specific deficits. This in turn is expected to reduce ADHD or impulsive symptomatology, but
the main effects are seen as a reduction of the deficits that are trained, with only a small effect
on ADHD symptomatology (Cortese et al., 2016a). Furthermore, cognitive trainings are rather
treatments by proxy, and do not attempt to target the neurophysiological deficits that may exist.
For these reasons, the current dissertation focuses on NF trainings as the best way of moving
forward in the treatment of ADHD and impulsivity.
1.2.3 Neurofeedback Overview
NF is, in principle, a simple concept: a particular area of the brain, or parameter of the brain
is recorded, and this parameter is fed back to the subject in the form of an auditory or visual
cue. The subject should then try to regulate this brain parameter by regulating the cue as per
the instructions of the administrator or task. Successful regulation is rewarded via feedback
at the end of each trial. Decades of research has given us particular brain regions that are
underactive or underdeveloped in ADHD (and also impulsivity), and we aim to strengthen
those via repeated trials of NF over repeated sessions. A good analogy for the process of an NF
training is a bodybuilder going to the gym: she performs several reps of a particular muscle in
one session, and after many sessions she can lift more and more weight with that muscle. The
concept would be the same for the NF subject, with the end goal of having a stronger (more
flexible) trained brain area or parameter. The problem, as we will shortly see, is that there is
no consensus on what the best NF training protocol is; there are as many variables to change
as types of potatoes in the world.
1.2.4 EEG Protocols for Neurofeedback
In a recent metanalysis of NF in ADHD, Cortese et al. (2016a) showed that, when taking
into account only blinded, ’high-quality’-controlled NF protocols, there was no difference in the
effect of NF to that of the control condition. This is a loaded result, as there are many variables
that we could pick apart within this analysis alone. For example, the ’high-quality’-control
can refer to either sham or active control groups, both of which can refer to multiple different
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protocols. In the sham category, one could use another subject’s feedback trials as the fed-
back signal, or one could feed-back a random signal. In an active control group, any number
of different brain locations or structures could be fed back, or another, non-cortex feedback
could be implemented, such as EMG biofeedback. The myriad possibilities for a ’high-quality’
control group alone highlights yet another problem: are they even high quality control groups?
Sham control groups can be detrimental to the subjects’ motivation, as the subjects become
frustrated with their inability to control the training, which, over so many feedback training
sessions, can have lasting negative effects (Birbaumer et al., 1991; Gevensleben et al., 2014a;
Holtmann et al., 2014a). Active control groups are then perhaps the better choice when trying
to achieve a control group that best controls for nonspecific variables, while still retaining the
motivation of the participant. Some active control conditions, like EMG-based biofeedback, have
even been shown to improve symptomatology (Barth et al., 2017b; Holtmann et al., 2014b). For
these reasons, in our lab and in the studies contained in this dissertation, we always use an
EMG-based, musculus supraspinatus-based control group.
Another critical aspect of NF study design that becomes clear when looking at the Cortese
et al. (2016) meta-analysis, is the sheer number of different EEG-protocols available. The
authors compare theta-beta frequency (FTB)-based NF, slow-cortical potential (SCP)-based
NF, and combined SCP-FTB. Then there are a host of micro-parameters which are also differ-
ent between the studies, such as: number of feedback sessions, individualized or standardized
frequency bandwidths, placement of reference and feedback electrodes, type of reference used,
visual presentation of feedback, reinforcement of feedback, etc. It is clear that the field of NF
in ADHD lacks a standardized protocol, and furthermore, it is not clear if this standardized
protocol should be carried out in EEG, or using another feedback type altogether. For exam-
ple, recent evidence from advancements in NF protocols, for example using blood-oxygen level
dependent (BOLD) feedback from either fMRI or NIRS, offers a promising alternative to EEG.
1.2.5 BOLD-based NF Approaches
Bblood-oxygen level dependent (BOLD)-based NF interventions got their start as fMRI-based
protocols. Real-time fMRI NF (rtfMRI) trainings utilize the metabolic process of BOLD activa-
tion from a wide range of possible brain areas, due to their superior spatial resolution compared
to EEG (Kim and Birbaumer, 2014). Studies have already proven the successful use of rtfMRI in
several clinical conditions including major depressive disorder (Zotev et al., 2016), stroke reha-
bilitation (Wang et al., 2017), schizophrenia, chronic pain (Kim and Birbaumer, 2014) and also
in ADHD (Alegria et al., 2017; Zilverstand et al., 2017). The dorsal anterior cingulate cortex
(ACC) and the right inferior frontal gyrus (IFG) were used, respectively, as feedback targets
for adults and children with ADHD. Only the right IFG method was successful in attenuating
ADHD symptomatology, but both studies showed an increase in cognitive functioning specific
to the training. Furthermore, rtfMRI was shown to be effective in successful modulation of
the DLPFC in just 5 sessions of training for healthy controls (Sherwood et al., 2016). This is
much faster than that of typical control of EEG, which takes 10-15 sessions to control. As the
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DLPFC is a critical area in ADHD, training it in a faster manner is advantageous. However,
while rtfMRI has a superior spatial resolution to that of EEG, it is temporally much slower,
so that ’real-time’ is rather an unfitting title. rtfMRI has a temporal resolution of between 1-6
seconds, to account for the temporal delay of the hemodynamic response (Albert et al., 2017),
while EEG is typically in the range of milliseconds.
One possible way to find a trade-off between the temporal resolution of EEG and the spatial
resolution of fMRI is to use NIRS-based NF, which sits nicely in the middle of both methods,
having a temporal resolution of 10 Hz and a spatial resolution of ∼2 cm (Mehta and Parasur-
aman, 2013). In our working group, several NIRS-based NF paradigms have been developed,
including for schizophrenia, anxiety, ADHD, and even sub-clinical populations such as highly-
impulsive adults (Blume et al., 2017; Ehlis et al., 2018a; Hudak et al., 2017). Within the realm of
ADHD alone, four studies have either been developed or have already yielded positive results. A
pilot study testing the efficacy of DLPFC-based NIRS-based NF in children with ADHD yielded
significant positive symptomatic reductions for the NIRS-based NF group, compared to only
trends for positive symptomatic reductions in the SCP-based EEG group and the EMG-based
control group (Marx et al., 2015). This indicated that NIRS-NF is potentially more quickly
effective than SCP-based EEG NF. The next step was to test the efficacy of this NF paradigm
in adults with ADHD. This study again showed general symptom improvements that, again,
were not differentiable from EEG or EMG-based trainings (Barth et al., 2017a). In fact, this
study was the basis for the second manuscript contained within this dissertation (Hudak et al.,
2018), and serves to expose how certain flaws within the study design can lead to unreliable
results.
1.2.6 Methodological Advancements in NF Approaches
The first and fourth manuscripts in the context of this dissertation concern the final two NIRS-
NF studies with ADHD. Both studies seek to advance the possibilities of NF design through
implementation of the feedback signal in a virtual classroom. NF studies in general suffer from
the artificial laboratory environment where the subjects learn to regulate their brain via feedback
in the form of an often arbitrary tone or visual stimulus, such as a ball moving up and down on
a screen or a thermometer (Arns et al., 2009). Transfer is the concept of taking what one learns
in the NF training and applying it to a real-life setting (Strehl, 2014). For example, the school
classroom is an area where both subjects with ADHD and highly impulsive adults suffer from
their symptoms (Faraone et al., 2015; Spinella and Miley, 2003). However, subjects may not be
able to transfer the skills that they learned in the laboratory into the classroom. To this end, we
developed a virtual-reality (VR)-based classroom wherein the subjects use their DLPFC activity
to control the level of lighting with the classroom. Instead of controlling the height of an object
in 2-D on the computer screen, they need to control how dark or bright the classroom is. This
method of feedback works to directly facilitate transfer to the classroom setting while also being
non-invasive enough to prevent immersion in the classroom experience. Within our classroom,
common distractions seen in daily school life were also implemented to further facilitate this
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transfer effect. Furthermore, the teacher in the classroom gives verbal feedback dependent on
the success of each feedback trial. The first study in this dissertation concerns a pilot study with
highly impulsive college students, in which we aimed to test the efficacy of the VR environment
for implementing an NF design. The fourth study in the dissertation is a full-scale study with
children with ADHD and contains 3 groups: a 3D-NIRS group, a 2D-NIRS group, and an
EMG control group. In this way, we can systematically test if 3D immersive feedback is more
advantageous than its 2D counterpart. However, this study is not yet completed, and so it is
only partially discussed in this dissertation.
In addition to the implementation of VR, these two studies also examined pre-post brain
activation patterns for the first time in NIRS-NF in ADHD, where before there was only sub-
jective assessment of symptoms. In addition, the previously mentioned NF study on adults
with ADHD in our lab served as the dataset for the second study in this dissertation, where we
examine functional connectivity differences between failed and successful NF trials. This was
the first look at such an analysis in NF and led to some interesting implications for study design,
which will be discussed in the general discussion.
1.3 Enhancing Information using Multimodal Measurements
In keeping with the dissertation theme of methodological advancements in NIRS-based NF in
ADHD, the third and final completed study took advantage of the ability of NIRS to be combined
with EEG, and therefore functions as a pilot study for multimodal NF treatment and temporal
resolutions. This means that combining them can provide a means to enhance information in the
analysis. So-called EEG-informed fMRI analyses have taken advantage of recent advancements
in denoising of EEG data to procure event-related potentials (ERP) from single trials that can
then be convoluted with the hemodynamic response function used to model single BOLD trials
of fMRI to better predict the real BOLD response (Debener et al., 2006). This stems from more
basic research which has shown strong correlations between certain ERPs and BOLD activation
in certain brain areas. For example, occipital alpha oscillations were anti-correlated with BOLD
activation in the visual cortex. Interestingly, these same alpha oscillations correlated positively
with activation (increased deoxygenated hemoglobin) in NIRS measurements as well (Moosmann
et al., 2003), showing that the two methods can be combined. Another study by Calhoun et al.
(2005) showed that performing a combined independent component analysis of the P300 ERP, an
ERP strongly elicited in response to target stimuli, and fMRI could reveal precise spatiotemporal
patterns of the P300 in a performance-monitoring task. Interestingly, there was a cascade of
activation, starting in the brainstem and working its way through frontal and finally temporal
lobes. This again shows the utility of combining spatial sensitivity with temporal precision.
ERP latencies (Be´nar et al., 2007), amplitudes (Debener, 2005), EEG phase coherence (Jann
et al., 2009), and EEG frequency band power (Scheeringa et al., 2009) have all been used as part
of an EEG-informed analysis, where the respective single trial parameters have been used to
inform the fMRI regression, extracting more information than in the basic regression. However,
no study to date has made use of an EEG-informed NIRS regression analysis, although the
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concept is essentially the same.
1.3.1 Post-error Monitoring in ADHD
Error monitoring, or the constant vigilance for the errors that we make, is a classical problem for
people with ADHD. This makes sense when we consider that impulsivity might cause errors and
inattention might lead to their oversight. According to Shiels and Hawk (2010), there are two
main issues with error-monitoring when it comes to ADHD: early error detection and later-error
evaluation. Both problems then make it difficult for the person with ADHD to subsequently
engage cognitive control and adapt to the error. This may lead to subsequent problems on post-
error trials, but research is in its nascent stages. For example, Yordanova et al. (2011) examined
the post-error behavior of juvenile subjects with ADHD and found that they committed more
errors following errors and also displayed a higher reaction time variability, indicating some flaw
in corrective behavior following errors. Amazingly, to date there are no studies looking at post-
error behavior in an adult ADHD population and, perhaps even more importantly, post-error
brain functioning. Ehlis et al. (2018b) studied the post-error behavior of adults with ADHD
in a combined NIRS-EEG monitored Eriksen flanker task with an embedded go/no-go element.
The task was designed to produce a high number of both go and nogo errors to allow for the
investigation of post-error behavior. In their initial manuscript, Ehlis et al. (2018b) reported
ERP findings only, with a reduced error-related negativity/correct-response negativity (ERN/Ne
/ CRN) for the ADHD group, compared to healthy controls, in error/correct trials. The ERN/Ne
is a large negative event-related potential (ERP) and it is assumed to reflect an automated early
error-monitoring process that signals to control regions to be vigilant on the succeeding trial,
which has been localized to the ACC in the medial prefrontal cortex (Herrmann et al., 2004).
The CRN is a smaller form of the ERN/Ne that occurs on correct trials and has been found to
have similar cortical origins (Vidal et al., 2000). The diminished amplitudes in the ADHD group
seem to indicate that there was less action-monitoring than in healthy controls. No significant
behavioral differences were observed between the groups; however, there were trends for more
errors committed and larger reaction time variability (SDRT) in the ADHD group. To further
elucidate these group differences, and particularly to look for post-error differences between the
groups, we decided to utilize the NIRS data in combination with EEG to maximize information.
In addition to a general-linear model-based regression of NIRS data, and in keeping with the
theme outlined in chapter 1.3, we also performed an EEG-informed NIRS regression analysis, in
which we used the single-trial wavelet-denoised P300 amplitudes to predict the BOLD response
in concurrent trials. This was achieved in effect by modulating the trigger function with the
amplitudes of the P300 for each trial and thereby adjusting the height of the hemodynamic
response function (HRF) to fit each trial individually. As the P300 is an ERP related to vigilance
following a stimulus, with larger amplitudes indicating greater allocated attentional resources,
adjusting the HRF to fit the size of the P300 should result in a better fit to cognitive control areas
such as the prefrontal cortex and sensorimotor regions that are involved in response preparation.
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2 Objectives and Expected Output of the Thesis
The present dissertation seeks to optimize NIRS-based NF paradigms for the treatment of ADHD
through examining the following questions: 1) How can NIRS-based NF paradigms be imple-
mented in VR?; 2) What are the underlying mechanisms responsible for a successful NF trial
and paradigm?; 3) How can we combine methods to improve NF paradigms even further? To
accomplish these aims, we began simply with a VR implementation of already established NIRS-
based NF paradigms for ADHD. Studies 1 and 4 seek to implement the first VR-based NF for
impulsivity and ADHD that occurs within a virtual-classroom, with the main aim of increasing
transfer to a very difficult environment for ADHD and impulsivity. NF itself is chiefly concerned
with training cognitive control and an established method for doing so in ADHD. Study 2 takes
an already completed NIRS-based NF study of ADHD and seeks to find network activity re-
lated to successful and failed NF trials. This is the beginning of the methodological advancement
question: how can we improve NF paradigms so that more subjects have a higher success rate,
and hopefully decreased symptomatology? Furthermore, we know now that ADHD symptoms
are not the result of a single brain region, but rather of networks of activity, so should we be
training these instead? This study presented us with several problems during the analysis that
allowed us to take an even deeper look into NF study design, and subsequently highlight com-
mon problems in design that can easily be avoided. Study 3 looks again at networks involved
in successful and failed trials, but from a post-error perspective. Furthermore, it acts as a pilot
study to a future multimodal NF paradigm using both NIRS and EEG.
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3 General Discussion
Neurofeedback trainings have shown varying success in the treatment of ADHD. A long history
of EEG-driven NF paradigms has a rather moderate effect size in the treatment of symptoms,
which decreases when considering double-blind, robustly-controlled experimental designs. The
intent of this dissertation is to further advance NF technology, attempt to further NIRS-based
NF designs and to introduce virtual reality-based designs to NF. We emphasize the importance
of being intentional with small aspects of the study design that can have a big influence on
the efficacy of the training. Additionally, we explore EEG/NIRS multimodal measurements of
cognitive networks within ADHD and how these networks may influence NF trainings.
In order to accomplish the above aims, Study 1 introduced a new method in DLPFC-based
NIRS-based NF integrated in a virtual reality classroom for the first time. The study showed
that control of the feedback parameter is indeed possible in a VR environment, and also that
the NF seemed to combat impulsiveness. Study 2 deconstructed the standard NIRS-based NF
paradigm for ADHD and looked at proper recommendations for moving forward with NF study
design while also examining networks involved in failure and success of NF trials. Study 3
looked at post-error behavior in ADHD versus HC. Specifically, we explore a P300-informed
NIRS analysis intended to fine-tune the differences between ADHD and HC. It is additionally
designed to test the efficacy of EEG/NIRS for future use within a multimodal NF study design
for ADHD. Study 4 presents the study design for a large and ongoing study using the paradigm
from Study 1 with schoolchildren with ADHD. It offers a glimpse into the massive data collection
that should give new insights into NIRS-NF in ADHD.
3.1 Summary of the Individual Studies
Study 1 established and tested a virtual reality classroom setting for the implementation of
a NIRS-based NF training. This was the first study to embed the feedback signal of an NF
design naturalistically within a virtual reality classroom, using the brightness of the lighting in
the room as a feedback display. Highly impulsive college students in the experimental group
controlled the overhead lighting using the preprocessed average relative oxygenated hemoglobin
(O2Hb) concentration from their DLPFC. In the biofeedback control group (BF), also composed
of matched highly impulsive subjects, electromyography from the musculus supraspinatus was
used to control the overhead lighting. Subjects were measured pre-training on a go/no-go task,
an n-back task, and a stop-signal task. They then underwent 8 sessions of NF or BF training
and were assessed once again on the measures listed before. Subjects in the experimental group
committed significantly less commission errors, or responses when the cue was to withhold the
response, in the post- versus the pretest. This portion of the task required subjects to inhibit
prepotent behavioral responses and is especially difficult for impulsive subjects. During the
same task, these same subjects showed an increased pre versus post brain activation (increased
O2Hb) in the left hemisphere feedback channels (DLPFC) on the no-go portion of the go/no-go
task. Furthermore, the extent to which individual commission errors decreased was significantly
correlated with the ability of the subject to learn the NF paradigm. The control group showed
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neither a decrease in commission errors, nor an increase of DLPFC activity on the go/no-go
task. Neither group showed any behavioral or brain changes during the n-back task, but this
was believed to be a ceiling effect, as both groups achieved nearly 100% response rate on the
pretest. Finally, in the stop-signal task, there was no effect of stop signal reaction time, but
subjects in the experimental group showed a significant decrease in reaction time variability
from pre- to posttest.
Study 2 took a deeper look into the construction of a neurofeedback algorithm. The study
was essentially an analysis performed on a full dataset from a NIRS-based NF study collected
in our working group with adult subjects with ADHD. The subjects (age M = 30.37 years,
SD = 9.25; 6 female) underwent 30 sessions of prefrontal NIRS-based NF training and were
compared against control groups of both EEG and EMG. The analysis started out with the
intent of comparing successful versus failed NF trials and rests preceding trials via a functional
connectivity analysis, with the intent of comparing networks involved in successful trials and
the rests preceding them. However, during the course of the analysis process, there appeared a
series of concerning phenomena related to the study design that both forced a new version of
the analysis, and unveiled interesting insights into the effects of commonly used NF parameters.
The first problem was that when we grouped all activation and all deactivation trials together,
we noticed that the grand average trials had interesting properties: in the baseline phase wherein
the baseline for the upcoming trial is calculated, there was a sharp decrease in feedback channel
activity just before activation trials and a sharp increase in feedback channel activity just before
deactivation trials. This phenomenon made it easier for subjects to achieve success in both
trial types. Upon further examination, it was discovered that the cause of this baseline bias
was an improperly randomized trial presentation order. Incongruent trial presentation, such
as an activation trial following a deactivation trial or vice versa, was much more likely than
a congruent trial presentation, such as an activation trial following an activation trial. This
preparatory bias was further confirmed via a greater success rate in incongruent trials versus
congruent trials during the first half of NF sessions. Patients adapted behaviorally to this
presentation bias, with an equal performance on congruent and incongruent trials in the second
half of NF sessions, but the hemodynamic preparation did not go away.
Another knock-on effect of this hemodynamic bias was that we were not able to assess activa-
tion and deactivation trials separately, due to the bias strongly affecting functional connectivity
calculations. Therefore, we grouped the trial types together for the analysis, which allowed us
to look at networks responsible for general feedback control. Interestingly, during failed trials
and rests, bilateral DLPFC connectivity was significantly higher, whereas DLPFC–right parietal
connectivity was marginally significant. In successful trials and rests, increased right IFG–left
parietal connectivity was observed. All of these regions, bilateral DLPFC, IFG, and parietal
areas are part of the FCPN, meaning this network is at least partially activated during suc-
cessful trials. However, in the failed and marginally failed networks, there is also activation of
the FCPN, though the regions connected all involved the right DLPFC, which is crucially not
part of the feedback channels (the right side was completely composed of IFG). We believe this
was due to the Common Average Reference (CAR) that was implemented in the NF algorithm.
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The CAR is calculated by subtracting the common average of all channels from the feedback
channels, and through this calculation, network activity that could be beneficial for the feed-
back control is actually punished by being subtracted out of the feedback calculation. Since the
right DLPFC was not involved in the feedback, its helpful activity hurt the chances of achieving
success during the trials. We then discuss practical ways to improve NF design.
Study 3 examined post-error behavior in adults with ADHD versus healthy controls (HC).
To achieve this end, a complex Eriksen Flanker Task with an embedded go/no-go element
was implemented during a combined NIRS-EEG measurement. We compared the behavior in
trials following errors (post-error trials) versus trials following correct trials (post-correct trials).
Importantly, we calculated both a general linear model-based regression analysis of the NIRS
data during post-error trials, and pioneered an EEG-informed regression of the NIRS data, in
which the P300 amplitude from concurrent trials informed the amplitude of the hemodynamic
response function for each trial. Behaviorally, there were no significant post-error differences
between the groups, though ADHD subjects showed an overall trend for more errors committed.
However, in the general linear model-based analysis approach, the HC group, compared to the
ADHD group, showed significantly more activation in the right DLPFC in post-error as compared
to post-correct trials. This was an expected finding, as the DLPFC activity is expected to
increase in healthy populations following an error, to implement cognitive control for the next
trial. Interestingly, when we performed the EEG-informed analysis, these group differences
became even more pronounced, showing stronger activation for HC in bilateral DLPFC, right
IFG, and premotor, motor, and sensorimotor cortices. These areas are critically involved in both
response preparation and cognitive control. Upon further inspection, the ADHD group showed
no difference in significance between the EEG-informed and the standard analysis, while the
HC group showed more frontal, temporal and parietal activation overall in the EEG-informed
analysis. We drew the conclusion that the P300 has a different developmental trajectory in
ADHD and may be more likely to have a subcortical generator than in healthy controls. At the
same time, adults with ADHD continue to display prefrontal cortical activation deficits, which
may influence their overall cognitive control. Still, the lack of behavioral differences between
the groups suggests that adults with ADHD may have learned to compensate for their deficits
over the lifespan. The successful integration of EEG/NIRS shows us that the additional level of
brain process information derived may be beneficial in a multimodal NF design.
Study 4 assesses virtual classroom-based NIRS-based NF as a treatment modality for
schoolchildren with ADHD. The 3D-NIRS NF is compared against both a 2D-NIRS NF and
a 3D-EMG control group. In this way, we will be able to assess if 3D is helpful or harmful as
an NF environment. Furthermore, we will assess a horde of measures pre- and post-NF: (neuro-
)cognitive, scholastic, ADHD symptomatology, and training measures will all be assessed. As
this study is not yet completed, it will not be discussed per se, but rather referred to as a logical
future direction of virtual classroom-based NF therapy.
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3.2 Optimization of NIRS-based Neurofeedback Trainings for ADHD
This dissertation has as its chief concern the optimization of NIRS-based neurofeedback train-
ings for ADHD. NF trainings are not new in the realm of ADHD, but there is much evidence
contributing to doubt in the efficacy of feedback trainings. Cortese et al. (2016a) found that,
in a meta-analysis of all NF trials that were properly controlled (sham-control; double-blinded)
there was no benefit of the NF treatment over that of the control condition. Thibault et al.
(2017) argue that NF itself is rather a superplacebo, which means that essentially it has no
medical effect on symptom reduction, but because patients have such strong beliefs in its ef-
fects, it nevertheless results in a significant reduction in symptoms. This effect can, however,
not be differentiated from proper controls. However, in both studies, the focus is on established
EEG NF protocols. These protocols typically rely on frequency bandwidths such as theta/beta,
where both bandwidths are relatively wide. Such protocols will then have highly varying ef-
fects between subjects, who often have an individualized frequency within each band that they
respond to optimally. Thibault et al. (2016) argue that EEG may suffer from exactly these
problems, and that the spatially superior fMRI and NIRS offer possible future directions for the
advancement of NF protocols in ADHD. Furthermore, fMRI-based NF regulation can be learned
very quickly in comparison to EEG, an effect that has also been shown in ADHD (Alegria et al.,
2017; Kim and Birbaumer, 2014). However, fMRI NF is cumbersome: it is expensive, very
susceptible to motion artifacts, and limiting for certain psychiatric diseases (Thibault and Raz,
2016). NIRS offers a much more ergonomic method of providing BOLD-based NF at the cost of
spatial resolution. However, as we can see from the studies in this dissertation, it is promising
and effective.
Study 1 showed that NIRS-based NF can be effective not only on a symptomatic level, but
also that subjects can learn to control the feedback in a short amount of time. Furthermore,
the ability of the subjects to control their prefrontal hemodynamics correlated strongly with a
reduction in impulsive symptoms. Crucially, we see that in as few as eight sessions of NF over
two weeks, both a reduction in impulsive errors and a concurrent increase in activation of the
trained feedback area during a cognitively difficult task was possible.
In terms of NF optimization, this study was important for several reasons. Firstly, we saw
that there was a link between learning to regulate O2Hb in the left DLPFC and a reduction in
impulsive symptomatology. While the IFG is typically the region most strongly associated with
impulsive behavior (Arnsten and Rubia, 2012; Cubillo and Rubia, 2010), in particular within
ADHD, several studies carried out in our lab group have shown that regulation of the DLPFC
leads to impulsive symptom reduction. The dataset used as the basis for Study 2 comes from a
large NIRS-NF study in adults with ADHD. The only significant improvement in terms of ADHD
symptomatology for subjects in the NIRS group, compared with the subjects in the EEG and
EMG groups, was a reduction in impulsive symptoms (Barth et al., 2017a). The results of this
study have not been formally published, so all we have is conference proceedings. However, as
we will see, the feedback channels in this study also contained bilateral IFG, and in fact did
not include the right DLPFC at all. Marx et al. (2015) also found an improvement in impulsive
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symptoms in a study comparing NIRS-NF with EEG- and EMG-BF in children with ADHD.
This study found a reduction in all ADHD symptoms for the NIRS group, but also trends for
symptom reduction in the EMG and EEG groups. Taken together, these studies indicate that
(left)-DLPFC-based NIRS-NF training seems to reduce impulsive symptomatology whenever it
is present, whether this is due to direct influence from the DLPFC, a secondary influence of
the DLPFC on neighboring structures, the inclusion of the IFG within the feedback areas, or
network activity including the DLPFC is perhaps a future direction that studies should explore.
Interestingly, although there was a correlation between learning to regulate the NF param-
eter and symptom reduction (Study 1), there was no significant learning rate effect for the
experimental group. That is, the NIRS group did not learn to systematically control the NF
paradigm, while the EMG control group did. This is likely due to the complexity of the two
feedback sources. EMG is relatively easy to control as it is a specific body movement pattern
that can reliably be controlled once it has been learned, while the NIRS feedback is much more
complex as it relies on abstract thought patterns that are unique to the individual. However,
the data suggest that on an individual level, the training can be quickly learned. This is further
reinforced by the fact that posttest feedback channel activation was increased for the NIRS-NF
group during the nogo task, which requires response inhibition. Still, it seems that more than
eight sessions of feedback are needed to reliably control prefrontal hemodynamics in NIRS-NF,
and for this reason we also increased the number of sessions to 15 in Study 4.
Perhaps even more exciting is that with the success of Study 1, we know that both NIRS-
NF as well as EMG-BF can be implemented inside of a virtual classroom. This was not the first
study with virtual classroom-based NF. In fact, Cho et al. (2004) implemented such a design
with highly impulsive and inattentive, but sub-clinical adolescents. They observed pre-post
differences in impulsivity and inattention but never recorded pre-post brain differences. This
becomes even more problematic when we consider that the control group used was a waiting
control, so non-specific factors of the NF training can not be ruled out to have had an influence.
The study also does not implement the NF naturalistically, but rather uses a separate module,
wherein the subjects leaves the classroom setting and a dinosaur egg breaks open with successful
regulation. In this sense, Study 1 was integral in integrating an NF modality that was both
salient and not distracting from the overall experience of being in a classroom.
In order to facilitate learning of a behavior, the learning environment should be as similar
as possible to the environment where the learned behavior will be recalled (Gershman et al.,
2017). As both highly impulsive adults (Spinella and Miley, 2003) and children with ADHD
(Daley and Birchwood, 2010) struggle in classroom settings, a classroom would be the ultimate
place to conduct a NF training. Strehl (2014) even suggested that bringing the NF training
into the classroom would be the best way to facilitate transfer of the learned feedback skill into
daily life, where it is urgently needed. While technology may have reached a point where such
a training is possible, subjects cannot simply conduct a training while instruction is going on.
Therefore, the virtual classroom provides a valuable tool with which to facilitate transfer, but
still has the advantages of being carried out in a controlled laboratory setting. Furthermore,
Study 4 makes an attempt to flesh out the full capabilities of the virtual classroom from Study
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1. In Study 1 we added triggers to many different trial types that allow us to assess a wide
range of data. In Study 1, there was no separation of trials distinguishing between trials
containing distractions and trials without. Distractions included other students turning and
waving, coughing, a truck driving by outside, a lady coming briefly into the room and then
leaving, etc. Again, distractions add to the ecological validity of the virtual classroom, and are
an important addition for children with ADHD, who have been shown to perform worse in a
virtual classroom setting when distractors are introduced (Adams et al., 2009). Since, however,
distractors are a part of real classroom environments, their addition, or rather the addition of
their triggers, in Study 4 will allow us to see if training with distractors can indeed improve
over many sessions.
Another change which is made in the transition from Study 1 to Study 4 is that feedback
will be presented in a multimodal format. In a study underlying the importance of verbal
feedback on the success of the NF training, (Siniatchkin et al., 2000) found that presenting
intentionally incorrect feedback but still verbally reinforcing, via the trainer, correct NF trials,
led to successful feedback learning. Strehl (2014) suggests that the verbal reinforcement may
actually be a stronger mechanism for learning than the continuous operant conditioning provided
by the feedback signal itself. For these reasons, it is often suggested that the trainer cannot
be removed from the NF paradigm. However, in the age of automation, there is a demand for
exactly that. In Study 4, we implement verbal feedback from the virtual teacher when a trial is
successful, in addition to the existing smilies presented in Study 1. While this cannot replace
the function of the NF trainer immediately, it can begin to explore if this is a viable modality for
feedback. Eventually, the feedback from the teacher may be combined with automatic artifact
detection methods to provide specific feedback when the subject is using an artifact to control
the signal. In this way, the NF trainer may be gradually fazed out of NF trainings, which would
be particularly useful, with the emergence of do-it-yourself or portable imaging methods, in
making NF trainings more accessible to the general public.
Still another advancement from Study 1 to Study 4 is the implementation of an adaptive
feedback calculation. If subjects perform particularly well in the first block (of 3) in the training,
then the remaining two blocks will be more difficult, i.e. require more activation or deactivation
for a longer period of time to achieve a successful trial. Conversely, if the subject performs
particularly poorly during the first block, the subsequent trials have a decreased threshold for
success. This takes advantage of a concept from learning theory called ’shaping’, where behavior
is viewed as a series of small steps that gradually sum up to the behavior itself (Skinner, 1958).
In the context of NF trainings, shaping is used to aid learning of the feedback, both by making it
easier to achieve success when the subject is less successful, and harder to achieve success when
they are more successful (Sherlin et al., 2011). We believe that the addition of the adaptive
feedback calculation will promote learning in both users that struggle with gaining control of the
scenario and users that find the scenario unchallenging and need extra motivation. This should
also help to address the problem seen is Study 1, where participants in the more difficult NIRS
group were not all able to gain control of the feedback parameter.
Finally, Study 4 adds a second experimental group to the study that was not present in
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Study 1. The 2D NIRS-based NF group is exactly the same as the virtual reality NIRS-NF
group, however the subjects experience the virtual classroom on a computer monitor in 2D.
There are many advantages to adding this group to the experiment, for example, we will be able
to test whether the virtual reality component is helpful to the learning of the feedback. While
the sense of presence in a virtual environment has been shown to be positively correlated with
performance on emotional tasks within the environment (Aymerich-Franch, 2010; Riva et al.,
2007), no relationship was found between the sense of presence in a virtual classroom and virtual
cognitive tests taken within that classroom (Nolin et al., 2016). However, a study comparing a
standard continuous performance task (CPT) with a virtual classroom-based CPT showed that
the virtual classroom-based scenario was better at differentiating ADHD subjects from healthy
controls, in that ADHD subjects made more commission errors and overall errors than controls
in the virtual classroom, but not on the standard test (Adams et al., 2009). Therefore, it may
be that the virtual classroom that we use is even more distracting for ADHD and leads to worse
performance or ability to learn the NF than in the 2D group. It may also be that the 3D group
performs worse in the scenario but has a better transfer to daily life, and thus a reduction in
teacher and parent rated symptoms, which would be the ultimate goal of the training. Either
way, the addition of this group adds an exciting element to Study 4.
In summary, Study 1 served as the basis for the subsequent full implementation of the
virtual-reality classroom used in Study 4. The study showed that control of the feedback
parameter was possible even when implemented in a virtual classroom. Subjects were able, at
least on an individual level, to learn the feedback parameter in the NIRS-based NF group, and
on a group level in the EMG group. Better control of the feedback parameter in the NIRS
group led to a reduction in impulsive behavior and a greater activation in the feedback channels
(DLPFC), while these effects were not seen in the control group. Therefore, there appears to
also be a specificity to our NF training. Study 4 advances the paradigm created in Study 1
in myriad ways, and will allow for the exploration of many questions related to virtual reality
and NF trainings. However, Studies 1 and 4 tread rather lightly in the realm of NF study
design, and there remain several questions about NIRS-based NF to answer. In the following
section, we take a look at how Studies 2 and 3 can be used to draw conclusions about basic
NF study design as well as complex algorithm creation, in the hopes of creating a more efficient
NF training for ADHD.
3.3 Networks of Impulsivity
The NIRS-based NF protocols that we have developed in our working group seem to be specifi-
cally good at treating impulsivity symptoms (Barth et al., 2017b; Hudak et al., 2017; Marx et al.,
2015). Particularly interesting is the fact that the DLPFC is used as a feedback region in each
of these studies, though in Barth et al. (2017b), the IFG is also heavily involved. Typically, the
DLPFC is associated with a host of executive functions like working memory, attention focusing,
and declarative memory or planning, but is not directly involved in response inhibition like its
prefrontal counterpart, the IFG (Cubillo et al., 2012; Pen˜a-Go´mez et al., 2012). However, the
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DLPFC is a critical component of the frontoparietal control network (FPCN), also known as the
cognitive control network, and, due to its fortuitous positioning amongst several other critical
prefrontal structures, and its vast connections to regions involved in motor response, it also has a
role as mediator in response inhibition (Cieslik et al., 2013; Miller and Cohen, 2001). The FPCN
is thought to act as a bridge between two other critical networks that are also diminished in
ADHD, the dorsal attention network (DAN) and the default mode network (DMN) (Castellanos
and Proal, 2012). The DLPFC is also active in the right DAN, a network that is responsible
for coordinating attentional processes for the task at hand (Fox et al., 2006; Rubia et al., 2014).
Spreng et al. (2013) even suggest that the DLPFC may be a common link between the DAN and
the FPCN. The DLPFC has been shown to be the region with most overlap with the ventral
attention system (Fox et al., 2006), as well as the influence that the two attention systems and
the FPCN have on the various other systems involved in daily life (i.e. motor system, visual
system). In summary, the DLPFC serves as a crucial top-down controller of human behavior
(Castellanos and Proal, 2012). In ADHD, there is evidence that the DLPFC is coactivated along
with the DMN, which is in direct contrast to healthy controls, where the two are traditionally
anticorrelated (Hoekzema et al., 2014). In fact there is a great deal of evidence that the FPCN
and the DMN are not strictly anticorrelated in ADHD, but that both infringe upon the other’s
domain, so that during tasks of cognitive control, the ADHD patient may rather be resting, and
vice versa (Posner et al., 2014). It is thought that the DLPFC is directly at play here as faulty
coordinator, failing to signal to the DAN and the FPCN that they should be inactive during
DMN activity (Rubia et al., 2014). Therefore, training the vital DLPFC via NF paradigms
makes sense when attempting to combat ADHD, and in particular impulsive symptoms.
However, as we can see in the results of Study 2, there are some potentially serious pitfalls
to training a region rather than a network, particularly when the CAR is used. In the functional
connectivity analysis of successful versus unsuccessful NF trials and rests, we saw that failed
trials and rests exhibited a stronger bilateral DLPFC connectivity and a stronger DLPFC to
parietal connectivity, whereas in successful NF trials and rests, there was a stronger IFG to
parietal connectivity. At first glance, this does not appear to make much sense, as the DLPFC
is a critical region in the FPCN, so it should be involved in successful regulation. However, the
right DLPFC was not involved in the feedback channels in this study, and because of the CAR, its
activation, as well as the activation of the parietal lobes, was subtracted from feedback channel
activity. This result demonstrates that one needs to take extra care when selecting a reference
region or technique. The CAR is used in many NF studies, both EEG and NIRS-based, as a
way to control for probeset or scalp-wide artifacts resulting from biting, head movement, scalp
muscle tension, respiration, or other global physiological sources that are not true brain signals
(Blume et al., 2017; Egner and Gruzelier, 2004; Hudak et al., 2017; Marx et al., 2015; Mayer
et al., 2015; Mayer and Arns, 2016; Scho¨nenberg et al., 2017). The CAR is often used because
it is computationally tractable and can easily be applied without slowing the NF algorithm
(Nunez and Srinivasan, 2006). However, as Nunez and Srinivasan (2006) argue, the CAR biases
the desired signal as a function of the total number of channels or optodes. The more channels
or optodes, and the greater the surface of the brain that is covered, the less bias from the CAR
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will dilute the true brain signal or interest. Conversely, when one is computing a relatively
small number of channels or optodes, such as in an NF experiment, and in particular when
these channels are spread over a restricted surface area of the brain, the CAR can potentially
be deleterious. While this may seem relatively pedestrian, many NF studies fail to report
sufficiently clear methodology such as exact reference (Cortese et al., 2016b). Based on evidence
that we have gathered in our lab, we cannot conclude that the CAR is entirely counterproductive.
Hudak et al. (2017)(Study 1) and Marx et al. (2015) both tried to isolate the DLPFC as the
main feedback source using the CAR and both studies showed positive reductions in impulsive
symptomatology, with Marx et al. showing global ADHD symptom reduction. However, both
studies still had room to improve, for example only impulsive symptoms were improved in
Hudak et al., while Marx et al. showed no significant differential between EEG and NIRS-based
treatment modalities. Therefore, it may be that isolated DLPFC training works but could
perhaps be optimized. Optimization of the reference-feedback relationship could be achieved
by either selecting a study-specific reference, or potentially using a connectivity-based feedback
algorithm that implements one of the large-scale brain networks outlined by Castellanos and
Proal (2012) as particularly affected in ADHD. I will discuss this idea in more detail in Chapter
3.4 Methodological Innovations.
3.4 Methodological Innovations
The previously discussed studies (Studies 1, 2, and 4) have all implemented some sort of
methodological advancement in terms of NF design: Studies 1 and 4 work toward imple-
menting virtual reality to improve the ecological validity of NF, while Study 2 attempts to
define some standards for the design of NF algorithms in NIRS-based NF paradigms for ADHD.
Study 3 takes methodological innovations one step further and uses the additional information
provided by combining NIRS with concurrent EEG, to take full advantage of all temporal and
spatial information available. In the normal general linear model based NIRS analysis, we see
attenuated activation in the right DLPFC in ADHD subjects compared to healthy controls in
post-error trials compared to post-correct trials. In the contrasted brain maps, it is clear to
see that this is a result of specifically more activation in post-error trials in HC compared to
ADHD, rather than showing egregious differences in the post-correct trials. This means that
the DLPFC is underactivated for ADHD subjects in trials following errors. This makes sense
because while the anterior cingulate cortex (ACC) is the region most typically associated with
error monitoring, the DLPFC is often signaled following errors to facilitate the coordination of
cognitive control and attention in subsequent trials (Botvinick et al., 2001; Kerns, 2004; King
et al., 2010; Larson et al., 2016). This result is in line with the theory of DLPFC as linchpin
between the various task-positive and default mode networks described above in Chapter 4.3
Networks of Impulsivity. The ADHD specific result further supports the idea that, in ADHD,
the DLPFC is faulty in its role as mediator between the various task-positive and task-negative
networks (Rubia et al., 2014). Interestingly, Cieslik et al. (2013) found differential functional
connectivity networks between the anterior and posterior parts of the DLPFC and relevant cog-
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nitive control regions. They find that the anterior DLPFC is strongly connected with the ACC
during error monitoring tasks with a high cognitive demand, such as in the paradigm in Study
3. The region of DLPFC that we found to be more active in HC compared to ADHD is indeed in
this anterior part, and thus our result may help to elucidate the disconnect between the DLPFC
and ACC in ADHD, though the ACC is not directly measurable using NIRS.
Study 3’s combined regression analysis of NIRS, using P300 amplitudes to shape individual
hemodynamic response functions for concurrent trials, elucidated even more interesting network
problems in ADHD, namely that there appears to be a disconnect between the P300 and cortical
processes for ADHD subjects, but not for HC. More specifically, the HC group showed a greater
activation than ADHD in bilateral DLPFC, IFG, and sensorimotor and motor cortices on post-
error compared to post-correct trials. This effect is even more interesting when looking at the
single group brain activation maps. The ADHD group shows no changes in activation for either
condition when modulating the HRF using P300 amplitudes, whereas the HC group shows a
stronger activation across much of the brain limited to the post-error condition. We believe
that this difference reflects a delayed and perhaps special maturation of cortical and subcortical
structures in ADHD, and thus perhaps also a differential generator of the P300. The exact
origins of the P300 are not yet well understood, but it seems that a diffuse mix of tempo-
parietal cortex as well as thalamus and hippocampus are responsible for generating the P300
in HC (Key et al., 2005). However, in ADHD, the P300 experiences a maturational delay in
that amplitudes are reduced, compared to HC, in juvenile subjects, but these amplitudes then
normalize as the subjects become adults (Barry et al., 2003; Lazzaro et al., 1997; Prox et al.,
2007). This could be a potential explanation for our result, especially when we consider that
adults also show differential deficits compared to children. A meta-analysis of similarly complex
inhibition tasks like ours showed subcortical deficits (thalamus and basal ganglia) in children
with ADHD compared to HC, while their adult counterparts display deficits in sensorimotor
cortex and IFG, both areas elucidated after refining our analysis with P300 amplitudes (Hart
et al., 2013). Indeed, our refined analysis is also in line with previous research that shows that
adults with ADHD have reduced IFG and DLPFC-frontal-striatal connections on highly complex
inhibition tasks. Instead, ADHD subjects tend to compensate with increased occipital and
cerebellar activation (Cubillo and Rubia, 2010; Rubia et al., 2014). While we did not measure
these areas in our study, this compensatory activity may have been present and responsible
for the lack in behavioral differences between the groups. Taken together, our results seem to
suggest that there may be a differential maturation, and potentially source and function, of the
P300 in ADHD compared to HC.
Furthermore, we again see the DLPFC underactivated in ADHD, this time in conjunction
with elements of the motor network and following erroneous responses. The underactivation is
in line with behavioral deficits seen post-error in adolescent ADHD (Yordanova et al., 2011).
That the motor and sensorimotor areas are also implicated might suggest that there is a strained
relationship between the DLPFC and the motor network in ADHD. This would be line with
deficits in the FPCN, which is typically impaired in ADHD in motor inhibition tasks (Castellanos
and Proal, 2012). The FPCN is perhaps not as efficient in signaling the motor network to remain
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vigilant as it is in HC. While the motor network has not been sufficiently studied in ADHD,
general impairment is suggested in the motor cortex (Castellanos and Proal, 2012). Again, the
DLPFC seems to be a very big problem in many aspects of ADHD behavior.
3.5 Limitations and Future Implications
While the studies forming this dissertation each have their own set of limitations, I will focus
here only on the global limitations of the scientific impact of this dissertation, as the individual
limitations have already been listed. Firstly, this dissertation seeks to provide guidelines on how
to properly build NF studies for ADHD using NIRS-based designs. However, the studies come
from a range of different angles: 3 of the studies are NF studies, but one of them is with ADHD
children, one with ADHD adults, and one with highly impulsive adults without ADHD. This
makes it obviously difficult to draw conclusions about the effects of NF on one of those groups,
though all the groups have particular similarities. Indeed, the DLPFC is implicated as deviant in
all three groups, and that was the target of each training. Again, in each of these three studies,
the sample size was relatively small. This is routinely a problem in NF studies because of the
sheer number of hours required to measure one subject. Unfortunately, this makes the field of
NF research difficult to advance; so many variables exist that can change in an NF study design,
but the length of NF studies means that one needs to be pragmatic in the variables one changes.
Study 3, does not explicitly looks at NF, but still shows us some interesting relations between
the DLPFC and other task-positive networks during a task requiring great cognitive control.
Finally, the method of NIRS itself is one limitation in this dissertation. While it has many
advantages, NIRS has strong limitations in that it cannot access deeper cortical, or subcortical
structures, and that is temporally not as precise as EEG. In Study 3, we attempt to combat the
latter weakness with a combined measurement, and the results are fruitful in that sense. The
spatial resolution, however, does provide an obstacle when one considers that we have learned
that networks are vital in ADHD, and some networks contain subcortical structures.
Indeed, in future studies, it would be important to consider the methodology used. As we
have seen in this dissertation, it is difficult to completely isolate the DLPFC, as there is always
network activity in play during NF trials. Perhaps one way to counter this problem going forward
is to build algorithms that take whole network activity into account. For example, one could
use a functional connectivity-based algorithm as the feedback source, with the FPCN as the
target network. Study 2 shows that the FPCN seems to be activated anyway during feedback
trials. Only a handful of studies have so far been able to implement connectivity-based feedback
and they include theoretical healthy control experiments (Koush et al., 2013; Zilverstand et al.,
2014), smoking cessation (Kim et al., 2015), stroke (Liew et al., 2016), and anxiety (Zhao et al.,
2018). These initial studies have shown promise in being perhaps more effective on behavioral
outcomes than pure activation-based methods. However, all these studies were performed with
fMRI, and the access that fMRI has to subcortical structures makes it a more viable method for
connectivity-based NF. fMRI has a slower temporal resolution than NIRS, meaning there is more
time to implement the more complex connectivity-based calculations, however one idea could be
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to perform a NIRS-based investigation of the supra-cortical elements of the FCPN and perhaps
adjust the number of feedback calculation points to aid the processing of the algorithm. This
would combine the potential advantages of connectivity-based NF with the ergonomic advantages
of NIRS. Of course, a multimodal feedback source could also be an option for ADHD treatment.
For example, as we saw in Study 4, there was a disconnect in ADHD subjects between the
P300 as measured by EEG, and the cortical activations measured by NIRS. One potential step
forward would be to implement both a regulation of the P300 via EEG-NF and a regulation of
the accessible FPCN elements via NIRS as previously discussed. This could be implemented
relatively easily within a 3D classroom environment, for example, with each feedback source
controlling a specific element in the classroom. The P300 feedback could be used to control
the onset of the NIRS-based connectivity feedback, for example. A more nuanced knowledge
of the relation between the P300 and cortical activation in ADHD would, however, be required
to implement such a complex design. It remains to be seen how important the implementation
of Virtual Reality will be in NF design for ADHD. It has the potential to be more distracting
than necessary, and only after Study 4 is completed will we have a better idea. It is, however,
relatively clear, as evidenced by Study 2, that a few standard procedures should be implemented
in all NF designs. The CAR should be used only very intentionally to avoid any deleterious
effects of potentially positive network activity not part of the feedback signal. Furthermore, all
future NF studies should be controlled for randomization errors. While this might seem like a
redundant measure, the clearly observed baseline bias from Study 2 had severe effects on the
outcome of the study. The NF study was designed with commercial software that is used in
many published and searchable NF studies. This same baseline bias can come about as the result
of intentionally stratifying the presentation of activation and deactivation trials, and thus such
designs must also be carefully considered when implementing a local baseline. Finally, Study
3 shows us how beneficial it can be to combine information from multiple imaging modalities.
The combination of NIRS-EEG analysis has not often been done and the possibilities for using
ERPs to inform NIRS regression are endless, particularly when one considers potential future
use in building NF studies.
3.6 Conclusion
The overarching goal of this dissertation was to take a deeper look inside of the design of NF
studies for ADHD, particularly using NIRS. We looked at all aspects of design, from more su-
perficial elements like the randomization of trials or the stratification of feedback trial type,
to deeper issues within the design of NF algorithms. We focused on ADHD as being a disor-
der characterized strongly by impulsivity in terms of response inhibition. We looked at brain
networks responsible for producing, or rather failing to prevent, impulsive behavior, and how
the DLPFC is a critical linchpin in such systems. And finally, we suggested ways in which we
might train these networks and generally build more efficient NF paradigms for the treatment
of ADHD.
This was a dissertation rich in the development and exploitation of methodological inter-
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ventions. We pioneered the use of the virtual reality classroom for the implementation of NF
experiments and we used unconventional methodology to examine what is actually being fed-
back in an NF experiment. Furthermore, we were able to break down the important elements
of NF design. Finally, we were able to harvest critical information that would otherwise have
gone missing by combining the methods of EEG and NIRS. Taken together, this dissertation
provides a guideline for moving forward in the development of NIRS-based NF for ADHD. In
fact, much of what we discuss in this dissertation can be transferred to other NF studies as well,
both in terms of different imaging modalities and in terms of designing paradigms for different
psychiatric disorders.
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Modulates Brain and Behavior in
Highly Impulsive Adults
Justin Hudak1*, Friederike Blume1, Thomas Dresler1,2, Florian B. Haeussinger2,
Tobias J. Renner3, Andreas J. Fallgatter1,2,4, Caterina Gawrilow1,5,6 and
Ann-Christine Ehlis1,2
1 LEAD Graduate School & Research Network, University of Tübingen, Tübingen, Germany, 2 Department of Psychiatry and
Psychotherapy, University Hospital Tübingen, Tübingen, Germany, 3 Department of Child and Adolescence Psychiatry,
University Hospital Tübingen, Tübingen, Germany, 4 Center for Integrative Neuroscience, University of Tübingen, Tübingen,
Germany, 5 Department of Psychology, University of Tübingen, Tübingen, Germany, 6 Center for Individual Development and
Adaptive Education of Children at Risk, Goethe University Frankfurt, Frankfurt, Germany
Based on neurofeedback (NF) training as a neurocognitive treatment in
attention-deficit/hyperactivity disorder (ADHD), we designed a randomized, controlled
functional near-infrared spectroscopy (fNIRS) NF intervention embedded in an
immersive virtual reality classroom in which participants learned to control overhead
lighting with their dorsolateral prefrontal brain activation. We tested the efficacy of the
intervention on healthy adults displaying high impulsivity as a sub-clinical population
sharing common features with ADHD. Twenty participants, 10 in an experimental and
10 in a shoulder muscle-based electromyography control group, underwent eight
training sessions across 2 weeks. Training was bookended by a pre- and post-test
including go/no-go, n-back, and stop-signal tasks (SST). Results indicated a significant
reduction in commission errors on the no-go task with a simultaneous increase in
prefrontal oxygenated hemoglobin concentration for the experimental group, but not
for the control group. Furthermore, the ability of the subjects to gain control over the
feedback parameter correlated strongly with the reduction in commission errors for
the experimental, but not for the control group, indicating the potential importance of
learning feedback control in moderating behavioral outcomes. In addition, participants
of the fNIRS group showed a reduction in reaction time variability on the SST. Results
indicate a clear effect of our NF intervention in reducing impulsive behavior possibly
via a strengthening of frontal lobe functioning. Virtual reality additions to conventional
NF may be one way to improve the ecological validity and symptom-relevance of the
training situation, hence positively affecting transfer of acquired skills to real life.
Keywords: NIRS, neurofeedback, virtual reality, impulsivity, ADHD
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INTRODUCTION
Impulsivity refers to the inability to inhibit behavioral responses
to urges created by external stimuli as well as internal
desires, often brought about by the current environment. It
is a ubiquitous behavioral trait found in healthy individuals
as well as those with developmental disorders such as
attention-deficit/hyperactivity disorder (ADHD), substance-use
disorders, binge eating disorders, and others (Whiteside and
Lynam, 2001; Bari and Robbins, 2013). Individual impulsive
episodes, such as drunk driving, can negatively impact the
lives of the impulsive individual, as well as the lives of others.
On neuropsychological tasks, impulsive behavior is associated
with certain types of errors, typically on conditions requiring
inhibitory control. For example, the more impulsive an individual
is, the more commission errors [i.e., false alarms (FA)] they make
on go/no-go tasks (Aichert et al., 2012; Weidacker et al., 2016).
Impulsive subgroups such as binge eaters (Hege et al., 2014) and
binge drinkers (Henges and Marczinski, 2012) also make more
FA than healthy controls.
From a neuroscientific perspective, impulsivity is strongly
linked with dysfunctional frontal lobe activity and frontal lobe
excisions (Fallgatter and Herrmann, 2001; Bari and Robbins,
2013). Development of impulse control is the result of maturation
of the cognitive control network (CCN; Casey et al., 2008;
Steinberg, 2008; in Shulman et al., 2016) which consists of the
lateral prefrontal cortex and its connectivity with other frontal,
striatal, motoric, and parietal regions (for comprehensive reviews
see Cubillo et al., 2012; Rubia et al., 2013). Highly impulsive
subgroups require a stronger activation of the CCN than healthy
controls to achieve comparable response inhibition (Horn et al.,
2003; Ding et al., 2014). Additionally, evidence for negative
correlations between trait impulsiveness and activation as well
as connectivity in prefrontal brain structures has been provided
(Farr et al., 2012). Furthermore, there is evidence that the
bilateral dorsolateral prefrontal cortex (dlPFC) may be involved
in inhibitory control as transcranial direct current stimulation
(tDCS) of the left dlPFC led to improved inhibitory control on
a go/no-go task in participants with ADHD (Soltaninejad et al.,
2015).
Neurofeedback (NF), a therapeutic technique in which
participants are tasked with regulating their own brain activity,
is used as a way to effect long-term change in abnormal brain
activity (Arns et al., 2013). Thereby, electroencephalography
(EEG)-based NF protocols have shown promise in reducing
impulsive symptoms in ADHD (Gevensleben et al., 2012, 2014a).
However, these protocols have had mixed effects, particularly
as they are often based on brain-frequency imbalances that
are highly heterogeneous within subjects (Holtmann et al.,
2014). A recently emerging NF protocol for ADHD using
functional near-infrared spectroscopy (fNIRS) to measure the
blood oxygenation level dependent (BOLD) response within the
dlPFC has several potential advantages over traditional EEG
protocols (Marx et al., 2015).
Compared to EEG, fNIRS has improved spatial resolution and
better correspondence of channel to underlying brain region, as
well as reduced sensitivity to movement-based artifacts, making it
ideal for NF training of circumscribed brain areas in motorically
restless individuals (e.g., ADHD patients, children, etc.).
Furthermore, evidence from BOLD-based NF paradigms suggest
that they yield effects faster than their EEG-based counterparts.
In a pilot study with children with ADHD, significant symptom
improvements were found after only 12 sessions of fNIRS-based
dlPFC training (Marx et al., 2015). Sherwood et al. (2016)
found that – in healthy subjects – achieving control of the BOLD
response in the dlPFC is possible after just five sessions of
real-time functional magnetic resonance imaging (fMRI) NF
training. Current EEG protocols, on the other hand, require
between 25 and 50 sessions to realize significant effects (for a
review and meta-analysis see Begemann et al., 2016). However,
despite the promise of BOLD-based protocols as a potential
treatment for impulsivity, such protocols still need to translate
from laboratory to real-world settings.
Neurofeedback treatment is often criticized for its lack of
ecological validity. Simply put, strategies of brain regulation
learned in a lab setting may not translate well into the real
world. Those with impulsivity struggle in the classroom where
academic achievement is negatively correlated to impulsivity
severity (Spinella and Miley, 2003). Therefore, any effective
strategies developed in NF therapy should ultimately be applied
in the classroom (or a similar real-world) setting, a concept
known as transfer (e.g., Strehl, 2014). However, NF protocols – at
this point – cannot be utilized in a real scholastic setting as
they require large and delicate equipment, and students need
to concentrate on the current lesson. An increasingly viable
option, virtual reality (VR), has been used for assessment of
clinical symptoms of ADHD in the classroom (Muhlberger et al.,
2016) and with an EEG-based NF protocol designed to reduce
inattentive and impulsive behavior in adolescents displaying
behavioral problems (Cho et al., 2004). In the latter study,
the VR group showed the greatest improvement following NF
training on attention-related tasks relative to both a control group
and a 2-D classroom group, but no difference in impulsivity.
However, this study was controlled with a waiting group, thus not
ruling out non-specific effects of NF training, such as continuous
performance monitoring, reinforcement of compliance, and the
idea that one is being treated by a sophisticated technology and
professional (Gevensleben et al., 2012, 2014b). Furthermore, the
NF was a separate module, not incorporated into the experience
of the class itself.
Based on these findings, we developed a virtual classroom-
based fNIRS NF protocol (for study design see Blume et al., 2017)
in order to directly facilitate transfer of NF training effects to
the classroom. Importantly, feedback is delivered in the form of
gentle dimming or brightening of the overhead lighting which
does not distract the participant from the experience of being
in a classroom. In the present study, we implement a 2 week
accelerated protocol in highly impulsive young adults, consisting
of eight training sessions (one per day) which were bookended
by a pre- and a post-test to assess behavioral changes during a
go/no-go, n-back, and stop-signal task (SST). Changes in frontal
lobe function were also assessed during the go/no-go and n-back
tasks using fNIRS. To control for the previously mentioned
non-specific effects of the NF training, we used bilateral musculi
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supraspinatus-based electromyography (EMG) biofeedback (BF)
(see Marx et al., 2015; Mayer et al., 2015). This method has been
successfully used in the aforementioned studies as a control for
NIRS-based NF. Sham-based NF control groups (e.g., targeting
putatively unrelated brain areas) invite ethical concerns, as
training random areas may have unforeseeable negative effects
on the participant, who is often recruited on the premise that
the training will be helpful to their condition (Holtmann et al.,
2014). Furthermore, participants sometimes become aware that
they are part of some sham conditions (particularly if the sham
feedback contains data completely unrelated to the current
training situation, e.g., training data of another participant), or
even assume they are part of one when they are not, leading to
both drop-outs and reduced motivation, a critical aspect for any
successful NF training (Birbaumer et al., 1991; Gevensleben et al.,
2014a). As we did not explicitly inform participants that EMG
BF was a control condition, they were less susceptible to this
motivation loss.
We hypothesize that the fNIRS-based NF group will show
an improvement in dlPFC activity during the cognitive tasks
(go/no-go and n-back) relative to the EMG-based control group
following the treatment program. We also expect the NF group
to show a reduction in FA (go/no-go task) as well as reduced
stop-signal reaction time (SSRT) on the SST from pre- to post-test
measurement (as measures of response inhibition). As secondary
outcomes, we expect reaction time (RT) and RT variability
[standard deviation of the reaction time (SDRT)] to decrease
for the NF group on all tasks, as the dlPFC plays a role in a
multitude of executive functions. The expected neurocognitive
improvements following frontal lobe focused fNIRS-based NF
in a virtual training environment would confirm the general
feasibility of a combination of NF with virtual training scenarios
which could – in the long run – increase the ecological validity of
NF interventions.
MATERIALS AND METHODS
Participants
We recruited 22 students from the University of Tübingen out
of a larger group of potential participants who had completed
the Barratt Impulsiveness Scale (BIS; Barratt, 1959) using an
online format. Based on their high BIS scores (MBIS = 85.75,
SDBIS = 9.36), these students were selected and invited to
an in-person screening for ADHD [according to criteria from
the Diagnostic and Statistical Manual of Mental Disorders
(DSM-IV-TR; Sass et al., 2003)] using two subtests from the
Homburger ADHD Scale for Adults (HASE; Rösler et al.,
2008), the German versions of the Wender Utah Rating Scale
(WURS-K) and the ADHD-Self Assessment Scale (ADHS-SB).
Participants meeting the criteria for an indication of ADHD
under this context (WURS-K > 30 and ADHS-SB > 18)
were excluded from the study and informed about the
outpatient ADHD program at the Department of Psychiatry and
Psychotherapy at the University Hospital Tübingen (n = 1).
The remaining participants (n = 21; nine female, MAge = 23.4,
SDAge = 2.8) reported no history of serious or chronic illness,
neurological, or psychiatric disorders.
This study was approved by the Ethics Committee of the
Medical Faculty of the University and the University Hospital
of Tübingen and all procedures were in accordance with the
Helsinki Declaration of 1975, as revised in 2013. Participants
provided written informed consent and were compensated with
100 Euros for completing the duration of the training including
pre- and post-measurements (10 sessions, 1 h each, over 2 weeks).
One participant dropped out of the study due to feeling ill from
the VR and was payed pro-rata of 10 Euro per hour participated.
Study Design
The study followed a randomized, controlled experimental
design. Participants were randomized (10 participants in each
group) to either eight fNIRS-based NF (experimental) or eight
EMG-based BF (control) sessions taking course daily over
two weeks (Tuesday to Friday in the first week, Monday
to Thursday in the second week). We randomized without
stratifying for any other variables. Groups did not differ
significantly in gender (NF: 4 female, 6 male; BF: 5 female, 5 male;
Fisher’s exact test, p = 0.50), or in age (MBF = 22.9, SD = 2.88;
MNF = 23.9, SD= 2.77; t(18)= 0.80, p= 0.44). The pre-test and
post-test were exactly the same and included a go/no-go task, an
n-back task, and an SST. The pre-test took place on the Monday
of the first week, while the post-test occurred on the Friday of
the second week. Order of the pre- and post-test measures was
counter-balanced between subjects.
Virtual Classroom Scenario
The participants were seated and wore the Oculus Rift (Oculus
Rift, United States1) VR head-mounted display (HMD). The
HMD rendered a virtual classroom developed by KatanaSim
(KatanaSim, Germany2) with animated students and a teacher.
The participants’ point of view was seated first-person, facing the
teacher (Figure 1). The participant had a full 360◦ view from
the desk seat, with other students seated nearby. The task was
to control the brightness of the lighting in the classroom. When
an upward-pointing arrow was shown on the chalkboard, the
participant was required to “activate” in order to make the light
brighter. When the arrow pointed downward, the participant was
required to “deactivate” in order to make the light darker. Briefly,
activation requires higher output compared to baseline from the
respective feedback source, while deactivation requires reduced
output compared to baseline (see below for more details on
fNIRS and EMG activation/deactivation protocols). Importantly,
participants were not told, in either condition, how to regulate
the lighting in the classroom, they were instructed simply to try
to increase the lighting in the room when the arrow pointed
upward and to decrease the lighting when the arrow pointed
downward. In this way, only the positive or negative feedback
they received from the scenario should have enforced their
learning of the feedback parameter. The probability that a trial
was activation (arrow up) was 50% in sessions 1–4 and 80% in
sessions 5–8. More activation was encouraged in the second half
of the scenario, as more upregulation of the prefrontal cortex is
1www.oculusvr.com
2www.katanasim.com
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FIGURE 1 | The virtual reality classroom scenario. The top image depicts the
view from the participant’s head-mounted display (HMD). An arrow pointing
either up or down was displayed on the chalkboard. If the arrow pointed
downward, the participant should decrease the lighting in the classroom. If it
pointed up, the participant should increase the lighting in the classroom. If the
participant performed the task adequately, they would receive one to three
smileys, presented on the chalkboard, based on the duration of success.
associated with stronger inhibitory control (Rubia et al., 2013;
Soltaninejad et al., 2015). Participants were confronted with
distractions within the scenario (e.g., students turning around or
cell phones ringing) from the second half of each session until the
end.
Before each trial, a baseline and threshold of light fluctuation
were calculated to determine the point at which the classroom
light was balanced between fully bright and fully dark and
the range within which it could fluctuate. Following successful
activation or deactivation – when the signal was 60, 70, or
80% of the time above or below the baseline, respectively – the
participant was rewarded with one, two, or three smiley faces,
respectively, on the chalkboard.
Each session was comprised of three blocks, the first and the
last being 12 min in length while the second, the transfer block,
was 8 min. In the transfer block, the light’s brightness was fixed,
meaning that the only feedback came at the end of each trial. Trial
number and length varied depending on the feedback source and
will be discussed in the following sections.
fNIRS
Functional near-infrared spectroscopy records change in
oxygenated (O2Hb) and deoxygenated (HHb) hemoglobin
relative to a baseline; the amount of local O2Hb infers the
amount of local brain activation, via the process of hemodyamic
coupling, wherein increases of cortical activation lead to
increases in O2Hb and decreases in HHb (Haeussinger et al.,
2014). The ETG-4000 continuous Optical Topography System
(Hitachi Medical Co., Japan) was used for pre- and post-tests as
well as NF sessions.
FIGURE 2 | Probeset. Depiction of the target regions of the neurofeedback
training (in red) and the rest of the optode array. The optodes cover a space
mostly located in the dlPFC (blue, Brodmann areas 9 and 46) but also
extending to the inferior frontal gyrus (green, Brodmann area 45) according to
a virtual registration method (see subsection Functional Near-Infrared
Spectroscopy Data).
Our optode montage featured two 3 × 3 optode arrays
centered with the innermost channel of the front row of
each array placed on F3 (left hemisphere) and F4 (right
hemisphere) of the international 10–20 EEG system (Jasper,
1958). Source–detector distances were kept at 3 cm. The optode
arrays were rotated 45◦ laterally along the transversal plane so
that the innermost four channels in the two frontal rows were
oriented over the left and right dlPFC (Figure 2). The third
optode array was a 3 × 5 arrangement where the most superior
and lateral optode on the left and right of the array were oriented
on P3 and P4, respectively. Subtending the parieto-occipital
cortex, this probeset was used exclusively for common average
(CA) reference, a signal correction method (see below).
fNIRS Feedback Signal and Trials
The feedback target was the average amplitude of O2Hb
within the bilateral dlPFC (see Marx et al., 2015). The raw
fNIRS signal was sampled at 10 Hz and preprocessed in
MATLAB version 9.0 (The MathWorks Inc., United States).
A moving average Kalman filter with a 5 s sliding window
was then applied to the data. Finally, we used a CA artifact
removal method used in previous NF designs serving as a
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basis for this design (Marx et al., 2015; Mayer et al., 2015).
This method was preferred because of its ability to remove
probeset-wide effects from individual channels (Heinzel et al.,
2013). For the CA, the raw average of all 46 channels was
subtracted from the raw average of the eight emitter–detector
channel pairings over the dlPFC in order to limit the
influence of artifacts – e.g., superficial blood flow, head
and jaw movements, and respiration – on the hemodynamic
response in the feedback channels. All preprocessing occurred
online.
The fNIRS trials were 30 s in duration with a 5 s
baseline period. Relative O2Hb concentration higher than
baseline led to brightening of the lights; concentration lower
than baseline led to dimming. Trials were divided into three
blocks (Figure 3). The first and last blocks contained 12
trials and subsequent rests of 20 s duration. The middle
block contained eight trials and rests and was used as
the transfer block, wherein no continuous feedback was
provided, though participants were still given feedback at
the end of the trial. There was no jittering of intertrial
intervals.
EMG Feedback Signal and Trials
Monopolar EMG, with a sampling rate of 1000 Hz, provided
feedback from the bilateralmusculus supraspinatus for the control
group (see Mayer et al., 2015). The signal was referenced to
the right mastoid and was grounded on the left mastoid. The
data stream was bandpass filtered between 80 and 300 Hz. The
resulting signal was then normalized via a maximum output and
a resting output, for which the participant flexed both muscles
maximally for 10 s and sat completely at rest for 10 s, respectively.
At each time point, feedback was equivalent to:
Feedback Index = R−L,
where R and L were the right and left normalized muscle outputs,
respectively, given by:
R(L) =
Right(Left)EMG Signal−Average Resting Baseline Right(Left)
Average Maximal Muscle Output Right(Left)
.
Therefore, more tensing of right muscle led to brightening;
more tensing of left muscle led to dimming. Baseline for each trial
was an average of the last 2 s of the resting feedback signal.
The EMG trials were 15 s in duration with a 2 s baseline period.
Relative muscular feedback index higher than baseline led to
brightening of the lights; feedback index lower than baseline led
to dimming. Trials were divided into three blocks (Figure 3). The
first and last blocks contained 24 trials and subsequent rests of
10 s duration. The middle block contained 16 trials and rests and
was used as the transfer block, wherein no contingent feedback
was provided.
Pre- and Post-measures
Go/no-go and n-Back Task
The go/no-go and the n-back tasks were programmed
in Presentation version 18.0 (Neuro Behavioral Systems,
United States) following previously published protocols (Mayer
et al., 2015; see also Ehlis et al., 2008). We recorded fNIRS during
both tasks. Briefly, the go/no-go task consisted of alternating
go and no-go blocks (four repetitions each) separated by rest
blocks, each block lasting 30 s. In the “go” condition, participants
were asked to respond as fast as possible to each stimulus. In
the “no-go” condition, participants were instructed to withhold
their response on no-go trials (here: presentation of the letter
“N”; 25% of trials). Dependent variables were RT, SDRT, FA, and
omission errors.
The n-back task consisted of three blocks each of 2-back (high
working memory load), 1-back (low working memory load),
and 0-back (control) (block length: 30 s; separated by 30 s rest
periods). In the 2- (1-)back task, the participants were instructed
to press the space bar as quickly as possible whenever the current
letter was the same as the letter two letters (one letter) back. In
the 0-back task, the participant was instructed to respond when
the letter “O” appeared on the screen. Dependent variables were
RT, SDRT, and correct hits.
Stop-Signal Task
The SST followed the protocol described in Verbruggen et al.
(2008). The task consisted of one practice block and three 3-min
verum blocks wherein the participant should respond to the
direction of an arrow pointing on the screen as quickly as
possible. In roughly 25% of trials, the arrow would turn blue,
FIGURE 3 | Feedback block design. fNIRS-based NF blocks consisted of either 12 NF trials and subsequent rest trials (continuous feedback blocks one and three)
or 8 NF trials and subsequent rests (transfer block two). EMG-based BF blocks consisted of either 24 BF trials and subsequent rests (continuous feedback blocks
one and three) or 16 BF trials and subsequent rests (transfer block two). In both conditions, blocks always began with a rest trial.
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indicating the participant should withhold their response, after
a variable stop-signal delay (SSD) that started at 250 ms and
increased or decreased by 50 ms depending on if they failed or
succeeded to stop, respectively. Dependent variables in the SST
included the SSRT – a measure of behavioral inhibition – RT,
and SDRT. The SST was added as a secondary measure for
behavior. We did not record simultaneous fNIRS with this
measure.
Analysis
Functional Near-Infrared Spectroscopy Data
All analysis was performed using MATLAB. In order to
analyze fNIRS data, we used subroutines programmed in
our research group, adapted for fNIRS from the Statistics
Parametrical Mapping toolbox for MATLAB (SPM8; Friston
et al., 1994). Raw signals were bandpass filtered between 0.01
and 0.2 Hz to remove unwanted physiological artifacts such
as heartbeat and respiration. Next, channels exceeding three
times the within-subject standard deviation over the course
of the measurement were interpolated (see Hagen et al.,
2014) using a Gaussian distribution with the O2Hb values of
proximal channels given a higher weighting than distal ones;
less than 10% of all channels were interpolated. We then
applied a wavelet-based transform (Molavi and Dumont, 2012)
to detect and correct motion artifacts that were still part of
the data. We used the hmrMotionCorrectWavelet algorithm
from the Homer2 fNIRS analysis package for MATLAB with
the standard motion artifact detection threshold of 1.5 SD
above the interquartile range of the data (Huppert et al.,
2009). Finally, a block-related average amplitude was calculated
for each channel using an interval of 0–60 s after block
onset with a 10-s baseline correction. Linear detrending was
applied to remove slow drifts in the data. Finally, average
amplitudes over the duration of the task blocks (0–30 s) were
calculated.
Region of Interest (ROI)
We mapped fNIRS channels to corresponding, underlying
cortical areas based on a virtual registration method (Rorden and
Brett, 2000; Singh et al., 2005; Tsuzuki et al., 2007). The left and
right dlPFC regions of interest (ROIs) consisted of the channels
that we used for the NF training. These channels are concentrated
in Brodmann Areas 9, 45, and 46. This includes the dlPFC and
also slightly expands into the inferior frontal gyrus (IGF; see
Figure 2).
Rate of Learning and Correlation with
Primary Outcome Variables
Additionally, we analyzed the success of the participants in
obtaining control of the feedback parameter. Our success rate
was calculated as the average percentage of time spent in the
correct direction of the desired feedback (above or below the
baseline, for activation vs. deactivation trials, respectively) for
the duration of the trial. An average was calculated for all trials
from the first week (four sessions) and the second week (four
sessions). The rate of learning was calculated as the average of
the second week minus the average of the first week. Rate of
learning was then correlated with the primary outcome variables
of FA rate in the no-go task and average amplitude of O2Hb of
the feedback channels during the no-go task. Similar metrics were
created in order to compute the correlations: pre–post FA errors
were computed for each subject, to give a metric of individual
improvement. Similarly, a post–pre average amplitude of O2Hb
of the feedback channels was computed to reflect difference
in activation after the training. In the event of significant
correlations in one or more groups, we computed a pseudo-
permutation test (n = 10,000 permutations), permuting the
group assignment while keeping within-subject correlation pairs
intact, to determine a significant difference between groups. The
number of permutations in which the permuted group difference
in ρ value was larger than the verum group difference in ρ value
was divided by the total number of permutations to create a
p-value.
Statistical Analysis
To evaluate the statistical significance of pre–post changes in
O2Hb and HHb in the go/no-go and n-back tasks, we conducted
2 × 2 × 2 × 2(3) repeated measures analyses of variance
(ANOVAs), with the between-subjects factor treatment group
(NIRS vs. EMG) and the within-subject factors of time (pre
vs. post), ROI (left dlPFC vs. right dlPFC), and condition
(n-back (3): 2-, 1-, and 0-back; go/no-go (2): go and no-go). For
behavioral data, repeated measures ANOVAs were performed
using the same factors excluding ROI. When data violated
the assumption of sphericity, Greenhouse-Geisser corrected
values were reported. For significant main and interaction
effects, two-tailed Student’s t-tests were employed for post hoc
analyses (paired or independent samples, as appropriate). In
cases where the assumption of normality was violated, we used
two-tailed Mann–Whitney U tests or Wilcoxon signed-rank tests,
respectively.
ROI Specificity
In order to determine specificity of ROIs we used pseudo-
permutations tests, wherein the mean difference in the average
amplitudes from pre to post measurement for a given verum
ROI (vROI) for all participants was compared to a pseudo-ROI
(pROI) composed of an equal number of randomly chosen NIRS
channels. N = 10,000 permutations of pROI were calculated and
the resulting p-value was the sum of trials in which the resulting
statistic from the vROI was greater than the permuted statistic
from the pROI.
RESULTS
Behavioral Data
Only significant results related to the hypotheses are reported
here. For a full summary of behavioral data, see Table 1.
Go/no-go
False alarm errors in the go/no-go task showed a trend with a
large effect size for a measurement time∗group interaction effect
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TABLE 1 | Behavioral data from pre- and post-test in the two experimental groups.
Pre-test Post-test
Task NIRS group means (±SD) EMG group means (±SD) NIRS group means (±SD) EMG group means (±SD)
Go/no-go
Go RT (ms) 300.0 (20.3) 289.6 (47.1) 290.5 (18.5) 293.5 (43.3)
Go SDRT (ms) 90.9 (43.1) 90.4 (39.4) 77.7 (18.1) 144.5 (99.6)
Go omission errors 0.2 (0.4) 2.9 (5.7) 0.8 (0.9) 1.6 (2.5)
No-go FA errors 4.8 (2.4) 4.8 (2.7) 2.6 (1.3) 6.0 (5.2)
No-go RT (ms) 434.6 (30.4) 417.4 (30.4) 438.3 (48.3) 411.3 (38.0)
No-go SDRT (ms) 82.0 (37.6) 81.0 (38.8) 71.1 (23.6) 79.6 (30.3)
N-back
2-back Hit rate 0.95 (0.06) 0.93 (0.11) 0.98 (0.04) 0.93 (0.11)
1-back Hit rate 1 (0) 0.99 (0.03) 0.98 (0.08) 0.97 (0.04)
0-back Hit rate 1 (0) 0.99 (0.03) 1 (0) 0.96 (0.06)
2-back RT (ms) 554.2 (65.8) 485.8 (77.8) 550.3 (74.0) 433.5 (66.4)
1-back RT (ms) 473.6 (61.0) 411.7 (46.8) 491.2 (78.8) 427.2 (76.2)
0-back RT (ms) 423.9 (48.3) 388.7 (35.1) 450.0 (49.2) 418.8 (83.6)
2-back SDRT (ms) 173.1 (57.5) 163.8 (50.2) 171.7 (69.5) 87.9 (25.9)
1-back SDRT (ms) 122.6 (58.1) 71.8 (19.1) 123.5 (81.5) 82.7 (36.9)
0-back SDRT (ms) 96.6 (18.3) 139.7 (50.1) 139.7 (50.4) 113.3 (55.1)
Stop-signal task
SSRT (ms) 223.5 (36.8) 224.2 (53.9) 232.2 (55.8) 223.6 (55.7)
Go trial RT (ms) 659.2 (212.8) 543.4 (96.9) 605.1 (186.5) 568.9 (102.5)
Go trial SDRT (ms) 160.8 (64.9) 125.6 (46.1) 124.1 (60.6) 145.7 (61.0)
SD, standard deviation; RT, reaction time; SDRT, standard deviation of the reaction time; FA, false alarms; SSRT, stop-signal reaction time.
(F(1,18) = 4.08, p = 0.059, η2 = 0.185). Post hoc Wilcoxon
signed-rank tests revealed a reduction of FA errors from pre
to post measurement in the experimental group (Mpre = 4.8,
SDpre = 2.4; Mpost = 2.6, SDpost = 1.3; Z = −2.57, p = 0.01), but
not in the control group (Mpre = 4.8, SDpre = 2.7; Mpost = 6.0,
SDpost = 5.2; Z = −0.30, p = 0.77) (Figure 4A). No other
interaction effects were observed.
Rate of Learning
A one-sample Kolmogorov–Smirnov test rejected the null
hypothesis that the learning rates for the first half and second half
of the experimental and control groups, respectively, followed a
normal distribution (D = 0.65, 0.65, 0.64, 0.65, N = 10 each,
and p < 0.05 each). Therefore, Wilcoxon signed-rank tests and
Spearman correlations were calculated. For the experimental
group, there was no significant difference between first half and
second half performance, but a medium effect size indicating
better second half performance (Z = 1.48, p = 0.13, r = 0.33).
There was, however, a significant difference between first and
second half performance for the control group (Z = 2.68,
p= 0.013, r= 0.60), indicating a significantly better performance
in the second week with a large effect size.
The rate of learning of both groups failed to correlate
significantly with post–pre changes in average O2Hb
concentration in feedback channels (|ρ| < 0.224, p > 0.05). The
rate of learning in the experimental group, however, correlated
strongly with size of pre–post reduction in FA (ρ = 0.75,
p = 0.013; see Figure 4B). Rate of learning in the control group
did not correlate with pre–post reduction in FA (ρ = −0.24,
p = 0.508). The resulting pseudo-permutation test concluded
that there was a significant group difference (p= 0.015).
N-Back Task
No significant behavioral interaction effects were observed. Hit
rates for each condition were nearly 100% in the pre-test.
Furthermore, no FA errors were made in this task. A ceiling effect
was evident for this task.
Stop-Signal Task
Reaction time variability yielded a significant interaction effect of
measurement time∗group (F(1,18)= 5.39, p= 0.03, η2 = 0.231),
with the experimental group showing significantly reduced
RT variability following the training (Mpre = 160.78 ms,
SDpre = 64.88; Mpost = 124.13, SDpost = 60.60; t(9) = 2.48,
p = 0.035). The control group showed no difference between
measurements (Mpre = 125.55 ms, SDpre = 46.13; Mpost = 145.70,
SDpost = 61.04; t(9)= 1.04, p= 0.328).
fNIRS Data
Go/no-go O2Hb
We observed a main effect of task (F(1,18) = 11.92,
p = 0.003, η2 = 0.398, mean amplitudes: Mgo = 0.005,
SD= 0.033 mm∗mol/l, Mno-go =−0.005, SD= 0.029 mm∗mol/l)
and an interaction effect of time∗task∗ROI∗group
(F(1,18) = 5.63, p = 0.029, η2 = 0.238). This interaction
was caused by a pre to post increase in O2Hb amplitudes of
the left dlPFC in the experimental group during the no-go
task (Mpre = −0.029, SD = 0.035 mm∗mol/l; Mpost = 0.010,
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FIGURE 4 | (A) No-go FA errors. Mean total FA errors for the no-go condition
shown for both groups for both pre- and post-test. ∗p = 0.01. (B) Rate of
learning correlation with FA reduction. In the experimental group, there was a
strong correlation between rate of learning of the feedback parameter
(prefrontal oxygenation) and pre–post reduction in FA errors committed.
SD = 0.040 mm∗mol/l; t(9) = −3.63, p = 0.005; see Figure 5).
In the control group of the same condition, time, and ROI, there
was no significant change (Mpre = 0.006, SD = 0.017 mm∗mol/l;
Mpost = −0.006, SD = 0.031 mm∗mol/l; t(9) = 1.15, p = 0.281).
All other post hoc comparisons failed to reach significance (|t(9)|
< 1.837, p > 0.1). The permutation test indicated that this ROI
was indeed the focal point for the increase in brain activation.
The resulting p-value was equal to p = 0.003, indicating that
there is high spatial specificity to the activation, located in the left
dlPFC.
Go/no-go HHb
We observed no main effects, only an interaction effect of
task∗hemisphere (F(1,18) = 5.79, p = 0.027, η2 = 0.243).
Post hoc testing indicated that there was a trend toward a
significant difference in HHb activation between the left and right
hemisphere in the “go” condition (Mleft = −0.005, SD = 0.023;
Mright =−0.013, SD= 0.026; t(9)= 2.07, p= 0.052).
N-Back O2Hb
We observed no main effects or significant interaction effects (all
|F(2,36)| < 2.50; all p> 0.11).
N-Back HHb
We observed a trend for a main effect of task
(F(1.39,24.93) = 3.75, p = 0.052, η2 = 0.173; mean amplitudes:
M2Back = −0.011, SD = 0.023; M1Back = −0.007, SD = 0.021;
M0Back = 0.001, SD = 0.024). Again, the indication is a higher
activation in tasks with a higher working load. We also observed
a trend for a main effect of time (F(1,18) = 3.26, p = 0.088,
η2 = 0.153; MPre = −0.008, SD = 0.026; MPost = −0.003,
SD = 0.021), indicating a marginal decrease in activation across
all tasks from pre to post measurement time. No other main
effects or interaction effects were observed.
DISCUSSION
The present study was designed to test the efficacy of a novel
neurofeedback intervention (fNIRS-based frontal lobe NF in
a virtual classroom environment) with the ultimate aim of
reducing ADHD symptoms in schoolchildren by increasing their
ability to regulate prefrontal cortex activity (Blume et al., 2017).
Here, we focused on the effects of this newly developed NF
protocol in a sample of highly impulsive young adults, a sub-
clinical risk population that exhibits many of the behavioral
abnormalities also seen in patients with ADHD (e.g., Herrmann
et al., 2009). In this proof-of-concept study, we were primarily
interested in first, whether the fNIRS-based NF group would
show increased cortical activation in feedback channels during
frontal lobe/impulsivity-related tasks (go/no-go and n-back),
following focused training of these channels and second, whether
the fNIRS-based NF group would show a reduction in impulsive
behaviors (go/no-go, n-back, SST).
During a go/no-go task, we observed a significant increase
compared to a pre-training baseline in cortical O2Hb
concentration in the left dlPFC of the experimental (fNIRS)
group only. During the same task, we observed a concurrent
and significant reduction in FA errors of the same group.
Importantly, this reduction in FA errors correlated significantly
with the rate of learning of the experimental subjects but not
the control subjects. Additionally, we observed a reduction
in RT variability on the SST for the experimental group. We
observed no group differences in either cortical activation or
behavior on the n-back task. The lack of a group difference
after training on this task is likely due to the study specifically
focusing on the recruitment of highly impulsive students. There
is no evidence to suggest that highly impulsive participants have
explicit deficits in working memory. In fact, in a study examining
the correlations between trait impulsivity (as measured by BIS
self-report) and performance on various neurocognitive tasks,
no significant correlation was found between trait impulsivity
and working memory performance, while trait impulsivity
correlated strongest with go/no-go errors (Keilp et al., 2005).
Furthermore, task accuracy reflected a ceiling effect from the
pre-test, indicating that the task was not difficult for these
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FIGURE 5 | (A) Contrasted t-maps of the average amplitudes of O2Hb for different blocks of the go/no-go task. Contrasts represent post-test values minus pre-test
values. CTR represents the EMG control group, while EXP represents the experimental fNIRS group. T-values were obtained by t-tests corrected for multiple
comparisons with the Armitage–Parmar correction. Positive channels indicate stronger activation in the post-relative to the pre-test. Significant channels are depicted
in black. (B) ROI event-related averages. Circled regions from (A) indicate the left dlPFC ROI for which the event-related average of O2Hb ± standard error of the
mean (SEM) is depicted for both pre-(blue) and post-(red) tests.
subjects. Therefore, despite the potential benefit to working
memory that training the dlPFC might imbue, in our case there
may have been no deficit to correct. Lastly, HHb data showed no
differences in activation in either task. These results make sense
in the context of the NF training; since O2Hb was trained, the
hypothesis would be that O2Hb and not HHb would show the
strongest pre–post effects. In addition, O2Hb is more sensitive to
detection of changes than HHb (Strangman et al., 2002).
False alarm errors, or incorrect go-responses to no-go stimuli,
represent a failure to exhibit response inhibition (Aichert et al.,
2012), an impulsive trait that subjects with ADHD share with
highly impulsive participants. A reduction for the experimental
group and not for the control group suggests that the fNIRS
intervention was effective in reducing impulsive behavior as
specified. The strong O2Hb correlation observed between a
reduction in FA errors and the rate of learning within the
experimental group, but not within the control group, further
illustrates the importance of specificity in NF training. The
goal of actually learning to control the feedback parameter is
often overlooked in NF studies, where the rate of obtained
control is rarely reported (Zuberer et al., 2015). Interestingly,
the control group showed a significant improvement between
the first and second week in regulating the feedback parameter
while the experimental group did not. This likely has to do with
the comparable ease of the EMG feedback; once one learns the
correct movement, it can relatively easily be replicated every
trial. The fNIRS feedback is likely more complex, as there is
no right or wrong way to achieve the feedback parameter, and
sustaining oxygenation of the dlPFC over time is strenuous.
Given this complexity, the medium effect size observed in the
fNIRS learning rate is encouraging, and may simply mean that
more sessions are needed to fully gain control. Moreover, for
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the specific sample investigated and trained here (i.e., highly
impulsive subjects), frontal lobe alterations have been shown
as a central neurophysiological correlate, so it is perhaps not
surprising that improving control over this area of the brain
seems to have been particularly difficult. However, this behavioral
effort seems to pay dividends, as we see that the more control
impulsive subjects were able to gain over the activation of
their dlPFC, the fewer FA errors they made, whereas the
successful learning of the EMG parameter had little effect. This
result supports the findings of an fNIRS study that sought to
differentiate the roles of the medial and lateral prefrontal cortex
during a go/no-go task. The bilateral middle frontal gyrus (i.e.,
the dlPFC) was responsible for error monitoring during the
motor inhibition segment of the go/no-go task (Rodrigo et al.,
2014). Our results indicate that the combination of both correct
feedback parameter (i.e., frontal lobe focused) and successful
learning of that parameter, not one or the other in isolation, is
important to the feedback’s overall success.
The task-specific increase in prefrontal oxygenation
coinciding with a reduction in FA errors suggests that –
following the frontal fNIRS training – the highly impulsive
participants were able to recruit more cognitive resources,
particularly from the dlPFC, during this task, leading to
improved performance. Whether or not this was intentional is
a matter of debate, but the goal of NF interventions remains
to train implicit activation of brain activity through operant
and classical conditioning (Strehl, 2014). Therefore, it seems
that the participants were able to transfer skills learned either
implicitly or explicitly from the training into a performance
situation. Furthermore, this increase in cortical activation was
both task- (no-go) and region-specific (left dlPFC). While there
was no increase in activation in the right dlPFC, the left-specific
increase as well as the increase in inhibitory control are in
line with the tDCS study of Soltaninejad et al. (2015) who
used cathodal stimulation over the left dlPFC of adolescents
with ADHD and observed a decrease in FA errors. While the
literary consensus places the locus of inhibitory control within
the right dlPFC, inferior prefrontal, premotoric, and striatal
brain structures (Aron et al., 2004, 2014; Bari and Robbins,
2013; Obeso et al., 2013), the left dlPFC shares strong functional
connectivity with the above-mentioned areas (Ridderinkhof
et al., 2004; Aron et al., 2014). Moreover, the dlPFC does not
seem to be directly responsible for inhibitory control, but
rather functions as a higher order mechanism that organizes
the relevant brain structures above when attention control or
increased working memory capacity is needed, in particular
for oddball or complex no-go tasks (Criaud and Boulinguez,
2013). Because our go/no-go paradigm could be considered
oddball, with an occurrence of no-go stimuli in only 25% of
trials, it may be that the extra dlPFC resources recruited were
used for focusing attention, rather than inhibitory control per
se. Indeed, the reduction in SDRT seen in the SST also indicates
an increase in attentional resources, possibly also mediated
by an increase in prefrontal brain activity, though NIRS data
were not available for this task. Increases in SDRT are generally
considered to be related to lapses in attention (Alderson et al.,
2007), though Kirkeby and Robinson (2005) found SDRT to be
inversely correlated with trait impulsivity. Still, this does not
rule out the idea that our impulsive sample also suffered from
inattentiveness.
Treatment effects for both impulsivity and possibly
inattention are encouraging from a translational perspective
regarding potential use of our NF design with an ADHD
population. We chose the dlPFC as a NF site because of its
involvement in general top-down cognitive control, and the
realization of significant training effects in impulsivity and
possible inattention suggests that the protocol may be useful for
an ADHD population. Several reasons lead us to be hopeful of
even greater effects in a current study in our lab with ADHD
schoolchildren (Blume et al., 2017). First, the sample size of this
study was small. Only large effects could be detected, and with
a greater sample size, we would expect to see effects in a wide
range of other cognitive and behavioral deficits. Secondly, the
training was compact and about half the number of training
sessions we would recommend (and currently use) for a clinical
ADHD project. As far as we know, this is the shortest number
of training sessions to produce effects in brain activation and
behavior that was adequately controlled for specificity. Cho et al.
(2004) also used a 2 week, eight session NF paradigm with EEG
and found training effects for inattention and impulsivity, but
they did not have an adequate control group (waiting group),
and additionally, did not measure differences in brain activity pre
and post. Lastly, but most importantly, children have a greater
capacity for brain plasticity than adults (Kolb and Gibb, 2011).
For children with ADHD, this capacity is even more pronounced
within the dlPFC, a region that develops particularly late for
them (Rubia et al., 2013). Given the current study’s results,
we would expect even greater improvements within a child
population.
The current study was limited by several factors, which we
hope to improve upon in a second study with children with an
ADHD diagnosis (Blume et al., 2017). The sample size was small
which limited data analysis. Our aim was to test the viability
of an immersive VR NF paradigm, and it appears that the full
classroom immersion did not detract from the ability of the
participants to regulate their brain activity. There was a difference
between experimental groups in pre-test no-go activation, with
the experimental group showing less activation than the control
group. Small groups, even with proper randomization, have a
much greater chance of having differing baseline measurements
simply due to sampling error (Marshall, 1996). The larger the
group, the smaller the chance of pre-baseline differences due
to a random sampling error. As NF studies require large time
and monetary investments per participant, and the aim of our
study was to ultimately test the efficacy of VR NF, we chose 10
participants per group as a balance between power and realism.
For technical reasons, we did not have triggers to compare the
extent to which participants were able to regulate their brain
activity across sessions, something that will be improved in the
next study. While we used distractors in the current study, there
was no way to compare trials in which a distractor occurred to
trials in which they did not. Furthermore, we lack a comparison of
the effects of the immersive VR NF paradigm to a 2-D version. In
an ongoing study with children with ADHD (Blume et al., 2017),
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we include a 2-D group that still uses lighting in the classroom as
the feedback source, but the child sees the classroom on a normal
computer monitor. In this way, we will be able to determine if
immersive NF is actually more effective for the transfer of the
learned regulation. Furthermore, the classroom itself is only one
of many possible VR NF designs. Virtual reality scenarios coupled
with NF are limited only to the imagination and relevance to a
certain psychological disorder. Virtual reality NF with subjects
with social phobias, for example, could be integrated within a
potentially stressful social situation, like a bar or dinner party,
furthering the ecological validity of the treatment while also
avoiding an exposition-driven therapeutic approach that cannot
be as easily controlled.
Considering these limitations and the relative ease with which
they could be improved upon going forward, it seems that VR
NF is a very promising modality for the treatment of behavioral
disorders with known pathophysiological alterations.
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Abstract
Neurofeedback (NF) is a form of behavioral therapy used to treat e.g. attention-deficit/hyper-
activity disorder (ADHD). Briefly, subjects are fed-back a putatively dysfunctional parameter
of their brain activity in real time and must learn to control it in a suggested direction. NF pro-
tocols for ADHD have been used in practice for decades, though no clear standards on NF
design have been implemented. Furthermore, studies often present only data from the gen-
eral outcome of the NF treatment and do not look at how exactly the NF paradigm affects
brain functionality, or what exactly the NF is training. The current study is two-fold: firstly, we
look at how the functional connectivity (FC) patterns within key networks associated with
ADHD differ between rests, feedback trials, success and failure in a complete functional
near-infrared spectroscopy-based NF experiment on adults with ADHD. Secondly, due to
methodological concerns discovered during the analysis of our data, we address important
considerations in the design of NF that are often ignored in protocols being used widely in
therapy and research today. In particular, we examine the common average reference and
its impact on network activity as well as the importance of balancing the randomization in a
design. Finally, we discuss how these methodological considerations may have influenced
our FC results.
Introduction
Broadly, neurofeedback (NF) is a form of behavioral therapy in which participants must learn
to control a particular parameter of their brain activity by monitoring this parameter in real
time via auditory, visual or combined feedback. NF therapy has become ubiquitous in modern
times, developed for everything from enhancing cognitive activity in healthy populations to
treating tinnitus [1,2]. However, NF is a contentious topic in current neuroscientific research
[3]. The contention regarding NF protocols arises from the complexity of the human brain;
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human behavior is normally not based on any one parameter of activity, such as NF designs
tend to target, but rather on a complex interplay of different brain structures and brain fre-
quencies [4]. NF is now commonly used to treat attention-deficit/hyperactivity disorder
(ADHD), a prevalent and disruptive disorder that affects roughly 2.5–5% of adults worldwide
[5,6]. Symptoms include abnormal levels of impulsivity, hyperactivity, and inattention. NF
with ADHD mirrors the greater NF community in that there are myriad protocols available to
treat the same condition, each based on different theories about the neurobiology of the
disorder.
Theta-beta frequency-band NF, slow cortical potential (SCP)-based NF, real-time func-
tional magnetic resonance imaging NF (rt-fMRI), and functional near-infrared spectroscopy-
based (fNIRS) NF have all been used in studies seeking to treat the behavioral alterations of
both adult and juvenile ADHD [7–11]. Effect sizes for treatment are inconclusive, with earlier
data suggesting medium to strong effects based on all prospective controlled [12] or only ran-
domized trials [13]. However, a recent meta-analysis by Cortese et al. (2016) concluded that
when NF designs are randomized, sham-controlled and double-blinded, the so-called gold
standard for NF, they are not conclusively more effective than sham in treating ADHD. They
further cite a lack of standardized protocols and the participants’ failure to learn the feedback
as potential pitfalls concerning the design of the study. It is estimated, for example, that 15–30
percent of participants fail to learn control over the feedback parameter in every feedback
study [14], whereby it is assumed that successful learning of control over the feedback parame-
ter will result in the desired behavioral modification [15]. The standardization of each type of
ADHD NF protocol, i.e. having the same number of trials, the same distribution of activation/
deactivation trials, the same brain region or electrode targeted, would allow for better evalua-
tion of small changes made between the protocols to advance the state of NF with ADHD.
Finally, most NF studies in ADHD focus solely on clinical outcome measures, while only a few
have additionally looked at how NF paradigms affect brain functionality [16,17] or what
exactly is being trained during NF trials. The present study, therefore, focuses on brain activa-
tion changes during successful and failed feedback trials and the preceding resting periods,
whereby the interplay between single brain regions is specifically considered.
ADHD is considered to be a disorder of network dysfunction on a large scale [18]. Affected
networks seem to be as diverse as the symptoms belonging to the disorder itself. Castellanos
and Proal [19] identify seven different cognitive networks associated with deficits in ADHD
compared to healthy controls, which encompass nearly the entirety of the cortex. The prefron-
tal cortex, an area widely associated with executive functioning, is typically under-active or
under-developed in childhood and adult ADHD [20]. Furthermore, this region is vital to a
brain network called the frontoparietal control network (FPCN) where it assumes connections
with frontal, striatal, motoric and parietal regions to restrain impulsive behavior and allow
focus on cognitively strenuous tasks.
The interplay between the default mode network (DMN) and the FPCN is perhaps the
most relevant to task-based behavior in ADHD. In healthy controls, the DMN [21], composed
of medial prefrontal cortex, precuneus, and parietal areas, demonstrates strong functional con-
nectivity (FC) during resting states. Furthermore, healthy controls exhibit strong FC in the
FPCN during tasks requiring a great deal of cognitive control, and when healthy controls
switch between cognitively demanding tasks and rest, there is a clear switch of responsible net-
work. FC is typically anti-correlated in the FPCN and the DMN when cognitive tasks versus
resting state are compared [18,21–23]. In individuals with ADHD however, this switch is less
clear or non-existent, the FPCN failing to switch to the DMN during rest and vice-versa [18].
This failure to switch causes many problems, namely failure to rest during resting periods and
failure to sustain attention [24] or increased errors during cognitive tasks.
Functionally disconnected: Study design in neurofeedback
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A newly emerging NF protocol for ADHD utilizes functional near-infrared spectroscopy
(fNIRS) to feedback oxygenated hemoglobin (O2Hb) activity from the prefrontal cortex, an
area traditionally implicated in the disorder [8–10]. O2Hb activity reflects activation of the
underlying brain region and is the chromophore most strongly correlated with the blood-oxy-
genation level-dependent (BOLD) response synonymous with functional magnetic resonance
imaging (fMRI) studies [25]. fNIRS is an optical imaging method that takes advantage of the
special properties of near-infrared light, and its interplay with the human skull and brain mat-
ter, to image cortical activation. fNIRS affords several advantages to more traditional imaging
methods such as EEG and fMRI. In particular, fNIRS provides spatial resolution that is higher
than that of EEG raw data and temporal resolution that is higher than that of fMRI, balancing
it nicely between the two methods when considering NF experiments [26]. It allows access to
cortical hemodynamics in a similar manner to fMRI, but is much cheaper, has a much easier
subject preparation phase, and allows the subject to sit in a relatively naturalistic setting, such
as a comfortable chair. The recent development of portable fNIRS devices makes the potential
for ecological validity greater than ever. Furthermore, fNIRS is less susceptible to motion arti-
facts than EEG, an ideal advantage conducting NF studies with ADHD subjects [27].
In the current study, we analyzed the differences in connectivity patterns of adults with
ADHD between failed and successful NF trials, both in the rest, or preparation phase, preced-
ing the trials and during the trials themselves. NF trials are cognitively active states [1] com-
pared with relatively cognitively-inactive states preceding these trials (resting states). While the
difference in brain activation between failure and success in NF has been studied during the
course of individual trials in healthy participants [28], to our knowledge there have been no
studies evaluating the differences in FC between failed and successful trials, nor in the rests
preceding these trials (nor in ADHD). We predicted that, based off of the tendency of subjects
with ADHD to have difficulties in switching between cognitively active and restful states, that
subjects would show no significant difference in FC between resting periods and active NF,
particularly in failed versus successful trials. The NF training analyzed targeted control of pre-
frontal cortex, therefore we expected enhanced FPCN connectivity during successful NF trials,
with less clearly defined patterns during failed trials. During successful rests, we expected con-
nectivity more similar to the DMN, with failed rests displaying FPCN activity due to a failure
of task-switching.
However, as we will see in the coming methods section, several problems belonging to the
design of the study need to be considered when interpreting the results. Therefore, this paper
is divided into two parts: the first discussing the results of the ROI-based FC analysis, and the
second offering a critique of, and recommendations for, NF study design.
Materials and methods
The present data are an excerpt taken from an extensive study [10] comparing functional
near- infrared spectroscopy (fNIRS) based neurofeedback with an electroencephalography
(EEG) based neurofeedback (for details see [29] and electromyography (EMG) biofeedback
training as semi-active control group (for details see [30]). The study (434/2010BO1) was
approved by the local Ethics Committee of the Medical Faculty of the University and Univer-
sity Hospital of Tuebingen and conducted according to the ethical guidelines and principles of
the international Declaration of Helsinki in its latest version.
Subjects
Out of the three groups originally comprised in the study design (see above), we only focused
on the fNIRS group. 19 adults with ADHD completed 30 sessions of fNIRS–based
Functionally disconnected: Study design in neurofeedback
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neurofeedback (age M = 30.37 years, SD = 9.25; 6 female). Out of the 19 participants, seven
were prescribed methylphenidate. All subjects were of the combined ADHD subtype, with the
following subscale breakdown on the HASE-Homburger ADHD scale for adults [31]: total
symptoms, M = 34.18 (S.D. = 7.43); inattention, M = 17.05 (S.D. = 5.18); hyperactivity, M = 9
(S.D. = 3.69); impulsivity, M = 8.08 (S.D. = 2.37).
Study procedure
A complete fNIRS–based neurofeedback training was comprised of 33 sessions with one to
three sessions per week. Sessions 31–33 were conducted six months after completion of the ini-
tial 30 sessions to check for long-term stability of regulation ability and outcome. After 15 ses-
sions, subjects had a three-week intermission and were instructed to practice and implement
their acquired feedback strategies in everyday life. In total, mean training duration was 28.61
weeks (SD = 9.00; Min/Max = 12.29–49.14). fNIRS measurements (changes in oxygenated
hemoglobin concentration elicited by executive functioning tasks), EEG assessments (quanti-
tative EEG, event-related potentials in cognitive tasks) and neuropsychological assessments
(symptom ratings, concentration task) were conducted preceding the first session, after 15 ses-
sions, after completion of 30 sessions, and after six months (for details on the complete design,
see [10]). Here, we consider only the fNIRS data from the initial 30 training sessions.
fNIRS neurofeedback setting
Participants sat in front of a monitor in a dark and sound-attenuated room. During the active
regulation phases, they received visual feedback reflecting changes in oxygenated hemoglobin
(O2Hb) in the left and right prefrontal cortex. fNIRS feedback was recorded by means of the
ETG-4000, continuous wave system (Hitachi Medical Co., Japan) which was linked to the
THERA PRAX1 DC-EEG-neurofeedback- and biofeedback system using a DC-EEG- and
bio-signal amplifier (neuroConn GmbH, Ilmenau, Germany) and a personal computer. To
calculate the input signal for the THERA PRAX,1 fNIRS data were fed from the ETG-4000 to
the personal computer via TCP/IP protocol for online processing using MATLAB R2011.
To cover frontal sites on both hemispheres, we used two 3×5 optode probesets (consisting
of seven photodetectors and eight light emitters) resulting in 22 channels per probeset, and a
total amount of 44 channels (see Fig 1). The interoptode distance was 3 cm. Sampling rate was
10 Hz. Probesets were oriented based on the international 10–20 system of electrode place-
ment [32]. Fpz was marked as mid-point, whileT3 and T4 were used as the positions to place
the rearmost channel in the lowest line of the respective probeset. The fNIRS feedback signal
was computed online using a common average reference (CAR) to deal with artifacts. The
CAR is traditionally used in fNIRS experiments to remove global probeset artifacts such as
head motion or arousal-related blood flow [33]. Furthermore, fNIRS and EEG NF experiments
commonly employ the CAR to control such artifacts, as it is a computationally efficient
method [8,9,34–37]. For each data point during the regulation phase, mean changes in O2Hb
of four frontal channels per probeset were calculated. In a next step, the average activity (CAR)
of all channels on the respective probeset was subtracted. Finally, the resulting O2Hb (feed-
back) amplitudes for each probeset (four channels on the left and four on the right; see Fig 1)
were averaged.
fNIRS neurofeedback trials
Every session consisted of three blocks of fNIRS-based neurofeedback. Each session lasted
approximately one hour including preparation time and was comprised of 32 min of neuro-
feedback training. One training session included two feedback blocks of 12 regulation trials,
Functionally disconnected: Study design in neurofeedback
PLOS ONE | https://doi.org/10.1371/journal.pone.0200931 August 10, 2018 4 / 15
each lasting 12 min, separated by an 8 min transfer block comprised of 8 regulation trials. At
the beginning of each session, a 10 s baseline measurement was conducted. A feedback block
comprised 12 regulation trials lasting 30 s preceded by roughly 25 s resting time and 5 s base-
line measurement. The task was either to increase or decrease prefrontal O2Hb concentration
whereby up-regulation and down-regulation trials were equally likely. At the beginning of
every regulation trial, a triangle was presented in the center of the computer screen oriented
either upwards or downwards, indicating an activation or deactivation trial (i.e., a required
increase or decrease in frontal O2Hb concentration), respectively. Visual feedback of relative
changes in O2Hb was provided by means of an object on the screen which participants could
select beforehand (e.g. a moon, a fish). Successful trials (at least 7 s of the last 15 s regulation in
the desired direction) were visually reinforced by the symbol of a sun presented on the screen
immediately following the trial. During transfer blocks, participants did not receive any con-
tinuous visual feedback about prefrontal oxygenation level but received reinforcement for suc-
cessful trials directly after completion. The transfer condition served as the first step to
transferring regulation strategies into daily life, where no direct feedback is given.
Data analyses
Calculation of pre-trial and trial fNIRS neurofeedback data. All subsequent data analy-
sis is performed on data from all 30 training sessions. We calculated the average signal within
the feedback channels for the 25 s resting period preceding feedback trials and for the 30 s tri-
als for both activation and deactivation trials. The calculation of the average signal was as
described in the ‘fNIRS neurofeedback setting’ section with the further averaging of all activa-
tion or deactivation trials across all subjects. In the analysis, we used all continuous feedback
trials (as opposed to transfer trials) across sessions 1–30. This resulted in a grand average acti-
vation and deactivation pre-trial and trial feedback signal (see Fig 2).
Calculation of transition probabilities and adjustment of the analysis strategy. With a
50/50 activation/deactivation design, it is important that the probability of switching between
an activation and deactivation trial is equal in order to ensure that no pre-baseline biases are
introduced into the design. For example, if the likelihood is greater that the kind of feedback
Fig 1. Probeset and regions of interest. The probeset used for the feedback training covered frontal, parietal, and
temporal regions. Feedback channels are in red and covered the dlPFC (BA 9, 46) and IFG (BA 44, 45); channels in
black are non-feedback channels that were also part of the ROI-based FC analysis. White channels were not included
in the analysis. The supramarginal gyrus (BA 40) is also presented, as it is part of the FPCN that we included in the
ROI-based FC analysis.
https://doi.org/10.1371/journal.pone.0200931.g001
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trial switches in the next trial (i.e. activation to deactivation or deactivation to activation) then
the subject may better prepare during the pre-trial, which might bias what should otherwise be
a neutral preparatory phase. Indeed, during the course of analysis, we observed some anoma-
lies in the data that led us believe that activation and deactivation trials had not been properly
randomized by the neurofeedback software. Specifically, we observed a clear difference be-
tween activation and deactivation trials already in the baseline phase preceding the grand aver-
aged feedback trials (i.e., a baseline bias effect). Namely, before activation trials it appeared
that there was a decrease in feedback channel activity just before the beginning of the trial;
for deactivation trials it was the opposite, an increase in feedback channel activity just before
the trial (see Fig 2). That means, subjects were able to, either intentionally or unintentionally,
predict the type of the next trial. With a perfectly randomized design this should not have
been possible. Therefore, we decided to investigate the transitional probabilities, or the proba-
bility that the next trial type will be the same as the current one (congruent) or the opposite
(incongruent).
To this end, we calculated the probability of transitioning from each type of trial to 1) the
same type of trial, and 2) the opposite type of trial. To calculate statistical significance, we used
a 2x2 repeated measures ANOVA with the within-subjects factors of trial type (activation vs.
deactivation) and congruency (incongruent vs. congruent trials). Since this analysis confirmed
a systematic bias introduced by improper randomization of trial presentation (see Results sec-
tion)–and due to the effects such a bias can induce on studies of FC–we decided to analyze
combined deactivation and activation trials and their preceding rests and compare success ver-
sus failure for differing patterns of FC for the remaining data analysis.
Learning rates. In order to calculate the influence of the transition probabilities on the
rate of learning for subjects over time we divided the trials into two halves: the first 15 trainings
Fig 2. A. Grand average activation and deactivation trials. Trials are plotted with the standard error of the mean. The black shaded regions represents the baseline
time calculated for the feedback trials. B. Grand average success and failure trials, averaged over all activation and deactivation trials.
https://doi.org/10.1371/journal.pone.0200931.g002
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and the last 15 trainings. To calculate the learning rate for each subject, we grouped all activa-
tion and deactivation trials together and split them into congruent and incongruent trials. To
test statistical significance of differences between halves and congruency, we applied a 2x2
repeated measures ANOVA with the within-subjects factors of time (first vs. second half per-
formance) and congruency (incongruent vs. congruent). We also calculated the learning rates
for all trials in the first and second halves and compared them with a paired t-test.
Functional connectivity differences between successful and failed feedback trials and
the preceding rests. All preprocessing and analysis of FC was computed in MATLAB version
9.0 (The Mathworks Inc., Natick, Mass.) using routines created in our working group. The
first step was to segment the trials into successful and unsuccessful trials (30 seconds) and their
preceding rests (25 seconds) based on the presentation or lack of a reward. The next step was
to recreate the signal that passed in the THERA PRAX1 machine. To do this, a moving aver-
age was first applied to the raw O2Hb data (five second moving window). Next, the common
average from each probeset was subtracted from the signal (for more details see the above sec-
tion fNIRS Neurofeedback trials). Next, the data was bandpass-filtered between .01-.1 Hz to
remove potential influence from physiological artifacts. A single trial was created for each sub-
ject and each condition by concatenating all continuous feedback trials (across sessions 1–30)
of said condition together. In a last preprocessing step before computing FC, a robust outlier
detection algorithm was applied to each concatenated trial, removing outliers based on multi-
variate analysis of covariates and mean. Finally, for each subject a Pearson product-moment
correlation was calculated between each pair of channels for the entirety of the trial. This
resulted in a single value for each channel pair for each subject for each condition. These values
were then normalized with a Fisher’s r-to-Z transformation.
Statistical analysis of FC between regions of interest. Statistical analysis was performed
in SPSS version 23.0 (IBM Corp, Armonk, NY). We mapped fNIRS channels to correspond-
ing, underlying cortical areas based on a virtual registration method [38–40]. We chose regions
of interest (ROIs) based on the composition of the feedback channels and the cognitive control
network, which is ultimately responsible for regulating behavior during cognitively demanding
tasks such as NF. We had six total ROIs: bilateral dlPFC, bilateral IFG, and bilateral parietal
area. In order to test the statistical significance of FC between the regions, we computed an
average in the FC between all channel pairs in the defined regions and then averaged these
averages, giving one FC value for each regional pairing. We then computed 2x2 repeated mea-
sure ANOVAs for each regional pairing with the within-subjects factors of trial type (rest or
trial) and success (success or failure). A Bonferroni-Holm correction was applied to resulting
p-values to account for multiple comparisons.
Results
Grand average pre-trial and trial O2Hb activation in neurofeedback
channels
For a visual representation, please see Fig 2. When we investigated activation and deactivation
trials separately, there was a clear bias introduced in the baseline, wherein for activation trials,
the tendency of the feedback signal was to decrease drastically just before the start of the trial.
In deactivation trials, the tendency was exactly the opposite, the feedback signal increased (in
activation) just before the start of the trial. For both trial types, this affects the ease of achieving
the feedback goal in the subsequent trial. Furthermore, it renders a study of FC virtually im-
possible, as this systematic effect on amplitude bleeds into the FC analysis [41–43]. When we
combined all trials and separated based on success or failure, we observed no baseline–depen-
dent effects, and thus a study of FC with combined trial types was possible.
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Transition probabilities
Based on the above-reported findings of unexpected baseline differences in the fNIRS/feedback
signal, we analyzed the transition probabilities between trials in detail. A 2x2 repeated measures
ANOVA revealed that there was indeed an effect of transition type (F(1,18) = 126.33, p< .001,
η2 = 0.875). The likelihood of switching to the opposite trial type (incongruent trials) was signif-
icantly higher than staying with the same trial type (congruent trials) (Mswitch = .395, SD = .01;
Mnon-switch = .324, SD = .01). There were no other significant main effects or interaction effects.
Learning rates
Learning rates showed no main effect of time or trial congruency (all F(1,18)< 1.22). There was
a significant interaction effect of timecongruency (F(1,18) = 9.33, p = .007, η2 = 0.82). In-
congruent trials, which were significantly more likely to occur than congruent trials, were also
statistically more successful in the first half of sessions than congruent trials (Mincongruent = .630,
SD = .132; Mcongruent = .602, SD = .136, t(18) = 3.222, p = .005). This effect disappeared in the
second half of sessions (Mincongruent = .627, SD = .121; Mcongruent = .620, SD = .097, t(18) = .592,
p = .561). There were no differences in all trials from the first to the second halves (Mfirst = .618,
SD = .134; Msecond = .624, SD = .103, t(18) = .154., p = .879). These results are depicted in Fig 3.
ROI-based FC
After correcting for multiple comparisons, there was a significant main effect of success for
connectivity between the left and the right dlPFC (F(1,18) = 27.05, p< .001, η2 = 0.600). FC
Fig 3. Learning rate between first and second half performance. The learning rates for all, congruent and incongruent trials are depicted in the left graph. The
middle and right graphs depict the first and second half performances, respectively. All activation and deactivation trials were grouped together.
https://doi.org/10.1371/journal.pone.0200931.g003
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was higher in the bilateral dlPFC during failed as compared to successful trials and rests
(Msuccess = .208, SD = .122; Mfail = .235, SD = .123). There was also a significant main effect of
success for FC between the right IFG and the left parietal ROI (F(1,18) = 15.08, p = .014, η2 =
0.456). FC was higher between the regions during successful trials and rests (Msuccess = .128,
SD = .100; Mfail = .116, SD = .096). There was also a marginally significant main effect of suc-
cess for FC between the right dlPFC and the right parietal ROI (F(1,18) = 9.63, p = .091, η2 =
0.342). FC between these two regions was higher during failed trials and rests than successful
ones (Msuccess = .185, SD = .129; Mfail = .207, SD = .128). There were no significant main effects
for trial type or for interactions between trial type and success (see Fig 4).
Discussion
This paper–and particularly the subsequent discussion of our findings–is split into two parts:
the first part addresses FC within a NF experiment for adults with ADHD, while the second
part addresses the complex issue of designing a NF experiment.
In the FC analysis, we observed significant patterns of increased bilateral dlPFC connectiv-
ity and marginally significant patterns of increased FC between the right dlPFC and the right
parietal ROIs during failed rests and trials. In contrast, we observed increased right IFG to left
parietal connectivity in successful rests and trials. The “success network” involved significantly
stronger connectivity between the right IFG and the left parietal regions. Both regions are
involved in the FCPN [44], so a concurrent activation makes sense during a cognitively active
task. In the “failure network(s)”, the right dlPFC is centrally involved in both significantly
stronger bilateral dlPFC FC and also marginally stronger FC with the right parietal ROI during
failed trials and rests. Normally, the bilateral dlPFC is integrally involved in the FPCN [45–47].
Spreng et al. (2013) suggest that the dlPFC may actually be a common link between the Dorsal
Attention Network and the FPCN. Furthermore, they found no FC between the dlPFC and the
DMN, indicating once again its pivotal role in cognitively complex tasks. Sridharan et al.
Fig 4. Significant ROI-based connectivity plots. The green Success FC occurs during successful rests and trials and is between the right IFG (making
up a considerable part of the feedback channels) and left parietal lobe. The red Failure FC is between the left and right dlPFC, and is stronger on failed
trials and rests. Connectivity between the right dlPFC and right parietal lobe is marginally stronger during failed rests and trials than successful ones.
https://doi.org/10.1371/journal.pone.0200931.g004
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(2008) found that the right frontal insular cortex, an area that coactivates with the right dlPFC,
possibly functions as a switching region, easing transition between the DMN and the FPCN.
Of particular interest is that the right feedback channels are completely comprised of the right
IFG. Because the right dlPFC was not involved in the feedback calculation, it may be that its
activation was not encouraged, potentially hindering successful switching between rest and
cognitively active trials. Furthermore, any strong activation (or deactivation in deactivation tri-
als) in the right dlPFC (as well as other elements of the FPCN not involved in the feedback
channels) would actually lower (or raise in deactivation trials) the average feedback activation
due to the CAR being subtracted out. Therefore, when subtracting the CAR, the right IFG-left
parietal iteration of the FPCN was the least affected. This shows us two things: first, using the
CAR to isolate (training of) a particular region may not work as we intended. It appears that
network activation is still influencing successful trials. Furthermore, the CAR may actually be
punishing activation of other parts of the FPCN. Because of this, the right IFG-left parietal
connectivity observed during successful trials emerged as the best option for activating the
FPCN to achieve a successful trial given the design of the current experiment. Interestingly, in
our FC analysis, there were no significant differences between rest and trials, rather only
between success and failure. The successful NF trial, then, may be dependent on network inter-
play that begins first during the resting phase and continues into the actual feedback trial, par-
ticularly with the problems that we will soon discuss. This makes sense when we consider the
resting phase to be more akin to a preparation phase for the upcoming trial. The lack of differ-
ence between rest and trial may also reflect the difficulty that subjects with ADHD have in
switching between cognitively active and inactive states [18]. However, without a proper
healthy control group, we cannot confirm this.
When we consider NF experimental design, we need to consider what we actually train
when using a CAR in the algorithm: is the focus more on the desired training parameter or on
the activity being subtracted out by the CAR? The debate surrounding the CAR stems initially
from EEG research. In EEG, the CAR produces problems similar to what we observe in this
NIRS experiment, but for different reasons. Nunez and Srinivasan [48] stress that the locally
recorded EEG signal is always dependent on the distal reference. With a CAR, distal effects
due to volume conduction will necessarily taint the true nature of the local signal, although the
global artifacts will be reduced, resulting in a higher signal to noise ratio [49]. In the realm of
NIRS, many studies have used or use a CAR to reduce system-wide influences, such as respira-
tion, heartbeat and motion artifacts, on the brain signal [8,9,34,50]. Three of these studies are
NIRS-based NF studies dealing with ADHD or impulsivity. These are all studies in which the
CAR punished potentially helpful network activity. Nevertheless, Hudak et al. [34] and Marx
et al. [9] realized beneficial results for highly impulsive and ADHD populations, respectively.
It is therefore unlikely that the CAR diminished all network activity, but instead forced the net-
work to operate differently. Still, optimization of the feedback algorithm might then allow for
even better results.
The systematic bias in the pre-trial baseline of the feedback channels for both activation
and deactivation trials is another important NF design consideration. An uneven distribution
of transition probabilities between trial types likely caused this bias. It was significantly more
likely for incongruent trials to occur than congruent ones. Therefore, the subjects were able to
prepare themselves for the upcoming trial; whether this was conscious or unconscious cannot
be determined from this study. Furthermore, this bias led to significant performance differen-
tial between congruent and incongruent trials in the first half. Subjects were more likely to suc-
ceed on the more probable incongruent trials than on their congruent counterparts. This
differential disappeared in the second half, perhaps due to subjects having more experience
with the less common congruent condition. As can be seen in Fig 3, the less common, and
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therefore more difficult, congruent condition converges on the more common incongruent in
the second half. However, from our dataset, it is not possible to conclude whether the ‘failure
network’ that we identified in the FC analysis comes is linked to failed performance, or to a
mismatch between what was expected and what actually happened because of the bias. Because
of this bias, and its potential influence on FC, we decided to combine the activation and deacti-
vation trials into one analysis. Interestingly, as a result of combining the trial types before the
FC analysis, we show the role of the FPCN in both activation and deactivation trials. Just as the
network must activate in unison to achieve success on activation trials, it must deactivate in
unison to achieve deactivation success. The FC, then, should not differ between the two types.
When we combined activation and deactivation trials, we observed no pre-baseline differ-
ences in successful versus failed feedback trials, and so a comparison of FC patterns in success
and failure was possible. In the present study, this bias likely affected FC nevertheless, as the
preparation in the resting phase may have blended into the active trial state. While this pre-
trial baseline bias may help subjects to achieve better rates of success on the actual feedback tri-
als, it is troublesome for a few reasons. Firstly, when subjects are learning to regulate particular
brain parameters, they are usually doing so implicitly through trial and error [51]. An experi-
mental design that encourages deactivation before activation trials and activation before deac-
tivation trials may only be training the timing of the natural neuronal signals and not actively
encouraging increasing or decreasing of the intended parameter [52]. Furthermore, FC analy-
sis is particularly influenced by amplitude changes in the signal [41,43]. When participants
rapidly change the signal in anticipation of certain trial types, this can have a strong impact on
connectivity, particularly when the window is short (i.e. 30 seconds or less). FC is based off of
signal deviance from individual means; therefore, in a short window of calculation, these
amplitude spikes will produce greater inflations in FC [42].
The reasons for the baseline bias are clear. There was a significantly greater probability of
switching to a different trial type, and the baseline calculation for the coming trial was calcu-
lated as the average of the last five seconds of feedback channel activity. In isolation, either of
these problems would not lead to drastic effects on the feedback trials themselves, but in com-
bination, it produced the observed pre-baseline bias. A clear practical recommendation when
moving forward is to always pseudo-randomize the trial presentation so that there is an equal
chance of all trial types being next. This is a simple, but often overlooked, factor in study
design. For example, the commercial NF machine used in our study is very regularly used in
both scientific research and clinical practice. Very few studies analyze or report on this factor,
though potentially all corresponding studies and treatments could benefit from controlling the
randomization of trial type.
Otherwise, one could employ a non-local baseline calculation, or simply a much longer one
that considers the entire trial. A universal baseline in the beginning of the experiment has the
advantage of not being beholden to artifacts induced by local movements or spontaneous signal
fluctuations, but it is more susceptible to delivering poor results in the experiment over time, as
the signal is prone to drifts over time and also to displacement due to larger movements. One
option that may be preferable to the local baseline calculation is to use a reference condition or
a block built into the NF session. All subsequent NF trials are then compared to this reference
trial instead of a baseline, thereby avoiding the pitfalls associated with local baseline bias [53,54].
One limitation of the current study was that 30 percent of the participants were taking
Methylphenidate. Asking participants to cease their intake of Methylphenidate is not advisable
for a study spanning such a long time-period. The effects of Methylphenidate on the BOLD
response are not entirely conclusive, as depending on the brain area involved, it can both hin-
der and increase the response [55,56]. As this was a within-subjects analysis, the effects of
Methylphenidate should have been constant throughout the entire 30 trainings.
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Conclusions
In conclusion, the current study reflects several small but significant factors that have strong
influences on NF design. Improper randomization or intentional unbalancing of NF trial type
may cause unintended bias in the pre-feedback resting phase, particularly if paired with a local
baseline. Even more potentially disruptive, the CAR needs to be carefully considered before
introducing it into a feedback design that is dependent on network activity. One way forward
would be to consider subtracting activity from a region of channels not connected to expected
cognitive control networks. Of course, FC based-NF designs would also be a great way to target
ADHD dysfunction.
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Abstract 
 
The present study aims to underline prefrontal neural activation differences between healthy adults and 
adults diagnosed with attention-deficit/hyperactivity disorder (ADHD) following errors during a complex 
Eriksen flanker task embedded within a go-nogo paradigm. Simultaneously, EEG and functional near-
infrared spectroscopy (NIRS) were applied, with the intent of using the combined information to enhance 
analysis. Reduced cortical activation in ADHD subjects was expected on post-error trials as there is 
behavioural evidence suggesting they respond with increased errors and higher reaction time variability 
following an error (Yordanova et al., 2011).  
34 healthy controls (HC, 18–41 years, M = 25.3, 19 female) and 34 ADHD patients (ADHD, 18–55 years, M 
= 29.3, 14 female) participated in the study. NIRS was recorded via optodes centered over frontal-parietal 
regions of the cortex based on 10-20 EEG electrode positions.  Simultaneous EEG was recorded, and P300 
amplitude measured from Pz was used for an EEG-informed NIRS analysis. We measured cortical 
oxygenated haemoglobin corrected with the correlation-based signal improvement algorithm following 
errors, both on ‘go’ trials and ‘nogo’ trials. Activation differences between HC and ADHD were determined 
using two general linear model-based regression analyses, one in which the normal stick function 
representing triggers was uniformly set to amplitudes of 1, and one in which the stick function amplitudes 
were modulated by the amplitudes of the co-occuring P300, denoised from signal trials by wavelet-
denoising. HC showed generally more activation in successful trials following errors than ADHD in both 
analyses. This group difference was further enhanced in the combined EEG-informed – as compared to 
standard – analysis; i.e. more channels and critical regions (bilateral prefrontal cortex; motor cortices) 
differed significantly between HC and ADHD patients (due to a stronger post-error vs. post-correct 
contrast in HC).  
This study lends further evidence to marked neurophysiological differences in ADHD patients. In 
particular, we show one exciting new method for combining the refined temporal information from EEG 
with the spatially superior NIRS.  
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NIRS, EEG, ADHD, post-error behavior, P300  
1. Introduction  
1.1 Attention-deficit/hyperactivity disorder  
Attention-deficit/hyperactivity disorder (ADHD) is a pervasive disorder that affects approximately 5% of 
children worldwide. While often studied in this juvenile domain, less is known about the disorder in adults, 
2.5% of whom continue to suffer from ADHD symptoms after childhood (Faraone et al., 2015). The 
hyperactive, impulsive and inattentive symptoms associated with the disorder understandably affect 
several domains of life from school, to work, to personal relationships (Spencer et al., 2007). Recent 
research has focused on the neurobiological underpinnings of such symptoms in an effort to develop 
treatment options focused on specific brain processes.  Thereby, previous research has focused 
extensively on the frontal, and specifically prefrontal lobe influence in the disorder (Konrad and Eickhoff, 
2010; Rubia et al., 2014). Neuropsychologically, several studies confirm working memory, executive 
functioning and inhibitory deficits, that are often linked to either functional or structural alterations in 
frontal areas of both juvenile and adult patients (Cubillo et al., 2010; Ehlis et al., 2008; Rubia et al., 1999). 
Moreover, ADHD symptoms found in healthy control samples are also associated with impairments in 
frontal brain physiology (Fallgatter and Herrmann, 2001; Herrmann et al., 2009).  
1.2 Error-monitoring / Post-error behavior 
One of the neurocognitive alterations that have been repeatedly described in both children and adults 
with ADHD concerns the action monitoring domain, specifically the processing of response errors. 
Neurophysiologically, errors evoke specific event-related potentials (ERPs) in electroencephalography 
(EEG) recordings: The error-related negativity (ERN) – or error-negativity (Ne) – that is characterized by a 
sharp negative deflection within the first 100 ms following an incorrect button press in response time 
experiments (Falkenstein et al., 1991; Gehring et al., 1993); as well as the error positivity (Pe), which 
usually peaks around 250 ms following a response error. While both ERPs have been associated with 
slightly different aspects of the action monitoring process (Falkenstein et al., 2000; Nieuwenhuis et al., 
2001), they seem to derive from a similar neural source within the medial prefrontal cortex (anterior 
cingulate cortex and surrounding structures; e.g., Herrmann et al., 2004; O’Connell et al., 2007). Previous 
studies repeatedly found diminished ERN/Ne and Pe amplitudes in both children/adolescents and adults 
with ADHD (e.g., Liotti et al., 2005; Groen et al., 2008; Geburek et al., 2013), even though some negative 
findings have been reported as well (see Groom et al., 2010; Shiels & Hawk, 2010) and age effects may 
partly play a role (Herrmann et al., 2010). In a recent study, we tried to replicate alterations in error-
monitoring potentials in an adult ADHD sample using EEG, while additionally considering post-error 
processes on trials subsequent to incorrect button presses (Ehlis et al., 2018) that had previously been 
found to elicit behavioral instability in juvenile ADHD (Yordanova et al., 2011). While we found no such 
behavioral alterations in post-error data, we did observe reduced ERN/Ne amplitudes on the error trials 
themselves. Furthermore, even in the absence of a significant behavioral effect, we found significantly 
reduced amplitudes of an ERP measure reflecting preparatory processes in the intertrial interval 
(contingent negative variation, CNV) specifically following errors, indicating subtle alterations in post-
error adaptation also in adult patients, which may have been partly compensated but were still visible at 
the neurophysiological level (Ehlis et al., 2018).  
1.3 Current Study 
Here, we report the analysis of cortical activation patterns assessed within the same study using near-
infrared spectroscopy (NIRS), in order to localize changes in post-error processes within fronto-temporo-
parietal networks. Based on prominent models of action monitoring and cognitive control – as well as 
previous functional magnetic resonance imaging (fMRI) data in healthy subjects (e.g., King, Korb, von 
Cramon & Ullsperger, 2010; Kerns et al., 2004) – we hypothesize that adults with ADHD exhibit reduced 
lateral prefrontal activation on trials following errors as compared to a matched healthy control sample. 
Besides a unimodal analysis of the hemodynamic (i.e., NIRS) data, multimodal integration of the two highly 
complementary data sets (high temporal resolution for ERPs; high spatial resolution for functional NIRS 
data) was also attempted by performing an EEG-informed NIRS analysis (see Abreu et al. (2018) for a 
recent overview of similar analysis strategies with combined EEG-fMRI data).  
While much of the research concerning ADHD and error-monitoring has been done with EEG as a modality 
(see above), NIRS can also be used in event-related designs, offering the chance to combine the imaging 
modalties (Ehlis et al., 2014). NIRS measures the brain’s hemodynamic response to external stimuli and 
can do so at a much better temporal resolution than fMRI (though with an inferior spatial resolution). 
NIRS also has the advantage of being easily combined with EEG and lends itself well to measurements 
with ADHD due to its robust resistance to movement-based artifacts in comparison to EEG and fMRI (Cui 
et al., 2010; Ehlis et al., 2014; Ferrari and Quaresima, 2012). Additionally, NIRS is advantageous over fMRI 
due to its relatively cheap implementation and the ecological validity of the measurements, which can be 
done in a normal room in a comfortable chair (Ferrari and Quaresima, 2012). The combination of EEG and 
NIRS modalities allows for a more holistic understanding of neurobiological responses: NIRS affords 
superior spatial resolution, while EEG has exceptional temporal resolution (Mehta et al., 2013). 
Furthermore, it is possible to combine the two modalities in a novel EEG-informed NIRS analysis. 
Developed recently for combined fMRI-EEG analysis, the combined analysis involves the use of certain 
EEG parameters (e.g., amplitudes of a certain ERP for each trial) to modulate the size of the triggers during 
the convolution of the hemodynamic response to better predict the BOLD response in the regression 
analysis (Debener et al., 2006). This method itself takes advantage of recent developments in automatic 
single-trial ERP denoising using wavelets (Ahmadi and Quian Quiroga, 2013; Quiroga and Garcia, 2003), 
and therefore, EEG-informed NIRS regression has rarely been used up to this point.  
In the current study, we investigate the post-error behavior in ADHD subjects in comparison to healthy 
controls. To achieve this end, we developed a highly complex modified Eriksen Flanker task with an 
embedded go/no-go component. The task was designed to cause a sufficient number of errors to aid post-
error analysis. Here, we expand on the EEG analysis done by Ehlis et al. (2018) by reporting an EEG-
informed NIRS analysis, using single-trial wavelet-denoised P300 amplitudes to predict the hemodynamic 
response from concurrent trials. We then compare this novel analysis with a standard general linear 
model-based NIRS analysis with a normal stick function representing the triggers. The goal of the 
multimodal analysis was to better predict the inter- and intraindividual variability in hemodynamic 
responses among subjects and therefore provide a better picture of hemodynamic activity following error 
trials in subjects with ADHD versus healthy controls. Because Ehlis et al. (2018) observed no difference in 
the amplitudes of the P300 between the two groups – but a significant effect of preceding errors on P300 
amplitudes evoked by the next flanker stimulus – we predicted that the contrast between the groups 
would remain unchanged, but that intragroup contrasts would reflect more specific differences between 
post-error and post-correct trials, specifically within the frontoparietal attention network.  
2. Methods 
2.1 Participants 
Adult outpatients with ADHD (n = 34) were recruited chiefly through university-based mailing lists. ADHD 
diagnosis was in accordance with the latest version of the DSM-IV (Sass et al., 2003), as well as the ADHD 
self-rating scale (ADHD-SB) and the Wender Utah Rating Scale (WURS-K), both of which are subscales of 
the “Homburger ADHS-Skalen für Erwachsene” (Homburger ADHD-Scale for Adults; Rösler et al., 2008). 
Comorbid axis I disorders, antisocial and borderline personality disorders were used as exclusion criteria. 
Mild to moderate depression (Beck Depression Inventory II; Hautzinger, Keller, & Kühner, 2006) as well as 
some phobias were, however, still permitted. Healthy controls (n=34) were also screened and excluded 
based on psychiatric and neurological illnesses. There were no significant differences between groups in 
age (HC: 27.62 ± 7.43, ADHD: 30.29 ± 9.47; t66 = 1.30, NS; d = 0.31), gender (HC: 18F/16M; ADHD: 
13F/21M; χ2 = 1.48, NS; V = 0.15), handedness (HC: 30R/4L; ADHD: 28R/6L; χ2= 0.47, NS; V = 0.08), IQ (HC: 
118.6 ± 15.7; ADHD: 115.7 ± 14.6; t65 = −0.79, NS; d = −0.19), smoking status (HC: 10 No/24 Yes; ADHD: 
11 No/ 22 Yes; χ2= 0.12, NS; V = 0.04), or years of education (HC: 12.88 ± 1.21; ADHD: 12.75 ± 0.76; t54 = 
−0.51, NS; d = −0.13). ADHD patients were more hyperactive (ADHD-SB Hyperactivity; HC: 8.7 ± 4.3; ADHD: 
20.5 ± 4.9; t66 = 10.60, p < 0.001; d = 2.56), inattentive (ADHD-SB Inattention; HC: 10.4 ± 4.3; ADHD: 24.6 
± 4.6; t66 = 13.15, p < 0.001; d = 3.19), and impulsive (I7 Impulsivity; HC: 4.9 ± 2.2; ADHD: 11.9 ± 2.9; t66 
= 10.66, p < 0.001; d = 2.72) based on self-report. This sample characteristic information was adapted 
from Table 1 in Ehlis et al. (2018). All participants provided informed written consent. The study was 
carried out in accordance with the Declaration of Helsinki in its latest revision (64th World Medical 
Association General Assembly, Fortaleza, Brazil) and was approved by the Ethics Committee of the 
University Hospital of Tübingen.   
2.2 Paradigm 
The paradigm was a version of the Eriksen flanker task modified to include a go/no-go element. As the 
task is rather complex, please see Ehlis et al. (2018) for a more complete description. Briefly, subjects had 
to respond to the direction of an arrow or triangle, whereby the stimulus type (arrow vs. triangle) 
determined the response hand (left/right) while the direction the stimulus pointed in determined the 
response finger (index/middle finger). Additionally, based on the color of the stimulus (blue/red), subjects 
had to ‘go’, responding to the stimulus, or ‘no-go’, withholding their response. The color of ‘go’ and ‘no-
go’ as well as the assignment of ‘stimulus type’ (arrow/triangle) to the response hand (left/right) was 
reversed for each of the two main blocks of the experiment and the stimulus order was counterbalanced 
across participants. Visual feedback of correct, incorrect or correct but slow responses was presented on 
the computer screen after each button press. In general, subjects were presented with n=400 trials over 
two blocks. In the case that subjects did not commit enough errors (<10), the maximum number of trials 
presented was increased up to n=600.  
2.3 EEG recording and analysis 
EEG was recorded using a 32-channel DC-amplifier (Brain Products, Germany) with 23 Ag/AgCl ring 
electrodes placed according to the International 10/20-System with three additional EOG electrodes. 
Recording reference was FCz and all impedances were kept below 5 kΩ. Data were recorded with Brain 
Vision Recorder (Brain Products, Germany) (sampling rate: 1000 Hz; online filter: 0.1–100 Hz). Near-
infrared spectroscopy (NIRS) was recorded simultaneously with EEG. Main EEG analysis is presented in 
Ehlis et al. (2018). Here, we used only the single trial P300 ERP located at Pz from correct trials following 
correct trials (post-correct trials) and correct trials following error trials (post-error trials), which was 
determined as the most positive peak between 300 and 630 ms after presentation of the flanker stimulus.  
In order to achieve denoised single trial ERPs, we used an automatic wavelet based denoising technique 
developed by Ahmadi et al. (2013) that incorporates a method first developed by Quiroga and Garcia 
(2003). Briefly, in a first step, this method automatically selects wavelet coefficients that best fit to the 
desired ERP using the Non Zero Trees (NZT) denoising algorithm developed by Ahmadi et al. (2013). In the 
second step, single trial ERPs are denoised using the previously selected wavelet coefficients using the 
inverse wavelet transform. This allows for optimal estimation of peak amplitude of single trial ERPs. These 
peak amplitudes were then stored in separate vectors per subject for all correct trials post-error and all 
correct post-correct trials. Later these vectors were used in the NIRS analysis to weight the trigger function 
of the model-based analysis (see NIRS analysis below).  
2.4 NIRS recording  
We used the ETG-4000 Continuous Wave Optical Topography System (Hitachi Medical Co., Japan) to 
record NIRS signal with two 3 × 5 probesets containing eight emitter and seven detector optodes forming 
22 distinct measurement channels. Emitter-detector distances were kept at 3 cm and the sampling rate 
was 10 Hz. For the orientation of the probesets over the skull, please see Figure 1. The probesets covered 
large areas of pre-frontal, frontal, temporal and parietal areas. The ETG-4000 measures the relative 
concentration changes in oxygenated (O2Hb) and deoxygenated (HHb) hemoglobin relative to a pre-
recorded baseline. Based on the concept of neurovascular coupling, we can infer the amount of neuronal 
activation at a certain channel via the relative concentration of O2Hb and HHb recorded.  
 Figure 1. Channels of the probesets (white numbers) and corresponding Brodmann areas. 
 
2.5 NIRS analysis 
All data were analyzed using custom scripts programmed in MATLAB v2016b (The MathWorks, Inc.; 
Natick, Mass. USA). NIRS data were initially preprocessed using a bandpass filter (.01-.2 Hz). Next, the 
O2Hb data were corrected for motion artifacts by implementing the correlation-based signal improvement 
method developed by Cui et al. (2010). Because of the large number of trials, we then used a semi-
automated artifact rejection method, in which potential artifact-compromised trials were identified based 
off of amplitude thresholding, amplitude gradient thresholding, and correlation thresholding. When a trial 
contained either amplitudes exceeding .8 mmol*mm, gradients exceeding .8 mmol*mm changes over 1 
second time, or a positive correlation exceeding .8 between the O2Hb and HHb signals, it was visually 
inspected. In the event of local artifacts found during visual inspection, trials were then rejected. In a final 
step, all channels exceeding global variance greater than 3.5 times the global standard deviation were 
interpolated from surrounding channels. This resulted in fewer than 5% of channels being interpolated 
for all subjects.  
In order to infer differences in cortical activation between the two groups, ADHD and control, and also 
between the two types of correct go response, go after-correct go trials and go after-error go trials, we 
analyzed NIRS data using a general linear model-based regression in which the canonical hemodynamic 
response function (HRF) is convoluted with a stick function representing the triggers of each stimulus for 
each condition. In the basic analysis, the triggers are all weighted with an amplitude of 1. Activation 
changes were then calculated as the beta weights resulting from the regression. The method of least 
squares was used to determine the average deviance from the model HRF. To identify significant channels, 
we calculated one-sample t-tests contrasted against 0 for each channel and condition. The Armitage-
Parmar correction for multiple comparisons was subsequently employed (Sankoh et al., 1997). Compound 
contrasts for correct after-error, correct after-correct, and [correct after-error – correct after-correct] 
were then plotted for the contrast of Healthy Controls – ADHD patients.  
In order to utilize the temporal information from the simultaneously recorded EEG, we also performed a 
separate EEG-informed regression, in which all of the parameters of the basic analysis remained the same, 
except that the amplitudes of the boxcars were set to the Fisher’s z normalized amplitudes of the single-
trial denoised P300 taken from Pz for each respective trial.  
 
 
3. Results   
Full behavioral and EEG results are presented in detail in a separate manuscript. For succinct presentation, 
we briefly describe the relevant behavioral and EEG findings of Ehlis et al. (2018) here before presenting 
the new analysis.  
3.1 Behavioral Data 
A significant post-error slowing (PES), for both groups, on correct trials following errors versus correct 
trials following correct trials was observed (PES; HC: 21.59 ± 58.53; ADHD: 43.94 ± 61.64; t66 = 1.53, NS; 
d = 0.37). Additionally, ADHD patients displayed elevated reaction time variability (SD-RT) for all trial types 
(HC: 110.97 ms ± 26.26; ADHD: 127.44 ms ± 29.50; Z = 2.49, p < 0.05; d = 0.59) and trend-level increased 
error rates (HC: 40.56 errors ± 23.36; ADHD: 53.00 errors ± 28.67; Z = 1.77, p < 0.1; d = 0.48). Interestingly, 
for healthy subjects, SD-RT in trials following errors showed a significant positive correlation with 
impulsivity symptomatology (r = 0.447, p < 0.01), lending evidence to a relationship between ADHD 
symptomatology and SD-RT following errors.      
3.2 EEG Data 
Participants in both groups showed a significant decrease in P300 amplitude on post-error trials versus 
post-correct trials (post-error: 7.98 ± 4.20 µV; post-correct: 8.88 ± 3.72 µV; F1,50 = 10.98, p <0.01, ηp 2 = 
0.18). This difference was observed at both Pz and Cz. Furthermore, P300 amplitudes correlated 
significantly negatively with reaction time (RT) in the ADHD group following both slow (Cz: r = −0.570, p < 
0.01; Pz: r = −0.570, p < 0.01) and incorrect responses (Pz: r = −0.474, p = 0.013). SD-RT also correlated 
negatively with P300 amplitudes in ADHD patients following slow (Cz: r = −0.469, p = 0.014; Pz: r = −0.455, 
p = 0.017) and incorrect responses (Cz: r = −0.506, p < 0.01).  
3.3 NIRS analysis 
The basic regression analysis for the contrasted condition of post-error versus post-correct trials showed 
a generally stronger activation across the brain, particularly in the frontal lobe, in healthy subjects as 
compared to ADHD patients. One channel in the right DLPFC was significantly more activated in this 
contrast after correcting for multiple comparisons (Channel 14: t = 2.372; p = .021; all other channels: t < 
2.148; p > .036). See Figure 2 for all complex contrasts from the basic regression analysis.  
In the EEG-informed regression analysis, in the contrasted condition of post-error versus post-correct 
trials, there was again a generally stronger activation across the whole brain in healthy subjects compared 
to ADHD patients, again with an emphasis on prefrontal areas, but this time also with more pronounced 
differences in the motor cortex. In total, there were 6 channels that were more significantly activated in 
post-error trials versus post-correct trials in healthy controls. The left and right DLPFC, the right IFG, pre-
motor, motor, and somatosensory cortex were all significantly more activated (Channels 4, 16, 18 in left 
probeset and Channels 6, 16, and 21 in right probeset: all t > 2.121; p < .038; all other channels: t < 2.066; 
p > .043). See Figure 3 for all complex contrasts from the EEG-informed analysis.    
 
 
 
 
 
 
 
 
  
 
Figure 2. GLM-based regression analysis (NIRS data). The contrast healthy controls (HC) versus ADHD is plotted here for post-error, 
post-correct, and post-error versus post-correct trials. The plots are based off of correlation-based signal improvement (“cui”) 
corrected oxygenated hemoglobin signals. Armitage-Parmar corrected t values of the beta weights are presented, where stronger 
positive t values represent stronger activation in the HC group. Significantly different channels are presented in bold.  
 Figure 3. EEG-informed NIRS regression analysis. The contrast healthy controls (HC) versus ADHD is plotted here for post-error, 
post-correct, and post-error versus post-correct trials. The plots are based off of correlation-based signal improvement (“cui”) 
corrected oxygenated hemoglobin signals. Armitage-Parmar corrected t values of the beta weights are presented, where stronger 
positive t values represent stronger activation in the HC group. Significantly different channels are presented in bold. 
 
 
In healthy controls only, in the post-error versus post-correct contrast, 13 channels showed a more 
significant activation after EEG-informed analysis compared to the default analysis (EEG-informed: in total 
26 channels; all t > 2.391; p < .034; all other channels: t < 2.321; p > .034; default: in total 13 channels; all 
t > 2.383; p < .025; all other channels: t < 2.400; p > .025; see Figure 4). These differences were most 
concentrated in parietal areas. In ADHD patients, there were no significant channels in the post-error 
versus post-correct contrast in either analysis (see Figure 5).   
 
Figure 4. GLM-based and EEG-informed regression analyses. The individual HC group contrasts are plotted here for post-error, 
post-correct, and post-error versus post-correct trials. The plots are based off of correlation-based signal improvement corrected 
oxygenated hemoglobin signals. Armitage-Parmar corrected t values of the Beta weights are presented, where stronger positive 
t Values represent stronger activation in the HC group. Significantly different channels are presented in bold. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 5. GLM-based and EEG-informed regression analyses. The individual ADHD group (“PT”) contrasts are plotted here for 
post-error, post-correct, and post-error versus post-correct trials. The plots are based off of correlation-based signal 
improvement corrected oxygenated hemoglobin signals. Armitage-Parmar corrected t values of the Beta weights are presented, 
where stronger positive t values represent stronger activation in the ADHD group. Significantly different channels are presented 
in bold. 
 
  
4. Discussion 
In the current study, we investigated the neurophysiological differences between healthy controls (HC) 
and ADHD patients during post-error behavior, using a complex Eriksen Flanker task with a go/no-go 
element. The task was designed to force errors, and was adaptively elongated when not enough were 
committed. During the task, we recorded simultaneous EEG/NIRS, which has enabled us to utilize the best 
of both imaging modalities in a combined analysis of post-error, compared to post-correct hemodynamics. 
Our main finding was two-fold: firstly, in a standard general linear model-based regression analysis, we 
found that the HC group showed stronger post-error activation than the ADHD group, particularly in the 
right DLPFC. This alone is an interesting finding regarding post-error neurophysiology in ADHD that is in 
line with our a priori hypothesis, namely that post-error DLPFC activity is restrained in ADHD patients. 
However, using single-trial P300 amplitudes to inform the regression model proved to create an even 
more striking difference between the groups, elucidating ADHD processing deficits in bilateral DLPFC, right 
IFG, and premotor, motor and sensorimotor cortices, all of which are involved in cognitive control and 
response preparation.  
Activity within the right DLPFC following error trials would be expected as a result of healthy 
(symptomatic) error-monitoring behavior (Botvinick et al., 2001; King et al., 2010; Larson et al., 2016). 
While the ACC (i.e. the medial prefrontal cortex) is the area of the brain most often associated with error-
monitoring performance, subsequent control processes are most likely implemented by the DLPFC and 
surrounding areas of the lateral prefrontal cortex (Kerns et al., 2004; King et al., 2010). Reduced DLPFC 
activation following errors in the present sample of ADHD patients is therefore in line with behavioral 
observations of altered post-error adaptation in juvenile ADHD (Yordanova et al., 2011) as well as EEG 
data of this project (Ehlis et al., 2018) showing 1) significantly reduced ERN/Ne amplitudes for ADHD 
patients in both correct and incorrect trials (signaling an insufficient action-monitoring process 
throughout this high-conflict flanker task); and 2) specific alterations in the inter-trial interval following 
errors in ADHD patients who exhibited reduced amplitudes of the CNV (signaling compromised 
preparatory processes before the next stimulus following incorrect button presses). Based on the present 
finding of reduced DLPFC activation following errors, this suboptimal attentional preparation for the next 
trial may be related to a reduced involvement of cognitive control structures that are usually involved in 
post-error behavioral adjustments (e.g., post-error slowing, improvements in accuracy) by regulating 
response activity via the sensorimotor cortex and task-perception via sensory cortices (Amengual et al., 
2013; King et al., 2010). In the current study, interestingly, no significant post-error behavioral differences 
were observed between ADHD and HC groups (see also Ehlis et al., 2018). One explanation could be that 
adult patients have learned throughout their lifetimes to better deal with error situations, despite 
dysfunctional cortical error-processing. This is consistent with the reduced, but still-present impulsivity 
symptomology measured in adults compared to in children (Faraone et al., 2015). Another explanation 
could be that post-error control in ADHD is regulated by subcortical structures that cannot be measured 
in the scope of the current NIRS/EEG study. For instance, Cohen et al. (2000) propose a model, and provide 
empirical evidence for the ACC having multiple pathways of conflict signaling, one that goes through the 
PFC, and another that is directed towards the brainstem structure Locus Coeruleus, which then mediates 
further motor control.  
Furthermore, when we refined the analysis by using the P300 amplitudes of concurrent trials, the contrast 
of HC brain activation to that of the ADHD group was made much starker on post-error versus post-correct 
trials. In effect, this means that the HC group’s P300 amplitudes, taken from Pz, are more predictive of 
the BOLD response than in the ADHD group, in particular in the bilateral DLPFC, the right IFG, and 
sensorimotor and motor cortices. This pattern of reduced activation fits very well with previous research 
on motor inhibition and selective attention in adult ADHD, categories under which our paradigm falls 
perfectly. Adults with ADHD show deactivation in IFG and DLPFC-frontal-striatal connections while 
showing increased activation in cerebellum and occipital cortex, compared to healthy controls on these 
tasks (Cubillo and Rubia, 2010; Rubia et al., 2014). This cerebellar-occipital compensation could explain 
why the ADHD group showed no egregious behavioral differences on this particular task. Furthermore, an 
analysis of the same types of tasks, differentiating between children and adults with ADHD, showed 
deficits in thalamus and basal ganglia for children, while their adult counterparts showed underactivated 
sensorimotor areas, again an area highlighted in our refined EEG-informed analysis (Hart et al., 2013). The 
P300 is an indicator of both attention to a target stimulus and of updating working memory to attend to 
task demands (Dinteren et al., 2014); therefore, the prefrontal regions should be involved for cognitive 
control, while the sensorimotor and motor regions update working memory and prepare and execute a 
response (D’Esposito and Postle, 2015; Woods et al., 2002).  
When looking at the two groups individually, the ADHD group shows almost no difference between the 
standard and the EEG-informed regressions. In fact, there is slightly less activation overall in the EEG-
informed analysis. Interestingly, in contrast, the HC group’s brain maps, particularly in the contrast of 
post-error trials versus post-correct trials, show significant activation increase in the EEG-informed 
analysis, indicating a stronger relationship for HC than ADHD between the generator of the P300 signal 
and the prefrontal, temporal, parietal and motor cortices, brain regions crucial for producing response 
readiness and efficiency. Many EEG studies find reduced amplitudes of the P300b in juvenile subjects with 
ADHD compared to healthy controls (for a review see Barry et al., 2003). Indeed, Johnstone and Barry 
(1996) found that ADHD subjects showed superior frontal P300 in conjunction with a reduced P300b, 
compared to healthy controls, suggesting perhaps some sort of frontal compensation. However, in 
adolescents and adults, differences in P300 amplitudes seem to disappear in frontal as well as parietal 
sources (Lazzaro et al., 2001, 1997; Prox et al., 2007). Perhaps one explanation for the lack of influence 
that the EEG-informed analysis had on the ADHD subjects could be that different compensatory 
mechanisms were learned by the ADHD group over the lifespan, and these mechanisms are not related 
to the P300. The P300 is believed to have diffuse cortical and subcortical origins, particularly deep within 
the medial temporal lobe, the temporo-parietal junction, and hippocampus and thalamus (for a review 
see: Fonarayova Key et al., 2005). As this P300 tends to normalize in adult ADHD, it may be that its 
generator lies for ADHD within these subcortical structures that also normalize in activation with age, 
explaining the disconnect between the P300 and super-cortical structures seen in our study (Cubillo et al., 
2012, 2010; Rubia et al., 2014).  
In conclusion, our study highlights two main findings: that the ADHD group has reduced right dlPFC activity 
on post-error trials when compared to healthy controls, and that the P300, an ERP reflective of stimulus 
response readiness, seems to better predict the BOLD response in the HC, rather than the ADHD groups. 
This EEG-informed analysis highlights several prefrontal, motor, and sensorimotor brain regions in HC that 
are more active than ADHD subjects following post-error versus post-correct trials. No specific post-error 
behavioral differences were found in the ADHD group, suggesting that they were nevertheless able to 
compensate somewhat for reduced activity. We speculated that the ADHD group may have a subcortical 
generator of the P300 which matures differently than in healthy controls and is thus less predictive of 
cortical activation.  However, a major limitation of our study is that we cannot determine how exactly the 
ADHD subjects compensated. Perhaps future studies could explore a similar paradigm using the spatially 
more resolved fMRI in combination with EEG, which would provide insight into sub-cortical structures that 
are surely also implemented in the task. Still, the combined analysis we performed in the current study 
expands upon the information provided using only EEG or NIRS as measurement modalities and offers an 
interesting way of analyzing future combined measurement studies.  
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Abstract
Background: Children with attention-deficit/hyperactivity disorder (ADHD) suffer from attention deficits, motor
hyperactivity, and impulsive behaviour. These impairments are experienced at home, at school, and with friends.
Functional imaging studies show that ADHD behaviour and impairments in executive functions (EFs) are mirrored
by aberrant neurophysiological functioning. Moreover, several studies show that ADHD behaviour, impairments in
EFs, and a lack of self-control contribute to poor school performance. Non-pharmacological interventions such as
neurofeedback training (NFT), for instance, aim at improving neurophysiological and neuropsychological
functioning as well as behaviour. Consequently, NFT is expected to improve school performance, EFs, and self-
control in children with ADHD. Generalization of acquired self-regulation skills from laboratory to real life is crucial
for a transfer to everyday situations and is hypothesized to be facilitated via training using virtual reality (VR)
environments. Consequently, experiencing NFT in VR is expected to yield greater effects than training in two
dimensions (2D).
Methods/design: Ninety children with a clinical diagnosis of ADHD will be included in the study. Participants may
be medicated or unmedicated. After random assignation to one of three conditions, all participants receive 15
training sessions of either near-infrared spectroscopy (NIRS)-based NFT in VR, NIRS-based NFT in 2D, or
electromyogram-based biofeedback training in VR. ADHD symptoms, self-control, EF, health-related quality of life,
school performance, and motor activity measured via parent, teacher, and child reports or objectively will be
assessed before and after the intervention and at a 6 months follow-up. Furthermore, we are interested in parents’
expectations about the training’s effects.
Discussion: This is, to our knowledge, the first study investigating the efficacy of NFT for children with ADHD in a
VR compared to a 2D environment. Furthermore, this study will contribute to the discussion about the efficacy and
specific and unspecific effects of NFTs in children with ADHD. In addition to commonly assessed variables such as
ADHD symptoms, NIRS and behavioural data obtained in EF measures, health-related quality of life, and parents’
expectations about the intervention’s effects, this study will investigate the effects on self-control, school
performance, and motor activity.
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Background
Children with attention-deficit/hyperactivity disorder
(ADHD) are inattentive, hyperactive, and impulsive [1].
They also experience difficulties in waiting for rewards,
planning actions, and self-controlling in situations char-
acterized by delay [2–4]. Affecting 5% of all children
worldwide, ADHD is one of the most prevalent mental
disorders in children [5].
School performance in children with ADHD
The core symptoms of ADHD, namely inattention,
hyperactivity, and impulsivity, are present in various
settings, for instance, when working on tasks that re-
quire sustained attention or while doing homework.
Hence, ADHD affects performance levels at home
and at school [1]. Children with ADHD demonstrate
lower school achievement as a consequence of ADHD
symptoms and concomitant impairments in executive
functioning (EF) when compared to children without
ADHD [6]. In addition, children with ADHD are four
to five times more likely to be in need of special edu-
cational services compared to children without ADHD
[7]. Several studies support the notion that the
ADHD symptomatology acts as a primary reason for
educational underachievement [7–9]. Several studies
also provide evidence that deficits in EF such as, for
instance, working memory and processing speed,
might be crucially involved in impaired school per-
formance of children with ADHD (see, e.g. [10–13]).
Consequently, treatment of ADHD in schoolchildren
should aim at improving behaviour as well as self-control
and EF to eventually improve school performance.
Neurophysiological findings in children with ADHD
Behavioural characteristics of children with ADHD are
mirrored by altered cortical and subcortical activity pat-
terns that can be measured with brain imaging tech-
niques such as electroencephalography (EEG) and
functional near-infrared spectroscopy (fNIRS) [14–16].
In EEG studies, children with ADHD show not only an
increased theta/beta ratio, but also a reduced contingent
negative variation (CNV) (see, e.g. [14, 17–19]). With
fNIRS, Ehlis and colleagues [16] were able to provide
evidence for a reduced concentration of oxygenated
haemoglobin (oxy-Hb) in the ventrolateral prefrontal
cortex of adults with ADHD, compared to a healthy con-
trol group, during a working memory task. This finding
was replicated in children with ADHD for the inferior
prefrontal cortex during a Stroop colour-word task [15].
These deviations from normal brain activity constitute
neurophysiological correlates of behavioural problems
and impaired EF in patients with ADHD (see, e.g. [14,
16, 20, 21]). Consequently, we assume a treatment aim-
ing at normalizing these deviant neurophysiological pat-
terns to improve behaviour and EF in children with
ADHD.
Neurofeedback training (NFT) in children with ADHD
Neurofeedback training (NFT) sessions are interventions
based on the above-mentioned neurophysiological find-
ings. They aim at improving self-regulation on two
levels: on a neurophysiological as well as on a cognitive
behavioural level [22]. In NFT, brain activity is translated
into simple visual or acoustic signals which are immedi-
ately fed back to the patient [23]. Depicting learning as a
controlled, effortful, and explicit as well as implicit,
automatic process that is influenced by cognitive-
attributional variables such as motivation, allows pa-
tients to acquire techniques that allow them to self-
regulate their brain activity [22]. Hence, NFT aims at fa-
cilitating phasic changes of brain activity and enhancing
neurophysiological functioning [22]. In addition, NFT
aims to improve self-regulation on cognitive behavioural
levels; i.e. participants are required to concentrate, to sit
still, to endure boredom, and not to react on impulse
during the training sessions.
Studies examining the effects of EEG-based NFT show
inconsistent results. For instance, Holtmann and Cortese
and colleagues [24, 25] could not find evidence for an
improvement of ADHD symptoms that was specifically
related to the NFT itself. However, Arns and colleagues
[26] found significant effects when comparing 15 studies
in a meta-analysis. Furthermore, Marx and colleagues
[27] showed in a pilot study that NIRS-based NFT in
children with ADHD significantly reduced ADHD symp-
tomatology after 12 training sessions. Extending beyond
a mere influence of NFT on ADHD symptomatology,
Meisel and colleagues [28] demonstrated that NFT sig-
nificantly improved academic performance in children
with ADHD. In contrast, stimulant medication could
not be shown to effectively help schoolchildren in over-
coming poor school performance, although it has a sig-
nificant effect on improving behaviour [29]. However,
further research is required to clarify the effects of NFT,
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especially NIRS-based NFT. Besides effects on ADHD
symptoms, school performance, EF, EF-related frontal
lobe activation, health-related quality of life (HRQoL),
and self-control, the present study will investigate poten-
tial moderating influences of baseline ADHD symptoms,
self-control, and IQ as well as training motivation. The
effects of two NIRS-based NFT types (see below) will be
compared to effects from an active control condition re-
ceiving an electromyogram (EMG)-based biofeedback
training (BFT).
Control conditions for NFT studies
In prior NFT research, different control conditions have
been used to investigate the efficacy of NFTs. For in-
stance, sham feedback has been implemented, but is crit-
icized due to strong ethical concerns and participants’
poor compliance to treatment [30–33]. In the present
study, an active control condition receiving an EMG-
based BFT will be used to illustrate specific as well as
unspecific effects of NIRS-based NFT. Looking at the ef-
fects of NFT and BFT, it is important to recall that NFT
aims at improving self-regulation on two levels, neuro-
physiological as well as cognitive behavioural [22]. As il-
lustrated below, the latter level is also targeted in BFT.
In both NIRS-based NFT and EMG-based BFT, partici-
pants are expected to acquire self-regulation skills that
allow the exertion of control over a specific endogenous
parameter, for instance, prefrontal activity in the NFT
and activity in the musculi supraspinatus in the EMG
condition. In addition, participants learn to self-regulate
behaviour such as being attentive, sitting still, not react-
ing on impulse, and enduring boredom. Consequently,
we expect both NIRS-based NFT and EMG-based BFT
to yield similar behavioural effects, as participants learn
to self-regulate behaviour in both conditions. However,
effects related to the acquisition of self-regulation skills
related to the respective endogenous parameter are
uniquely attributable to the parameter itself. As only
NIRS-based NFT aims at normalizing aberrant brain ac-
tivity, which is assumed to constitute a neurophysio-
logical correlate of behavioural problems in children
with ADHD [15], we consequently expect larger total ef-
fects from the NIRS-based NFT than from the EMG-
based BFT.
NFT in a virtual reality (VR) environment
To our knowledge, until now, no NFT study in children
or adults with ADHD employing a virtual reality (VR)
environment as a training setting has been conducted.
However, from our perspective, there are several reasons
suggesting that patients with ADHD can profit from
training in a VR environment.
First, it is hypothesized that both the acquisition of
self-regulation skills in the laboratory and the transfer to
everyday life situations (e.g. a classroom setting) will be
facilitated by training in a naturalistic VR environment.
VR environments are often used in the treatment of
mental disorders such as anxiety disorders and post-
traumatic stress disorder, and were shown to be equally
effective compared to therapies employing exposures to
real-life situations [34]. Strong effects of therapies using
naturalistic VR environments are attributed to the fact
that various naturalistic stimuli, i.e. sounds, visual im-
pressions, and haptic experiences, stimulate different
sensory channels at once, thereby eliciting realistic psy-
chological and behavioural responses [34]. Consequently,
children with ADHD are expected to behave similarly
inattentively, hyperactively, and impulsively in VR as
well as in real-life classrooms. In NFT and BFT sessions,
therapists may use these responses to work towards
changes in behaviour by correcting inadequate, and by
reinforcing appropriate behaviour, i.e. by training suc-
cessful self-regulation of behaviour. Furthermore, aber-
rant psychological responses occurring in specific
situations, for instance, an underactivation of prefrontal
cortical areas in children with ADHD, are elicited by a
naturalistic VR environment such as a VR classroom
[34]. In NFT, but not in an EMG-based BFT, these inad-
equate responses are corrected as participants acquire
self-regulation strategies that allow them to normalize
their brain activity. Additionally, the effects of therapies
employing naturalistic VR environments can be attrib-
uted to the high degree of realism that supports the
transfer of skills acquired in the therapy or training to
real-life situations, i.e. from a VR to a real-life classroom
[34]. Consequently, we expect larger effects from NFT
taking place in naturalistic VR environments than from
training taking place in two-dimensional (2D) settings,
as the acquisition and transfer of behavioural and psy-
chological self-regulation skills are facilitated.
Second, after reviewing predictors and moderators of
the efficacy of cognitive training, Keshavan and col-
leagues suggest that training motivation plays a major
role [35]. This is in line with results presented by Käth-
ner and colleagues, who provide evidence for a signifi-
cant influence of motivation on task performance in the
brain-computer interface [36]. The crucial role of train-
ing motivation in making cognitive training effective can
be explained by findings that support the assumption
that motivational state and positive mood facilitate pre-
frontal activation and consequently cognitive control,
that is “the ability to select thoughts or actions in rela-
tion to internal goals” [37, 38]. In NFT for children with
ADHD, both cognitive control and variability in pre-
frontal activity are essential, as participants are
instructed to select thoughts that allow for a self-
regulated increase or decrease of prefrontal activity.
Consequently, NFT should aim at creating training
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settings that foster training motivation and positive
mood. According to Keshavan and colleagues, intrinsic
motivation in cognitive training can best be fostered by
providing a “personalized context that links cognitive
training to goals of everyday life” [35]. With the natural-
istic VR classroom of the present study, a personalized
context of everyday life is provided and should conse-
quently foster cognitive control and prefrontal activation
of the participants. Consequently, we expect NFT and
BFT taking place in a naturalistic VR environment to
yield larger effects than training in 2D. Furthermore, the
effects of the training are expected to be moderated by
the training motivation.
Hypotheses
First, we hypothesize that NIRS-based NFT of the frontal
lobe (dorsolateral prefrontal cortex (dlPFC) and EMG-
based BFT improve ADHD symptoms, self-control, EF,
HRQoL, school performance, and motor activity in chil-
dren with ADHD independent of whether the training is
conducted in 2D or VR. Second, we expect larger positive
effects for NIRS-based NFT in 2D and VR than for EMG-
based BFT in VR both at a post-test time point and at
6 months follow-up. Third, we expect the effects of NIRS-
based NFT to be larger in the VR condition. Fourth, for
NIRS-based NFT in 2D and VR, we expect an increase
prefrontal in cortical activation during EF tasks at post-
test and at 6 months follow-up.
Methods/design
This manuscript as well as the trial it describes are
in accordance with the Standard Protocol Items:
Recommendations for Interventional Trials (SPIRIT)
guidelines [39, 40]. See Additional file 1 for the
SPIRIT checklist.
Participants and recruitment
We will recruit approximately 90 participants with a
clinical diagnosis of ADHD (any presentation) that is
given based on the 5th edition of the Diagnostic and
Statistical Manual for Mental Disorders [41] via medical
offices of paediatricians, child and youth psychologists,
and psychiatrists as well as offices of occupational thera-
pists. Furthermore, we will recruit participants via the
outpatient department of the Department of Child and
Adolescent Psychiatry and Psychotherapy, University
Hospital Tübingen, and local school psychologists. In
addition, circular emails sent to members of the Univer-
sity of Tübingen, websites of the authors’ departments,
local newspapers, and radio stations will announce the
study. Information gained using the long version of the
Conners 3 questionnaire for teachers and parents [42],
the Strengths and Difficulties Questionnaire (SDQ-Deu)
[43], and an interview with the parents are used to
confirm diagnoses of ADHD. The training sessions will
take place in the Department of Psychiatry and Psycho-
therapy at the University of Tübingen. See Table 1 for an
overview of the eligibility criteria.
Randomization
The design involves three conditions (n = 30 per condi-
tion; N = 90) to which recruited children will be assigned
randomly upon confirmation of all inclusion criteria.
One of the principal investigators of this study who is
only occasionally involved in training and testing partici-
pants executes the randomization. A block
randomization procedure is applied, and balancing the
conditions for age, gender, and ADHD medication strati-
fies the randomization.
Interventions
Two conditions involve 15 sessions of a NIRS-based
NFT, one in a VR classroom setting and one in a 2D
classroom setting to control for specific effects of train-
ings in VR and 2D. The third condition involves an
EMG-based BFT in VR and constitutes a control condi-
tion that allows the evaluation of effects that are
uniquely attributable to the NFT itself.
Every training session lasts approximately 60–70 min
including a preparation phase at the beginning (20 min),
in which the NIRS cap and optodes are fitted to the
head, or the EMG electrodes are placed on both musculi
supraspinatus and both mastoids. For the participants in
the VR classroom setting, the head-mounted display
(HMD) is mounted. The training sessions also include
the NFT or BFT (45 min) and a training phase with
stimulus cards at the end of the training sessions 6–15
Table 1 Eligibility criteria
Inclusion
criteria
In school Grades 1–4 (age 6–10).
Clinical diagnosis of ADHD combined, predominantly
inattentive or predominantly hyperactive-impulsive
presentation according to the Diagnostic and Statistical
Manual of Mental Disorders, fifth edition (DSM-5)
Written informed consent from parents/legal guardian
Exclusion
criteria
IQ <70 as assessed with the Culture Fair Test (CFT) 1-R
or the CFT 20-R [44, 45]
Parent-reported diagnosis of the following: serious
physical illness or chronic diseases such as pulmonary
diseases, heart diseases, diabetes, hypertension, and
rheumatic diseases; neurological disorders including
stroke, multiple sclerosis, and epilepsy; indicated
psychiatric disorders including obsessive-compulsive
disorder, chronic tic disorders, Tourette’s syndrome,
and suicidal behaviour
Prior or current participation in neurofeedback training
(NFT)/biofeedback training (BFT)
Other psychotherapeutic treatment or any kind of
attention training, also in the course of an ergotherapeutic
treatment, while participating in the study
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(5 min). The stimulus cards present a screenshot of the
2D screen. Within the laboratory setting, these cards are
introduced as cue stimuli associated with brain activa-
tion or increased muscular activity of the musculi
supraspinatus as learned during the NFT or BFT. When
employed at home, they are thought to facilitate activa-
tion and to establish an association between, for
instance, doing homework and brain or muscle activa-
tion [44].
Every training session with NIRS-based NFT or EMG-
based BFT consists of three blocks, of which the first
and the second are with continuous performance feed-
back (feedback condition). In the third block, no contin-
gent performance feedback is provided (transfer
condition), which is thought to foster generalization of
acquired self-regulation skills to real-life situations [45].
For the NIRS-based NFT, the first and the second blocks
consist of 12 trials, the third of 8. Each trial starts with
an active phase of 30 s in which the respective endogen-
ous parameter, that is oxy-Hb in the bilateral dlPFC for
NIRS-based NFT, should be regulated and is followed by
a resting phase of 20 s at the end. For the EMG-based
BFT, the first and the second block consist of 24 trials;
the third block consists of 16 trials. Each trial starts with
an active phase of 15 s in which muscular activity of the
musculi supraspinatus should be regulated and is
followed by a resting phase of 10 s. Durations of active
and resting phases in NIRS-based NFT and EMG-based
BFT conditions vary due to different response times of
the respective endogenous parameters towards the be-
ginning of self-regulation processes employed by the
participants [46, 47]. Among the conditions, the
amounts of trials are varied in order to obtain an equal
total training duration for all conditions.
Lighting in the VR and 2D classroom provides the
feedback. For the NIRS-based NFT, lighting increases
with increasing activity in the bilateral dlPFC, i.e. in-
creasing oxy-Hb, and decreases with decreasing activity,
i.e. decreasing oxy-Hb. Lighting for the EMG-based BFT
increases with increasing muscular activity in the right
musculus supraspinatus compared to the left and de-
creases with increasing activity in the left musculus
supraspinatus compared to the right.
During the first eight training sessions, the training
follows a protocol with 50% activation and 50% deactiva-
tion trials. For the second half of the training sessions,
the protocol changes to 80% activation and 20% deacti-
vation trials. At the beginning of each trial, an arrow
appearing on the blackboard of the VR or 2D classroom
pointing upwards indicates an activation trial, while an
arrow pointing downwards indicates a deactivation trial.
After eight training sessions, participants have a break
of 2 to 3 weeks that should further support transfer to
real-life settings by using stimulus cards with screenshots
of the training setting. The stimulus cards show the image
of the classroom that participants see during the training
with the arrow pointing upwards and will be introduced
in the laboratory setting at the end of training session
numbers 6, 7, and 8. Participants are instructed to look at
the cards, employ activation strategies they learned during
the training, and imagine increasing the lighting five to six
times. After this activation task, they solve a riddle appro-
priate for their age and knowledge. For the break, partici-
pants are instructed to practice activation at home at least
once per day prior to a situation that requires sustained
attention, e.g. doing homework. For the rest of the train-
ing sessions, participants are asked to continue practicing
activation at home. Furthermore, they still practice with
the cards at the end of every training session. The 2D and
VR classroom is shown in Fig. 1. An overview of the study
course is presented in Fig. 2.
Positive reinforcement
In both NFT and BFT, an animated teacher in the VR or
2D classroom provides reinforcement via positive audi-
tory feedback if the participant performed successfully in
the past trial. In addition, smileys appear on the black-
board of the classroom to provide positive reinforcement
at the end of every successful trial. Success is calculated
as follows. For the NIRS-based NFT, a baseline is calcu-
lated as the average oxy-Hb signal from the eight dlPFC
channels (four on the left and four on the right hemi-
sphere) in the last 5 s before the start of each trial. For
the EMG-based BFT, the baseline is calculated as the
average normalized EMG output (right musculus supras-
pinatus EMG output minus left musculus supraspinatus
EMG output) in the last second before the start of each
trial. Reinforcement is provided with one smiley when
the participant has spent 60–69% of the time of the sec-
ond half of the trial on the required side of the baseline.
For the NIRS-based NFT, below the baseline is a de-
crease in the oxy-Hb signal from the eight dlPFC chan-
nels, and above is an increase in the oxy-Hb signal from
Fig. 1 2D and VR classroom
Blume et al. Trials  (2017) 18:41 Page 5 of 16
the eight dlPFC channels. For the EMG-based BFT,
below the baseline is an increase in the activity in the
left musculus supraspinatus compared to the right, and
above is an increase in the activity in the right musculus
supraspinatus compared to the left. Analogously, the
participant receives two smileys with 70–79% and three
smileys with at least 80% of the second half of the
trial spent in the required direction. Furthermore,
reinforcement for the second block changes adaptively
with the performance in the first block. If the partici-
pant scored between 40 and 60% success rate in the
first block, the second block will remain exactly like
the first. If the participant achieves lower than a 40%
success rate, the threshold will decrease to .8 stand-
ard deviations (SD) in either direction relative to the
baseline, so that fluctuations in the light are more
sensitive to performance. In addition, the threshold
for receiving smileys would decrease to 50%, 60%,
and 70% of the time that must be spent on the re-
quired side of the baseline, for one, two, or three
smileys, respectively. If the participant scores higher
than a 60% success rate in the first block, the thresh-
old increases to 1.2 SD above and below the baseline,
hence making changes in the lighting, requiring more
relative activation or deactivation. In addition, the
baseline is artificially augmented to be .1 SD above or
below the calculated baseline. Consequently, in order
to receive smileys, the participant has to maintain a stron-
ger activation or deactivation than before. The third block
will be calculated in the same way as the second.
The VR and 2D classroom
In the VR and 2D classroom, every participant is seated
at a virtual table in the second row of a primary school
classroom (see Fig. 1.). Other pupils surround him/her,
and a teacher sits in the front of the classroom at a desk.
Visual, auditory, and mixed distractors such as, for in-
stance, paper planes flying through the room, fellow stu-
dents whispering, or people knocking on the door will
be randomized to occur in 50% of all trials. Their ap-
pearance is balanced between trials and sessions, and
the distractors appear with a distance of at least 60 s be-
tween two distractors.
Token system
Children are rewarded for their participation. At the be-
ginning of the study, they receive a sticker album and
one sticker per test or training session in the course of
the study. If participants report to have trained regularly
with the stimulus cards during the break, they can earn
two more stickers.
Adverse events
Reported adverse events and other unintended effects of
the interventions employed in this study or the trial con-
duct are recorded and discussed with psychologists as
well as child and youth psychiatrists.
Assessments
Culture Fair Intelligence Test 1-R and 20-R
The Culture Fair Intelligence Test 1-R (CFT 1-R) [48] is
a non-verbal intelligence test that can be used for chil-
dren aged 5 years and 3 months to 9 years and 11
months. It consists of five subtests on substitutions,
mazes, classifications, similarities, and matrices. The test
can be applied in a short and a long form that differ in
testing time only, but not in the amount of subtests ap-
plied. The short form will be used in this study. Reliabil-
ity scores for the subtests vary between r = .75 and r
= .90, and reliability for the short form is reported to be
r = .94. Retest reliability with a second measurement
after 2.5 months is r = .90 [48]. For children aged 8 years
and 5 months and older, the Culture Fair Intelligence
Test 20-R (CFT 20-R) [49] is used. The CFT 20-R is a
non-verbal intelligence test consisting of two parts, each
containing four identically constructed subtests on com-
pleting series, classifications, matrices, and topological
reasoning. In this study, the test is applied in its short
Fig. 2 Flow chart showing the course of the study
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version, which consists of only the first of the two parts.
The reliability of the CFT 20-R is r = .92 for the short
version of the test. The retest reliability is adequate, with
r = .85 after 2 months [49]. Hence, both tests show ad-
equate psychometric properties to measure intelligence
in the study sample.
Conners 3rd Edition (Conners 3) - German translation
The German long versions of the Conners 3 for parents
(C3-P) and teachers (C3-T) consist of 108 items for
parents and 112 items for teachers. The Conners 3 tools
assess ADHD symptoms but also learning problems, EF,
peer relationships, and aggression/defiance [42]. Further-
more, the questionnaires contain screener items for anx-
iety and depression. Both versions of the Conners 3 have
adequate psychometric properties for teachers and
parents with good internal consistency for most of the
scales (Cronbach’s α > .85) and acceptable values for the
remaining scales (Cronbach’s α > .70). Test-retest reli-
abilities are also good, with average values of about r
= .85. Consequently, the Conners 3 in its German
version seems to be appropriate to assess the effects of
the intervention administered in this study.
Strengths and Difficulties Questionnaire
The Strengths and Difficulties Questionnaire (SDQ) con-
sists of 25 items and assesses behavioural strengths and
difficulties of children on five scales: prosocial behaviour,
hyperactivity, emotional problems, peer relationships,
and conduct problems [43]. Different versions for
teachers and parents are available and are used in this
study. The factorial structure of the original English
questionnaires was also found for the German transla-
tions (SDQ-Deu) [50]. Psychometric properties for the
German versions are good, with high internal
consistency for the whole questionnaire (Cronbach’s α
= .82) and at least acceptable scores for the subscales
(Cronbach’s α between .58 and .76). The retest reliability
is specified with r = .62 [51]. Consequently, the SDQ-
Deu is an appropriate measure to assess effects of the
therapeutic intervention of this study.
KINDL-R
The KINDL-R questionnaires assess health-related qual-
ity of life (HRQoL) via self-report and parent rating on
six scales: physical and mental well-being, self-esteem,
family, friends, and functional capability in daily life at
school. In this study, the Kid-KINDL-R for children aged
7–13, as well as the Kiddo-Kindl-R for parents of chil-
dren aged 7–13, are applied. Psychometric quality and
overall consistency of the parent questionnaire are good,
with Cronbach’s α = .85 for the total scales and values
ranging between α = .63 and α = .71 for the subscales
[52]. Likewise, psychometric quality of the self-report
questionnaire for children is good, with Cronbach’s α
= .82 for the total scales and values between α = .54 and
α = .73 for the subscales. Hence, the KINDL-R question-
naires constitute a suitable instrument to measure
HRQoL in this study.
Brief Self-Control Scale (SCS-K-D)
The German brief version of the Self-Control Scale (SCS-
K-D) assesses self-control using 13 items [53]. The SCS-
K-D in the version presented by Rauch and colleagues
[53] assesses self-control via parent report. With a retest
reliability of r = .82, the psychometric quality is good. Add-
ing to the parent report, we adapted the questionnaire to
a self-report measure that can be used with children.
Piloting the adapted version of the self-report question-
naire for children, we confirmed its psychometric quality,
as internal consistency was high, with Cronbach’s α = .80.
Consequently, the SCS-K-D is a suitable instrument to as-
sess self-control capacity in the study sample.
Questionnaire on academic self-efficacy
Academic self-efficacy is a concept describing expec-
tations about competences that will be exhibited
when confronted with academic demands. These ex-
pectations are often described from the students’ own
perspectives. The self-report used in this study ques-
tionnaire consists of seven items, and the internal
consistency varies between Cronbach’s α = .70 and .73
due to different measurements [54]. We reworded the
items and piloted them in 34 children aged 8–10. In-
ternal consistency of the adapted scale was similar to
the original scale with Cronbach’s α = .71. Although
psychometric quality is only acceptable, this measure
is regularly and successfully used to assess self-
efficacy in children (see, e.g. [55]).
Behaviour Rating Inventory of Executive Function (BRIEF)
The Behaviour Rating Inventory of Executive Function
(BRIEF) is a set of questionnaires that assess executive
functions of children aged 6–16 (parent and teacherre-
ports) and 11–16 (self-report) [56]. For this study, only
parent and teacher reports are applied. These question-
naires contain 86 items that load on eight subscales of
two main indices. The index ‘behaviour regulation’ sub-
sumes the subscales inhibition, shifting, and emotional
control. The index ‘cognitive regulation’ comprises the
subscales initiate, working memory, plan/organize,
organization of materials, and task-monitoring. The in-
ternal consistency of the teacher and parent question-
naires is very good, with values between α = .79 and α
= .98 [56]. The retest reliability for the parent question-
naires is adequate, with values higher than r = .80 for
most of the scales. The values are more than r = .90 for
the teacher questionnaires.
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Parents’ expectations about the training’s effects
Parents’ expectations about the training’s effects are
assessed using the scale expectations of changes of the
Fragebogen zur Erfassung relevanter Therapiebedigun-
gen (FERT), a questionnaire that assesses relevant ther-
apy conditions [57], in an adapted format. The scale
consists of eight items and has been adapted from
reporting about a person’s own experiences of his or her
therapy to reporting about an intervention that is experi-
enced by the child of the reporting person. The factorial
reliability of the original scale was ρϲ = .94 [57].
Neuropsychological tests assessing executive functions
(EFs), general cognitive abilities, verbal fluency, and
sustained attention
Stop-Signal Task We use the Stop-Signal Task by Ver-
bruggen, Logan, and Stevens [58] to assess response
inhibition. Participants are instructed to react as fast as
possible to a primary stimulus in this paradigm. How-
ever, a stop signal occurs as a secondary stimulus in 25%
of the trials, indicating that the reaction should be inhib-
ited. If the reaction is inhibited correctly, the time
between the presentation of primary and secondary
stimulus is delayed by 50 ms for the next trial. If the re-
action is not inhibited, the presentation of the sec-
ondary stimulus decreases by 50 ms. The range of
delay between presentation of primary and secondary
stimulus is 150–550 ms. The Stop-Signal Task has
been shown to reliably measure response inhibition in
children with ADHD [59].
Corsi Block Tapping Task The Corsi Block Tapping
Task [60] is used in a computerized version from PEBL
[61, 62] in both its forward and backward versions to as-
sess visuo-spatial working memory capacity. Participants
are asked to remember a series of locations that are pre-
sented on a computer screen. At the beginning of each
trial, the participant sees nine blue blocks on the screen.
Then one block after another lights up in yellow for
1000 ms until the sequence length is reached. Starting
with a sequence length of 2, the task consists of two tri-
als with the same sequence length presented to the par-
ticipant. If at least one sequence of the two is replicated
correctly by clicking on the blocks on the screen with a
mouse, the sequence length increases by 1 for the next
block. In the backward task, the subject must click the
blocks in the reverse order of presentation. If both tasks
are not replicated correctly, the test ends. Interstimulus
intervals (ISIs) and intertrial intervals are set to
1000 ms. Data on the psychometric quality of the test
are available for a version using three items for each
sequence length. The reliability of this version is high,
with r = .95 [63].
Digit span task (WISC-IV) The digit span task from
the Wechsler Intelligence Scale for Children (fourth edi-
tion) (WISC-IV) [64], in both its forward and backward
versions, is used to assess verbal working memory. Reli-
ability of the digit span task is reported to be r = .76 for
the backward and r = .84 for the forward version [64].
Hence, the digit span task from the WISC-IV is an ap-
propriate instrument to measure verbal working mem-
ory in the study sample.
Verbal fluency task (VFT) The verbal fluency task
(VFT) used in this study was developed in the research
group Psychophysiology and Optical Imaging at the
Department of Psychiatry and Psychotherapy of the Uni-
versity of Tübingen and is based on the Regensburger
Wortflüssigkeits-Test (RWT) [65]. Data from a NIRS
measurement are recorded while the participant com-
pletes this task to assess differences in cortical brain ac-
tivation resulting from the therapy. The VFT assesses
semantic and phonetic fluency as well as semantic mem-
ory and consists of three blocks with three different
tasks in every block. Every task is 30 s long and is
followed by a resting phase of 30 s. In the first task
(phonetic fluency), participants are instructed to name
nouns beginning with a given letter. They are instructed
not to name proper names and they are not allowed to
name a series of compound words in which one of two
words always remains the same such as in bird bone,
bird bath, bird call, for instance. One of the following
sets of letters is randomly assigned to each of the three
measurements: E, P, G, A, F, M, and K, H, R. Further-
more, the sequence of the letters is randomized to pre-
vent sequence effects. The difficulty of finding nouns
beginning with a specific letter is balanced between the
groups. For the second task (semantic memory), that is,
the control task, participants are instructed to name the
days of the week starting with Monday, and to name ap-
proximately one day per second. In the third task (se-
mantic fluency), participants are instructed to name
nouns belonging to a given category. To each measure-
ment, one group of categories, either ‘animals, profes-
sions, drinks’, ‘colours, clothes, hobbies’, or ‘fruits, sports,
toys’, is assigned randomly. The sequence of the categor-
ies is randomized, and the difficulty of the categories is
balanced between the sets of words. On the behavioural
level, reproducibility of the VFT is good, with r = .70
within a 3-week time interval [66]. Reproducibility of
brain activity as measured with fNIRS was acceptable,
with r = .50 at a single subject level [66]. Hence, the
VFT, as it is used in this study, can be expected to be an
appropriate instrument to measure semantic and phon-
etic fluency as well as semantic memory and corre-
sponding task-related brain activity in the study sample.
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n-back task The n-back task used in this study was
developed in the research group Psychophysiology and
Optical Imaging at the Department of Psychiatry and Psy-
chotherapy of the University of Tübingen. The task as-
sesses working memory and consists of three different
conditions: a 0-back, a 1-back, and a 2-back task. The tasks
are presented to the participants in nine blocks, i.e. three
blocks per condition containing 15 trials each, with a 20-s
resting phase between active blocks. The stimulus duration
is set to 300 ms, and the ISI to 1700 ms. In the 0-back task,
participants are instructed to press the space bar as quickly
as possible whenever they see a certain stimulus. In the 1-
back task, they should respond with the space bar when
any stimulus appears twice in a row. In the 2-back task,
participants are instructed to press the space bar as quickly
as possible whenever the current stimulus and the second
last are the same. Target stimuli always constitute 4 out of
the 15 presented stimuli in each block, and blocks are pre-
sented in a randomized order. In order to construct an
age-appropriate version of the n-back task, stimuli are in
image form, i.e. a moon, ball, or house. Before the actual
test begins, participants practice every condition. The con-
ditions used for testing contain different symbols than the
ones used in the actual test. Data from a NIRS and an EEG
measurement are recorded while the participant accom-
plishes this task to assess differences in cortical brain acti-
vation resulting from the therapy.
Go/NoGo task The Go/NoGo task used in this study
was adapted to pictorial form from a version developed
by the research group of Psychophysiology and Optical
Imaging at the Department of Psychiatry and Psycho-
therapy of the University of Tübingen. The task assesses
response inhibition and consists of eight blocks with 16
trials each. The ISI is fixed to 1150 ms, and all stimuli
are presented for 350 ms. Four of the eight blocks con-
sist of go-trials only; hence, participants are instructed
to press the space bar as quickly as possible whenever
they see a stimulus, i.e. randomly one of three different
pictures, on the computer screen. The other four blocks
are designed with 12 go- as well as 4 no-go-trials. Partic-
ipants are instructed to press the space bar as quickly as
possible whenever they see a go-stimulus, but to inhibit
the reaction when a no-go-stimulus, i.e. a fork, appears
on the screen. Blocks with only go-trials and blocks con-
sisting of mixed trials follow each other in an alternating
order, separated by a resting block of 30 s. Data from a
NIRS and an EEG measurement are recorded while the
participant accomplishes this task to assess differences
in cortical brain activation resulting from the therapy.
Matrix span task (WISC-IV) The matrix span task,
taken from the WISC-IV [64], assesses general cognitive
abilities. The reliability of the matrix span task is
reported to be r = .89 [64]; hence, it is an appropriate in-
strument to measure general cognitive abilities in the
study sample.
Sustained attention The Conner’s Continuous Perform-
ance Test (CPT) from PEBL [61, 67] is used to assess
sustained attention and response inhibition. This test
presents 360 letters with a size of one inch to the partici-
pant one at a time on a computer screen. The letters are
presented in 18 blocks with 20 letters each, and the
blocks follow each other consecutively. The duration of
the presentation of a letter is approximately 250 ms,
while the ISI varies between 1.0, 2.0, and 4.0 s. Within
every triplet of blocks, the length of the ISIs is randomly
distributed. Participants are instructed to always press
the space bar as quickly as possible as soon as a letter
appears. However, when the letter X appears, the space
bar must not be pressed. The relative occurrence of an
X, which remains constant across all blocks and triplets,
is fixed at 10%; hence, in 90% of all letters presented, it
is any letter but an X. The test-retest reliability of the
Conner’s CPT is good, with values ranging between r
= .55 and r = .84 [67]. Consequently, the Conner’s CPT is
an appropriate test to measure sustained attention as
well as response inhibition in the study sample.
Academic performance
Mathematics The Lernverlaufsdiagnostik Mathematik
für zweite bis vierte Klassen (LVD-M 2–4) assesses math
performance in German primary schoolchildren from
Grades 2–4 [68]. Every participant receives a math test
consisting of 24 tasks randomly selected at every meas-
urement. Reliability has been estimated and ranges
between r = .79 and r = .92 [68]. In correlation analyses
with other German math tests such as the DEMAT
[69–71], validity has been demonstrated. Hence, this
test can reliably assess math performance in the study
sample.
Reading and writing The Lese- und Rechtschreibtest
(SLRT-II), an advanced version of the Salzburger Lese-
und Rechtschreibtest (SLRT), is used to assess reading
and writing skills in schoolchildren from Grades 1 to 5
(1–6 for the subtest for reading). Two parallel versions
are available. The reliability coefficients for the parallel
tests for reading skills range between r = .90 and r = .98.
For the tests of writing skills, the interrater reliability is
very high, with r = .998. The test-retest reliability for the
writing test is between r = .80 and r = .97 with the sec-
ond measurement taken 5 weeks after the first. Parallel
test reliabilities range between r = .69 and r = .85 for
Grades 1–4. Hence, both tests show good quality criteria
and can be applied in this study.
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Neurophysiological and other physiological measures
Electroencephalogram (EEG) EEG data are collected
using 22 EEG channels positioned according to the
international 10–20 system. Two channels of the actiCap
system (Brain Products GmbH, Germany) are used to
detect horizontal eye movements and are attached
1.5 cm lateral to the outer canthus of both eyes. One
additional electrode is used to detect vertical eye move-
ment and is attached 1.5 cm below the middle of the
right lower eyelid.
Near-infrared spectroscopy (NIRS) NIRS is an optical
imaging technique examining the blood oxygenation
level-dependent (BOLD) response of brain tissue. Light
from the near-infrared spectrum (700–1000 nm wave-
length) can penetrate the skull and is mainly absorbed
by the two chromophores oxygenated haemoglobin
(oxy-Hb) and deoxygenated haemoglobin (deoxy-Hb).
As the two chromophores differ in their absorption
maxima, variations of the concentration of both types in
the brain tissue can be derived [72]. Due to neurovascu-
lar coupling, changes in concentration of oxy- and
deoxy-Hb occur in response to cortical activation [72–
74]. Hence, oxy- and deoxy-Hb provide information
about brain activity in respective areas [72–74]. In the
present study, data are acquired with the ETG-4000 Op-
tical Topography System (Hitachi Medical Co., Japan),
which is a continuous wave system working with two
different wavelengths (695 ± 20 and 830 ± 20 nm) and a
temporal resolution of 10 Hz, using a 44-channel array.
Relative changes of absorbed near-infrared light are
transformed into concentration changes of oxy-Hb and
deoxy-Hb by means of a modified Beer-Lambert law.
The 28 NIRS optodes (14 light sources (emitters), 14
detectors) are arranged in a combined NIRS/EEG cap
designed to function with the Oculus Rift HMD Devel-
opment Kit 2. The caps are individually localized by the
EEG channels FCz and Cz according to the 10–20 sys-
tem [75]. In order to assign NIRS channels that are situ-
ated in between adjacent pairs of emitters and detectors
to their corresponding cortical regions, a spatial registra-
tion method of NIRS channels is applied [76]. In order
to normalize the combined EEG/NIRS caps for children
aged 6–10, we used the neuronavigation data of a 9-
year-old girl normalized with the average brain from this
age range, taken from the Template-O-Matic project
[77]. A cap for a combined EEG/NIRS measurement
from a previous study was placed on the girl's head.
Using neuronavigation [78], optode and channel posi-
tions together with their corresponding cortical projec-
tion points on the head were obtained. The resulting
coordinates from the neuronavigation were transferred
to the standard Montreal Neurological Institute (MNI)
space. Mapped on a virtual brain template, caps for
combined EEG/NIRS measurements were customized
with maximum coverage of the bilateral dlPFC (Brod-
mann areas 9, 46) that are used as feedback channels in
the NIRS-based NFT of this study. See Fig. 3 for the
alignment of the NIRS channels on the cortex surface.
Hence, seven emitter and seven detector optodes are
spread over prefrontal, central, temporal, and parietal
areas of each hemisphere. The emitter-detector distance
is 3 cm; we also employ one temporal channel on each
hemisphere with a short-optode distance of 1 cm that
can be used in later analysis for artefact removal (muscle
artefacts as related to biting, for instance, as well as skin
perfusion artefacts or other extra-cerebral signal
components).
Electromyogram (EMG) EMG data are collected using
the BrainAmp EEG system by Brain Products. Two elec-
trodes placed on the surface of the skin, bilaterally on
the subjects’ supraspinatus muscles, measure the ratio of
muscle tension between the right and left supraspinatus
muscle. Reference electrodes placed on both mastoids
complete the setup for the measurement. The value cal-
culated by subtracting the normalized muscle tension of
the left supraspinatus muscle from the normalized
muscle tension of the right provides the feedback.
Higher tension on the right will be equated to ‘activa-
tion’, higher tension on the left to ‘deactivation’.
Accelerometer In this study, accelerometers are used to
objectively measure motor hyperactivity at the non-
dominant wrist, hip, and ankle at pre-, post-, and follow-
up measurement as well as during every training session.
The accelerometer used in this study is the wGT3X+
by the company ActiGraph. This device measures ac-
celeration on the vertical, horizontal, and perpendicular
axes with a range of −6 to +6 g (g = gravitational force).
This small and very light sensor (5.6 cm × 3.3 cm ×
1.5 cm; 19 g) is fixed to the waistband using a light belt or
a clip. Furthermore, the ECGMove 3 (see below for a de-
scription of the device) measures acceleration of the torso.
Fig. 3 Alignment of the NIRS channels on the cortex surface. The
eight channels from which the feedback signal is computed are
marked in red
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Heart rate variability Data from the electrocardiogram
(ECG) are collected during every training session using
the very light sensor ECGMove 3 (from Movisens) with
a size of 62.3 mm × 38.6 mm × 11.5 mm. The sensor is
fixed with two Ag/AgCl cup electrodes to the skin below
the sternum. Heart rate variability can then be calculated
from the ECG data.
Motivation
Before the start of every training session, the participants
are asked to complete a questionnaire consisting of six
items that assess motivation. The questionnaire was de-
veloped at the LEAD Graduate School & Research Net-
work of the University of Tübingen. Motivation for the
training session is operationalized in four dimensions:
effort (i.e. “I will make an effort to do well in the training
today”), joy (i.e. “I am looking forward to today’s training
session”, “I only came to training because I had to”),
value attributed to the training session (i.e. “I am con-
vinced that this training session is important for me”),
and importance of showing a good training performance
(i.e. “It is important for me to show a good training per-
formance”, “I am disappointed when I do not succeed in
switching the lighting in the classroom on and off”).
Time points of assessments
The first assessment (t−1) takes place in order to check
for all relevant inclusion and exclusion criteria. Zero to
two weeks before the first training session, two baseline
measurements of all relevant variables take place (t0).
Medication washout is required for one of the two test
sessions in which neuropsychological and neurophysio-
logical measurements are applied. For an overview of
the variables assessed under medication washout, see
Fig. 4. After eight training sessions, ADHD symptoms
are assessed in a midway test (t1). Zero to two weeks
after the last training session, a post-test measurement
of all relevant variables, again under medication washout
for one of the two sessions, takes place (t2). Six months
after the last training session, all relevant variables are
again assessed in a follow-up test (t3).
For an overview of the tests, questionnaires, and
methods employed at different time points in the study,
see Fig. 4, which was designed in accordance with the
standard protocol items for clinical trials [39, 40].
BRIEF Questionnaire assessing executive functions,
C3-P Conners 3 parent questionnaire (long form), C3-T
Conners 3 teacher questionnaire (long form), CFT Cul-
ture Fair Test, CPT Conner’s Continuous Performance
Test, FERT Questionnaire to assess relevant therapy
circumstances, HRV heart rate variability, KINDL-R
Questionnaire to assess HRQoL, LVD-M 2–4
Curriculum-based assessment of mathematics skills for
Grades 2–4, SCS-K-D Brief Self-Control Scale, SDQ-
Deu Strengths and Difficulties Questionnaire, German
version, SLRT-II Comprehensive assessment of reading
and writing skills of children,VFT Verbal fluency task
Primary outcome measures
Mean group scores of every condition will be calculated
for all primary outcome measures. The C3-P and C3-T
[42] assess ADHD symptoms as rated by parents and
teachers at pre- (t0), midway (t1), post- (t2), and follow-
up test (t3), hence allowing us to assess changes within
and between conditions from pre- to midway, from
pre- to post-, and from pre- to follow-up test. Further-
more, at pre- (t0), post- (t2), and follow-up test (t3),
brain activity, i.e. the mean levels of oxy-Hb and deoxy-
Hb at various channels across different cortical areas, is
assessed using fNIRS data as well as EEG data from the
n-back task assessing working memory, the Go/NoGo
task assessing response inhibition, and the VFT assessing
general brain activity. Consequently, changes within and
between conditions in brain activity from pre- to post-,
and from pre- to follow-up test can be assessed. In
addition, behavioural data (i.e. mean reaction times, mean
reaction time variability (SD), and the mean total number
of commission and omission errors) are obtained from the
n-back task and the Go/NoGo task at pre- (t0), post- (t2),
and follow-up test (t3), hence allowing us to assess
changes from pre- to post-, and from pre- to follow-up
test within and between conditions.
Secondary outcome measures
Mean group scores of every condition will be calcu-
lated for all secondary measures. Secondary outcome
measures assess diverse constructs at pre-test (t0),
post-test (t2), and follow-up test (t3), hence allowing
us to compare changes within and between conditions
from pre- to post-test and from pre- to follow-up
test. Children’s HRQoL is assessed using the KINDL-
R questionnaires for parents and children. Parents’
satisfaction with as well as their expectations about
the intervention’s effects are assessed using the FERT
questionnaire [57]. Children’s mathematics, reading,
and writing skills are assessed using the LVD-M 2–4
[68] and the SLRT-II [79]. Children’s self-control and
academic self-efficacy are assessed using the SCS-K-D
and a scale by Schwarzer and colleagues [54] in both
a version for parents and one for their children. Ex-
ecutive functioning is furthermore assessed using a
digit span task [64] (verbal working memory), the
Corsi Block Tapping Task [62] (visuo-spatial working
memory), and the BRIEF [56], a questionnaire handed out
to parents and teachers. Sustained attention is assessed
using the Conner’s Continuous Performance Test [61, 67],
and response inhibition is assessed using the Stop-Signal
Task [80]. General cognitive ability is assessed using the
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matrix span task [64]. Moreover, activity data are collected
with actigraphs measuring acceleration on the vertical,
horizontal, and perpendicular axes with a range of −6 to
+6 g (g = gravitational force). Heart rate variability, as calcu-
lated from the ECG, as well as the motivation for every
training session, as assessed with a self-report questionnaire
for the children, serve as secondary outcome measures.
Statistics
Calculation of the sample size The sample sizes for the
two analytical approaches were calculated using G
Power version 3.1.9.2. Firstly, we calculated the sample
size that is required in order to yield a significant effect
of treatment within conditions. We expect appropriate
Fig. 4 SPIRIT figure presenting an overview of the tests, questionnaires, and other methods employed at different time points in the study. 1If
participants are assigned to one of the conditions receiving a NIRS-based NF training. 2If participants are assigned to the condition receiving an
EMG-based BF training. 3These tests/questionnaires were developed in the departments of the authors of this study. *Data collection requires
medication washout
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effect sizes to range between those known for within
and between designs, hence expecting an effect size of
ES = .69 [26] with a predefined α of .05 and a power of
at least .80. Using a one-tailed t test due to directed hy-
potheses, the study requires at least 15 subjects per
group, assuming a post- versus pre-effect, or at least 27
subjects, assuming treatment versus passive waiting con-
trol group effect. Secondly, we calculated the sample size
that is required for a repeated measures analysis of vari-
ance (ANOVA) with three groups and two measurement
dates in order to be able to detect effects of at least
small to medium effect sizes. Hence, assuming an ES of
.35, a predefined α of .05, a power of at least .80, and a
correlation of .5 between repeated measures results in a
total sample size of 84, that is, 28 per group. Conse-
quently, taking into consideration the results of our first
and second analyses, we aim for 30 participants per group.
Statistical evaluation of the results For all outcome
variables, we will conduct repeated measures ANOVA as
well as post hoc tests. Accelerometer data will be ana-
lysed using support vector machines (Kühnhausen J,
Brefeld U, Reinelt T, Gawrilow C: Using accelerometers
to predict ADHD diagnoses in children, submitted) to
monitor the presence of symptoms of hyperactivity. In
the case that data will not be normally distributed, ad-
equate non-parametric tests will be applied.
All data from questionnaires completed by partici-
pants, parents, and teachers who adhered to the study
protocol will be included in the analyses; this also in-
cludes data from participants or informants who left the
study at a certain point of time during the course of the
study, i.e. after the midway test (t1) or after the post-test
(t2). If data from (neuro-) psychological tests are missing,
respective data from all following measurements will
also be excluded from the analyses, as learning effects
are expected due to participation in the respective as-
sessments. Furthermore, data from each participant will
be analysed in the participant’s respective condition (i.e.
as randomized). If data from certain items of the ques-
tionnaires are missing, we will apply appropriate proce-
dures to deal with missing values as suggested in the
manual of the respective questionnaire.
Data security and storage All data are acquired and
stored using anonymous codes. Codes and correspond-
ing real names are noted on a code list stored in a
lockable cupboard that can only be accessed by staff
members of the project. The code list will be
destroyed after the data collection, including follow-
up tests, is finished. All data collected will be deleted
after ten years from their first publication. No data
monitoring committee is required for this study, as
this is not a multicentre study.
Discussion
We presented an innovative study design and protocol
of a randomized controlled trial (RCT) with NIRS-based
neurofeedback training in children with ADHD. First,
this study aims to investigate the specific effects of
NIRS-based NFT compared to effects of EMG-based
BFT on children with ADHD. Both variants of the train-
ing are conducted in a VR classroom environment.
Second, we aim to compare differential effects of NIRS-
based NFT in a 2D and a VR environment. Third, this
study examines effects of NIRS-based NFT and EMG-
based BFT on self-control as well as on school perform-
ance of children with ADHD.
There are already promising findings providing evi-
dence for the efficacy of NIRS-based NFT in children
with ADHD in the scope of a pilot study [27]. The study
presented here now aims to further examine the findings
in a comprehensive design. An active control condition
receiving an EMG-based BFT will serve to differentiate
specific as well as unspecific effects of the interventions.
In addition to strong ethical concerns and poor compli-
ance to treatment in NFTs using sham feedback as a
control condition [30, 31], a control condition receiving
a sham feedback is not adequate to approach this ques-
tion. NFT and BFT for ADHD treatment generally train
self-regulation in different domains [22, 81] in the fash-
ion of an operant conditioning paradigm. On the one
hand, participants acquire self-regulation skills that allow
control of a specific endogenous parameter, namely
brain activation. On the other hand, they learn to self-
regulate behavioural conditions such as being attentive,
sitting still, and enduring boredom. Therefore, we expect
NFT as well as BFT to yield the same degree of effects
in the latter domains, while only the acquisition of self-
regulation skills related to the specific endogenous par-
ameter will yield unique effects on ADHD symptomatol-
ogy. Hence, comparing the effects of a NIRS-based NFT
in the VR setting and those of an EMG-based BFT in
VR in this study will illustrate the proportion of specific
effects as well as effects common to both interventions.
With the study design presented, we furthermore aim
at examining whether an NFT in a naturalistic VR set-
ting might yield greater effects than an NFT in a 2D set-
ting. From a theoretical point of view, both the
acquisition of self-regulation skills in the laboratory and
their transfer to everyday life situations (e.g. a classroom
setting) might be facilitated by training in a naturalistic
VR environment [34]. The VR environment elicits
psychological and behavioural responses that would
similarly occur in real life [34]. As these responses occur
within a therapeutic setting, they provide the starting
point for behavioural and psychological interventions
[34]. Transfer of skills acquired in the training is further-
more facilitated due to the high degree of realism of the
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training setting [35]. In addition, training motivation has
been identified as an important moderator of the efficacy
of cognitive training, as it fosters cognitive control and
prefrontal activity [35]. Training motivation may be in-
creased by a personalized context that links the goals of
the training to everyday life [35]. Hence, as a naturalistic
VR environment, such as a VR classroom, links goals of
the training to a real-life situation, we should expect
NFT and BFT taking place in a naturalistic VR environ-
ment to yield larger effects than training in 2D. The
present study will investigate whether effects of a NIRS-
based NFT are larger when the training is conducted in
a naturalistic VR environment compared to a 2D setting.
Children with ADHD experience poor school perform-
ance [6–8] as well as a core deficit in self-control [3],
that is, “the deliberate, conscious, effortful subset of self-
regulation” [82]. However, aspects often neglected in
prior studies include the effects of NFT and BFT on self-
control and school performance. Depicting NFT and
BFT as interventions that train the exertion of self-
regulation in two domains, namely self-regulating an en-
dogenous parameter and self-regulation of behaviour, it
seems plausible to expect effects on and to assess self-
control while investigating effects on the self-regulation
of brain activity and behaviour. Furthermore, as poor
school performance is related to difficulties in behaviour,
EF, and self-control [8], and both NFT and BFT have
been shown to improve behaviour and EF (e.g. [83, 84]),
we should expect all three interventions administered in
this study to improve school performance. Hence, it is
vital to assess the effects of a NIRS-based NFT and an
EMG-based BFT on school performance.
The present study is limited in that participants,
parents, and the trainers administering the intervention
are not blinded — even though an official debriefing of
parents and children as well as communication of indi-
vidual results will only take place after finishing the
study, hence, after the follow-up test is completed. First,
participants, parents, and trainers are not blinded due to
time constraints that make it impossible to use both the
NIRS machine and the EMG equipment simultaneously.
Second, participants either wear or do not wear the
HMD, and hence they will know whether it is the 2D or
VR condition they belong to. Third, as measurements
during training sessions require constant observation of
the data being recorded, it is impossible to blind trainers
for the kind of intervention administered. However, par-
ticipants, parents, and trainers are informed that every
participant receives a potent intervention. Hence, we
hope that bias is reduced to a minimum.
We have presented the design and protocol for a ran-
domized controlled trial on a NIRS-based NFT in a VR
classroom for children with ADHD. In addition to asses-
sing the effects of an NFT using this relatively new
technology, and besides the fact that this is, to our
knowledge, the first study examining differential effects
of an NFT in children with ADHD in a 2D and a VR set-
ting, we add the assessment of concepts that have rarely
been considered in prior NFT studies to established
measures.
Trial status
The trial is ongoing.
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