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RÉSUMÉ 
Ce travail de recherche présente une nouvelle approche qut v1se à faire de la 
radiolocalisation dans un environnement interne variable dans le temps ou dynamique, en 
utilisant une technique basée sur l'extraction des signatures de la réponse impulsionnelle du 
canal (CIR). Cette dernière est générée par une simulation de l'environnement, en utilisant un 
logiciel prédéfmi, en fonction de la position de 1 'usager. Un réseau de neurones artificiels 
(ANN) est utilisé comme algorithme de jumelage. 
La technique basée sur les signatures utilisée donne de meilleurs résultats dans un canal 
de propagation statique. Mais en réalité, le canal de propagation est dynamique, et par 
conséquent, cette technique souffre d'une dégradation de la précision et affecte la 
performance du système de localisation. 
Dans ce projet, on a essayé de limiter cette dégradation et se rapprocher davantage de la 
localisation réelle, en prenant en considération l 'effet du dynamisme du canal sur les 
paramètres de localisation. On a défini, à cette fm, un logiciel qui sera capable de simuler un 
environnement interne et donner la réponse impulsionnelle du canal sans fil. On a identifié, 
aussi, l'état dynamique comme une représentation deN états statiques. Le logiciel prédéfini 
générera la réponse impulsionnelle du canal en fonction de l'emplacement de l'usager dans 
ces N états statiques, représentant les différentes situations du canal de propagation. 
Par la suite, des paramètres pertinents sont extraits de l'ensemble des CIRs obtenus, afm 
de construire la base des signatures, qui sera utilisée avec des algorithmes existants pour 
localiser un usager dans un canal variable dans le temps. 
Les résultats obtenus montrent une efficacité remarquable et permet d'avoir une 
précision de localisation presque identique à celle obtenue dans un canal statique. 
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ABSTRACT 
This study introduces a new approach to the radiolocation in an internai time-varying or 
dynamic environment, using a technique based on the extraction of signatures from the 
channel impulse response (CIR). This latter is generated by a simulation of the environment, 
using a pre-defined software, depending on the position of the user. An artificial neural 
network (ANN) is used as a matching algorithm. 
The technique based on the signatures used gives the best results in a static propagation 
channel, but in fact, the propagation channel is dynamic. Therefore, this technique suffers 
from accuracy degradation and affects the localization system performance. 
In this project, we try to limit this degradation and get closer to actuallocalizing, by 
taking into account the effect of dynamic channel on the location parameters. We define, for 
this purpose, a pro gram that will be capable of simulating the internai environment and give 
the impulse response of wireless channel. We identify here the dynamic state as a 
representation of N static states. The software will generate the predefined channel impulse 
response as a function of the location of the user in these N static states, representing 
different situations of the propagation channel. 
Then, the relevant parameters are extracted from all CIRs obtained in order to build the 
signature database, which in tums will be used with existing algorithms to localize a user in a 
time-varying channel. 
Results show remarkable effectiveness and provide location accuracy almost identical to 
that obtained in a static channel. 
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CHAPITRE 1 
INTRODUCTION AU MÉMOIRE 
1.1 INTRODUCTION 
La localisation est l'un des sujets les plus importants dans la recherche et le 
développement des réseaux radio-mobile. La localisation d'une unité mobile ou d'un terminal 
peut être obtenue par satellites (par exemple en utilisant le GPS, Global Positioning System) 
ou par un système radio. Alors que dans le premier cas, un ou plusieurs dispositifs 
supplémentaires doivent être intégrés dans le terminal, ce qui le rend plus complexe et plus 
coûteux. Ce problème est surpassé depuis que le service des réseaux radios est utilisé. La 
radiolocalisation est la seule méthode appropriée dans les milieux internes où les signaux de 
satellites ne sont pas disponibles. 
Dans les systèmes sans fil, la localisation est réalisée par l'estimation des paramètres de 
propagation radio lié à l'emplacement de l 'unité mobile. Ces paramètres sont obtenus par 
l'échange des signaux radios avec N stations de base fixes ou points d'accès (APs), qui sont 
placés dans des positions connues. Les paramètres de propagation typiques sont: les 
puissances des signaux reçus (RSS), les angles d'arrivée (AOA) des signaux, les temps 
d'arrivée (TOA) des signaux et les différences de temps d'arrivée (TDOA) des signaux. La 
relation entre ces paramètres et la position de la station mobile (MS) peut être donnée soit par 
des modèles analytiques ou par des mesures réelles sur le terrain. Ces mesures sont exploitées 
pour évaluer les distances MS-AP, cette étape est appelée « Ranging ». La localisation est 
alors obtenue par tri-latération (c. à d. N = 3) en utilisant uniquement le nombre minimum de 
points d'accès, ou par la multi-latération (c. à d. N> 3) pour augmenter la robustesse de la 
méthode. 
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La localisation interne (indoor localization) est toujours un problème ouvert dans les 
communications sans fil [ 1 ], en particulier dans les réseaux de capteurs sans fil [2] [3]. Les 
techniques de localisation dans les environnements internes confronte deux défis majeurs: (i) 
les trajets multiples dus à la diffusion, qui rend la voie directe difficile à identifier, limitant 
ainsi l'utilisation des méthodes d'estimation de la distance basée sur TDOA, (ii) la perte de 
propagation (PL) due à plusieurs facteurs et phénomènes aux niveaux de transmission et des 
caractéristiques de l'environnement interne, limitant ainsi les méthodes d'estimation de la 
distance basé sur RSS. 
Dans les deux types d'algorithmes, TDOA et RSS, les nœuds peuvent estimer leur propre 
emplacement par rapport à plusieurs nœuds fixes agissant en tant que transmetteurs. Cela se 
fait souvent en estimant les distances vers les nœuds fixes et par la suite utiliser la 
triangulation pour l'estimation de la position. 
L'estimation de la TDOA se fait soit par l'estimation du temps aller-retour du signal [ 4], 
par la transmission de séquences d'apprentissage spécifiques (training sequences) [5], ou tout 
simplement en détectant le premier pic du signal reçu [6]. 
Les communications à bande ultra-large (Ultra-wide band) sont spécifiquement adaptées 
pour l'estimation de la distance TDOA en raison de la large bande passante disponible [7]. 
De nombreuses publications discutent l'estimation de la distance basée sur RSS. Le travail 
présenté dans [8] donne un aperçu complet d'une mise en œuvre effective en utilisant les 
hotspots WiFi dans un réseau d'auto-configuration. 
Une autre technique décrite dans [9] est l'utilisation des signatures spatiales pour la 
localisation. Cependant, celle-là nécessite de multiples antennes au niveau des nœuds et une 
base de données de l'emplacement spatial. Cette technique est liée à des exigences 
spécifiques d'antennes. 
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1.2 PROBLÉMATIQUE 
Dans un environnement statique, l'utilisation d'une technique de pnse d'empreintes 
digitales en liaison avec un réseau de neurones artificiels donne une précision de localisation 
satisfaisante [ 1 0]. 
Dans un milieu interne, et en raison de sa nature avec la présence de plusieurs obstacles, 
une ligne de vue (LOS) entre l'émetteur et le récepteur n'existe pas toujours, ce qui résulte de 
la propagation du signal par trajets multiples (ou multi-trajets). 
Dans un canal à multi-trajets, les stgnaux transmis subissent des phénomènes de 
réflexion, réfraction, et de diffraction qui causent la réception de plusieurs copies différentes 
du signal émis atténuées, déphasées et retardés dans le temps qui peuvent s'additionner d 'une 
manière destructive ou constructive. Dans ce cas, la technique de localisation basée sur les 
signatures donne de meilleurs résultats que celles basées sur la triangulation ( e.g. techniques 
basées sur RSS, AOA et TOA/TDOA) à cause que les trajets multiples sont utilisés dans la 
première comme information constructive. Cela est généralement vrai dans un canal statique 
(c'est-à-dire pendant la prise des mesures, rien ne bouge dans le canal, et l 'état du canal est 
presque identique pour tous les points de mesure). Tandis qu'en réalité, le canal de 
propagation est dynamique, et les propriétés du canal varient dans le temps. Et par 
conséquence, la technique des signatures souffre des dégradations de précision de 
1 ocalis a ti on. 
1.3 HYPOTHÈSE ET OBJECTIFS 
L'objectif principal de ce projet est de trouver une solution avantageuse pour contrer les 
dégradations de précision de localisation due à la variation temporelle du canal. Pour 
s'approcher de notre objectif, et pour limiter la dégradation de performance du système de 
localisation due à cette situation, nous avons réparti notre travail de recherche sur sept étapes: 
1. Définition d'un logiciel (Ray tracing ou autre existant dans les universités ou dans les 
centres de recherche) capable de simuler un environnement interne et générer la réponse 
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impulsionnelle (CIR) du canal de propagation sans fil, en fonction de la position de 
l'usager. 
2. Conception de l'environnement désiré et prendre un état statique pour la simulation. Puis, 
en déplaçant le récepteur (l'usager) à chaque 50 cm ou lm par exemple, déterminer les 
CIRs de ses différentes positions. 
3. Changer l'environnement statique en dynamique, en ajoutant plusieurs usagers et/ou des 
objets réflecteurs dans le canal, suivant un nouvel état et déterminer les nouvelles CIRs 
des différentes positions de l'usager. 
4. Modifier les positions des objets réflecteurs et ré-déterminer les nouvelles valeurs de 
CIRs. 
5. Construire la base des signatures à partir des mesures de CIRs obtenues des différentes 
positions de l'usager (récepteurs) suivant les différents états étudiés. 
6. Utiliser des algorithmes de localisation existants et faire de la localisation d'un usager 
dans un canal dynamique variant dans le temps. 
7. Création d 'une interface graphique de localisation montrant le déplacement d'un usager, 
avec ses positions exactes et estimées, dans un plan donné. 
Les différentes étapes du projet sont illustrées dans le schéma bloc ci-dessous (figure 1.1). 
Wireless lnsite 
Conception de 
l'environnement 
~-------------------1 Rassemblement des bases 
de données Détermination de h(t), bases de données 
Etat 1: Statique => 80_1 [ 26û • 10 • 4] 
Etat 2: Dynamique => BD_2 [ 260 * 10 * 4] 
Etat 3: Dynamique modifié=> BD _3 [ 26D • 10 • 4 ] 
Path# <p(deg) ~(s) P(dbm) 
Tableau des positions des récepteurs 
(X , Y) 
Réseau de 
neurones 
artificiel (ANN) 
780 . 2 
Localisation 
Apprentissage 
Test 
Path# <p(deg) T(s) P(dbm) 
780. 10 . 4 
Extractions des 
paramètres pertinents 
Tableau des paramètres pertinents 
! 't",.ms 0max p ~1 °rl N 
780 . 7 
Figure 1.1 Structure de l'approche proposée. 
1.4 STRUCTURE DU MÉMOIRE 
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Ce mémoire traite la radiolocalisation dans un environnement inteme ayant un canal de 
propagation dynamique. Le défi principal de ce travail est de trouver une solution 
avantageuse pour contrer les dégradations de précision de localisation due à la variation 
temporelle du canal. Les techniques de radiolocalisation, le type d'empreinte et l'algorithme 
de jumelage utilisés, et les différents résultats sont ainsi présentés. 
Le second chapitre présente le concept de la radiolocalisation et son importance. Les 
principales techniques de radiolocalisation et leurs performances sont ainsi discutées. Le 
troisième chapitre décrit l'outil de modélisation électromagnétique utilisé (Wireless Insite) 
dans notre travail et son implémentation (conception du milieu de localisation dans lequel les 
simulations vont être effectuées, le choix du modèle de propagation, les antennes émetteurs et 
récepteurs avec la forme d'onde associée, etc.). Le quatrième chapitre porte sur la partie 
radiolocalisation. La technique de radiolocalisation utilisée dans le présent travail est d'abord 
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décrite. Dans ce chapitre, l' information d'empreinte, l 'algorithme de jumelage, l'architecture 
et le fonctionnement du réseau de neurones choisis, sont présentés. Le cinquième chapitre 
présente et analyse les résultats de localisation effectués. Enfm, une conclusion générale 
récapitule tous les résultats obtenus et présente les avantages et les limites du concept 
proposé, avec les différentes améliorations et prolongements possibles. 
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CHAPITRE2 
LES PRINCIPES DE LA RADIO LOCALISATION 
2.1 INTRODUCTION 
La radiolocalisation ou géolocalisation, est un concept qui vise à estimer la position d'un 
individu ou d'un mobile dans un environnement donné en se basant sur la transmission sans 
fil des signaux électromagnétiques. 
Depuis plusieurs dizaines d'années, les systèmes de localisation externe (Outdoor 
localization) sont développés rapidement, et certains entre eux sont déjà dans les marchés et 
accessibles à toute personne. On parle particulièrement du GPS, qui permet de localiser son 
utilisateur montrant sa position instantanément avec les noms des routes et le chemin suivi 
dans une région déterminée. 
On remarque dans les dernières années un développement croissant dans la conception 
des systèmes de radiolocalisation d 'une manière à avoir une meilleure performance, afm de 
répondre autant que possible aux exigences des différents domaines d'application de ces 
systèmes. Cette performance dépend de plusieurs facteurs tels que la précision, la robustesse, 
l'évolutivité, la complexité et le coût. Les domaines d'application de systèmes de localisation 
varient tel que sécuritaires (Identification et localisation des personnes munies d'un téléphone 
portable, ou ce qui est appelé le service 911 étendu en Amérique du Nord), médicales (Suivi 
des personnes souffrant de la maladie d'Alzheimer), militaires, commerciales, etc. 
D'autre part, la localisation interne (Indoor localization) est toujours un sujet controversé 
en raison du fait que les signaux transmis à l'intérieur subissent des déformations causées par 
la nature de l'environnement avec la présence de plusieurs obstacles dans le canal de 
transmission. 
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2.2 TECHNIQUES DE RADIOLOCALISATION 
Deux principales techniques sont utilisées pour faire la radiolocalisation, une basée sur 
la triangulation et l'autre basée sur l'analyse de scène, ou appelée aussi technique des 
signatures. Ces techniques peuvent être appliquées suivant deux approches: ascendante ou 
descendante. 
Dans l'approche ascendante, le système est reconnu sous le nom« remote system», où 
le mobile joue le rôle de l'émetteur du signal, et sa position est détetminée au niveau d'un 
serveur principal fixe. Cette approche est utilisée souvent dans la technique basée sur la 
triangulation. 
Dans l'approche descendante, le système est reconnu sous le nom « self-positioning 
system», où le mobile est le récepteur du signal et suivant l'infotmation reçue, il localise sa 
position. Cette approche est utilisée par le GPS. La technique des signatures peut utiliser 
1 'une de ces deux approches. 
Le principe général des approches est illustré dans les figures ci -dessous (figures 2.1 a et 
2.1b, adaptées de [32]). 
Station 
de base 
1 Setveur 
Algorithme 
1 
Mobile 1 de 1 principal 1 1 localisation 1 
! 
Station 
de base 
Signal RF émis 
par le mobile 
Paran:ètres de 
localisation 
Paramètres de 
localisation 
==> 
Coordonnées 
(x,y) estimées 
du mobile 
Figure 1.1 a Principe de localisaJion par approche ascendante 
Station 
de base 
1 
1 
Mobile 1 1 
1 
1 
1 
1 
Station 
de base 
Signal RF émis par 
les stations de base 
Paramètres de 
locatisation 
Algorithme 
de 
localisation 
==!> 
Coordonnées 
(x,y) estimées 
du mobile 
Figure Z.lb Principe de localisation par approchE descendante. 
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Dépendant de l'approche utilisée, plusieurs paramètres sont extraits à la réception des 
signaux RF, qui vont construire les entrées de l 'algorithme de localisation qui, à son tour, 
donnera la position estimée du mobile. Ces paramètres peuvent être, selon la technique de 
localisation appliquée: la puissance du signal, l'angle d'ruTivée du signal, le temps d'arrivée 
du signal ou la différence du temps d'arrivée du signal. 
Alm de m1eux comprendre la radiolocalisation et le principe de l'estimation de la 
position, on présente une revue des concepts de base des différentes techniques utilisées en 
radiolocalisation. Ces techniques sont divisées en deux grandes catégories: les techniques 
basées sur la triangulation, ou dites aussi traditionnelles, et la technique des signatures. 
2.2.1 TECHNIQUES BASÉES SUR LA TRIANGULATION 
La technique de triangulation est la technique classique utilisée dans la plupart des 
algorithmes de localisation. Cette technique est basée sur la collection des paramètres de 
localisation, correspondants à la position de l'unité mobile tels que les distances ou les 
directions des tr,Yets entre les unités mobiles et d'au moins trois références fixes. Ces 
paramètres sont déte1minés à partir des mesures provenant des signaux reçus (RSS, AOA ou 
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TOA/TDOA), et par la suite, sont traités afin d'estimer la position du mobile dans une 
surface d'intersection. 
La figure 2. 2 (adaptée de [26]) représente le processus suivi par la technique classique 
de radiolocalisation. 
Signaux 
reçus 
Estimation des 
paramètres de 
localisation 
- -
RSS, AOA, 
TO~ ID.OA. 
estimées 
~ 
Erreur d,estim ationde 
la distance! d:ir~tion 
Estimation de la 
position du 
mobile ~ 
Erreur de 
positionnem ent 
Figure 2.2 Processus de localisation parla techniqUE classique. 
' 
Position 
estim ée du 
mobile 
Dans la technique de radiolocalisation classique, plusieurs facteurs influencent la 
précision de localisation et dégradent la performance du système. La précision dépend 
d'abord de l'environnement, le manque de visibilité directe et la présence des trajets 
multiples impliquent une erreur importante d'estimation des paramètres. La précision dépend 
aussi de l'algorithme d'estimation des paramètres, de l'algorithme de jumelage, du nombre 
de stations fixes, de la position géométrique de l'unité mobile par rapport aux stations fixes, 
du modèle de propagation (pour la technique basée sur RSS), de la résolution angulaire des 
réseaux d'antennes (pour la technique basée sur AOA) et de la résolution temporelle (pour la 
technique basée sur TOA/TDOA) Les équipements de mesure utilisés à la réception des 
signaux peuvent aussi introduire des erreurs obtenues durant l'estimation des paramètres de 
localisation tels que la distance et l'angle d' arrivée du signaL 
Une discussion détaillée est présenté dans les sous-sections suivantes, décrivant le 
concept de base de chacune des techniques basées sur la triangulation suivant les paramètres 
de localisation qu'elle utilise. 
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2.2.1.1 Technique basée sur la puissance des signaux reçus (RSS) 
L'utilisation de la technique RSS pour localiser une unité mobile exige la connaissance 
d'avantage de quelques spécifications du signal transmis et de l'environnement, tels que la 
puissance et la fréquence d'émission, les gains d'antennes, et les caractéristiques de 
propagation de la région intervenante. 
Dans l'espace vide, La distance d entre l 'unité mobile et la station fixe est inversement 
proportionnelle à la puissance du signal reçu, et peut être dérivé, en tenant compte des autres 
paramètres, à partir de l'équation suivante (2.1): 
(2.1) 
Où Pr est la puissance du signal reçu, mesurée en dB, P1 est la puissance du signal 
transmis, G1 et Gr sont respectivement les gains d 'antennes de l'émetteur et du récepteur et À 
est la longueur d'onde liée à la fréquence du signal transmis. 
La technique RSS est une méthode basée sur un modèle mathématique qui calcule la 
distance de séparation den analysant l 'atténuation du signal PL (Path Loss) de parcours. Dans 
l'espace libre, où les signaux sans fil se déplacent sans réflexion ou atténuation, la perte de 
trajet peut être calculée facilement. Tandis que dans la plupart des environnements réels, 
plusieurs facteurs peuvent survenir tels que la réflexion, réfraction, diffusion, etc. Alors, la 
puissance reçue à une distance donnée est calculée par la formule suivante [11] (2.2): 
(2.2) 
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Dans un espace 2D, la distance estimée représente un rayon d'un cercle ayant la station 
fixe comme centre. Ainsi, L'intersection de plusieurs cercles, ou d'autre sens, l'utilisation de 
plusieurs stations de base fixes (au moins trois) couvrant la zone d'intérêt, donne la position 
estimée de l'unité mobile comme le montre la figure 2.3 (adaptée de [26]). 
!Nœud Al 
c Station fixe 
• Mobile 
- Distance estimée 
--- Distance exacte 
Figure 2.3 Estimation de la position avec la technique RSS. 
En raison du fait que les signaux transmis sont constitués de composantes multivoies et 
avec l'absence de visibilité directe (LOS), la distance estimée ne représente pas la distance 
réelle qui sépare la station fixe de la station mobile. Alors, l'erreur produite est une zone 
d'intersection dans laquelle les trois cercles se coupent. 
La technique RSS n'est pas toujours fiable, car l'estimation de la distance dépend de 
plusieurs facteurs tels que l'absence d'un trajet direct du signal (NLOS), les affaiblissements 
multivoie dus aux multi-trajets, les caractéristiques du canal et la distance entre les points de 
références [ 12]. 
Pratiquement parlant, 1 'utilisation de cette technique nécessite une détermination 
régulière des paramètres d'atténuation du milieu, pour tenir compte du changement 
dynamique de l'environnement. À cause de la variation aléatoire du niveau des signaux reçus, 
la technique RSS n'est pas adaptée aux environnements internes. 
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2.2.1.2 Technique basée sur l'angle d'arrivée des signaux reçus (AOA) 
Pour localiser un mobile avec la technique AOA, il est nécessaire d'avoir au moins deux 
stations de bases séparées d'une distance connue. En utilisant un réseau d'antennes 
directionnelles et une simple triangulation, on est capable de mesurer les angles d'arrivée à 
chaque station de base. 
Dans un espace simple 2D, la direction d'arrivée du signal d'intérêt, ayant le niveau de 
puissance le plus élevé, est représentée par une ligne droite reliant l'émetteur et le récepteur. 
La position du mobile est estimée sur le point d'intersection des deux lignes formées par 
AOA (a1 et a 2) (figure 2.4, adaptée de [32]). 
c Station fixe 
• Mobile 
- Angle estimé 
---- Angle exact 
- - Axe de référence 
Figure 2.4 Estimation de la position avec la technique AOA. 
La précision de localisation avec l'utilisation de cette technique dépend de plusieurs 
facteurs tels que la précision angulaire du réseau d'antennes utilisé [13] [14] [15], 
l'environnement, la position de la station mobile par rapport à la position des stations fixes , 
l'algorithme d'estimation et le modèle d' onde utilisés, la présence du chemin direct (LOS) 
entre l'émetteur et le récepteur [16]. 
Dans un milieu interne, le trajet direct entre une station fixe et un mobile n'existe pas 
toujours. Par conséquent, les signaux transmis sont dispersés ou reflétés, et l'angle d'arrivée 
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ne représente pas l'angle réel sous lequel le signal a été transmis, impliquant une erreur 
d'estimation élevée. 
À cause du coût élevé et la nécessite du calibrage des réseaux d'antennes et à cause des 
erreurs majeures d'estimations de l'angle d'arrivée du signal d'intérêt, causées par l'absence 
du signal direct, la technique AOA ne peut être applicable dans un milieu interne. 
2.2.1.3 Technique basée sur le temps 1 la différence de temps d'arrivée des signaux reçus 
(TOA/lDOA) 
La technique TOA se base sur le calcul du délai de propagation du signal 
électromagnétique entre l'unité mobile et au moins trois points de référence. Donc, en 
connaissant le délai de propagation du signal t, la distance de séparation d entre l'émetteur et 
le récepteur peut être facilement déterminée par l'équation physique connue: 
d=v*t 
(2.3) 
Où v est la vitesse de propagation du signal transmis. Dans le cas d'un milieu externe 
(espace libre), cette vitesse devient constante et égale à la vitesse de la lumière c ;:::; 3* 108 rn/s. 
Suivant le concept de cette technique, qui consiste à calculer le délai de propagation pris 
par un signal (émis par une station mobile) pour atteindre chacun des points de référence fixe, 
il est nécessaire que les récepteurs soient parfaitement synchronisés entre eux et avec la 
station mobile. Le manque de synchronisation conduit à des erreurs de localisation 
importantes . Plusieurs protocoles s'occupent de l'échange d ' informations de synchronisations 
telles que « 2-way Ranging Protocol » [ 17]. La figure 2. 5 (adaptée de [26]) illustre la 
technique TOA. 
o Station fixe 
• Mobile 
- Distance estimée 
- Distance exacte 
Figure 2.5 Estimation de la position avec la techniqUE TOAITDOA. 
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Pow· contrer le problème de synchronisation, une autre approche alternative peut être 
utilisée, en prenant chacune des stations de base comme émettrice et réceptrice, c'est la 
techruque IDOA, basée sur la différence des temps d'arrivée des signaux reçus. Le parcours 
de propagation du signal est alors égal à 2d. 
L'estimation de la position du mobile, par IDOA, est faite en utilisant des paires de 
stations de bases synchronisées entre elles. Pour estimer la position d'une unité mobile par 
IDOA, des techruques de conélation sont utilisés. Supposons qu'un signal reçu par une 
station de base b est donné par: 
Où s1 est le signal transmis,~ et 1\, sont respectivement le retard et le bruit au niveau de 
la station :fixe b. De même, à une station :fixe b2, le signal reçu est: 
xb2(t)= s,(t-~2) + nb2(t). 
La fonction de corrélation a·oisée (Cross-Conelation) RbJ,b2(r) des deux signaux reçus 
est donnée parl'équation suivante: 
(2.4) 
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TDOA estime la position du mobile suivant la valeur de t qui max1m1se Rb1,b2(r). 
L'ensemble des positions estimées du mobile pour une même différence de temps d'arrivée à 
une paire de stations de base donnée est une hyperbole dont l'équation est: 
(2.5) 
Où x et y sont les coordonnées représentant la position de la station mobile, et a et b sont 
des constantes liées aux distances séparant ce mobile des deux stations de base. Cette 
technique est appelée aussi technique hyperbolique de radiolocalisation. 
Dans un scénario 2D, le point d'intersection de deux hyperboles, formées à partir des 
mesures prises de trois stations fixes localise la position de l'émetteur. Comme dans les 
autres techniques précédentes, les erreurs de mesures de la différence des temps d'arrivée 
font que l ' on obtient, au lieu de la position exacte du mobile, une région d'incertitude où se 
trouve le mobile. 
La technique TOA/TDOA soit la plus utilisable à cause de sa précision importante dans 
l'estimation des paramètres, perd toujours sa performance dans un milieu interne en raison de 
l ' absence des trajets directs, où le signal reçu n'est pas nécessairement celui de la trajectoire 
directe. D'autres sources d'erreurs affectent aussi la performance de cette technique telle que 
le positionnement de la station mobile par rapport aux stations fixes [14] [15] [18]. Toutes 
ces sources d 'erreur résultent des informations trompeuses sur la distance de séparation réelle 
entre l'émetteur et le récepteur, donnant une localisation non précise de l'unité mobile. 
En résumé, les techniques basées sur la triangulation donnent, généralement, une 
précision acceptable dans l 'espace libre. Tandis que dans les environnements internes, en 
présence des trajets multiples dans la propagation du signal, causés par l'existence de 
différents obstacles ou des objets réflecteurs dans le canal, et en raison de fortes atténuations 
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que subit le signal, ces techniques de triangulation conduisent souvent à des erreurs de 
localisation élevées résultantes de la mauvaise estimation des paramètres de localisation. 
Pour toutes ces raisons, une autre technique de radiolocalisation plus performante dans les 
milieux internes est utilisée, c'est la technique de radiolocalisation basée sur les signatures. 
2.2.2 TECHNIQUE BASÉE SUR LES SIGNATURES 
La technique des signatures est une méthode basée sur la collection d'informations sur 
la façon dont les signaux transmis sont reçus à des positions différentes de l'environnement 
de localisation [19] [20] [21]. Elle est basée aussi sur le fait que chaque point, dans un espace 
donné, dispose d'une ensemble de paramètres représentant l 'emplacement d'un mobile dans 
la surface totale d'intérêt, appelés signatures. Cette méthode de radiolocalisation se fait en 
deux phases. 
La première phase est la phase « hors-ligne », qui consiste à collecter les signatures, 
correspondantes aux signaux reçus en fonction de la position actuelle de l'usager (unité 
mobile), et les enregistrer pour former une base de signatures. Plusieurs types de signatures 
peuvent être recueillis tels que les puissances des signaux, les angles d'arrivées des signaux, 
l'étalement efficace du retard ou le nombre de trajets réfléchis des signaux reçus des stations 
fixes, et la réponse impulsionnelle du canal (CIR) [22]. La base de données construite, est 
utilisée pour l 'entraînement du système de localisation afin de lui servir comme une base de 
comparaison. Une fois cette étape est faite, le système aurait besoin d'un algorithme de 
jumelage, capable de trouver une relation entre l'ensemble des signatures et leurs positions 
actuelles correspondantes. 
La deuxième phase est la phase « en ligne» ou appelée aussi la phase de localisation. 
Dans cette étape, l'algorithme de jumelage utilise le signal mesuré ou observé du canal et les 
signatures précédemment recueillies, pour déterminer la position estimée du mobile. Cela se 
fait par l'identification de la plus proche des signatures enregistrées dans la première phase 
par rapport à celle mesurée [23]. La capacité de généralisation (créer un modèle 
mathématique qui permet de reconnaître les différents paramètres enregistrés à différentes 
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positions de l'usager, et l'estimation avec précision d'une position du mobile correspondant à 
une signature non contenue dans la base d'entraînement) est donc un facteur important dans 
le choix de l'algorithme de jumelage, et constitue le principal défi de cette technique. 
Plusieurs algorithmes sont présents et utilisés dans le domaine de l'analyse de scènes tels 
que les réseaux de neurones artificiels, la méthode du voisin le plus proche (KNN), et les 
algorithmes basés sur les probabilités conditionnelles, machine à vecteurs de support (SV:M), 
et sur le plus petit polygone M-Vertex (S11P) [24]. 
L'intérêt dans cette technique est qu'elle résout le problème des erreurs due à la présence 
des trajets multiples rencontré dans les techniques classiques, par l'utilisation de ces trajets 
comme informations utiles. 
Les figures ci-dessous (figures 2.6a et 2.6b, adaptées de [26]) représentent le processus 
de localisation basé sur la technique des signatures. 
Signaux 
reçus ~ 
Ensemble depositions 
connues du mobile 
Récepteurs 
l ' 
I 
Ensemble d 'info:rmation 
d'empreintes 
I nsemble des signatures 
Information Position 
d 'empreinte du mobile 
Info 1 Position 1 
' Info 2 Position 2 
... ... 
Info N PositionN 
Figure 2. 6a Phase de collection de> données par la technique des signatures. 
Signaux 
reçus 
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Ensemble de positions Ensemble. des signatures 
connues du mobile Information Position 
d'empreinte du mobile 
Info 1 Position 1 
~ Récepteurs I: 
l ' ' Info 2 Position 2 ... ... 
Info N PositionN 
Ensemble d'info:nnation 
d'empreintes 
Figure 2.6b Phase de positionnement por la technique des signatures. 
Dans le cas d'un milieu interne, le canal de propagation subit souvent des fluctuations, 
causant une dégradation de la précision de localisation, comme par exemple dans le cas d'un 
centre d'achat. Par conséquent, la signature d'un point donné dans le canal, varie 
considérablement dans le temps avec le mouvement des personnes ou des objets (Canal 
dynamique). Donc, avoir une bonne performance de localisation, en se basant uniquement sur 
une base de signab.Jres recueillies à un moment donné, devient impossible. La méthode 
proposée dans cette thèse présente une manière de diminuer cette dégradation et réduire le 
temps de la collection des signatures. 
Le choix du pas de maillage dans la première phase de la technique des signatures 
représente une autre difficulté de cette méthode, surtout dans le cas où les puissances sont 
utilisées comme information d'empreinte (signature). En effet, la possibilité d'avoir des 
signatures semblables, pour deux points proches l'un de l'autre, augmente en diminuant le 
pas de maillage, ce qui diminue la précisi()n de localisation. Et en agrandissant ce pas, les 
évanouissements locaux deviennent inconsidérés Gusqu'à 30dB sur une distance inferieure à 
la longueur d'onde), ce qui introduit d'importantes erreurs de localisation dans la deuxième 
phase de la technique. 
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Deux points assez éloignés l 'un de l'autre, peuvent parfois posséder la même signature, 
présentant ainsi un autre défi de cette technique, est de distinguer ces points. Pour éviter 
autant que possible ce genre de problème, on essaye de ne pas placer les stations fixes en 
ligne droite. 
L'utilisation de cette technique nécessite une reprise périodique de la première phase 
surtout dans le cas où le canal de propagation subit des modifications physiques. Et 
dernièrement, étant donné que le profil de propagation est différent d'un milieu interne à 
l'autre, les performances de localisation obtenues dans l'un peuvent ne pas se répéter dans 
l'autre. 
21 
2.3 BILAN 
Le tableau 2.1 résume les différentes techniques de localisation présentées ci-dessus 
avec leurs principaux avantages et inconvénients. 
Technique de 
Avantages Inconvénients 
radiolocalisation 
Technique RSS - Algorithme simple. -Nécessité d 'avoir LOS. 
-Implantation facile. -Variation aléatoire de RSS. 
- Coût d'implantation -Faible précision. 
peu élevé. -Mauvaise performance dans un canal à multi-trajets. 
Technique AOA - Algorithme simple. -Nécessité d'avoir LOS. 
- Moins de stations -Faible précision. 
fixes nécessaires. -Coût d'implantation élevé. 
-Mauvaise performance dans un canal à multi-traiets. 
Technique - Algorithme simple. -Nécessité d'avoir LOS. 
TOAITDOA - Grande précision - Synchronisation nécessaire entre les stations fixes et 
dans l'estimation des mobiles (TOA). 
paramètres. - Synchronisation nécessaire entre les stations fixes 
- Précision plus (TDOA). 
élevée dans un milieu - Nécessité d'une résolution 
interne. temporelle élevée au récepteur. 
- Coût d'implantation élevé. 
Technique des - Précision élevée en - Utilisable seulement dans des espaces limités 
signatures milieu interne. géographiquement. 
- Prise en compte de - Unicité et répétitivité des signatures n' existent pas 
l'effet multi-trajets. toujours. 
-Dégradation de précision dans un milieu variable 
dans le temps. 
Tableau 2.1 Résumé des différentes techniques de localisation. 
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CHAPITRE3 
LOGICIEL DE SIMULATION 
3.1 INTRODUCTION 
« Wireless lnsite » est un outil de modélisation d'un signal électromagnétique et un 
moteur de calcul qui prévoit les effets d'un plan d'étude sur la propagation des ondes 
électromagnétiques, et l'effet des positions des émetteurs et récepteurs dans ce plan sur la 
puissance du signal. La figure suivante (figure 3.1) illustre l'interface du logiciel avec ses 
principales fenêtres. 
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Figure 3.1 fenêtres principales du logiciel: 1) fenêtre p rincipal (main win dow), 2) fenêtre de 
vue de proj et (Pro je ct view window ), 3) fenêtre de calcul (Calculation log window ) , 4) 
exemple de représentation graphique des résultats. 
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Les calœls dans Wirels.s.s ~.site sor4 effi!ctu~ par la. propag<dion des tayons 
électrom.agnétiques des émetreurs à. travers l'etwitometrerd défui. Ces ra.)IOns intuërgissent 
avec les cara:t»iristiques de cet envoironrement et fol1lleur chemin vers les réceptt.rurs. Les 
irdua:tions in:luerd la réflexion sur le sol ou la. surface d'une face du bâtimmt,la. diffiaction 
sur un bord d'un b ât:ilmnt, ou la. transmission à. travers un mur. 
3.2 CONCEPTION DE L'ENVIRONNI!MENT 
3.2.1 LAZONED'INTI!Rtr 
Pour ct:éerune oore d'inttiM ou uœ suûace d'étude, on clDisit NS~~J- 3u'Ô' Arsa du 
meru oordextuel La.femtre ci~essous a.pparaît(ftg~.ue 32). 
l>u..J~~,O ....... ,~J ...... u,, .. ,.,~.u.~ .. ~ ........ U.: ~d­
r: ~rl\~•yh~-.i,<~-.vtl\~ 
(+ ri: »~elue: 
Cetœ oone défmit la. région de localisation de rotre projet dans laquelle les sinula.tions 
vont être effectuées. Un m:~dèle de propagation particulier est utilisé pou résoudre la. 
puissanœ transierée à. partir des émett>rors actifS à. tous les t:écepœurs actifS a1 sein de la.ooœ 
d'étude limitée. PJ:usWus ooœs d'étude peuvent être déflrlies daru un m!tœ projet, clucuœ 
possède un modèle de propagation et des paramHres indépe•dal11:s. Grâœ à. ce n'écal'lisn-e, 
les résultats obtems peuvetd êbe compalés. Les én-etœulS, t:éceptalrs, et les cbjets situés en 
deh:lrs de la.limiœ de la. mre d'étude ne sont pas considérés. 
La. f~gUte suivonœ (f~gUte 3.3) représerd:e la. mne de localisation choisie de notre travail 
et la. sut:fa.ce d •étude à. sinulerpa.r le logiciel 
X: 1.21m 
Y: 57.25m 
-----------------------------=:Z:0.02m 
Figure 3.3 Zone d'étude du projet. 
3.2.2 DÉF1NITION DU MODÈLE DE PROPAGATION 
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Le modèle de propagation appliqué à chaque zone d'étude est situé sur la partie 
supérieure droite de la fenêtre « Study Area properties ». Les modèles de propagation 
disponibles dans le logiciel sont limités, on note: Urban Canyon, Fast 3-D Urban, Full 3-D, 
Vertical Plane, Hata, COST-Hata, Free Space, Moving-window Finite difference time 
domain (MW-FDTD), Urban-canyon Finite difference time domain (UC-FDTD). 
Les quatre premiers (Urban Canyon, Fast 3-D Urban, Full 3-D, Vertical Plane) sont des 
modèles basés sur la théorie uniforme de la diffraction. Ces modèles permettent à l'utilisateur 
de définir l'espacement des rayons, le nombre maximum de réflexions, diffractions et 
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harumission>. Le ronilre de téflexioru et de tral'ISmissioru spécifie le ronb~ maximal de 
chaque ird:eraction qu'un trajet de ra.)IOn de sigml pœt subir. Il tiy a. pas de limiœ pour la. 
spécifœa.tion du nombre maximal de téflexioru et de trall>missioru, mW l'utilisatwr doit 
faire a.tterdion à. œ que le œmps d'exécution a~g:mellle avec l'a~g:mer4ation des cltiflres 
spécUlés. Et dal'IS certains cas, ce œmps 4llgmekU de façon dramatique et peut ptendre des 
senWnes et m~me des mois d'e»icution. Les parall'ètres d'un ll'Odèle de propagation ch:lisi 
peuvel1l être spécifté:> à.parlir de la. fenêtre m:mhie dan; la. ftg~.ue 3.4. 
3.221 Rtfltxi.(.Jv 
T.,.,.,.,,..;,.,.,,~, '" il·ot•" ~ o,--------
lra~:ll'l'.:l)''.tct::ccll<n«1)''< r.; fi,--------
-._,. ,,..,, . .,.,,,,O:,R:• r 0. __ ,_, ------
... r :CIIUC<:C<1 Cie.,:: r r.~-., -, •• '-------~::1, 
~ ·..en:cl l 
Figure 3. 4Propri8t8~ avanoSs.s dela zon.s d étut/8 
Les trois pt:emiel:S clwnps de la. &nêbe ci-dessus pemettent à. ftxer nwuellemmt le 
nombre nwc:ima1 de téflexion> avant, après et erdre les diffiactions. Si la. case Automaric est 
codée, le ronilt:e maximum avar4 et après difftaetions sera la. rroitié du ronilt:e maximal 
des chmin> non-diH'racbis définis dam la. fènêœ des ptopriét»is de la. zoœ d'étude ( « Srudy 
Orf!O properties »),a. wc des fractions arrondies à l'emier le plus proche. 
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3.2.2.2 Transmissions 
Les chemins de propagation avec des transmissions à travers les murs ne sont 
généralement trouvés que dans des modèles 3-D. Le nombre maximum de transmissions sont 
fixés dans le fond de la même manière que le nombre de réflexions. Si la boîte Automatic est 
cochée, le nombre maximum avant et après diffractions sera la moitié du nombre maximal 
des chemins non-diffractés définis dans la fenêtre des propriétés de la zone d'étude, et avec 
des fractions arrondies à l'entier le plus proche. 
3.2.2.3 Somme complexe des champs électriques 
Ce paramètre « Sum Complex Electric Fields » détermine si la phase du champ 
électrique de chaque trajectoire des rayons est conservée lors de la combinaison des champs 
afin de déterminer la puissance reçue et la perte du trajet. Les options sont None, Ali, et 
Correlated. En sélectionnant l'option «None», la puissance reçue est obtenue par l'addition 
de la puissance de chaque voie, et la différence de phase entre les rayons est ignorée. Avec 
l'option «Ali», tous les champs sont d'abord additionnés avec la phase, et ensuite la 
puissance totale est déterminée par l'amplitude du champ total. Enfin, avec l'option de 
corrélation« Correlated », les trajectoires des rayons qui suivent à peu près le même chemin 
à travers l'environnement (les trajets corrélés) sont combinées avec la phase, et ensuite les 
puissances de tous les groupes corrélés sont additionnées. 
3.2.2.4 Seuil de la perte du trajet 
Ce paramètre « Excess Patlt Loss Tltresltold » est utilisé pour instruire le moteur de 
calcul d'ignorer les chemins pour lesquels la perte de trajet est supérieure à la perte en espace 
libre par la valeur spécifiée. Ce seuil est appliqué sur le champ électrique en assumant une 
source isotrope, de sorte que tout effet du modèle d'antenne à l'émetteur ou le récepteur n'est 
pas pris en compte. La boîte Automatic doit être cochée car elle sera fixée à une valeur très 
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élevée. Toutefois, si l'utilisateur est concerné que les chemins extrêmement faibles peuvent 
être oubliés, cette valeur peut être ajustée. 
Dans certaines situations, l'utilisateur peut fixer le seuil encore plus bas comme un 
moyen de filtrer tous les chemins faibles. Un autre moyen de le faire est d'utiliser le réglage 
de la puissance reçue minimale («Minimum received power») de la fenêtre des propriétés 
d'antenne (« Antenna properties »). Dans ce dernier cas, tous les effets du modèle d'antenne 
ainsi que la puissance rayonnée de l'émetteur seront considérés. 
3.2.3 CHOIX DES ANTENNES 
Pour effectuer les calculs de propagation en utilisant Wireless InSite, il faut des 
émetteurs et des récepteurs, chacun avec une antenne et forme d'onde associées. Lorsqu'une 
antenne est ajoutée à un projet et ses paramètres sont définis en utilisant la boîte de dialogue 
des propriétés d'antennes, elle peut être utilisée dans plusieurs instances en l'associant à un 
certain nombre d'émetteurs et de récepteurs. L'emplacement, l'orientation, et la polarisation 
de l'antenne seront fixés par l'emplacement de l'émetteur ou le récepteur associé. 
Wireless InSite a plusieurs choix pour les antennes utilisées dans une telle simulation. 
Les diagrammes d'antenne peuvent être générés à partir des modèles Intégrés ('Built-In 
models'- dipôles, monopôles, hélicoïdaux, cornet ou réflecteur parabolique) et des formes 
synthétisés (omni-directionnel, directionnelle ou isotrope). 
3.2.4 ÉMETTEURS 1 RÉCEPTEURS 
Wireless InSite permet le placement d'un grand nombre de points d'émission 
(émetteurs- TX) et de réception (récepteurs- RX) à n'importe quel emplacement dans l'espace 
de simulation. Ces points peuvent être regroupés dans des ensembles de points configurés et 
prédéfinis dans une seule disposition. Les propriétés des émetteurs et des récepteurs peuvent 
être spécifiées par la fenêtre des propriétés de TX et RX (figure 3.5), tel que les coordonnées 
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de positiomemmt.,l'altitude telative,l'anœme,la. fOnne d'orde,la. rotationd'antenre et la. 
puissanœ de rayomemnd. 
Ei •• 1 • " ' I ~·('IY.ll b:-cr.c:~e M~ a \\'e..-,j('fll l~l.'!i 'AH: 
·:C:: li .. (' T :0 :b"-~ X. :lib •)() 1 ® ............... ,. y ..... Voo 
}~~ 111./.~~~b"'~ !C* "" 1 -... ' "''"' • • 111"1 P.~:oo> l,j)H 
iJ~ fhïi~ 
' 
,d ),:1 ill% 
' 
• tr:.el 
Figure 3. 5 Fsn6trs ds Propriété$ t/4 TXI RX. 
3.2.5 FORMED'ONDE 
Wirs/8$$ ln.Sits pennet à. l'utilisabrur d'el1her les paramHres qui décrivent le signal 
rayonné à. partir de l'anœme étretbrut; et qui agit CCiri'Ul'e un type de fùtre passe-barde au 
niveau du récepkror. Le choix de la. fOnne d'orde et ses paramètres doiver4 êhe prises 
dépendammnd du modèle de prop~ation utilisé. 
À l'exo:eption de la. délivée gaussienre et la. fonne d'onde défil1ie par l'utilisatorur, to.ltes 
les fonœs d'onde sont modulées sur ure fréquen:e portwse spécifiée dar6 les propriéœs de 
fonne d'orde. Ure fois la. fonœ d'onde est défmie, elle peut être attribuée à. n'imporœ quelle 
anœme 01 ensenille d'ar4enres. Ure fortre d'orde ct:éée par Putilisaœur peut être 
e~istrée d.ws la. base de d~s pour la. réutiliserdal'IS d'auttes projets. Une fonœ d'onde 
peutêtre créée en sélectionmnt Pr~·sct-Mw- Waviform. Le type d'onde p::utêtre ch:lisi 
aussi pami les sigmux pt:édéfinis disporubles suivard:s: Blackmw, g<rossienne, dérivée 
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g<russieme, Hammillg, Hamirc. cosims surélevé, Racire de cosims suléleW, Sinusoïde, 
Tuby. 
La. ftgUre ci~essous (f1g1.1re 3.6) montre la. ferêtre utilisée pour la. spécification des 
propliéœs de la. fOl'lœ d'onde. œls que la. fréquen:e porleuse,la.largeurde bande effictive et 
la. phase. 
l-'1-wtiTIINf'lw fccc en b,ehn~:. 
C~roe1 '·~~lenc~·IJ.tll:l J•.t>• 1 Il 
~~~~y,·~"'o'W".11hlMH:>J "f'i"Ci,(7.()r-------
"h~cn ji 0;:;; ... ;;,;',~-------
c< 1 1 Ca"oee-1 ..... 
j 
La. fréquence porlt:use choisie darcs rohe sinula.tion est de 2.4 GHz, a.vec ure résolution 
temporelle j) lW\OSecordes, ol la. Wgeur de barde effective est égale à. 20 MHz 
(inversemmt proportiomelle à. la. résohltion œmpotelle). 
La. cause d'utilisation d\nl:! fiéquen:e centrale de 2.4 GHz,. est que dans un s}'5œtœ 
WLAN,le ch:lix de 2.4 GHz sert à. diminuer l'effet de rogositti des parois. 
La. t:ésolution temporelle est invetsemel1l proportionrelle à. la. bande fléquentielle de 
mesut:es. Dœte, pour pouvoir difiirercier plus de composa11.œs nultivoies oonsécutives, il 
faut a.voirune hmœ t:ésolution œmporelle. Uœ largeu de banie eff'ective de 20 MHz donœ 
uœ résolution œmporelle de j) mrosecondes pourunferêtra;e simsoïdal. 
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3.2.6 PROPIUÉIÉS DES loiATÉRL\UX 
Dan; Wirsls.s.s In.!its,Ies propriétés des nudéri.aux compnmnerd à. la fois les ptopriétés 
électrom.ag:nétiques de la. suûace ain>i que les propriétés d'afftchage. Les coefftcierd:s de 
réflexion et de transmission sont déteminés dUectemmt à. partir des ptopriétés des 
ma.téliaJ.~ au cord:raile des ooefi"tcients de difftaetion qui sord détermiré ~ctemel'll à. 
partir de lwr dépendan:e des coefl"tciel11:s de Œlexion et de trawmission. Les ptopriétés 
d'afi"tchages !Jels que la. oouleur et la. brillarce sont égalerœnt parlie de la. défulition du 
matétiel. L'épaisseur est égaletœntune des ptopriébis du mabhiel qui, pour cemllu types de 
matthiaJ~ est utilisée dan; la. détennim.tion des coefficients de réflexion et de transmission. 
Pou accéder aux m.atéliaJ.x daru un p10jet, on clique l'ol'€1et Maum·al dall> la &nêbe 
prin:ipale. Un nu.téliau peut êbe ctéé en sélectiom.ard Pr(itSct - J.kw - Matsn·al et en 
choisissant dan> la liste des types de nu.tériawc disponibles (ftgUt:e 3.7). 
Les types disponibles de nu.tériawc solllles suivants (con"Crre iniiqués dan; le logiciel): 
Dielectric hili'-space, La.~red dielectt:ic, PEC ba.dœd la.yer, Constant coefficient, Peûect 
ElectricalConductor (PEC), Ft:ee spaœ, User~e&ned fùe. 
IWMMb§!IM#ffi!i,:mNJWZ§iiig{iMUlW!!$11$UMt!SL$tf9' 
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Le menu contextuel pour chaque matériau (figure 3. 7) comprend plusieurs options. Les 
principales options sont: 
Copy to persona! database: une option qui aide à placer une copte du matériau 
sélectionné dans la base de données des matériaux pour pouvoir l'utiliser dans d'autres 
projets. 
Plot: pour afficher un tracé en 2D des coefficients de réflexion ou de transmission d'un 
matériau en fonction de l'angle d'incidence ou la fréquence. 
Properties: permet d'accéder aux propriétés du matériau sélectionné. 
La fenêtre résultante par le choix de cette dernière option, contient tous les paramètres 
qui défroissent le matériel. 
Plusieurs termes peuvent être spécifiés dans cette fenêtre, et qui affectent directement 
ou indirectement la simulation de l'environnement d 'étude, telles que l'épaisseur, la rugosité, 
la permittivité, la conductivité et le coefficient de réflexion du matériau: 
Roughness (la rugosité): elle est définie par l'écart-type de la hauteur de la surface par 
rapport à la hauteur moyenne. La rugosité est spécifiée en mètres. 
Thickness (l'épaisseur, en mètres): Plusieurs types de matériaux utilisent l'épaisseur afm 
de déterminer les coefficients de réflexion et de transmission, mais pour d'autres types de 
matériaux, l'épaisseur est seulement utilisée à des fins d'affichage. Par exemple, une 
épaisseur doit être saisie pour un demi-espace diélectrique (« Dielectric Half-Space »), 
même si les coefficients de réflexion et de de transmission ne dépendent pas de 
l'épaisseur. Il est préférable dans ce cas d'entrer une valeur raisonnable, qui peut être 
nulle, de sorte que le mur soit affiché d 'une manière appropriée. Les types de matériaux 
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avec plus d'une couche ont une épaisseur pour chaque couche, et dans ces cas, l'épaisseur 
totale est utilisée en affichage. 
Permittivity (Permittivité, .s-): Elle est spécifiée par rapport à la permittivité d'espace libre, 
qui est égale à eo= 8.854*10.12. Plusieurs types de matériaux permettent à l'utilisateur 
d'entrer un ou plusieurs valeurs de permittivité. Dans la plupart des cas, seule la partie 
réelle de la permittivité est entrée. 
Conductivity (Conductivité, a en S/m): Plusieurs types de matériaux permettent à 
l'utilisateur d'entrer un ou plusieurs valeurs de conductivité. 
Rejlection 1 Transmission coefficient (coefficient de réflexion 1 Transmission): Lorsque le 
type de matériau est de coefficient constant ( « constant coefficient »), les valeurs des 
coefficients de réflexion et de transmission sont déjà saisis pour le champ électrique 
polarisé parallèle et perpendiculaire au plan d'incidence. 
Le type de matériau le plus utilisé dans la conception de notre plan d'étude est constitué 
de plaques de plâtre en trois couches ( « Layered Drywall »). La première et la troisième 
couches sont du plâtre (« Drywall ») t:= 2.8 et a= 0.001 Sim. La deuxième contient de l'air 
(«Air») t:= 1 et a= 0 S/m. 
3.2. 7 SORTIES CALCULÉES 
Toutes les prédictions de propagation sont générées par le moteur de calcul de Wireless 
Jnsite, et pas par l'interface graphique. Le moteur sauvegarde toutes les sorties dans des 
fichiers à partir de laquelle l'interface graphique charge les données lorsque l'utilisateur 
choisit d'afficher ou de tracer les résultats. Chaque fois qu'une exécution est faite, les fichiers 
de sortie pour tous les émetteurs et les récepteurs actifs sont mis à jour. 
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Les unités physiques ci-dessous sont celles utilisées pour les données numériques dans 
tous les fichiers de sortie. Dans certains cas, d'autres unités sont disponible lors de la 
visualisation graphique de la sortie, mais cette option ne modifie pas les données numériques 
dans les fichiers: 
Puissance reçue: dBm 
Temps: seconds 
Fréquence: Hertz 
Longueur: mètres 
Phase: degrés ( -180 à 180) 
Direction: degrés (0 à 360) 
Champ électrique: V /rn 
Perte de traj et (Path Loss, PL): dB 
Afin de minimiser les temps de calcul et l'utilisation de la mémoire, les termes de sortie 
sont choisis en sélectionnant, de la liste des sorties disponibles, celles qu'on a besoin. La 
réponse impulsionnelle du canal sans fil est la sortie qui nous intéresse le plus. La figure 3.8 
montre l'onglet de sortie principal requis. Les types de sortie seulement sélectionnées sont 
calculés. 
3.3 AVANTAGES ET INCONVÉNIENTS DU LOGICIEL 
Le logiciel considère les réflexions, les transmissions, et les diffractions avec les objets 
dans l'espace simulé . Les propriétés matérielles de chaque face sont considérées pour chacune 
de ces interactions, et affecte les calculs résultants. 
A chaque position d'un récepteur donné dans la surface étudiée, les rayons sont 
combinés et évalués afm de déterminer les caractéristiques du signal tel que la perte du trajet 
(path loss ), le retard, la propagation du retard (delay spread), la direction d'arrivée (DOA), et 
la réponse impulsionnelle. 
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Figure 3.8 Fsn8trs rspr8untanz la li.sts ds control d8.s .sonü..s di.sponible.s. 
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Le logiciel cor6idère seulemmt les réflexions spéculai. tes, ain>i la. fréquen:e maximum 
dépend de la. rugosit»i de la. ma.tièt:e utilisée à la. ftéquen:e qui ncus inœresse. Ce logiciel 
utilise des l'l"étrodes .a.vanoées de h.mœ friquence pour fœmir des tésultats précis sur une 
banie de âéquen:e d'ewiron50MHzà40GHz. 
Chaque matériel donré possède un pamnètte de rugosité, mais il est jusœ un factwr 
d'at'œma.tion pœr la. réflexion spéculaire, et re ool'6idère pas l'énergie diffilSée. Ain>i, on 
peut passer à une ft:équenœ plus élevée en employant un matériel plus lisse que si on utilise 
un matériel dom la. rugosité oommen:e à avoir la. diffilsion oomme ptopriét»i dominwte dam 
le calcul 
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3.4 CALCULS ET PRÉSENTATION DES RÉSULTATS 
Wireless In Site présente les résultats dans un certain nombre de façons: 
Représentation visuelle dans l'environnement modélisé, tels que les zones de couverture 
du transmetteur et les distributions de puissance. 
Représentation vidéo, avec laquelle Wireless InSite est capable de jouer des films sur 
l'évolution du champ E dans le domaine temporel. 
Représentation graphique, où le logiciel offre également un système avancé de traçage. 
Les superpositions de données permettent de comparer rapidement avec les mesures 
importées, ou même avec les calculs précédents. 
Toutes les prédictions de propagation sont générées par le moteur de calcul de Wireless 
lnSite et non pas par l'interface graphique (GUI). Le moteur et l'interface graphique sont 
exécutés séparément. Le moteur écrit tous les calculs dans des fichiers de sortie en format 
texte lisible ASCII, à partir de laquelle la GUI charge les données lorsque l'utilisateur choisit 
l'affichage ou le traçage des résultats. 
Les types de sortie, les conditions des données d'entrée prises en considération et les 
formules suivies dans le calcul sont décrites dans le manuel du logiciel [27] dans le 17• 
chapitre (Output). 
Les fichiers des résultats sont utilisés plus tard, par une simulation Matlab, pour lire les 
l'ensemble des réponses impulsionnelles (CIRs) calculé du canal sans fil étudié. 
À partir de CIR, on peut extraire plusieurs paramètres pour former une signature 
spécifique. Sept paramètres pour chaque CIR garantissent l'unicité dans la position de 
l'émetteur: Le délai moyen relatif, l 'étalement efficace du retard, l'étalement maximal du 
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retard, la puissance relative totale des multi-trajets, la puissance du premier trajet réfléchi, le 
temps d'arrivée, le nombre total de réflexions. 
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CHAPITRE4 
LOCALISATION 
4.1 CHOIX DE LA TECHNIQUE DE RADIOLOCALISATION 
La performance d'un système de radiolocalisation est définie par la précision de 
positionnement de l'usager, ou dans d'autres sens ses coordonnées. Et par conséquent, les 
erreurs dans l'estimation des paramètres de localisation causent une dégradation de la 
précision d'un système, et diminuent sa performance. 
Dans un milieu interne, où le canal de propagation est caractérisé par l'effet sévère du 
phénomène multivoie et par la faible probabilité d'avoir une visibilité directe entre l'émetteur 
et le récepteur à cause de la spécificité du milieu [28], la technique de radiolocalisation 
classique ou paramétrique, impliquent des erreurs importantes dans l'estimation des 
paramètres de localisation (RSS, AOA, TOA et TDOA) et ne réussira pas à donner la 
précision souhaitée. 
Pour cette raison, la technique alternative basée sur l'approche des signatures est utilisée 
pour atteindre cet objectif. En plus, la limitation géographique de la zone de couverture 
facilite la collection de ces signatures. 
4.2 SIGNATURE 
La signature est l'empreinte associée à chaque position (ensemble des paramètres 
représentant un emplacement). Lors de l'application de la technique de radiolocalisation 
basée sur l 'approche des signatures, cette signature doit être unique pour alléger la tâche de 
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l'algorithme de jumelage utilisé, et répétitive afm de pouvoir former, avec les coordonnées 
exactes (réelles) de la position de l'usager, la signature demandée. 
Pour le milieu interne, l' information d 'empreinte basée sur la réponse impulsionnelle 
(CIR) du canal correspond à la meilleure empreinte choisie lors de l'application de la 
technique de radio localisation [ 11]. En pratique, 1 'utilisation de cette empreinte nécessite un 
récepteur à bande large avec une haute résolution temporelle, puisque la différence de délais 
de propagation entre deux composantes multivoies consécutives peut être aussi faible que 
quelques dizaines de nanosecondes. 
Avec l'utilisation de la réponse impulsionnelle comme information d'empreinte, on peut 
extraire plusieurs paramètres pour former une signature spécifique. Sept paramètres pour 
chaque CIR garantissent l'unicité de la position de l'émetteur [25]. Les paramètres extraits 
sont les suivants: 
Le retard moyen relatif Tm ('mean excess delay'), qui est le premier moment central du 
profile multivoie (PDP), liée à l'amplitude des composantes de trajets multiples, et il est 
donné par: 
"'L 2 L.i=l Pi 
( 4.1) 
L'étalement efficace du retard Trms ('Root Mean Square- RMS delay spread '), qui est le 
second moment central du profil multivoie. Il donne un estimé de l' interférence entre les 
symboles (ISI) due à l'étalement temporel du signal émis dans le canal. Il est donné par: 
Trms = .Jrz - ""f 2 
(4.2) 
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L'étalement maximal du retard Tmax ('maximum excess delay'), qui correspond au retard 
relatif du dernier trajet d'amplitude supérieur au seuil prédéfmi (non négligeable) par 
rapport au premier. La valeur de ce seuil est importante lors de l'extraction des 
paramètres de propagation, puisqu'elle caractérise la suppression du bruit et des erreurs 
de calibrage (différentiation entre les trajets multiples reçus et le bruit thermique) [26]. 
La puissance totale du signal reçu P, en dBm. 
La puissance de la première composante multivoie P1• 
Le temps d'arrivée du signal correspondant au premier trajet multivoie r 1 . 
Le nombre de composantes multivoies N qui forment l'ensemble des signaux reçus. 
La réponse impulsionnelle du canal n' a pas été utilisée directement comme information 
d'empreinte. Le nombre total des neurones, représentant la grosseur du réseau de neurones, 
devient important quand les échantillons, constituant la réponse impulsionnelle du canal, sont 
utilisés comme les entrées du réseau de neurones. Dans ce cas, il devient nécessaire 
d'augmenter le nombre de données d 'entraînement du réseau pour respecter sa propriété de 
généralisation (ajustement des poids et des biais). 
4.3 ALGORITHME DE JUMELAGE 
Une fois la base des signatures est prête, le système aura besoin d'un algorithme de 
jumelage, ou de correspondance (matching algorithm) capable d'identifier la plus proche des 
empreintes enregistrées dans cette base par rapport à celle mesurée pour le positionnement du 
mobile (usager). Plusieurs types d'algorithmes peuvent être utilisés pour ce but [29] [30], le 
plus simple consiste à calculer la distance euclidienne minimale entre les empreintes 
enregistrées et celles mesurées (Nearest-Neighbor). 
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En raison de la nature physique du milieu interne, la base des signatures peut ne pas 
couvrir toute la zone d'intérêt. Pour cela, un algorithme intelligent basé sur un réseau de 
neurones artificiels est utilisé pour assurer la généralisation et la robustesse du système grâce 
à sa capacité d'apprentissage, son adaptation et sa rapidité d'exécution. 
4.4 ENVIRONNEMENT DE PRISE DE MESURES 
Notre approche proposée, pour contrer la dégradation de précision du système de 
radiolocalisation dans un canal dynamique, est censé fonctionner dans tout environnement 
interne. 
Comme étant considéré que l'environnement dynamique est une représentation de N 
états statiques différents, alors trois séries de mesures de la réponse impulsionnelle ont été 
déterminées dans le milieu d'étude, suivant trois différents états du canal (N=3), afm de 
former la base des signatures. On signifie par état statique du canal de propagation, un état du 
canal caractérisé par un immobilisme de tout ce qui contient. Par contre, l'unité mobile est la 
seule unité qui doit changer sa position, à chaque fois, pour déterminer une nouvelle 
signature. 
Donc, la première série de mesures est prise dans un état considéré statique pour la 
propagation du signal, pour chaque point de réception défini dans le canal représentant les 
différentes positions de l'usager. La deuxième est obtenue dans un nouvel état considéré 
variable, par l'ajout de plusieurs objets représentant des obstacles réfléchissants ou atténuants 
du signal transmis, et sont disposés un peu partout dans la zone d'intérêt, causant une 
variation du canal de propagation. La troisième série est déterminée dans un nouvel état aussi 
considéré variable, avec une modification de l'emplacement des objets réflecteurs déjà 
ajoutés, ce qui fait entrer des différentes situations de visibilité entre les deux extrémités de la 
communication (TX et RX). 
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L'ensemble de toutes les mesures détenninées dans les trois différents états du canal est 
utilisée pour la construction de la base des signatures, représentant les paramètres de 
localisation de toute position de l'usager dans les trois états. 
Dans cette configuration, trois bases de signatures ont été formées, dont chacune 
comprend 260 signatures correspondant à celles recueillies aux 260 points de mesures (qui 
font un total de 780 valeurs de mesure, CIR), couvrant la zone d'intérêt de localisation. 
Toutes les signatures, constituant une base, ont été prises dans un même état statique du canal 
de propagation, différent de celui des autres bases de signatures. Les points de mesures placés 
dans le plan sont séparés d'une distance de 0.5 m. 
Figure 4.1 Plan de l'environnement conçu sur« Wireless lnsite »avec la zone d'intérêt 
de localisation et la position des points de mesures. 
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La figure 4.1 montre le plan (avec la zone d'intérêt) conçue par l'utilisation des outils 
disponibles dans le logiciel Wireless Insite) et l'emplacement du point transmetteur et des 
différents points récepteurs (points de mesures). 
4.5 RÉSEAU DE NEURONES ARTIFICIEL (ANN) 
Un réseau de neurones artificiels est conçu pour faire des tâches complexes, comme la 
classification, l'optimisation, la commande et l'approximation des fonctions [26]. 
Le réseau ANN fonctionne suivant deux phases: phase d'apprentissage (training phase) 
et phase d'appel ou de test (recall phase). 
La phase d'apprentissage (figure 4.la) est la phase où le réseau est entraîné pour former 
un ensemble d'empreintes en fonction de la position réelle de l'usager. Dans cette phase, 
l'ensemble des paramètres pertinents du canal provenant de CIR est appliqué à l'entrée du 
réseau de neurones, et est comparée avec l'ensemble de sortie correspondant aux positions 
réelles de l'usager. Ensuite, la différence entre la sortie du réseau (positions estimées de 
l'usager) et la sortie désirée (position réel), correspondant à l'erreur de localisation, est 
utilisée pour fm d'ajustement itératif des poids du réseau. Cette étape est équivalente à la 
formation de la base de données des signatures. 
Dans la phase d'appel (figure 4.lb), le réseau de neurones agit comme un algorithme de 
jumelage. Les paramètres pertinents, provenant des mesures obtenues à une position 
spécifique de l'unité mobile, sont appliqués à l'entrée du réseau pour obtenir la position 
estimée de l'usager. 
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4.5.1 ARCHITECTURE 
Deux architectures de réseau de neurones peuvent être utilisées pour la régression non 
linéaire: 
Les réseaux perceptrons multicouche (MLP), dont le fonctionnement se base sur les 
fonctions du type sigmoïde tangent hyperbolique, qui permettent le rapprochement global 
de la fonction continue. 
les réseaux à base de fonctions radiales (RBF), dont le fonctionnement se base sur les 
fonctions Gaussiennes, qui ne peuvent rapprocher que localement cette fonction. 
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Figure 4.2 Fonctionnement du réseau de neurones artificiel, a) phase d'apprentissage, 
b) phase d'appel. 
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Le choix des paramètres internes (nombre de couches cachées, nombre de neurones et 
algorithme d'apprentissage) dans chacun des deux réseaux, est fixé suite à un compromis 
entre la mémorisation des signatures et la généralisation des réseaux face aux données 
manquantes. 
Le réseau RBF est meilleur que MLP en termes de simplicité de conception, de rapidité 
d'apprentissage, de mémorisation et de robustesse face aux perturbations des données 
d'entrée [26] [31]. Par contre, le réseau MLP est mieux que RBF en termes de généralisation. 
Comme la reconnaissance des données non-apprises est un objectif essentiel dans la 
localisation, alors le réseau MLP est le meilleur dans ce cas et est choisi pour la fin de 
localisation. 
Le nombre total de mesures obtenues par simulation de l'environnement est 780, 
définies par les sept paramètres pertinents extraits de la réponse impulsionnelle du canal et 
leurs emplacements réels correspondants. 75% de ces mesures (585) ont servi pour 
l'entrainement et la généralisation du réseau MLP et le reste (195) est utilisé pour le test ou la 
vérification de la généralisation. L'entrée du réseau est constituée de l'ensemble des 7 
paramètres pertinents, et la sortie est constituée de 2 neurones, correspondant à la position à 
deux dimensions de l'unité mobile. Le nombre des neurones dans la couche cachée du réseau 
MLP est de 15, choisi comme compromis entre mémorisation et généralisation du réseau et 
afin d 'avoir une meilleur performance du système. 
La figure 3.2 représente l'architecture du réseau considéré, constituée de trois couches: 
La couche d'entrée, représentant les valeurs des sept paramètres constituant une 
signature donnée. 
La couche cachée, représentant les poids et les biais ajustables. 
La couche de sortie, représentant les valeurs à deux dimensions de différentes positions 
obtenues de l'usager. 
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4.5.2 FONCTIONNEMENT 
Les réseaux de neurones rutificiels, et en pruticulier le réseauMLP, fonctionnent en deux 
étapes [32]. 
Réseau de neurones 
artificiel lANN) 
x 
y 
Figure 4.3 Architecture du réseau de neurones considéré. 
La première étape est «la mém01isation », qui consiste à choisir les fonctions de 
transfert des neurones de chaque couche du réseau et à entraîner ce dentier avec une méthode 
d'apprentissage dictée pru·le type de réseau de neurones choisi. 
Le réseau MLP utilise la méthode de rétro-propagation des en·eurs (Back-propagation) 
de la couche de s01tie vers la couche d'entrée, comme algorithme d'apprentissage [33] [34]. 
Connaissant les positions réelles (x, y) du mobile, correspondant aux signatures construites 
dans la phase d'apprentissage, le réseau MLP calcule les erreurs de position et ajuste 
itérativement les biais et les poids des neurones, en fonction de ces erreurs. Le nombre 
d'itérations est choisi à une valeur assez élevée de manière à obtenir une bonne précision. 
mais en même temps éviter le phénomène de sur-apprentissage [33] des données par le 
réseau, dû à cette augmentation. L'erreur de localisation diminue à chaque itération durant le 
processus. Le nombre d'itérations dans notre travail a été fixé à 1000. 
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Le temps d'apprentissage dépend effectivement du nombre de données d'apprentissage. 
La précision fournie par le réseau de neurones après ce processus dépend souvent des valeurs 
des poids et des biais initialisées au début d'apprentissage. Ces valeurs étant ftxées 
aléatoirement, la certitude d'obtenir le réseau le plus performant est impossible. Pour cette 
raison, plusieurs réseaux MLP, avec des valeurs de poids et de biais différentes, ont été 
employés, et le réseau donnant la meilleure précision sur les données d'apprentissage est 
alors retenu. 
Une fois l'apprentissage est terminé, les poids et biais des neurones du réseau MLP sont 
ajustés pour mémoriser les signatures de la base construite et les positions du mobile 
correspondantes. 
La deuxième étape de fonctionnement du réseau MLP est « la généralisation ». Dans 
cette étape, le réseau doit être capable d'estimer une position inconnue d'un mobile à partir 
des signatures apprises ou non par le réseau. 
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CHAPITRES 
RÉSULTATS ET ANALYSE 
5.1 RÉSULTATS DE LA LOCALISATION DANS UN MILIEU INTERNE DYNAMIQUE 
L'architecture du réseau MLP utilisé, a été constituée de sept neurones d'entrées 
correspondant aux 7 paramètres pertinents extraits de la réponse impulsionnelle du canal, 
d'une couche cachée représentant les poids et les biais, et une couche de sortie. 
Pour un nombre de neurones de la couche cachée égal à 15, et pour un réseau constitué 
de 7 entrées et 2 sorties, le nombre total des paramètres internes (poids et biais) du réseau est 
donné par: 
(7*15) + (15*2) poids+ (15+2) biais = 152 
Conséquemment, le nombre de données d 'entrée d'apprentissage (585), est assez pour 
pouvoir faire la généralisation requise. 
Après plusieurs simulations, utilisant un programme Matlab, le nombre de neurones de 
la couche cachée, a été fixé à 15 pour l'obtention d'un compromis entre les propriétés de 
mémorisation et de généralisation du réseau. 
Les positions réelles de l'usager et celles estimées provenant des mêmes entrées utilisées 
lors de l'entraînement du réseau MLP, les erreurs de localisation et leurs fonctions de 
distribution cumulatives (CDF) sont représentées dans les figures 5.1, 5.2 et 5.3. 
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Figure 5.1 Positions estimées et exactes (en mètres) en termes de x et y, avec des entrées 
correspondant à l'ensemble des données d'apprentissage du réseau MLF, définies en 
fonction des points de mesures de 1 'usager. 
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Figure 5.2 Erreurs de localisation (en mètres) en termes de x, y et d (distance), avec des 
entrées correspondant à l 'ensemble des données d'apprentissage du réseauMLP, défin ies en 
fonction des points de mesures de 1 'usager. 
49 
Dans la première étape de localisation, l'ensemble des données d'apprentissage est 
utilisé pour fin de radiolocalisation, l'erreur de position en termes de x et de y, varie 
respectivement entre -4.43 et 8.64 mètres et -5.87 et 4.39 mètres. En plus, la valeur moyenne 
de l'erreur de position en termes de distance est égale à 1.35 mètres (figure 5.2). 
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Figure 5.3 Fonctions de distribution cumulatives (CDF) des erreurs de localisation en 
termes de x, y et d (distance), avec des entrées correspondant à l'ensemble des données 
d'apprentissage du réseau MLF. 
D'autre part, une précision de localisation en termes de distance de 2 mètres, est obtenue 
pour 80% des données d'apprentissage. Une amélioration de cette précision est possible, 
dépendamment de la propriété de généralisation du réseau, par augmentation du nombre de 
neurones de la couche cachée (figure 5.3). 
Dans la deuxième étape, les 195 données restantes non-apprises par le réseau, ont été 
appliquées à l 'entrée du MLP pour vérifier sa propriété de généralisation. Les positions 
estimées et réelles de 1 'usager, les erreurs de localisation et leurs CDF sont représentées dans 
les figures 5.4, 5.5 et 5.6. 
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Figure 5.4 Positions estimées et exactes (en mètres) en termes de x et y, avec des entrées 
correspondant à l'ensemble des données de test du réseau MLF, définies en fonction des 
points de mesures del 'usager. 
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Figure 5.5 Erreurs de localisation (en mètres) en termes de x, y et d (distance), avec des 
entrées correspondant à l'ensemble des données de test du réseau MLF, définies en fonction 
des points de mesures de l'usager. 
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Pour l'ensemble des données non entraînées, l'erreur de position en termes de x et de y, 
varie respectivement entre -5.37 et 9.08 mètres et -7.86 et 4.53 mètres. En plus, la valeur 
moyenne de l'erreur de position en termes de distance est égale à 0.06 mètres (figure 5.5). 
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Figure 5. 6 Fonctions de distribution cumulatives (CDF) des erreurs de localisation en 
termes de x, y et d (distance), avec des entrées correspondant à 1 'ensemble des données de 
test du réseauMLP. 
D'autre part, une précision de localisation en termes de distance de 2 mètres, est obtenue 
pour 70% des données de test. Ces résultats montrent que le concept proposée fonctionne et 
permet d 'avoir une précision de localisation pratiquement identique à celle obtenue dans un 
canal statique. 
5.2 INTERFACE GRAPHIQUE 
Une interface graphique simple est faite sur Matlab dans le but de montrer le 
déplacement d'une unité mobile dans un environnement donné. Cette unité mobile est le 
centre d'un cercle qui se déplace dans le plan donné, et de rayon représentant la distance 
entre la position exacte et la position estimée du mobile (erreur de localisation). 
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La figure ci-dessous illustre l' interface graphique réalisée (figure 5. 7). 
Figure 5. 7lnterface graphique (GUI) 
5.3 CONCLUSION 
Dans un environnement interne à parois lisses (bâtiments, centres d'achat, etc.), des 
logiciels, basés sur le traçage de rayons (ray tracing), peuvent être utilisés pour la génération 
de la réponse impulsionnelle du canal en fonction de la position de 1 'usager, réduisant le 
temps mis pour la collecte de la base de données, et facilitant l'implantation du système de 
localisation. Les résultats obtenus dans cette étude montrent une précision de localisation 
acceptable et presque identique à celle obtenue dans un canal statique. 
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CHAPITRE6 
CONCLUSION 
Ce travail de recherche traite la localisation dans un environnement interne ayant un 
canal de propagation dynamique. La motivation de ce travail a été d'atteindre une précision 
de localisation acceptable dans un environnement interne variable dans le temps. 
Les résultats de localisation obtenus dans l'environnement considéré, en utilisant un 
réseau MLP, donnent une précision de 2 mètres pour 80% des données d'apprentissage et 
pour 70% des données de test. Une amélioration de cette précision est possible, 
dépendamment de la propriété de généralisation du réseau, par l'augmentation du nombre de 
neurones de la couche cachée du réseau de neurones. 
Le défi principal de ce projet a été de trouver une solution avantageuse pour contrer les 
dégradations de précision de localisation due à la variation temporelle du canal. Pour 
s'approcher de notre objectif, un logiciel existant basé sur le traçage de rayons « ray tracing » 
(Wireless Insite) a été utilisé pour la génération de la réponse impulsionnelle du canal en 
fonction de la position de l'usager suivant N états statiques, représentant des situations ou des 
scénarios différents du canal spécifiée. En plus, ceci a pour effet de réduire le temps de la 
collection de la base de données, et de faciliter l'implantation du système de localisation. 
Plusieurs facteurs influencent la performance de localisation et affecte la précision de 
localisation, en mieux ou en pire, que donne notre concept: 
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• Le choix des états statiques: 
Les états statiques choisis doivent refléter des situations et des scénarios de propagation 
réels. Donc une observation, à long terme, des variations réelles qu'un canal de propagation 
spécifié peut subir, doit être faite afin de déterminer une meilleure représentation des 
différents états du canal en simulation. On note ainsi que, plus des scénarios différents sont 
réalisés, plus il y a d'états statiques reflétant autant de conditions différentes, et meilleure 
sera la précision de localisation. Le temps de formation des bases de signatures représentant 
les différents états statiques choisis est résolu dans notre concept basé sur la simulation de 
l'environnement par un logiciel prédéfmi. 
• Nombre et positions des ré@rences fixes: 
Le nombre et la position des références fixes , dans l'environnement étudié, peut affecter 
positivement ou négativement, la performance du système et la précision de localisation. En 
effet, l'utilisation d'un plus grand nombre de références fixes augmente la probabilité d'avoir 
une référence plus proche de la cible (mobile) subissant les mêmes variations temporelles que 
ce dernier. Cela ne signifie pas certainement que cette référence joue fortement sur le choix 
de la meilleure estimation de la position du mobile. 
• Nombre et position des points d'accès (AP) utilisés: 
L' augmentation du nombre de points d'accès et le choix de leur positions, augmente la 
probabilité d'avoir des signatures possédant la propriété d'unicité est plus grande [25], une 
propriété importante pour avoir une bonne précision de localisation avec la technique des 
signatures. 
Dans ce travail, nous avons prouvé que le concept proposé fonctionne et permet de 
donner une précision proche de celle obtenu dans un canal statique. Plusieurs prolongements 
à ce travail peuvent être faits pour améliorer la précision de localisation, en prenant 
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d'avantage plus d'états statiques et plus de points d'accès et en étudiant l ' influence du 
nombre de références flxes sur l'environnement de localisation choisi. En plus, dans le cas où 
les dimensions de l'espace de localisation deviennent supérieures à la portée du signal émis, 
la création de plusieurs cellules de localisation est une solution, en étudiant la continuité de la 
localisation d'un mobile passant d'une cellule à l'autre et la gestion de tous les points d'accès 
en présence. 
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