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Abstract
We develop a new multiwave version of the range test for shape reconstruction in inverse scattering theory. The range test
[R. Potthast, et al., A ‘range test’ for determining scatterers with unknown physical properties, Inverse Problems 19(3) (2003)
533–547] has originally been proposed to obtain knowledge about an unknown scatterer when the far ﬁeld pattern for only one
plane wave is given. Here, we extend the method to the case of multiple waves and show that the full shape of the unknown scat-
terer can be reconstructed. We further will clarify the relation between the range test methods, the potential method [A. Kirsch, R.
Kress, On an integral equation of the ﬁrst kind in inverse acoustic scattering, in: Inverse Problems (Oberwolfach, 1986), Interna-
tionale Schriftenreihe zur Numerischen Mathematik, vol. 77, Birkhäuser, Basel, 1986, pp. 93–102] and the singular sources method
[R. Potthast, Point sources and multipoles in inverse scattering theory, Habilitation Thesis, Göttingen, 1999]. In particular, we pro-
pose a new version of the Kirsch–Kress method using the range test and a new approach to the singular sources method based on
the range test and potential method. Numerical examples of reconstructions for all four methods are provided.
© 2006 Elsevier B.V. All rights reserved.
MSC: 35R30; 35J05; 35P25; 74J25; 78A46
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1. Introduction
The area of inverse scattering is an important and active ﬁeld of applied mathematics. The scattering of acoustic,
electromagnetic or elastic waves is used for such diverse applications as nondestructive testing, medical imaging and
geophysical exploration. The reconstruction of the location and shape of some scatterer is one of the basic tasks in the
area.
We consider the scattering of time-harmonic acoustic waves by some possibly multiply connected scatterer D in Rm
for m=2, 3. An incident wave ui is scattered into the scattered ﬁeld us with far ﬁeld pattern u∞. In the limited aperture
case the far ﬁeld pattern u∞ is measured on some open subset  ⊂ S. See the book of Colton–Kress [2] for a detailed
description of acoustic scattering theory. The direct problem is to calculate the scattered ﬁeld us from the knowledge
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of the scatterer and the incident ﬁeld ui. The inverse problem is to reconstruct the location, shape and properties of the
unknown scatterer from the knowledge of the incident ﬁeld ui and the far ﬁeld pattern u∞.
In recent years a number of new methods have been developed to detect the shape and properties of scattering
obstacles. In particular, with the class of sampling and probe methods a new approach to the reconstruction of scatterers
has been created by a number of researchers such as Colton and Kirsch with the linear sampling method [1], Kirsch
with the factorization method [6], Ikehata with the probe method (1998) [5] and Potthast with the singular sources
method [15]. Sampling and probe schemes are quick and powerful methods for reconstruction which are usually faster
than the simulation of one forward problem and which do not need to provide a parameterized form of the boundary
condition. The missing knowledge about the physical nature of the scatterer is usually compensated by measurements
of scattered ﬁelds for large numbers of different incident waves.
More recently, new schemes have been suggested by Luke and Potthast with the no response test [11] and Potthast
et al. with the range test [19]. The last two methods have been formulated for scattering of one time-harmonic incident
plane wave, i.e., they need much less data than the above probe methods.
The basic idea of the range test [19] is to determine the maximal set on to which the scattered ﬁeld may be analytically
extended via the single-layer approach. Then, the complement of this set is a subset of the unknown scatterer D. The
method does not deliver full reconstructions of the shape of scatterers.
From the knowledge of one wave only and without the knowledge of the boundary condition we cannot hope to
calculate the full shape of an unknown scatterer D. But if we have more data available it is well known that the far
ﬁeld patterns u∞(xˆ, d) for xˆ, d ∈ S uniquely determine the unknown scatterer even if the boundary condition is not
known, see [16, Chapter 3]. Here, we will extend the ideas of the range test to the full reconstruction of the shape of
D in this multiwave situation. We will provide a convergence proof for the multiwave range test algorithm.
The second task is to use the range test to formulate a new version of the potential method of Kirsch and Kress
(see [2,7–9]) with improved convergence properties. The basic idea of the potential method is to decompose the
reconstruction into two steps. The ﬁrst step is the reconstruction of the scattered ﬁeld us from its far ﬁeld pattern u∞
by ﬁtting the far ﬁeld pattern of some single-layer potential. Then, the evaluation of the single-layer potential yields
an approximation to the true scattered ﬁeld us. Using a known incident ﬁeld ui in a second step it is possible to search
for the unknown scatterer as the zero set of the total ﬁeld ui + us. To obtain convergence in [3] Colton and Kress
needed to combine the two steps into a nonlinear optimization procedure. With the range test it is possible to obtain
convergence for the method with the original split into two separate steps—an ill-posed linear step and a well-posed
nonlinear step.
As a third task we will extend the techniques of the range test and use them to formulate a new approach to the
singular sources method. In its original versions [15,16] the singular sources method is based on the point source
method (PSM) [13,14], here we will replace the PSM by the potential method in combination with the range test to
calculate an approximation to the scattered ﬁeld s(z, z) of an incident point source (·, z) in its source point z from
the far ﬁeld patterns u∞(xˆ, d), xˆ, d ∈ S and to use the blow-off property
|s(z, z)| → ∞, z → D (1)
to ﬁnd the unknown shape D. We will outline a potential approach to this method in Section 3.4.
A further goal of this paper is to clarify the relations between the four methods, compare Fig. 1. We will see that
the one-wave range test is the most simple approach. The potential method may be based on the one-wave range test.
Then, we might use the mixed reciprocity relation (cf. [16]) to formulate a multiwave range test based on the one-wave
range test and the potential method. Finally, the multiwave range test can be extended to the singular sources method.
The theory of all methods works both for full and limited aperture, i.e., for =S and S. Here, for our numerical
tests we will only consider the case =S and leave more extensive testing of the limited aperture case for all methods
under consideration to future work.
The paper is organized as follows. We introduce the direct scattering problems under consideration in Section 2.
The task of Section 3.1 is to formulate the one-wave range test and its algorithm. In Section 3.2 we will formulate an
extension to the potential method of Kirsch–Kress to reconstruct the scattered ﬁeld outside of the scatterer—utilizing
the range test. Section 3.3 is used to formulate the multiwave range test, present its algorithm and show its convergence.
Finally, Section 3.4 builds upon the multiwave range test to present a new approach to the singular sources method.
The implementation and numerical examples in two dimensions for all four methods are presented in Section 4.
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Fig. 1. The diagram shows the relation between the one-wave range test, the potential method, the multiwave range test and the singular sources
method.
2. Direct acoustic scattering problem
Let ui be an incident ﬁeld that satisﬁes the Helmholtz equation:
u + 2u = 0,
on some open set B containing the support D of the scatterer D in its interior. Here, we use the wave number > 0 on
Rm where m= 2, 3. The incident ﬁeld generates a scattered ﬁeld us that solves the Helmholtz equation on the exterior
of the scatterer D and is radiating, i.e., it satisﬁes the Sommerfeld radiation condition
r(m−1)/2
(

r
− i
)
u(x) → 0, r = |x| → ∞
uniformly in all directions. For impenetrable scatterers we consider cases where the scatterer is either sound-soft or
sound-hard. Each of these types of scatterers is modeled by a total ﬁeld,
u = ui + us,
that satisﬁes either Dirichlet (sound-soft) or Neumann (sound-hard) boundary conditions on D. These boundary con-
ditions are given as
u|D = 0, u

∣∣∣∣
D
= 0,
respectively. We employ the free-space fundamental solution  for the Helmholtz equation
(x, y) :=
⎧⎪⎨
⎪⎩
i
4
H
(1)
0 (|x − y|) in R2,
1
4
ei|x−y|
|x − y| in R
3.
Radiating solutions of the Helmholtz equation have the asymptotic behavior
us(x) = e
i|x|
|x|(m−1)/2
{
u∞(xˆ) + O
(
1
|x|
)}
,
for |x| → ∞ uniformly for all directions xˆ = x/|x| [2]. The function u∞ deﬁned on the unit sphere or unit circle,
respectively, is known as far ﬁeld pattern.
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Fig. 2. Setup of direct acoustic scattering. Scatterer D with an normal . Shown is the incident plane wave ui, the scattered ﬁeld us and the far ﬁeld
pattern u∞.
The setup of the direct acoustic scattering is shown in Fig. 2. We display the scatterer D with one normal , the given
incident plane wave ui, the scattered wave us and its far ﬁeld pattern u∞, which simulates our measured data.
Dirichlet problem: For the solution of the Dirichlet problem we follow the Brakhage–Werner approach and represent
the scattered ﬁeld as a combined single- and double-layer potential
us(x) =
∫
D
{
(x, y)
(y)
− i(x, y)
}
(y) ds(y), x ∈ Rm\D,
with the coupling factor  chosen as  = . For this representation of the scattered ﬁeld and the boundary condition,
the density  must satisfy the integral equation
+ K− iS= −2ui, (2)
where S is the single-layer operator,
(S)(x) := 2
∫
D
(x, y)(y) ds(y), x ∈ D
and K is the double-layer operator,
(K)(x) := 2
∫
D
(x, y)
(y)
(y) ds(y), x ∈ D.
Eq. (2) has a unique solution that depends continuously on the right-hand side in C(D) [2, equation (3.26)].
Neumann problem: For the solution of the Neumann problem we use the modiﬁed approach due to Panich [12]
us(x) =
∫
D
{
(x, y)(y) + i(x, y)
(y)
(S20)(y)
}
ds(y), x ∈ Rm\D,
where S0 denotes the single layer operator in the limit as  → 0. For this representation of the scattered ﬁeld, the
density  can be shown to satisfy the boundary integral equation
− K ′− iT S20= 2
ui

, (3)
R. Potthast, J. Schulz / Journal of Computational and Applied Mathematics 205 (2007) 53–71 57
where
(K ′)(x) := 2
∫
D
(x, y)
(x)
(y) ds(y), x ∈ D,
and
(T)(x) := 2 
(x)
∫
D
(x, y)
(y)
(y) ds(y), x ∈ D.
Eq. (3) has a unique solutions that depends continuously on the incident ﬁeld in C(D) [2, equation (3.28)].
3. The solution of the inverse problem
Consider a test domain G with boundary G such that the interior Dirichlet problem for G is uniquely solvable for
the wave number . A central tool is the single-layer operator
(SG)(x) :=
∫
G
(x, y)(y) ds(y), x ∈ Rm\G. (4)
The corresponding far ﬁeld pattern of the single-layer operator is given by
(S∞G)(xˆ) := 	m
∫
G
e−ixˆ·y(y) ds(y), xˆ ∈ S (5)
(see [2,16]) with the constant
	m :=
⎧⎪⎨
⎪⎩
ei/4√
8
, m = 2,
1
4
, m = 3.
The four following methods will all be based on the evaluation and solution of equations involving these two operators.
3.1. The range test for one wave
This subsection collects material on the one-wave range test which is not new, but which is intensively used in the
Sections 3.2 to 3.4.
The setup and idea for the range test is shown in Fig. 3. For the inverse problem the far ﬁeld pattern u∞(·, d) for one
or several plane waves with direction d ∈ S is given as input data. By using the far ﬁeld operator (5) of the single-layer
potential (4) deﬁned on the boundary G we evaluate whether the scattered ﬁeld us is extensible into Rm\G. As shown
in [19], the equation
S∞G= u∞(·, d) (6)
is solvable if us can be analytically extended into Rm\G and it is not solvable if it cannot be analytically extended into
Rm\G. Thus, the solvability of the ill-posed integral equation (6) can be used as a criterion for the analytic extensibility
of us into Rm\G.
For numerically testing the solvability of (6) we need to regularize the unbounded inverse (S∞G)−1 of S∞G. To this
end we employ Tikhonov regularization and deﬁne the regularized inverse as
R
 := (
I + S∞,∗G S∞G)−1S∞G.
If Eq. (6) is solvable, then the norm ‖
‖ of

 := R
u∞(·, d) (7)
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Fig. 3. Setup and idea of the range test. Shown is one test domain G containing the scatterer D. The idea is to go from the measured u∞ to the density
 to test the analytic extension of us into Rm\G.
will be bounded in the limit 
 → 0. If Eq. (6) does not admit a solution, then we have
‖
‖ → ∞, 
 → 0, (8)
i.e., for 
 → 0 the norm of the density will tend to inﬁnity. We use the behavior (8) to test the extensibility of the
ﬁeld us by calculation of the norm ‖
‖ for solutions with a number of different test domains G by calculating a
numerical approximation for ‖
‖ and comparing ‖
‖ with some cut-off constant C. If for sufﬁciently small (ﬁxed)
regularization parameter 
 we have ‖
‖C, then we conclude that Eq. (6) is solvable. If in this case ‖
‖>C, then
we conclude that it is unsolvable. In the case of solvability of (6) we conclude that us is analytically extensible into
Rm\G.
Algorithm 1 (Range test). For a set of test domains G(j) with the index j ∈ J and the index set J use (7) to test
whether the scattered ﬁeld us can be analytically extended into Rm\G(j). In this case we call G(j) a positive test
domain. Take the intersection of all positive test domains to calculate a subset of the unknown scatterer D.
Remark 1. The method is called range test since it tests whether the far ﬁeld pattern is in the range of the single-layer
potential operator.
A theorem of convergence and its proof can be found in [19]. The range test does not use the boundary condition
and the method can be applied to all kinds of objects with different or mixed boundary conditions. However, from the
knowledge of the far ﬁeld pattern for one incident wave it cannot reconstruct the full shape of D. For example, testing
the extensibility of the ﬁeld us into the exterior of convex test domain G it merely constructs the convex scattering
support of D, which is a subset of D. In special situations, for example, for convex polygonal scatterers, this subset
coincides with the scatterer itself. However, in general the reconstructed set will be only a part of the scatterer. One
basic goal of this paper is to extend the range test to full reconstructions of the scatterer in the setting with multiple
waves.
Efﬁciency: The range test needs to solve linear integral equations for a large number of test domains. If we need to
set up the integral operator for each test domain, the algorithm can be very time consuming.
However, with the following method we efﬁciently calculate (7) for many test domains G(j), where we need to set
up S∞
G(j)
for only one initial test domain G0. We choose the initial domain G0 such that the interior Dirichlet problem
is uniquely solvable for the wave number . Then, we construct the test domains G(x) from G0 by translation
G(x) := G0 + x (9)
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with vector x ∈ Rm. The translation of the domainG0 provides a quick way to calculate the solution of the corresponding
integral equations as follows. With ˜(y) := (y + x) we calculate
(S∞G(x))(xˆ) = 	m
∫
G(x)
e−ixˆ·y(y) ds(y)
= 	me−ixˆ·x
∫
G0
e−ixˆ·y˜(y) ds(y)
= 	me−ixˆ·x(S∞G0 ˜)(xˆ). (10)
Thus, we only need to set up one version of the operator S∞G0 and obtain the regularized solutions 
 for all test
domains G(x) by multiplication with the exponential factor e−ixˆ·x , xˆ ∈ S. We denote the multiplication operator by
Mx , i.e.,
(Mx)(xˆ) := e−ixˆ·x(xˆ), xˆ ∈ S. (11)
The adjoint of Mx with respect to the L2 scalar product is given by
(M∗x)(xˆ) := eixˆ·x(xˆ), xˆ ∈ S. (12)
We obtain
S∞G(x) = MxS∞G0 , S∞,∗G(x) = S∞,∗G0 M∗x (13)
and
R
 = R0,
M∗x . (14)
For this particular setting where translations can be used Eq. (14) speeds up the calculation of Eqs. (7) and (8) by a
large factor depending on the number of test domains which are used. We use this speed-up for all methods under
consideration.
3.2. A modiﬁed potential method
The basic idea of the potential method of Kirsch–Kress is to search for the scattered ﬁeld us in the form of a single-
layer potential SG (4). Given the measured far ﬁeld pattern u∞(·, d) we solve the integral equation (6), i.e., the same
integral equation as for the range test. The scattered ﬁeld is calculated by us =SG. Then, via the boundary condition
for the total ﬁeld u the shape of the scatterer D is determined.
With the approximate solution 
 = R
u∞ by (7) we can obtain an approximation us
 to the scattered ﬁeld us on
Rm\G by
us
(x, d) = SG(R
u∞(·, d))(x). (15)
The reconstruction converges in the case where us can be analytically extended into Rm\G. In the original papers of
Kirsch–Kress and their collaborators the auxiliary domain G has been chosen as a ﬁxed subset of the unknown scatterer
D. Then, the reconstructed function us
 provides a numerical approximation to the extension of the scattered ﬁeld us into
the interior D\G of the unknown scatterer. For convergence of the solution of the integral equation (6) it is a important
condition that the analytic extension of us into Rm\G is possible. To obtain convergence for shape reconstruction when
the extensibility condition is violated (which is the case for many situations) the calculation of us and the search for
the unknown boundary has been combined into a nonlinear optimization problem [2].
With the help of the range test we are now able to formulate the modiﬁed Kirsch–Kress method.
Algorithm 2 (Modiﬁed Kirsch–Kress method). First, select a ﬁnite set of test domains G(j) ⊂ Rm for j ∈ J with
some index setJ. We assume that the G(j) satisfy
D =
⋂
D⊂G(j)
G(j). (16)
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For each test domain G(j) we use the range test to evaluate whether the ﬁeld u∞ can be analytically extended into
the exterior of G(j). In this case G(j) is called positive. If G(j) is positive, we use the evaluation of the single-layer
potential to calculate an approximation us,j
 of the scattered ﬁeld us on Rm\G(j).
In a second step, we then combine all reconstructions us,j
 on Rm\G(j) for positive test domains G(j) to construct
a ﬁeld us
 on an open set M ⊃ Rm\D. We employ the characteristic function
B(x) :=
{1 if x ∈ B,
0 otherwise
and
(x) :=
∑
G(j) positive

Rm\G(j) (x),
which is well deﬁned for a ﬁnite number of test domains. This is used for the reconstruction of the scattered ﬁeld us
 as
us
 :=
1
(x)
∑
G(j) positive

Rm\G(j) (x)u
s,j

 (x). (17)
In the third step we search for the shape of D using the Dirichlet or Neumann boundary condition on D ⊂ M .
Numerical examples for the modiﬁed Kirsch–Kress method will be presented in the last section. For the Kirsch–Kress
method we can use the same efﬁcient translations of the test domains G(j) as in the range test (10). Here, we ﬁrst
complete the analysis of the modiﬁed Kirsch–Kress method and show that we obtain convergence of the
method.
Note that the modiﬁed Kirsch–Kress method avoids the nonlinear optimization approach for the ill-posed part
and truly splits the reconstruction problem into a linear ill-posed part to reconstruction us and a nonlinear but
well-posed part to ﬁnd the shape D. Here, due to the use of the range test and the use of a set of test domains
G(j) we are able to obtain convergence for the reconstruction on the set M and, thus, we also obtain convergence
for us
 towards a true scattered ﬁeld us of the inverse problem. We formulate this result in the following
theorem.
Theorem 2 (Convergence of modiﬁed Kirsch–Kress method). Assume that the (ﬁnite) set of test domains G(j), j ∈ J
is sufﬁciently rich such that Eq. (16) is satisﬁed. Then, the modiﬁed Kirsch–Kress method generates a set
M˜ :=
⋂
G(j) positive
G(j) (18)
which is a closed subset of D. As a consequence, the open set M := M˜c contains Rm\D. For true data u∞ the method
calculates an approximation us
 to us with
us
(x) → us(x), 
 → 0 (19)
for x ∈ M .
Proof. If D ⊂ G(j) then Eq. (6) is solvable, thus G(j) is positive. As the set of test domains is sufﬁciently rich and the
extension of us always contains Rm\D, the intersection M˜ of all positive test domains G(j) is a subset of the scatterer
D. Then, the complement Rm\D of D is a subset of M = M˜c, i.e., M contains Rm\D. For all positive G(j) following
the range test [19, Theorem 3.5] we have that 
 converges to the true solution  of (6) for 
 → 0 and thus us,j
 (x)
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Fig. 4. Idea and setup of the multiwave range test. The incident ﬁeld ui scatters on the obstacle and we measure u∞. We reconstruct the scattered
ﬁeld us from the measured data. Via the reciprocity relation we get the far ﬁeld pattern ∞ from a point source in x. Then, we calculate the density
which deﬁnes s(·, x).
tends to us(x) for 
 → 0 for each ﬁxed x ∈ Rm\G(j). For x ∈ G(j) we set us,j
 (x) := 0. Then, from Eq. (17) we obtain
1
(x)
∑
G(j) positive

Rm\G(j) (x)u
s,j

 (x)
→ 1
(x)
∑
G(j) positive

Rm\G(j) (x)u
s(x)
= us(x) 1
(x)
∑
G(j) positive

Rm\G(j) (x)
= us(x),
in the limit 
 → 0, x ∈ M . Thus, we have shown the convergence of the ﬁeld reconstruction (19). 
3.3. The multiwave range test
Now, we describe how the range test can be extended to the situation of several incident plane waves. The idea and
basic setup for the multiwave range test is shown in Fig. 4. If the far ﬁeld pattern is given for several incident waves,
we ﬁrst use the one-wave range test for each plane wave. If it fails for one wave, then the test domain G can be marked
negative. Let us assume that for the test domain G we have analytic extensibility into Rm\G, i.e., Eq. (6) is solvable
for all directions d ⊂ . In other words: the domain G is positive for all one-wave range tests applied to the far ﬁeld
pattern u∞(·, d), d ∈ . In this case we can calculate an approximation for us(·, d) for d ∈  by (15). We now use the
mixed reciprocity relation
us(x,−d) = 1
	m
∞(d, x) (20)
as worked out in [16, Chapter 2], where ∞ is the far ﬁeld pattern of a point source. We obtain
∞(d, x) ≈ v
(d, x) := 	mSG(R
u∞(·,−d))(x) (21)
for d ∈ S and x ∈ Rm\G.
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Given the far ﬁeld pattern ∞(·, x) or its approximation v
(·, x), respectively, for ﬁxed x on the set S we can now
test the extensibility of this ﬁeld into the exterior of Rm\G in the same way as in the range test for one wave above,
i.e., we repeat the range test, but now apply it to v
(·, x) as far ﬁeld pattern. This is carried out by solving the equation
S∞Gx = v
(·, x) ∀x ∈ Rm\G. (22)
If the scattered ﬁeld of a point source s(·, x) can be analytically extended into Rm\G, then the equation
S∞Gx = ∞(d, x) (23)
—which is approximated by (22)—can be solved. If Eq. (23) cannot be solved, then the ﬁeld ∞(·, x) cannot be
analytically extended into Rm\G. However, if D /⊂ G, i.e., there is a point x0 ∈ D with x0 /∈G, we can consider
∞(·, xn) such that xn → x0, n → ∞. For n → ∞ the ﬁeld s(xn, xn) becomes singular and the norm of the solution
xn of Eq. (22) cannot be uniformly bounded.
With the following theorem we give a precise formulation for the extensibility of the ﬁeld s(·, x) into the interior
of G.
Theorem 3 (Extensibility properties). Assume that D ⊂ G. Then the ﬁeld s(·, x) can be analytically extended up to
Rm\G uniformly for all x ∈ Rm\G, i.e., the L2-norms of the densities x solving (23) on G are uniformly bounded
for x ∈ Rm\G.
If D /⊂ G, then the ﬁelds s(·, x) cannot be extended up to Rm\G uniformly for all x ∈ Rm\G, i.e., the extensions
will not be uniform in the sense that the L2-norms of the densities x solving (23) on G will not be uniformly bounded
for x ∈ Rm\G.
Proof. First, we consider the extensibility of the ﬁeldss(·, x) ifD ⊂ G. Then, by deﬁnition ofs(·, x) as the scattered
ﬁeld for scattering of (·, x) by D, the ﬁeld is deﬁned in Rm\D. The L2-norm of s(·, x) is uniformly bounded for all
x ∈ Rm\G, since the boundary values (·, x)|D for x ∈ Rm\G are uniformly bounded in C(D) and the mapping of
the boundary values onto the scattered ﬁeld on G ⊂ Rm\D is bounded in any norm C2(G).
Second, we consider the case where D /⊂ G. For a proof by contradiction assume that the ﬁelds s(·, x) can be
analytically extended up to Rm\G such that the L2-norms of the ﬁelds on G are uniformly bounded for x ∈ Rm\G.
Let x0 ∈ D be a point with x0 ⊂ Rm\G. We consider a sequence of points xn ⊂ Rm\G with xn → x0 for n → ∞.
Then, s(xn, xn) can be represented as a solution to the exterior Dirichlet problem in Rm\G with boundary values
which are uniformly bounded for all n ∈ N. Thus, there is a constant C > 0 such that
|s(xn, xn)|C, n ∈ N. (24)
However, by Theorem (2.1.15) of [16] for the Dirichlet and Neumann boundary condition we obtain the estimate
|s(xn, xn)| → ∞, n → ∞. (25)
which contradicts (24). Thus, our assumption cannot be valid and the ﬁelds are not analytically extensible uniformly
for x ∈ Rm\G. 
With this characterization we know that if all densities x are uniformly bounded for x ∈ Rm\G, i.e.,
(G) := sup
x∈G
‖x‖L2(G)C (26)
with some sampling grid G ⊂ Rm\G and an appropriately chosen constant C, we know that D ⊂ G and D /⊂ G
otherwise.
Now, using a set of test domains G(j) in the domain of observation with the index j ∈ J and index setJ we obtain
a reconstruction of D by
Drec :=
⋂
j∈Js.th.(G(j))C
G(j). (27)
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With a proper choice of this family of test domains in principle we can obtain full reconstructions of the unknown
scatterer D.
Clearly, we do not want to calculate the densities x for all x ∈ G. We now will describe how to obtain an efﬁcient
implementation of this test.
Efﬁciency and visualization. First, we can use the same efﬁcient calculations through translating the test domains
G(j) as in the range test (10).
Second, in Eq. (26) we evaluate x for all x ∈ G, but this is not necessary for the realization of the method. We
use the following technique (see [17] for a comparison with the above set handling approach) to recover the unknown
domain.
First, we consider an admissible test domain G0 such that 0 /∈G0. Usually we need to choose G0 such that
d(0,G0)>1. Then, we use translations (9) for x ∈ Q,Q ⊂ Rm. We call the set of domains
{G(x) | x ∈ Q} (28)
a conﬁguration  of the point x and the test domain G(x). A conﬁguration is determined by the choice of G0.
For the source point x and the domain G(x) we use the multiwave range test according to (21) and (22) to calculate
a density x . The norm ‖x‖ is then attributed to the point x ∈ Q. Due to the construction of the approximations
the norm of x becomes large if x → D and D ⊂ G(x). It will be small when x is in the exterior of D such that
D ⊂ G(x). We also observe that the norm ‖x‖ is large when D is not a subset of G(x). Thus, the set M where x has
small norm is a subset of the exterior of D, compare Fig. 5. The decision whether ‖x‖ is small or large is carried out
using a cut-off constant C. We calculate the sets Bj := Mc for several different conﬁgurations j , j = 1, . . . , n. Then
we take the intersections
Dapprox :=
⋂
j=1,...,n
Bj (29)
of the sets Bj to calculate an approximation to the unknown scatterer D.
We give a detailed computational version of the range test in the following algorithm.
Algorithm 3 (Multiwave range test). Let Q be some area in Rm where we search the unknown scatterer D. By − ⊂ S
we denote a set of directions of incident plane waves. Let the far ﬁeld pattern u∞(·, d) be given for all d ∈ −. The
multiwave range test calculates a reconstruction to the unknown scatterer D by the following steps:
(1) We choose a sampling gridQ in Q. Then we build up a number of conﬁgurationsj for j=1, . . . , n by construction
of a set of admissible reference test domains G(j)0 with boundary of class C2, such that the homogeneous interior
Dirichlet problem for G(j)0 does have only the trivial solution and 0 /∈G(j)0 . Further, G(j)0 is chosen such that
 := d(0,G(j)0 )> 0 is sufﬁciently small. For each j = 1, . . . , n carry out the following steps:
(a) Set up the operator S∞
G(j)0
: L2(G0) → L2() deﬁned in (5) and with some 
> 0 calculate the regularized
inverse
R
(j)
0,
 = (
I + S∞,∗G(j)0 S
∞
G(j)0
)−1S∞,∗
G(j)0
. (30)
(b) Set up the single-layer evaluation operator
Seval : L2(G0) → C, Seval :=
∫
G0
(0, y)(y) ds(y) (31)
and calculate
W
(j)

 := SevalR(j)0,
. (32)
(c) For each x ∈ Q calculate
v(j)(d, x) := 	mW(j)
 Mxu∞(·,−d), d ∈ 
with Mx deﬁned in Eq. (11), as an approximation to ∞(d, x).
64 R. Potthast, J. Schulz / Journal of Computational and Applied Mathematics 205 (2007) 53–71
Fig. 5. Conﬁguration (left) and area of small ‖x‖ (right) (Step 2 of Algorithm 3) for two different conﬁgurations. The used test domain is a circle.
Top row: the evaluation point lies z under the test domain. Bottom row: the evaluation point is left of the test domain.
(d) For each x ∈ Q calculate
(j)x := R(j)0,
Mxv(j)(·, x)
and
j (x) := ‖(j)x ‖L2(G0).
(2) For chosen cut-off parameter C deﬁne the function
b(j, x) :=
{0 if (j)(x)C,
1 if (j)(x)>C. (33)
(3) Evaluate the minimum of b(j, ·) for the conﬁgurations j = 1, . . . , n to calculate a reconstruction of the scatterer
D.
Drec :=
{
x ∈ Q
∣∣∣∣ minj=1,...,n b(j, x) = 1
}
. (34)
Numerical examples of the multiwave range test are shown in Section 4.5.
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3.4. A new approach to the singular sources method
The singular sources method reconstructs the scattered ﬁeld s(z, z) from the far ﬁeld patterns u∞(·, d), d ∈ S.
Then, the behavior
|s(z, z)| → ∞, z → D (35)
(see Introduction Eq. (1)) is used to ﬁnd the shape of the unknown scatterer.
The original work [15,16] employs the PSM, i.e., an application of Green’s formula and point source approximations,
to construct the function s(x, z). Here, we will describe a different approach which is not based on the PSM but on
the potential method of Kirsch–Kress. The analytic continuation of the ﬁeld u∞ into us and ∞(·, z) into s(z, z) is
now accomplished by the potential method.
We follow Eqs. (20)–(23) of the multiwave range test. Now, given the ﬁeld ∞(·, x) for some x ∈ Rm\G we can
reconstruct the scattered ﬁeld
s(y, x), y, x ∈ Rm\G
by an evaluation of the single-layer potential with density x . For the choice y = x = z we obtain an approximation
for the function s(z, z), which is known to blow-off when z tends to the unknown boundary. Thus, if there is any
intersection D ∩ Rm\G, then we can ﬁnd a sequence of points zn ∈ Rm\G such that
lim
n→∞ zn = z∗ ∈ D.
Then, with
s
(zn, zn) → s(zn, zn), 
 → 0, n ∈ N ﬁxed
we obtain: for all constants C > 0 there exists n> 0 such that for all 
 smaller than some ﬁxed 
0 > 0 the following
holds:
|s
(zn, zn)|>C. (36)
We use (36) with chosen C to ﬁnd the blow off and with that the unknown boundary.
In principle, we can now formulate the algorithm for the singular sources method in parallel to the multiwave range
test algorithm. The only change is the calculation of j (x) in step (d), where we now use
j (x) := |Seval(j)x | (37)
instead of ‖(j)x ‖.
4. Implementation and numerical results
The goal of this last section is the numerical realization of the methods described above. As a model problem we
choose the two-dimensional case for our numerical proof-of-concept study.
4.1. Discretization of the operators
First, we choose a discretization yk , k = 1, . . . , nG of the boundary G0 of some reference domain G0. A uniform
discretization of the unit sphere is denoted by xˆj ∈S, j = 1, . . . , nS and we deﬁne
 := {xˆj , j = 1, . . . , nS} . (38)
We assume that the far ﬁeld pattern u∞(xˆ,−d) is given for evaluation points xˆ ∈  and all directions of incidence
−d ∈ , i.e., the matrix
u∞ = (u∞(xˆj ,−dl))j,l=1,...,nS
= ((u∞(xˆj ,−d1))j=1,...,nS , . . . , (u∞(xˆj ,−dnS ))j=1,...,nS ) (39)
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Fig. 6. Illustration of the total ﬁeld from calculating the direct scattering problem for a boat-like scatterer. The incident plane wave is coming from
the right with wave number = 3. We used 150 evaluation points on the boundary. Left: Dirichlet case. Right: Neumann case.
is given as input data. The lth column of u∞ contains the far ﬁeld pattern for scattering of plane waves e−iy·dl , y ∈ Rm
by the scatterer D.
We use a Nyström method for the evaluation of the single-layer boundary operator SG and for the calculation of
its far ﬁeld pattern S∞G. The application of the trapezoidal quadrature rule (cf. [10]) to some parameterization of the
curve G0 leads to the matrix
S∞G0 := 	m(eixˆj ·yk sk)j=1,...,nS,k=1,...,nG (40)
with sk ∈ R. Now, we use the Tikhonov regularization for the stabilized inversion of S∞G0 , i.e., we calculate
R0,
 := (
I + S∞,∗G0 S∞G0)−1S
∞,∗
G0
(41)
for 
> 0. Here ∗ denotes the complex conjugate transposed matrix and I is the identity matrix.
The single-layer potential evaluation operator Seval is represented by a row vector
Seval = ((0, yk)sk)k=1,...,nG (42)
with the origin 0 = (0, 0, 0) and the potential is evaluated by
Seval ◦ =
∑
k=1,...,nG
(0, yk)skk (43)
for some column vector . The multiplication operator Mx deﬁned in (11) is discretized by the diagonal matrix
Mx := diag (e−ixˆj ·x)j=1,...,nS .
The reconstruction operator R
 for translated domains G(x) is now represented by
R
 = R0,
Mx . (44)
As a basis for later comparisons of the reconstruction schemes, the numerical results for the direct problem are shown
in Fig. 6. The images show the modulus of the total ﬁeld with an incoming plane wave from the right for the case of
the Dirichlet boundary condition (left) and Neumann boundary conditions (right).
4.2. Choice of the test domains G(j) and regularization parameters
In principle, we have a large freedom to choose test domains G(j) for all methods under consideration. Clearly, we
will only succeed to obtain positive test domains (in the sense of Algorithm 1) if the domains are chosen sufﬁciently
large such that the scattered ﬁeld can be analytically extended into their exterior.
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For simple settings as considered in this work, it is sufﬁcient to work with simple test domains. We have even
restricted our choice of test domains to circles and used a scan of the area with the unknown domain by translations of
one ﬁxed circle.
For more complex situations we need to employ different test domains, which are no longer convex. This might lead
to difﬁcult algorithmical questions, which are not within the scope of this work. For complex situations, the choice
carried out in this work can be seen as a ﬁrst step of a multistep algorithm (see also [16]) where in the ﬁrst step we
ﬁnd the convex hull of the scatterers under consideration and in a second step use a more involved choice of the test
domains.
Both the regularization parameter 
 and the cut-off constant C need to be adapted to the particular choice of the test
domain under consideration. This problem applies to all sampling methods, compare the survey article [18]. The choice
of these parameters can be carried out, for example, by simulation using a reference setting. Here, we have chosen the
parameters by trial and error, which we consider to be legitimate within a principle feasibility study for a new method.
We used data from the numerical simulation, which has approximately 1–2% numerical error. Reconstructions of the
singular sources method (or probe method) with different random errors can be found in [4], Fig. 6.
The behavior of reconstructions for different choices of C for a typical sampling method is shown in Fig. 6 of [11].
If C is chosen too large, the reconstruction is too small. If C is chosen smaller, then the reconstruction becomes larger.
For brevity we will not repeat the analogous images for the range test.
4.3. The range test for one wave
First, we study the range test for one wave. Here, as described in the introduction, we cannot reconstruct the exact
shape. However, we will see that it is still possible to obtain some reconstruction which reﬂects basic properties of the
shape of the scatterer under consideration.
We employ the translation technique to speed up the calculations, where for simplicity we use a circle of radius R=4
and center x0 = (−4.01, 0) as reference test domain G0. In this case we need to calculate the density
x(d) := R0,
Mx ◦ u∞(d) (45)
for all test domains G(x) and for one far ﬁeld pattern u∞(d). Here, we suppress the dependence on 
, which is kept
ﬁxed with the value 
= 10−9 for our calculations. The value of x is chosen appropriately such that the center of G(x)
takes values on a grid covering Q = [−3, 3] × [−3, 3]. Then the functional  can be written as
(x, d) =
√
Tx (d) ◦ x(d). (46)
The size of the real number (x, d) is an indicator for the extensibility of the ﬁeld u∞(d) into the exterior of the test
domain G(x).
Numerically, we need a cut-off parameter to decide whether the test domain is positive or negative. The cut-off
parameter C can be determined by calibration: use a simulated far ﬁeld pattern for a circle, carry out the reconstruction
and choose C appropriately to achieve reasonable reconstructions for the circle. Then, use the same constant C for other
domains as well.
The reconstruction of the shape of a boat-like scatterer with one incoming plane wave from the right can be seen in
Fig. 7. We used the wave number = 3. The test domains have 150 evaluation points.
4.4. The modiﬁed potential method
For the modiﬁed potential method we follow the steps of Algorithm 2. First, we use the range test to test whether the
scatterer lies within a given test domain. We calculate x(d) via (45) and determine (x, d) by (46). With given cut-off
constant C we evaluate whether the test domain is positive and for every positive test domain we calculate an approxi-
mation to the scattered ﬁeld us. For a point z ∈ Rm\G(j) the ﬁelds us(z,−d1), . . . , us(z,−dnS ) are approximated by
the row vector
us
(z) := SG,z ◦ R
 ◦ u∞, (47)
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Fig. 7. Reconstruction of the shape with the range test with one incident wave from the right with wave number  = 3. We used 150 points on the
boundary of the test domains with radius 4. Left: reconstruction for Dirichlet boundary conditions. Right: reconstruction for Neumann boundary
conditions.
Fig. 8. Modiﬁed method of Kirsch–Kress in the case of Dirichlet boundary conditions for a boat-like scatterer with an incident plane wave coming
from the right with = 3. We used 100 points on the boundary of the test domains and a radius of 4. Left: the reconstruction of the total ﬁeld. Right:
the difference between the simulated and the true solution.
with u∞ deﬁned in (39) and the row vector
SG,z = ((z, yk)sk)k=1,...,nG . (48)
Here, we have carried out the Kirsch–Kress reconstruction step simultaneously for ns far ﬁeld patterns. A simultaneous
evaluation of the functional for different z ∈ Rm\G can be easily obtained by deﬁnition of the matrix
SG := (SG,zl )l=1,...,nl . (49)
Then, in (47) we need to replace SG,z by SG and calculate a matrix
us
 := SG ◦ R
 ◦ u∞, (50)
which contains the approximate values of us in the nl points z1, . . . , znl (rows) for each d ∈  (columns). Finally, we
combine the scattered ﬁelds from all positive test domains as described in (17).
Examples of the modiﬁed Kirsch–Kress method can be found in Figs. 8 and 9 for Dirichlet and Neumann case,
respectively. In both cases we employ test domains with a radius of 4 and evaluated with 100 points on the boundary.
We used a sampling grid with 100 × 100 points.
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Fig. 9. Modiﬁed method of Kirsch–Kress in the case of Neumann boundary conditions for a boat-like scatterer with an incident plane wave coming
from the right with = 3. We used 100 points on the boundary of the test domains and a radius of 4. Left: the reconstruction of the total ﬁeld. Right:
the difference to the true solution.
Fig. 10. Reconstruction with the multiwave range test with 100 incident plane waves with = 3, 100 evaluation points and 20 conﬁgurations. Left:
reconstruction of the shape for Dirichlet boundary conditions. Right: reconstruction of the shape for Neumann boundary conditions.
4.5. The multiwave range test
Next, we consider the numerical realization of the multiwave range test according to Algorithm 3. Using us
(x) given
in (47), the numerical evaluation of the density x is carried out by
x = 	mR
 ◦ (us
(x))T
= 	mR
 ◦ (SG,x ◦ R
 ◦ u∞)T
= 	mR
 ◦ (u∞)T ◦ RT
 ◦ STG,x . (51)
Note that using the same R
 twice is only possible if the number of incoming waves is equal to the number of farﬁeld
discretization points. When they are different, also two different matrix operators are necessary. We use the norm
evaluation
μ(x) =
√
Tx ◦ x . (52)
Finally, we proceed as in Eqs. (33) and (34) for x in a sampling grid Q to ﬁnd the unknown shape of the scatterer.
In Fig. 10 we show reconstructions of an boat-like scatterer. We used 100 incident plane waves with wave number
= 3. The test domains have 100 evaluation points on the boundary and we worked with 20 conﬁgurations .
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Fig. 11. Singular sources method: reconstruction of some boat-shaped domain. Here, we chose = 3 and used 100 incident waves and measurement
points. Left: reconstruction of the shape for Dirichlet boundary conditions. Right: reconstruction of the shape for Neumann boundary conditions.
4.6. The singular sources method
Finally, we describe the numerical realization of the new approach to the singular sources method. We base the
reconstruction of s(z, z) on Eq. (51). An application of the potential evaluation can be used to calculate
s
(z, z) := SG,z ◦ R
 ◦ (u∞)T ◦ RT
 ◦ STG,z
as an approximation to the scattered ﬁelds(z, z) for an incident point source with source point z. The value of |s(z, z)|
can be used according to (1) to detect the shape of D.
We show reconstructions s
(z, z) of an boat-like obstacle with the method in Fig. 11. We chose = 3 and used 100
incident plane waves and measurement points in Q.
5. Conclusions
We have introduced a new multiwave version of the range test for shape reconstruction [19]. We have clariﬁed the
relation between the range test, the potential method [9] and the singular sources method [14].
We have developed a new version of the Kirsch–Kress method using the range test. Further, a new approach to the
singular sources method based on the range test and potential method has been formulated.
Numerical examples for all methods under consideration in the case of simple scatterers have been provided. The
principle feasibility of the ideas for shape reconstruction have been proven by the selected examples.
Further studies are necessary for the automated choice of the regularization parameters, for the adaption of test
domains to multiple scatterers, for the limited aperture cases in particular practical settings and for three-dimensional
reconstructions.
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