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Un objectiu fonamental en tota xarxa de comunicacions és la propagació ràpida de continguts. 
Aquesta propagació a través de la xarxa lògicament depèn de les capacitats físiques dels 
elements que la formen, però també depèn en gran mesura de la topologia de la xarxa. Una 
eina important per analitzar una xarxa en aquest aspecte és l’anomenada xarxa gradient, que 
permet estudiar certs aspectes de la xarxa relacionats amb la congestió. La xarxa gradient es 
crea a partir de la xarxa inicial, també anomenada substrat, assignant un paràmetre a cada 
node de la xarxa i creant una nova xarxa basada en els gradients locals d’aquest paràmetre. En 
les xarxes de transport que trobem al nostre entorn és molt habitual que el flux del contingut a 
través de la xarxa depengui de la variació local d’un cert paràmetre escalar (potencial) 
distribuït per tots els nodes. Per exemple, el corrent circula per una xarxa elèctrica en funció 
del gradient del potencial elèctric. Un altre exemple el trobem en els esquemes de balanceig 
de càrrega que es fan servir en l’enrutament de paquets a Internet, que consisteixen en que 
cada router consulta el nombre de paquets en cua que tenen els routers veïns i balanceja la 
seva carrega cap al veí amb menys paquets. En aquest cas el potencial seria el valor en negatiu 
del nombre de paquets en cua de cada router. Si suposem que tots els enllaços són iguals 
respecte a la seva conductància o les propietats de transport, la xarxa gradient descriu en cada 
instant quina és la subestructura de la xarxa que transporta la major part de flux, suposant que 
aquest flux depèn del gradient del paràmetre escalar distribuït en els nodes de la xarxa. 
D’aquesta manera, les xarxes gradient es poden usar per analitzar l’eficiència en el transport o 
les possibilitats de congestió de la xarxa substrat corresponent. L’objectiu principal d’aquest 
projecte és l’estudi de diverses versions de la xarxa gradient. Estudiarem la versió que 
anomenem estàndard, introduïda per Z. Toroczkai i altres (Los Alamos National Laboratory) 
[ref. 14 i 16], i tres noves versions, generades a partir de diferents paràmetres de la xarxa:  
• Versió estàndard, generada a partir d’un paràmetre aleatori amb una distribució 
uniforme i independent per cada node. 
• Versió generada a partir del grau d’intermediació o betweenness centrality de cada 
node. 
• Versió generada a partir del grau de cada node. 
• Versió generada a partir del coeficient d’agrupament o clustering de cada node. 
Principalment ens centrarem en la  versió estàndard i habitual del gradient i en la versió a 
partir de la betweenness centrality. El grau d’intermediació o betweenness centrality és un 
paràmetre que descriu la importància d’un node en les comunicacions entre els altres nodes 
de la xarxa. Quan més alta és la betweenness d’un node, més tràfic tendeix a passar per aquell 
node. Això fa que sigui un bon paràmetre per realitzar la xarxa gradient, ja que el flux a través 
de la xarxa està molt relacionat amb la variació de la betweenness, i per tant, aquesta versió 
del gradient caracteritzarà molt bé el tràfic dins de la xarxa. Per això la versió a partir de la 
betweenness, juntament amb l’estàndard, són les que hem analitzat amb més profunditat. 
Moltes de les propietats importants d’una xarxa queden determinades per la seva estructura, i 
en particular, per la distribució dels graus dels nodes de la xarxa. Podem classificar una xarxa 
segons la forma d’aquesta distribució, que ens permet veure, per exemple, si la xarxa és de 
tipus scale-free. Moltes de les xarxes presents en el món que ens envolta, en àmbits molt 
diversos, han evolucionat cap a un estructura scale-free, ja que presenten certs avantatges 
respecte a altres tipus de xarxes, com les aleatòries, en aspectes com l’eficàcia en el transport 
o la robustesa davant d’eventuals fallades aleatòries d’alguns elements de la xarxa. Per tant, la 
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distribució del grau és un aspecte important a estudiar per caracteritzar una  xarxa. En aquest 
projecte extraurem les distribucions del grau de les diferents xarxes que analitzem, així com de 
les seves respectives xarxes gradient, per estudiar algunes de les característiques topològiques 
d’aquestes xarxes. Això també ens permetrà veure les similituds i diferències entre les diverses 
versions del gradient. Els grafs objecte d’anàlisi sobre les quals aplicarem els gradients 
corresponen a quatre models de xarxes de diferents característiques i a altres grafs que 
reprodueixen diverses  xarxes reals. 
Els quatre models analitzats són els següents: 
• Graf aleatori binomial: és un graf purament aleatori. 
• Graf  Barabasi-Albert: model de graf de tipus scale-free o lliure d’escala. 
• Graf Watts-Strogatz: model de graf que, ajustant adequadament els seus paràmetres, 
permet obtenir xarxes de tipus petit-món. 
• Graf jeràrquic: presenta a l’hora les dues característiques anteriors: graf scale-free i 
petit-món. També presenta una estructura modular i jeràrquica. 
Les xarxes reals que analitzarem en l’última part del projecte provenen dels camps de la 
tecnologia i la biologia: 
• Xarxa de Sistemes Autònoms que formen l’estructura d’Internet. 
• Xarxes del metabolisme cel·lular de diferents organismes. 
• Xarxes d’interaccions de proteïnes de diferents organismes. 
Entendre la topologia de les xarxes cel·lulars no només dóna informació estructural, també 
permet comprendre millor els processos dinàmics que generen les pròpies xarxes, ja que la 
seva estructura topològica és el resultat d’aquests processos. 
Per fer aquestes anàlisis hem implementat un software que genera les xarxes gradient, les 
aplica sobre els diversos grafs i repeteix la simulació un nombre prou elevat de vegades per 
poder obtenir uns resultats estadístics fiables, i a partir d’aquí extreu les principals 
característiques d’aquestes xarxes, especialment la distribució del grau. Per programar aquest 
software i fer les simulacions utilitzem una llibreria anomenada NetworkX, que funciona sobre 
la plataforma Python.  El codi del software implementat es lliura en un CD annex. 
El projecte comença amb una introducció on s’explica la presencia de les xarxes scale-free en 
àmbits molt diversos i les seves principals característiques en contraposició a les xarxes 
aleatòries. A continuació es defineixen breument alguns conceptes bàsics de la Teoria de Grafs 
i s’explica el concepte de betweenness centrality. Seguidament s’explica què és una xarxa 
gradient i quines característiques d’una xarxa permet estudiar. En el següent punt s’expliquen 
els quatre models de grafs analitzats durant el projecte. Seguidament es dedica un apartat a 
comentar en què consisteix l’anàlisi que farem dels grafs, on es comenten les diferents 
versions de les xarxes gradient i les funcions que hem programat en Python per generar 
aquests gradients i per analitzar els models de grafs. A continuació es presenten 
detingudament les simulacions que s’han realitzat i els resultats obtinguts (distribució del grau 
de substrat i gradients, coeficient d’agrupament, factor de congestió...). La darrera part del 
projecte està dedicada a l’anàlisi de grafs reals (xarxes d’Internet i xarxes de proteïnes). 
Finalment es presenten les conclusions generals. 
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mapejar la xarxa World Wide Web. 
software que recorria les pàgines web i mirava quins 
pàgines. D’aquesta manera va simular la xarxa World Wide Web com un graf on els nodes eren 
les pàgines i els enllaços eren els 
el graf i va descobrir que aquesta xarxa 
fa a la seva topologia. Va estudiar el nombre d’enllaços que tenia cada element de la Web cap 
a altres elements. Quan va representar la funció distribució del grau dels nodes de la xarxa (el 
grau d’un node és el nombre total de nodes connectats directament  a aquest node) va 
observar que no es tractava d’una distribució en forma de Gaussiana, corresponent a les 
xarxes aleatòries, tal com ell preveia, sinó que era una distribució potencial: la probabilitat de 
que un node estigués connectat amb altres k nodes era proporcional a 
aproximadament 2. Aquesta distribució indica que hi ha molts nodes amb pocs enllaços, pocs 
nodes amb un nombre mig d’enllaços i un petit porcentatje de nodes amb una gran quant
d’enllaços. Més del 80% dels nodes 
de totes les pàgines tenien en tenien més de 1000.
Les xarxes amb aquesta distribució del grau s’anomenen s
xarxes que depenen molt d’un nombre 




Barabási  també va descobrir
complien també en moltes altres xarxes tant en àmbits naturals com artificials: la biologia, les 
relacions socials, els transport aeri, etc. Existeix una gran quantitat de les xarxes que tenen 
aquesta estructura comú i el mateix tipus de distribució del grau, i això també implica unes 
mateixes fortaleses i debilitats. Totes aquestes xarxes s’engloben dins del concepte xarxes 
Scale-free, i el fet que estiguin tan presents en 
sigui de gran interès. 
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 Graf scale-free, n=20 nodes, grau mig=1.9
Introducció 
a cap a altres 
, on  valia 
itat 
 
 el seu estudi 
 
Capítol 2  Introducció 
- 9 - 
 





En les xarxes aleatòries pràcticament tots els nodes tenen un grau que se situa en l’entorn del 
grau mig i presenten una distribució amb un pic en aquest valor. En canvi, en les xarxes scale-
free  els nodes no tenen cap valor central entorn del qual variï el seu grau (escala), i d’aquí el 
nom de “lliures d’escala”. La seva distribució, si es representa en escala logarítmica en els dos 
eixos resulta ser una recta, i el pendent d’aquesta recta correspon al valor de l’exponent de la 
distribució potencial. 
Les xarxes aleatòries són les que s’havien fet servir durant més de 40 anys com a model per 
tots els sistemes complexos. Segons aquest model, originat per Paul Erdós i Alfred Rényi, els 
enllaços que connecten els nodes de la xarxa es col·loquen de manera completament 
aleatòria. Tot i aquesta aleatorietat, el resultat és una xarxa on la gran majoria de nodes tenen 
aproximadament el mateix nombre d’enllaços. En canvi, el nombre de nodes amb un grau 
significativament per sobre o per sota del grau mig és extremadament petit. Presenten una 
distribució del grau de Poisson, en forma de campana Gaussiana. També s’anomenen xarxes 
exponencials, ja que la probabilitat que un node estigui connectat amb altres k nodes decreix 
exponencialment amb k per valors grans de k. En aquestes xarxes, l’existència de cada enllaç és 
completament independent dels altres enllaços. Però aquest model no es correspon amb el 
que sol a passar en les xarxes de la vida real, en les quals la formació d’enllaços acostuma a 
dependre dels altres enllaços presents a la xarxa. 
Tal i com va observar Barabási, les xarxes scale-free són molt habituals en la realitat que ens 
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tecnologia, a més de la xarxa virtual d’Internet, la World Wide Web, si ens fixem en 
l’estructura física que suporta aquesta xarxa, és a dir, el conjunt de routers units mitjançant 
connexions òptiques  o d’altres tipus, també forma una xarxa amb una topologia de tipus 
scale-free. En l’àmbit social també hi ha moltes xarxes scale-free. És el cas de la xarxa de 
relacions sexuals entre les persones, o la xarxa de persones connectades per correu electrònic. 
Altres exemples són la xarxa de treballs científics, formada per científics que es considera que 
estan enllaçats si han treballat junts en alguna publicació, o la xarxa d’actors de Hollywood, 
que s’enllacen si han actuat en alguna pel·lícula en comú. Les xarxes scale-free també són molt 
presents en la biologia. Un exemple són les xarxes que regulen el metabolisme cel·lular, on 
s’ha observat l’estructura scale-free en molts bacteris diferents. Cada node és una molècula en 
particular, i els enllaços són les reaccions bioquímiques. També tenim el cas de les xarxes 
d’interaccions de proteïnes, on s’estableix un enllaç entre dues proteïnes si es coneix que 
interactuen entre elles. Un altre exemple és la xarxa que representa les cadenes tròfiques 
d’alimentació entre diferents espècies d’un ecosistema. A mesura que la ciència va investigant 
més xarxes, constantment van apareixem més casos d’estructures scale-free. 
 
 XARXA NODES ENLLAÇOS 
Biologia    
 Metabolisme 
cel·lular 
Molècules que intervenen 
en el metabolisme 
Participació en una mateixa 
reacció bioquímica 
 
Xarxes de proteïnes 
Proteïnes que regulen 
l’activitat de la cèl·lula 
Interaccions entre proteïnes 
 
Tròfica Espècies 
Si una espècie constitueix 
aliment d’una altra espècie 
Tecnologia    
 World Wide Web Pàgines web URL’s 
 Internet Routers Connexions físiques 
Societat    






 Relacions sexuals Persones Contacte sexual 
 
La causa de que tantes xarxes adoptin aquesta estructura resideix en dos factors:  
El primer és el creixement: les xarxes scale-free són xarxes que estan creixent contínuament, 
no es poden formar sobtadament. Aquest creixement fa que els nodes més antics tinguin més 
oportunitats d’adquirir nous enllaços. El segon factor és l’anomenada adjunció preferent, és a 
dir, que cada nou element que s’afegeix a la xarxa té una major preferència o tendència a 
enllaçar amb els elements de la xarxa que ja tenen més enllaços. D’aquesta manera, els nodes 
amb més enllaços tendeixen a tenir-ne cada vegada més, i així s’explica l’aparició dels hubs. 
Aquest procés afavoreix generalment els nodes que s’han incorporat abans a la xarxa, que 
tenen més probabilitats d’acabar-se convertint en hubs. El mecanisme d’adjunció preferent 
acostuma a ser lineal en totes les xarxes, és a dir, la probabilitat d’un nou node d’enllaçar amb 
cadascun dels altres nodes compleix una proporció lineal amb el nombre d’enllaços de cada 
node. Per exemple, si un node té el doble d’enllaços que un altre, la probabilitat de que 
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enllacin amb ell també serà el doble. Les xarxes scale-free esmentades anteriorment tenen en 
comú aquests dos factors: són xarxes en creixement i ho fan amb el mecanisme d’adjunció 
preferent. 
Tot i això, també s’han estudiat altres mecanismes alternatius que afecten l’evolució de xarxes 
en creixement i poden conduir a topologies scale-free, per exemple, mecanismes basats en la 
còpia de subestructures, o mecanismes de redireccionament d’enllaços. 
 
Un cop vist que les xarxes scale-free són presents en tants àmbits, pren molt d’interès l’estudi 
de les seves propietats, els seus avantatges i els seus inconvenients respecte a les xarxes 
purament aleatòries. Les xarxes scale-free són alhora robustes i vulnerables. Per estudiar 
aquestes propietats, Barabási i altres investigadors van sotmetre tots dos tipus de xarxes a dos 
models d’atacs: un atac aleatori o indiscriminat, que consisteix en eliminar de la xarxa un cert 
nombre de nodes triats aleatòriament, i un atac selectiu o intel·ligent, que elimina els nodes 
amb més connexions. 
Si s’aplica un atac indiscriminat contra una xarxa aleatòria, el nombre de passos necessaris per 
anar d’un node a un altre creix de manera estable quan major és el nombre de nodes destruïts. 
A més, si la proporció de nodes eliminats arriba a un cert punt, la xarxa queda fragmentada en 
petites illes incomunicades. En canvi, en el cas de les xarxes scale-free, el bon funcionament de 
la xarxa queda molt menys afectat: per exemple, si s’eliminen un 5% dels nodes, no es 
produeix cap canvi en la resta de la xarxa, el nombre de passos per anar d’un node a un altre 
segueix sent el mateix. A més, la xarxa restant continua sent una unitat compacta. Per arribar a 
la fragmentació de la xarxa en grups aïllats de nodes, el nombre de nodes eliminats hauria de 
superar el 80%. Per tant, les xarxes aleatòries són molt susceptibles als atacs indiscriminats, 
mentre que les scale-free són robustes contra aquests tipus d’atacs. 
Si l’atac que s’aplica és selectiu, l’empitjorament en el funcionament d’una xarxa aleatòria és 
pràcticament el mateixa que amb un atac aleatori. En canvi, una xarxa scale-free respon molt 
pitjor a aquets atacs: amb un 5% dels hubs eliminats (que correspon a un petitíssim 
percentatge del nombre total de nodes), el nombre de passos necessaris per creuar la xarxa es 
dobla. A més, en un atac selectiu, a poc que creixi el nombre de nodes atacats (entre el 5% i el 
15% dels hubs), la xarxa scale-free ràpidament tendeix a fragmentar-se en grups incomunicats. 
Per tant, les xarxes scale-free són molt vulnerables als atacs selectius.  
Aquesta diferència de comportament s’explica per l’estructura de la xarxa. En una xarxa 
aleatòria la immensa majoria dels nodes tenen un nombre similar de connexions, i per tant, un 
atac aleatori i un atac selectiu els afecta de manera similar. En canvi, les xarxes scale-free 
contenen hubs, i aquests nodes tenen molta importància en el funcionament global de la 
xarxa. En un atac aleatori, la probabilitat d’eliminar un hub és baixa, ja que els hubs són una 
minoria dels nodes, i la majoria de nodes eliminats tenen poques connexions. Per això les 
xarxes scale-free resulten poc afectades per atacs aleatoris, i molt afectades per atacs 
selectius, que eliminen precisament els hubs. 
Hi ha aspectes dinàmics d’una xarxa que també estan relacionats amb la seva estructura, per 
exemple la propagació d’epidèmies, malalties o virus. L’aparició d’un virus en una xarxa scale-
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free és més perillosa que en una xarxa aleatòria, ja que s’escampa més ràpidament per la xarxa 
scale-free. La causa també resideix en els hubs: com que els hubs estan connectats a molts 
altres nodes, algun hub tendirà a corrompre’s per estar en contacte amb un node infectat. I 
una vegada s’hagi infectat un hub, aquest escamparà el virus a molts altres nodes, que també 
poden estar en contacte amb altres hubs i infectar-los, i així successivament. 
 Aquestes característiques tenen molta importància, ja que ajuden a explicar, per exemple, 
l’afectació als virus que poden patir certes xarxes de proteïnes, l’aparició i desenvolupament 
de tumors en les certes xarxes cel·lulars, l’afectació de la xarxa d’Internet als atacs informàtics 
o cóm s’escampen en la societat algunes malalties, per exemple les de transmissió sexual. Amb 
aquests coneixements es poden establir millors protocols per combatre aquestes afectacions, i 
això pot conduir a noves aplicacions, per exemple per dissenyar medicaments o per evitar que 
els virus informàtics s’escampin per la xarxa. 
  
El fet que les xarxes scale-free estiguin tan presents en tants àmbits de la vida ens permet 
veure amb la mateixa perspectiva sistemes a priori molt diferents, i  també ens permet fer 
servir les mateixes eines i mètodes per estudiar-los. 







3. Teoria de Grafs
Capítol 3  Teoria de Grafs 
- 14 - 
 
La teoria de grafs va néixer al segle XVIII, quan Leonard Euler va resoldre, l’any 1736, el 
problema de Königsberg, que consistia en esbrinar si era possible visitar les quatre parts en les 
que el riu dividia la ciutat de Königsberg passant exactament una vegada per cadascun dels set 
ponts que comunicaven aquestes quatre parts. Per resoldre el problema, Euler va representar 
les quatre zones com quatre vèrtexs, i els set ponts com a branques que unien dos vèrtexs. 
Aquesta representació de la ciutat en forma de graf va significar l’inici d’una nova branca de les 
matemàtiques, anomenada Teoria de Grafs, que serveix per modelar xarxes d’àmbits molt 
diversos, i que ha conduit a una gran quantitat d’aplicacions. 
 
3.1. Conceptes bàsics 
Un graf és la representació d’una xarxa mitjançant una conjunt de vèrtexs o nodes i un conjunt 
de branques, arestes o enllaços.  
 = 
,       è = 
      ç = 
 
Si els enllaços són dirigits, és a dir, tenen un vèrtex origen i un vèrtex destí, els anomenem 
arcs, i el graf resultant és un graf dirigit o dígraf. Si no ho són, s’anomenen arestes o branques, 
i el graf és simètric o no dirigit. Si existeixen dos o més enllaços que uneixen els mateixos 
vèrtexs parlem de enllaços paral·lels o múltiples. Un graf amb enllaços paral·lels s’anomena 
multígraf. Si un enllaç parteix i acaba en el mateix vèrtex, s’anomena llaç. 
L’orde d’un graf és el seu nombre de vèrtexs:  = ||. La mida és el nombre total de branques. 
El grau d’un vèrtex i, que denotem ki, és el nombre total d’enllaços incidents a i. En el cas dels 
grafs dirigits, es distingeix entre “in-grau” (nombre d’arcs entrants al vèrtex i) i “out-grau” 
(nombre d’arcs sortints del vèrtex i). El promig de ki sobre tots els vèrtexs de la xarxa 
s’anomena grau mitjà, . La funció de distribució dels graus de la xarxa, P(k), indica la 
probabilitat que un vèrtex triat a l’atzar tingui grau k. El grau d’un graf és el grau del vèrtex de 
grau màxim, ∆= max∈! . Un graf és Δ-regular si el grau de tots els seus vèrtexs és Δ. Dos 
vèrtexs són adjacents o veïns si els uneix un enllaç. 
Un camí és una seqüència ordenada d’enllaços on el vèrtex final d’un enllaç és l’inicial del 
següent. Un graf és connex si per tot parell de vèrtexs u i v existeix un camí de u fins a v. 
Es diu que dos grafs són isomorfs si existeix una bijecció (isomorfisme) entre dos conjunts de 
vèrtexs que conserva les adjacències. 
Un graf complet Kd, també anomenat d-clique, és un graf d’ordre d sense llaços ni branques 
múltiples tal que tota parella de vèrtexs és adjacent. Un graf circulant Cn,Δ, amb Δ parell, és un 
graf amb n vèrtexs etiquetats amb els enters mòdul n, tots de grau Δ, de manera que el vèrtex 
i és adjacent als vèrtexs i±1, i±2, ...  i±Δ/2 (mòdul n), per a tots els vèrtexs: 0≤i≤n-1.  
Un arbre és un graf connex sense camins tancats. Entre qualsevol parella de vèrtexs d’un arbre 



















La distància entre dos vèrtexs 
conté el camí més curt entre 




', (,)*! . En alguns models probabilístics,  es parla de 
length (APL) de la xarxa, i es defineix com el valor mitjà de 
amb una distribució uniforme. Aquestes definicions només tenen sentit si el graf 
Un agrupament o clúster és un conjunt de vèrtexs entre els que existeixen moltes connexions. 
El coeficient d’agrupament o 
Graf complet K
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i i j d’un graf, d(i,j) es defineix com el nombre d’arestes que 
i i j. El diàmetre del graf  és la màxima distància entre qualsevol 
,)∈! &
', (. La distància mitjana del graf es defineix com 
camí mitja
d(i,j), amb i i j triats aleatòriament 
clustering és un paràmetre que mesura el grau de connectivitat 
6 Graf circulant C
Graf en arbre 
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 o average path 
és connex. 
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local d’un graf. Concretament, quantifica en quina mesura estan connectats entre ells els 
vèrtexs que són veïns d’un mateix vèrtex. Es calcula de la següent manera: per a cada vèrtex i 
del graf G, Ci es defineix com la fracció de les 
 − 1 2⁄  branques possibles entre els veïns 
de i que realment són presents a G. Més exactament, si / és el nombre de branques que 
connecten els ki vèrtexs adjacents al vèrtex i, el coeficient d’agrupament del vèrtex és: 
0 = 2/
 − 1 
Lògicament, el coeficient d’agrupament varia entre 0 i 1. Un valor proper a 1 indica que molts 
vèrtexs que són adjacents a un vèrtex concret  i  també ho són entre ells. Es defineix el 
coeficient d’agrupament o clustering de G (CG) com el promig de Ci sobre tots els vèrtexs del 
graf G. Quan més proper a 1 és CG més connectats estan els vèrtexs de la xarxa a nivell local. 
 
3.2. Grau d’intermediació dels nodes o betweenness centrality 
 
Hi ha diverses maneres per mesurar el grau de centralitat de cada node dins d’un graf. Algunes 
d’aquestes maneres es basen en la suma de les distàncies mínimes d’un node respecte a 
cadascun dels altres nodes del graf. Aquest és el cas de la closeness centrality. Es defineix la 
closeness centrality d’un node com l’invers de la distància mitja d’aquest node a tots els altres 
nodes als quals està connectat, sense tenir en compte els nodes als que no ho està. 
Però sovint interessa mesurar el grau de centralitat d’un node en termes d’importància  
d’aquest node en les comunicacions entre els altres nodes i no en termes físics o geogràfics. El 
grau d’intermediació o betweenness centrality supera aquesta limitació i mesura la centralitat 
en aquests termes. Des d’aquest punt de vista, un node dins d’un graf té una posició central en 
la mesura en que forma part de moltes trajectòries geodèsiques que connecten parells de 
nodes. Una trajectòria geodèsica és un camí entre dos nodes que té com a longitud 
exactament la distància entre aquests dos nodes, és a dir, la mínima longitud possible. El grau 
d’intermediació o betweenness centrality indica el potencial que té cada node de controlar les 
comunicacions entre nodes de la xarxa i també de “l’estrès” que suporta. Al llarg del text, per 
simplicitat, sovint farem servir el terme betweenness per referir-nos a aquest paràmetre. 
El procediment general per mesurar la betweenness centrality en un graf no dirigit és el 
següent: 
Donat un node k d’un graf i un parell de nodes del graf {i, j} sense importar l’ordre, on i≠j≠k, es 
defineix la betweenness parcial de k respecte al parell {i, j}, bij(k), de la següent manera: 
1) Si i i j no tenen cap camí que els connecti, no existeix cap trajectòria geodèsica, i en 
aquest cas  1)
 = 0. 
2) Si i i j estan connectats per algun camí, es defineix bij(k) com la probabilitat que la 
comunicació entre i i j segueixi un camí que contingui el node k. Suposant que la 
informació o el contingut de la xarxa viatja sempre per camins geodèsics i que no hi ha 




on gij és el nombre de trajectòries geodèsiques que connecten els nodes 
el nombre de geodèsiqu
trajectòria geodèsica, i aquesta conté el node 
entre i i j,  1)
 =
entre i i j és màxima. 
La betweenness centrality total d’un node és la suma de totes les seves 
per tots els parells {i, j} amb i≠j≠k
 
on n és el nombre de nodes del graf. Aquesta mesura indica el potencial d’un node per 
controlar les comunicacions dins la xarxa. Però és una mesura en termes absoluts, que depèn 
de l’ordre de la xarxa. Perquè
no depengui del nombre de nodes de la xarxa, es 
normalitza dividint-la pel valor màxim possible que pot 
adquirir CB(k) en qualsevol xarxa de n nodes. Aquest 
valor màxim es dóna pel node central quan tenim una 
topologia de xarxa en forma d’estrella. En aquest cas, 
totes les bij(k) valen 1, i el nombre de parells 







Per tant, la betweenness centrality
 
 
D’aquesta manera, es poden comparar 
mitjançant la betweenness centrality
També es pot aplicar aquesta 
xarxa és la mitja aritmètica de les diferències entre la 








es entre i i j que contenen el node k. Quan només hi ha una 

















; , per tant: 
− 2 = ; − 3 = 22  
 relativa d’un node en un graf de n nodes és:
0>3
 = 203
; − 3 = 2 
betweenness centrality’s de nodes de diferents grafs 
 relativa. 
mesura a una xarxa sencera. La betweenness centrality
betweenness màxima (C’
 
0?3 = ∑ @0>3
A − 0>3
'B$9#  − 1  
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C’B està entre 0 i 1. Val 0 si tots els nodes tenen la mateixa betweenness centrality, i val 1 quan 
tenim un graf amb topologia d’estrella. 
 
 






4. Xarxes gradient i 
factor de congestió 
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Moltes xarxes existents serveixen com a substrat pel transport d’algun contingut, ja sigui 
informació, energia, matèria, persones, etc. En molts casos, la seva estructura evoluciona 
espontàniament segons un principi de selecció que promou la màxima eficiència global en el 
transport i flux a través de la xarxa (anàlogament al principi de selecció natural), 
independentment de quin sigui el mecanisme específic d’evolució. L’actuació d’aquest principi 
de selecció en l’evolució de la xarxa sovint condueix a xarxes scale-free.  
Per estudiar aquesta tendència cap a l’eficiència d’una manera formal, s’ha de definir un 
procés de flux a través de la xarxa. Si observem els processos de flux que trobem a la natura, és 
molt habitual que estiguin  generats per variacions locals (gradients) d’algun paràmetre 
escalar. Alguns d’aquests processos controlats per gradients locals són el corrent elèctric (que 
depèn del gradient del potencial elèctric), la dinàmica de fluids (depèn del gradient del 
potencial gravitatori) o el flux de calor (depèn del gradient de la temperatura). Un altre 
exemple el trobem en els esquemes de balanceig de càrrega que es fan servir en 
l’encaminament de paquets en la xarxa de routers d’Internet i també en la computació 
distribuïda. En aquest cas el paràmetre potencial és el valor en negatiu de la càrrega de treball 
de cada router o equip, i el flux es genera en la direcció del gradient d’aquest paràmetre. 
Les xarxes gradient es defineixen com a grafs dirigits formats per gradients locals d’un 
paràmetre escalar distribuït en els nodes de la xarxa substrat. Suposem que tenim la xarxa 
substrat de transport S(V,E), on V es el conjunt de N  
vèrtexs o nodes que composen la xarxa i E el conjunt 
d’enllaços que interconnecten els nodes. Cada node i 
té associat un paràmetre escalar hi que descriu el 
“potencial” del node. Per cada node i es defineix 
l’enllaç gradient com un enllaç dirigit que va des del 
node i fins al veí que té un major paràmetre h. Si el 
node i té un paràmetre h més gran que tots els seus 
veïns, l’enllaç gradient parteix i acaba en el node i (un 
llaç). Es construeix la xarxa gradient (G) de S a partir 
dels mateixos nodes de S i agafant com a enllaços 
l’enllaç gradient de cada node. Per tant, la xarxa 
gradient té N nodes i N enllaços dirigits, un partint de 
cadascun dels nodes, i que va a parar al veí de major 
paràmetre h o al mateix node i.  
S’anomenen xarxes degenerades aquelles en que existeix algun node que té dos o més veïns 
amb un paràmetre h màxim. En aquestes xarxes poden existir diverses modalitats del gradient, 
en funció de com es resolguin aquests casos. Si cada node de la xarxa té només un veí amb h 
màxima, parlem de xarxes no degenerades. En el cas que el paràmetre h sigui una variable 
aleatòria continua tindrem una xarxa no degenerada. Les xarxes gradient de xarxes no 
degenerades tenen una estructura que forma boscos. Això vol dir que estan formades per un 
conjunt d’arbres, és a dir, un conjunt de subgrafs que no contenen cap camí tancat (excepte 
els llaços) i que no estan connectats entre sí. Cada arbre conté un únic màxim local del 
paràmetre h, i és el node amb l’únic llaç de l’arbre. Per tant, no hi ha cap camí continu que 
connecti dos màxims locals del paràmetre h. El nombre d’arbres de la xarxa gradient es 
El vector gradient del node i 
l’enllaça amb el node adjacent 
amb màxim paràmetre h  
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correspon amb el nombre de màxims locals. En general, el potencial de cada node pot variar 
en el temps, i per tant, també variarà la xarxa gradient.  
 
Si suposem que tots els enllaços són iguals respecte a 
la seva conductància o les seves propietats de 
transport, la xarxa gradient descriurà en cada instant 
quina és la subestructura de la xarxa que transporta la 
major part de flux, suposant que aquest flux està 
generat per gradients del paràmetre escalar distribuït 
en els nodes de la xarxa. D’aquesta manera, les xarxes 
gradient es poden usar com a eines per analitzar 
l’eficiència en el transport o les possibilitats de 
congestió de la xarxa substrat corresponent. En 
particular, a partir de les propietats d’una xarxa 
gradient es pot estudiar la congestió de la xarxa 
substrat mitjançant l’anomenat factor de congestió. 
 
Com hem dit anteriorment, la xarxa gradient indica la subestructura de la xarxa de màxim flux 
de tràfic (suposant que tots els enllaços són iguals). El nombre total de nodes que reben flux 
gradient és: 
CDEF = 8 CG
$GH#  
on CG
$és el nombre de nodes a la xarxa gradient amb l enllaços entrants. El nombre total  de 
nodes que generen o envien flux gradient (nodes que tenen algun enllaç gradient de sortida) 
equival al nombre d’enllaços sortints que hi ha a la xarxa gradient, i val CE$I = C, suposant 
que en la xarxa gradient cada node té exactament un enllaç de sortida, com passa en les xarxes 
no degenerades. Si el flux que rep un node requereix un temps de procés no nul, i els nodes 
reben massa paquets per unitat de temps, es formaran cues, que causaran retrassos en la 
transmissió d’informació i per tant congestió. Quan més petit sigui el nombre de nodes que 
reben i processen el flux 
CDEF respecte el nombre de nodes que l’envien  
CE$I més 
congestió hi haurà a la xarxa en aquell instant. Per tant, la relació CDEF CE$I⁄  està relacionada 
amb la congestió global instantània a la xarxa; a menor  CDEF CE$I⁄ , més congestió. Aquest 
quocient varia considerablement segons la topologia de la xarxa, per tant, la congestió depèn 
en gran mesura de la topologia. 
Es defineix el factor de congestió, anomenat J, de la següent manera [ref. 14 i 16]: 
 J = 1 − KKCDEF CE$I⁄ L$MLN = O
0 
 
on K   L$M és un promig de diverses realitzacions de la xarxa (si es tracta d’un model no 
determinista) i K   LN és un promig sobre l’aleatorietat del paràmetre escalar h. R(0) és la 
Estructura en arbres d’una xarxa 
gradient. En negre els enllaços del 
substrat que no apareixen en el 
gradient. 
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proporció de nodes de in-grau=0 a la xarxa gradient respecte el nombre total de nodes. El valor 
de J sempre està entre 0 i 1. J = 1 correspòn a una congestió màxima i J = 0 a una congestió 
nul·la. 
Hem vist que l’estructura d’una xarxa és fonamental per determinar la seva robustesa o 
vulnerabilitat. Però també determina l’eficiència d’aquesta xarxa en el transport d’informació 
o d’altres continguts. El factor que determina aquesta eficiència, el factor de congestió, és 
diferent entre grafs aleatoris i grafs scale-free. 
En el cas dels grafs aleatoris, es demostra que en el límit C → ∞ i R = S  (N és l’ordre del 
graf i p és la probabilitat de d’enllaç entre cada parell de nodes), s’obté [ref. 14 i 16]: 
J
C, R = 1 − CC · 
1 
1 − R⁄  · 
1 = U
1/C → 1 
Quan C → ∞  de manera que C · R = W = S ≫ 1, també s’obté J
W ≈ 1 − ln W W⁄ − ⋯ →1 [ref. 14 i 16]. Per tant, un graf aleatori, asimptòticament, quan  C → ∞ , tendeix a una 
congestió màxima ( J → 1. 
En el cas dels grafs scale-free, la conclusió respecte a la congestió és diferent. Si es calcula el 
factor de congestió per grafs grans, s’obté una constant menor que 1 que no varia amb N (això 
és cert sempre i quan al créixer N no creixi també el grau mig). Per tant, segons van concloure 
Z. Toroczkai i altres [ref. 14 i 16], les xarxes scale-free, a diferència de les aleatòries, no 
tendeixen a una màxima congestió quan creixen, sinó que el factor de congestió es manté en 
un valor concret menor que 1. Aquesta eficiència en el transport de les xarxes scale-free de 
gran magnitud respecte a les aleatòries sembla ser que ha actuat com un principi de selecció i 
ha causat que tantes xarxes hagin adquirit aquesta estructura de manera natural o espontània. 
Aquest anàlisi és vàlid en les xarxes en les quals tots els enllaços tenen les mateixes propietats 
de transport. Si els enllaços d’una xarxa tenen pesos diferents, l’eficiència en el transport 
estarà fortament condicionada per aquests pesos, que també condicionaran l’evolució en la 
topologia de la xarxa. 
 
Factor de congestió en funció del nombre de nodes per 
grafs aleatoris i grafs scale-free 






5. Models de grafs 
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5.1. Graf aleatori binomial 
 
Un graf aleatori binomial (graf aleatori Erdós-Rényi) de N 
nodes, G(N,p), es genera agafant tots els parells 
possibles (i,j) de nodes del graf i establint o no entre 
cada parell un enllaç aleatòriament, amb probabilitat p 
de que s’estableixi l’enllaç. Cada enllaç entre un parell 
de nodes s’estableix independentment dels altres. Per 
tant, el nombre mig de enllaços incidents a un node és λ 
= p·(N-1), i si el nombre de nodes és prou gran, 
aproximadament λ = p·N. 
Si N és prou gran, es pot considerar que el grau de cada node és independent del grau dels 
altres nodes. En aquest cas, la probabilitat d’un node de tenir exactament k enllaços ve donada 
per l’equació de la distribució binomial: 
]
 = ^C − 1 _ R`
1 − Ra#` 
Quan C → ∞ i R → 0, de tal manera que el grau mig λ  és una constant, la distribució resulta 
ser una distribució de Poisson: 
]
 ≈ b λ`! 
Aquesta distribució té una forma de campana Gaussiana, amb el màxim en el punt de grau k = 
λ = p·N, coincidint amb el grau mig. La distribució només depèn del paràmetre λ, i per tant, no 
varia amb l’ordre del graf, sempre que mantinguem λ = p·N constant. Per tant, aquest és un 
graf amb escala, definida per λ.  
7e f'7 = 8  · ]
 = λ 
La desviació estàndard de la distribució és σ =  √λ. 
El clustering d’aquests grafs és petit, ja que els enllaços són totalment aleatoris, i això fa que 
sigui poc probable que els nodes adjacents comparteixin veïns. 
 
5.2. Graf Barabasi-Albert 
 
Barabási i Albert van proposar i analitzar un model simple de grafs (BA) que originen una 
distribució potencial de graus, és a dir, una xarxa scale-free. En aquest model es construeix un 
graf de forma dinàmica basant-se en els dos conceptes comentats anteriorment: el creixement 
i l’adjunció preferent. 
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Es tracta de construir el graf a partir de la incorporació 
successiva de vèrtexs de la següent manera. S’inicia el graf 
amb un nombre petit de vèrtexs (m0) i sense cap enllaç 
entre ells. A partir d’aquí es van afegint vèrtexs al graf un 
per un, i cada vèrtex entrant s’enllaça amb un nombre 
determinat (m) de vèrtexs ja existents. La tria dels nodes 
no és purament aleatòria. Un node entrant triarà a cada 
node i de la xarxa amb una probabilitat p directament 
proporcional al grau actual d’aquest node i (adjunció 
preferent): 
]
 =  ∑ ))*!h  
D’aquesta manera, per exemple, un node de grau 8 tindrà el doble de probabilitats que un 
node de grau 4 d’enllaçar-se amb un nou node que s’afegeixi al graf. Aquest model de 
creixement fa que apareguin alguns vèrtexs de graus molt elevats (els hubs), i dóna lloc a un 
graf que tendeix cap a un estat d’invariància d’escala (scale-free), amb una distribució del grau 
que no canvia quan s’afegeixen més nodes i que segueix una llei potencial amb exponent   = 3. Si es representa en escala logarítmica s’obté una recta de pendent −.  
]
  ∝  
 
Quan l’ordre és prou gran, el grau mig del graf és 2·m. La distancia mitjana creix 
logarítmicament amb l’ordre del graf. 
D’una banda, aquest model captura uns mecanismes responsables de la distribució del grau 
potencial de moltes xarxes reals, però per altra banda, té certes limitacions quan el comparem 
amb aquestes xarxes: no explica, per exemple, el coeficient d’agrupament elevat o el caràcter 
fractal de moltes d’aquestes xarxes reals.  
 Aquest model ha permès l’estudi detallat d’algunes de les propietats de xarxes reals, com la 
robustesa a la fallada aleatòria de nodes o la vulnerabilitat davant d’atacs dirigits. 
 
5.3. Graf Watts-Strogatz 
 
Moltes xarxes biològiques, tecnològiques i socials, tenen una topologia de connexions que se 
situa en un punt mig entre dos extrems: les absolutament regulars i les absolutament 
aleatòries. Aquestes xarxes es caracteritzen per tenir alhora un alt coeficient d’agrupament, 
propi de les xarxes regulars (molt elevat en comparació al d’una xarxa aleatòria, que és gairebé 
nul), i una distància mitja entre nodes i un diàmetre petits, similars als d’una xarxa aleatòria 
amb els mateixos ordre i mida. Les xarxes que compleixen aquestes dues característiques 
s’anomenen petit-món. Des d’un punt de vista algorísmic, es poden considerar xarxes petit-
món aquelles en que és possible trobar de forma eficient camins curts entre qualsevol parell 
de nodes sense necessitat de conèixer la xarxa globalment. Pel que fa a la difusió d’informació, 
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les xarxes petit-món són alhora eficients des d’un punt de vista global i local. A causa de la seva 
estructura, una altra característica és que els virus o malalties s’escampen amb molta facilitat i 
rapidesa. 
Aquestes característiques són presents en moltes xarxes reals, en particular en les xarxes 
socials, en les quals s’ha trobat que la distància entre nodes assoleix valors sorprenentment 
petits, fins i tot quan les xarxes són poc denses (no tenen un nombre molt elevat d’enllaços), i 
d’aquí ve la denominació de petit-món. Un exemple de xarxa petit-món és la xarxa de 
col·laboracions d’actors en pel·lícules. 
Watts i Strogatz van suggerir un mètode simple per a la construcció de grafs amb propietats 
petit-món. 
El mètode és el següent: es parteix d’un anell regular de n vèrtexs, un graf circulant Cn,k, en el 
qual cada vèrtex està connectat amb els k vèrtexs més propers a ell, k/2 per la dreta i k/2 per 
l’esquerra (k és el grau mig, i ha de ser un nombre parell). D’aquesta manera, tots els vèrtexs 
tenen exactament k veïns. Per comoditat de notació en l’explicació, etiquetarem els nodes del 
graf des de 0 fins a n-1, on n és l’ordre del graf, seguint el sentit de les agulles del rellotge. 
Sobre aquest graf s’aplica un procés de reconnexió aleatòria (amb probabilitat p) de la següent 
manera: s’escull un vèrtex ( i ) qualsevol i la branca que el connecta amb el seu veí més proper 
en el sentit de les agulles del rellotge (node i+1 mòdul n). Amb probabilitat p es reconnecta 
aquesta branca amb un vèrtex escollit aleatòriament amb 
una distribució uniforme entre tots els vèrtexs, amb la 
condició que no es permeten els enllaços duplicats. 
Altrament, amb probabilitat 1-p, no es canvia la branca. Es 
repeteix aquest procés movent-se a través de l’anell segons 
les agulles del rellotge fins que es completa una volta i s’ha 
passat per tots els vèrtexs. A continuació es realitza el 
mateix procediment per a les branques que connecten i 
amb i+2 (mòdul n), i = 0, 1,..., n-1, i com en el cas anterior, 
es reconnecta aleatòriament cadascuna d’aquestes 
branques, amb probabilitat p, i també es repeteix l’acció 
per tots els nodes, donant la volta a l’anell en el sentit horari. Es repeteix fins a k/2 vegades el 
mateix procés, agafant a cada volta la branca que connecta amb el vèrtex que ocupa una 
posició més distant (i+3, ..., i+k/2 mòdul n). Quan s’han completat les k/2 voltes, totes les 
branques del graf inicial s’han sotmès una vegada a la possibilitat de reconnexió. 
Per p=0, s’obté el graf inicial, un anell regular amb k/2 enllaços cap a cada costat, mentre que 
per p=1 tots els enllaços han estat reconnectats i tenim un graf absolutament aleatori. Quan p 
s’acosta a 1, el graf podria quedar inconnex. Per tal que això no succeeixi, s’ha d’agafar una k 
prou gran, però també ha de ser prou petita respecte a n per tal que el graf regular (p=0) tingui 
una distància mitja elevada. Per què es compleixin les dues condicions, k ha de complir els 
següent:  1 ≪ ln 
 ≪  ≪ . 
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L’interès d’aquest model de graf radica en el fet d’ajustar el paràmetre p  a valors intermitjos, 
de manera que s’obtenen grafs petit-món. Les dues propietats bàsiques que determinen si un 
graf és de tipus petit-món són la distància mitjana del graf, L(p), i el coeficient d’agrupament o 
clustering, C(p), tots dos dependents de p. Quan p=0 (graf regular) els valors de L i C són 
màxims. Si s’incrementa p lleugerament, la longitud mitja baixa ràpidament, ja que un petit 
nombre d’enllaços aleatoris fa que quedin enllaçats nodes que inicialment estaven molt 
separats, i això fa baixar molt, no només la distància entre aquell parell de nodes, sinó també 
entre els seus respectius entorns. En canvi el clustering, si l’increment de p és petit, es manté 
molt similar al clustering del graf regular. El coeficient d’agrupament no comença a baixar de 
manera important fins que no 
s’incrementa significativament el 
valor de p. Finalment, quan p 
s’acosta a 1, tenim un graf amb una 
longitud mitja petita i un clustering 
també petit, com correspon als grafs 
aleatoris. Per tant, existeix un 
interval de p, en el qual la longitud 
mitja de la xarxa s’ha reduït 
significativament i és similar a la del 
graf aleatori mentre que el 
clustering pràcticament no ha 
canviat respecte al graf regular. En 
aquest interval de p, situat en 
l’entorn de 0.01, el graf resultant és 
de tipus petit-món, amb 0~0DElmG  i n~n5GE5o . 
El grau mig d’un graf Watts-Strogatz sempre val k, encara que variï el nombre de reconnexions. 
La distribució del grau varia progressivament des d'una delta centrada en grau k per p=0 (pel 
graf circulant tots els nodes tenen el mateix grau) a una forma Gaussiana, també centrada en 
grau k, pròpia dels grafs totalment aleatoris. 
Variació amb p de la distància mitjana (L) i el 
coeficient d’agrupament (C) d’ un graf Watts-
Strogatz de 1000 nodes i k=10 (normalitzades pel 
seu valor en el graf regular). 
Transició del graf Watts-Strogatz de n=20 i k=4 desde p=0 
(graf regular) fins a p=1 (graf aleatori) passant per un valor 
intermig de p en el que el graf és petit-món. 
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5.4. Graf jeràrquic determinista Hn,k 
 
Moltes xarxes associades a sistemes complexos (World Wide Web, xarxes de transport o de 
distribució d’energia, xarxes biològiques, xarxes socials, etc.) combinen la propietat de ser 
xarxes scale-free amb el fet de ser de tipus petit-món. Per tant, aquestes xarxes presenten 
alhora una distribució potencial del nombre d’enllaços per node, una distància mitjana entre 
nodes i un diàmetre petits, i un agrupament de nodes (clustering) elevat. A més, aquestes 
xarxes solen ser autosimilars. 
Aquests tipus de xarxes es poden generar a partir de mètodes deterministes. Aquests models 
presenten l’avantatge que és possible calcular analíticament moltes de les propietats del graf, i 
després poden ser contrastades amb dades experimentals provinents de xarxes reals o 
simulades. Molts d’aquests models deterministes comparteixen la propietat de contenir molts 
subgrafs complets, la qual cosa permet obtenir grafs amb clusterings elevats. Alguns d’aquests 
mètodes consisteixen en la suma o producte de grafs. N’hi ha d’altres (jeràrquics, 
pseudofractals, apol·lonis, geomètrics, arbres de cliques recursius) que es basen en la 
successiva addicció de vèrtexs, cadascun connectat als vèrtexs d’un subgraf isomorf a cert graf 
complet. La regla concreta triada per afegir els vèrtexs determina un graf final diferent, però 
tots són petit-món i presenten, en la majoria dels casos, invariància d’escala. 
Recentment s’ha observat que moltes de les xarxes associades a sistemes complexos de la vida 
real, a més de ser petit-món i scale-free, també es caracteritzen per presentar una certa 
modularitat en la seva estructura. Aquesta estructura modular resulta en una jerarquia en els 
graus. Aquestes xarxes es representen mitjançant els grafs jeràrquics. Aquests tipus de grafs 
s’han usat per modelar estructures modulars associades a organismes vius, organitzacions 
socials o sistemes tècnics. Per exemple, han servit per modelar xarxes metabòliques. 
L’estructura modular d’una xarxa es pot caracteritzar amb una distribució específica del 
coeficient d’agrupament que depèn del grau del vèrtex. Un graf és jeràrquic si compleix els 
tres requisits següents: 
1) És un graf petit-món 
2) Presenta invariància d’escala (scale-free) 
3) El coeficient d’agrupament de cada vèrtex és inversament proporcional al grau. 
0 ∝ 1 p  
A diferència dels altres tres tipus de grafs (Aleatori Binomial, Barabasi-Albert i Watts-Strogatz), 
per generar i estudiar els grafs jeràrquics hem utilitzat un mètode determinista. Dels diversos 
algorismes que existeixen, el que hem utilitzat en aquest projecte és el següent [ref. 3]: 
Es parteix d’un graf complet Kn. El segon pas o iteració consisteix en generar n-1 noves 
rèpliques d’aquest mateix graf, i connectar aquestes noves rèpliques a un vèrtex (que 
anomenem arrel) del primer graf complet. El vèrtex arrel es connecta concretament a n-1 
vèrtexs de cadascuna de les noves rèpliques, que anomenem vèrtexs perifèrics. Seguidament 
es connecten entre ells els n-1 vèrtex que queden lliures, un per cada nova rèplica de Kn. 
Aquests vèrtexs seran els vèrtexs arrels de cada rèplica. Es connecten seguint l’estructura d’un 
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graf complet, és a dir, que hi hagi un enllaç entre para parell de vèrtexs arrel de les noves 
rèpliques. En el següent pas (tercera iteració), generem n-1 rèpliques de tot el graf, i 
connectem l’arrel principal del primer graf amb els vèrtex perifèrics externs de les noves 
rèpliques, tal i com s’indica a la figura inferior. Com en la iteració anterior, també agafem 
l’arrel principal de cada nova rèplica i les connectem totes entre elles. Així es va repetint el 
procés fins que arribem a k iteracions, i aconseguim l’ordre desitjat, que serà nk. 
El graf final que s’obté es denota com Hn,k. Aquest graf queda totalment determinat fixant 
únicament dos paràmetres: n, que és l’ordre del graf complet del que partim, i k, que és el 




El conjunt de nodes o vèrtexs Vn,k que componen el graf Hn,k  es pot definir d’una manera 
formal (definició que he utilitzat en l’algorisme per generar aquests grafs en Python).  Aquesta 
definició formal utilitza una notació que etiqueta els vèrtexs amb un codi n-ari, que és molt útil 
tan per la definició com també per classificar els vèrtexs jeràrquicament en diferents tipus 
d’arrels o de vèrtexs perifèrics i per calcular certes propietats del graf. S’etiqueten els vèrtexs  
de la següent manera: 
En el primer graf complet que tenim, per k=1, etiquetem els vèrtexs amb un valor xk que va de 
0 fins a n-1, triant el 0 com el vèrtex arrel. En la segona iteració, etiquetem els tres grups 
complets que afegim de la mateixa manera, i afegim al primer grup un 0 per l’esquerra (xk-1=0), 
mentre que a cadascun dels nous grups li afegim un valor xk-1 diferent per cada grup, que va de 
1 fins a n-1. En cadascuna de les següents iteracions, cada nou subgraf s’etiquetarà igual que el 
subgraf que teníem, afegint un valor xi  per l’esquerra que val 0 pel subgraf que ja teníem, i 
entre 1 i n-1 pels nous subgrafs. En el graf final, si passem els valors al codi decimal, tindrem 
tots els nodes etiquetats amb valors consecutius de 0 fins a nk-1, i els vèrtex pertanyents al 
Construcció del graf jeràrquic H4,3   a) Primera iteració (k=1)  b) Segona iteració (k=2)  
c) Tercera iteració (k=3) 
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mateix subgraf tindran valors consecutius. Per tant el conjunt de vèrtexs Vn,k del graf Hn,k té la 
notació #; … ` ,   / s$  1 ≤ ' ≤ . 
Utilitzant aquesta notació, el conjunt de enllaços En,k del graf Hn,k es pot definir de dues 
maneres diferents, que donen el mateix conjunt En,k : 
1) Versió recursiva: Hn,1 és el graf complet Kn. Per cada iteració k,  > 1, s’obté Hn,k a 
partir de la unió de n còpies de Hn,k-1, anomenades v$,`#∝ , 0 ≤∝≤  − 1 amb els 
vèrtexs  ;wxw … w` ≡ z;x … `, afegint els següents nous enllaços: 
 000 … 00 ~ #;x … `#`,   ) ≠ 0,   1 ≤ ( ≤ ; #00 … 00 ~ }#00 … 00,   #, }# ≠ 0,   # ≠ }#. 
Per a cada iteració, en la primera expressió s’uneix el vèrtex arrel de màxima jerarquia 
amb tots els vèrtexs de jerarquia mínima dels altres grups, mentre que en la segona 
s’uneixen els vèrtexs arrels de cada nou grup. 
2) Versió directa: #; … `  ~ #; … `#}`,   }` ≠ `; #; … 00 … 00 ~ #; … :#:; … ` ,   ) ≠ 0,   ' = 1 ≤ ( ≤ ,   0 ≤ ' ≤  − 2; #; … 00 … 0 ~ #; … #}00 … 0,    , } ≠ 0,    ≠ } ,   1 ≤ ' ≤  − 1 . 
 
En la primera expressió unim els vèrtexs que pertanyen a un mateix grup de mínima 
jerarquia (Kn). En la segona, cada vèrtex arrel d’un subgraf s’uneix amb els vèrtexs que 
són perifèrics d’aquell subgraf, i això es fa per tots els nivells de jerarquia. En la tercera 
expressió s’uneixen tots els vèrtexs que són arrels d’un mateix nivell i que pertanyen al 
mateix subgraf d’aquell nivell, excepte el vèrtex que també és arrel d’un nivell de 
jerarquia superior. Per realitzar el programa en Python que generi grafs jeràrquics 
m’he basat en aquesta segona versió. 
En aquest graf, els nodes es classifiquen en dos tipus: les arrels i els nodes perifèrics. Cadascun 
dels dos tipus es divideix en k categories diferents que marquen la jerarquia dels nodes. 
Aquesta jerarquia existeix tant per les arrels com pels nodes perifèrics. Tots els nodes 
pertanyents a una mateixa categoria tenen exactament les mateixes característiques. 
Anomenarem les categories de la següent manera: 
1. Arrels de nivell j: anomenem així els vèrtexs que són arrels d’un subgraf 
isomorf al que es crea en la j-èssima iteració (Hn,j), d’ordre n
j, i que no siguin 
alhora arrels de cap subgraf d’ordre més gran. Existeixen k nivells de jerarquia 
(1 ≤ j ≤ k). 
 En el cas de j=k, tenim el nivell màxim (nivell k), i tenim una única arrel 
d’aquest nivell, anomenada r (correspon al vèrtex 00...00). El seu grau és: 
 
D = 
 − 1`:# − 
 − 1 − 2  
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Pels altres nivells d’arrels, pels valors de j tal que  1 ≤ j ≤ k-1, el grau és: 
 
5DDEG $IEGG ) = 
 − 1`:# − 
 − 1 − 2 = 
 − 2 
 
On i = k - j, i el nombre de vèrtexs és 
 − 1#. Corresponen als vèrtexs de 
la forma x1x2...xi00..0, amb xi≠0. 
2. Vèrtexs perifèrics de nivell j: anomenem així els vèrtexs que pertanyen a la 
perifèria d’un subgraf isomorf al que es crea en la j-èssima iteració (Hn,j), graf 
d’ordre nj, i que no pertanyen a la perifèria de cap altre subgraf d’ordre més 
gran. També existeixen k nivells de vèrtexs perifèrics (1 ≤ j ≤ k). En el cas de 
j=k, tenim els vèrtexs perifèrics de nivell màxim, és a dir, els que pertanyen a la 
perifèria del graf total. El grau d’aquests vèrtexs és: 
 ED $IEGG ` =  =  − 2 
  
El nombre de nodes perifèrics de nivell k és 
 − 1`. Aquests vèrtexs són de la 
forma x1x2...xk amb tots els seus k dígits diferents de 0. 
 
Pels altres nivells de vèrtexs perifèrics, pels valors de j tal que 1 ≤ j ≤ k-1, el 
grau és: 
 ED $IEGG ) =  =  − ' − 2 
 
on i = k - j, i el nombre de vèrtexs és de 
 − 1`# . Aquests vèrtexs 
corresponen als vèrtexs amb els dígit xi =0, i els k-i darrers dígits, xi+1...xk≠0 :  
x1...xi-20xi...xk 
 
A partir d’aquest model determinista es poden calcular analíticament algunes característiques 
del graf Hn,k: 
• Ordre:  $,` = ` 
• Grau mitjà:  
 = 3`:# − 4` − 2
 − 1`:# −  = 2` ≈ 3 − 4 
 
• Diàmetre: "` = 2 − 1 
 
Si expressem el diàmetre en funció de l’ordre (N), observem que creix logarítmicament 
amb l’ordre, per tant, tenim un diàmetre reduït, propi de les xarxes petit-món. 
 
"` = 2log  log C − 1 
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• Distribució de grau: és potencial (xarxa scale-free) si k és prou gran. Com veurem més 
endavant en les simulacions, es tracta d’una distribució del grau discreta. Per 
relacionar l’exponent de la distribució discreta amb l’exponent  habitual en les 
distribucions contínues de les xarxes scale-free aleatòries, es fa servir la distribució del 
grau acumulada. Aquesta distribució Pcum(z) es defineix com la probabilitat que un 
node de la xarxa triat a l’atzar sigui de grau ≥ z: 
]m4




on |Nn,k(x)| és el nombre de vèrtexs de grau x, i |Vn,k| és l’ordre de la xarxa. La 
distribució acumulada també és potencial, amb la següent relació entre el seu 
exponent (α) i l’exponent  [ref. 12]: 
]m4 ~ Ww,            z =  − 1 
 
Per valors prou grans de k,  només depèn del valor de n: 
 ≈ 1 = log log 
 − 1 
 
 
Existeixen diverses variants d’aquests grafs jeràrquics, que depenen, per exemple, del tipus de 
graf inicial, de quins vèrtexs de les noves rèpliques es triïn per connectar-se al vèrtex arrel o de 
quines connexions extres s’introdueixin entre els subgrafs. Tanmateix, un cop fixat el graf 
inicial les propietats principals del graf queden fixades. 
 
  







6. Anàlisi dels grafs 
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6.1. Versions de la xarxa gradient: 
  
Quan tenim una xarxa que transporta informació o qualsevol altre element i el flux d’aquest 
contingut depèn de la variació local d’un cert paràmetre escalar (potencial) distribuït per tots 
els nodes de la xarxa, la xarxa gradient permet caracteritzar el transport d’aquesta informació i 
estudiar certes propietats d’aquesta xarxa relacionades amb el transport. En la versió 
estàndard de la xarxa gradient s’associa com a paràmetre de cada node (hi) una variable 
aleatòria independent i idènticament distribuïda per tots els nodes (en aquest projecte hem 
agafat una distribució uniforme entre 0 i 1). A partir del gradient d’aquest paràmetre es crea la 
xarxa gradient. Però el gradient també es pot generar a partir d’altres paràmetres que estiguin 
relacionats amb el tràfic i que permetin caracteritzar millor el flux dins de la xarxa.  
En aquest projecte hem simulat quatre versions del gradient: la versió estàndard o clàssica, 
definida per Z. Toroczkai i altres (Los Alamos National Lab.) [ref. 14 i 16], i tres versions més, 
agafant com a paràmetre  la betweenness centrality, el grau i el coeficient d’agrupament. En la 
versió estàndard hem assignat al paràmetre h una distribució uniforme entre 0 i 1. 
La betweenness centrality descriu la importància d’un node en les comunicacions entre els 
altres nodes de la xarxa. Quan més alta és la betweenness d’un node, més tràfic tendeix a 
passar per aquell node. Per tant, és un bon paràmetre per realitzar la xarxa gradient, ja que el 
flux d’informació està molt relacionat amb la variació de la betweenness, i per tant, aquesta 
versió del gradient caracteritzarà molt bé el tràfic dins de la xarxa. Per això la versió a partir de 
la betweenness, juntament amb la estàndard, s’han analitzat amb més profunditat que les 
versions a partir del grau i del coeficient d’agrupament. 
Quan tenim xarxes degenerades, és a dir, xarxes on existeixen nodes veïns que tenen el mateix 
valor del potencial escalar, tenim diferents opcions a l’hora de fer la xarxa gradient. Aquest 
conflicte no es produeix en la versió estàndard del gradient, ja que el paràmetre és una 
variable aleatòria amb distribució uniforme entre 0 i 1, i sempre és diferent per tots els nodes 
si agafem un nombre prou elevat de decimals. Però en els altres tres casos si que pot succeir 
aquest conflicte. Segons el criteri que escollim per generar el gradient podem tenir diverses 
modalitats de les xarxes gradient a partir de la betweenness, del grau i del clustering. En aquest 
projecte hem aplicat dues modalitats diferents seguint els següents dos criteris: 
1. Cada node s’enllaça amb tots els seus nodes veïns de paràmetre màxim. 
2. Cada node s’enllaça només amb un veí, i si té diversos veïns de paràmetre 
màxim n’escull un d’ells aleatòriament. 
 
6.2. Descripció del software implementat 
 
Per generar els diversos grafs que he estudiat en aquest projecte i analitzar-ne les seves 
propietats, he fet servir una llibreria de Python anomenada NetworkX, que permet la creació, 
manipulació i estudi de l’estructura i la dinàmica de xarxes complexes. El llenguatge Python 
permet dividir un programa en mòduls reutilitzables des d’altres programes. En aquest 
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projecte he implementat tres mòduls, que contenen les funcions que he programat i que, 
juntament amb altres funcions de NetworkX, utilitzo per analitzar els grafs i les diverses 
versions de les xarxes gradient. Els dos primers mòduls contenen pràcticament les mateixes 
funcions; de fet són dues versions diferents del mateix mòdul. Aquests mòduls serveixen per 
analitzar els quatre models de grafs que he estudiat en aquest projecte (Aleatori Binomial, 
Barabasi-Albert, Watts-Strogatz i grafs jeràrquics). Només es diferencien en còm es considera 
el grau a l’hora d’obtenir les distribucions del grau de les xarxes gradient: 
a) Mòdul analisi_grafs_1: en aquest primer mòdul les distribucions dels graus del gradient 
que s'obtenen corresponen a l'in-grau, agafant el gradient com un graf dirigit. 
b) Mòdul analisi_grafs_2: en aquest mòdul s’obtenen les distribucions dels graus del gradient 
considerant-lo com un graf no dirigit. 
Per analitzar els grafs que llegim d’una font externa, que no corresponen a cap model, he 
programat un mòdul específic, ja  que les funcions són lleugerament diferents a les anteriors. 
c) Mòdul analisi_grafs_externs: mòdul per analitzar els grafs donats externament. Conté les 
dues opcions (gradient dirigit i no dirigit). 
Les funcions d’aquest tercer mòdul es detallen en el punt dedicat a les xarxes externes (punt 
8.1.). A continuació descriurem els mòduls analisi_grafs_1 i analisi_grafs_2. 
Cadascun d’aquests dos mòduls conté les mateixes funcions, algunes d’elles amb alguna petita 
diferència. L’única excepció és la funció grau2(G), que només és present en el mòdul 
analisi_grafs_1, ja que en el 2 no la necessitem. Les funcions són les següents: 
 
Funcions gradient: 
Aquestes funcions retornen la xarxa gradient del graf introduït (G), cadascuna en una de les 
seves versions (es pot veure l’explicació de l’algorisme en l’annex 2).  
1) Versió estàndard: assignem a cada node una variable aleatòria independent de distribució 
uniforme entre 0 i 1. 
2) Versió a partir de la betweenness. 
3) Versió a partir del grau. 
4) Versió a partir del coeficient d’agrupament o clustering. 
Cada versió, excepte la estàndard, té dues modalitats: 
• Modalitat 1: es genera la xarxa gradient seguint el criteri que cada node s’enllaci amb 
tots els nodes adjacents de paràmetre màxim. Per tant, un node pot tenir més d’un 
enllaç gradient. En el mòdul 1, si un dels nodes de betweenness màxima és ell mateix, 
creem un llaç, en canvi en el mòdul 2 el graf gradient és un graf no dirigit i sense 
llaços. 
• Modalitat 2: es genera el gradient seguint el criteri que cada node s'enllaci amb un 
únic node entre els seus veïns de paràmetre màxim, escollit aleatòriament. Per tant, 
en aquest cas de cada node sortirà un únic enllaç gradient. 
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En el gradient estàndard (o clàssic) no hem implementat les dues modalitats diferents, perquè 
cada node de la xarxa té un paràmetre diferent i per tant les dues modalitats serien 
equivalents. 
 
Generadors de grafs: 
graf_jerarquic(n,k): funció que genera un graf jeràrquic Hn,k. 
 
Funcions d’anàlisi de grafs: 
Aquestes són les funcions fonamentals, ja que són les que analitzen cada tipus de graf i hi 
apliquen el gradient. Cadascuna d’elles correspon a un tipus de graf i a una versió i modalitat 
del gradient. Guarden els resultats de la distribució del grau de la xarxa substrat i del gradient 
en un arxiu d’Excel. 
 Els paràmetres d’entrada de cada funció són els propis del tipus de graf que analitza  i dos 
paràmetres més: el nombre de simulacions que executarà la funció (N) i el nom de l’arxiu on 
guardarà els resultats. En l’annex 3 es pot veure la forma d’ús d’aquestes funcions i el resultat. 
L’anàlisi que fa cadascuna d’aquestes funcions consta dels següents passos: 
1) Es genera el graf del tipus corresponent, amb els paràmetres d’entrada introduïts per 
l’usuari, i se’n calcula la distribució del grau. Es genera la xarxa gradient (en la versió i 
modalitat corresponent) i també es calcula la seva distribució del grau. Es repeteix 
aquest procés N vegades (on N és un paràmetre d’entrada introduït per l’usuari) i es 
guarden els resultats de totes les distribucions en dos vectors, un per la xarxa substrat 
i l’altre pel gradient. 
2) Es mostra per pantalla la informació del graf substrat i del graf gradient (nom, nombre 
de nodes, grau mig, etc). Corresponen als grafs de l’última de les N simulacions.  
3) Es mostren per pantalla els resultats de les distribucions del grau per totes les 
simulacions. 
4) Es calcula la mitja de les N distribucions, tant pel substrat com pel gradient, i es 
guarden en dos vectors. 
5) Es mostren per pantalla els resultats de les dues distribucions mitjanes. 
6) S’adapta el format dels resultats perquè sigui compatible amb el format Excel. 
7) Es passen els resultats de les dues distribucions mitjanes a un nou arxiu Excel amb el 
nom introduït per l’usuari com a paràmetre d’entrada (ha de ser un arxiu de tipus 
.csv). 
8) El resultat que retorna la funció és un vector de dos termes: cada terme és un vector 
amb els valors de la distribució mitjana del grau del substrat i del gradient 
respectivament. 
El temps d’execució d’aquestes funcions, lògicament depèn del nombre de simulacions i de 
l’ordre del graf, però també depèn de la versió del gradient que apliquem. Les versions 
estàndard, a partir del grau i a partir del clustering són ràpides. En canvi, la versió a partir de la 
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betweenness és força més lenta, perquè el càlcul de la betweenness dels nodes del graf (funció 
betweenness_centrality del NetworkX) és un procés costós si l’ordre del graf és elevat. 
El codi dels mòduls analisi_grafs_1 i analisi_grafs_2 es presenta en un CD annex a aquest 
projecte. 
També es presenta el codi d’una funció gradient, el de la funció que genera un graf jeràrquic 
determinista, el d’una funció d’anàlisi de grafs i el de la funció tractament_resultats en l’annex 
4. 
 
A continuació es mostra un quadre amb les principals funcions implementades: les que 
s’utilitzen directament des del punt de vista de l’usuari, sigui per generar les xarxes gradient, 
per aplicar-les sobre els models de grafs, o per generar algun model de graf que no està 




Retornen la xarxa gradient del graf introduït, cadascuna en una de les seves versions i 
modalitats. 
Funció Paràmetres d’entrada Descripció breu 
gradient_classic G: graf substrat Gradient clàssic o estàndard. 
gradient_classic_param 
G: graf substrat 
paràmetres: variable 
on guarda els 
paràmetres. 
Gradient clàssic o estàndard. 
Guarda els paràmetres  (o 
potencials) assignats als nodes. 
gradient_betweenness_1 G: graf substrat 
Gradient a partir de la 
betweenness. 
Modalitat 1. 
gradient_betweenness_2 G: graf substrat 
Gradient a partir de la 
betweenness. 
Modalitat 2. 
gradient_grau_1 G: graf substrat 
Gradient a partir del grau 
Modalitat 1. 
gradient_grau_2 G: graf substrat 
Gradient a partir del grau 
Modalitat 2. 
gradient_clustering_1 G: graf substrat 
Gradient a partir del coeficient 
d’agrupament. 
Modalitat 1. 
gradient_clustering_2 G: graf substrat 





Funció Paràmetres d’entrada Descripció breu 
graf_jerarquic 
n: ordre dels cliques 
del graf 
k: iteracions 
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Analitzen un model de graf de la següent manera: generen el tipus de graf corresponent 
i la seva xarxa gradient, en la versió i modalitat corresponents. Calculen les distribucions 
del grau del substrat i del gradient. Realitzen N simulacions i promitgen els resultats. 
Mostren per pantalla la distribució del grau de la xarxa substrat per a cada simulació, la 
distribució del gradient per a cada simulació, i les distribucions mitjanes del substrat  del 
gradient. Generen un arxiu Excel amb les distribucions del grau mitjanes del substrat i 
del gradient. Retornen un vector de dos components: la distribució mitjana del substrat i 









cada parell de 
nodes 
 
N: nombre de 
simulacions 
 
arxiu: nom de 
l’arxiu (.csv) 





































genera cada node 
entrant (grau mig 
/ 2) 
 
N: nombre de 
simulacions 
 
arxiu: nom de 
l’arxiu (.csv) 





























Gradient a partir del 
coeficient d’agrup. 
Modalitat 2. 
an_watts_str_grad_clas n: ordre del graf 
 















Gradient a partir de la 
betweenness. 
Modalitat 2. 
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an_ watts_str_grad_grau_1 
amb els que està 
connectat cada 
node (grau mig) 
 
p: probabilitat de 
reconnexió 
 
N: nombre de 
simulacions 
 
arxiu: nom de 
l’arxiu (.csv) 
d’Excel on guarda 
les distribucions 
del grau 
















n: ordre dels 







N: nombre de 
simulacions 
 
arxiu: nom de 
l’arxiu (.csv) 

































A més de les funcions del quadre, també he programat algunes funcions més que he necessitat 
per cridar-les dins d’altres funcions, però que no s’utilitzen directament (des de l’usuari) per 
fer les simulacions: 
grau2(G): funció que retorna el grau si el graf no és dirigit i en cas contrari retorna l'in-grau 
sense comptar els llaços. Retorna una llista o vector amb el grau de cada node del graf G. Hem 
fet aquesta funció perquè la funció que dóna el grau en NetworkX (xarxa.degree()) 
comptabilitza tant els enllaços entrants com els sortints, i també comptabilitza els llaços, i 
només ens és útil quan tenim un graf no dirigit i sense llaços. 
distribucio_grau(G): retorna la distribució dels graus de G. En el cas del mòdul analisi_grafs_1 
segueix els criteris de la funció grau2. 
tractament_resultats(distribucio, distribucio_grad, grau_max, grau_max_grad, N, arxiu): 
Aquesta funció conté tota la part de l’anàlisi que és comú en totes les funcions d’anàlisi, 
independentment del tipus de graf i el tipus de gradient. L’hem fet per reduir la longitud del 
codi. Correspon als punts 3, 4, 5, 6, 7 i 8 de l’explicació de les funcions d’anàlisi. 
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6.3. Simulacions realitzades: 
 
Les simulacions que he realitzat en aquest projecte consisteixen en el següent: generar un graf, 
ja sigui seguint un dels quatre models de grafs assignant un valor a cadascun dels paràmetres 
d’entrada, o bé llegint d’un arxiu una llista de nodes i enllaços corresponents a alguna xarxa 
real; generar un graf que simuli el gradient d’aquest graf substrat en una de les quatre 
versions; obtenir la distribució del grau de la xarxa substrat i de la xarxa gradient (i a partir 
d’aquesta última el factor de congestió); i en el cas que hi hagi algun component aleatori 
durant aquest procés (en el graf substrat, en el gradient o en tots dos), repetir aquesta 
simulació amb els mateixos paràmetres d’entrada un cert nombre de vegades (Ns) per obtenir 
les distribucions del grau mitjanes. Les funcions d’anàlisi descrites en l’apartat anterior 
permeten fer aquestes simulacions en un únic pas. 
El nombre de simulacions que realitzo en cada cas depèn de dos factors: 
El primer és el “soroll” que presenten les distribucions del grau resultants. Necessitarem 
realitzar un nombre prou elevat de simulacions perquè la distribució mitja del grau presenti 
una forma clara, que només provingui de les característiques del model de graf i del gradient 
que estem aplicant, i no de les particularitats de cadascuna de les simulacions. En aquest 
aspecte, només té sentit parlar de nombre de simulacions quan el graf substrat o el gradient 
siguin no deterministes. Aquesta és una limitació que presenten les tres versions del gradient 
basades en algun paràmetre dels nodes (betweenness, grau o clustering) respecte a la versió 
estàndard: si el graf substrat és determinista només podem executar el procés una vegada, ja 
que el gradient també serà determinista i per tant serà sempre el mateix. En canvi, el gradient 
estàndard no té aquesta limitació perquè per definició mai pot ser determinista. Això fa que 
quan estudiem models de grafs deterministes o xarxes reals amb aquestes tres versions del 
gradient no es puguin obtenir distribucions mitjanes. Però aquest fet, en els casos que hem vist 
en aquest projecte no ha estat un inconvenient important, ja que, com veurem en els 
resultats, les distribucions del grau del gradient a partir de la betweenness amb una sola 
execució ja mostren una forma potencial força clara. 
El segon factor que limita el nombre de simulacions és el temps de simulació. Aquest factor 
només és determinant quan apliquem el gradient a partir de la betweenness, ja que aquesta 
versió presenta un inconvenient: la betweenness d’un node és un paràmetre molt costós de 
calcular, ja que s’han de calcular totes les trajectòries geodèsiques que uneixen cada parell de 
nodes. Tot i que existeixen algorismes que redueixen el nombre d’operacions, el temps de 
procés per calcular la betweenness és considerable per a grafs complexos d’ordre i mida 
elevats. Això fa que el temps necessari per generar la xarxa gradient a partir de la betweenness 
sigui molt més elevat que en la versió estàndard, que assigna un paràmetre aleatori a cada 
node. No podem reduir aquest temps, ja que la limitació prové del càlcul de la betweenness 
(funció betweenness_centrality de NetworkX), i no del codi de la funció gradient. En les altres 
versions del gradient el paràmetre que s’assigna (grau o coeficient d’agrupament) és molt més 
ràpid de calcular. Per tant, aquest factor només limita el nombre de simulacions quan s’usa el 
gradient a partir de la betweenness i grafs d’ordre elevat. 
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He realitzat les simulacions o execucions amb un PC que té un processador de 2 GHz de 
freqüència i una memòria RAM de 2 GB. 
Abans d’arribar a alguna conclusió general, he hagut de fer moltes simulacions pels diferents 
tipus de grafs modificant els seus paràmetres d’entrada. A continuació enumero les diferents 





Distribucions del grau: 
a) Gradient estàndard: 
 
n=2000, p=0.01  50 sim, t = 38” 
n=5000, p=0.004  50 sim, t = 3’28” 
n=1000, p=0.1  400 sim, t = 2’32” 
n=20000, p=0.001  50 sim, t = 55’ 
b) Gradient betweenness: 
 
n=2000, p=0.01  50 sim.   t = 56’ 
n=5000, p=0.004  50 sim.  t = 6h 27’ 
n=1000, p=0.1  100 sim.   t = 42’ 
 
 
Per cada cas, he fet les simulacions dues vegades: una considerant el gradient com un graf 
dirigit i l’altra considerant-lo com un graf no dirigit (mateixos nombre de simulacions i temps 
en els dos casos). 
 
Factor de congestió: 
a) Gradient estàndard  100 sim. en 
tots els factors de congestió. 
 
Increment de n amb p=0.01: 
n=500    t = 9” 
n=1000    t = 25” 
n=2000    t = 1’20” 
n=3000    t = 2’48” 
n=5000    t = 7’40” 
Increment de n, grau mig const: 
n=500, p=0.06   t = 13” 
n=1000, p=0.03   t = 26” 
n=2000, p=0.015  t = 1’25” 
n=3000, p=0.01   t = 2’48” 
n=5000, p=0.006  t = 7’18” 
Increment de p amb n=1000: 
b) Gradient betweenness  25 sim. en 
tots els factors de congestió. 
 
Increment de n amb p=0.01: 
n=500   t = 55”  
n=1000   t = 5’04” 
n=2000   t = 28’ 
n=3000   t = 1h 28’ 
n=5000   t = 6h 39’ 
Increment de n, grau mig const: 
n=500, p=0.06   t = 2’13” 
n=1000, p=0.03   t = 9’47” 
n=2000, p=0.015   t = 40’ 
n=3000, p=0.01   t = 1h 28’ 
n=5000, p=0.006  t = 5h 13’ 
Increment de p amb n=1000: 
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p=0.01   t = 25” 
p=0.03   t = 26” 
p=0.05   t = 28” 
p=0.1   t = 41” 
p=0.3   t = 1’21” 
p=0.01    t = 5’04” 
p=0.03    t = 9’47” 
p=0.05    t = 12’25” 
p=0.1      t = 21’48” 




Distribucions del grau: 
a) Gradient estàndard: 
 n=5000; m=1: 2000 sim  t = 24’ 
    m=3: 1000 sim  t = 16’40” 
  m=5: 300 sim   t = 5’50” 
    m=15: 200 sim.  t = 5’ 
 n=30000, m=30: 100 sim   t = 60’ 
b) Gradient betweenness: 
n=5000;  m=1: 50 sim   t = 3h 05’  
  m=3: 50 sim    t = 3h 48’ 
  m=5: 50 sim   t = 7h 5’ 
  m=15: 50 sim   t = 7h 45’ 
n=10000, m=30: 25 sim  t = 35h 50’ 
Per cada cas, he fet les simulacions dues vegades: una considerant el gradient com un graf 
dirigit i l’altra considerant-lo com un graf no dirigit (mateixos nombre de simulacions i temps 
en els dos casos). 
 
Factor de congestió: 
a) Gradient estàndard: 
Incrementem n amb grau mig const: 
     m=3;     n=1000: 500 sim  t = 1’4” 
     n=2000: 500 sim  t = 2’10” 
     n=3000: 200 sim   t = 1’21” 
     n=4000: 200 sim   t = 2’16” 
     n=5000: 100 sim.  t = 1’42” 
Incrementem grau mig amb n const: 
     n=5000;   m=1: 2000 sim   t = 24’ 
        m=3: 1000 sim  t = 16’40” 
        m=5: 300 sim   t = 5’50” 
        m=15: 200 sim.  t = 5’ 
     n=10000, m=30: 100 sim   t = 10’ 
b) Gradient betweenness: 
Incrementem n amb grau mig const: 
     m=3      n=1000: 50 sim   t = 7’ 27” 
     n=2000: 50 sim   t = 32’40” 
     n=3000: 50 sim   t = 1h 15’ 
     n=4000: 50 sim   t = 2h 21’ 
     n=5000: 50 sim   t = 3h 48’ 
Incrementem grau mig amb n const: 
     n=5000     m=1: 50 sim   t = 3h 05’ 
         m=3: 50 sim   t = 3h 48’ 
         m=5: 50 sim   t = 7h 5’ 
        m=15: 50 sim   t = 7h 45’ 
     n=10000, m=30: 25 sim  t = 35h 50’ 
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Distribucions del grau: 
a) Gradient estàndard: 
 
n=500, k=6;    p=0: 50 sim   t = 2” 
           p=0.001: 50 sim  t = 2” 
           p=0.01: 50 sim   t = 2” 
           p=0.1: 50 sim  t = 2” 
           p=0.5: 50 sim  t = 2” 
           p=1: 50 sim  t = 2” 
n=500, k=20;  p=0: 100 sim  t = 5” 
           p=0.001: 100 sim   t = 5” 
           p=0.005: 100 sim  t = 5” 
           p=0.01: 100 sim   t = 5” 
           p=0.03: 100 sim   t = 5” 
           p=0.05: 100 sim   t = 5” 
           p=0.1: 100 sim   t = 5” 
           p=0.3: 100 sim   t = 6” 
           p=0.5: 100 sim   t = 9” 
           p=1: 100 sim  t = 13” 
n=2000, k=50;  p=0: 100 sim   t = 38” 
p=0.001: 100 sim  t = 39" 
p=0.01: 100 sim  t = 39” 
p=0.1: 100 sim   t = 40” 
p=1: 100 sim   t = 1’15” 
n=3000, k=20;  p=0: 100 sim   t = 42" 
p=0.001: 100 sim  t = 42” 
p=0.01: 100 sim   t = 43” 
p=0.1: 100 sim   t = 49” 
p=1: 100 sim   t = 1’11” 
b) Gradient betweenness: 
 
n=500, k=6;    p=0: 50 sim   t = 1’50” 
           p=0.001: 50 sim  t = 1’50” 
           p=0.01: 50 sim   t = 1’50” 
           p=0.1: 50 sim   t = 1’48” 
           p=0.5: 50 sim   t = 1’49” 
           p=1: 50 sim   t = 1’50” 
n=500, k=20;  p=0   t = 6’30” 
           p=0.001: 100 sim  t = 6’30” 
           p=0.005: 100 sim   t = 6’ 
           p=0.01: 100 sim   t = 6’ 
           p=0.03: 100 sim   t = 6’ 
           p=0.05: 100 sim  t = 5’53”  
           p=0.1: 100 sim   t = 5’50” 
           p=0.3: 100 sim   t = 6’07” 
           p=0.5: 100 sim   t = 6’22” 
           p=1: 100 sim   t = 6’34” 
 
He repetit algunes de les simulacions anteriors agafant el gradients com a grafs no dirigits. Els 
nombre de simulacions i els temps són els mateixos que en els casos del gradient dirigit: 
a) Gradient estàndard: 
n=500, k=6; p=0, p=0.001, p=0.01, p=0.1, p=1: 50 sim per cada valor de p. 
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n=500, k=20; p=0, p=0.001, p=0.01, p=0.1, p=1: 100 sim per cada valor de p. 
b) Gradient betweenness: 
n=500, k=6; p=0, p=0.001, p=0.01, p=0.1, p=1: 50 sim per cada valor de p. 
n=500, k=20; p=0, p=0.001, p=0.01, p=0.1, p=1: 100 sim per cada valor de p. 
Factor de congestió: 
a) Gradient estàndard: 100 sim. en tots 
els factors de congestió. 
 
Incrementem n amb k=20 i p=0.01: 
n=500   t = 5” 
n=1000   t = 13” 
n=3000   t = 42” 
n=5000   t = 1’36” 
Incrementem k amb n=500 i p=0.01: 
k=6   t = 2” 
k=10   t = 4” 
k=20   t = 5” 
k=50   t = 13” 
Incrementem p amb n=500 i k=20: 
p=0   t = 5” 
p=0.001   t = 5” 
p=0.01   t = 5” 
p=0.05   t = 5” 
p=0.1   t = 5” 
p=0.5   t = 9” 
p=1   t = 13” 
b) Gradient betweenness: 50 sim. en 
tots els factors de congestió. 
 
Incrementem n amb k=20 i p=0.01: 
n=500   t = 2’57” 
n=1000   t = 12’12” 
n=3000   t = 1h 58’ 
n=5000:  t = 6h 30’ 
Incrementem k amb n=500 i p=0.01: 
k=6   t = 1’50” 
k=10   t = 2’12” 
k=20   t = 2’57” 
k=50   t = 4’53” 
Incrementem p amb n=500 i k=20: 
p=0   t = 3’08” 
p=0.001   t = 3’05” 
p=0.01   t = 2’57” 
p=0.05   t = 2’54” 
p=0.1   t = 2’55” 
p=0.5   t = 3’13” 
p=1   t = 3’20” 
 
Graf jeràrquic determinista: 
 
Distribució del grau i factor de congestió: 
a) Gradient estàndard: 
 
n=3;  k=5: 100 sim   t = 5” 
k=6: 100 sim   t = 27” 
b) Gradient betweenness: 
 
n=3; k=5   t = 1” 
k=6   t = 5” 
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k=7: 100 sim   t = 2’42” 
k=8: 100 sim   t = 23’ 
n=4;  k=5 100 sim   t = 34” 
k=6  100 sim   t = 5’32” 
k=7  50 sim.  t = 42’30” 
n=5;  k=5  100 sim   t = 2’40” 
k=6  100 sim   t = 54’16” 
k=7  50 sim:   t = 12h 10’ 
n=6;  k=5  100 sim   t = 11’20” 
k=6 50 sim   t = 3h 9’ 
n=7;  k=5: 100 sim.   t = 42’34” 
k=7   t = 44” 
k=8   t = 7’10” 
n=4;  k=5   t = 14” 
k=6   t = 3’06” 
k=7   t = 52’ 
n=5 k=5   t = 1’52” 
k=6   t = 1h 09’ 
k=7   t = 40h 35’ 
n=6 k=5   t = 12’05” 
k=6   t = 17h 11’ 
n=7 k=5   t = 1h 18’ 
 
En el gradient a partir de la betweenness en tots els casos s’ha executat una sola vegada la 
generació del gradient, ja que és tracta d’un graf determinista. 
He repetit algunes de les simulacions anteriors agafant el gradients com a grafs no dirigits per 
obtenir-ne les distribucions del grau. Els nombre de simulacions i els temps són els mateixos 
que en els casos del gradient dirigit: 
a) Gradient estàndard: n=3, k=6; n=4, k=6. 
b) Gradient betweenness: n=3, k=6; n=4, k=6. 
 
Comparació entre les quatre versions del gradient: 
 
Distribucio del grau i factor de congestió: 
 
Aleatori Binomial: n=3125, p=0,0025609. 
      Grad. estàndard: 200 sim   t = 5’32” 
      Grad. betweenness: 200 sim  t = 6h 35’ 
 Grad. grau: 200 sim    t = 5’32” 
 Grad. clustering: 200 sim   t = 6’28” 
 
Barbasi Albert: n=3125, m=4. 
      Grad. estàndard: 200 sim   t = 1’45”  
      Grad. betweenness: 200 sim  t = 5h 58’ 
 Grad. grau: 200 sim   t = 1’45” 
 Grad. clustering: 200 sim   t = 3’28” 
 
Watts-Strogatz: n=3125, k=8, p=0.01. 
      Grad. estàndard: 200 sim   t = 1’18”  
      Grad. betweenness: 200 sim  t = 5h 52’ 
 Grad. grau: 200 sim   t = 1’24” 
 Grad. clustering: 200 sim   t = 2’10” 
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Graf jerarquic determinista: n=5, k=5. 
      Grad. estàndard: 200 sim   t = 5’20”  
      Grad. betweenness: 20 sim   t = 37’ 
 Grad. grau: 200 sim   t = 5’36” 
 Grad. clustering: 200 sim   t = 14’17” 
 




Grad. Estan. Grad. Betw. 
N simul. t N exec. t 
Xarxes  
metabòliques 
Afulgidus 100 5” 1 2” 
Apernix 100 5” 1 1” 
Ssolfataricus 100 8” 1 2” 
Bsubtilis 100 13” 1 4” 
Ecoli 100 13” 1 5” 
Hpylori 100 5” 1 2” 
Celegans 100 13” 1 2” 
Hsapiens 100 18” 1 6” 
Scerevisiae 100 13" 1 3” 
Xarxes d’interaccions 
de proteïnes 
Celegans 100 2’20” 1 1’13” 
Scerevisiae 100 40” 1 18” 
Ésser humà 50 21’15” 1 20’56” 
Internet 
Internet(AS)1999 50 2’40” 1 3’14” 












7. Resultats de les 
simulacions 
  
Capítol 7  Resultats de les simulacions 
- 48 - 
 
7.1. Graf aleatori binomial: 
 
Simulem els grafs aleatoris amb el model aleatori binomial G(N,p), també anomenat Erdós 
Renyi, on N és el nombre total de nodes del graf i p és la probabilitat que s’estableixi un enllaç 
entre cada parell de nodes. El grau mig del graf és  λ = C ∙ R. 
La distribució del grau d’un graf aleatori binomial, quan  C → ∞ i R → 0 de manera que el grau 
mig sigui una constant λ ≠ 0, és una distribució de Poison, que té una forma Gaussiana.  
]
 ≈ b λ`! 
Aquesta distribució només depèn del paràmetre λ, i té el màxim precisament al grau  = λ. 
La xarxa gradient en la versió estàndard d’un graf aleatori binomial G(N,p) té una distribució 
del grau, agafant només els enllaços entrants a cada node (distribució in-grau), que es pot 
calcular analíticament i s’obté la següent expressió [ref. 16]: 
O






on  és el grau, i O
és la proporció de nodes amb grau l respecte al total. La distribució de la 
xarxa gradient no depèn de la forma de la distribució dels potencials escalars, η(h). 
Es demostra que en el límit C → ∞ i R → 0, de manera que C · R = λ, sigui una constant tal 
que λ>>1, l’expressió anterior resulta ser una llei potencial: 
O
 ≈ 1      0 <  ≤ λ 
Si representem la distribució en escala logarítmica, tenim una recta de pendent -1, 
corresponent a l’exponent de l. Aquesta expressió és vàlida mentre el grau no superi un cert 
límit que coincideix amb el grau mig de la xarxa. Quan l supera aquest valor, la distribució cau 
bruscament. 
Per tant, el gradient estàndard d’un graf aleatori binomial té una distribució del grau potencial, 
amb exponent − = −1, és a dir que és una xarxa scale-free, en contraposició a la xarxa 
substrat, que té una distribució de Poisson, que cau més ràpidament que la potencial. 
Per comprovar aquests resultats i per estudiar quin comportament té la versió del gradient a 
partir de la betweenness, farem les simulacions pels següents valors de N i p: 
1. N=2000, p=0.01 (grau mig = 20), Ns=50. 
2. N=5000, p=0.004 (grau mig = 20), Ns=50. 
3. N=1000, p=0.1 (grau mig = 100), Ns=400 (substrat. i grad. estàndard) i 100 
(grad. betweenness). 
4. N=20000, p=0.001 (grau mig = 20), Ns=50 (només gradient estàndard). 
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S’observa clarament la forma Gaussiana de la distribució. La distribució no canvia si el grau mig 
és el mateix, encara que canviï el nombre de nodes (casos 1 i 2). El màxim se situa en els tres 













































Distribucions en escala lineal (esquerra) i logarítmica (dreta) del grau, considerant el 
nombre d’enllaços entrants (in-grau), del gradient estàndard. N=5000, p=0.004 i Ns=50. 
Distribucions del grau:  
1) N=2000, p=0.01, Ns=50 
(Ns=nombre de simulacions) 
2) N=5000, p=0.004, Ns=50 
3) N=1000, p=0.1, Ns=400 
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Els resultats de les simulacions confirmen que el gradient estàndard d’un graf binomial és una 
xarxa scale-free, com es pot observar amb la forma recta de la distribució del grau en escala 
logarítmica. Si calculem el pendent d’aquesta recta (exponent de la distribució potencial) 
obtenim en tots tres casos un valor pràcticament igual a -1, confirmant que l’exponent del 
gradient d’un graf aleatori binomial no varia encara que variem els paràmetres n i p. També es 
pot observar que la recta es manté fins a un cert valor límit, i a partir d’aquest grau límit la 
distribució baixa sobtadament. Els resultats de les simulacions confirmen que aquest límit se 
situa aproximadament en el valor  = C · R = λ. 
Si comparem les distribucions del grau del gradient que hem realitzat per quatre casos 
diferents, observem que no varia l’exponent o pendent de la recta, que en tots els casos val -1. 
Les úniques variacions són el límit de la recta, que coincideix aproximadament amb el grau mig 
λ, i la posició d’aquesta recta, que també depèn únicament de λ, i se situa més a dalt en l’eix 
d’abscisses quan menor és λ, la qual cosa és lògica, ja que quan més petit és el grau mig, major 
és nombre de nodes de graus petits. Podem observar que si dos grafs aleatoris binomials 
tenen el mateix grau mig, encara que canviïn els valors de N i p, la distribució del grau del 






Gradient a partir de la betweenness: 
Si realitzem les simulacions amb el gradient calculat a partir de la betweenness, pels mateixos 
casos anteriors, observem que la distribució segueix sent de tipus potencial, per tant, el 
gradient a partir de la betweenness d’una xarxa aleatòria binomial també és scale-free. 
L’exponent de la distribució en aquesta versió també val -1 ( = 1, indepentment de n i p. Si 
canviem el grau mig, les úniques diferències són el valor límit de la recta i la posició d’aquesta 
recta, que varia en funció de λ (grau mig) de la mateixa manera que canvia en la versió 











Distribució in-grau del gradient estàndard d’un graf aleatori binomial per 
diferents valors de n i p. Ns=50 simulacions (pel cas n=1000, p=0.1, Ns=400). 
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Comparació entre les dues versions del gradient: 
Si comparem ambdues versions, s’observa que gairebé no hi ha diferència a nivell de 
distribució del grau. Només canvia el límit de la recta, que és superior en el gradient a partir de 
la betweenness i la posició de la recta en el tram scale-free, que és lleugerament superior en la 
versió estàndard. Per tant, el gradient estàndard presenta més nodes de graus baixos ( < λ) i 





Les distribucions del grau dels gradients mostrades fins ara corresponen a l’in-grau (el gradient 
és un graf dirigit), és a dir, comptant el grau tenint en compte només els enllaços entrants. Les 
distribucions de l’out-grau d’una xarxa gradient no tenen cap interès, ja que tots els nodes 



















Distrib. in-grau del gradient a partir de la betweenness d’un graf aleatori binomial 
per diferents valors de n i p. Ns=50 simuacions. (cas n=1000, p=0.1, Ns=100). 
Distribució in-grau dels gradients. N=5000, p=0.004. Ns=50 simulacions. 
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També hem fet les simulacions agafant el graf gradient com un graf no dirigit i calculant la 
distribució del grau, i seguim obtenint una distribució potencial, però l’exponent ja no és -1, 
sinó que varia entre -1.18 i -1.25 (en els casos que hem provat), tant en la versió estàndard 
com en la versió basada en la betweenness. 
Podem concloure que la distribució del grau del gradient d’un graf aleatori binomial és la 
mateixa si fem servir la versió estàndard del gradient que si fem servir la versió basada en la 
betweenness, i es tracta d’una distribució potencial, pròpia dels grafs scale-free, i amb  = 1. 
Els dos gradients tenen estructura de bosc, és a dir, un conjunt de grups de nodes amb 
estructura d’arbre, sense camins tancats. Però en aquest aspecte les dues versions es 
diferencien clarament. Mentre que en el gradient estàndard el graf es divideix en un gran 
nombre d’arbres, en el gradient a partir de la betweenness el nombre d’arbres és molt més 
reduït. 
Factor de congestió: 
A partir del gradient es pot obtenir el factor de congestió de la xarxa, definit com la proporció 
de nodes d’in-grau = 0 a la xarxa gradient respecte el nombre total de nodes: J = O
0 
Si calculem el factor de congestió a partir de cadascun dels dos gradients, amb els mateixos 
valors de N i p podem comparar les dues versions del gradient a nivell de congestió. Els 
resultats que obtenim són els següents: 
 Gradient estàndard Gradient betweenness 
N=1000, p=0.1 0.951 0.958 
N=2000, p=0.01 0.832 0.865 
N=5000, p=0.004 0.831 0.864 
 
S’obtenen factors de congestió molt similars amb les dues versions del gradient, tot i que amb 
la versió estàndard són lleugerament més petits (menys congestió) que amb el gradient a 
partir de la betweenness.  
A continuació comprovem què passa amb el factor de congestió quan creix l’ordre del graf. Si 
fem créixer el graf mantenint constant el valor de p, el factor de congestió tendeix a 1 (màxima 
congestió), tant si fem servir el gradient estàndard com si utilitzem la versió a partir de la 
betweenness, com es pot veure en la primera de les taules següents. L’única diferència és que 
els valors són lleugerament menors amb el gradient estàndard. Si fem créixer el graf de 
manera que es mantingui constant el grau mig, és a dir el valor de W = C · R (segona taula), 
observem que el factor de congestió és manté constant, aproximadament en el valor J
W ≈ 1 − ln W W⁄ . En aquest cas el valor a partir dela versió estàndard també és lleugerament 
menor que amb el gradient a partir de la betweenness. 
p = constant = 0.01 N=500 N=1000 N=2000 N=3000 N=5000 
Gradient estàndard 0.660 0.742 0.832 0.873 0.913 
Gradient betweenness 0.674 0.787 0.861 0.901 0.927 
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z = N·p  =  











Valor teòric aprox. 
(1-ln(z)/z) 
Gradient 
estàndard 0.874 0.873 0.871 0.873 0.873 0.887 
Gradient 
betweenness 0.899 0.899 0.898 0.900 0.897 0.887 
 
El nombre de simulacions per obtenir els factors de congestió ha estat el següent: 
Gradient estàndard: 100 simulacions. 
Gradient betweenness: 25 simulacions. 
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7.2. Graf Barabasi-Albert 
 
El graf Barabasi-Albert és un graf scale-free, i per tant presenta una distribució del grau 
potencial. L’exponent d’aquesta distribució val -3, independentment del paràmetre m (nombre 
d’enllaços que genera cada node entrant) i de l’ordre.  
]
~           = 3 
7e f'7 = 2f 
El gradient d’un graf Barabasi-Albert en la versió estàndard manté la forma potencial de la 
distribució, i a més, l’exponent també és el mateix que en el graf substrat ( = 3), i també és 
independent de l’ordre i de m. 
Hem simulat el model de Barabasi-Albert per diferents valors de m, amb un nombre de nodes 
(n) prou elevat per poder observar clarament la forma de les distribucions del grau: 
• m=1, n=5000, Ns: 2000 (substrat i grad. estand.) i 50 (grad. betweenness). 
• m=3, n=5000, Ns: 1000 (substrat i grad. estand.) i 50 (grad. betweenness). 
• m=5, n=5000, Ns: 300 (substrat i grad. estand.) i 50 (grad. betweenness). 
• m=15, n=5000, Ns: 200 (substrat i grad. estand.) i 50 (grad. betweenness). 
• m=30, n=30000 (en el gradient a partir de la betweenness n=10000, ja que el temps de 







A partir dels resultats de les simulacions podem comprovar que, independentment de m, el 
graf Barabasi-Albert té una distribució potencial, i que l’exponent (pendent de la recta en 
escala logarítmica) val sempre pràcticament el mateix. En les cinc simulacions hem obtingut un 
pendent molt semblant a -3. Tampoc canvia si canviem el nombre de nodes. La recta comença 













Distribució del grau d’un graf Barabasi-Albert per diferents valors de m. 
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menors que m és nul·la, ja que cada node quan s’afegeix a la xarxa estableix m enllaços, i per 
tant, com a mínim els nodes seran de grau m. La recta se situa més a munt quan major és m. 







Quan apliquem el gradient estàndard a un graf Barabasi-Albert també obtenim un graf scale-
free, amb una distribució potencial del grau (en aquest cas l’in-grau). Comprovem que la  de 
la distribució també val aproximadament 3, indepemdentment de m.  
Valors obtinguts:   49# = 2.88, 49x = 2.94, 49 = 2.92, 49# = 2.97, 49x = 2.98 
Hem comprovat que si variem l’ordre del graf tampoc canvia . La recta comença exactament 
a grau = m. Pels primers valors del grau, més petits que m, la distribució del grau en escala 
logarítmica també té forma de recta, però amb un pendent més petit, que val 
aproximadament -1, independentment de m. La posició de la recta sí que varia en funció de m. 
Quan més gran és m, la recta de la distribució se situa més amunt en l’eix d’ordenades, però 






















Distribució  in-grau del gradient estàndard d’un graf BA amb n=5000, m=3, Ns=1000. 
Distribució in-grau del gradient estàndard d’un graf de BA per diferents valors de m. 
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Si agafem el gradient com un graf no dirigit i representem la distribució del grau, pràcticament 
és la mateixa que en el cas de l’in-grau del graf dirigit. 
 






Si apliquem el gradient a partir de la betweenness a un graf Barabasi-Albert, el graf resultant 
també és scale-free, com el substrat i com la versió estàndard del gradient. Però es produeix 
una diferència significativa: amb aquesta nova versió del  gradient, la  ja no és sempre la 
mateixa i igual a 3, sinó que varia amb m.  
Si representem la distribució in-grau de la xarxa gradient, obtenim els següents valors de  : 
49# = 2.65  49x = 2.08  49 = 1.83  49# = 1.48  49x = 1.32 
Si optem per considerar el gradient com un graf no dirigit i en comptem la distribució del grau, 
la distribució és també una recta en escala logarítmica, i surt una recta més exacta que en el 
cas anterior.   també decreix amb m, però els valors obtinguts són diferents: 
49# = 2.90  49x = 2.13  49 = 1.93  49# = 1.66  49x = 1.67 
Per m=1,  coincideix amb la del substrat i el gradient estàndard o s’hi aproxima, però a partir 
d’aquí, quan m creix, el pendent de la recta de la distribució va decreixent, fins que 
s’estabilitza aproximadament en el valor -1.32 o en -1.66, segons considerem el gradient com 






1 10 100 1000
Distribució in-grau del gradient a partir de la betweenness d’un 
graf BA amb n=5000, m=15, Ns=50. 
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En el cas particular de m=1, el gradient a partir de la betweenness reprodueix gairebé de 
manera exacta el mateix graf substrat que tenim, amb la diferència que en el gradient, els 
enllaços són dirigits. Això implica que la distribució és exactament la mateixa (i per tant també 
la ) quan considerem el graf com a no dirigit. Si el considerem com a dirigit, el graf gradient i 
el substrat coincideixen, excepte que en el gradient els enllaços són dirigits. Com que cada 
node té exactament un enllaç sortint (per definició de xarxa gradient), els altres enllaços que té 
seran entrants, i per tant tots els nodes tenen un in-grau una unitat menor que el grau d’aquell 
node en el substrat. Per tant, la distribució de l’in-grau dóna els mateixos valors, però cada 
valor correspon a 1 grau menor que el del substrat. D’aquesta manera s’obté una  que 
s’acosta a la del substrat, però que és lleugerament menor. A partir d’aquí, per m>1, la  va 
disminuint amb m. 
Amb el gradient a partir de la betweenness, a diferència del que succeeix amb el gradient 
























Distribució del grau (in-grau) del gradient a partir de la betweenness 
d’un graf de BA per diferents valors de m. 
Distribució del grau del gradient a partir de la betweenness (no dirigit) 
d’un graf de BA per diferents valors de m. 
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Comparació entre les dues versions del gradient: 
 
La  del gradient estàndard ( ≈ 3) sempre és major (o igual en el cas m = 1) que la del 
gradient a partir de la betweenness (  < 3 ). Això vol dir que amb el gradient a partir de la 
betweenness s’obté un major nombre de nodes de graus elevats (hubs) que amb el gradient 
estàndard, amb el qual s’obtenen més nodes de graus baixos. Els nodes de graus elevats en el 
gradient, són els que a la xarxa real concentren una major quantitat de tràfic. Per tant, si el 
gradient el fem a partir de la betweenness, el rol dels hubs en la xarxa és més important. 
Tant en el graf substrat, com en les dues versions del gradient, si variem el nombre de nodes 
de la xarxa, mantenint la mateixa m, no hi ha cap variació en la distribució del grau. El fet que 
la recta del gradient a partir de la betweenness sigui més irregular es deu a que hem hagut 
d’agafar un nombre menor de simulacions (50, respecte a les 1000 per m=3 i 200 per m=15 del 






A nivell d’estructura hi ha diferències destacables entre els dos gradients. Tots dos donen com 
a resultat un graf en forma d’arbres, però amb el gradient estàndard s’obtenen molts més 
arbres i d’ordre més petit que en el gradient a partir de la betweenness. Una propietat de les 




















Distribució del grau del substrat i els gradients d’un graf de BA, m=3 
(a dalt) i m=15 (a baix). 
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paràmetre a partir del qual es calcula el gradient, ja que cada arbre conté un màxim local. Si el 
nombre d’arbres és major en el gradient estàndard que en el gradient a partir de la 
betweenness (passa amb tots els tipus de grafs)  és perquè el paràmetre h del gradient 
estàndard, com que és aleatori, es distribueix per la xarxa de manera que es creen més màxims 
locals, en canvi, en la betweenness, els màxims tendeixen a estar més junts, ja que un veí d’un 
node de betweenness molt alta té més probabilitats de tenir també una betweenness elevada. 
Per tant, els valors màxims de la betweenness solen a estar a prop, o agrupats en diversos 
grups. La conseqüència és que hi ha menys màxims locals en la betweenness que en el 
paràmetre h, i per tant en la xarxa gradient hi ha menys arbres i més grans. 
 
 
Factor de congestió: 
Si comparem els dos gradients a nivell de congestió, calculant -lo a partir de cadascuna de les 
dues versions del gradient, tal i com hem fet amb el graf aleatori, obtenim els següents 
resultats: 
 Grad. estàndard Grad. betweenness 
n=5000, m=1 0.684 0.668 
n=5000, m=3 0.695 0.826 
n=5000, m=5 0.741 0.880 
n=5000, m=15 0.852 0.957 
n=10000, m=30 0.905 0.981 
 
Amb la versió estàndard obtenim un factor de congestió més petit (menys congestió) que amb 
el gradient a partir de la betweenness, amb l’excepció de m=1. 
Una propietat important del graf Barabasi-Albert, és que donat un valor concret de m, el factor 
de congestió calculat amb la versió estàndard del gradient es manté constant quan 
incrementem l’ordre de la xarxa. Si apliquem el gradient a partir de la betweenness es manté 
aquesta propietat, tot i que s’incrementa el valor del factor de congestió respecte la versió 
estàndard. En la taula següent es mostren els valors obtinguts a partir de les simulacions per 
m=3: 
 
m=3 n=1000 n=2000 n=3000 n=4000 n=5000 
Gradient estàndard 0.695 0.695 0.695 0.695 0.695 
Gradient betweenness 0.825 0.828 0.825 0.828 0.826 
 
El nombre de simulacions per obtenir els factors de congestió ha estat el següent: 
Gradient estàndard: varia segons el cas (mínim: 100 simul., màxim: 2000 simul.). 
Gradient betweenness: 100 simulacions en tots els casos. 
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7.3. Graf Watts-Strogatz: 
 
A continuació analitzarem les característiques del graf de Watts-Strogatz, per diferents valors 
de p, des de p=0, corresponent a un graf regular, fins a p=1, en que tenim un graf totalment 
aleatori, passant per valors intermitjos de p corresponents a un graf de tipus petit-món. 
 
Xarxa substrat:  
Un graf Watts-Strogatz, per p=0, té una distribució en forma de delta centrada en grau k, on k 
és el paràmetre del graf que determina el nombre de nodes als que es connecta cada node. 
Quan s’incrementa el valor de p, aquesta delta es va eixamplant cap als valors del seu voltant. 
Quan arriba a p=1, el graf correspon a un graf de tipus aleatori, i com a tal, la distribució del 
grau té forma gaussiana centrada en k. 
Hem fet la simulació amb un graf de 500 nodes, per tres valors diferents de k: k=6, k=20 i k=50, 
i amb una p (probabilitat de reconnexió) que hem anat incrementant des de 0 fins a 1. Els 




































0 5 10 15 20
Distribució del grau d’un graf Watts-
Strogatz de 500 nodes, k=6 i els següents 
valors de p: 0, 0.001, 0.01, 0.1 i 1. 
Ns=50 simulacions. 
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10 30 50 70 90
Distribució del grau d’un graf Watts-
Strogatz de 500 nodes, k=20 i els valors 
de p: 0, 0.001, 0.01, 0.1 i 1. 
Ns=100 simulacions. 
Distribució del grau d’un graf Watts-
Strogatz de 2000 nodes, k=50 i els 
següents valors de p: 0, 0.001, 0.01, 0.1 i 
1. 
Ns=100 simulacions. 
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• p=0:  
Tenim un graf on tots els nodes són de grau k, ja que tots es connecten als k/2 nodes 
següents i als k/2 anteriors. Per tant la distribució del grau és una delta en k. 
• p=0.001:  
La distribució és pràcticament la mateixa, excepte una mínima part dels nodes 1 grau 
superior i 1 inferior a k. Aquesta petita variació correspon al petit percentatge 
d’enllaços que es redirigeixen aleatòriament cap a un altre node. El node al qual va a 
parar passa a ser de grau k+1 i el node del qual es desenllaça passa a ser de grau k-1. 
• p=0.01:  
El que abans era una delta ara és un pic que poc a poc es va eixamplant a mesura que 
s’incrementa p, i els graus del voltant de k prenen valors cada vegada més alts. Quan 
més incrementem p, aquesta distribució s’acostarà més a una gaussiana, ja que el graf 
tendeix cap a un graf aleatori. 
El model Watts-Strogatz, per aquest valor de p i els del seu entorn dóna grafs de tipus 
petit-món, és a dir, amb una longitud mitja baixa, propi del graf aleatori i un clustering 
elevat, propi del graf regular. La distribució del grau amb p=0.01 encara és molt 
semblant a la delta (p baixa) i està lluny de la gaussiana (p alta). Triga molt a canviar a 
mesura que incrementem p, tal i com passa també amb el clustering, que es manté 
amb valors semblants als del graf regular, i al contrari que la longitud mitja, que 
ràpidament adquireix valors semblants als del graf aleatori. Per tant, a la zona de p que 
correspon als grafs petit-món, tenim una distribució del grau molt semblant a la del 
graf regular, és a dir semblant a la delta.  
• p=0.1: 
Poc a poc segueix la transformació de la distribució, d’una delta cap a una gaussiana. 
Quan més gran és k, més ràpidament es produeix la transició cap a la forma gaussiana. 
• p=1: 
Ja tenim una distribució del grau en forma de gaussiana, ja que per p=1 el gràfic és 
totalment aleatori. Quan el grau mig és baix (k=6), no s’observa del tot bé la forma 
gaussiana per la meitat baixa. Si donem valors més grans de k, s’observa millor la 
forma.  
A partir de la distribució del grau s’observa que el graf Watts-Strogatz per qualsevol valor de p 
és un graf amb escala (no scale-free). 
 
Coeficient d’agrupament, distància mitjana i diàmetre: 
El clustering d’un graf Watts-Strogatz, és elevat per valors baixos de p, i va decreixent a mesura 
que incrementem p, fins a arribar a valors gairebé nuls per p=1. Aquest decreixement és molt 
lleu per p’s baixes, i comença a ser més pronunciat quan més incrementem p. Podem dir que 
fins a p≈0.01 el valor de C és pràcticament el mateix que per p=0. A partir de p=0.01 va 
decreixent més, però fins a p=0.1 encara tenim valors relativament elevats. 
Si comparem els valors del clustering en funció de p per diferents valors de n i k observem que 
els valors relatius de C(p) respecte al graf regular, C(p)/C(p=0), pràcticament no varien: 
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  p=0 p=0.001 p=0.01 p=0.03 p=0.05 p=0.1 p=0.3 p=0.5 p=1 
C(p) 
n=500, k=6 0.600 0.598 0.586 0.552 0.530 0.444 0.200 0.084 0.012 
n=4096, k=8 0.643 0.641 0.624 0.594 0.557 0.479 0.222 0. 083 0.002 
C(p)/C(0) 
n=500, k=6 1 0.997 0.977 0.920 0.883 0.740 0.333 0.140 0.020 
n=4096, k=8 1 0.997 0.970 0.924 0.866 0.745 0.345 0.129 0.003 
 
Per establir el límit superior de l’interval de p en el qual el graf és petit-món, podem 
considerar, per exemple, l’interval en el que el clustering ha baixat menys d’un 10% respecte el 
graf regular: C(p)/C(0) > 0.9. Aquesta condició implica p≤0.03. 
En canvi la longitud mitja, L (longitud mínima del camí entre 2 nodes, promitjat per tots els 
parells de nodes), comença sent molt elevada, però ràpidament decreix amb p i de seguida 
adquireix valors petits. Si normalitzem la longitud mitja respecte a la mínima (p=1), el valor 
normalitzat, L(p)/L(1), no varia considerablement quan canviem n i k, excepte per valors molt 
petits de p. El mateix succeeix amb el diàmetre D del graf. Perquè el graf sigui petit-món, L i D 
han de ser similars a les del graf aleatori (p=1). Podríem considerar el valor límit, p=0.005, ja 
que per aquest valor tant la longitud mitja L com el diàmetre D es mantenen dins el mateix 
ordre de magnitud que L(p=1) i D(p=1) respectivament. 
  p=0 p=0.001 p=0.003 p=0.005 p=0.01 p=0.03 p=0.05 p=0.1 p=1 
L(p) 
n=500, k=6 42.14 32.52 24.64 17.63 13.28 8.57 6.68 5.42 3.25 
n=4096, k=8 256.44 64.78 29.62 24.95 15.66 9.63 7.75 6.26 4.28 
L(p)/L(0) 
n=500, k=6 1 0.772 0.585 0.418 0.315 0.193 0.159 0.129 0.077 
n=4096, k=8 1 0.253 0.116 0.097 0.061 0.038 0.030 0.024 0.017 
L(p)/L(1) 
n=500, k=6 12.97 10 7.58 5.42 4.09 2.64 2.06 1.67 1 
n=4096, k=8 59.92 15.14 6.92 5.83 3.66 2.25 1.81 1.46 1 
 
  p=0 p=0.001 p=0.003 p=0.005 p=0.01 p=0.03 p=0.05 p=0.1 p=1 
D(p) 
n=500, k=6 84 74 50 42 34 18 14 10 6 
n=4096, k=8 512 163 69 56 37 18 14 10 6 
D(p)/D(0) 
n=500, k=6 1 0.881 0.595 0.500 0.405 0.214 0.167 0.119 0.071 
n=4096, k=8 1 0.318 0.135 0.109 0.072 0.035 0.027 0.020 0.012 
D(p)/D(1) 
n=500, k=6 14 12.33 8.33 7 5.67 3 2.33 1.67 1 
n=4096, k=8 85.33 27.17 11.5 9.33 6.17 3 2.33 1.67 1 
 
Combinant les dues condicions anteriors obtenim aproximadament l’interval de p on 
coincideixen valors elevats de C i valors reduïts de L: 
R / @0.005, 0.03B    7  R' fó 
Un valor òptim de p en el que tenim un clustering pràcticament igual al graf regular i una 
longitud mitja semblant a la del graf aleatori és R = 0.01. 
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Gradient estàndard: 
Tant pel gradient estàndard com pel gradient a partir de la betweenness, quan parlem de la 
distribució del grau ens referirem al nombre d’enllaços entrants (in-grau). 
El gradient en la versió estàndard d’un graf de Watts-Strogatz, per p=0 presenta una 
distribució del grau lleugerament decreixent amb el grau, amb l’excepció de dos pics principals 
situats en els valors de grau 0 i k, i un de més petit al valor k/2. A mesura que incrementem p, 
la distribució va adquirint la forma potencial, eliminant gradualment els pics a k/2 i k, i 
incrementant poc a poc el valor de , fins a arribar a   = 1 quan p=1. 
• p=0: 
La distribució del grau de la xarxa gradient presenta un pic en grau=0, i un altre de més 
petit en grau=k. 
Apareixen aquests dos pics perquè es corresponen amb els dos casos més probables 
que són els següents: 
 
a) Grau = k: els k veïns d’un node i enllacen amb ell en el graf gradient. Això 
passarà només si el paràmetre β del node i en el graf substrat és més gran 
que el dels nodes i-k, ..., i-1 i els i+1, ..., i+k.  
  = f` , … , :`   
 
Com que β és una variable aleatòria igual per tots els nodes, això passa 1 
de cada 2k+1 vegades (longitud del interval). Per tant, la magnitud del pic 
és de 1/(2k+1) (els resultats de les simulacions ho confirmen). 
 
b) Grau = 0: veiem que la gran majoria de nodes són de grau 0, ja que és el 
cas més probable.  
Perquè un node i tingui un in-grau diferent de 0, algun dels seus k veïns ha 
d’enllaçar amb ell (en el gradient). Perquè passi això, el node i ha de ser el 
node amb βi màxima en un interval de k+1 nodes centrant en algun dels 
seus k  veïns. Per tant, tindrà in-grau 0 si per cadascun dels seus k veïns, 
existeix algun node en un interval de k+1 al voltant d’aquest veí amb una β 
major que la del node i.  
 ' ∃  / @( − /2, ( = /2B  e 6 > , ∀( / @' − /2, ' =/2B f1 ( ≠ '  El node i és de grau 0 
(Els nodes j són els k veïns del node i ). 
 
Hi ha moltes probabilitats que dins d’aquests intervals hi hagi algun node 
amb β major, i per això el pic a grau 0 és molt elevat. 
Si agafem una k més gran, augmenta la longitud dels intervals [j-k/2, 
j+k/2], per tant, com que agafem un interval major és més probable que 
algun dels nodes de l’interval tingui un paràmetre β major que el de i. Per 
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tant, serà més probable el cas de grau 0 en el gradient. Això implica que 
per una k major, el pic en grau = 0 serà major. 
Hi ha un tercer pic, de dimensions molt més petites situat en el grau k/2. Per la resta 
de graus la distribució en escala logarítmica decreix lleugerament. Si donem valors 
prou grans a n i k, podem observar que aquest decreixement té forma de recta en 





• p=0.001:  
Es manté la distribució pràcticament idèntica que en el cas p=0, amb els mateixos pics i 
de la mateixa magnitud que per p=0. Es manté igual perquè el graf substrat 
pràcticament no canvia, excepte una petitíssima part dels enllaços, que es 
reconnecten. Si el graf substrat casi no canvia, i el paràmetre β és un paràmetre 
aleatori, la distribució del grau del gradient casi no canviarà al passar de p=0 a 
p=0.001. 
 
• p=0.01:  
La distribució comença a canviar, però no de manera molt considerable, ja que la 
quantitat d’enllaços reconnectats continua sent petita (1%). Per tant el substrat 
continua sent molt semblant al del graf amb p=0. Continuem tenint un pic a grau k, 
però per la resta de graus, la distribució es va acostant a una recta en escala 
logarítmica. Va passant d’exponencial a potencial, és a dir, a un graf scale-free. 
 
• p=0.1:  
La quantitat d’enllaços reconnectats ja comença a ser més considerable (10%). Això fa 
que el graf substrat ja vagi tenint una estructura més semblant a la del graf aleatori o 
binomial, que correspon a p=1. Per tant, la distribució del grau del gradient és més 
semblant a una recta en escala logarítmica, és a dir, a una distribució potencial (scale-










0 5 10 15 20
Distribució del in-grau (en escala logarítmica a l’esquerra i semi-logarítmica a la dreta) del 
gradient versió estàndard d’un graf de Watts-Strogatz amb n=3000, k=20 i p=0, amb 
Ns=100 simulacions. 
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creixen, i el pendent de la recta va augmentant de valor (en valor absolut), acostant-se 






El valor de p a partir del qual la distribució comença a canviar considerablement cap a 
una forma potencial no és fix, depèn de k. Quan més gran és k, abans es produeix 
aquest canvi. Per exemple, per k=6 la distribució gairebé no canvia al créixer p fins a 
p=0.1, mentre que per k=20, els canvis considerables es produeixen a partir de p=0.01. 
 
• p=1:  
El graf ja és totalment aleatori, i per tant la distribució del grau del gradient té forma 

























Distribució in-grau del gradient estàndard d’un graf WS de k=6, 
amb n=500 per diferents valors de p. Ns=50. 
Distribució in-grau del gradient estàndard d’un graf WS de n=3000 i k=20, amb p=0.01 
(esquerra) i p=0.1 (dreta).  Ns=100 simulacions. 
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Així com el graf de Watts-Strogatz és un graf de tipus petit-món si ajustem el valor de p, el seu 
gradient en la versió estàndard deixa de ser-ho. El coeficient d’agrupament del gradient 
estàndard és nul per a qualsevol valor de p, degut a l’estructura en forma d’arbres i sense 
camins tancats del gradient. Per tant, amb un clustering nul el graf gradient no pot ser petit 
món.  
Aquesta afirmació es generalitzable a qualsevol tipus de graf: el gradient estàndard d’un graf 
sempre té clustering zero. Ho hem comprovat en les simulacions pels quatre tipus de grafs que 
hem estudiat: aleatoris binomials, Barabasi-Albert, Watts-Strogatz i jeràrquics. La raó per la 
qual el coeficient d’agrupament sempre sigui nul és la següent: 
Partim de la suposició que tots els nodes tenen un paràmetre β diferent. Com que β és una 
variable aleatòria entre 0 i 1, si s’agafa prou precisa, aquesta suposició es compleix. En el 
gradient estàndard, cada node només té un enllaç de sortida, que va cap al veí amb una β 
major (o cap a ell mateix). Per tenir un clustering diferent de zero hem de tenir triangles en el 
graf. Per tenir un camí tancat, en aquest cas de 3 nodes (a, b i c), hauria de ser de la forma 
a→b, b→c, c→a, ja que cada node només pot tenir un enllaç de sortida. Però això no es podrà 
donar, perquè això implicaria que β(a)< β(b), β(b)< β(c) i β(c)< β(a), que lògicament és 
impossible. 
Per tenir un clustering no nul, hauríem de tenir en el graf substrat 3 nodes amb la mateixa β, i 
que a més estiguessin els 3 enllaçats entre ells.  Amb les simulacions he vist que això no 












Distribució in-grau del gradient estàndard d’un graf WS de k=20,  
amb n=500 per diferents valors de p. Ns=100. 
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Gradient a partir de la betweenness: 
Quan apliquem el gradient a partir de la betweenness, la distribució in-grau surt bastant similar 
a la versió estàndard, amb l’excepció de p=0 i valors molt propers a 0. 
• p=0 
Obtenim el mateix graf que en el substrat, però amb enllaços dirigits: cada node 
enllaça amb els k/2 anteriors, els k/2 posteriors i amb ell mateix. Tots els nodes tenen 
in-grau igual a k. La distribució del grau, per tant, és una delta a grau k, a diferència del 
gradient estàndard, on teníem una distribució exponencial amb 3 pics. 
Per p=0 tenim una xarxa 
degenerada, ja que tots els nodes 
tenen la mateixa betweenness. 
En aquests casos, hem de 
puntualitzar que hem aplicat el 
gradient de manera que un node 
s’enllaci amb tots els seus veïns 
de betweenness màxima. 
Aquesta particularitat només es 
dóna en el cas p=0. Hem 
comprovat que canviant només 
un únic enllaç, la betweenness de 
cada node canvia i passen a ser 




Hi ha un canvi sobtat respecte a p=0. Es manté un pic a grau k i se’n crea un altre de 
magnitud similar a grau k/2, però el pic més destacable és el que apareix a grau 0. 
Encara que el nombre d’enllaços que es reconnectin sigui molt petit, això ja fa canviar 
la betweenness de tots els nodes del graf Watts Strogatz, i passen de tenir tots la 
mateixa betweenness (per p=0) a tenir tots els nodes una betweenness diferent (per 
p≠0, encara que sigui molt proper a 0). De fet, amb un sol enllaç que es reconnecti, 
tots els valors de la betweenness canvien i són diferents entre ells. Això explica el canvi 
sobtat en la distribució del grau del gradient a partir de la betweenness. 
Per aquests valors de p, tant propers a 0 però diferents de 0, la simulació pot donar 
dos tipus de grafs substrats diferents: un graf WS sense cap reconnexió, com per p=0, 
o un graf WS amb un nombre molt petit de reconnexions. Distingim entre els dos casos 
perquè la distribució del grau del gradient a partir de la betweenness és radicalment 
diferent, a diferència del gradient estàndard, on una reconnexió canvia molt poc la 
distribució. Si no hi ha reconnexions, com hem dit anteriorment, el gradient a partir de 
la betweenness presenta una distribució en forma de delta a grau k. Si hi ha alguna 
reconnexió, apareix sobtadament un gran pic a grau 0, i tenim també un pic important 
a grau k/2. El pic a grau k també hi és, però té dimensions molt petites. Per obtenir la 
distribució del grau realitzem un nombre elevat de simulacions i fem la mitja de les 
distribucions. Per tant, amb un valor tant petit de p, tindrem simulacions amb un graf 
Distribució del gradient a partir de la 
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substrat sense reconnexions i d’altres amb un graf substrat amb alguna reconnexió. 
Com a conseqüència, la distribució del grau del gradient resultant és una mitja dels dos 
tipus de distribucions possibles. Aquesta mitja dóna un pic fonamental a grau 0 i dos 
pics més petits però també considerables a graus k/2 i k. Quan incrementem una mica 
més el valor de p, deixarem de tenir simulacions sense cap reconnexió. 
En un graf WS amb un nombre molt petit però no nul de reconnexions, la gran majoria 
dels nodes està connectat als seus k veïns més propers en el graf substrat (excepte els 
pocs que han estat reconnectats), però cada node té una betweenness diferent. Això fa 
que bàsicament només hi hagi 3 situacions probables de cara al gradient (d’aquí els 3 
pics). Considerem un node qualsevol, node i, que està connectat als nodes i-k/2, i-(k/2-
1),..., i-1, i+1,i+2,...,i+k/2: 
 
a) La betweenness del node i és més gran que la dels seus k veïns i també que els 
k/2 anteriors i els k/2 següents. En aquest cas els k veïns es connectaran al 
node i. El fet que considerem fins als nodes i±k i no només fins a i±k/2 és 
perquè cap veí del node i tingui un veí de betweenness major que el i. El nodes 
que es troben en aquest cas donen lloc al pic a grau=k. 
 1
' = max @1
' − , … , 1
' = B 
 
b) Cadascun dels k veïns del node i te en un interval de k+1 nodes, els k del seu 
voltant més ell mateix, algun node amb betweenness superior a la 
betweenness de i. 
En aquest cas, no hi haurà cap veí que es connecti al node i quan fem el 
gradient. Aquest supòsit dóna lloc al pic a grau 0 de la distribució del gradient, 
i és el més probable amb diferència, per això el pic a grau 0 creix tan 
ràpidament. 
 
∃  / ( − 2 , ( = 2  e 1
 > 1
', ∀(/ ' − 2 , ' = 2 f1 ( ≠ ' 
 
c) La betweenness del node i és màxima en l’interval [i-k,i+k/2] però el node 
i+(k/2+1) té una betweenness major. En aquest cas els seus k/2 veïns anteriors 
es connectaran al node i en el gradient i els k/2 posteriors no (o el cas invers). 
Aquest cas dona lloc al pic a grau =k/2. També hi ha altres casos que poden 
donar grau k/2. 
 
d) Els 3 casos anteriors no són únics, però són els més probables. També hi ha 
altres casos que poden donar nodes de graus diferents, però gairebé no es 
donen mai, i els valors a la distribució del grau son gairebé nuls. Per aquests 
altres valors la distribució del grau és plana, amb 2 nivells diferents per 
grau>k/2 i grau<k/2. 
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Els pics a graus k/2 i k van desapareixent a mesura que creix p. Quan més gran és el 
valor de k, més ràpidament desapareixen aquests 2 pics si incrementem p. El pic a 
grau=k/2 gairebé s’ha eliminat, mentre que ha baixat considerablement el de grau k. 
Per altra banda, es fa una mica més gran el pic a grau 0, i creixen una mica els valors de 
graus propers a 0. La distribució es va acostant a una forma potencial, que és la que 
correspon al gradient a partir de la betweenness d’un graf aleatori. Ja comença a ser 
scale-free, amb l’excepció del pic a grau k, i el pendent de la distribució va creixent. 
 
• p=0.1: 
Tenim una distribució cada vegada més lineal en escala logarítmica i amb un pendent 
cada vegada més elevat (en valor absolut), fins a acostar-se al -1 del grafs aleatoris. El 
pic a grau 0 ja pràcticament no creix, ja ha arribat al nivell que correspondria al graf 
aleatori binomial. Els altres pics gairebé han desaparegut, i veiem que la distribució ja 
és gairebé monòtona decreixent. En aquest valor de p, ja es pot considerar que el 






























Distribució del gradient a partir de la betweenness graf WS. N=500, k=20. p=0.001 amb 
escala semi-logarítmica (esquerra) i p=0.01 amb escala logarítmica (dreta). Ns=100. 
 
Distribució del gradient a partir de la betweenness graf WS. N=500, k=20. p=0.1 (esquerra) i 
p=1 (dreta). Ns=100. 
 
Capítol 7  Resultats de les simulacions 
- 71 - 
 
• p=1: 
Tenim un graf aleatori, i per tant una distribució in-grau del gradient a partir de la 










Per que un graf tingui un clustering no nul ha de contenir “triangles” de nodes. En el gradient a 
partir de la betweenness, això només succeeix si en el graf substrat tenim tres nodes 
connectats tots tres entre ells i que tenen els tres la mateixa betweenness, i a més, cap d’ells 
està connectat a un altre de betweenness major. Això només es dóna en certs grafs 
deterministes, mai en aleatoris. Per tant, el gradient a partir de la betweenness d’un graf no 



















Distribució in-grau del gradient a partir de la betweenness d’un graf WS 
de k=6, amb n=50 per diferents valors de p. Ns=50. 
Distribució in-grau del gradient a partir de la betweenness d’un graf WS 
de k=20, amb n=500 per diferents valors de p. Ns=100. 
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Per p=0 (únic cas determinista), el gradient a partir de la betweenness d’un graf de Watts-
Strogatz coincideix amb el graf substrat, i per tant té un coeficient d’agrupament elevat. Però 
quan fem qualsevol reconnexió d’algun node (p≠0), totes les betweenness passen a ser 
diferents, i el gradient deixa de tenir camins tancats i “triangles”. Per tant, el clustering del 
gradient a partir de la betweenness és nul per qualsevol graf Watts-Strogatz amb una p≠0 que 
provoqui alguna reconnexió. 
 
Gradient scale-free: 
Quan i per què es produeix la transició del gradient cap a un graf scale-free? 
No es pot posar un límit determinat de p a partir del qual tenim un gradient scale-free, ja que 
el pas de no scale-free a scale-free és un procés gradual, i  va creixent poc a poc fins a 1. Això 
es va produint a mesura que hi ha més nodes reconnectats. 
Per p=0, cada node està connectat amb els k/2 nodes anteriors i els k/2 posteriors en el 
substrat. Els nodes de grau k en el gradient són els nodes que tenen un paràmetre (β o la 
betweenness) màxim entre els seus k veïns i els k/2 nodes següents cap a cada costat. Un node 
i el seu veí tenen molts veïns comuns, per tant, si un node té paràmetre màxim entre els seus 
veïns, és molt probable que els seus veïns no tinguin cap altre veí amb un paràmetre major, i 
això fa que hi hagi molts nodes de grau k en el gradient i crea el pic a grau k. Però quan creix p, 
els enllaços entre nodes es fan més aleatoris, i cada node deixa d’estar connectat a nodes del 
mateix grup  i es van interconnectant nodes de diferents grups de veïns. D’aquesta manera un 
node i el seu veí tenen veïns diferents, i el fet que un node tingui paràmetre màxim entre els 
seus veïns no implica que els veïns no tinguin algun node adjacent de paràmetre major. Per 
tant, a mesura que anem incrementant les reconnexions (p), es comencen a barrejar els grups 
de nodes veïns, i aquesta “barreja” de grups fa que en el graf gradient desapareguin els pics de 
la distribució del grau a graus k/2 i k i creixi el nombre de nodes de graus baixos, i així es forma 
gradualment una distribució del grau en forma potencial.  
Aquests canvis en el gradient, que es produeixen a mesura que incrementem p, es produeixen 
abans (és a dir, per valors més petits de p) quan més gran és k. Prenent un ordre de 500 nodes, 
si k=6 es comença a donar una distribució dels gradients en forma potencial aproximadament 
amb p=0.1, en canvi si k=20 aquest límit se situa aproximadament en p=0.01. La causa és que 
quan major és k, més gran és el conjunt de nodes veïns d’un node, i per tant, és més probable 
que un node d’un altre grup es connecti amb algun node d’aquell grup, o viceversa. Per tant, 
quan major sigui k, abans es produirà la “barreja” de grups de veïns. Aquesta “barreja”  dels 
grups, s’acaba traduint en la distribució potencial i amb un pendent 
 que va creixent amb p. 
La causa del pas a scale-free és la mateixa en el gradient estàndard i en el de la betweenness: la 
“barreja” dels grups de nodes veïns. Com que és la mateixa causa, s’observa que l’aparició 
d’una distribució potencial i el creixement de  es produeixen a la mateixa velocitat en les dues 
versions (pels mateixos valors de p, les dues versions son igual de rectes i amb el mateix 
pendent, com es pot veure en les taules de la pàgina següent). 
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Comparació entre les dues versions del gradient: 
Les dues versions del gradient presenten poques diferències respecte a la distribució del grau. 
Totes dues van convertint-se gradualment en scale-free a mesura que s’incrementa p, i el límit 
de p a partir del qual tenim un graf scale-free, que depèn de k, és aproximadament el mateix 
en les dues versions. El pendent de la distribució del grau és també el mateix en les dues 
distribucions pel mateix valor de p (sempre que p sigui major que el valor límit a partir del qual 
el graf gradient és scale-free). Per tant, la conversió a scale-free i el creixement de  és igual en 
les dues versions del gradient.  
Les diferències més clares entre els dos gradients en la distribució del grau es produeixen pels 
valors molt petits de p. Per p=0, el gradient estàndard té una distribució en forma 
d’exponencial (amb l’excepció dels 3 pics a graus 0, k/2 i k), mentre que amb versió a partir de 
la  betweenness la distribució té un únic punt diferent de 0 a grau k. Per valors de p molt petits, 
la distribució del grau dels dos gradients encara no és scale-free, i presenta els 3 pics als valors 
0, k/2 i k. Exceptuant aquests pics, la distribució per aquests valors tan petits de p és 
exponencial en el gradient estàndard, i plana en el gradient a partir de la betweenness. Les 
magnituds dels pics varien entre el gradient estàndard i el gradient a partir de la betweenness. 
Però en tots dos gradients van desapareixent els dos darrers pics quan s’incrementa el valor de 
p, però amb una diferència: en el gradient a partir de la betweenness el pic a grau k es redueix 
més ràpidament que en la versió estàndard. 
A partir de simulacions promitjant 100 vegades hem obtingut els següents valors de :  
n=500 nodes p=0.1 p=0.5 p=1 
Gradient estàndard 0.69 0.93 0.98 
Gradient betweenness 0.71 0.93 1.02 
 
 
n=500 nodes p=0.01 p=0.03 p=0.05 p=0.1 p=0.5 p=1 
Gradient estàndard 0.58 0.63 0.81 0.86 0.93 1.00 
Gradient betweenness 0.57 0.66 0.85 0.89 0.94 0.99 
 
 
Aquestes són les distribucions in-grau de les versions estàndard i a partir de la betweenness del 
gradient d’un graf Watts-Strogatz de 500 nodes i k=20 fent la mitja de 100 simulacions, en 
escala logarítmica (el primer cas en escala semilogarítmica): 
 
 
Valors  de  per k=6. 
Valors  de  per k=20. 
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Si considerem els grafs gradients com a grafs no dirigits, no hi ha grans canvis en les 
distribucions del grau, tant del gradient estàndard com a partir de la betweenness. El canvi més 
considerable és que quan incrementem p,  ja no tendeix a 1, sinó a un altre valor final més 
elevat, de la mateixa manera que hem vist que com a graf no dirigit, el gradient d’un graf 
aleatori té una  més gran que 1.  
Les diferències entre els dos gradients són més considerables a nivell d’estructura del graf. 
Tots dos gradients formen un graf amb una estructura en forma d’arbres, però en el gradient a 
partir de la betweenness es formen menys arbres i més grans que en el gradient estàndard. Per 
exemple, per p=0.01, el gradient a partir de la betweenness resulta ser un graf connex o dividit 
en pocs arbres, mentre que en el gradient estàndard obtenim molts més arbres. En el gradient 
a partir de la betweenness, el nombre d’arbres va creixent amb p, mentre que en el gradient 
estàndard, el nombre d’arbres ja és elevat des de p=0, i en mitja es manté constant quan 
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gradient. Cadascun d’aquests arbres es correspon amb un màxim local del paràmetre (β o la 









Graf gradient estàndard d’un graf WS de 50 nodes i k=6. A l’esquerra p=0.01 i a la dreta 
p=0.1. 
Graf gradient a partir de la betweenness d’un graf WS de 50 nodes i k=6. A l’esquerra 
p=0.01 i a la dreta p=0.1. 
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7.4. Graf jeràrquic determinista (Hn,k) 
Aquest graf es genera de manera determinista a partir de l’algorisme explicat anteriorment 
(punt 5.4.), i ve determinat per dos paràmetres: 
a) n: nombre de nodes de cada grup complet bàsic a partir del qual es desenvolupa el 
graf i nombre de rèpliques del graf que es fan en cada iteració. 
b) k: nombre de vegades que es fan les rèpliques del graf (nombre d’iteracions).  
A continuació analitzarem les característiques d’aquest tipus de graf i dels seus gradients, i 
veurem com varien si canviem n i k. 
 
Substrat: 
Generem el graf per diferents valors de n i k, que donen diversos valors de l’ordre i el grau mig.  
1. Nombre de nodes = nk . 
2. Grau mig: 3`:# − 4` − 2
 − 1`:# −  = 2`  
 
La distribució del grau d’aquests grafs, a diferència del grafs analitzats anteriorment, és 
discreta. Presenta una sèrie de valors diferents de zero, i entre mig, trams on la distribució és 
nul·la. Això es deu al caràcter determinista del graf. Com s’ha explicat en el punt 5.4., tots els 
nodes es poden classificar en una sèrie de categories: es divideixen entre nodes arrels i nodes 
perifèrics, i dins de cadascun dels dos tipus existeixen k categories diferents. Per tant, tenim un 
total de 2k categories diferents de nodes. Els nodes pertanyents a una mateixa categoria tenen 
tots el mateix grau, i per tant, donen lloc a un únic punt en la distribució del grau. Això implica 
que la distribució del grau només pot presentar un màxim de 2k valors diferents de 0. 
Realment, el nombre de punts amb valor no nul és lleugerament menor a 2k. Això es deu a que 
algun  punt presenta un solapament, és a dir, que hi ha dos categories diferents que tenen el 
mateix grau. Els solapaments sempre són entre una categoria d’arrels i una de nodes 
perifèrics, ja que les categories d’arrels són sempre de graus diferents, i el mateix succeeix 
amb els perifèrics. 
Per tant, la distribució del grau ve determinada pels graus de cada categoria i pel seu nombre 
de nodes, complint exactament els següents valors: 
a) Node arrel de categoria màxima (categoria k): r 
 f1 & & = 1 
 
7e = 
 − 1`:# − 
 − 1 − 2  
 
b) Node arrel de categoria x=k-i, amb i = 1,2,...,k-1: rk-i  
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f1 & & = 
 − 1# 
 
7e = 
 − 1`:# − 
 − 1 − 2 =  − 2 
 
c) Nodes de la perifèria del conjunt del graf (perifèrics de categoria k): 
 
f1 & & = 
 − 1` 
 7e =  =  − 2 
 
d) Nodes de la perifèria d’un cert subgraf Hαn,k-i de categoria k-i, per i =1,2...k-1: 
 
f1 & & = 
 − 1`# 
 7e =  =  − ' − 2 
 
En les simulacions, si obtenim la distribució de graus sense normalitzar pel nombre total de 
nodes, s’observa que, efectivament, es compleixen aquests valors. 
La distribució dels graus té dos trams diferenciats. Els primers k valors del gràfic corresponen 
als nodes perifèrics, començant pels de categoria mínima (1), que tenen grau n-1, i fins als de 
categoria màxima (k), situats en el grau n+k-2. Formen un primer tram de la distribució que és 
continu. Per cada categoria que pugem també pugem en 1 el grau i ens situem en el següent 
punt de la corba. Quan puja la categoria baixa el nombre de nodes perifèrics, per tant tenim 
una corba decreixent. La longitud d’aquest tram és exactament k, i el valor de n determina on 
comença i on acaba aquest tram. S’observa que hi ha algun punt on la funció no decreix, sinó 
que presenta un màxim local. Aquests són els punts on es produeixen els solapaments, on a 
més a més d’una categoria de nodes perifèrics, s’hi suma una categoria de nodes arrels. El 
nombre de punts de solapament varia en funció de n i k. En l’últim punt d’aquest primer tram 
també es produeix un pic, independentment de quins valors de n i k agafem, però aquest no es 
deu a cap solapament, sinó que correspon a la categoria màxima de nodes perifèrics (els nodes 
perifèrics de tot el graf), que té una expressió del nombre de nodes diferent a les altres 
categories. 
A partir d’aquest punt, la funció deixa de ser continua i es converteix en una sèrie de pics 
separats per trams de valor 0. Cada pic correspon a les arrels d’una certa categoria, començant 
per les de mínima categoria i acabant per l’arrel de categoria màxima, que és única. El primer 
pic de les arrels, corresponent a les de mínima categoria, normalment cau en la zona dels 
nodes perifèrics. Segons els valors de n i k, algun pic més pot caure en aquesta zona. La resta 
d’arrels, que queden fora de la zona dels nodes perifèrics, s’observen clarament. En el gràfic en 
escala logarítmica podem veure que tenim una caiguda de la magnitud dels pics en forma de 
recta, per tant, aquests pics decreixen en forma potencial. Això vol dir que la xarxa és scale-
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free, però amb trams intermitjos on la distribució del grau val 0. Com es pot veure, la 




Com que les distribucions del grau són discretes, per equiparar l’exponent d’aquesta 
distribució discreta amb l’exponent estàndard () d’una distribució contínua, haurem de 
representar la distribució del grau acumulada (]` ), que es defineix com la probabilitat que el 
grau d’un node sigui més gran o igual que k: 






















1 10 100 1000 10000
Distribucions del grau del graf Hn,k amb n=3 i k=8, n=4 i k=6, i 
n=6 i k=5 respectivament. 
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En grafs scale-free, la distribució acumulada també és una distribució potencial [ref. 12]: 





És a dir, es compleix la següent relació entre els dos exponents: 
 = 1 = z 
on z és l’exponent de la distribució acumulada. Per tant, sumarem 1 a l’exponent de la 
distribució acumulada per obtenir l’exponent de la distribució del grau 
.  
Fem la simulació per diferents valors de n i k, i observem que els valors que obtenim de  
pràcticament no varien amb k i compleixen el següent valor teòric, que només depèn de n: 
 ~ 1 = log log 
 − 1 
Els valors que hem obtingut de  són els següents: 
 k=5 k=6 k=7 k=8 Valor teòric 
n=3 2.58 2.58 2.58 2.58 2.58 
n=4 2.28 2.27 2.27 -- 2.26 
n=5 2.18 2.18 2.17 -- 2.16 
n=6 2.13 2.12 -- -- 2.11 
n=7 2.10 -- -- -- 2.08 
 





Coeficient d’agrupament i diàmetre: 
A partir de les simulacions també es pot obtenir el clustering per a diferents valors de n i k. 
Quan més gran és n, per la mateixa k, més gran és el clustering de la xarxa. Si fixem n, a mesura 






1 10 100 1000
pendent = -α
Distribució acumulada del grau, n=3, k=8. 
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Els valor obtinguts són els següents: 
   k=3   k=4 k=5 k=6 k=7 
n=3 0.557 0.536 0.527 0.523 0.521 
n=4 0.683 0.651 0.633 0.622 0.616 
n=5 0.758 0.723 0.699 0.684 0.673 
n=6 0.808 0.773 0.748 0.729 -- 
 
En qualsevol cas, els valors del coeficient d’agrupament per aquests tipus de xarxes són valors 
elevats. 
En canvi, el diàmetre d’aquestes xarxes és reduït. Per tant, es comprova que aquestes xarxes 
són de tipus petit-món. Els resultats obtinguts del diàmetre amb diferents valors de n i k 
compleixen l’expressió D=2k-1. 
 A més a més, compleixen una tercera característica: el coeficient d’agrupament de cada node 
és inversament proporcional al seu grau. Aquesta propietat unida al fet de ser scale-free i 
petit-món són les tres característiques que defineixen un graf jeràrquic. 
 
Gradient estàndard: 
El gradient estàndard del graf jeràrquic determinista Hn,k, ja no presenta una distribució del 
grau discreta, ja que no és determinista. Després d’un primer tram bastant irregular, la 
distribució es fa oscil·lant, amb una corba que puja i baixa constantment, i que baixa 
sobtadament en els valors del grau de cada arrel del substrat. El període de les oscil·lacions val 
n-1, i el màxim de cada oscil·lació se situa en un grau múltiple de n-1. Per tant, en el gradient 
estàndard, per graus elevats, el més freqüent és que els nodes tinguin un grau múltiple de n-1. 
Això es deu a l’estructura del graf basat en grups complets de n nodes. La distribució té una 
tendència general descendent. Per observar millor quina és la forma de la caiguda de la 
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La distribució acumulada deixa de ser oscil·lant, i en el segon tram obtenim una corba 
descendent que aproximadament té forma de recta en escala logarítmica, amb alguna lleugera 
irregularitat, ja que entre cadascun dels punts corresponents al grau de les arrels de la xarxa 
substrat es forma una lleugera corba. Per tant, el gradient estàndard presenta una estructura 
























1 10 100 1000
pendent = -α
Distribucions in-grau directes del gradient estàndard d’un graf jeràrquic 
Hn,k.amb  n=3 i k=8, n=4 i k=6, i n=6 i k=5 respectivament. Ns=100 
 
Distribució acumulada in-grau per n=3 i k=8. Ns=100 
simulacions 
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A partir de la distribució acumulada obtenim el valor de , i observem que els resultats són 
lleugerament diferents que en el substrat. En aquest cas,  sí que varia amb k. Per un mateix 
valor de n,  decreix quan incrementem k, i tendeix al mateix valor que la  del substrat: 
 → 1 = log log
 − 1 
Encara que el límit sigui el mateix, en el gradient estàndard obtenim sempre una  major que 
en el substrat. 
Valors de  obtinguts en el gradient estàndard: 
 k=5 k=6 k=7 k=8 Límit teòric (k gran) 
n=3 2.91 2.75 2.72 2.70 2.58 
n=4 2.43 2.41 2.29 -- 2.26 
n=5 2.28 2.18 2.17 -- 2.16 
n=6 2.19 2.12 -- -- 2.11 
n=7 2.13 -- -- -- 2.08 
 
Pel que fa al coeficient d’agrupament, en el gradient estàndard sempre val zero. D’aquesta 
manera, la xarxa gradient ja no és petit-món i tampoc és jeràrquica. 
 
Gradient a partir de la betweenness: 
Si apliquem el gradient a partir de la betweenness a un graf jeràrquic determinista Hn,k, 
obtenim una distribució del grau discreta, a diferència del que passa amb la versió estàndard. 
La distribució està formada per una sèrie de pics que corresponen a cadascuna de les 
categories jeràrquiques de les arrels, excepte les de categories més baixes. Les arrels de 
jerarquies més baixes, així com també els nodes perifèrics, s’agrupen en un primer tram de la 
distribució que ocupa els valors més baixos del grau (per alguns valors de n i k aquest primer 
tram és un únic pic a grau 1, a més d’un altre valor a grau 0, no visible en l’escala logarítmica). 
La magnitud dels pics fora d’aquest primer tram, tal i com també passa en el substrat, decreix 
potencialment amb el grau (amb l’excepció del darrer pic, corresponent a l’única arrel de 
jerarquia màxima), per tant la xarxa gradient també és de tipus scale-free. Amb el gradient a 
partir de la betweenness, les arrels d’una mateixa categoria continuen compartint el mateix 
grau, i això fa que s’agrupin en el mateix pic de la distribució i que aquests pics tinguin la 
mateixa magnitud que en la distribució del substrat. Però la posició dels pics canvia, perquè les 
arrels canvien de grau quan fem el gradient. Per tant, els pics de les arrels que teníem en el 
substrat, es repeteixen en la distribució del gradient a partir de la betweenness, amb la 
mateixa magnitud però situats de punts diferents. L’únic pic que no varia de posició és el 
corresponent a l’arrel de jerarquia màxima, ja que aquesta manté el mateix grau que tenia en 
el graf substrat. Tot i que s’han desplaçat els pics, aquest desplaçament ha estat de tal manera 
que es conserva la linealitat en escala logarítmica, és a dir que es conserva l’estructura scale-
free que teníem en el substrat a causa de les arrels. 
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Aquests grafs, quan apliquem el gradient a partir de la betweenness, són grafs degenerats, ja 
que existeixen nodes amb la mateixa betweenness. Cal precisar que en els casos en que un 
node tingui dos o més veïns amb betweenness màxima, s’ha escollit com a criteri en el gradient 
que el node estableixi un enllaç amb cadascun d’aquests veïns. Els resultats de la distribució 
dels grau que comentem en aquest apartat corresponen a simulacions aplicant aquest criteri. 
Si canviem de criteri i escollim només un node aleatòriament entre els veïns de betweenness 
màxima, els canvis en la distribució no són gaire significatius. Els pics de les arrels deixen de ser 
deltes i passen a ser pics una mica més amples. Això canvia molt poc la distribució acumulada, i 























1 10 100 1000 10000
Distribucions directes in-grau del gradient a partir de la 
betweenness d’un graf jeràrquic Hn,k. amb  n=3 i k=8, n=4 i k=6, i 
n=6 i k=5 respectivament. Ns=1 
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En el gradient, cada arrel té el grau que en el substrat tenien les arrels de jerarquia 1 nivell 
inferior, excepte l’arrel de jerarquia màxima, que manté el mateix grau. Els efectes que té això 
en la distribució del grau és que cada pic manté l’amplitud però se situa en el grau on teníem 
el pic anterior en la distribució del substrat. 
En el substrat teníem:  
Arrel de nivell x=k-i, amb i = 1,2,...,k-1:i 
 
e = 
 − 1`:# − 
 − 1 − 2 = 
 − 2 
 
 Cf1 & & = 
 − 1# 
En el gradient a partir de la betweenness tenim: 
Arrel de nivell x=k-i, amb i = 1,2,...,k-1: 
 
e = 
 − 1` − 
 − 1 − 2 = 
 − 2 
 
 Cf1 & & = 
 − 1# 
 
Aquest canvi no fa variar el pendent de la distribució. Si calculem analíticament la  del 
gradient a partir de les dues expresions anteriors (annex 1), de la mateixa manera que es fa pel 
graf substrat en la referència [3], el resultat és el mateix que el del substrat: 
lD5¡ FEoM ≈ ¢mF¢o ≈  1 = log log 
 − 1 
Aquesta aproximació és més exacta quan major és k.  
Com que la distribució del grau del gradient a partir de la betweenness és discreta, s’obté el 
valor de  a través de la distribució acumulada. La distribució acumulada té forma d’escala, 
amb una caiguda que forma una recta en escala logarítmica amb pendent – z, (z =  − 1. 
Quan més gran és k, l’escala s’acosta més a una recta. 
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La següent taula mostra els valors obtinguts de  mitjançant les simulacions i fent servir la 
distribució acumulada: 
 k=5 k=6 k=7 k=8 Valor teòric 
n=3 2.58 2.58 2.58 2.58 2.58 
n=4 2.29 2.27 2.26 -- 2.26 
n=5 2.24 2.18 2.16 -- 2.16 
n=6 2.16 2.14 -- -- 2.11 
n=7 2.13 -- -- -- 2.08 
 
Els valors són molts similars a la  del substrat, i tendeixen ràpidament al valor 1 = ¤¥ $¤¥ 
$# 
quan incrementem k. 
 Les distribucions del grau que hem comentat fins ara en les dues versions del gradient 
corresponen a l’in-grau. Si es fan les distribucions agafant el grau total considerant el graf com 
a no dirigit, canvia lleugerament la distribució en el primer tram, però no hi ha canvis en el 




En aquesta versió del gradient el clustering ja no és nul. Perquè hi hagi triangles de nodes al 
gradient, hem de tenir en el substrat tres nodes amb la mateixa betweenness i que estiguin els 
tres connectats entre ells, i a més, que cap d’ells estigui connectat a un altre node de 
betweenness major. A diferència del gradient estàndard, aquesta situació sí que és possible 
que es doni, i en els graf jeràrquics Hn,k es dóna: les arrels del mateix nivell i pertanyents al 
mateix subgraf es connecten entre elles, i tenen la mateixa betweenness. Però aquesta situació 
es dóna en una proporció molt baixa de nodes, concretament un de cada n2. Per això, el valor 






1 10 100 1000
pendent = -α
Distribució acumulada in-grau per n=3 i k=8. Ns=1 
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Comparació entre les dues versions del gradient a nivell d’estructura: 
En un graf jeràrquic Hn,k, com en els altres tipus de xarxes, amb el gradient estàndard obtenim 
un graf en estructura de bosc, és a dir, dividit en una sèrie d’arbres disjunts. El nombre 
d’arbres varia en cada simulació, a causa del caràcter aleatori del gradient estàndard, encara 
que el graf substrat sigui determinista.  
Si apliquem el gradient a partir de la betweenness també es trenca el graf conjunt que teníem 
en el substrat, i s’obté una estructura en forma de grups disjunts de nodes. Amb aquesta 
versió es formen menys grups i més grans que amb el gradient estàndard. A diferència del 
gradient estàndard, en aquest cas el nombre de grups i el seu nombre de nodes és determinat, 
ja que no hi ha cap component aleatori en el graf substrat ni en el gradient. Cada grup es crea 
a partir d’un conjunt d’arrels d’un mateix nivell de jerarquia. Segons el nivell d’aquestes arrels, 
els grups contenen un nombre major o menor de nodes. Es creen els següents grups de nodes: 
un de principal, el més gran, que té com a arrel el node 0, és a dir l’arrel de nivell màxim del 
graf (nivell k), un  altre grup secundari més petit que té com a arrels les n-1 arrels de nivell k-1, 
n grups més petits o terciaris, cadascun a partir de n-1 arrels nivell k-2, diversos grups més 
petits amb arrels nivell k-3, i així successivament, cada vegada grups més petits. En aquest cas, 
els grups no tenen estructura d’arbre, ja que les arrels estan connectades entre elles i formen 







Xarxes gradient d’un graf jeràrquic determinista Hn,k amb n=4 i k=3.   
A l’esquerra la versió estàndard, amb 12 arbres disjunts. 
A la dreta la versió a partir de la betweenness, amb un grup principal a partir de l’arrel de 
jerarquia 3 o màxima  i un grup secundari a partir de les 3 arrels de jerarquia 2. 
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7.5. Resum i discussió dels resultats: 
 
A continuació es mostren els resultats obtinguts de  i el factor de conjestió (J) per cadascun 
dels quatre models de graf, analitzant com canvien quan variem l’ordre del graf, el grau mig o 
altres paràmetres específics de cada model. També es comenten resumidament els resultats 
de les simulacions. 
 
Graf aleatori binomial: 
Gradient estàndard: Ns = 100 simulacions. Gradient betweenness: Ns = 25 simulacions. 
Incrementem l’ordre del graf amb p constant (s’incrementa el grau mig). 











 ¦ J ¦ J ¦ J ¦ J ¦ J 
Gradient estàndard 1.03 0.66 0.98 0.74 1.00 0.83 0.99 0.87 1.02 0.91 
Gradient betweenness 1.14 0.68 1.11 0.79 1.04 0.86 1.02 0.90 1.03 0.93 
Valor teòric aprox. De J: 
(1-ln(z)/z) 
-- 0.68 -- 0.77 -- 0.85 -- 0.89 -- 0.92 
 
Incrementem l’ordre del graf amb el grau mig constant. 
Z = N·p  =  













 ¦ J ¦ J ¦ J ¦ J ¦ J ¦ 
Gradient 
estàndard 





1.05 0.90 1.09 0.90 1.05 0.90 1.02 0.90 1.05 0.90 
 
Incrementem el valor de p amb N (ordre) constant (s’incrementa el grau mig) 











 ¦ J ¦ J ¦ J ¦ J ¦ J 
Gradient  
estàndard 
0.98 0.74 1.04 0.87 0.99 0.91 1.01 0.95 1.04 0.98 
Gradient 
betweenness 
1.11 0.79 1.09 0.90 1.05 0.93 1.04 0.96 1.09 0.98 
Valor teòric aprox. 
De J: (1-ln(z)/z) 
-- 0.77 -- 0.89 -- 0.92 -- 0.95 -- 0.98 
 
La distribució del grau del gradient d’un graf aleatori binomial és la mateixa si fem servir la 
versió estàndard del gradient que si fem servir la versió basada en la betweenness: es tracta 
d’una distribució potencial, pròpia dels grafs scale-free, amb  = 1, independentment de 
l’ordre del graf i del grau mig. Difereixen en el valor límit en el qual acaba la distribució 
potencial i cau bruscament, que en la versió a partir de la betweenness és més elevat. 
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Els factors de congestió també són molt similars, però J és lleugerament menor si el calculem 
amb el gradient estàndard que amb el gradient a partir de la betweenness. En les dues versions 
el seu valor només depèn del grau mig (z) del graf, i val aproximadament 1 − ln W W⁄ . Per tant, 
si creix el grau mig també creix el factor de conjestió i tendeix a 1 (màxima congestió). En 
canvi, si fem créixer l’ordre del graf de manera que es mantingui constant el grau mig, el factor 
de congestió es manté constant. Aquests dos fets es compleixen tant si fem servir el gradient 
estàndard com si utilitzem la versió a partir de la betweenness. 
 
Graf Barabasi-Albert: 
Gradient estàndard: Ns = 100 simulacions (com a mínim). Gradient betweenness: Ns = 50 
simulacions. 
Incrementem l’ordre del graf amb el grau mig constant. 
m=3 (grau mig = 6) n=1000 n=2000 n=3000 n=4000 n=5000 
 ¦ J ¦ J ¦ J ¦ J ¦ J 
Gradient estàndard 2.94 0.70 2.91 0.70 3.01 0.70 2.93 0.70 2.94 0.70 
Gradient betweenness 1.97 0.83 2.01 0.83 2.07 0.83 2.04 0.83 2.08 0.83 
 











 ¦ J ¦ J ¦ J ¦ J ¦ J 
Gradient estàndard 2.88 0.68 2.94 0.70 2.92 0.74 2.97 0.85 2.98 0.91 
Gradient betweenness 2.65 0.67 2.08 0.83 1.83 0.88 1.48 0.96 1.32 0.98 
 
* Per m=30 hem hagut d’incrementar l’ordre perquè s’observi clarament la recta de la distribució del grau. En el 
gradient estàndard hem agafat n=30.000. En el gradient a partir de la betweenness, a causa del temps de simulació, 
no hem pogut agafar un ordre tan gran i hem realitzat la meitat de simulacions: n=10.000, Ns=25 sim. 
Un graf Barabasi-Albert és un graf scale-free, i la distribució potencial del grau presenta una  = 3 per qualsevol valor de m. Els gradients, tant en la versió estàndard com en la versió a 
partir de la betweenness, també són scale-free, però amb una diferència significativa: en la 
versió estàndard, igual que en el substrat,  ≈ 3 independentment de m, en canvi, en la versió 
a partir de la betweenness   ≤ 3 i el seu valor varia amb m,  va disminuint a mesura que 
creix m, fins a arribar a un punt on el seu valor s’estabilitza. Per tant, FEoM ≤ E¢o5$¡. Això vol 
dir que amb el gradient a partir de la betweenness, quan més s’incrementa el grau mig del graf 
(2m), s’obtenen més nodes de graus elevats i menys de nodes de graus petits que amb el 
gradient estàndard, és a dir, s’obtenen més hubs i amb més connexions. 
El factor de congestió d’un graf Barabasi-Albert  és més gran (més congestió) si el calculem 
amb el gradient a partir de la betweenness que amb la versió estàndard. En tots dos casos, 
veiem que el seu valor només depèn de m, i per tant del grau mig: si incrementem l’ordre del 
graf mantenint la mateixa m (mateix grau mig), el factor de congestió es manté constant, en 
canvi, si incrementem m el factor de congestió també creix. 
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Graf Watts-Strogatz: 
Gradient estàndard: Ns = 100 simulacions. Gradient betweenness: Ns = 50 simulacions. 
Incrementem n amb k i p cte (incrementem l’ordre amb el grau mig constant). 
k=20 (grau mig = 20), p=0.01 n=500 n=1000 n=3000 n=5000 
 ¦ J ¦ J ¦ J ¦ J 
Gradient estàndard 0.58 0.90 0.53 0.90 exp. 0.90 exp. 0.90 
Gradient betweenness 0.57 0.89 0.54 0.89 exp. 0.88 exp. 0.88 
     
Incrementem k amb n i p cte (incrementem el grau mig amb l’ordre constant).  
n=500, p=0.01 k=6 k=10 k=20 k=50 
 ¦ J ¦ J ¦ J ¦ J 
Gradient estàndard ** 0.75 ** 0.83 0.58 0.90 0.48 0.96 
Gradient betweenness ** 0.68 ** 0.80 0.57 0.89 0.59 0.95 
           
Incrementem p amb n i k constants (ordre i grau mig constants).  
n=500, k=20 
(grau mig = 20) 
p=0 p=0.001 p=0.01 p=0.05 p=0.1 p=0.5 p=1 
 ¦ J ¦ J ¦ J ¦ J ¦ J ¦ J ¦ J 
Gradient 
estàndard 
** 0.91 ** 0.91 0.58 0.90 0.81 0.89 0.86 0.87 0.93 0.84 1.00 0.84 
Gradient 
betweenness 
** 0.36 ** 0.87 0.57 0.89 0.85 0.88 0.89 0.88 0.94 0.87 0.99 0.87 
 
** Els casos en que no es mostra cap valor de  és perquè la distribució del grau no és de tipus 
potencial. 
La distribució del grau d’un graf Watts-Strogatz, si fem créixer el valor de p, passa 
progressivament d’una delta centrada en k (grau mig) per p=0 (graf regular o circulant) a una 
Gaussiana, també centrada en k per p=1 (graf totalment aleatori). Aquest graf és de tipus petit-
món per valors de p en l’entorn de 0.01. 
Si fem el gradient estàndard, per p=0 tenim una distribució que cau de manera exponencial, 
excepte en 3 pics situats en els graus 0, k/2 i k que provenen de tres casos particulars que es 
produeixen molt sovint (explicats en el punt 7.3) i que es deuen a l’estructura del graf en forma 
de grups de veïns de k nodes. A mesura que s’incrementa el valor de p, la distribució va 
passant d’exponencial a potencial, la magnitud dels pics es van reduint i el valor de  es va 
incrementant, fins que s’arriba a un graf totalment scale-free amb  = 1.  
En el cas del gradient a partir de la betweenness, per p=0 la distribució és una delta centrada a 
grau k. Quan es redirigeix algun enllaç (p≠0) també obtenim els 3 pics en els graus 0, k/2 i k. En 
aquest cas, per la resta de valors la distribució és pràcticament plana. Quan incrementem el 
valor de p, el comportament és molt similar al cas del gradient estàndard: la distribució també 
va convertint-se en potencial, els pics es van reduint, i  creix. També acaba en una distribució 
totalment potencial amb  = 1. 
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En els dos casos, els canvis en la distribució del grau, que es van produint a mesura que anem 
incrementant les reconnexions (p), tenen la mateixa causa: la barreja dels grups de nodes 
veïns que hi ha inicialment en el graf circulant (p=0). Com que la causa és la mateixa, l’aparició 
d’una distribució scale-free i el creixement de  es produeixen a la mateixa velocitat en les 
dues versions (pels mateixos valors de p, les dues distribucions són igual de rectes i 
aproximadament amb el mateix pendent). El valor de p a partir del qual la distribució comença 
a canviar considerablement cap a una forma potencial depèn de k. Quan més gran és k 
respecte el nombre total de nodes, abans es barregen els grups de nodes i per tant abans es 
transforma en potencial la distribució del grau. Per tant, el valor de  del gradient depèn de p 
(quan més elevada és p major és ), i també depèn de k i n, ja que quan més gran és k respecte 
a n abans comença a créixer el valor de  fins a 1. 
Com en els casos anteriors, el factor de congestió també augmenta si incrementem el grau mig 
del graf sense variar l’ordre ni el paràmetre p. Pel que fa a la variació amb p, s’observa que el 
factor de congestió es redueix lleugerament quan més enllaços reconnectats tenim. Aquest 
comportament de J es dóna en les dues versions del gradient, amb una excepció: quan tenim 
p=0 (graf circulant), amb el gradient a partir de la betweenness s’obté un valor molt reduït de J. 
Això es deu a que en aquest cas la xarxa és degenerada, ja que tots els nodes tenen la mateixa 
betweenness. Quan passa això el factor de congestió calculat amb el gradient a partir de la 
betweenness no s’ajusta a la congestió real. Per valors de p molt propers a 0, també es nota 
una mica aquest efecte, ja que quan promitgem moltes simulacions, algunes d’elles 
corresponen a grafs circulants sense cap enllaç reconnectat. Per la resta de casos, els valors de 
J calculats amb les dues versions del gradient són molt similars. 
 
Graf jeràrquic determinista: 
Gradient estàndard: Ns = 100 simulacions. Gradient betweenness: Ns = 1 execució. 




¦ J grau 
mig 




































Gradient betweenness 2.13 0.86 
 
El graf jeràrquic determinista Hn,k presenta una distribució del grau amb un primer tram 
continu corresponent als nodes perifèrics i un segon tram discret format per una sèrie de pics, 
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corresponents a cadascuna de les categories d’arrels. La magnitud dels pics cau en forma 
potencial, per tant el graf és scale-free a causa de les arrels, amb  = 1 = log  log
 − 1⁄ . 
La distribució del grau del gradient estàndard d’aquests grafs deixa de ser discreta, ja que el 
gradient estàndard no és determinista. Té una forma oscil·lant amb una tendència general 
decreixent. La distribució acumulada permet veure que és un graf scale-free, i l’exponent  del 
gradient decreix amb k, i quan creix k tendeix al mateix valor que el substrat: 1 = log  log
 − 1⁄ . 
Si apliquem la versió del gradient a partir de la betweenness, tenim una distribució del grau 
discreta, amb una sèrie de pics que també corresponen a cada tipus d’arrel. També es tracta 
d’un graf scale-free, ja que la magnitud dels pics cau potencialment amb el grau, i el valor de  
també tendeix al valor  1 = log  log
 − 1⁄  quan creix k. 
En casos com aquest, on tenim models de graf deterministes, és quan s’obtenen més 
diferències entre les distribucions del grau de les dues versions del gradient. En aquests casos, 
el gradient a partir de la betweenness dóna lloc a un graf determinista, i això fa que la 
distribució del grau sigui discreta. En canvi, amb la versió estàndard obtenim sempre un graf 
no determinista amb una distribució del grau contínua. 
El factor de congestió només depèn del paràmetre n (pràcticament no varia amb k), i val 
aproximadament (n-1)/n, que correspon a la proporció de nodes perifèrics del graf. 
Si observem com varia J amb l’ordre del graf i amb el grau mig ( & = `  i  7e f'7 ~ 3 − 4    → ∞ , quan incrementem k, és a dir, incrementem l’ordre sense 
variar pràcticament el grau mig, J es manté constant, mentre que si incrementem n estem 
incrementant el grau mig, i en aquest cas veiem que J s’incrementa i tendeix cap a una 
congestió màxima. 
 
Comportament de J en funció del grau mig: relació amb la paradoxa de Braess. 
En els quatre models de grafs que hem analitzat s’observen dos fets comuns: el factor de 
congestió (J) sempre creix si incrementem el grau mig del graf. En canvi, no varia si 
incrementem l’ordre del graf mantenint constant el grau mig. Aquestes dues propietats es 
compleixen tant si fem servir el gradient estàndard com si fem servir el gradient a partir de la 
betweenness per calcular J. 
Per tant, sembla complir-se la norma general que a major grau mig major factor de congestió. 
Aquesta conclusió en principi pot semblar estranya, ja que implica que si afegim noves 
branques a un graf mantenint els mateixos nodes el resultat serà un graf amb més congestió. 
Però aquest resultat està relacionat amb la paradoxa que va anunciar el matemàtic Dietrich 
Braess l’any 1968. Braess va observar que en alguns casos el fet d’afegir enllaços extra a una 
xarxa, suposant que cada element de la xarxa tria la ruta de mínim cost total (per cada enllaç 
de la xarxa va definir un cost de circulació), empitjora el funcionament de la xarxa en el sentit 
que quan s’arriba a una situació d’equilibri tots els elements acaben circulant per una ruta que 
suposa un cost més elevat que el cost d’abans. Quan s’afegeix un nou enllaç, cada element que 
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transita per la xarxa busca la ruta òptima de mínim cost entre totes les rutes possibles, tenint 
en compte el trànsit de cada ruta i el cost que li representa. D’aquesta manera es va produint 
una redistribució del tràfic fins que s’arriba a un punt d’equilibri quan ja cap element canvia de 
ruta perquè qualsevol altra ruta li representaria un cost major. Però aquesta redistribució 
condueix a una situació en que totes les rutes acaben tenint un cost total més elevat, i per tant 
tots els elements acaben circulant per una ruta més costosa en termes de tràfic que la que 
tenien sense el nou enllaç, de manera que el nou enllaç ha provocat que augmenti la congestió 
de tota la xarxa. 
Quan calculem la congestió d’un graf complex mitjançant la xarxa gradient i el factor de 
congestió i observem com varia amb el grau mig del graf, tenim una situació similar a la que 
descriu la paradoxa de Braess. En aquest cas es defineix el tràfic del graf com el flux gradient, 
de manera que tots els nodes generen un tràfic igual, i ho fan en la direcció del seu enllaç 
gradient de sortida. Quan incrementem el grau mig del graf, en general cada node tindrà més 
veïns, de manera que tindrà més nodes entre els quals triar el destí del seu enllaç gradient (o 
del seu tràfic). El flux gradient per definició busca sempre els nodes de major paràmetre o 
potencial. Per tant, quan més ample sigui el ventall de possibilitats d’un node, en general el 
node destí serà un node amb un potencial (β o betweenness) més elevat, i per tant, a major 
grau mig, els nodes tendeixen a triar els mateixos destins, els de major potencial. Si observem 
les rutes que formen els enllaços de la xarxa gradient, quantes més possibles rutes existeixen 
en el substrat, major és la tendència a triar rutes més directes cap als nodes de potencials més 
elevats, i per tant el tràfic gradient cada vegada es concentra cap a un nombre més reduït de 
nodes, i això fa que s’incrementi el factor de congestió. La paradoxa de Braess descriu una 
situació similar: quan s’afegeix un enllaç que fa créixer el ventall de rutes que pot triar un 
element, les rutes queden més congestionades i s’incrementa el seu tràfic i el cost de 
circulació. 
S’han realitzat estudis per analitzar quines són les condicions en les quals es compleix la 
paradoxa de Braess, i han conclòs que és igual de probable que es compleixi com que no es 
compleixi (Steinberg i Zangbill). En canvi, els resultats del factor de congestió no coincideixen 
amb aquest fet, ja que en els quatre models de grafs analitzats, J augmenta si incrementem el 
grau mig. 
He provat maneres alternatives de definir el factor de congestió a partir de la xarxa gradient 
(definint la congestió de cada enllaç gradient en funció del nombre d’enllaços gradient 
entrants que hi ha al node destí, o realitzant el gradient agafant com a potencial la 
betweenness inversa, és a dir buscant els nodes de menor betweenness). En tots els casos la 
congestió creix amb el grau mig. La pròpia estructura de la xarxa gradient condueix a una 
congestió màxima si s’incrementa el grau mig del graf, independentment de com es defineixi 
aquesta congestió, perquè això prové del fet que per pròpia definició, el tràfic gradient busca 
sempre els nodes de major potencial. I aquesta característica també és independent del 
paràmetre que s’esculli com a potencial dels nodes. 
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7.6. Comparació entre quatre versions diferents del gradient: 
 
Per cadascun dels quatre tipus de grafs que hem analitzat, hem comparat les distribucions del 
grau que presenten diverses versions del gradient: la versió estàndard, la versió a partir de la 
betweenness i dues versions més, calculades a partir del grau i a partir del coeficient 
d’agrupament. També hem fet la comparació entre els diferents tipus de grafs per una mateixa 
versió del gradient. 
La comparació  s’ha fet escollint els paràmetres de cada graf de manera que els quatre tinguin 
el mateix nombre de nodes i el mateix grau mig. En el cas del graf jeràrquic el grau mig és 
lleugerament diferent, ja que els paràmetres n i k no permeten ajustar-lo exactament. 
• Graf aleatori binomial: n=3125, p=0,0025609 
1. Ordre = 3125 
2. Grau mig = 8 
• Graf de Barabasi-Albert: n=3125, m=4 
1. Ordre = 3125 
2. Grau mig = 8 
• Graf de Watts-Strogatz: n=3125, k=8, p=0.01 (graf petit-món) 
1. Ordre = 3125 
2. Grau mig = 8 
• Graf jeràrquic determinista Hn,k: n=5, k=5 
1. Ordre = 3125 
2. Grau mig = 8.378 
Quan apliquem la versió estàndard del gradient, les xarxes sempre són no degenerades, ja que 
el paràmetre és una variable aleatòria uniforme entre 0 i 1 agafada amb prou precisió perquè 
mai sigui igual entre dos nodes. En aquests casos el gradient mai té camins tancats, sempre és 
en estructura d’arbres i el seu clustering val zero. En les altres tres versions, podem tenir en 
alguna ocasió xarxes degenerades. Quan passa això la xarxa gradient canvia segons el criteri 
que  s’esculli quan un node té més d’un veí amb el mateix paràmetre. El criteri que he seguit 
en les distribucions del grau que es mostren a continuació és que si un node té diversos veïns 
amb paràmetre màxim, en el gradient s’enllaça amb tots ells. Ho hem fet així perquè amb 
altres criteris s’obtenen algunes distribucions del grau amb formes més estranyes. 
 
Graf aleatori:  
Si el graf substrat és un graf aleatori binomial i el paràmetre h és una variable aleatòria 
independent amb la mateixa distribució η(h) per a tots els nodes, la distribució in-grau de la 
xarxa gradient és una distribució potencial amb exponent -1, i és independent de η(h). [ref. 16] 
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Observem que aquest tipus de distribució, a més de donar-se en el gradient estàndard, també 
es dona en els gradients a partir de la betweenness i del grau: tots tres presenten una 
distribució potencial amb  = 1. Només canvia el valor límit del grau pel qual es manté la 
distribució potencial. En els gradients a partir de la betweenness i del grau, aquest límit és més 
elevat que   =  · R, corresponent al gradient estàndard. 
Quan fem el gradient a partir del clustering, es trenca clarament aquesta distribució, i obtenim 
una corba amb un valor màxim. Si no es dóna la distribució potencial és possible que sigui 
perquè el paràmetre no es pugui considerar independent, és a dir, que el clustering d’un node 
dependria fortament del clustering dels seus veïns, mentre que el grau i la betweenness, tot i 
no ser totalment independents del que tenen els nodes veïns, possiblement s’hi acostin més. 
 
Graf Barabasi-Albert: 
Si el graf substrat és de tipus scale-free amb una distribució del grau potencial amb  > 2, la 
xarxa gradient estàndard corresponent també és scale-free amb la mateixa . [ref. 16] 
Veiem que totes les versions del gradient tenen distribucions in-grau potencials, en uns casos 
començant a grau   = f (versions estàndard i a partir del clustering) i en altres casos també 
per  < f (versions a partir de la betweenness i del grau). El que canvia d’una versió a una 
altra són els valors de . Si en la versió estàndard,  coincideix amb la de la xarxa substrat, les 
versions a partir de la betweenness i el grau presenten una  menor (igual quan m=1), i la 
versió a partir del clustering té una  major: 












Graf aleatori binomial. Distribució in-grau dels gradients. Ns=200. 
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Graf Watts-Strogatz petit-món (p=0.01): 
En aquest cas, les distribucions in-grau dels quatre gradients tenen característiques semblants. 
Presenten dos màxims relatius en els valors 4 i 8, és a dir k/2 i k, i pels altres valors són gairebé 
planes (excepte la versió estàndard, que és lleugerament descendent) i encara estan lluny 
d’adquirir una distribució potencial, que es dóna per valors més elevats de p (a excepció del 
gradient a partir del clustering, on hem vist que pel graf aleatori binomial no és scale-free). 





Graf jeràrquic determinista: 
Les versions estàndard, a partir de la betweenness i a partir del grau comparteixen la propietat 
de ser scale-free, ja que tenen una distribució del grau que té una tendència descendent en 























Graf Barabasi-Albert. Distribució in-grau dels gradients. Ns=200. 
Graf Watts-Strogatz petit-món. Distribució in-grau dels gradients. Ns=200. 
Capítol 7  Resultats de les simulacions 
- 97 - 
 
acumulada. En els casos de la betweenness i el grau, la distribució acumulada és esglaonada, 
però també baixa en forma de recta en escala logarítmica. En tots tres casos, per valors de k 
elevats  tendeix al valor 1 = log  log
 − 1⁄ . 
Si mirem la distribució directa hi ha diferències notables. Les versions a partir de la 
betweenness i del grau són discretes. Això es deu a que en aquests gradients tots els nodes 
d’una mateixa categoria tenen el mateix grau. Les dues distribucions són pràcticament iguals, 
només difereixen en que la versió a partir del grau té un pic més a grau 3, i en els valors a graus 
0 i 1. Les dues distribucions acumulades són gairebé iguals. En canvi, la versió estàndard del 
gradient no és discreta i presenta oscil·lacions. 
La distribució del gradient a partir del clustering és completament diferent. També és discreta, 
i no l’he representat perquè només té dos valors diferents de zero: un a grau zero que val C ⁄  
i un a grau k-1 que val C · 
 − 1 ⁄ . Té aquesta forma perquè totes les arrels tenen grau 0 en 




A continuació es presenta una comparació entre els quatre models de grafs pel que fa a la 
distribució del grau dels substrats i les distribucions in-grau del gradient estàndard, a partir de 





















Graf jeràrquic determinista. Distribució in-grau dels gradients. 
Distribució directa (a dalt) i acumulada (a baix). Ns=200 (gr. estand.) 
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Nombre de simulacions: 200 en tots els casos, excepte quan el graf és determinista (el substrat 
i els gradients a partir de la betweenness, el grau i el clustering del graf jeràrquic), en aquests 
casos només podem generar els grafs una vegada. 
 
Factor de congestió: 
La versió del gradient a partir del clustering és la que dóna com a resultat una xarxa gradient 
més diferent de les altres. Un dels aspectes on es nota aquest canvi és en el factor de 
congestió. A partir del gradient basat en el coeficient d’agrupament, els factors de congestió 
que s’obtenen són més petits que amb les altres versions. Amb el gradient a partir del grau 
s’obté el mateix factor de congestió que amb la versió a partir de la betweenness. L’única 
excepció, el model Watts-Strogatz, es deu a que per valors petits de p la majoria dels nodes del 
graf tenen el mateix grau, per tant, amb el gradient a partir del grau tenim un graf altament 
degenerat. Quan el graf és altament degenerat, obtenim valors de J molt reduïts que no 
considerem fiables. 
 estàndard betweenness grau clustering 
Aleatori binom. 0.71 0.75 0.75 0.53 
Barabasi-Alb. 0.72 0.86 0.86 0.73 
Watts-Str. (p=0.01) 0.80 0.77 0.49 0.47 




Per comprovar quins d’aquests valors de J són fiables he calculat (pels quatre models de graf i 
pels quatre gradients) si el graf és o no degenerat i en quin nivell ho és. La taula següent 
mostra quina fracció dels nodes totals del graf són degenerats, és a dir, tenen més d’un veí de 
paràmetre màxim. Per tant, quan més gran és aquesta fracció, més degenerat és el graf. 
 estàndard betweenness grau clustering 
Aleatori binom. 0.00 0.00 0.19 0.54 
Barabasi-Alb. 0.00 0.00 0.02 0.06 
Watts-Str. (p=0.01) 0.00 0.00 0.74 0.84 
Jeràrquic. determ. 0.00 0.20 0.20 1.00 
 
Els casos de grafs altament degenerats són: el graf aleatori binomial amb el gradient a partir 
del clustering, el graf Watts-Strogatz amb els gradients a partir del grau i del clustering i el graf 
jeràrquic determinista amb el gradient a partir del clustering. Per tant, en aquests quatre casos 
la J que s’obté no és fiable. Veiem que coincideix justament amb els casos en que obtenim un 
valor reduït de J.  
Per tant, el fet que la versió a partir del clustering doni valors baixos de J es deu a que el graf és 
degenerat, i no a que la congestió real sigui baixa. L’únic cas en que aquesta versió del gradient 
Factors de congestió obtinguts a partir de les diferents versions del gradient, en tots els casos per 
un graf de 3125 nodes i grau mig = 8 (excepte el jeràrquic, que té grau mig = 8.378). Ns=200. 
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dóna un graf pràcticament no degenerat és el model Barabasi-Albert, i en aquest cas, el valor 
del factor de congestió és pràcticament el mateix que amb el gradient estàndard. 
En definitiva, les versions no estàndard del gradient tenen la limitació que quan donen lloc a 
grafs degenerats el factor de congestió pot no ajustar-se a la realitat i no ser fiable. Si el graf és 
poc degenerat el valor del factor de congestió continua sent fiable. Però quan el graf és 
altament o totalment degenerat (entenent per graf altament degenerat aquell en que una 
bona part dels seus nodes tenen més d’un node adjacent de paràmetre igual i màxim) obtenim 
uns valors de J molt reduïts que no s’ajusten a la realitat. Com que en el gradient estàndard 
agafem com a paràmetre una variable aleatòria contínua, si incrementem prou la precisió el 
graf mai és degenerat. Per exemple, el graf Watts-Strogatz per p=0 amb qualsevol versió del 
gradient a excepció de la estàndard dóna un graf totalment degenerat. Per tant, en aquests 
casos de grafs degenerats és preferible fer servir el gradient estàndard. 
La freqüència amb que ens trobem grafs altament degenerats amb valors de J no fiables varia 
molt en funció de la versió del gradient que s’utilitzi. En aquest aspecte, la versió a partir de la 
betweenness presenta un bon comportament, perquè dóna molt pocs casos de grafs altament 
degenerats, que es limiten a alguns grafs deterministes com el graf circulant. Amb els gradients 
a partir del grau i del clustering es donen més casos de grafs altament degenerats. 
Com que el factor de congestió es correspon amb la proporció de nodes de grau 0 en el graf 
gradient, perquè tots els factors de congestió siguin comparables, el gradient ha de tenir per 
tots els grafs el mateix nombre d’enllaços respecte el nombre de nodes, la qual cosa serà certa 
si per cada node hi ha un únic enllaç gradient. En el cas dels grafs no degenerats això es 
compleix per definició del gradient. Si tenim grafs degenerats podem triar diferents criteris per 
fer el gradient. Per que es compleixi aquesta condició, els factors de congestió de la taula 
anterior s’han obtingut aplicant el gradient de manera que si un node té més d’un veí amb 
paràmetre màxim, tria aleatòriament un d’aquests veïns i només s’enllaça amb aquest. Però 
encara que apliquem aquest criteri, els grafs altament degenerats igualment donen lloc a 
factors de congestió molt petits que no s’ajusten a la realitat. També hem provat un altre 
mètode, que consisteix en donar un pes als enllaços gradient, de manera que en el cas que un 
node tingui diversos veïns de paràmetre màxim, es reparteixi el flux gradient equitativament 
entre aquests veïns, generant un enllaç gradient cap a cada veí de paràmetre màxim i donant 
un pes de 1/(nombre de veïns de paràmetre màxim) a cada enllaç, i donant un pes igual a 1 
quan hi ha un únic veí de paràmetre màxim. Però pels grafs altament degenerats els valors de J 
continuen sent molt petits (els resultats de J són similars als de la taula anterior). 
En el CD annex a aquest projecte que conté el software que he programat, hi ha un mòdul 
anomenat analisi_jamming que conté la funció que implementa aquesta darrera versió del 
factor de congestió, i les funcions que calculen aquest factor de congestió aplicat a cadascun 
dels quatre models de grafs amb cadascuna de les quatre versions del gradient promitjant un 
nombre N de simulacions. 
  






8. Anàlisi de xarxes 
reals: Internet i 
xarxes de proteïnes 
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A més d’analitzar diferents models de grafs, en aquest projecte també hem analitzat xarxes 
reals específiques que es poden representar en forma de grafs. Hem analitzat la seva 
distribució del grau, i hem realitzat les xarxes gradient en les versions estàndard i a partir de la 
betweenness, per observar també quina distribució del grau presenten.  
 
8.1. Software implementat: 
 
Aquests grafs es generen a partir d’una llista d’enllaços que s’obtenen des d’una font externa, 
a diferència del que passa quan analitzem models de graf, que es generen sense cap referència 
externa. Això fa que el software necessari sigui diferent, tant el software que genera les xarxes 
gradient com el que analitza aquests grafs i n’obté la distribució del grau. Per tant, per 
analitzar els grafs que s’obtenen d’una font externa hem programat un mòdul específic, 
anomenat analisi_grafs_externs. 
Abans de fer l’anàlisi hem de llegir la llista d’enllaços per generar el graf. Aquesta llista es pot 
interpretar com una sèrie d’enllaços no dirigits o dirigits, de manera que el graf resultant sigui 
un graf o un dígraf. Com veurem més endavant, en alguns casos interpretarem la xarxa com a 
no dirigida i en d’altres com a dirigida, en funció de la naturalesa d’aquestes xarxes. En tots els 
casos, quan llegim els enllaços no hem tingut en compte els llaços (enllaços amb el mateix 
node origen i final). Tant si el graf substrat és dirigit com si no ho és, el gradient sempre és un 
graf dirigit. No obstant, quan obtenim la distribució del grau d’aquest gradient, podem prendre 
dues alternatives (de la mateixa manera que ho fèiem amb els models de grafs analitzats 
anteriorment): calcular la distribució de l’in-grau d’aquest gradient (no calculem la distribució 
del out grau perquè en un graf gradient cada node té exactament un enllaç sortint), o agafar el 
gradient com si fos no dirigit i calcular-ne la distribució del grau. En el mòdul  
analisi_grafs_externs he programat les dues alternatives per a cada versió del gradient. 
En el quadre que es mostra al final d’aquest apartat 8.1, es mostren les diferents alternatives 
per analitzar un graf extern. 
El mòdul analisi_grafs_externs conté les funcions que he implementat per analitzar grafs llegits 
d’una font externa. Són similars a les que hi ha en els altres dos mòduls, però adaptades per a 
grafs donats externament, on els nodes no tenen perquè estar numerats amb nombres enters 
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A continuació es mostra un quadre amb les principals funcions d’aquest mòdul: 
Funcions 
gradient 
Retornen el graf gradient d’un graf donat externament, cadascuna en una de les seves 
versions. 
Paràmetre d’entrada G: graf substrat 
Funció Descripció breu 
gradient_classic_dirigit_graf_extern 
Gradient clàssic o estàndard en 
forma de dígraf. 
Gradient_classic_no_dirigit_graf_extern 
Gradient clàssic o estàndard en 
forma de graf no dirigit. 
Gradient_betweenness_1_dirigit_graf_extern 
Gradient a partir de la betweenness 
en forma de dígraf. 
Modalitat 1. 
Gradient_betweenness_1_no_dirigit_graf_extern 
Gradient a partir de la betweenness 





Analitzen un graf donat externament de la següent manera: generen la seva xarxa 
gradient, en la versió corresponent.  Calculen les distribucions del grau del substrat i del 
gradient. Realitzen N simulacions i promitgen els resultats. Mostren per pantalla la 
distribució del grau de la xarxa substrat per a cada simulació, la distribució del gradient 
per a cada simulació, i les distribucions mitjanes del substrat  del gradient. Generen un 
arxiu Excel amb les distribucions mitjanes del grau del substrat i del gradient. Retornen un 
vector de dos components: la distribució mitjana del substrat i la del gradient. 
Paràmetres d’entrada 
G: graf o dígraf a analitzar 
N: nombre de simulacions 
arxiu: nom de l’arxiu (.csv) d’Excel on guarda les 
distribucions del grau 
Funció Descripció breu 
an_graf_extern_grad_clas_dir  
Si G és un 
graf, obté la 
seva 
distribució 
del grau. Si 
es un dígraf, 
obté la 
distribució 
de l’in-grau.  
Gradient estàndard en forma de 
dígraf, n’obté la distribució de 
l’in-grau 
an_graf_extern_grad_clas_no_dir 
Gradient estàndard en forma de 
graf no dirigit, n’obté la 
distribució del grau. 
an_graf_extern_grad_betw_1_dir 
Gradient a partir de la 
betweenness (modalitat 1) en 
forma de dígraf, n’obté la 
distribució de l’in-grau. 
an_graf_extern_grad_betw_1_no_dir 
Gradient a partir de la 
betweenness (modalitat 1) en 
forma de graf no dirigit, n’obté la 
distribució del grau. 
an_graf_extern_substrat_out_grau 
Amb aquest anàlisi s’obté la distribució del out-
grau de G. No es realitza cap gradient. 
Únics paràmetres d’entrada: G i arxiu. 
 
Les funcions d’anàlisi de grafs externs, a diferència de les d’anàlisi dels models de grafs, 
requereixen el graf (que prèviament haurem llegit d’un arxiu) com a paràmetre d’entrada. 
A més de les funcions del quadre, també he programat algunes funcions més que he necessitat 
per cridar-les dins d’altres funcions, però que no s’utilitzen directament (des de l’usuari) per 
fer les simulacions: 
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• grau2_graf_extern(G): retorna l’in-grau si el graf es dirigit, i el grau si no ho és. 
• out_grau_graf_extern(G): retorna l’out-grau si el graf es dirigit, i error si no ho és. 
• distribucio_grau_graf_extern(G): retorna la distribució dels graus seguint els criteris de 
la funció grau2. 
• distribucio_out_grau_graf_extern(G): retorna la distribució del out-grau si el graf és 
dirigit, i error si no ho és. 
• distancia_mitja(G): retorna la distància mitja d’un graf. Retorna error si el graf no és 
connex. 
• tractament_resultats(distribucio, distribucio_grad, grau_max, grau_max_grad, N, 
arxiu): a partir dels resultats de cada distribució fa la resta de l’anàlisi. Correspon a la 
part de l’anàlisi que és comú en totes les funcions d’anàlisi i que hem agrupat en una 
sola funció per simplificar el codi. 
El codi del mòdul analisi_grafs_externs es presenta en el CD annex a aquest document. 
 
Alternatives d’anàlisi d’un graf extern amb el mòdul analisi_grafs_externs: 
 
                                                                                  Substrat              Distribució del grau 
  Interpretem la                                                                             Agafats de la seva                      
  xarxa   com un graf                                                                      forma original (dígrafs)                              
                                                                                  Gradients                 
                                                                                                           Agafats com a    
                                                                                                           grafs no dirigits   
 
                Distribució in-grau 
                                            Distribució out-grau 
              
  Interpretem la         Agafats en la seva 
   xarxa com un dígraf        forma original (dígrafs) 
            Gradients 
         Agafats com a  












  grau 
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8.2. Descripció de les xarxes analitzades: 
 
En aquest projecte hem analitzat tres tipus de xarxes. El primer tipus correspon al camp de la 
tecnologia, concretament a Internet: 
1) Xarxa d’Internet a nivell de Sistemes Autònoms (AS): 
La xarxa d’Internet, al seu màxim nivell, està formada per un conjunt de grans xarxes 
anomenades Sistemes Autònoms. 
Un Sistema Autònom (Autonomous System, AS) és un gran conjunt de xarxes i routers 
IP administrats per una o diverses entitats (ISP’s, universitats, empreses…)  amb  una 
política de rutes comú i independent dels altres Sistemes Autònoms. Els diferents 
Sistemes Autònoms s’intercanvien el tràfic d’Internet que va d’una xarxa a una altra, 
comunicant-se entre ells mitjançant el protocol BGP (Border Gateway Protocol). 
Aquest protocol permet a cada Sistema Autònom escollir la seva pròpia política interna 
d’encaminament.  
Representem tota la xarxa d’Internet mitjançant un graf en el qual cada node 
correspon a un Sistema Autònom. Cada Sistema Autònom està connectat a altres 
Sistemes Autònoms veïns mitjançant una sèrie d’enllaços no dirigits a través dels quals 
s’intercanvia tràfic entre hosts remots. Poden ser enllaços dedicats punt a punt o 
mitjans compartits, com una Gigabit Ethernet o un switch ATM que interconnecten 
routers de diferents Sistemes Autònoms. Internet consta de milers de Sistemes 
Autònoms connectats entre sí. El resultat és un graf connex, ja que des d’un Sistema 
Autònom es pot arribar a qualsevol altre situat en qualsevol part del món. Aquesta 
xarxa evoluciona dinàmicament al llarg dels anys, tant en el nombre de Sistemes 
Autònoms com en les connexions entre ells. Malgrat aquests canvis, el tipus de 
distribució del grau d’aquesta xarxa no varia, i es tracta d’una distribució potencial i 
per tant, d’una xarxa scale-free. 
 
Els altres dos tipus de xarxes analitzades fan referència al camp de la biologia. En els sistemes 
biològics les xarxes són presents en molts aspectes. Un repte important en biologia és el de 
descobrir els principis fonamentals de disseny que donen lloc a unes estructures comuns en 
totes les cèl·lules i microorganismes. Com que l’estructura topològica d’una xarxa és el resultat 
d’uns principis dinàmics simples, entendre l’estructura a gran escala de les xarxes cel·lulars no 
tan sols pot donar informació estructural, sinó que també pot conduir a una millor comprensió 
dels processos dinàmics que generen aquestes xarxes. La biologia contemporània es proposa 
enregistrar, entendre i modelar en termes quantitatius les propietats topològiques i 
dinàmiques de diverses xarxes que controlen el comportament  de la cèl·lula. Els grans 
progressos que s’han produït durant els darrers anys en el camp de la genòmica i les 
transcripcions de proteïnes han permès obtenir una gran quantitat de dades pel que fa a les 
interaccions entre gens, proteïnes i metabòlits en la cèl·lula. Això ha permès representar certes 
estructures cel·lulars en forma de grafs o xarxes complexes. En aquest projecte hem analitzat 
concretament dos tipus de xarxes proteíniques: les xarxes metabòliques i les xarxes 
d’interaccions de proteïnes. 
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2) Xarxes metabòliques: 
El biòleg cel·lular Zoltán Oltvai, en col·laboració amb Albert-Lazlo Barabási, va 
descobrir que les xarxes presents en el metabolisme cel·lular eren aproximadament 
scale-free. Es tracta de xarxes que descriuen l’arquitectura del metabolisme dins la 
cèl·lula. Aquestes xarxes estan formades per les substàncies que intervenen en el 
conjunt de reaccions que constitueixen el metabolisme de la cèl·lula a partir de les 
quals s’obté energia, és a dir, els metabòlits. Cadascun d’aquests metabòlits és un 
node de la xarxa. Els enllaços són les diferents reaccions químiques, de manera que 
dos metabòlits estan units per un enllaç si intervenen en una mateixa reacció 
metabòlica. Cadascuna d’aquestes reaccions es produeix en un sentit, és a dir, hi ha 
unes substàncies inicials (substrats o reactius) que reaccionen i donen lloc a unes 
substàncies finals (productes), que de la mateixa manera, constituiran els reactius 
d’altres reaccions. Per tant, aquestes xarxes es poden representar en forma de dígrafs, 
amb enllaços dirigits, partint del substrat i arribant al producte, però en molts casos 
també es representen en forma de grafs, enllaçant els metabòlits que formen part de 
la mateixa reacció però sense donar cap direcció a l’enllaç.  
Hem analitzat les xarxes metabòliques per a diferents organismes, corresponents als 
tres dominis de la vida: Arquea, Bacteria i Eucariota. En tots els casos, les xarxes 
resultants tenen propietats topològiques molt similars i són de tipus scale-free. Això 
suggereix que la organització metabòlica en aquests diferents organismes segueix uns 
mateixos principis de disseny. 
Una conseqüència important de la distribució potencial és que uns pocs hubs 
controlen la totalitat de la xarxa, i si s’eliminen els nodes més connectats la distància 
mitja creix ràpidament. En canvi,  aquestes xarxes són robustes davant d’errors 
aleatoris, com és el cas de les mutacions d’enzims catalitzadors. En aquests casos la 
distància mitja pràcticament no varia. 
 
3) Xarxes d’interaccions de proteïnes: 
Durant la passada dècada s’han obtingut una gran quantitat de dades respecte a les 
interaccions moleculars, que han permès la generació de grafs que descriuen aquestes 
xarxes. Es tracta de grafs que tenen com a nodes cadascuna de les diferents proteïnes 
que interaccionen dins la cèl·lula. Els enllaços d’aquests grafs són les interaccions 
físiques o enllaços entre proteïnes. Dos nodes estan connectats per un enllaç no dirigit 
si les dues proteïnes estan físicament enllaçades. Per tant, a diferència de les xarxes 
metabòliques, les xarxes d’interaccions de proteïnes es representen només mitjançant 
grafs no dirigits. Aquests tipus de grafs també tenen una estructura scale-free. La seva 
integritat depèn en gran mesura d’una sèrie de nodes o proteïnes amb moltes 
connexions. Les mutacions en aquests tipus de proteïnes són letals per la cèl·lula. Però 
en la gran majoria de les proteïnes que conformen la xarxa, la seva mutació té un 
impacte mínim en la xarxa. 
La generació de xarxes que tenen una distribució del grau potencial (xarxes scale-free) està 
íntimament relacionada amb un creixement de la xarxa seguint el mètode d’adjunció preferent 
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(els nous nodes s’enllacen preferentment amb els nodes més connectats), una propietat que 
es creu que també caracteritza l’evolució dels sistemes biològics. 
Els recents progressos en el camp de les proteïnes i la genòmica, que han permès descobrir 
l’estructura i funcionalitat de les xarxes biològiques dins la cèl·lula, s’espera que en el futur es 
tradueixin en avenços en els aspectes dinàmics d’aquestes xarxes, especialment en l’anàlisi 
dels fluxos a través dels enllaços en les xarxes metabòliques. Les xarxes gradient són 
precisament una eina per analitzar aquests fluxos. Per cadascuna de les xarxes analitzades, 
hem generat les versions estàndard i a partir de la betweenness de la xarxa gradient, i hem 
representat les distribucions del grau dels tres grafs (el substrat i els dos gradients).  
Les xarxes analitzades són les següents:  
Internet a nivell de sistemes autònoms: anys 1999 i 2000. 
Xarxes metabòliques dels següents organismes, corresponents als tres dominis de la vida: 
1. Archea: Archaeglobus fulgidus, Aeropyrum pernix i Sulfolobus solfataricus. 
2. Bacteria: Bacilus subtilis, Escherichia coli i  Helicobacter pylori. 
3. Eucariota: Caenorhabditus elegans , Homo sapiens i Saccharomyces cerevisiae. 

























Capítol 8 Anàlisi de xarxes reals: Internet i xarxes de proteïnes 
- 108 - 
 
8.3. Resultats de les simulacions: 
 
A continuació comentem, a partir de les simulacions, alguns dels aspectes d’aquestes xarxes,  i 
al final d’aquest punt es mostren les distribucions del grau que hem obtingut per a cada xarxa. 
De totes les xarxes analitzades, les úniques que  són connexes són les dues d’Internet. Les 
xarxes metabòliques i les d’interaccions de proteïnes es caracteritzen perquè tenen un 
component principal que conté la majoria de nodes i enllaços de la xarxa, i molts altres 
components d’ordre molt més petit inconnexos entre ells. 

















Afulgidus 582 560 303 366 1.92 
Apernix 540 541 300 387 2.00 
Ssolfataricus 702 666 367 455 1.90 
Bsubtilis 897 1008 649 863 2.25 
Ecoli 995 1160 739 1009 2.33 
Hpylori 550 557 360 438 2.03 
Celegans 830 835 431 569 2.01 
Hsapiens 1223 1367 792 1056 2.24 




Celegans 3218 5391 2889 5188 3.35 
Scerevisiae 1870 2203 1458 1948 2.36 
Ésser humà 9462 35021 9047 34876 7.40 
Internet 
Internet(AS)1999 4513 8374 4513 8374 3.71 
Internet(AS)2000 6474 12572 6474 12572 3.88 
 
Substrats: 
Totes les xarxes analitzades, en les tres categories, són xarxes de tipus scale-free, amb una 
distribució potencial del grau. Aquesta forma potencial és més exacta en el cas de les xarxes 
d’Internet i les d’interaccions de proteïnes. En les xarxes metabòliques, en alguns casos, la 
distribució potencial no és del tot exacta i es corba lleugerament. Com que les xarxes 
metabòliques tenen un ordre i mida considerablement menor que els altres dos tipus de 
xarxes, la distribució del grau és menys precisa i possiblement per això la distribució potencial 
sigui menys exacta en alguns dels casos. En concret, això passa en els tres organismes del 
domini Archea (A.fulgidus, A.pernix i S.solfataricus). En aquests tres casos, la distribució podria 
semblar de tipus exponencial. Per veure més clarament de quin tipus de distribució es tracta, 
hem representat la distribució acumulada, que és especialment útil quan no s’aprecia tan 
clarament la recta de la distribució directa. Si la xarxa és scale-free, en la distribució acumulada 
també s’obté una forma potencial (recta en escala logarítmica). En canvi, les distribucions 
exponencials tenen una distribució acumulada també en forma d’exponencial (recta en escala 
semi-logarítmica i corba en escala logarítmica). En totes les xarxes analitzades observem que la 
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distribució acumulada és una recta en escala logarítmica, i per tant en tots els casos tenim 
distribucions potencials del grau, és a dir, totes les xarxes analitzades són de tipus scale-free. 
A partir de les distribucions del grau obtingudes, hem calculat el valor de  per a cadascun dels 
grafs. En el cas de les xarxes metabòliques, hem representat les xarxes de les dues maneres 
possibles. Si les representem com a dígrafs, obtenim la distribució de l’in-grau (l’in-grau d’un 
node correspon al nombre de reactius que donen lloc a un determinat producte), i la 
distribució de l’out-grau (l’outgrau d’un node correspon al nombre de productes genera un 
determinat reactiu). També podem representar aquestes xarxes com a grafs no dirigits, dels 
quals obtenim la distribució del grau, que correspon al nombre total de metabòlits amb els que 
reacciona un determinat component, ja sigui com a reactiu o com a producte. Per tant, tenim 
tres   diferents.  Els valors de  es mostren en la taula  següent: 
 
 organisme graf no dirigit In-grau (dígraf) Out-grau (dígraf) 
Xarxes  
metabòliques 
Afulgidus 4.36 4.09 4.56 
Apernix 3.60 4.03 3.94 
Ssolfataricus 3.91 3.60 3.83 
Bsubtilis 3.47 3.39 3.72 
Ecoli 3.56 3.36 3.45 
Hpylori 3.69 3.65 3.86 
Celegans 3.82 4.15 4.07 
Hsapiens 3.61 3.59 3.89 
Scerevisiae 3.62 3.59 3.83 
Xarxes d’interaccions 
de proteïnes 
Celegans 2.21   
Scerevisiae 2.48 -- -- 






Com que en alguns casos, especialment en les xarxes metabòliques, la recta de la distribució 
directa no és massa exacta, els valors de  de la taula anterior els hem obtingut a partir de les 
distribucions acumulades. Amb el pendent (z de la recta en escala logarítmica de la 
distribució acumulada es pot obtenir el valor de :   = 1 = z. 
La distribució del grau de les xarxes d’Internet i les d’interaccions de proteïnes tenen pendents 
bastant similars, amb una  que pren valors aproximadament entre 2 i 2.5. En canvi, les 
distribucions de les xarxes metabòliques presenten uns valors de  bastant més elevats, que 
oscil·len entre 3.5 i 4 (4.36 en el cas del Afulgidus). Si agafem el graf amb enllaços dirigits 
obtenim uns valors de  bastant similars al cas no dirigit, tan per l’in-grau com per l’out-grau. 
 
Gradients: 
Quan generem les xarxes gradient, en les 14 xarxes analitzades obtenim xarxes scale-free, amb 
una distribució del grau que s’ajusta de manera més exacta a una forma potencial que la xarxa 
substrat. Obtenim una recta més clara en escala logarítmica, tant en la versió estàndard del 
gradient com en la versió a partir de la betweenness. Les distribucions del grau dels gradients 
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estàndard que mostrem corresponen a un promig de 100 simulacions, en canvi, amb el 
gradient a partir de la betweenness, a causa del seu caràcter determinista, no es poden repetir 
i promitjar simulacions, ja que la xarxa resultant sempre és la mateixa. Això fa que en les 
distribucions del gradient estàndard, les rectes siguin una mica més precises, no a causa de 
gradient en sí mateix, sinó gràcies al promig. 
En general,  observem que les dues versions de la xarxa gradient transformen una xarxa que 
inicialment s’aproximava a una distribució potencial dels graus en una xarxa amb una 
distribució potencial molt exacta, amb la forma recta molt més definida. 
La següent taula mostra la comparació dels valors de  que hem obtingut en el substrat i en les 
dues versions del gradient per cadascuna de les xarxes: 
 organisme Substrat Grad. Estan. Grad. Betw. 
Xarxes  
metabòliques 
Afulgidus 4.36 4.38 3.90 
Apernix 3.60 4.39 3.59 
Ssolfataricus 3.91 4.42 3.71 
Bsubtilis 3.47 3.96 3.48 
Ecoli 3.56 3.84 3.72 
Hpylori 3.69 4.34 4.08 
Celegans 3.82 4.26 3.52 
Hsapiens 3.61 4.17 3.53 
Scerevisiae 3.62 4.08 3.87 
Xarxes d’interaccions 
de proteïnes 
Celegans 2.21 2.55 2.41 
Scerevisiae 2.48 2.89 2.35 
Ésser humà 2.55 2.53 2.38 
Internet 
Internet(AS)1999 2.21 2.21 2.06 
Internet(AS)2000 2.11 2.20 2.10 
 
En els dos gradients, tant els valors de  com els gràfics de les distribucions del grau 
corresponen al gradient agafat com un graf no dirigit. 
Per cada versió del gradient, els valors de  són específics de cada tipus de xarxa, és a dir, són 
bastant semblants entre xarxes que pertanyen a una mateixa categoria, mentre que canvien 
bastant d’una categoria a una altra. D’aquesta manera, la  del gradient estàndard, val 
aproximadament entre 4 i 4.5 per les xarxes metabòliques, entre 2.5 i 3 per les xarxes 
d’interaccions de proteïnes, i 2.2 per les dues xarxes d’Internet. En el gradient a partir de la 
betweenness, també s’agrupen els valors de  en funció del tipus de xarxa. Així, les xarxes 
metabòliques aproximadament tenen una  entre 3.5 i 4, per les xarxes d’interaccions de 
proteïnes la  val aproximadament 2.4, i per les xarxes d’Internet se situa al voltant del 2. 
Entre les dues versions del gradient, la versió estàndard sempre dóna una  una mica més 
elevada que la versió a partir de la betweenness. La diferència entre ambdues ’s varia segons 
el cas, però es mou entre 0.1 i 0.8. A banda d’aquesta petita diferència, les dues distribucions 
del grau són bastant similars. 
En una de les xarxes analitzades, la xarxa de proteïnes humanes, també hem realitzat les 
versions del gradient a partir del grau i a partir del coeficient d’agrupament, per comprovar 
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quin tipus de distribucions del grau presenten. Totes dues versions presenten també 
distribucions potencials, amb lD5m = 2.42  i  Gm¢o = 3.86. Aquests resultats concorden amb el 
que hem obtingut en els models de grafs: quan les xarxes no són degenerades (només en el 
model Barabasi-Albert no ho eren les quatre versions), aquestes dues versions del gradient, 
igual que les altres, també generen grafs scale-free, amb la següent relació entre les ’s: 
FEoM ≈ lD5m < E¢o5$¡ < Gm¢o 
 
Les característiques de les xarxes reals analitzades respecte a la distribució del grau, tant a 
nivell de substrat com de gradients, són semblants en els tres tipus de xarxes, la qual cosa 
indica que el creixement d’aquestes xarxes està governat per lleis similars. Tot i que el principi 
físic de creixement pugui ser específic per a cada tipus de xarxa, per exemple, la duplicació de 
gens en el cas de les xarxes de proteïnes, aquests principis acaben conduint al mètode de 
creixement amb adjunció preferent, que fa que la xarxa adopti una estructura scale-free. El fet 
de que els tres tipus de xarxes siguin scale-free però que cada tipus tingui uns valors de  
específics, és coherent amb que cada tipus de xarxa té el seu principi físic de creixement 
específic i diferent però que en els tres casos el resultat és un creixement de la xarxa segons el 
mètode de d’adjunció preferent, de manera que cadascun dels principis de creixement de cada 
tipus de xarxa donaria lloc a uns valors determinats de .  
En molts casos, el coneixement de la topologia general d’una xarxa, és a dir, quins són els 
nodes i els enllaços que la constitueixen, pot no ser suficient per explicar les característiques i 
el funcionament d’aquesta xarxa. En les xarxes biològiques, les aproximacions purament 
topològiques a les xarxes biològiques, malgrat el seu èxit, tenen també importants limitacions. 
Per exemple, en les xarxes metabòliques, la quantitat de reaccions que comparteixen dos 
metabòlits (o la freqüència) no queda representada en el graf. El nivell d’activitat de les 
reaccions també és un factor que varia molt. Per tant, una descripció més detallada d’aquestes 
xarxes requereix que es tinguin en compte aquests aspectes. El flux d’una reacció metabòlica 
determinada, que representa la quantitat de substrat que es converteix en el producte final 
per unitat de temps, és una bona mesura de la intensitat de l’enllaç del graf. Darrerament 
s’han fet importants progressos per calcular aquests fluxos. Aquest paràmetre es pot afegir a 
cada enllaç d’una xarxa metabòlica a l’hora d’analitzar-la. El mateix passa en les xarxes socials, 
com la xarxa de contactes sexuals, o en altres xarxes, com la xarxa de routers d’Internet; dos 
routers poden estar units per canals de diferents capacitats. Aquest fet pot influir en els 
aspectes dinàmics de la xarxa. Per tenir en compte aquests aspectes, de cara al futur es pot 
afegir un paràmetre numèric a cada enllaç del graf que caracteritzi aquell enllaç. La llibreria 
NetworkX de Python permet introduir aquesta opció utilitzant la classe XGraph(). Es pot 
utilitzar aquest paràmetre com a base per realitzar una xarxa gradient, o tenir-lo en compte 
també per representar la distribució del grau dels nodes. D’aquesta manera analitzaríem la 
xarxa i les seves característiques tenint en compte també quina és la naturalesa de cada enllaç 
entre dos nodes. 
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Distribucions dels graus: 
A continuació mostrem les distribucions dels graus obtingudes, tant del substrat com de les 
dues versions del gradient, per cadascuna de les xarxes analitzades.  
 






Xarxes de proteïnes: 
Totes les distribucions que segueixen són en valors absoluts, sense normalitzar: 
 
1. Xarxes metabòliques: 
Com que aquestes xarxes es poden representar en forma de grafs dirigits o no dirigits, 
es mostren tres distribucions del grau del substrat: distribució del grau interpretant el 

































Xarxes substrat. Distribucions directes (esquerra) i acumulades (dreta) 
Xarxes gradient. Versió estàndard (Ns=50) (esquerra) i betweenness (dreta). Distrib. directes 
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A.fulgidus. Distribució del grau directa (esquerra) i acumulada (dreta) 
A.pernix. Distribució del grau directa (esquerra) i acumulada (dreta) 
S.solfataricus. Distribució del grau directa (esquerra) i acumulada (dreta) 
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A.fulgidus. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
A.pernix. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
S.solfataricus. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
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A.fulgidus. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
A.pernix. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
S.solfataricus. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
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B.subtilis. Distribució del grau directa (esquerra) i acumulada (dreta) 
E.coli. Distribució del grau directa (esquerra) i acumulada (dreta) 
H.pylori. Distribució del grau directa (esquerra) i acumulada (dreta) 
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B.subtilis. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
E.coli. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
H.pylori. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
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B.subtilis. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
E.coli. Grad estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
H.pylori. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
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C.elegans. Distribució del grau directa (esquerra) i acumulada (dreta) 
H.sapiens. Distribució del grau directa (esquerra) i acumulada (dreta) 
S.cerevisiae. Distribució del grau directa (esquerra) i acumulada (dreta) 
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C.elegans. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
H.sapiens. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
S.cerevisiae. Distribució in- grau (esquerra) i out-grau (dreta) acumulades 
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C.elegans. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
H.sapiens. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
S.cerevisiae. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
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2. Xarxes d’interaccions de proteïnes: 













































1 10 100 1000
C.elegans. Distribució del grau directa (esquerra) i acumulada (dreta) 
S.cerevisiae. Distribució del grau directa (esquerra) i acumulada (dreta) 
Ésser humà. Distribució del grau directa (esquerra) i acumulada (dreta) 
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C.elegans. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
S.cerevisiae. Grad. estàndard (Ns=100) (esquerra) i betweenness (dreta). Distrib. del grau directa 
Ésser humà. Grad. estàndard (Ns=50) (esquerra) i betweenness (dreta). Distr. del grau directa 
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Les xarxes gradient permeten analitzar les propietats de transport d’una xarxa en funció de la 
seva topologia assignant un potencial a cada node i definint un flux de tràfic (anomenat flux 
gradient) que depèn del gradient d’aquest potencial. L’objectiu principal d’aquest projecte ha 
estat l’estudi i comparació de dues versions de la xarxa gradient: la versió que anomenem 
estàndard, definida per Zóltan Toroczkai [ref. 14 i 16], que assigna com a potencial un 
paràmetre aleatori, i una versió en la qual hem agafat com a potencial la betweenness 
centrality de cada node. Hem triat aquest paràmetre perquè està molt relacionat amb el tràfic 
de la xarxa, ja que quan més gran és la betweenness d’un node més comunicacions entre altres 
nodes passen per aquest node, i per tant, més tràfic suporta. 
A partir de la simulació d’aquestes dues versions del gradient aplicant-les sobre quatre models 
de graf (aleatori binomial, Barabási-Albert, Watts Strogatz i model determinista per generar 
grafs jeràrquics) i sobre algunes xarxes reals, extraiem diverses conclusions: 
En primer lloc veiem que el gradient genera en la gran majoria dels casos un graf resultant de 
tipus scale-free, tant si el graf substrat és scale-free com si no ho és. Totes dues versions 
comparteixen aquesta característica. L’única excepció és el graf Watts-Strogatz amb valors 
molt petits de p, és a dir, un graf circulant (p=0) o que s’hi acosta (p≈0). Però quan creix p 
aquests grafs es fan més aleatoris, i els gradients també tendeixen a ser scale-free. Els grafs 
sobre els quals hem aplicat els gradients tenen característiques topològiques molt diferents. 
Alguns presenten distribucions del grau potencials (grafs scale-free) i altres no. I entre els grafs 
scale-free, també hem triat dos models que tenen una estructura interna molt diferenciada, 
que s’observa a través del coeficient d’agrupament dels nodes: mentre en els grafs jeràrquics 
el coeficient d’agrupament de cada node és inversament proporcional al seu grau, en el model 
Barabási-Albert el coeficient d’agrupament és constant amb el grau. Tot i aquesta diversitat de 
grafs, les seves xarxes gradient presenten el mateix tipus de distribució del grau: una 
distribució potencial. En aquest aspecte coincideixen la versió estàndard del gradient i la versió 
a partir de la betweenness. A més a més, les altres dues versions del gradient que hem provat, 
a partir del grau i del coeficient d’agrupament, també presenten distribucions del grau 
potencials, sempre i quan no donin lloc a grafs altament degenerats. Per tant, podem 
concloure que la distribució potencial del grau és una característica de la pròpia xarxa gradient, 
i no del paràmetre que s’esculli com a potencial dels nodes. En canvi, les versions estàndard i a 
partir de la betweenness no sempre coincideixen en l’exponent () de la distribució potencial 
del grau, tot i que en molts casos sí que s’obté la mateixa . Quan són diferents, amb la versió 
estàndard sempre obtenim una  més elevada. Com a norma general a partir dels resultats 
podem dir que  FEoM ≤ E¢o5$¡.  
Un aspecte important de les xarxes gradient és que permeten calcular la congestió d’una xarxa 
mitjançant el factor de congestió (J). La segona conclusió fa referència a aquest factor de 
congestió: en general, el fet de triar una versió o l’altra del gradient (l’estàndard o la basada en 
la betweenness) per calcular J gairebé no modifica els valors obtinguts; les dues versions 
presenten factors de congestió molt semblants. Hi ha una excepció en que no es compleix 
aquesta norma general: el model Barabási-Albert. En aquest cas els dos valors de J sí que 
presenten una diferència considerable. 
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La tercera conclusió fa referència al comportament del factor de congestió: el factor de 
congestió no depèn de l’ordre d’un graf però sí que varia amb el grau mig: quan més elevat és 
el grau mig d’un graf més gran és el factor de congestió, i tendeix a una congestió màxima (J=1) 
si s’incrementa el grau mig indefinidament. Aquest és un comportament molt generalitzat, que 
l’hem trobat en tot tipus de grafs complexos, i es compleix tant si obtenim J amb la versió 
estàndard del gradient com amb el gradient basat en la betweenness. Pot semblar 
contradictori que quan s’afegeixin noves branques a un graf sense canviar el nombre de nodes, 
no es redueixi la congestió del graf sinó que s’incrementi. Però el fet que el tràfic gradient per 
definició busqui sempre els mateixos nodes, els de major potencial, fa que quantes més 
connexions hi ha entre els nodes (major grau mig), més nodes tendeixen a enviar el seu tràfic 
gradient cap als mateixos nodes, i això provoca més congestió. La situació en la xarxa gradient 
és similar a nivell de tràfic a la que s’explica en la paradoxa de Braess, que anuncia que el fet 
d’afegir enllaços a una xarxa pot resultar contraproduent i provocar que empitjori el tràfic. 
Z. Toroczkai va trobar una diferència entre el comportament d’una xarxa scale-free i el d’una 
xarxa aleatòria pel que fa a la congestió: quan creix el nombre de nodes el model aleatori 
tendeix a una congestió màxima 
J → 1 mentre que un graf scale-free manté un valor de J 
constant [ref. 14, 15 i 16]. En aquest sentit hem de comentar que la diferència es deu a que el 
creixement de la xarxa scale-free es produeix amb grau mig constant, mentre que el graf 
aleatori creix amb paràmetre p constant, i per tant el grau mig s’incrementa. L’anàlisi d’altres 
models de graf ens ha permès veure que en tots els casos si forcem un creixement amb grau 
mig constant el factor de congestió es manté constant. El fet que un graf quan creix tendeixi a 
una congestió màxima només depèn de si l’increment de l’ordre del graf comporta també un 
increment del grau mig. 
Tot i que hem provat altres maneres de definir el factor de congestió a partir de la xarxa 
gradient, en tots els casos la congestió creix amb el grau mig del graf. La pròpia estructura de 
la xarxa gradient condueix a una congestió màxima si s’incrementa el grau mig, 
independentment de com definim aquesta congestió, perquè això prové del fet que per pròpia 
definició, el tràfic gradient busca sempre els nodes de major potencial. Aquesta característica 
també és independent del paràmetre que s’esculli com a potencial dels nodes. Per tant, 
perquè J no creixi amb el grau mig, s’hauria de re definir el concepte de xarxa gradient, evitant 
que tots els nodes tendeixin a triar els mateixos receptors quantes més possibilitats d’escollir 
tinguin. Una manera de fer-ho, i que seria un model interessant d’estudiar com a treball futur, 
seria definint la xarxa gradient de manera que quan un node triï el destí no només tingui en 
compte el valor del potencial dels nodes adjacents, sinó també el nombre d’enllaços gradient 
entrants que té cada node, de manera que els nodes evitessin enviar tràfic gradient cap a 
nodes que ja estiguessin molt carregats. 
La darrera conclusió a comentar és que el factor de congestió té una limitació: si el gradient 
dóna lloc a grafs degenerats, el valor de J pot no ajustar-se a la realitat i no ser fiable. Quan es 
defineix el factor de congestió a partir del gradient estàndard, se suposa que el graf és no 
degenerat. Com que en el gradient estàndard s’agafa com a paràmetre una variable aleatòria 
contínua, si s’incrementa prou la precisió de la variable aleatòria aquesta suposició sempre es 
compleix. Però quan apliquem les noves versions ens podem trobar casos de grafs degenerats. 
Si és poc degenerat, el valor del factor de congestió continua sent fiable. Però quan el graf és 
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altament o totalment degenerat (entenent per graf altament degenerat aquell en que una 
bona part dels seus nodes tenen més d’un node adjacent de paràmetre igual i màxim) obtenim 
uns valors de J molt reduïts que no s’ajusten a la realitat. Per tant, un inconvenient de la versió 
a partir de la betweenness i de les altres versions respecte a la estàndard és que en algun cas el 
valor de J no és fiable a causa de que el graf és altament degenerat. En aquests casos és 
preferible fer servir el gradient estàndard. 
La freqüència amb que ens trobem grafs altament degenerats amb valors de J no fiables varia 
molt en funció de la versió del gradient que s’utilitzi. La versió estàndard és l’única que no 
presenta en cap cas aquesta limitació. En aquest aspecte, la versió a partir de la betweenness 
també presenta un bon comportament, perquè dóna molt pocs casos de grafs altament 
degenerats, que es limiten a alguns grafs deterministes com el graf circulant. El gradient a 
partir del grau és molt similar o en molts casos idèntic, pel que fa a la distribució del grau i al 
factor de congestió, al gradient a partir de la betweenness (quan tots dos són no degenerats). 
Però amb el grau es donen més casos de grafs altament degenerats. Per tant, és més 
convenient utilitzar el gradient a partir de la betweenness que la versió a partir del grau. 
Finalment, el gradient a partir del coeficient d’agrupament no és adequat per mesurar la 
congestió d’un graf, perquè en la majoria dels casos dóna lloc a grafs degenerats que fan que 
els valors de J siguin molt petits i no s’ajustin a la realitat. 
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Annex 1: Càlcul analític de l’expressió de ¦ d’un graf jeràrquic determinista Hn,k i del seu 
gradient a partir de la betweenness: 
 
 
La distribució del grau d’aquests grafs és discreta, i per relacionar l’exponent d’aquesta 
distribució discreta amb la  estàndard corresponent a l’exponent d’una distribució contínua 
per grafs scale-free no deterministes, fem servir la distribució acumulada, que es defineix com 
la probabilitat que un node tingui un grau igual o major que un valor z determinat. 
]m4




|N(z’)|: nombre de nodes de grau z’ 
|V|: nombre total de nodes = nk 
z’: punts de la distribució discreta 
Si la distribució del grau és potencial, la distribució acumulada també ho és, amb un exponent 
una unitat menor [ref. 12]: 
]m4
W ~ W
# = W# 
 
En el graf substrat els punts de la distribució discreta compleixen les següents expressions: 
• Grau: 

 − 1`:# − 
 − 1 − 2 = 
 − 2 
• Nombre de nodes: 
 − 1 · # 
Aquests punts corresponen a les arrels, amb categoria  − ' per cada punt 
' = 1, 2, … ,  − 1, 
amb l’excepció de l’arrel de categoria màxima, que té grau 

 − 1`:# − 
 − 1 
 − 2⁄ . 
Si agafem W = 
$#§¨©ª«
$#$; = 
 − 2, el nombre de nodes amb aquest grau o major és: 

 − 1 · # = 
 − 1 · ; = ⋯ = 
 − 1 ·  = 
 − 1 = 1 = 1 = 
 − 1 8 )
#
)9
=   
Per tant,   ]m4
W =  `⁄   → W# ~ `,  amb  W = 
$#§¨©ª«
$#$; = 
 − 2. 
Si el valor de k és prou gran,  W ~ 
 − 1` . 
I per tant tenim,  

 − 1`# ~ `  
I d’aquí obtenim el valor teòric [ref. 3]: 
 ≈ 1 = log log 
 − 1 
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Anàlogament, es pot fer aquest mateix desenvolupament per trobar l’expressió de  
corresponent al gradient a partir de la betweenness. En aquest cas, hem de tenir en compte 
que els punts de la distribució discreta són els següents: 
• Grau: 

 − 1` − 
 − 1 − 2 = 
 − 2 
• Nombre de nodes: 
 − 1 · # 
També són els punts corresponents a les arrels, amb ' = 1, 2, … ,  − 1, amb l’excepció de 
l’arrel de categoria màxima, que té grau 

 − 1`:# − 
 − 1 
 − 2⁄ . 
Si ara agafem W = 
$#§¨©
$#$; = 
 − 2, el nombre de nodes amb aquest grau o major 
torna a ser: 

 − 1 · # = ⋯ = 
 − 1 ·  = 
 − 1 = 1 = 1 = 
 − 1 8 )
#
)9
=   
Per tant,   ]m4
W =  `⁄   → W# ~ `  
Tenint en compte el nou valor de z i repetint els mateixos passos que en el cas del substrat, per 
un valor prou gran de k, ara tenim: 
W ~ 
 − 1`# 
I per tant, 


 − 1`##  ~ ` 
I d’aquí obtenim, 
lD5¡ ≈ 1 =  − ' − ' − 1 · log log 
 − 1 
Tenint en compte que k és elevat, si agafem  ' ≪  (això vol dir que ens movem en valors 
elevats del grau en la distribució): 
lD5¡ ≈ 1 = log log 
 − 1 
  
Capítol 11  Annexos 
- 136 - 
 
Annex 2: Algorisme de les funcions gradient: 
 
Totes les funcions gradient programades en aquest projecte segueixen un algorisme 
pràcticament igual, que es divideix en 5 punts bàsics. L’exemple següent correspon a la funció 
grad_clas, però els passos són els mateixos per les altres versions: 
def grad_clas(G): 
    
   import networkx as NX 
   import random as RN 
   n_nodes=G.number_of_nodes() 
    
1) Crear un diccionari amb cada node i el valor del seu paràmetre assignat. (Un diccionari 
és un tipus de dada de Python similar a un vector, en el qual cada element té dos 
camps: el camp clau (key), que conté el nom de l’element, i el camps valor (value), que 
conté el seu valor associat.) 
   nodes_param={} 
   for k in G.nodes(): 
      nodes_param[k]=RN.uniform(0,1) 
    
2) Crear una llista o vector on cada terme sigui un vector amb els nodes adjacents de 
cada node.    
   nodes_cont=[] 
   i=0 
   while i<n_nodes: 
      nodes_cont.append(G.neighbors(i)) 
      i=i+1 
    
3) Crear una llista on a cada component hi hagi els paràmetres dels nodes adjacents de 
cada node.    
   i=0 
   aux=[] 
   param_nod_cont=[] 
   while i<n_nodes: 
 aux=[] 
 for k in nodes_cont[i]: 
    aux.append(nodes_param[k]) 
 param_nod_cont.append(aux) 
 i=i+1 
    
4) Crear una llista amb els enllaços corresponents al graf gradient (varia segons la 
modalitat . 
   i=0 
   links_xarxa_gradient=[] 
   while i<n_nodes: 
      if len(nodes_cont[i])>0: 
   maxim=max(param_nod_cont[i]) 
   if maxim>=nodes_param[i]: 
      num_nodes_max=param_nod_cont[i].count(maxim) 
      pos_aux=0 
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      while num_nodes_max>0: 
         posicio_max=param_nod_cont[i].index(maxim, pos_aux) 
         pos_aux=posicio_max+1 
         nod_max=nodes_cont[i][posicio_max] 
         gradient=[i, nod_max] 
         links_xarxa_gradient.append(gradient) 
         num_nodes_max=num_nodes_max-1 
      if maxim==nodes_param[i]: 
         gradient=[i, i] 
         links_xarxa_gradient.append(gradient) 
   else:  
      gradient=[i, i] 
      links_xarxa_gradient.append(gradient) 
      else: 
   gradient=[i,i] 
   links_xarxa_gradient.append(gradient) 
      i=i+1 
    
5) Generar el graf gradient. 
   grG=NX.XDiGraph(selfloops=True, multiedges=False) 
   llista_nodes=G.nodes() 
   grG.add_nodes_from(llista_nodes) 
   grG.add_edges_from(links_xarxa_gradient) 
   print("xarxa gradient calculada, versió clàssica") 
   return grG 
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Annex 3: Ús de les funcions d’anàlisi. Exemple: 
 
IDLE 1.1.3       
>>> from analisi_grafs_1 import * 
>>> x=an_bar_alb_betw_1(200,3,4,"nom_arxiu.csv") 
 
Warning (from warnings module): 
  File "C:\Python24\lib\site-packages\matplotlib\__init__.py", line 
155 
    __import__('pkg_resources').declare_namespace(__name__) 
UserWarning: Module networkx was already imported from 
C:\Python24\lib\site-packages\networkx\__init__.pyc, but 
c:\python24\lib\site-packages is being added to sys.path 
xarxa gradient a partir de la betweenness calculada 
 
xarxa gradient a partir de la betweenness calculada 
 
xarxa gradient a partir de la betweenness calculada 
 





Name:              barabasi_albert_graph(200,3) 
Type:              Graph 
Number of nodes:   200 
Number of edges:   567 





Name:              No Name 
Type:              XDiGraph,self-loops 
Number of nodes:   200 
Number of edges:   200 
Average degree:    2.0 
None 
 
Distribució dels graus de la xarxa per a cada simulació: 
[[0, 0, 6, 81, 35, 26, 8, 5, 14, 1, 5, 0, 3, 2, 2, 2, 1, 2, 0, 1, 0, 
2, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
1, 0, 0, 0, 0, 0, 1], [0, 0, 2, 71, 43, 13, 19, 7, 13, 11, 3, 4, 3, 0, 
2, 1, 0, 1, 2, 0, 1, 1, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 1], [0, 0, 6, 88, 28, 19, 17, 14, 4, 3, 2, 4, 0, 1, 1, 2, 2, 1, 
1, 0, 1, 0, 0, 2, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1], [0, 0, 4, 74, 48, 17, 17, 10, 6, 6, 
4, 4, 1, 3, 0, 0, 0, 0, 0, 1, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 1]] 
 
Distribució dels graus de la xarxa gradient per a cada simulació: 
[[169, 10, 6, 1, 4, 1, 1, 1, 0, 1, 0, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 1], [162, 8, 9, 5, 4, 3, 1, 2, 0, 0, 1, 0, 1, 1, 1, 0, 
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
1], [166, 16, 5, 1, 2, 1, 1, 0, 3, 0, 2, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 1], [165, 15, 8, 2, 1, 1, 1, 2, 1, 0, 0, 1, 0, 0, 
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0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
1]] 
 
Distribució mitjana dels graus de la xarxa: 
['0.0', '0.0', '4.5', '78.5', '38.5', '18.75', '15.25', '9.0', '9.25', 
'5.25', '3.5', '3.0', '1.75', '1.5', '1.25', '1.25', '0.75', '1.0', 
'0.75', '0.5', '0.5', '0.75', '0.0', '1.25', '0.0', '0.5', '0.25', 
'0.0', '0.25', '0.25', '0.0', '0.0', '0.0', '0.0', '0.0', '0.0', 
'0.0', '0.0', '0.0', '0.25', '0.0', '0.0', '0.0', '0.0', '0.25', 
'0.25', '0.0', '0.0', '0.25', '0.25', '0.25', '0.25', '0.0', '0.0', 
'0.0', '0.0', '0.0', '0.0', '0.0', '0.0', '0.25'] 
 
Distribució mitjana dels graus de la xarxa gradient: 
['165.5', '12.25', '7.0', '2.25', '2.75', '1.5', '1.0', '1.25', '1.0', 
'0.25', '0.75', '0.5', '0.5', '0.5', '0.5', '0.0', '0.0', '0.25', 
'0.25', '0.0', '0.0', '0.0', '0.25', '0.0', '0.0', '0.0', '0.0', 
'0.0', '0.0', '0.0', '0.0', '0.25', '0.25', '0.0', '0.0', '0.0', 
'0.0', '0.0', '0.0', '0.5', '0.0', '0.0', '0.0', '0.0', '0.0', '0.0', 
'0.0', '0.0', '0.0', '0.0', '0.25', '0.25', '0.0', '0.0', '0.0', 






Una vegada executada la funció, s’obté l’arxiu d’Excel nom_arxiu.csv, que conté una fila amb la 
distribució mitjana del grau de la xarxa substrat i una altra fila amb la del gradient. 
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Annex 4: Codi d’algunes de les funcions implementades 
 
a) Codi d’una de les funcions gradient: funció gradient a partir de la betweenness (modalitat 1) del mòdul 
analisi_grafs_1. 
def gradient_betweenness_1(G): 
"""En aquesta modalitat del gradient a partir de la betweenness, cada node 
s'enllaça amb tots els nodes veïns de betweenness màxima""" 
 
   import networkx as NX 
   n_nodes=G.number_of_nodes() 
    
   if n_nodes<3: 
      print ("Error, hi ha menys de 3 nodes") 
      return (None) 
    
   else: 
      d_betw=NX.betweenness_centrality(G) 
      ll_betw=[] 
       
      for x in d_betw.values(): 
         y=10000000000*x 
         ll_betw.append(round(y)) 
       
      nodes_cont=[] 
      i=0 
       
      while i<n_nodes: 
    nodes_cont.append(G.neighbors(i)) 
    i=i+1 
       
      i=0 
      aux=[] 
      betw_nod_cont=[] 
      while i<n_nodes: 
   aux=[] 
   for k in nodes_cont[i]: 
    aux.append(ll_betw[k]) 
   betw_nod_cont.append(aux) 
   i=i+1 
       
      i=0 
      links_xarxa_gradient=[] 
      while i<n_nodes: 
         if len(nodes_cont[i])>0: 
       bet_max=max(betw_nod_cont[i]) 
       if bet_max>=ll_betw[i]: 
          num_nodes_max=betw_nod_cont[i].count(bet_max) 
          pos_aux=0 
          while num_nodes_max>0: 
             posicio_bet_max=betw_nod_cont[i].index(bet_max, pos_aux) 
             pos_aux=posicio_bet_max+1 
             nod_bet_max=nodes_cont[i][posicio_bet_max] 
             gradient=[i, nod_bet_max] 
             links_xarxa_gradient.append(gradient) 
             num_nodes_max=num_nodes_max-1 
          if bet_max==ll_betw[i]: 
             gradient=[i, i] 
             links_xarxa_gradient.append(gradient) 
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       else:  
          gradient=[i, i] 
          links_xarxa_gradient.append(gradient) 
    else: 
       gradient=[i,i] 
       links_xarxa_gradient.append(gradient) 
    i=i+1 
      grG=NX.XDiGraph(selfloops=True, multiedges=False) 
      llista_nodes=G.nodes() 
      grG.add_nodes_from(llista_nodes) 
      grG.add_edges_from(links_xarxa_gradient) 
      print("xarxa gradient a partir de la betweenness calculada\n") 
      return grG 
 
b) Codi de la funció que genera un graf jeràrquic determinista Hn,k. 
def graf_jerarquic(n,k): 
   """Funció que genera un graf jeràrquic H(n,k)""" 
    
   import networkx as NX 
   G=NX.Graph() 
 
   n_nodes=pow(n,k) 
   nodes=range(n_nodes) 
   G.add_nodes_from(nodes)    
 
   inici=0 
   while inici<n_nodes: 
      for u in xrange(inici,inici+n): 
         for v in xrange(u,inici+n): 
            G.add_edge(u,v) 
      inici=inici+n 
 
   i=1 
   while i<k: 
      for node in G.nodes(): 
         if(node%pow(n,i)==0 and node%pow(n,i+1)==pow(n,i)): 
            j=1 
            nod_a_enll=[] 
            nod_a_enll.append(node) 
            while j<=n-2: 
               node2=node+j*pow(n,i) 
               nod_a_enll.append(node2) 
               j=j+1 
            for u in nod_a_enll: 
               for v in nod_a_enll: 
                  if(u<v): 
                     G.add_edge(u,v) 
      i=i+1 
 
   i=2 
   while i<=k: 
      for node1 in G.nodes(): 
         if(node1%pow(n,i)==0): 
            for node2 in G.nodes(): 
               perif=True 
               j=1 
               while(j<=i and perif): 
                  if((node2/pow(n,j-1))%n==0): 
                     perif=False 
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                  j=j+1 
             
               if(node2/pow(n,i)==node1/pow(n,i) and perif): 
                  G.add_edge(node1,node2) 
 
      i=i+1 
 
   return G 
 
c) Codi d’una funció d’anàlisi de grafs: funció que analitza un graf Barabási-Albert amb el gradient a 
partir de la betweenness (modalitat 1) del mòdul analisi_grafs_1. 
def an_bar_alb_betw_1(n, m, N, arxiu): 
"""Anàlisi del graf Barabasi-Albert amb el gradient a partir de la betweenness 
modalitat 1 (gradient_betweenness_1).""" 
 
   import networkx as NX 
    
   distribucio = [] 
   distribucio_grad = [] 
   grau_max = [] 
   grau_max_grad = [] 
 
   i=0 
 
   while i<N: 
    
      G=NX.barabasi_albert_graph(n, m) 
      distribucio.append(distrib_grau(G)) 
      grau_max.append(len(distribucio[i])) 
       
      grG=gradient_betweenness_1(G) 
      distribucio_grad.append(distrib_grau(grG)) 
      grau_max_grad.append(len(distribucio_grad[i])) 
       
      i=i+1 
    
   print("\nXarxa substrat:\n") 
   print(G.info()) 
   print("\nXarxa gradient:\n") 
   print(grG.info()) 
    
   v=tractament_resultats(distribucio, distribucio_grad, grau_max, grau_max_grad, 
N, arxiu) 
   return(v) 
 
d) Part de l’anàlisi que és comuna en totes les funcions d’anàlisi de grafs, implementada en la funció 
tractament_ resultats. 
def tractament_resultats(distribucio, distribucio_grad, grau_max, grau_max_grad, 
N, arxiu): 
   """A partir dels resultats de cada distribució fa la resta de l'anàlisi"""    
    
   import csv 
    
   print("\nDistribució dels graus de la xarxa per a cada simulació:") 
   print(distribucio) 
   print("\nDistribució dels graus de la xarxa gradient per a cada simulació:") 
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   print(distribucio_grad) 
 
   """Omplim els vectors amb ceros pel final""" 
    
   maxim=max(grau_max) 
   i=0 
   while i<N: 
      j=grau_max[i] 
      while j<maxim: 
         distribucio[i].append(0) 
         j=j+1 
      i=i+1 
 
   maxim=max(grau_max_grad) 
   i=0 
   while i<N: 
      j=grau_max_grad[i] 
      while j<maxim: 
         distribucio_grad[i].append(0) 
         j=j+1 
      i=i+1 
 
   """Calculem la mitja de les distribucions""" 
    
   distribucio_mitja=[] 
   maxim=max(grau_max) 
   i=0 
   j=0 
   while j<maxim: 
      i=0 
      suma=0 
      mitja=0 
      while i<N: 
         suma=suma+distribucio[i][j] 
         i=i+1 
      mitja=float(suma)/N 
      distribucio_mitja.append(mitja) 
      j=j+1 
 
   distribucio_mitja_grad=[] 
   maxim=max(grau_max_grad) 
   i=0 
   j=0 
   while j<maxim: 
      i=0 
      suma=0 
      mitja=0 
      while i<N: 
         suma=suma+distribucio_grad[i][j] 
         i=i+1 
      mitja=float(suma)/N 
      distribucio_mitja_grad.append(mitja) 
      j=j+1 
 
   """Passem les mitjes a format string""" 
    
   distribucio_mitja_str = [] 
   distribucio_mitja_grad_str = [] 
    
   j=0 
   maxim=max(grau_max) 
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   while j<maxim: 
      cadena = str(distribucio_mitja[j]) 
      distribucio_mitja_str.append(cadena) 
      j=j+1 
       
   j=0 
   maxim=max(grau_max_grad) 
 
   while j<maxim: 
      cadena = str(distribucio_mitja_grad[j]) 
      distribucio_mitja_grad_str.append(cadena) 
      j=j+1 
       
 
   print("\nDistribució mitjana dels graus de la xarxa:") 
   print(distribucio_mitja_str) 
   print("\nDistribució mitjana dels graus de la xarxa gradient:") 
   print(distribucio_mitja_grad_str) 
   print("\n") 
    
   """Canviar els punts del decimal per comes""" 
 
   j=0 
   maxim=max(grau_max) 
    
   while j<maxim: 
      distribucio_mitja_str[j]=distribucio_mitja_str[j].replace(".",",") 
      j=j+1 
       
   j=0 
   maxim=max(grau_max_grad) 
 
   while j<maxim: 
     distribucio_mitja_grad_str[j]=distribucio_mitja_grad_str[j].replace(".",",") 
     j=j+1 
       
   res = [] 
   res_str = [] 
   res.append(distribucio_mitja) 
   res.append(distribucio_mitja_grad) 
   res_str.append(distribucio_mitja_str) 
   res_str.append(distribucio_mitja_grad_str) 
 
   """ Passar-ho a un document excel per fer els gràfics""" 
    
   class custom_dialect: 
      delimiter = ';' 
      lineterminator = '\n\n' 
 
   f=open(arxiu, "w") 
   writer=csv.writer(f,custom_dialect) 
   writer.writerows(res_str) 
   f.close() 
    
   return res
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