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Resumen
Con este trabajo se presenta la tesis realizada dentro del programa de Magister en Automatizacio´n Industrial
como uno de los requisitos para optar a este tı´tulo de posgrado.
Se describen los desarrollos de un sistema de sı´ntesis de voz artificial basado en te´cnicas hı´bridas de conca-
tenacio´n de unidades y te´cnicas de prediccio´n lineal.
El sintetizador utiliza un diccionario de dominio restringido y frases de estructura limitada, las cuales esta´n
enfocadas en las terapias de rehabilitacio´n fonoaudiolo´gica de las patologı´as de la voz y el habla, origina-
das por alteraciones fisiolo´gicas en el aparato fonoarticulatorio de pacientes con Labio y/o Paladar Hendido
corregido; se considera tambie´n, las caracterı´sticas proso´dicas de la regio´n central del paı´s.
El trabajo demostro´ que el desarrollo de la arquitectura de concatenacio´n hı´brida de unidades de frases y
palabras completas, logra conservar las caracterı´sticas proso´dicas y de identidad fone´tica. La comparacio´n
de las diferentes te´cnicas para generacio´n de voz sinte´tica, demostro´ que no es viable con una sola de ellas
generar una calidad aceptable de voz, que no cause rechazo por parte del paciente a largo plazo.
El uso de algoritmos Concatenative Length Unit Selection-CLUS, permitio´ obtener resultados satisfactorios
en la naturalidad requerida, minimizando el ruido de codificacio´n; no obstante se elevo´ el grado de compleji-
dad del sistema y el costo computacional. Para palabras aisladas no disponibles en el corpus de listas ligadas,
se recurrio´ a la implementacio´n de algoritmos Pitch Synchronous Overlap Add -PSOLA, diferentes para cada
tipo de sonido, segu´n sea sonoro o sordo.
Finalmente se comentan los resultados obtenidos, al aplicar este me´todo de generacio´n de la voz sinte´tica a
las terapias de rehabilitacio´n fonoaudiolo´gica de algunas de las patologı´as de la voz y el habla, originadas
por alteraciones en la fisiologı´a y la dina´mica muscular del aparato fonoarticulatorio en pacientes con LPH
-Labio y/o Paladar Hendido corregido, que presentan IVF -Incompetencia Velo Farı´ngea, con edades entre 5
a 15 an˜os.
Objetivos
Objetivo General
Desarrollar un sistema de sı´ntesis de voz que cumpla los requerimientos de inteligibilidad, naturalidad, costo
computacional y caracterı´sticas proso´dicas del espan˜ol hablado en la zona centro del paı´s, y que sea aplicable
a los tratamientos de rehabilitacio´n de la voz en pacientes de 5 a 15 an˜os con Labio y Paladar Hendido
corregido, que presentan Incompetencia Velo Farı´ngea.
Objetivos Especı´ficos
Extraer las caracterı´sticas fone´ticas y la prosodia particular de la lengua espan˜ola hablada en la zona
centro del paı´s para realizar la estimacio´n de los para´metros correspondientes a los alo´fonos que la
componen.
Realizar un estudio y ana´lisis comparativo de las principales metodologı´as, te´cnicas y algoritmos de
proceso en que se basa la sı´ntesis de voz artificial sobre diccionarios reducidos de palabras.
Realizar una metodologı´a de evaluacio´n de los algoritmos de sı´ntesis seleccionados, luego de su ade-
cuacio´n a las caracterı´sticas proso´dicas particulares.
Evaluar el desempen˜o del sistema de sı´ntesis desarrollado, al ser aplicado a las terapias de rehabilitacio´n
de la voz, en menores con LPH corregido.
Introduccio´n
Luego de la correccio´n quiru´rgica del LPH, generalmente los pacientes presentan insuficiencias como la
IVF, problemas de resonancia y emisio´n vocal (hiponasalidad, hipernasalidad, soplo respiratorio y golpe
glo´tico[56]), las cuales provocan que la voz de estos pacientes tenga baja inteligibilidad, causando altera-
ciones en la comunicacio´n[47]. El tratamiento con especialistas o fonoaudiologos es generalmente largo,
personalizado y por tanto costoso. Mediante la investigacio´n y uso de las llamadas Tecnologı´as de la Len-
gua e integrando especialistas en medicina, fonoaudiologia, electro´nica entre otras; se avanza en el campo
tecnolo´gico al proponer una alternativa diferente a los actuales me´todos; abriendo nuevos espacios al incluir
herramientas computacionales, que establezcan bases para el desarrollo de terapias innovadoras tecnolo´gica-
mente, brindando a los especialistas y familiares de los pacientes, mayor efectividad en el proceso, aumento
de cobertura y disminucio´n de costos.
Con este trabajo se desea profundizar o realizar una primera etapa de acercamiento y experimentacio´n para
medir en el grado de complejidad, acotabilidad, flexibilidad, robustez, rendimiento y aplicabilidad, que puede
presentar una aplicacio´n basada en las tecnologı´as de la lengua y en particular los sistemas de sı´ntesis de voz,
como me´todo de tratamiento complementario a las terapias actualmente utilizadas en la rehabilitacio´n de la
voz de menores con LPH corregido que presenten IVF y que provea retroalimentacio´n de errores del paciente
al hablar y un ana´lisis explı´cito de la pronunciacio´n correcta. El trabajo propuesto, trata una metodologı´a
lu´dica, de manejo personal o que puede ser orientada por un familiar o tutor del nin˜o desde su hogar, con
supervisio´n perio´dica del profesional fonoaudio´logo, con lo cual se estima una disminucio´n en el tiempo de
rehabilitacio´n del nin˜o.
La composicio´n de este trabajo es como sigue: El capı´tulo uno introduce a la teorı´a ba´sica de las llamadas
Tecnologı´as de la Lengua y explica los Sistemas de Sı´ntesis de Voz. El capı´tulo dos, describe las clases y
me´todos ma´s comunes para generar la voz sinte´tica y las formas de evaluacio´n. El capı´tulo tres se refiere a los
diferentes aspectos relacionados con la malformacio´n de Labio y Paladar Hendido y los tratamientos fono-
audiolo´gicos postquiru´rgicos. Luego, en el capı´tulo cuatro se explica el disen˜o del experimento que incluye
las bases de datos utilizadas y los modelos de sı´ntesis aplicados. Finalmente se presenta las conclusiones
del trabajo de acuerdo a los resultados obtenidos y se proponen posibles mejoras y desarrollos futuros. La
descripcio´n de la interfaz gra´fica se presenta en los anexos.
Capı´tulo 1
Sı´ntesis de voz
Los avances tecnolo´gicos han hecho posible la reproduccio´n de la voz a trave´s de ma´quinas, permitiendo
gran cantidad de aplicaciones. Existen mu´ltiples empresas encargadas del desarrollo de estos sistemas con
orientaciones comerciales, sociales o humanitarias, las ma´s usadas comu´nmente son: en la ensen˜anza[31]
[53], aprendizaje de idiomas foraneos[39], comunicacio´n para personas con problemas de escucha, ayuda de
incapacitados, interfaces orales[19],[20],[65], guı´as virtuales, robo´tica, domo´tica, medicina y entretenimien-
to. Dentro de las aplicaciones en telecomunicaciones e informa´tica esta´n: transmisio´n de la voz con bajas
tasas de bits[46], integracio´n de voz y datos en redes de comunicacio´n[19], sistemas de respuesta y de reco-
nocimiento de voz[23],identificacio´n de personas a trave´s de su huella de voz [14], adaptacio´n de sistemas de
voz a variaciones ambientales, servicios automa´ticos de telefonı´a[41], entre muchos otros.
Sin embargo, es necesario una mejora sustancial en los sistemas de ana´lisis sinta´ctico, se requieren elevados
conocimientos lingu¨ı´sticos y sema´nticos[44][43], grandes estructuras de datos [28] y programas para lograr
un progreso mayor, en muchos idiomas en los cuales se esta´n implementando los sistemas conversacionales.
En cuanto al ana´lisis lingu¨ı´stico, se sigue trabajando para llegar a un profundo conocimiento del idioma[61].
Un problema importante, surge al contemplar la creacio´n de los sistemas de reglas naturales que manejan
estructuras articulatorias; los me´todos de ana´lisis secuencial esta´n siendo sustituidos por otros que utilizan
te´cnicas de procesamiento paralelo para la comprensio´n del lenguaje natural, ası´ como por me´todos de ana´li-
sis recurrentes y cı´clicos[12].
Tambie´n se esta´n desarrollando investigaciones en campos de la inteligencia artificial, algoritmos de apren-
dizaje, redes neuronales, nuevos me´todos de ana´lisis/sı´ntesis y desarrollo de hardware, para procesamiento
digital de sen˜ales de voz[10]. En aplicaciones comerciales, se intenta llegar a un compromiso entre calidad
de la voz sintetizada y nu´mero de conversiones simulta´neas que puede realizar el equipo.
El Habla
El habla es definida como el vehı´culo natural de la comunicacio´n, la realizacio´n acu´stica, estructura lingu¨ı´stica
(le´xico, sintaxis, sema´ntica, pragma´tica) y factores humanos, son los responsables de la naturaleza dada al
mensaje [2].
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Dentro de los elementos de la comunicacio´n consideramos los siguientes:
La Emisio´n: El locutor debe tener cuidado con aspectos relacionados con la produccio´n de la voz,
aspectos socio-lingu¨ı´sticos y emocionales.
La Recepcio´n: El oyente tiene en cuenta las caracterı´sticas de percepcio´n y calidad del habla.
Canal de comunicacio´n: Que adema´s incluye el ambiente, los terminales y el medio o canal de trans-
misio´n.
Otras propiedades relevantes del habla son: que es estructuralmente muy compleja, con extrema variedad y
de estudio interdiciplinar.
1.1. Tecnologı´as del habla
Actualmente las Tecnologı´as del Habla o de la Lengua, incluyen un abanico de te´cnicas encaminadas a fa-
cilitar la comunicacio´n oral entre humanos o con ma´quinas. Todas ellas y en particular la Sı´ntesis de Voz,
requieren conocimientos de diferentes disciplinas, entre ellas, te´cnicas de tratamiento digital de sen˜ales,
conocimiento de sistemas operativos, lenguajes de programacio´n, electro´nica ana´loga para audio; adema´s
profundizar en las ciencias de la fonoaudiologı´a y la fone´tica (morfologı´a y sintaxis), las cuales no son fa´cil-
mente formalizadas para su tratamiento automa´tico en computadores [3].
Dentro de las Tecnologı´as del Habla, se esta´n desarrollado investigaciones y equipos de apoyo a la rehabili-
tacio´n de la voz que permiten entrenar aspectos como la prosodia o la articulacio´n de fonemas y trastornos
en la emisio´n de la voz o disfonı´a [3]. Los retos actuales en las tecnologı´as del habla son:
Robustez
Dia´logo esponta´neo
Multimodalidad
Multilingualidad
Verificacio´n del locutor
Identificacio´n del idioma
Reconocimiento de emociones
Restan muchos avances por realizar, tanto teo´ricos como pra´cticos, entre ellos, el desarrollo e integracio´n de
los conocimientos en las disciplinas relacionadas, el estudio de factores humanos, desarrollo de servicios de
valor an˜adido sobre la red telefo´nica y aplicaciones para ofima´tica, domo´tica, automo´vil y multimedia.
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Segu´n Rubio en [7], se pueden distinguir en la actualidad al menos 8 tecnologı´as:
1. Procesamiento del lenguaje natural
Estas te´cnicas reu´nen todos los procesamientos que trabajan con el lenguaje escrito, actualmente se en-
cuentran aplicaciones como por ejemplo: revisores gramaticales de procesadores de texto[31] y motores de
bu´squeda en la Red[69].
2. Codificacio´n de voz
Estas te´cnicas se relacionan con la representacio´n digital de la sen˜al de voz, con objeto de reducir al ma´ximo
la ocupacio´n de los canales de transmisio´n o de los medios de almacenamiento, manteniendo la ma´xima
calidad, unos ejemplos son la transmisio´n de voz en GSM[22] o los formatos de compresio´n MP3[51].
Las herramientas en que se basa, incluyen la cuantificacio´n adaptiva, la cuantificacio´n vectorial, explotacio´n
de la correlacio´n, uso de modelos de produccio´n de la voz y el uso de modelos de percepcio´n. La valoracio´n
de estos sistemas se pude realizar de dos formas [2]]:
Valoracio´n de la Inteligibilidad: La te´cnica ma´s usada es el test (Diagnostic Rhyme Test)- DRT.
Valoracio´n de la Calidad: En este aspecto tambie´n son muy usados los me´todos subjetivos como el
(Mean Opinion Score)- MOS.
Otros de los requisitos de estos sistemas de codificacio´n, tienen que ver con el retardo reducido, la conecta-
bilidad en tandem, la Robustez frente a errores en la transmisio´n y la capacidad de manejo de otras sen˜ales.
Como principales aplicaciones se tienen los contestadores automa´ticos[51], mensajerı´a oral [41], sistemas de
respuesta oral [41], seguridad[42], teleconferencia[27], telefonı´a para radiodifusio´n[22], multimedia[66], TV
de alta definicio´n [31], entre muchas otras.
3. Sı´ntesis de voz
Tambie´n conocida como las te´cnicas (Text to Speech) - TTS. La reconstruccio´n de la voz que ha sido codifica-
da (sı´ntesis a partir de para´metros extraı´dos en el proceso de codificacio´n) es la conversio´n de un texto escrito
en voz lo ma´s parecido a la humana posible, sus aplicaciones se encuentran en los casos en que se pretende
que una ma´quina proporcione verbalmente algu´n tipo de informacio´n.
4. Reconocimiento automa´tico del habla
De mayor dificultad te´cnica, porque se desconoce el funcionamiento del cerebro humano y por la incapacidad
(desde el punto de vista de la inteligencia) del computador, de comprender el mensaje emitido, son amplias
sus aplicaciones aunque en la actualidad no se usan de forma generalizada principalmente por el rechazo del
publico ha hablar con una ma´quina [2]. En la figura 1.1 podemos ver el modelo general para un sistema de
reconocimiento.
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Figura 1.1: Modelo general de sistema de reconocimiento.
Para el reconocimiento del habla, se deben tener en cuenta dos aspectos:
Reconocimiento de voz: para conversio´n de voz a texto (fone´tica, le´xica y sinta´ctica).
Comprensio´n del habla: Para obtener el significado de la voz (fone´tica, sema´ntica, le´xica, pragma´tica,
sinta´ctica).
Los factores clave para este tipo de tecnologı´a del habla son, el ambiente (Canal), el conjunto de usuarios, el
modo de elocucio´n, el vocabulario y la complejidad de la tarea.
Requerimientos
Para las aplicaciones de estos sistemas, se tienen en cuenta los siguientes requerimientos[65]:
Requerimientos al sistema: robustez, uso amistoso, tasa de error reducida, trabajo en tiempo real.
Requerimientos a la tarea: aporte de un beneficio real al usuario, tolerancia a los errores, posibilidad
de confirmacio´n.
Aplicaciones[20]
Dicta´fono: Adaptado al locutor, vocabulario ampliable, habla fluida.
Interfaces orales:
• Ventajas: libera manos y ojos, multimodalidad
• Inconvenientes: interferencias, errores
• Aplicaciones: acceso al computador, control de herramientas, domo´tica.
Servicios telefo´nicos:Acceso a informacio´n, encuestas, transacciones comerciales (banca electro´nica),
telecompra, centralitas.
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Atenciones especiales: Control de ayudas, acceso a nuevos servicios (conversacio´n entre un ciego y
un sordo), localizacio´n de objetos, monitorizacio´n.
En la figura 1.2 se detalla el diagrama de bloques completo del sistema de reconocimiento automa´tico del
habla.
Figura 1.2: Diagrama de bloques en detalle del sistema de reconocimiento automa´tico del habla.
5. Identificacio´n o Verificacio´n del locutor
Dos propo´sitos: identificar al locutor entre un grupo de locutores conocidos (Identificacio´n de locutor), o ve-
rificar que se trata de un locutor determinado (verificacio´n de locutor). Entre las aplicaciones esta´n el acceso
restringido a instalaciones o a servicios remotos vı´a telefo´nica[66].
6. Identificacio´n del lenguaje
Dentro de esta categorı´a se encuentran las aplicaciones que identifican automa´ticamente el lenguaje utilizado
por el locutor, de entre un conjunto de lenguajes posibles conocidos; las aplicaciones van, desde ayuda a
sistemas de reconocimiento para permitir usar modelos de lenguaje y acu´sticos correspondientes al lenguaje
empleado[53], hasta deteccio´n y grabacio´n de conversaciones telefo´nicas realizadas en determinados idiomas.
7. Sistemas de dia´logo
Sistemas disen˜ados para ser capaces de interactuar con un humano, de forma que se emule un dia´logo condu-
cente a conseguir una informacio´n o accio´n determinada de parte del computador[20], el mo´dulo principal de
estos sistemas es un control de dia´logo, que usa los resultados de un sistema de reconocimiento, procesamien-
to de lenguaje natural y te´cnicas de comprensio´n, para tratar de comprender la intencio´n del locutor humano,
el manejo de bases de datos adecuadas al problema y la sı´ntesis de voz. Las aplicaciones son variadas, y
van desde reserva de billetes en agencias de viaje[23], informacio´n oral telefo´nica, consulta de calificaciones
obtenidas por alumnos[65].
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8. Traduccio´n automa´tica voz a voz
Estos sistemas comprenden una frase emitida en un idioma para su posterior traduccio´n y pronunciamiento
en un idioma diferente, las aplicaciones se encaminan a mantener una conversacio´n con cualquier persona
del mundo si la necesidad de conocer su idioma[51].
1.2. Estado del arte
La utilizacio´n de los sistemas de sı´ntesis en aplicaciones comerciales es cada vez mayor y se preve´ que vaya
en aumento. Una prueba de ello es la existencia de empresas dedicadas a la fabricacio´n de estos sistemas,
como por ejemplo Lernaut& Huspie[51], que disen˜a conversores para una variedad de idiomas, o elGrupo de
Tecnologı´a del Habla de Telefo´nica I+D [17]. Tambie´n hay que citar a las Universidades, tanto espan˜olas [60]
como del resto de paı´ses europeos (Francia, Be´lgica, Inglaterra,etc.), que llevan a cabo importantes labores
de investigacio´n en este campo y aplican los resultados a sistemas concretos.
En lo que se refiere a la inteligibilidad, se puede decir que los sistemas actuales han alcanzado un nivel sufi-
ciente para ser entendidos por cualquier persona, incluso a trave´s de una lı´nea telefo´nica[15]. Esto u´ltimo ha
supuesto una dificultad agregada, ya que el canal telefo´nico distorsiona en cierta medida la sen˜al que trans-
porta [45].
Los investigadores que trabajan en en el campo de la sı´ntesis de voz, se encaminan en buena medida a
construir sistemas de alta calidad, es decir, que produzcan voz no solamente inteligible, sino natural (que se
asemeje a la producida por un ser humano). Estas intenciones han sido motivadas por los avances en el pro-
cesamiento de sen˜ales y del lenguaje, debidos principalmente a la disponibilidad de poderosos computadores
a bajo costo en los an˜os recientes.
Actualmente se realizan estudios ma´s detallados sobre las caracterı´sticas lingu¨ı´sticas orientadas a la sı´ntesis
de voz, es el caso de laUniversidad de Birmingham, la cual ha realizado investigaciones acerca de los acentos
del ingle´s americano y del ingle´s Europeo[70]. Sin embargo, no es fa´cil conseguir trabajos recientes sobre
lingu¨ı´stica y fone´tica del espan˜ol, lo cual dificulta au´n ma´s, la construccio´n de modelos proso´dicos (informa-
cio´n sobre tono, ritmo, intensidad) ma´s completos. Consecuentemente, hay poca informacio´n sobre diversos
aspectos lingu¨ı´sticos del espan˜ol en Colombia. Algunos estudios recientes para la produccio´n de reglas fo-
nolo´gicas en espan˜ol, son los tratados por (Asenjo,2001)[6],Meza,1999[50], Llisterry,1999[43] [44], quienes
aseguran que en el espan˜ol se estudian diferentes aspectos acu´sticos por separado, dando lugar a varias lı´neas
paralelas de investigacio´n, a saber: desarrollo de un modelo para la asignacio´n de curvas melo´dicas en la lec-
tura de textos del espan˜ol, desarrollo de un modelo de la duracio´n de los elementos segmentales del espan˜ol
en lectura, desarrollo de un modelo de asignacio´n de pausas y de su duracio´n en lectura, desarrollo de un
modelo de la intensidad de los elementos segmentales en lectura del espan˜ol.
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Son muchas las universidades, institutos y empresas, que consecuentes con importancia de las te´cnicas de
voz, participan en proyectos de realizacio´n de sintetizadores de diferentes tipos, muchos de los cuales se
convierten en prototipos industriales y en productos finales. Actualmente existen muchos sistemas de TTS
enfocados a aplicaciones comerciales, la mayorı´a de e´stos sistemas se han desarrollado en el idioma ingle´s.
Una amplia coleccio´n de muestras de resultados de sintetizadores de voz, se puede encontrar en (Mo¨hler,
2001) [51]. Entre algunos desarrollos de importancia en la actualidad esta´n:
Sistema STAC, sistema de dia´logo desarrollado en la Universidad de Granada - Espan˜a con objeto de
consulta de calificaciones obtenidas por los alumnos [1].
The MBROLA PROJECT, desarrollado por TCTS Lab de la Facultad Polite´cnica de Mons - Be´lgica
[18].
Proyecto Vocaloid, desarrollado por Yamaha [51], que ha resuelto ba´sicamente el problema de la pro-
sodia al sintetizar voz cantada, la partitura de una cancio´n fija, no so´lo la letra (el texto a pronunciar),
sino tambie´n el patro´n de pitch a utilizar (las notas musicales) y las duraciones de cada uno de los
fonemas importantes (valor de las notas). De esta forma el sonido sintetizado es bastante parecido al
humano real.
Sistema York Talk, desarrollado por la universidad de York, empleando la sı´ntesis de Klatt.
DecTalk, desarrollado por Fonix, que emplea la sı´ntesis por formantes.
Sistema Festival, sistema de la sı´ntesis de discurso desarrollado por la CSTR, Edimburgo [13]
Whistler TTS, sı´ntesis deMicrosoft
ProSYNTH, herramienta construida por la Universidad de Cambridge.
TTS Espan˜ol, resultado de las investigaciones del Grupo de la Tecnologı´a Del Discurso Espan˜ol.
IPOX y SVOX, conversores de texto a voz - TTS desarrollados en alema´n.
Algunos organismos y asociaciones creados a fin de estudiar y recopilar informacio´n y desarrollos en sı´ntesis
de voz son:
La European Language Resources Association - ERLA, se dedica a recopilar recursos de todo tipo
relacionados con las tecnologı´as del habla y a distribuirlos a trave´s de su agencia ELDA.
ELSNET, es una red de centros de investigacio´n que esta´ financiada por la Union Europea.
International Speech Communication Association - ISCA, nacio´ como European Speech Communica-
tion Association - ESCA y es una asociacio´n cientı´fica a la que pertenecen la mayorı´a de los investiga-
dores en este campo en Europa y el resto del mundo.
8
Capı´tulo 1. Sı´ntesis de voz
Ministerio de Ciencia y Tecnologı´a de Espan˜a, financia la investigacio´n en este terreno, a trave´s de los
programas TIC, financia la Red Tema´tica en Tecnologı´as del Habla y participa en proyectos europeos
de coordinacio´n de la polı´tica cientı´fica en esta materia.
Red Tema´tica en Tecnologı´as del Habla, incorpora a la mayorı´a de los investigadores en sı´ntesis de
voz, en Espan˜a principalmente.
Sociedad Espan˜ola de Procesamiento del lenguaje Natural- SEPLN, trata de profundizar en todos los
aspectos relacionados con el procesamiento del lenguaje escrito.
Sociedad Espan˜ola de Acu´stica Forence - SEAF, trata de sentar las bases te´cnicas y un cuerpo de doc-
trina basado en ellas, que permita a la judicatura utilizar correctamente este tipo de informes te´cnicos.
Departamento de Industria del Gobierno Vasco - CVC, trabaja en el desarrollo de una plataforma
comercial llamada Natural Vox, en cooperacio´n con la sociedad ano´nima seccio´n de Control Visio´n
Computer S.A[17]
Grupo de Tecnologı´a del Habla de Telefo´nica I+D, ha desarrollado un conversor texto-voz para los
distintos idiomas oficiales espan˜oles.
La Pontificia Universidad Javeriana de Colombia, en el Departamento de Electro´nica, ha realizado
trabajos, entre los que se encuentran: una interfaz dato parlante con capacidad de unio´n de fonemas en
el espan˜ol (Rangel y Rico,1998) [62], la conversio´n semiautoma´tica de texto a descripcio´n fone´tica en
el idioma Espan˜ol (Parra e Infante,2000)[38], un simulador de sı´ntesis de voz para el idioma Espan˜ol
(Hoyos, 2000)[33] y una evaluacio´n de me´todos de sı´ntesis de voz para el idioma Espan˜ol (Bacca y
Sarmiento, 2000)[64] y u´ltimamente un simulador de sı´ntesis de voz utilizando el me´todo hı´brido-
armo´nico estoca´stico de excitacio´n multibanda (Carmona 2003)[13].
Entre las empresas e institutos comerciales, que actualmente se encuentran en la investigacio´n y desarrollo
de e´stos tipos de software dedicados al habla, se encuentran ATR, CHATR, Grupo de Productos Avanzado del
Discurso de AT&T, Area de Sı´ntesis Text-to-Speech de los Laboratorios Bell, truetalk entropic (TTS comer-
cial) y EUROVOCS, que ha sido desarrollado principalmente en Japone´s, Ingle´s, Alema´n, Espan˜ol y France´s.
Tendencias de la sı´ntesis de voz a futuro
El inmenso desarrollo que posee la tecnologı´a multimedia hoy en dı´a, garantiza un promisorio desarrollo en
todas las aplicaciones donde se necesite voz sintetizada. Con el avance de la microelectro´nica se simplifi-
cara´ el uso de las tecnologı´as conversacionales.
La voz sera´ un componente necesario como perife´rico en muchas ma´quinas que necesiten interfase de salida
con los humanos, como por ejemplo, en aplicaciones de electrodome´sticos. Posiblemente con el desarrollo
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de las diversas te´cnicas, se use la sı´ntesis y el reconocimiento simulta´neamente para generar sistemas conver-
sacionales que proporcionen una mejor calidad de vida.
Algunas aplicaciones descargables
En la web se pueden encontrar buenos ejemplos de sintetizadores de voz, algunos de ellos descargables, entre
ellos:
http://www.conversa.com, sistema de dia´logo porta´til,
http://actor.loquendo.com/actordemo/defaul.asp?language=en, demos de sı´ntesis de voz en varios idio-
mas.
http://www.cepstral.com/cgi-bin./downloads, demos descargables de sintetizadores en varios idiomas.
http://www.speech.cs.cmu.edu/hepaestus.html. pa´gina de la Carnegie Mellon University, con demos y
descargables (sı´ntesis y reconocimiento)
http://cslu.cse.ogi.edu/tts/index.html, demo descargable del sintetizador Festival del Oregon Graduate
Institute
http://www.w3.org/TR/2004/REC-speech-synthesis-20040907, define el Speech Synthesis Markup Lan-
guage - SSML
http://www.w3.org/TR/2004/REC-voicexm120-20040316, define el Voice eXtensible Markup Langua-
ge - VXML.
1.3. Modelo de produccio´n de la voz
El progreso en este campo ha sido posible gracias a importantes avances en la teorı´a lingu¨ı´stica, en el modela-
do acu´stico-fone´tico de los sonidos y en el disen˜o de los computadores, tanto a nivel software como hardware.
En la figura 1.3 se muestra el modelo sencillo de produccio´n de la voz.
En la figura, el factor G controla el volumen general del sonido producido y el filtro de caracterı´sticas variables
modela la onda para la produccio´n de los diferentes sonidos.
Para sintetizar un sonido con este modelo, se debe generar los pulsos con una frecuencia fundamental y
ganancia adecuadas, luego se hace pasar la sen˜al por un filtro con caracterı´sticas necesarias para producir ese
sonido. Un esquema multipulso con un filtro obtenido a partir de ana´lisis de sonidos reales da una calidad
perceptual satisfactoria.
El modelo ba´sico de produccio´n de la voz, incluye una representacio´n de los elementos principales en la
generacio´n del sonido en el cuerpo humano [7]. Los pulmones son la fuente de presio´n controlada que excita
las cuerdas vocales (para sonidos sonoros) o que producen un ruido en alguna constriccio´n del tracto vocal
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Figura 1.3: Modelo sencillo de produccio´n de la voz.
(sonidos sordos). El aire a presio´n que producen los pulmones al pasar por las cuerdas vocales, genera la
excitacio´n necesaria para producir el sonido. La frecuencia a la que vibran las cuerdas vocales es la llamada
frecuencia fundamental o pitch. Cuando las cuerdas vocales no vibran se producen los sonidos sordos, estos
sonidos se generan al pasar el aire por algu´n estrechamiento como entre los labios y los dientes.
La produccio´n de los diferentes sonidos se da cuando la forma de onda sonora generada por la excitacio´n, se
modifica de acuerdo a la forma de la boca, la posicio´n de la lengua, los labios y el velo del paladar.
1.4. Sistemas Text To Speech -TTS
El tipo ma´s generalizado dentro de los sistemas de Sı´ntesis de Voz son los Sistemas Texto a Voz o´ Text to Spee-
ch-TTS. Estos se definen como la produccio´n de habla por ma´quinas, por medio de la fonetizacio´n automa´tica
de las frases a pronunciar [6].
Los conversores de texto a voz, buscan producir mensajes inteligibles y en lo posible con sonido natural.
El sistema debe ser capaz de recibir cualquier texto escrito como entrada y producir una sen˜al de voz como
salida correspondiente al texto, es decir, debe poder leer en voz alta. Una simple descripcio´n de los pasos de
un sistema TTS es el de la figura 1.4
1.Procesamiento del lenguaje natural - NLP: En esta etapa se generan la descripcio´n fone´tica o listado de
alofo´nos y la descripcio´n proso´dica. Se requiere el uso de formalismos lingu¨ı´sticos, ma´quinas de inferencia e
inferencias lo´gicas.
2.Procesamiento digital de la sen˜al - DSP: Es realmente la etapa donde se genera la voz sinte´tica a partir de
los modelos matema´ticos, los algoritmos, los ca´lculos y computacionales.
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Figura 1.4: Pasos de un sistema TTS
Hoy dı´a existen conversores texto-voz de alta inteligibilidad en la mayorı´a de los idiomas (ingle´s, france´s,
alema´n, espan˜ol, portugue´s)[68]. El reto actual de los conversores TTS es la naturalidad, conseguir que la voz
sinte´tica suene lo ma´s parecido a la voz humana; la voz generada por estos sistemas suena artificial y es la
principal causa de rechazo por parte del pu´blico general.
1.5. Produccio´n de voz sinte´tica
En la figura 1.5, se representa el diagrama de bloques general de un sistema de sı´ntesis. Para la produccio´n
de la voz sinte´tica, es necesario generar una descripcio´n fone´tica del texto a pronunciar, incluyendo una
transformacio´n letra a sonido e informacio´n sobre la entonacio´n y el ritmo de las frases (informacio´n que no
esta´ especificada explı´citamente en el texto a ser leı´do) [21].
Es fundamental el proceso del texto escrito para generar una descripcio´n fone´tica del mismo, ya que el habla
tiene mayor riqueza de componentes que un texto, y por lo tanto se busca mediante la descripcio´n, propor-
cionar la informacio´n necesaria para producir los sonidos adecuados que el texto so´lo no brinda.
Un mo´dulo de sı´ntesis de voz comprende dos partes principales:
Texto a segmentar: Ana´lisis del texto de entrada, para determinar la estructura de la oracio´n o frase,
que se dividira´ en segmentos.
Segmentos a voz: Cambio de la presentacio´n de texto, a la composicio´n fone´tica o grupo fo´nico del
segmento escogido, para generar unos tipos ideales de sonidos.
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Figura 1.5: Sistema de sı´ntesis de voz
Caracterizaciones de la voz para su generacio´n sinte´tica
En general hay dos procesos fundamentales par la produccio´n de la voz sinte´tica:
1. Procesado Lingu¨ı´stico-Proso´dico
Se refiere a la composicio´n fone´tica de cada palabra; el lector humano introduce la informacio´n segmental
que se encuentra ligada con los sonidos articulados por el propio locutor pudiendo generar fonemas variados;
cada idioma tiene sonidos ideales para la comprensio´n del lenguaje hablado. En [38] se propone el algoritmo
de la figura 1.6 para el procesado lingu¨ı´stico. Dentro del proceso Lingu¨ı´stico se pueden encontrar las siguien-
tes caracterizaciones:
Caracterizaciones a nivel fone´tico: Existen tres caracterı´sticas principales que hacen parte del nivel fone´tico
1. Fisiologı´a de trato vocal
2. Descripcio´n fone´tica, referente al Alfabeto Fone´tico Internacional
3. Fone´tica articulatoria, algunos ejemplos: son vocales fricativas, plosivas, lı´quidas, diptongos y africa-
tivas
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Figura 1.6: Procesado lingu¨ı´stico
Caracterizaciones a nivel fonolo´gico (fone´tica funcional): A nivel fonolo´gico tendremos en cuenta los fone-
mas, ellos son las unidades lingu¨ı´sticas por excelencia, corresponden a la menor unidad contrastante en una
lengua.
Dependiendo de la articulacio´n, se pueden clasificar los fonemas como fones o´ alofones, adema´s juntando
uno con otro, pueden asimilarse, reducirse y coarticularse.
Otra caracterı´stica particular del nivel fonolo´gico hace referencia a la prosodia, que proporciona el ritmo y la
melodı´a al lenguaje.
Caracterizaciones a nivel morfolo´gico: dentro de este nivel se encuentran:
Los prefijos y sufijos
Las conjugaciones
Las terminaciones plurales, aumentativos, etc.
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Caracterizaciones a nivel sinta´ctico: Hace referencia a la correcta expresio´n de una frase, se debe primero
determinar ,¿Que´ es una frase correcta? y cuales son las ambigu¨edades que se pueden encontrar, por ejemplo
la expresio´n:
¿Co´mo como ? Como como, como.
Caracterizaciones a nivel sema´ntico: El siguiente ejemplo describe las caracterı´sticas sema´nticas :
Maria no vino a Puebla por avio´n.
Esta oracio´n puede tener varios significados, por ejemplo:
Alguna otra persona vino
Maria en verdad volvio´ de Puebla por avio´n
Maria ha ido a otro lugar
Maria vino a Puebla por autobu´s
Caracterizaciones a nivel de discurso o pragma´tico: Dentro de las caracterı´sticas pragma´ticas, se incluye la
dependencia de contexto, es decir, frases de duplo sentido, dependiendo del contexto en las que se encuentren.
2. Proceso a nivel acu´stico
El primer proceso para generar la voz sinte´tica hace referencia al nivel acu´stico, dentro de este nivel se suele
caracterizar la voz en sus pedazos vocalizados y no vocalizados. Hay cuatro etapas principales:
1. Capturar la sen˜al analo´gica, comu´nmente esta captura se realiza a trave´s del micro´fono.
2. Digitalizacio´n de la sen˜al ana´loga, filtrar con filtro pasa bajas, muestrear, cuantizar.
3. Ana´lisis de las sen˜ales digitales, teniendo en cuenta tres caracterı´sticas particulares de la voz: la fre-
cuencia fundamental (F0) o´ (pitch), la intensidad (sonoridad) y la distribucio´n espectral (timbre)
4. Herramientas, la principal herramienta para proceso de sen˜al de voz es la Transformada Discreta de
Fourier -(DFT), para obtener la envolvente espectral (formantes y antiformantes, evolucio´n temporal
del sonido, frecuencias centrales en anchos de banda - timbre) y el espectrograma.
En el proceso acu´stico, se realiza la transformacio´n de la composicio´n fone´tica y su representacio´n lingu¨ı´stica
abstracta en voz, en otras palabras, convierte la cadena fone´tica y las variables proso´dicas en la forma de onda
relacionada a la voz sintetizada. En el proceso acu´stico, se encuentra la informacio´n sobre los sonidos que
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Figura 1.7: Proceso acu´stico.
hay que producir y como producirlos. El diagrama de bloques de este paso se presenta en la figura 1.7.
Se distinguen dos tipos de informacio´n importantes:
La informacio´n segmental: Se refiere a la cadena alo´fonos (variacio´n en punto, modo y cara´cter sor-
do/sonoro de un mismo fonema)
La informacio´n suprasegmental: que hace referencia a tres caracterı´sticas ba´sicas: la prosodia, la evolu-
cio´n F0 o frecuencia fundamental con que varı´an las cuerdas vocales, la duracio´n segmental del alo´fono
y la curva de energı´a.
Dos pasos se distinguen en el proceso acu´stico: la generacio´n de sonidos, que posee la informacio´n de los
sonidos a sintetizar a partir de una representacio´n parame´trica de e´stos, y la concatenacio´n de unidades y
produccio´n de la voz, que es unio´n, generacio´n y modificacio´n de los para´metros acu´sticos de los diversos
sonidos; ası´ entre mejor se realice el proceso acu´stico sera´ menos molesto para el oı´do humano.
1.6. Prosodia
Los aspectos proso´dicos son informacio´n que poseen los sonidos que genera el hablante. Es fundamental
para enfatizar los trechos ma´s importantes y disminuir el rechazo por parte del pu´blico, producir habla menos
robo´tica, sin embargo, tambie´n se ha comentado el hecho de que transmitir emocio´n en habla sinte´tica es muy
difı´cil, para lograrlo se debe trabajar mucho ma´s los elementos de prosodia.
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La prosodia es el elemento humano de la sı´ntesis ma´s complicado, actualmente las investigaciones se con-
centran en extraccio´n automa´tica de la prosodia a partir de exa´menes de grandes textos leı´dos por diversos
locutores[12]. Entre los elementos proso´dicos esta´n:
Elementos Lingu¨ı´sticos: Son intrı´nsecos del lenguaje, como la modalidad, el acento, el e´nfasis. Por
ejemplo, al disminuir frecuencia antes del punto final, se varia la intencio´n del mensaje.
Emocionales: caracterı´sticas y estado de a´nimo del lector, dentro de ellos se encuentran el dar refuer-
zo, en otras palabras, hablar ma´s despacio, aumentar el esfuerzo de las sı´labas to´nicas para dar ma´s
sentimiento
Para-lingu¨ı´sticos: Referentes a la calidad de la voz
Como se ha mencionado, el habla incorpora cambios de entonacio´n y melodı´a al variar, para el ajuste proso´di-
co se deben tener en cuenta cuatro factores importantes:
La evolucio´n temporal de la frecuencia fundamental F0
La duracio´n de los segmentos
La curva de energı´a de la sen˜al acu´stica.
La amplitud
Para an˜adir la prosodia a la voz sintetizada, se registran las duraciones (la duracio´n es igual a la duracio´n
ba´sica ma´s la alteracio´n proso´dica), con respecto a la frecuencia fundamental, se debe registrar valor en el
inicio y final de la sı´laba, hacer una ejecucio´n interpolada linealmente: en los difonemas, hay necesidad de
tener marcas de fin de sı´laba. Algunas de las consideraciones a tener en cuenta para generar la prosodia ba´sica
intuitiva para el espan˜ol son:
Antes de un punto final, a partir de la u´ltima sı´laba to´nica, se recomienda disminuir el pitch.
Antes de una coma, a partir de la u´ltima sı´laba to´nica, se recomienda aumentar el pitch.
Si la frase es terminada por una interrogacio´n, y si empieza por quie´n, que´, do´nde, etc., se recomienda
decrecer el pitch, de lo contrario aumentar el pitch.
Si la frase es terminada en una exclamacio´n, el habla suena ma´s despacio hasta el primer substantivo o
verbo en pitch ma´s alto y despue´s, se disminuye el pitch.
Modelos de entonacio´n
Los principales modelos de entonacio´n son:
1. Acu´sticos: como el modelo deFujisaki[11].
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2. Perceptuales: los modelos IPO [59]
3. Lingu¨ı´sticos: los basados en la teorı´a del contorno de pitch y los de la teorı´a de la secuencia de tonali-
dades [49].
4. Heurı´sticas: Como el algoritmo chinks and chunks[55], que hace corresponder una frase proso´dica con
una secuencia de chinks seguida por una secuencia de chunks.
a) Chinks: palabras seleccionadas como por ejemplo conjunciones y adverbios
b) Chunks: otras palabras.
La naturalidad de un sistema TTS
Al igual que el sistema de lectura del ser humano, los sistemas TTS poseen un mo´dulo de procesamiento del
lenguaje natural que produce una descripcio´n fone´tica del texto, y un mo´dulo de procesamiento digital de
sen˜ales, que transforma en habla la informacio´n recibida del mo´dulo anterior.
La mejora del sintetizador esta´ limitada fundamentalmente por aspectos te´cnicos: consumo de memoria y
potencia de ca´lculo [59].
Para incrementar la naturalidad de un conversor texto-voz, hay que trabajar en mejorar el funcionamiento
general del sintetizador, y ma´s concretamente las bases de datos proso´dicas y el ana´lisis lingu¨ı´stico[48].
El proceso requiere agregar informacio´n a la ma´quina sobre como se debe pronunciar, descripcio´n fone´tica,
indicacio´n de los sonidos, el ritmo y la entonacio´n; ya que un texto escrito es pobre en informacio´n sobre su
pronunciacio´n. Una persona utiliza su memoria, experiencia y un proceso mental complejo, para pronunciar
de una u otra manera.
El verdadero problema de los sintetizadores de voz, consiste en la generacio´n artificial de la prosodia [7],
esta viene fijada por la evolucio´n temporal del pitch, la ganancia y la duracio´n de los distintos sonidos que
componen una frase.
De esta forma para distinguir una frase afirmativa de una interrogativa, se usa un patro´n temporal diferente,
para cada uno de los tres para´metros; la verdadera dificultad reside en la generacio´n automa´tica de estos pa-
trones temporales para los para´metros proso´dicos, es por ello que los sintetizadores suelen tener un sonido
robo´tico, les falta la correcta entonacio´n, aunque puedan llegar a sintetizar sonidos aislados perfectos [7].
Actualmente, han tendido e´xito las llamadas te´cnicas basadas en corpus, las cuales consiguen buena prosodia
copiando la evolucio´n de los para´metros proso´dicos de un corpus, en el que la frase o parte de la frase que se
quiere sintetizar, aparece en el contexto adecuado.
El mayor problema de los sistemas TTS es la aceptacio´n del pu´blico, se requiere una gran calidad en la onda
sonora a reproducir y que el sistema implementado sea flexible 1.8.
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Figura 1.8: Gra´fica de flexibilidad v/s complejidad
En los sistemas actuales, e´stas dos caracterı´sticas son un reto para los disen˜adores pues a mayor calidad, se
requiere ma´s memoria y recursos, lo que hace al sistema TTS menos flexible (figura 1.9).
Figura 1.9: Gra´fica de calidad v/s flexibilidad
La tecnologı´a y la multimedia han hecho posible que los fonemas puedan ser entendidos y transmitidos a
trave´s de una lı´nea telefo´nica, lo cual an˜ade a estos sistemas cada vez ma´s complejidad y lleva a concluir que
un sistema ideal para poseer flexibilidad, debe ser igualmente complejo.
El reto es construir un sistema que a la vez que sea flexible, no denote una alta complejidad, y adicionalmente
el computador produzca voz que suene natural.
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Hay dos formas de producir voz sinte´tica :
Sı´ntesis a partir de concepto: La voz se genera a trave´s de una representacio´n simbo´lica del mensaje a
emitir, ya que se dispone del significado que se quiere representar mediante la sen˜al de voz.
Sı´ntesis a partir de texto: Se dispone de un texto que se debe leer, es el llamado sistema TTS. En resu-
men, y como se dijo en la seccio´n anterior, la conversio´n Texto-Voz realiza una generacio´n automa´tica
de secuencia de sonidos que producira´ una persona al leer un texto en voz alta, teniendo en cuenta la
inteligibilidad y la naturalidad.
Estos sistemas trabajan sobre un texto previamente escrito, sin posibilidad de generarlo respondiendo
a condiciones variables no previsibles de antemano (lo que harı´a un computador parlante requiere algo
semejante a la simulacio´n del pensamiento humano)[47].
Segmentos utilizados en TTS
Los segmentos son las diferentes unidades que han sido consideradas como base para implementar los siste-
mas TTS.
Palabra: segmento oral o escrito de la cadena hablada, que se puede separar del resto, pronuncia´ndolo
aisladamente o escribie´ndolo entre espacios en blanco, logra expresar una idea.
Sı´laba: Unidad fundamental o menor unidad de la palabra, constituida por uno o varios fonemas. En la
constitucio´n de la sı´laba se distinguen tres fases:
• Fase inicial, llamada tambie´n explosiva o prenuclear
• Fase central o nuclear, es donde concurre la ma´xima sonoridad
• Fase final, implosiva o posnuclear.
Los fonemas del espan˜ol se clasifican en voca´licos y sila´bicos, estos u´ltimos corresponden a las conso-
nantes ya que estas solo forman ma´rgenes sila´bicos.
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CVC: Consonante - Vocal - Consonante
VCV: Vocal - Consonante - Vocal
Fonema: es la unidad ma´s pequen˜a en que puede dividirse un conjunto fo´nico, se distinguen unos de
otros porque poseen diferentes caracterı´sticas.
Difonema: unidad de sonido que comienza en el estado estable de un fonema y termina en el estado
estable del siguiente.
Trifonema: representa sonidos en los que los tres fonemas se coarticulan a elevada velocidad
2.1. Clasificacio´n segu´n el vocabulario
2.1.1. Sistemas de vocabulario restringido
Son llamados tambie´n de respuesta por voz (Voice Response Systems). Muchas aplicaciones tienen un nu´mero
de mensajes fijos, el vocabulario varı´a dependiendo de la situacio´n, por ello se dice que son programas
controlados, por ejemplo: el anunciador de voz en el aeropuerto, un lector de precios en un supermercado, un
informador de nu´meros de tele´fono, juegos con efectos sonoros.
La idea principal de estos sistemas, es que a cada mensaje le corresponde un archivo de sonido especı´fico,
por esto su salida de voz es limitada.
Usan los segmentos de tipo palabra o sı´laba, lo cual hace que sean pequen˜os ya que cuentan con un nu´mero
finito de unidades que se encargan de producir las diferentes combinaciones con los segmentos almacenados,
habitualmente con su entonacio´n definida.
Las palabras o frases son unidas habitualmente por concatenacio´n, conformando un vocabulario restringido
pero u´til en sistemas de ensen˜anza, juguetes, sistemas de alarma y en pequen˜as utilidades de voz.
2.1.2. Sistemas de vocabulario ilimitado
Se identifican por poder sintetizar cualquier texto en un nu´mero ilimitado de palabras, utilizan un robusto
ana´lisis lingu¨ı´stico y fone´tico para lograr la correcta vocalizacio´n de los sonidos, generalmente emplean
segmentos como fonemas, difonemas o demisilaba (menores que la sı´laba); poseen un vocabulario mayor a
las 5000 palabras. En estos sistemas hay dos caracterı´sticas importantes:
Convierten el texto de entrada en secuencias lingu¨ı´sticas que reconocen las unidades sinte´ticas alma-
cenadas basado en reglas ligadas al lenguaje.
Determinan para´metros como la entonacio´n y duracio´n para poder graduar la frecuencia fundamental
F0 adecuadamente.
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2.2. Clasificacio´n en funcio´n del me´todo
Aunque hay muchos sistemas de conversio´n de texto a voz, hay cuatro grupos principales que se diferencian
entre sı´ segu´n su implementacio´n o me´todo para reconstruir la voz: por formantes, por concatenacio´n, los
de tipo articulatorio y los derivados de te´cnicas de prediccio´n lineal. En la tabla 2.1, se pueden ver algunas
caracterı´sticas, ventajas y desventajas de cada uno.
Tabla 2.1: Sintetizadores segu´n el me´todo de reconstruccio´n de la voz
Tipo Descripcio´n Ventajas Desventajas
Por formantes modelan el tracto vocal muy difundidos baja calidad
a trave´s de filtros
excitados por fuentes que
simulan las cuerdas vocales
Por concatenacio´n concatenan alta calidad aumento de complejidad
unidades pregrabadas muy difundidos
minimizan ruido
de codificacio´n
Articulatorios analogı´a entre alta calidad para´metros difı´ciles
para´metros circuitales y de obtener y controlar
o´rganos articulatorios automa´ticamente
Derivados de etapas de ana´lisis/sı´ntesis
te´cnicas LPC un filtro simula el tracto vocal
funcio´n de transferencia
controlada por para´metros LPC
Los tipos que ma´s se utilizan en la actualidad son, el sintetizador por formantes y el de concatenacio´n.
Otro procedimiento, el de ana´lisis-resı´ntesis o codificacio´n-decodificacio´n, es un procedimiento de ana´lisis de
la voz natural que permite convertirla en una secuencia de para´metros con baja capacidad de almacenamiento
o requerimientos de canal, con la que se puede recuperar la sen˜al original sin aparente pe´rdida de calidad.
2.2.1. Sintetizadores por formantes
Este tipo de sintetizadores se basan en la teorı´a acu´stica de produccio´n de voz y en la excitacio´n del apa-
rato fonador humano; esta excitacio´n es debida la vibracio´n de las cuerdas vocales las cuales producen un
obsta´culo al paso del aire originando los sonidos.
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Los sintetizadores por formantes, simulan el tracto vocal humano por medio de una o ma´s fuentes sonoras
que excitan un filtro lineal o un conjunto de filtros que simulan la vibracio´n de las cuerdas vocales, pues
generan resonancias y antirresonancias de las cavidades vocales y nasales. El primer formante es conocido
como frecuencia fundamental f1, el segundo formante es denominado f2 y ası´ progresivamente.
La frecuencia fundamental es el identificador del tono personal, varia con respecto al modo de pronunciar,
e´nfasis y entonacio´n, que una persona de a sus palabras; pero es la amplitud y relacio´n de las frecuencias de
formantes, la que facilita que una voz pueda identificarse.
En un principio, se utilizaban trenes de impulsos o dientes de sierra como fuente de voz, luego se desarrolla-
ron modelos matema´ticos cada vez ma´s complejos, que permiten controlar los para´metros principales de la
sen˜al glotal: frecuencia fundamental, amplitud, tiempo de apertura de la glotis en un perı´odo, etc.
Para este modelo, se usan filtros segu´n la funcio´n de transferencia del tracto vocal, las configuraciones ma´s
usadas son las que esta´n conectadas en serie y en paralelo, aunque tambie´n los hay hı´bridos, que combinan
formantes en serie para los fonemas sonoros y formantes en paralelo para la sı´ntesis de las fricativas; tam-
bie´n se tiene en cuenta el manejo de los para´metros fundamentales como son, las reglas segu´n el contexto, el
ana´lisis y la sı´ntesis, que son los que parametrizan la voz natural.
Este tipo de sintetizadores son muy conocidos y estudiados, pero la calidad de la voz no es buena si no se
adicionan las suficientes reglas de sı´ntesis automa´tica.
Un ejemplo de este tipo de sistemas lo constituye el sintetizador de Klatt[14] aunque existen otros que son
utilizados a nivel comercial, como el MITalk-79, Prose- 2000v,3,0 y el Dectalk v,1,8 [52]
2.2.2. Sintetizadores articulatorios
Esta clase de sintetizadores se implementa basa´ndose en una relacio´n entre los movimientos de los o´rganos
articulatorios y los diferentes sonidos que e´stos generan.
Aunque la simulacio´n de las ondas acu´sticas dadas por el tracto vocal ofrecen una voz de alta calidad, son
difı´ciles de hacer y de manejar, pues no se conoce totalmente el proceso del habla humana.
Los sintetizadores articulatorios nacieron con el propo´sito de mejorar los sintetizadores de formantes. Como
es posible producir sonido continuo, este tipo de sı´ntesis soluciona el problema de los espacios de sonido
producidos por la concatenacio´n de segmentos.
No hay sintetizadores articulatorios comerciales debido a que son complejos y muy costosos, en su mayorı´a
son hechos para experimentacio´n.
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2.2.3. Sintetizadores derivados de las te´cnicas LPC
Los sintetizadores basados en las te´cnicas (Linear Predictive Code) o de prediccio´n lineal, trabajan con
para´metros LPC, analizan y sintetizan controlando la funcio´n de transferencia del filtro que simula el aparato
fonador humano.
Las excitaciones del filtro son:
Tren de impulsos perio´dicos, el cual es una excitacio´n para producir sonido. El periodo corresponde al
valor 1F0 , donde F0 es la frecuencia fundamental.
Ruido blanco, es tambie´n una excitacio´n para producciones sonoras.
Figura 2.1: Modelo de Sı´ntesis de Voz LPC
En la figura 2.1, se muestra el modelo de sı´ntesis de voz mediante LPC, donde H(z) es el filtro que modela
el sistema. La ganancia es el volumen de aire, S(n) es la sen˜al de voz.y T0 es el periodo de la vibracio´n de
las cuerdas vocales.
Ası´ una sen˜al de voz S(n), puede predecirse a partir de un nu´mero finito de muestras anteriores con un error
asociado e(n) como se muestra en la siguiente ecuacio´n.
s(n) = e(n) +
k∑
i=1
ais(n− i)
La codificacio´n por prediccio´n lineal, es un procedimiento matema´tico que permite predecir los sucesos fu-
turos de un sistema lineal a partir de los acontecimientos ya pasados, este ca´lculo complejo se simplifica
utilizando la prediccio´n lineal y aprovechando la periodicidad de la onda de sonido.
El filtro LPC se representa por la siguiente ecuacio´n:
H(z) =
1
1 + a1z−1 + a2z−2 + a3z−3 + ......+ an−1zn−1 + anzn
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Para las consonantes no sonoras y las fricativas, resulta u´til el modelo autorregresivo basado en prediccio´n
lineal [64].
Los coeficientes del filtro son extraı´dos de una sen˜al de voz real; para reproducir el sonido, el filtro inverso es
excitado utilizando ruido blanco. Para cambiar la duracio´n del sonido sintetizado, basta con variar el tiempo
que el filtro es excitado por el ruido.
2.2.4. Sintetizadores por concatenacio´n de forma de onda
Se basan en tener un conjunto de unidades pregrabadas, adecuadamente elegidas y pronunciadas por un ha-
blante, para generar fonemas, palabras o frases deseadas.
El taman˜o de los segmentos debe ser el adecuado, pues existen condiciones entre la calidad de voz que se
quiere grabar y el espacio para almacenar los datos en el computador.
Raramente se usan las palabras como unidades fone´ticas en este tipo de sintetizadores, primero porque las
palabras aisladas poseen una pronunciacio´n diferente a la de una oracio´n generando una voz sinte´tica de baja
calidad, y segundo porque un idioma posee un gran nu´mero de palabras, lo cual involucra el uso una cantidad
inmensa de memoria que genera problemas en el computador.
Generalmente se usa la sı´laba (en el idioma espan˜ol existen 24), la cual es fa´cil de utilizar si el vocabulario
es restringido; tambie´n esta el difonema (unidad de voz propuesta por Peterson), que va desde la mitad de
un fonema a la mitad del siguiente y sirve para el uso de TTS de vocabulario ilimitado; se ha calculado la
existencia de 1600 difonemas distintos como unidad de grabacio´n. Se utilizan tambie´n, los trifonemas si los
efectos de la coarticulacio´n son amplios, por lo general se define como un fonema en contexto.
Algoritmo PSOLA
El Algoritmo PSOLA (Pitch Synchronous Overlap Add), o´ solapamiento y suma con tono sincro´nico, es un
ejemplo por excelencia de esta clase de sintetizadores [55].
Estos sintetizadores proveen excelentes resultados, generan muy buena calidad de la voz, adema´s se destacan
por su simplicidad computacional.
Este algoritmo toma un segmento de una sen˜al perio´dica, obtiene una versio´n modificada del mismo a partir
de su producto con ventanas de Hamming, de longitud igual a uno o ma´s perı´odos fundamentales de la sen˜al
original y son cero el resto del tiempo. Al sumar las ventanas resultantes con versiones desplazadas de ellas
mismas, se reconstruye la sen˜al original, y al variar el desplazamiento de dichas ventanas, se puede cambiar
el tono de la sen˜al resultante. La duracio´n depende del nu´mero de ventanas sumadas y la amplitud depende
de la ganancia que se les de´.
Al desarrollo de este me´todo que trabaja directamente con la sen˜al de voz en tiempo se le conoce como
TD-PSOLA (PSOLA en el dominio del tiempo)[29].
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Sı´ntesis por concatenacio´n de sı´labas y difones
Para realizar correctamente un sistema de sı´ntesis por concatenacio´n, es necesario tener conocimientos ba´si-
cos de fone´tica y fonologı´a. Los lenguajes naturales tienen muchas palabras, por lo general mucho ma´s de
500,000, de las cuales los ma´s comu´nmente usadas son unas 5,000. Para su uso se ha elaborado el Dicciona-
rio Fone´tico Internacional o IPA.
Algunas caracterı´sticas de las palabras son:
Existen las variantes de muchas palabras, como son: plural, femenino, conjugados, etc.
Una palabra pronunciada, suena en muchas ocasiones diferente a la escrita.
Existen lenguajes, en los que la forma de hablar cambia el sentido de lo que se desea decir.
Efectos fone´ticos comunes
Algunos de los efectos fone´ticos son, por ejemplo, la posibilidad de reducir en grupos o remover consonantes.
La asimilacio´n de los fonemas es provocada por restricciones del sistema fonatorio, se pueden dar casos muy
comunes de uniones fone´ticas entre palabras; por ejemplo
buen nin˜o = bwenin˜o
Al pronunciar se puede hacer un estrechamiento de vocales o un removido de pedazos difı´cil de pronunciar.
Las estrategias para transcripcio´n fone´tica se pueden presentar de dos maneras:
Soluciones basadas en diccionario: Se refiere a la divisio´n de las palabras en morfemas para lograr una
disminucio´n del diccionario, si la palabra no se encuentra se recurre al uso de reglas.
Soluciones basadas en reglas: Cuando se hace uso de reglas de conversio´n letras-fonemas; entonces se
recurre a una tabla ma´s los algoritmos de excepciones.
Entre los problemas adicionales ma´s comunes para transcripcio´n fone´tica se encuentran:
El ca´lculo de la sı´laba fuerte de la palabra.
La existencia de los homo´grafos, que es mucho mayor en el idioma Ingle´s.
La complicacio´n en los sonidos del castellano.
El uso comu´n de palabras extranjeras o´ nuevas palabras
Algunos nombres propios, que pueden ser extran˜os.
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Sonidos del Castellano, (Alistair Conkie,proyecto Mbrola) [18]
Vocales del castellano
/a/ /e/ /i/ /o/ /u/
/a´/ /e´/ /ı´/ /o´/ /u´/ (iguales a las sin acentuacio´n)
Diptongos
/ai/ /ay/ /au/ /ei/ /ey/ /eu/ /oi/ /oy/
Semiconsonantalizacio´n
/ia/ /ie/ /io/ /iu/ /ua/ /ue/ /ui/ /uo/
/ı´a/ /ı´e/ /ı´o/ /ı´u/ /u´a/ /u´e/ /u´i/ /u´o/
Situaciones especiales
El guio´n como por ejemplo en sub-rayar, no deja concatenar letras
Reglas simples de compilacio´n
Tabla 2.2: Reglas simples de compilacio´n.
Fonema Descripcio´n
/s/ /ce/ /ci/ /ce´/ /cı´/ /z/
/k/ /c/ (excepto /ch/)
/x/ /ge/ /gi/ /ge´/ /gı´/
/g/ /gue/ /gui/ /gue´/ /guı´/
/h/ al inicio no suena excepto:
/w/ /hue/
/y/ /hie/
/k/ /que/ /qui/ /que´/ /quı´/
/y/ /ya/ /ye/ /yo/ /yu/ /ya´/ /ye´/ /yo´/ /yu´/
Para que los sonidos ba´sicos sean reproducidos es necesario tener en cuenta: grabarlos en un contexto ade-
cuado, aislarlos, transcribirlos a una forma adecuada por ejemplo parame´trica y concatenarlos para dar salida.
El gran problema es el lograr aislar grupos mayores, como por ejemplo, sı´labas o difones,y seguidamente un
problema posterior, es concatenar estas unidades.
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Concatenacio´n por yuxtaposicio´n de sı´labas
Esta te´cnica es muy sencilla de implementarse, dado que usa una cantidad reducida de sı´labas. Es conveniente
grabar polifones para situaciones comunes, como por ejemplo: /io´n/, /pra/, /pla/, etc.; tambie´n se considera
la posibilidad de grabar monofones y la de an˜adir marcas internas para la concatenacio´n, como por ejemplo.
car = ca ∗+ ∗ ar
cion = si ∗+ ∗ io ∗+ ∗ on
Uso de difones
Debido a que la concatenacio´n con sı´labas resulta un poco difı´cil, surgio´ la idea de realizar un corte en un
punto estable, este punto se eligio´ que fuera el centro de una vocal. Entonces, se define el difone, como la
mitad derecha del primero ma´s la mitad izquierda del segundo, por ejemplo:
casa = c + ca + as + sa + a
Preparacio´n de los difones: El nu´mero de difones es grande, existen al rededor de 1000 de ellos. Los difones
son obtenidos a partir de la edicio´n del habla corriente. Al unir dos difones ocurren discontinuidades en
amplitud y en frecuencia, por ello se debe realizar un proceso de ecualizacio´n ası´:
En amplitud: en el tiempo de preparacio´n de los difones.
En frecuencia: en el tiempo de unio´n.
Dificultades en el uso de difones: Sin el proceso de ecualizacio´n, la concatenacio´n con difonemas es mucho
ma´s complicada y es peor que con sı´labas. Pero sin embargo, la ecualizacio´n requiere marcas para saber los
lı´mites de las dos partes, adema´s de que introduce errores.
2.2.5. Otros me´todos sı´ntesis
Grabacio´n y reproduccio´n de sonido
Para generar voz sinte´tica mediante grabacio´n-reproduccio´n se recomienda:
Utilizar un excelente micro´fono
realizar la toma de muestras preferiblemente en un estudio
Utilizar preamplificador en la entrada AUX, lo cual permite minimizar ruidos internos de la compu-
tadora
Volumes ma´ximo a 80%
Grabar con resolucio´n alta: 44100
Convertir por software
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Te´cnicas ba´sicas de ensamblaje directo de sonido grabado
Para generar voz sinte´tica mediante ensamblaje directo de sonido grabado se recomienda:
Hacer planeamiento de la secuencia de sonidos a generar
Grabar secuencias completas para despue´s cortar las partes de intere´s
Tener cuidado de dejar la muestra final siempre en reposo
Hacer varias grabaciones para minimizar los errores
Utilizar buenos programas para edicio´n de sonido como por ejemplo: GoldWave, Sound Forge
Realizar procesamiento digital: cortar, pegar, remuestrar, ecualizar, remover ruidos, etc.
Ventajas de este proceso
El Habla grabada tiene emocio´n
Efectos sonoros
Es muy sencillo de implementar
Herramientas sencillas
Posibilidad de uso simulta´neo con habla sinte´tica
Limitaciones de este proceso
Problema con la actualizacio´n de sistemas, ya que es muy difı´cil saber a priori cua´l es el conjunto de
mensajes
Taman˜o de la base de dados generada
Transmisio´n de sonido
Concatenacio´n: un problema de difı´cil solucio´n
Mensajes cortos: sonido robo´tico
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Un ejemplo pra´ctico es el lector de horas de vuelo en aeropuerto. La arquitectura de los mensajes es la
siguiente:
Mensaje ::= V UELO −−− < numero vuelo >
.......−−−DE −−− < compania aerea >
−−−ANUNCIAMOS SU −−− < partcheg >
Numero vuelo ::= [digito]∗
Compania aerea ::= AV IANCA |V ARIG
Partcheg ::= LLEGADA |PARTIDA
Arquitectura de mensajes alternativa
La idea es la de minimizar el texto, realizar mensajes cortos como:
Mensaje ::= V UELO −−− < numero vuelo >
..............−−− < compania aerea >
..............−−− < partcheg >
Numero vuelo ::= [digito]∗
Compania aerea ::= DE AV IANCA |DE V ARIG
Partcheg ::= ANUNCIAMOS SU LLEGADA|
ANUNCIAMOS SU PARTIDA
2.3. Te´cnicas de compilacio´n
La tarea principal de las te´cnicas de compilacio´n es barrer el texto y transformar todo su contendido de las
letras en fonemas; las dificultades ma´s comunes son: la identificacio´n de las sı´labas, la identificacio´n de los
fonemas y el descubrir la sı´laba fuerte.
Sin embargo, el idioma espan˜ol tiene como ventaja el no ser un lenguaje complicado, tiene pocas excepciones
y adema´s que se escribe como se habla.
Etapas de la compilacio´n de un TTS
1. Analizador del texto completo:
a) Preprocesador: Toma el texto y substituye los nu´meros, abreviaciones,etc; adema´s identifica los
lı´mites de las frases.
b) Ana´lisis morfolo´gico: En esta etapa se conoce la estructura de la frase, segu´n la clase de palabra
a la que corresponda:
Palabras de funcio´n: pronombres, preposiciones, conjunciones
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Palabras de contenido: y sus inflexiones, derivaciones y composiciones; presentan fuerte
conexio´n con la prosodia
c) Ana´lisis contextual: Descubrir los homo´grafos que cambian sentido a la frase, por ejemplo, la
palabra para como preposicio´n, es muy diferente a la misma palabra para al usarse como
verbo. Otra funcio´n del ana´lisis contextual, es descubrir los trechos de la frase a enfatizar.
d) Analizador sinta´ctico/proso´dico: Tiene como funcio´n la de resolver las ambigu¨edades proso´dicas
con base en la sintaxis, la cuales dependen de las diferentes formas de hablar. Muchas veces las
ambigu¨edades son resueltas de forma probabilı´stica, por ejemplo: en la frase
Yo he visto el hombre con el telescopio
hay ambigu¨edad en
¿Quie´n tenı´a el telescopio?.
2. Mo´dulo de conversio´n de letras a fonemas, este mo´dulo toma conjuntos de letras y las convierte en
fonemas teniendo en cuenta algunas reglas y las excepciones.
3. Generador de prosodia, es el encargado de establecer la melodı´a de la frase, en la prosodia se tiene en
cuenta las reglas de la lengua y la emocio´n.
Estrategias de compilacio´n
Compilacio´n lineal: Se basa en una secuencia de procesos, por ello tambie´n es llamada compilacio´n se-
cuencial; conceptualmente es un procedimiento sencillo, no obstante, la comunicacio´n de datos entre
procesos puede ser algo compleja.
FS - Feature Structures: Tambie´n llamado a´rbol de caracterı´sticas. La ventaja de la compilacio´n FS es su
sencillez en la adicio´n de nuevas caracterı´sticas.
MLDS - Multi Layer Data Structure: En esta estrategia de compilacio´n, cada nivel aparece como una des-
cripcio´n independiente de la sentencia, y cada nivel es sincronizado con los otros niveles
Fonetizacio´n automa´tica
La fonetizacio´n automa´tica tiene dos estrategias las cuales se diferencian en el taman˜o del diccionario:
1. Las basadas en reglas morfo/fone´ticas, mediante las tablas de transductores de letras a sonidos - LTS y
los archivos de excepciones.
2. Las basada en diccionarios, que generalmente se vuelven terriblemente grandes y al final se tiene que
terminar usando reglas.
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Transductores LTS
Pueden ser descritos con la siguiente condicio´n:
a⇒ [b]/i d
Que se puede interpretar como: la cadena a se traduce por la cadena b, si esta´ precedida por la cadena i,
sucedida por la cadena d, y bajo alguna otra condicio´n adicional que resuelva conflictos lingu¨ı´sticos. Por
ejemplo: sea un convenio como ˆ que signifique inicio de palabra, entonces:
h⇒ [y]/∧ ue
h⇒ [w]/∧ ie
h⇒ []
Implementacio´n de transductores
Los transductores pueden ser implementados con if compiler, por ejemplo:
Case letra [i] of
....
’h’ : begin
if (letra [i-1] = ’ˆ’) and (letra [i+1] = ’u’) and (letra [i+2] = ’e’)
then
write(’w’)
else
if (letra [i-1] = ’ˆ’) and (letra [i+1] = ’i’) and (letra [i+2] = ’e’)
then
write(’y’)
else
{ nada hace };
end;
...
Implementacio´n con tablas
Estas implementaciones son ma´s usuales, las condiciones son definidas en una tabla usando por ejemplo un
(bucket list) indexado por letra. La frase es barrida letra a letra, en ocasiones es posible que se necesite un
look ahead como es en el caso de grupos de letras.
El algoritmo es:
Para cada entrada de la tabla iniciada por la letra la letra actual:
Si las letras de entrada y de la tabla coinciden, entonces
Si la condicio´n a la izquierda satisface, entonces
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Si condicio´n a la derecha satisface, entonces
Si las condiciones especiales satisfacen, entonces
Da salida a la traduccio´n en la tabla, entonces
Avanza en la entrada el nu´mero de letras de la regla en la tabla
Separacio´n de sı´labas
Hay inicio de sı´laba (fone´tica) cuando
Hay una consonante seguida por vocal (o h + vocal) y precedida por vocal
Si la letra pertenece a [B F G K P] y despue´s viene una L o la letra pertenece a [B D F G K P T]
y despue´s viene una R
[A] despue´s de A
[A E] despue´s de E
[A E I O U] despue´s de I
[A E O] despue´s de O
[A E U] despue´s de U
Antes de RR, LL: consonante precedida por otra consonante
Excepciones
Una dificultad comu´n es la de registrar palabras con inflexiones, derivaciones, conjugaciones ya que es nece-
sario un ana´lisis morfolo´gico previo. El lenguaje contiene muchas palabras que no se adaptan a las reglas.
2.4. Evaluacio´n objetiva y subjetiva
2.4.1. Prueba subjetiva de entonacio´n
Para evaluar la entonacio´n de la voz sinte´tica producida por un sistema TTS, generalmente son usadas las
pruebas perceptuales; la ventaja principal de esta forma de evaluacio´n, aunque parezca ilo´gico, reside en
la subjetividad de los oyentes ya que cuando se debe tomar la decisio´n de utilizar o comprar un sistema
conversor texto-voz, se emplean por lo general, me´todos subjetivos.
Sin embargo las desventajas son varias:
Los juicios de los usuarios pueden estar condicionados por aspectos distintos a los que se quiere evaluar.
Estos me´todos son fuertemente dependientes del usuario empleado para emitir los juicios, en otras
palabras, dos usuarios diferentes pueden emitir juicios muy distintos sobre las mismas locuciones.
Son costosos en tiempo ya implican la movilizacio´n del grupo de evaluadores.
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No son repetibles, con el mismo grupo de usuarios y realizando los mismos tests pueden obtenerse
resultados diferentes.
Recomendaciones:
Se recomienda que otros aspectos que no son entonacio´n; como la calidad de la voz y la duracio´n de seg-
mentos, sean lo ma´s parecido posible a los que se observan en las locuciones reales. Tambie´n es importante
la eleccio´n de usuarios pertenecientes a a´mbitos sociolo´gicos similares, a ser posible, al tipo de usuario que
potencialmente llegarı´a a emplear el sistema.
Entre ellos los tests perceptuales ma´s usados tenemos:
1. Comparacio´n de pares: El procedimiento consiste en la emisio´n de dos locuciones en condiciones
distintas, por ejemplo, una con F0 original y otra con F0 sinte´tico. El usuario compara y dice cual
prefiere justificando su decisio´n.
La principal ventaja de este procedimiento reside en el intere´s especial al ser realizado por un usuario
bien entrenado que pueda emitir diagno´sticos, localizando aspectos concretos susceptibles de mejora.
Su principal desventaja, es la dificultad de encontrar un usuario capaz de emitir juicios va´lidos sobre
los parecidos de las locuciones, adema´s de que la prueba se limita a locuciones breves por la dificultad
de que el usuario recuerde detalles en locuciones largas.
2. Puntuacio´n de locuciones: En este test el usuario escucha una locucio´n y le asigna una nota nume´rica
en funcio´n de co´mo de natural le parezca.
Son eficaces en locuciones largas, ya que el usuario no necesita recordar co´mo fueron las locucio-
nes anteriores, so´lo coloca una nota final; pero si se aplica a frases cortas, el usuario puede no tener
suficientes elementos de juicio.
3. MOS - Mean Opinion Score: Se presenta la voz sinte´tica a varios oyentes, los cuales evalu´an la calidad
dando una puntuacio´n entre 1 y 5. Es uno de los procedimientos ma´s utilizados. La ventaja de este
sistema es q permite evaluar la naturalidad e inteligibilidad, adema´s es muy utilizado para evaluar voz
codificada.
4. MRT - Modified Rhyme Test Se presentan 6 construcciones del tipo consonante-vocal-consonante, de
las cuales deben elegir una. Las desventajas son que evalu´a solo la inteligibilidad de la voz sinte´tica,
eliminando la gran redundancia existente en los lenguajes naturales; adema´s, no sirve para evaluar un
conversor texto-voz de forma global, ya que representa situaciones que no corresponden con la realidad.
5. SUS - Semantically Unpredictable Sentences Se emplean frases completas y sinta´cticamente correc-
tas, pero carentes de significado. Las ventajas de este test, son que el oyente se encuentra en un entorno
de utilizacio´n real de un sintetizador texto-voz y adema´s, no puede apoyarse en la redundancia del
lenguaje natural para reconocer las frases.
34
Capı´tulo 2. Clases de sintetizadores
2.4.2. Me´tricas objetivas
Estos me´todos miden la diferencia entre la entonacio´n natural y la sinte´tica correspondiente, calculando la
distancia entre cada uno de los perfiles de entonacio´n, por medio de una serie de me´tricas:
1. Me´tricas de entonacio´n (comu´nmente usadas)
a) RMSE - Root Mean Square Error, Mide la distancia entre dos contornos en el eje de tiempos y
la distancia entre aspectos particulares de los perfiles de entonacio´n. Cuanto mayor sea el RMSE
mayor es la diferencia entre los dos perfiles.
b) <2 : Coeficiente de correlacio´n de Pearson entre el perfil de pitch original y el sinte´tico: Mide
el grado de similitud de la evolucio´n temporal de estos dos perfiles. Establece si hay relacio´n
lineal entre estas dos variables. Si hay una relacio´n en tiempo y frecuencia entre los dos perfiles,
significa que su evolucio´n es similar.
2. Me´tricas que conjugan criterios preceptu´ales en las me´tricas objetivas
a) MAFD - Mean absolute frecuency deviation: Determina que tan bien, los modelos de pitch
capturan las cualidades de los datos originales.
Las me´tricas RMSE y<2 se basan en la norma Ł2 que tiende a reducir los efectos de realizaciones
raras (rare outliers).
Empleando el valor absoluto, se hace uso de la norma L1 y se evita el riesgo de minorizar la
importancia de las realizaciones raras.
b) PS2:Error cuadra´tico medio entre puntos objetivo del modelo INTSINT en semitonos: El criterio
de calidad lo da la proporcio´n de puntos objetivo F0 que se desvı´an menos de 2 semitonos en el
valor absoluto, entre el contorno original y el sinte´tico
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3.1. Problema´tica del menor fisurado.
El producto de la malformacio´n y las secuelas presentes luego de la correccio´n quiru´rgica repercute nota-
blemente no so´lo a nivel este´tico y funcional, sino tambie´n en el plano afectivo-emocional y social; por lo
general el menor se siente frustrado, con sentimientos de minusvalı´a y poco contenido por el entorno familiar
[4].
Cuando un nin˜o presenta LPH corregido sus mu´sculos del velo pueden comprometerse, haciendo que exista
una conexio´n entre la boca y la nariz, esto genera escapes nasales de aire durante la produccio´n de la voz. La
Incompetencia Velo-Farı´ngea -IVF desarrolla mecanismos compensatorios en la produccio´n vocal, en un in-
tento por simular la pronunciacio´n normal, generando errores de articulacio´n que contribuyen a la percepcio´n
de anormalidades para quien escucha [16].
Su habla sera´ muchas veces poco comprensible, con sonoridades desagradables y estara´ expuesto a la ino-
cente burla de sus compan˜eros.
Es por esto que el apoyo y la compan˜ı´a constante por parte de los padres es vital para la adquisicio´n de logros
tanto en el tratamiento integral como en lo personal (seguridad, confianza, socializacio´n) en el nin˜o con LPH.
La vinculacio´n de los padres a la tarea de rehabilitacio´n trae como consecuencia un tratamiento ma´s ajustado
a las necesidades y expectativas del nin˜o y su familia.
Actualmente debido a la escasa disponibilidad de recursos de los hospitales y centros de rehabilitacio´n, mu-
chos de estos nin˜os no pueden realizar las terapias. Por ejemplo en el Hospital Infantil Universitario de la
cruz roja de Manizales Rafael Henao Toro, la cantidad atendida promedio de pacientes con LPH corregido
es de 100 por an˜o, de los cuales 90% presentan IVF, tan solo el 20% comienza el tratamiento, termina´ndolo
exitosamente no ma´s del 10% [16].
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Cabe resaltar el cerebro de los nin˜os con esta malformacio´n queda totalmente aislado, protegido, indepen-
diente de las alteraciones que acontecen en la formacio´n de los procesos maxilares y mandibulares del nin˜o
con LPH. A excepcio´n de algunos pacientes con sı´ndromes asociados que conllevan algu´n deficit mental,
la gran mayorı´a de los pacientes con LPH tienen un cerebro tan normal orga´nica y funcionalmente, como
el de cualquier otro nin˜o sano [40]. Con el tratamiento quiru´rgico y fonoaudiolo´gico, el paciente logra una
adecuada articulacio´n del lenguaje y puede entonces vincularse a la escuela en igualdad de condiciones con
sus compan˜eros.
3.2. Disfunciones en nin˜os con LPH
3.2.1. Alteraciones fisiolo´gicas
Las alteraciones producidas en la fisiologı´a y la dina´mica muscular del aparato fonoarticulatorio son aborda-
das por la fisiopatologı´a considerando dos problemas principales:
1. El efecto de la deformacio´n estructural sobre el crecimiento muscular.
2. El desarrollo patolo´gico de los mecanismos neuromusculares del aparato fonatoarticulatorio
Existe una relacio´n directa entre el crecimiento y las funciones musculares y el desarrollo o´seo [30].
La produccio´n de la palabra hablada se debe a complicados mecanismos neuromusculares. El habla se instala
sobre estructuras orga´nicas que responden en un principio a funciones vitales para el ser humano (respira-
cio´n, alimentacio´n), por lo tanto las alteraciones morfolo´gicas en los fisurado NLAP son el elemento ma´s
importante en la produccio´n de su caracterı´stica forma de hablar.
Con los misiosistemas del habla (lengua, complejo velo-farı´ngeo) cooperan los sistemas musculares que ele-
van, deprimen, extienden y retraen la mandı´bula. En algunos nin˜os fisurados, esta´ alterada la posicio´n correcta
de la lengua y su propioceptividad y no existe la formacio´n de un correcto esquema corporal linguobucal. Esta
alteracio´n de la propioceptividad tendra´ una gran influencia negativa sobre los futuros movimientos fonoarti-
culatorios.
El mecanismo velofarı´ngeo tambie´n regula la presio´n de aire dentro del sistema traquiofaringobucal y deter-
mina el caudal y la direccio´n de la columna de aire durante el habla.
Ante una fisura palatina o/y velar o una insuficiencia funcional del velo, tienden a desarrollarse movimientos
compensatorios, extensivos, a la pared farı´ngea [30].
La insuficiencia IVF sera´ una causa del habla hipernasal (timbre nasal o rinofonı´a y del timbre y la articula-
cio´n de la palabra o rinolalia).
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El problema fundamental del habla en los fisurados palatinos radica en la gran dificultad que tienen para lograr
el cierre del itsmo velofarı´ngeo que separa la cavidad bucal de la nasal, producie´ndose ası´ el habla nasalizada.
Decimos entonces que el elemento primordial de la patologı´a del fisurado naso-labio-alve´olo-palatino es la
alteracio´n de la palabra y de la voz. El timbre de la voz esta alterado debido a la participacio´n ineficiente
de los resonadores orofaringonasales, los trastornos de la articulacio´n de la palabra difieren segu´n el tipo de
fisura y la nasalizacio´n de las fisuras del paladar blando esta´ dada por la comunicacio´n oronasal generando al
fisurado una forma de hablar particular.
Esto hace pensar en la necesidad de comenzar precozmente el tratamiento fonia´trico, con una buena estimu-
lacio´n de las funciones preverbales durante el acto alimentario en el cual intervienen los labios, la lengua y el
paladar y con la ayuda de la placa de ortopedia maxilar se consigue anticiparse a la fijacio´n de los engramas
motores incorrectos [30].
3.2.2. Alteraciones de resonancia y respiracio´n
1. Nasalizacio´n o rinolalia abierta: El habla del fisurado NLAP adquiere caracterı´sticas de emisio´n y
resonancia nasales que para el oyente se traduce en un percepcio´n asociada a la existencia de un velo
acortado.
a) Hipernasalidad: Esta nasalidad se traduce como un defecto del habla cuando resulta excesiva, es
el resultado de la incapacidad del esfı´nter velofarı´ngeo para mantener y hacer un cierre suficiente
que evite la resonancia nasal lo cual ocurre cuando hay hendiduras palatinas porque estas afectan
el cierre velofrarı´ngeo que impiden la separacio´n de la cavidad oral con la nasal. La voz se oye
diferente con intensidad disminuida, se puede escuchar un soplo nasal, el predominio en el uso
de tres fonemas nasales: /m,n,n˜/, con distorsio´n, omisio´n o sustitucio´n de los dema´s sonidos.
La nasalizacio´n se llama tambie´n rinolalia abierta, el dorso de la lengua se eleva para ubicarse en
la abertura de la fisura de manera que la salida fonatoria se dirige directamente a la rinofaringe y
de ahı´ a la nariz [30].
1) Heperrinolalia: cuando la etiologı´a es orga´nica, se da en pacientes con LPH que afecta di-
rectamente el habla ya que presentan omisiones y sustituciones de fonemas [30].
2) Hiperrinofonı´a: si la patologı´a es funcional y se produce por imitacio´n afectando directa-
mente la voz.
Si se recurre a colocar un espejito debajo de las narinas y se hace pronunciar al paciente fonemas
no nasales, se podra´ observar que el espejo se empan˜a, lo cual se debe al escape nasal [30].
b) Hiponasalidad: Ausencia o deficit de ventilacio´n nasal. La calidad de la voz es distorsionada
(como con la nariz tapada) y los fonemas nasales /m,n,n˜/ son sustituidos por /B,D,Y/. p.e.
/Bado/ por mano, /baba/ por mama.
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1) Hiporrinolalia: Cuando existe dan˜o orga´nico resultado de obstruccio´n nasal por: po´lipos,
papilomas, adenoides, cornetes hipertro´ficos o alteraciones postquiru´rgicas [30].
2) Hiporrinofonı´a: por imitacio´n de voz hiponasal, se da por mal ha´bito al hablar [30].
c) Dislalias: Alteraciones en la produccio´n articulatoria de los sonidos del lenguaje. Pueden al-
terarse uno, varios o todos los fonemas segu´n la estructura que participe en dicha produccio´n
(labios, dientes, paladar, lengua nariz). Un labio superior fisurado o corto imposibilitara´ la unio´n
labial y la produccio´n adecuada de los fonemas /p,b,m/. La ausencia de piesas dentales no
permitira´n los contactos linguo-dentales, distorcionando los fonemas /t,d,s,rr,f/. La zona
alveolar y el paladar son igualmente puntos de apoyo para la lengua en la produccio´n de fonemas
/n,l,s,r,rr,ch,n˜,y/ cuyas caracterı´sticas sonoras dependen del tipo de contacto linguo-
palatal. Un velo corto, fisurado o con movilidad insuficiente genera una inadecuada salida de aire
por la nariz e impide la produccio´n de los fonemas velares /k,g,j/. Se pueden producir:
1) Sustituciones: /meca/ por beca, /jopa/ por sopa.
2) Omisiones: /osa/ por cosa.
Generalmente el sonido que se emite se reemplaza por uno de golpe glo´tico; lo anterior es cono-
cido como articulacio´n compensatoria.
2. Resonancia Nasal: Feno´menos sonoros agregados a los sonidos del habla por efecto del acoplamiento
del tracto nasal al tracto vocal. El timbre de voz sale con mayor o menor resonancia nasal como re-
sultado de la alteracio´n de resonadores y la asinergia del mecanismo velofarı´ngeo debido a la fisura y
a la zona que abarca e´sta. Cuando ma´s amplia es la fisura, se producira´n mayores alteraciones en la
resonancia.
Algunos armo´nicos esta´n desfasados respecto de las vibraciones del aire cuando la onda sonora llega a
la cavidad lateral. Este feno´meno causa una cancelacio´n parcial de estos componentes por lo que lleva
el nombre de antirresonancias. Esto tendrı´a una frecuencia central y una banda de frecuencia que varia
con cambios en la dimensio´n de la cavidad bucal lateral.
3. El soplo nasal: Es el escape de aire por la nariz en el curso de la emisio´n de la palabra por el cual se
altera el sonido de todos los fonemas, excepto de los nasales. En el soplo nasal se nasalizan casi todos
los fonemas, especialmente los oclusivos. Este escape a veces puede producir un silbido que aparece
como un sı´ntoma fone´tico en los fisurados. Otro sı´ntoma es la falta de presio´n de aire intraoral porque
el aire escapa por la fisura y produce alteraciones en la articulacio´n, generalmente de las explosivas.
4. Rinofonı´a: Sı´ntoma que da un timbre nasalizado, alteracio´n del timbre de la voz cuando un resonador
nasal se acopla al resonador farı´ngeo. el tono fundamental, una vez constituido, adopta una resonancia
nasal porque encuentra un espacio abierto ya que no se produce el contacto del velo con el rodete de
Passavant [67].
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5. Rinofonı´a mixta: Cuando aparecen conjuntamente una obstruccio´n nasal y una insuficiencia del velo.
3.2.3. Alteraciones de origen farı´ngeo
1. Ronquido nasal: parecido al ronquido del sujeto que duerme pero menos intenso. Acompan˜a a casi
todos los fonemas, excepto los nasales y tiene ma´xima intensidad en los fonemas /x, /s/, /c/,
/g/, /f/. Afecta a los fonemas explosivos /p/, /t/, /c/, /q/, /k/. Cuando una vocal
esta´ colocada entre dos fonemas con ronquido nasal, tambie´n toma este sonido acompan˜ante.
2. Ronquido farı´ngeo: es un ruido parecido al que se produce soplando dentro de una botella y se acom-
pan˜a a veces de vibraciones ları´ngeas. Reemplaza a los fonemas /s/, /c/, /f/, /g/, /r/,
/rr/. Se produce un silbido que parece provenir de la glotis y la lengua permanece en e´ste aplanada
sobre el piso de la boca y deslizada hacia adelante.
3. Esfı´nter nasofarı´ngeo: A la fonacio´n se observa que las dos mitades del velo, en vez de dirigirse hacia
arriba, se arrastran hacia los costados abriendo au´n ma´s hacia arriba la hendidura. En el intento que
hace el mu´sculo constrictor superior de la faringe para cerrar, sin conseguirlo, se observa el esfı´nter
nasofarı´ngeo.
4. Disfagia: estos nin˜os tragan mucho aire al mamar y tienen molestias ga´stricas.
3.2.4. Alteraciones de origen ları´ngeo
1. Disfonı´a: Son producidas por el esfuerzo vocal, pueden provocar no´dulos en los pliegues vocales. La
voz de los pacientes fisurados parece como mono´tona, desprovista del acento de altura y de la inten-
sidad, con alteracio´n en la resonancia adquiriendo un timbre caracterı´stico. La voz sale sin sonoridad.
Los fonemas sonoros son poco variables y se confunden con los fonemas sordos correspondientes.
La regulacio´n de la presio´n y direccio´n de la columna ae´rea vibra´til durante la fonoarticulacio´n, al
faltar el cierre del itsmo bucofaringonasal, disminuye notablemente la impedancia. Esto determina una
produccio´n ma´s o menos variable del tonismo muscular tiroaritenoideo superior con la consiguiente
aparicio´n de la disfonı´a. Sin embargo la voz de los pacientes fisurados no operados suena totalmente
distinta a la de los pacientes operados.
En casos de pacientes fisurados operados y con tratamiento fonia´trico tienen una fonacio´n en la que la
articulacio´n de los fonemas esta nasalizada, sin embargo el escape de aire por la nariz puede corregirse
con reeducacio´n.
En casos no operados, a tiempo el defecto es ma´s difı´cil de erradicar por estar instalados mecanismos
incorrectos apareciendo fonemas glotales /c/, /g/, /k/, /j/ con timbre de voz nasalizada.
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[67] Define Disfonı´a como toda perturbacio´n que afecta las cualidades acu´sticas de la voz como: la
altura, la intensidad y el timbre .
La altura de la voz: depende de la cantidad de estı´mulos que llegan a los repliegues vocales por
accio´n del nervio recurrente; esto determina la frecuencia con la que vibra el mu´sculo tiroarite-
noideo o cuerda vocal.
La intensidad de la voz: dada por el grado de presio´n subglo´tica espiratoria; una mayor con-
traccio´n de los mu´sculos abdominales en el momento de emitir la voz, luego de un adecuado
movimiento del diafragma durante la inspiracio´n que aumenta el volumen o intensidad vocal.
El timbre: se determina en las cavidades supraglo´ticas donde el tono fundamental ları´ngeo se
ve enriquecido por los armo´nicos que se le agregan en las cavidades de resonancia. Esta es una
caracterı´stica individual y se vuelve opaco, sordo y sin brillo al existir una alteracio´n de la voz.
De los anteriores para´metros, el timbre es el ma´s afectado seguido de la intensidad y la altura tonal.
La alteracio´n del timbre representa una pe´rdida de control de los diferentes para´metros acu´sticos en su
conjunto. En esta situacio´n de sobre esfuerzo, la extensio´n vocal se recorta limitando sus posibilidades
hacia lo agudo, desplaza´ndose la extensio´n total de la voz hacia los graves. Paralelamente este hecho
provoca un aumento de volumen o intensidad para escucharse a si mismo y no dejar de ser escuchado
por los dema´s; el timbre se vuelve sordo, pobre, a´spero; el rendimiento del aire durante la emisio´n
disminuye, la frecuencia respiratoria se acelera, aparece el cansancio y la fatiga vocal. La clasificacio´n
es dada segu´n:
El grado de afectacio´n vocal:
a) Afonı´a: Pe´rdida de la voz a consecuencia de un estado inflamatorio (gripe, laringitis, laringo-
faringitis...) o para´lisis ları´ngeas a falta de conduccio´n del nervio recurrente a los repliegues
vocales.
b) Disfonı´a: Alteracio´n de la voz en cualquiera de sus cualidades que se presenta con o sin
lesio´n orga´nico-ları´nguea.
Criterios dicoto´micos:
a) Disfonı´as funcionales: Ausencia de alteracio´n orga´nica de los repliegues vocales, de debe al
mal uso de los mecanismos que permiten la funcio´n vocal; la respiracio´n, la vibracio´n cor-
dal, la resonancia, la articulacio´n; el o´rgano ları´ngeo para la fonacio´n. Se caracterizan por la
alteracio´n de la voz en uno o varios de sus para´metros acu´sticos (intensidad, tono, timbre).
Los factores principales para su aparicio´n son entre otros: infecciones, ha´bitos to´xicos, alte-
racio´n del tonismo, alteracio´n de la postura, respiracio´n defectuosa, exceso de tensio´n en los
mu´sculos u o´rganos articuladores, exigencias vocales desmensuradas..
b) Disfonı´as orga´nicas: existe lesio´n la estructura de los repliegues vocales. Estas pueden ser
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1) De origen ları´ngeo: Malformaciones conge´nitas de la laringe, laringitis aguda o cro´nica,
traumatismos ları´ngeos, para´lisis ları´ngea, artritis cricoartenoidea, tumores benignos y
malignos de la laringe.
2) De origen neurolo´gico: Disfonı´a epa´stica, fla´cida, ata´xica.
Por lesiones adquiridas: Patologı´as ları´ngeas que alteran la conformacio´n normal de los replie-
gues vocales debidas a abuso o sobre esfuerzo vocal, procesos inflamatorios de la mucosa cordal,
traumatismos post-intubacio´n.
Por lesiones conge´nitas: Lesiones que corresponden al quiste epidermoide, el sulcus glottidis, el
puente mucoso y el surco-fisura de cuerda vocal vergeture
2. Golpe de glotis: se produce en la emisio´n de fonemas explosivos /p/, /t/, /k/. En vez de arti-
cular las explosivas, estas vienen sustituidas por un pequen˜o ruido bien claro, con vibracio´n o sin ella,
sea el fonema sordo o sonoro (o sea sin vibracio´n o con vibracio´n de los pliegues vocales).
3.2.5. Alteraciones de origen tora´cico
1. La flojedad respiratoria: Es bastante frecuente, la voz en estos casos es como apagada, lejana y la
palabra resulta ininteligible por ser demasiado de´bil.
Los nin˜os tienen dificultades para realizar inspiraciones suficientes, son incapaces de soplar o tienen
un soplo muy de´bil, como si sus mu´sculos respiratorios fueran incompetentes.
2. Fonacio´n intermitente: Algunos nin˜os no pueden emitir fonemas en forma ligada ni mantener un
ritmo normal de la palabra. sus frases esta´n entrecortadas por numerosas inspiraciones.
3. Desperdicio del aire: el fisurado gasta para hablar ma´s cantidad de aire que un sujeto normal.
Gran porcentaje de estos pacientes posee respiracio´n bucal. Muchas veces pueden aparecer en estos
pacientes movimientos compensatorios como fruncir las alas de la nariz, colocar la lengua en la fisura,
elevar o fruncir el labio inferior entre otros, con el afa´n de evitar o compensar el escape de aire y el
defecto articulatorio.
3.2.6. Alteraciones en el habla
Potencialmente un nin˜o con fisura es igual que un nin˜o normal, con la diferencia que es ma´s fa´cil encontrar
trastorno del habla o del lenguaje [3].
Por habla se entiende la facultad humana de articular o pronunciar la voz mediante puntos y modos de arti-
culacio´n que determinan la cadena hablada. Desde el punto de vista lingu¨ı´stico puede decirse que el habla
es el uso individual de la lengua, pero desde el enfoque fonoaudiolo´gico tomamos al habla como modo de
produccio´n y transmisio´n de sonidos articulados para comunicarnos con los dema´s.
42
Capı´tulo 3. El LPH y su tratamiento fonoaudiolo´gico
Los factores que influyen sobre la articulacio´n de los sonidos del habla son: la movilidad velofarı´ngea, la
extensio´n de la fisura, la edad del paciente y factores psicolo´gicos, intelectuales, culturales y educacionales
que contribuyen al desarrollo del habla y su uso.
La estimulacio´n temprana desde la familia, la maestra o los amigos,es un factor que influye en la adquisicio´n
de patrones articulatorios [30].
Cuando el bebe´ fisurado comienza el balbuceo, e´ste es pobre y prolongado en el tiempo, es posible que apa-
rezca tardı´amente y hasta es comu´n que llegue a producirse un desfase en el cumplimiento de las etapas del
habla respecto de los nin˜os no fisurados.
Otro factor importante es la audicio´n, que influye desde edades muy tempranas, dificultando la discrimina-
cio´n correcta de los sonidos fonema´ticos. Las pe´rdidas auditivas afectara´n la voz y la articulacio´n y la correcta
interpretacio´n de lo que se oye.
Dismorfemas ocasionados por fisura NLAP: La perturbacio´n del habla mas comu´n en los fisurados es la
dislalia o dismorfema orga´nica que se produce por anomalı´as estructurales de los o´rganos fonoarticulatorios.
Las dislalias del paciente dependen de la clase de fisura que presente o de la secuela posquiru´rgica. El grado
de atrofia de los mu´sculos palatino, la amplitud de la rinofaringe y el dia´metro nasofarı´ngeo, la compensacio´n
de los mu´sculos vecinos, las dificultades de movimiento de la lengua y del velo del paladar, las alteraciones
morfolo´gicas de la bo´veda palatina, de la arcada alveolar y de los labios, son factores de los que dependera´ el
grado de alteracio´n y repercusio´n en el habla del paciente.
1. A nivel del velo del paladar: el problema de las insuficiencias velopalatinas es que se debe realizar el
cierre entre la nasofaringe y la cavidad nasal que produce como consecuencia alteraciones en el timbre
de la voz y la articulacio´n.
Acu´sticamenete se produce la voz nasalizada y como la pe´rdida de aire o escape nasal es masiva, se
ven alterados los mecanismos articulatorios, el paciente no puede emitir de manera clara e inteligible y
reemplaza su esfı´nter velopalatino por articulaciones glotales que permiten una articulacio´n ma´s clara:
/p/, /t/, /k/, /b/, /d/, /g/ provienen de golpes de glotis, mientras que /ch/, /s/,
/t/, /j/, /z/, /v/ son sustituidas por soplos roncos.
Las insuficiencias velopalatinas pueden ser compensadas mediante el esfuerzo que realiza el replie-
gue de Passavant y las contracciones farı´ngeas por el apoyo que realiza el velo del paladar sobre las
vegetaciones adenoideas evitando ası´ el incremento de hipernasalidad.
2. A nivel del paladar o´seo: las perforaciones del paladar o´seo (parte anterior relacionada con el labio
hendido y la parte media y posterior con el paladar). Cuando la parte anterior es la afectada, la articula-
cio´n de los fonemas bilabiales son mas afectados, mientras que si se trata de la parte media se afectara´n
los linguopalatales y en la zona posterior, los linguovelares, adema´s de todos los dema´s fonemas que
43
Capı´tulo 3. El LPH y su tratamiento fonoaudiolo´gico
se vera´n viciados de nasalidad.
3. A nivel de las arcadas dentarias: en relacio´n con las deformaciones de la arcada alveolar se complican
los movimientos de compensacio´n de labios y lengua y puede generar sigmatismos. La produccio´n
de los sonidos /l/, /n/, /r/, /s/, esta´n afectados debido a las malformaciones tı´picas de los
dientes superiores en los pacientes con fisura palatina.
La protrusio´n del labio superior hacia adelante como en la emisio´n de /o/, /u/ es imposible en los
labios no operados. En los labios hendidos bilaterales cortos, insuficientes y poco carnosos es imposi-
ble articular /b/, /p/ producie´ndose por contacto de la lengua y el maxilar superior y en el caso de
la /m/ por un golpe de glotis.
En los fonemas /f/, /r/, /rr/, /s/, son acompan˜ados o reemplazados por el ronquido farı´ngeo
de los fisurados y el golpe se produce ma´s comu´nmente en la emisio´n de las explosivas /p/, /t/,
/k/.
3.2.7. Alteraciones del lenguaje
Es posible encontrar un retraso en la aparicio´n del habla, de las primeras vocalizaciones, especialmente en
nin˜os que no han recibido adecuada estimulacio´n temprana o que no han tendido solucio´n quiru´rgica para
el cierre oportuno de la fisura. Estos nin˜os no solamente tienen dificultades para hablar sino tambie´n para
alimentarse normalmente [30].
El lenguaje es un aprendizaje que se realiza en la vida, se va adquiriendo cotidianamente, por lo tanto el nin˜o
fisurado tendra´ las mismas posibilidades que un nin˜o normal, Pero para que el lenguaje se desarrolle hay que
estimularlo, ya que este proceso se da ma´s lento.
Si tenemos en cuenta que la palabra es el medio expresivo del habla o el lenguaje oral, el nin˜o que nace con
fisura NLAP tendra´ dificultades para realizar adecuadamente los mecanismos de succio´n, respiracio´n, deglu-
cio´n, por lo que se vera´ comprometida ası´ la adquisicio´n del habla; por eso es fundamental la estimulacio´n
temprana del fisurado [67].
El motivo ma´s importante de la cirugı´a temprana en los fisurados es habilitar al nin˜o para un aprendizaje
normal de la palabra para evitar vicios o defectos difı´ciles de erradicar ma´s adelante. Hay nin˜os que luego de
una cirugı´a temprana adquieren un habla aceptable, hay otros en cambio que no resuelven el problema tan
fa´cilmente y su habla resulta ininteligible.
La familia y principalmente la madre del bebe´ fisurado debera´n estimular su lenguaje como lo harı´an con
un bebe´ normal,pero lo que no deben hacer es corregirlo ante las repeticiones incorrectas porque el nin˜o
tienen una fisura, y es intelectualmente normal; lo que e´l no puede es pronunciar correctamente. Por ejem-
plo dira´ oco por rojo, oa por coca, aa´ por papa´.. Pero el tratamiento quiru´rgico brindara´ importantes
44
Capı´tulo 3. El LPH y su tratamiento fonoaudiolo´gico
posibilidades terape´uticas en el tratamiento fonoaudiolo´gico.
3.3. Tratamiento Fonoaudiolo´gico
La labor del fonoaudio´logo comienza desde el momento del nacimiento del nin˜o en que se debe instruir a la
madre acerca de la forma de alimentacio´n del nin˜o.
Las etapas de su desarrollo y crecimiento son:
1. Prelingu¨ı´stica: o lactante de 0 - 2 an˜os. Es la etapa en la que se inicia la estimulacio´n temprana.
2. Preescolar: de 2 - 5 an˜os.
3. Escolar: de 6 an˜os en adelante.
3.3.1. Tratamiento de los problemas de la Voz
El tratamiento de los trastornos de la voz ha variado su enfoque sustancialmente en la u´ltima de´cada [67].
1. Tratamiento centrado en el progresivo dominio de la funcio´n vocal Este tratamiento vocal cumple
la funcio´n de eliminar, corregir y restaurar el normal funcionamiento vocal.
Este enfoque ha perdurado hasta la de´cada de los ochenta y ha estado influenciado por la corriente con-
ductista que interpreta las disfonı´as como la confluencia de patrones to´nicos, vocales y respiratorios
que se alejan de la fisiologı´a normal. A partir de esta visio´n del problema, la reeducacio´n contempla la
modificacio´n de deferentes conductas y comportamientos implicados en la emisio´n vocal hasta lograr
su adecuado funcionamiento. Se aborda el acondicionamiento de la musculatura a trave´s de diferentes
te´cnicas de relajacio´n, generalmente con objeto de un descenso del tono muscular y no el logro del
tono muscular adecuado para cada persona (eutonı´a). Estos tratamientos inician una serie de ejercicios
de gimnasia respiratoria para modificar el tipo respiratorio, el control del soplo y la adaptacio´n de la
respiracio´n a la emisio´n vocal. Finalmente se realizan pra´cticas de impostacio´n vocal con soporte de
respiracio´n costo-diafragma´tica, ajustada a la altura e intensidad deseada por cada paciente [5].
Este enfoque trabaja los problemas de la voz de forma perife´rica, corrigiendo conductas erro´neas e ins-
taurando nuevos ha´bitos ma´s saludables, y es un tratamiento valioso desde el punto de vista preventivo
y pedago´gico, cuando se trata de dar a conocer cua´l es la adecuada fisiologı´a respiratoria y fonatoria,
y como evitar que aparezcan trastornos de la voz. Pero no es la mas adecuada cuando se ha llegado a
la patologı´a, a la aparicio´n de trastornos cro´nicos vocales, ya que con seguridad el funcionamiento del
aparato fonador y en general de todo el cuerpo no es el adecuado.
2. Tratamiento orientado hacia el desarrollo de la conciencia corporal y vocal
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En las u´ltimas de´cadas el tratamiento se ha alejado del enfoque anterior y se acerca hacia una perspec-
tiva integradora y global de los problemas de la voz; ya que las disfonı´as afectan la esfera comunicativa
del individuo y son una respuesta a un desequilibrio en el funcionamiento del cuerpo, especialmente
el comportamiento postural, muscular y propioceptivo, que no es ajeno a la vida psı´quica y emocional
del paciente.
Este enfoque tiene el objeto de restaurar la emisio´n vocal a trave´s de la implicacio´n de todo el cuerpo; es
un proceso de aprendizaje que despierta una consciencia progresiva de aquellas zonas donde hace mella
la rigidez; trabaja en la liberacio´n del exceso de tensio´n de mu´sculos y articulaciones, desbloquea la
respiracio´n para conseguir una emisio´n fa´cil y desarrolla un mayor grado de propioceptividad orientada
al logro de una buena impostacio´n vocal.
Integra todo el cuerpo en el acto vocal, desde los pies a la cabeza, teniendo como pilar un mayor grado
de autoconciencia corporal, donde se conjugan la integracio´n de la columna vertebral, la neutralizacio´n
del exceso de tensio´n muscular en determinadas zonas, y el desplazamiento del centro respiratorio y de
la voz hacia la zona central del abdomen.
La idea es que el concepto de disfonı´a debe incluir no solo la alteracio´n del funcionamiento vocal, sino
del uso y funcionamiento del cuerpo en su conjunto [5].
Una de las a´reas fundamentales para el desarrollo biopsicosocial del individuo es el lenguaje; e´ste se ve
altamente afectado en los nin˜os que nacen con hendiduras labio-palatinas ya que las alteraciones anatomorfi-
siolo´gicas que de ellas se derivan intervienen directamente en la produccio´n de los sonidos del lenguaje.
Para poder iniciar la rehabilitacio´n fonia´trica, debemos conocer el funcionamiento de los mecanismos norma-
les de la produccio´n del habla, en otras palabras la importancia de los o´rganos fonoarticuladores, la respiracio´n
y la fonacio´n.
Ante la dificultad que los nin˜os presentan para lograr una adecuada reproduccio´n de los sonidos que escuchan,
realizan movimientos compensatorios de lengua y labios ba´sicamente, para obtener ası´ un sonido lo ma´s
parecido posible al original. Por ejemplo el fonema /n/ lo producen con la lengua en posicio´n interdental o
tocando con ella el labio superior y la /b/ uniendo el labio inferior con los dientes superiores.
Para tratar la IVF por parte del terapeuta es recomendable que el paciente se encuentre en el rango de edad de
5 a 15 an˜os ya que en esta etapa la estructura fisiolo´gica permite el entrenamiento de los mu´sculos del habla
[16].
El tratamiento fonoaudiolo´gico esta´ encaminado a prevenir y corregir las alteraciones de los mecanismos
fonatorio, respiratorio y articulatorio presentes en la expresio´n oral del nin˜o, ası´ como a proporcionar la
estimulacio´n necesaria para el desarrollo cognoscitivo linguı´stico y perceptual. Se trabajan varios modelos
dependiendo de la edad en que se consulte por primera vez al fonoaudio´logo y de su sitio de vivienda, ya sea
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del a´rea rural o urbana. Los tratamientos son orientados a trave´s de planes caseros de revisio´n perio´dica o por
medio de terapia directa, con 2 o 3 sesiones semanales [40].
Para que se de una evolucio´n adecuada, el tratamiento fonoaudiolo´gico se debe comenzar desde el nacimiento
con instrucciones a los padres sobre la alimentacio´n del nin˜o, estimulacio´n de los mu´sculos periorales y de los
o´rganos fonoarticuladores, que faciliten las cirugı´as de labio y paladar hendido como tambie´n el desarrollo
del lenguaje.
La estimulacio´n Temprana:
Despue´s de la cirugı´a de paladar se comienza el proceso de tratamiento, el cual se inicia un mes despue´s de
la palatorrafia, donde ya con un paladar ı´ntegro empezamos un proceso de estimulacio´n velar.
El tratamiento en los primeros an˜os se centrara´ sobre todo en la madre del nin˜o en quien se deposita la res-
ponsabilidad de estimularlo en el hogar. Es fundamental la conexio´n madre-hijo a trave´s del pecho materno.
Uno de los puntos importantes es la alimentacio´n materna por su significado afectivo y porque se debe esti-
mular a su vez el reflejo de succio´n. Por esto se debe evitar la alimentacio´n del bebe´ a a trave´s de la sonda
nasoga´strica.
El amamantamiento es importante ya que se estimula la oxitocina y la prolactina para la produccio´n la´ctea.
Adema´s, la succio´n del pecho materno estimula la respiracio´n nasal [47].
En los casos de fisura palatina el odonto´logo tomara´ la impresio´n para confeccionar una placa de MC Neil
que se coloca antes de que el bebe´ reciba la primera mamada. Esta placa evitara´ el reflujo del alimento por la
nariz y estimulara´ a su vez la coordinacio´n respiratoria y las funciones alimentarias.
Es de destacar que la succio´n no es so´lo una funcio´n alimentaria sino que actu´a como estimuladora de la zona
orofacial, en la respiracio´n y como primer medio de comunicacio´n entre la madre y el hijo, adema´s de ser la
base de las funciones vegetativas.
No es recomendable el chupete sino el pecho materno, sobre todo en los seis primeros meses, ya que (figu-
ra3.1) estimula la musculatura labial y las posiciones anteriores del tracto vocal y evita la succio´n digital.
Tambie´n se pueden estimular las funciones labiales y linguales a trave´s de la colocacio´n de dulces especial-
mente sobre el labio superior y que el nin˜o intente sacarlo con la lengua o con el labio inferior, tratando de
que el labio superior baje.
La estimulacio´n a trave´s del contacto corporal tambie´n es muy importante; p.e. luego de ban˜ar al bebe´ se le
pueden hacer masajes corporales en todo el cuerpo estimulando la propioceptividad.
Para mejorar la funcio´n respiratoria se tratara´ de estimular la respiracio´n nasal haciendo que el nin˜o huela
distintos aromas, hacer rodar algodoncitos, apagar una vela, hacer sonar silbatos, soplar con pitillos haciendo
burbujas en un vaso, soplar molinitos de viento, inflar globos, hacer sonar un instrumento de viento. etc (ver
figura 3.1).
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Figura 3.1: Recursos para la estimulacio´n temprana
Con respecto a la produccio´n vocal se debe estimular al nin˜o para que realice producciones propias, para que
haga juego vocal, hablarle de frente, cantarle, para que repita sonidos que produce por azar, etc.
Se producira´n imitaciones de sonidos onomatope´yicos, ruidos y sonidos del ambiente, del estornudo, del
bostezo, la tos y el ronquido y todo ejercicio que este´ orientado a la estimulacio´n auditiva. Se realizan juegos
de presentacio´n y ocultamiento de objetos para estimular la curiosidad y bu´squeda de objetos desaparecidos
ante su vista.
Figura 3.2: Elementos de estimulacio´n temprana
Alrededor del an˜o, el nin˜o contara´ con unas cuantas palabras (alrededor de cinco) que permitira´n trabajar au´n
mejor sobre su habla y lenguaje y enriqueciendo su vocabulario. Llegando a esta edad se comienza a preparar
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Figura 3.3: Estimulacio´n temprana: a´reas motriz, del lenguaje, percepcio´n
al nin˜o para iniciar el tratamiento fonoaudiolo´gico propiamente dicho.
Sera´ importante tambie´n desde un comienzo hacer un control perio´dico de la audicio´n ya que es uno de los
pilares ma´s importantes del aprendizaje del habla y del lenguaje del nin˜o.
Figura 3.4: Estimulacio´n integral
Evaluacio´n especı´fica:
Es el primer paso en el tratamiento ya que permite realizar una comprensio´n de la historia clı´nica del menor
para enfatizar en el trabajo del habla, articulacio´n y los procesos motores ba´sicos del habla (respiracio´n, re-
sonancia y fonacio´n [34]
1. Anamnesis: Identificacio´n, procedimientos que se le han realizado (cuales y a que edad), antecedentes
familiares, antecedentes pre, peri y postnatales, desarrollo motor y del lenguaje, escolaridad, enfermedades
sufridas, antecedentes de alimentacio´n, actitud familiar, atenciones por otros profesionales.
2. Lenguaje (Habla):
Articulacio´n: aplicacio´n de tests especı´ficos para evaluacio´n de fonemas. Examen de o´rganos fonoar-
ticulatorios por observacio´n directa de o´rganos activos y no activos (dientes, lengua, paladar duro y
blando, labios)
Respiracio´n: tipo, modo y factores asociados
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Resonancia: Observacio´n directa de la anatomı´a del paladar duro y blando, longitud y movilidad.
evaluacio´n de la movilidad velar (nasofaringoscopio).
Fonacio´n: cualidades de la voz (tono, timbre e intensidad).
Prosodia: caracterı´sticas de musicalidad y brillo de la voz (entonacio´n, ritmo y velocidad).
Discriminacio´n auditiva: pruebas auditivas (audiometrı´a e impedanciometrı´a)
El tratamiento fonoaudiolo´gico propiamente dicho comienza a los 2 an˜os.
El nin˜o crece y va madurando y lograra´ de acuerdo con su edad, nuevas y mejores posibilidades de realizar
ejercicios de reeducacio´n cada vez ma´s intensos y precisos, por sus propios medios sin que necesite la cola-
boracio´n de la madre para su realizacio´n.
La terapia podra´ irse modificando y complejizando en recursos terape´uticos en la medida que el nin˜o res-
ponda favorablemente a cada estimulacio´n y se vaya notando su mejorı´a especialmente en lo que respecta la
respiracio´n y la articulacio´n en relacio´n con la inteligibilidad del habla.
El tratamiento fonoaudiolo´gico se comienza cuando se han obtenido condiciones favorables desde el punto
de vista quiru´rgico y odontolo´gico como para empezar a actuar sobre las estructuras orofaciales y fundamen-
talmente sobre su funcionalidad [56].
Reeducacio´n respiratoria:
Estos nin˜os respiran mal, por lo general lo hacen por la boca.
Se comienza por mejorar el modo y el tipo respiratorios ya que generalmente esta´n alterados, y en conse-
cuencia tambie´n mejorara´ la capacidad pulmunar. El fin es ensen˜ar al nin˜o el uso correcto del aire a trave´s
de la via nasal-bucal que nos permitira´ la obtencio´n de un soplo respiratorio necesario para la produccio´n del
habla. La alteracio´n de este modo respiratorio trae como consecuencia una alteracio´n en la resonancia del
habla y por ende un habla caracterı´stica con rinofonı´a y rinolalia.
Una vez que el nin˜o logra coordinar la entrada y salida de aire correctamente se realizan los ejercicios de
respiracio´n en posicio´n sentado:
- Trabajar el soplo respiratorio con vaso y pitillo haciendo burbujas, tomando aire en 1,2,3,4, y 5 tiempos
respectivamente y sacando aire en 1 ,2 y hasta 10 tiempos, realizando el ejercicio con todas las variaciones
posibles.
- Retencio´n de aire nasal mientras efectu´a una actividad lu´dica, como retener el aire hasta ubicar el objeto en
un juego de encaje, loterı´a, etc.
- Inflar globos controlando la cantidad de aire espirado.
- Soplar velas controlando el soplo suave y fuerte.
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- Soplar juguetes de viento p.e. soplar por la boca mientras se cuenta mentalmente hasta 10, luego soplar por
una nariz mientras se obtura por la otra.
- Transvasaje de perlitas con pitillo reteniendo el aire (figura3.5).
- Estimular el soplo con oclusio´n nasal o sin ella mediante el juego de desplazar objetos a trave´s del soplo en
Figura 3.5: Transporte de perlitas con sorbete
forma suave y fuerte como se ve en las figuras 3.6 y 3.7
Figura 3.6: Ejercicio de soplo con oclusio´n de ambas narinas
- En nin˜os ma´s pequen˜os trabajar el aire a trave´s del juego como apagar velas, fo´sforos, hacer rodar objetos
livianos a trave´s del soplo, uso de instrumentos sonoros de viento como silbatos, flautas, armo´nica (figura
3.8).
- Soplar con fuerza (con oclusio´n de las narinas), tratando de voltear al payaso (figura3.9).
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Figura 3.7: Ejercicio de soplo sin oclusio´n de las narinas
Figura 3.8: Ejercicio de soplo con instrumentos de viento con control de la cincha costo abdominal
- Hacer pompas de jabo´n con control del soplo en 1,2 y hasta 10 tiempos.
Figura 3.9: Ejercicio de soplo con oclusio´n de las narinas. El nin˜o debe tratar de voltear al payaso
Recomendaciones para los ejercicios de soplo respiratorio
- Hacerle poner la nin˜o los labios redondo como en posicio´n de soplar para que tome conciencia de la salida
directa del aire a trave´s de la boca (figura 3.10).
- Estimular el soplo solamente. No forzarlo a ejecutar el soplo.
- Al comienzo es necesario ocluir las narinas mientras sopla para evitar el escape nasal.
52
Capı´tulo 3. El LPH y su tratamiento fonoaudiolo´gico
Figura 3.10: Labios en posicio´n de soplar
- Para comenzar los ejercicios de soplo, elegir un objeto liviano para que el nin˜o pueda soplarlo fa´cilmente
como una pluma atada a un hilo. A muchos nin˜os les gusta soplar una pequen˜a vela o un encendedor o
disfrutan mas soplando burbujas.
3.3.2. Rehabilitacio´n articulatoria
1. Primer nivel articulatorio: Se trabajan los fonemas explosivos-oclusivos /p/, /t/, /k/ y los
fricativos /s/.
2. Segundo nivel articulatorio: Se trabajan los fonemas fricativos /b/, /d/, /g/, /f/, /x/ y
/ch/ africada.
3. Tercer nivel articulatorio: Las vibrantes simple y mu´ltiple /r/, /rr/. Sifones con lı´quidas /l/ y
vibrantes /rr/.
Los niveles de trabajo dados por los fonoaudio´logos pueden ser [30]:
1. Por imitacio´n: Se refiere a la obtencio´n por trabajo de ejercicios especı´ficos para obtener el fonema
(praxia) que se encuentra alterado o por repeticio´n del modelo dado repitiendo el ejercicio especı´fico
del fonema alterado por imitacio´n o ante orden verbal.
2. Dirigido: Se trabaja despue´s de haber adquirido tipo-modo: produccio´n de palabras, frases, oraciones-
pa´rrafos, trabalenguas, rimas y retahı´las, siguiendo las estructuras CV, VC, CVC, CCV, (C Conso-
nante y V Vocal) .
3. Transferencia: Trabajo en el habla esponta´nea con el fin del que el nin˜o articule los fonemas ensen˜ados
- corregidos en todo lo expresado.
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3.3.3. Soplo, masajes velares y respiracio´n
Luego de recibir la terapia, al rededor del 20% de los nin˜os intervenidos del paladar, presentan un defecto en
el cierre velofarı´ngeo que genera un escape de aire a trave´s de la nariz.
Ellos requieren otra cirugı´a para corregir la insuficiencia velofarı´ngea IVF [63].
El momento ideal para esta cirugı´a esta entre los 18 meses y 3 an˜os, cuando la cirugı´a se hace ma´s tarde, los
resultados fonia´tricos no son los ma´s adecuados. Es importante insistir en que la cirugı´a sola no corrige la
insuficiencia velofarı´ngea y siempre se requiere la rehabilitacio´n fonia´trica.
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Disen˜o del experimento
En este capitulo se explican las etapas seguidas para el disen˜o del experimento que se describe en el diagrama
de bloques de la figura 4.1
Contexto en el que funcionara´ el sistema
El desarrollo de esta aplicacio´n, se concentro´ en el vocabulario utilizado por los fonoaudio´logos para realizar
los tratamientos que se explican en [30], [40], [35], [67], [36], [5], [4], a nin˜os con LPH corregido, que pre-
sentan IVF y sintetizados en la seccio´n 3.3.
La lista de todos los ejercicios fonoaudiolo´gicos escogidos se presentan en el anexo C.
El contexto en el que se desarrolla el sistema, permite analizar el vocabulario para reducir las palabras que se
requieren generar, esto con el fin de reducir la base de datos del corpus, disminuir la complejidad y dar mayor
calidad y naturalidad a la voz.
4.1. Seleccio´n del me´todo de sı´ntesis
Dando solucio´n a uno de los objetivos propuestos, se realiza a continuacio´n un ana´lisis comparativo de cada
uno de los me´todos de sı´ntesis estudiados y que se describen en el capı´tulo 2. En esta evaluacio´n se funda-
mentan las razones de eleccio´n de los me´todos escogidos para esta aplicacio´n.
Como se describe en el capı´tulo 2, los sistemas de sı´ntesis que parametrizan la sen˜al de voz o´ sintetizadores
parame´tricos, llevan a cabo un ana´lisis de los elementos que forman la onda sonora, entre ellos esta´n:
4.1.1. Sı´ntesis por formantes
Este me´todo emula la onda sonora copiando los patrones de sus formantes (lı´neas y picos de energı´a del
espectrograma) (vea capitulo 2, seccio´n 2.2). El tracto vocal se modela como una fuente sonora que excita
un conjunto de filtros o´ como resonadores digitales de segundo orden en cascada, representando cada uno los
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Figura 4.1: Etapas del experimento
formantes o el espectro de la fuente de excitacio´n.
La excitacio´n o fuente de voz, generalmente es un tren perio´dico de impulsos o sen˜al diente de sierra (para
fonemas sonoros) y ruido pseudo aleatorio (fonemas sordos).
El primer formante conocido como frecuencia fundamental f1 identifica el tono y varia respecto al e´nfasis y
la entonacio´n, el siguiente formante es f2 y ası´ sucesivamente.
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Las desventajas de este me´todo son principalmente que la calidad de la voz no es buena [51],[64] y el mo-
delamiento de los filtros resulta costoso computacionalmente; tambie´n tiene limitaciones en la amplitud de
banda y el control de las sen˜ales sintetizadas, lo cual dificulta la reproduccio´n de cambios ra´pidos de amplitud
como los que se producen en la explosio´n de una consonante o en la transicio´n de fonemas nasales a la vocal
adyacente[44].
Por estas razones la sı´ntesis por formantes se desestimo´ para su implementacio´n.
4.1.2. Sı´ntesis articulatoria
En teorı´a, el me´todo ma´s apropiado para generar voz, es modelar la produccio´n del habla directamente. Es-
te me´todo, conocido como sı´ntesis articulatoria, involucra modelar los o´rganos articulatorios humanos y las
cuerdas vocales [32]. Estos me´todos se basan en el mecanismo naturales de produccio´n de la voz, mediante
para´metros como: el taman˜o de la cavidad oral, la tra´quea, la posicio´n de la lengua, etc.
Las unidades de voz se analizan segu´n el modelo de produccio´n del habla, y sus valores caracterı´sticos (fuen-
te, envolvente espectral, etc.) se almacenan como secuencias en el tiempo.
Estudios anteriores [32], [24], [19], [69], [22], [42], han demostrado que la generacio´n de voz a partir del mo-
delamiento de los movimientos del tracto vocal, ha sido menos exitosa que otras te´cnicas de sı´ntesis debido a
su compleja implementacio´n, no obstante, su estudio permite una mejor comprensio´n del feno´meno fı´sico de
la produccio´n de la voz y su concepto se caracteriza por su simplicidad.
La principal ventaja de este me´todo, es que la forma de almacenar los datos, logra reducir la informacio´n
y los para´metros que deben guardarse, disminuyendo tambie´n la capacidad de almacenamiento de ma´quina.
Adicionalmente logra controlar el ritmo y la entonacio´n del habla.
Sin embargo, aparte de que los para´metros son muy difı´ciles de obtener y controlar automa´ticamente, tambie´n
se ve afectada la naturalidad de la voz y por lo tanto la calidad del sistema 2.2.
Por todo lo anterior, este tipo de sı´ntesis solo fue estudiado y analizado, ma´s sin embargo, no se imple-
mento´ ya que en te´rminos pra´cticos, no existen aplicaciones comerciales de este tipo [32] porque la mayorı´a
de experimentos que se han llevado a cabo para probar esta te´cnica, son o muy especializados o muy costosos
de implementar.
4.1.3. Sı´ntesis LPC
En la sı´ntesis (Linear Predictive Coding)- LPC, todas las propiedades espectrales de la sen˜al (excepto inten-
sidad y periodicidad) esta´n presentes en los coeficientes LPC, lo cual hace que su estructura sea ma´s simple
que la anterior.
Este procedimiento matema´tico permite predecir los sucesos futuros de un sistema lineal a partir de los acon-
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tecimientos ya pasados. Este me´todo se basa en que el tracto vocal se puede modelar como una serie de
cilindros huecos de dia´metro variable; las propiedades de la onda sonora despue´s de haber pasado por todos
ellos pueden predecirse teniendo en cuenta que cada uno de los cilindros condiciona la forma de la onda sono-
ra al entrar en el siguiente; este ca´lculo complejo se simplifica utilizando la prediccio´n lineal y aprovechando
la periodicidad de la onda de sonido. En la seccio´n ?? se explica este me´todo de sı´ntesis y la obtencio´n de los
coeficientes que representara´n la funcio´n de transferencia del filtro que modela el sistema.
Si el modelo es capaz de predecir la sen˜al con un error muy bajo, se tiene que el filtro LPC ha sido capaz de
almacenar la informacio´n necesaria de un trozo de sen˜al como para reproducirla mediante alguna excitacio´n.
Este modelo se empleo´ en la produccio´n de los sonidos fricativos de las palabras que se generan a partir de
unidades menores como se explica ma´s adelante en 4.5.2, ya que los resultados de naturalidad obtenidos al
aplicar algoritmos PSOLA (ver seccio´n 2.2.4) no son buenos.
La alternativa consiste en excitar los filtros del modelo autorregresivo, entrenados con la consonante respecti-
va, con ruido blanco sin modificar el tono, con lo cual, adema´s de mejorar los niveles de inteligibilidad, hace
innecesario almacenar estos segmentos, debie´ndose almacenar tan solo los coeficientes del filtro correspon-
diente que los produce.
Para optimizar el modelo de la fuente, se utiliza la te´cnica LPC residual [32] resumida en los siguientes pasos:
Se calcula los para´metros del filtro del modelo LPC cla´sico.
Se invierte el filtrado de la sen˜al original a trave´s del filtro LPC para obtener un residuo, el cual bajo
la suposicio´n de que es un modelo LPC perfecto, sera´ ruido blanco o un tren de pulsos (la sen˜al de
excitacio´n del filtro).
Se codifica y almacena la forma de onda del residuo.
Se resı´ntetiza la voz filtrando el residuo a trave´s del filtro LPC.
4.1.4. Sı´ntesis por concatenacio´n de forma de onda
Como alternativa a los anteriores me´todos, la sı´ntesis por forma de onda logra una voz sinte´tica ma´s natural,
pero elevando el costo en la cantidad de memoria utilizada y en la flexibilidad. Estos sistemas requieren que
cada unidad se encuentre almacenada en un formato de codificacio´n de forma de onda. El sintetizador elige
las unidades a concatenar de acuerdo a la transcripcio´n fone´tica que identifica las unidades de sı´ntesis pre-
sentes en el texto y que son conocidas por el sintetizador.
La desventaja es que la sı´ntesis se realiza a partir de unidades sobre las cuales no se tiene ningu´n control en
caracterı´sticas de entonacio´n y duracio´n, por lo que es necesario incluir estas caracterı´sticas en el momento
de la grabacio´n de las unidades, considerando factores como los contextos izquierdo y derecho que puedan
presentarse en el momento de la concatenacio´n, o del acto de dia´logo que quieran representar cuando las
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unidades son ma´s largas como palabras y frases.
La sı´ntesis de este tipo ma´s simple consiste en concatenar frases o palabras almacenadas, con lo cual se con-
sigue una alta calidad pero a la vez se encuentra la limitacio´n de mantener en memoria todas las frases que
puedan tener ocurrencia dentro del texto a sintetizar. Adema´s tambie´n se debe considerar que la entonacio´n
y el tiempo de duracio´n de las unidades almacenadas deben haber sido pronunciadas de forma que suenen lo
ma´s natural posible en todas las oraciones en que puedan ser utilizadas.
Debido a que la sı´ntesis con unidades largas da buenos resultados en naturalidad, este me´todo de sı´ntesis de
concatenacio´n fue el escogido como forma de produccio´n de la voz. Segu´n lo anterior y lo expuesto en el
capı´tulo 2, el me´todo seleccionado corresponde a sı´ntesis a partir de texto con vocabulario restringido, este
conocimiento a-priori del vocabulario, nos resulta bastante u´til para la generacio´n del corpus de unidades
fone´ticas.
Cuando de trata de un sintetizador sin restricciones o de vocabulario ilimitado (ver capitulo 2 seccio´n ??,
se debe recurrir a unidades menores, lo cual permite a la vez un claro ahorro de memoria (la mayorı´a de
los lenguajes poseen de 20 a 40 fonemas) [57]. Estas unidades ba´sicas pueden corresponder a fonemas,
difonemas o trifonemas.
Tipo de unidades
La eleccio´n del tipo de unidad es fundamental para la construccio´n del corpus, determina la complejidad de
los algoritmos y el grado de dificultad en la generacio´n proso´dica.
Para el desarrollo del mo´dulo de sı´ntesis de voz, se elaboraron varias pruebas con diferentes bases de datos
de unidades fone´ticas como se describe:
Fonemas como unidad ba´sica
Inicialmente se grabaron 22 fonemas que componen el idioma espan˜ol, como se muestra en la tabla 4.1, para
realizar una sı´ntesis concatenativa simple de ellos, usando el me´todo desarrollado en [64].
Los fonemas como unidades naturales, dotan de gran flexibilidad a los sistemas de voz y resultan econo´micas,
desde el punto de vista del nu´mero de unidades; esto permite una generacio´n amplia de palabras .
Sin embargo al sintetizar las primeras frases, se nota que esta unidad fone´tica es abstracta y esta´ sometida a
muchas variaciones contextuales, lo que derivo´ en una gran dificultad para generar la prosodia adecuada.
Se obtuvieron algunas cadenas sintetizadas de baja calidad, en te´rminos de naturalidad, lo cual no era desea-
ble para nuestra aplicacio´n, ya que resultaba bastante artificial y serı´a una causa de rechazo y poco agradable
para los pacientes.
Difonemas como unidad ba´sica
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Tabla 4.1: Alfabeto fone´tico.
FONEMA EJEMPLO TRANSCRIPCIO´N
/a/ valle baje
/b/ vino bino
/d/ donde donde
/e/ pero pero
/f/ fa´cil fasil
/g/ gata gata
/tS/ mucho mutSo
/i/ pico piko
/j/ cayo cajo
/k/ casa kasa
/l/ lejos lexos
/m/ mismo mismo
/n/ nunca nunka
/ny/ an˜o anyo
/o/ toro toro
/p/ padre padre
/r/ puro puro
/rr/ torre torre
/s/ sala sala
/t/ tomo tomo
/u/ duro duro
/x/ mujer muxer
Teniendo en cuenta estos inconvenientes, se decidio´ grabar bajo las mismas condiciones descritas en 4.2.2,
un nuevo corpus de unidades; esta vez con difonemas (unio´n de la parte estable de un fonema con la parte
estable del siguiente fonema).
El corpus con difonemas aumento´ el nu´mero de unidades (existen al rededor de 222 posibles difonemas).
En este caso se implementaron algunos de los algoritmos para concatenacio´n desarrollados en [29], los cuales
incluyen me´todos para suavizar las fronteras, mejorando la naturalidad de la voz.
Sin embargo el corpus de unidades se incremento´, sin reducir en forma considerable la complejidad en la
generacio´n proso´dica, adicionalmente la naturalidad au´n no fue lo suficiente buena como se esperaba para
esta aplicacio´n.
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Sı´labas como unidad ba´sica
Los intentos realizados, condujeron a esperar que generando un nuevo corpus, esta vez con sı´labas como
unidades fone´ticas, la calidad mejorarı´a con respecto a las anteriores pruebas, ya que a trave´s de las sı´labas
se logra manejar mucho mejor la coarticulacio´n, las unidades pueden ser mas largas y por lo tanto mas com-
pletas.
Sin embargo, el problema radica en que el nu´mero de sı´labas es demasiado elevado, y serı´a infructuoso gene-
rar un corpus tan grande para esta aplicacio´n, ya que el sistema requiere hacer uso de un diccionario limitado
y se conoce a-priori el texto que se desea sintetizar.
Palabras como unidad ba´sica
Segu´n lo anterior, se penso´ hacer uso de un corpus con palabras, sabiendo que es el tipo de concatenacio´n de
ma´s alto nivel [26], con el cua´l se logra la mayor naturalidad de voz posible, y que se cuenta con un conjunto
completo de palabras para el dominio de la aplicacio´n previamente determinado. Sin embargo, al tomar como
base un corpus de palabras, teniendo como precedente el grado de naturalidad de la voz generada; limita a
realizar el proyecto con voz pregrabada, reduciendo ası´, la investigacio´n de los procedimientos de sı´ntesis a
un campo marginal.
Unidades de longitud variable como unidades ba´sicas
Finalmente, enfatizando que es suficiente generar un diccionario reducido de palabras conocido a-priori para
la aplicacio´n, se opto por realizar la sı´ntesis de voz con unidades fo´nicas variables, tomando como base los
trabajos anteriores [64], [29] y principalmente los algoritmos desarrollos en [26], los cuales se basan en la
te´cnica Variable Length Unit Selection o seleccio´n de unidades de longitud variable.
Con esta te´cnica, se genera un corpus fone´ticamente balanceado, concatenando las formas sonoras de di-
ferentes estructuras gramaticales, tanto unidades menores (fonemas, difonemas, trifonemas, medias sı´labas,
o combinaciones de ellos) como palabras y frases completas, ya contenidas en el corpus, y de este modo
conservar las caracterı´sticas proso´dicas; con la finalidad de que suenen ma´s naturales y sean elegidas de tal
manera que se minimicen los problemas de concatenacio´n.
4.2. Base de datos
En esta seccio´n se describe la base de datos para el corpus de unidades fone´ticas para la generacio´n de la
voz sinte´tica. Como se determino´ en un comienzo, la poblacio´n objeto de estudio la componen nin˜os con
edades comprendidas entre los 5 y 15 an˜os con correccio´n de LPH de la regio´n central del paı´s; menores
de ambos ge´neros y que se encuentren en tratamiento del habla y/o rehabilitacio´n de la voz en el Hospital
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Infantil Universitario de la cruz roja Rafael Henao Toro.
4.2.1. Adquisicio´n y adecuacio´n de sen˜ales
El primer paso en la recoleccio´n de sen˜ales, es la conversio´n electro-acu´stica, o transformacio´n mediante el
micro´fono de los desplazamientos del aire debidos a cambios de presio´n en la generacio´n de la voz, a energı´a
ele´ctrica que es de tipo ana´loga, o sea:
Γ{x(t)} = y(t) ∼ kx(t)
Donde x(t) es la sen˜al original de voz y k la constante de linealidad de conversio´n.
Sin embargo, al realizar la adquisicio´n de sen˜ales de voz en la pra´ctica, hay distorsiones de amplitud y fase,
que conllevan a la dependencia no lineal entre la entrada y salida del conversor, haciendo que este sea una
fuente potencial de errores en el registro de las sen˜ales.
Por lo anterior, es muy importante eleccio´n del micro´fono para el registro de voz.
Las caracterı´sticas te´cnicas son [9]:
Respuesta de frecuencia. La curva de respuesta en frecuencia debe tener el menor rizado o clase de
variacio´n, debe ser constante y con el mayor ancho de banda posible.
Direccionalidad del patro´n. Entendido como la forma de concentracio´n de la energı´a recibida por el
micro´fono, con respecto al a´ngulo cero desde la fuente de emisio´n sonora. Los patrones de recepcio´n
pueden ser omnidireccionales (patro´n circular) o direccionales (cardioide, elı´pticos, etc.).
4.2.2. Grabacio´n
Para el corpus del sintetizador se grabaron unidades fone´ticas variables, correspondientes a una voz de ge´nero
femenino y que pertenece al periodo de estabilidad vocal (entre 19 y 54 an˜os) con 23 an˜os de edad.
Las caracterı´sticas de los archivos de audio generados para el corpus son las siguientes :
Formato de registro tipo *.wav.
Frecuencia de muestreo igual a 44100 Hz.
Bits por muestra igual a 16.
Audio monofo´nico: Canales de grabacio´n - 1.
La construccio´n del corpus es lo suficientemente rico en expresiones y contenidos fone´ticos, es decir, con
diferentes construcciones gramaticales (diptongos, triptongos, palabras con acento, die´resis, etc.). De igual
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forma, involucra diferentes expresiones y palabras utilizadas en el contexto de los tratamientos fonoaudiolo´gi-
cos que debera´ poder manejar el sistema.
El corpus de voz esta constituido por 927 frases fone´ticamente balanceadas (4095 palabras diferentes), em-
pleadas en el contexto de las terapias de rehabilitacio´n del habla.
Las palabras son leı´das de forma que tengan el mismo tono, con una acentuacio´n y pronunciacio´n correcta,
dentro de la prosodia caracterı´stica de la region central del paı´s.
Las palabras grabadas son almacenadas en el directorio wav/ el que a su vez se encuentra bajo la estructura
de directorio que contiene el proyecto de voz que se desarrolla. Para mantener una pronunciacio´n consistente,
se hace que el locutor escuche las palabras previamente sintetizadas en el momento de realizar la grabacio´n.
Esto ayuda al locutor a mantener una entonacio´n plana adema´s de reducir errores de pronunciacio´n.
4.2.3. Para´metros te´cnicos del equipo
El equipo para la adquisicio´n de las sen˜ales que hacen parte del corpus del sintetizador, ası´ como el registro
electro´nico de sen˜ales para el clasificador, posee estas caracterı´sticas:
Micro´fono Shure SM58, dina´mico unidireccional (cardiode) disen˜ado para vocalistas profesionales.
Filtro esfe´rico incorporado, que reduce los ruidos causados por el viento y el aliento.
Patro´n direccional.
Dispersion polar de cardiode, que aı´sla la fuente sonora principal a la vez que reduce los ruidos de
fondo.
Sistema close-talk, a fin de orientar al ma´ximo la emisio´n del hablante y reducir las emisiones de ruido
de fondo.
Procedimiento de grabacio´n bajo condiciones de bajo nivel de ruido ambiental.
Ubicacio´n a una distancia promedio de 10 a 20cm del locutor como se muestra en la figura4.2
4.2.4. Preproceso
Para atenuar las perturbaciones de los segmentos de voz grabados, debidos al ruido intrı´nseco del hardware
utilizado en el momento de la recoleccio´n de sen˜ales de voz como se ve en la figura 4.3 con la palabra /
salir /, se utiliza un filtro pasa bajas con atenuacio´n de 30 dB que se encuentra implementado en la
herramienta WavePad, usada para grabar y editar los archivos de voz. La sen˜al filtrada se muestra en la
figura 4.4.
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Figura 4.2: Adquisicio´n las sen˜ales de voz
Figura 4.3: Sen˜al grabada sin preproceso
Figura 4.4: Sen˜al filtrada
Durante el proceso de grabacio´n, en la mayorı´a de los casos, se generan espacios sin voz, debido a que se
empieza a hablar despue´s de oprimir el boto´n de inicio de grabacio´n, ası´ como al terminar de hablar y detener
la grabacio´n (figura 4.5; a este espacio sin voz, lo llamaremos vacı´o, por no contener informacio´n de sonido
importante. Una vez que han sido grabados los segmentos de voz, es necesario eliminar el vacı´o que se tiene
al inicio y fin de la sı´laba, como se observa en la figura 4.6
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Figura 4.5: Sen˜al grabada sin recorte de espacios
Figura 4.6: Sen˜al filtrada y recortada
Este recorte, nuevamente se lleva acabo, utilizando la herramienta de edicio´n de sonidos WavePad. Una vez
que se ha llevado a cabo este recorte, la sen˜al de voz concatenada con otra unidad (deseas-salir)queda
como se observa en la figura 4.7.
Figura 4.7: Sen˜al con preproceso
Si no se llevara a cabo este recorte de vacı´o, ocasionarı´a demasiado espacio entre una sı´laba y otra, pues el
vacı´o al final de una sı´laba se sumarı´a con el vacı´o al inicio de la otra sı´laba, al momento de concatenar estas
sı´labas para su reproduccio´n final, como se ilustra en la figura 4.8.
Con este recorte del vacı´o se mejora la naturalidad de la pronunciacio´n de voz, ası´ como la reduccio´n signi-
ficativa del espacio en el disco utilizado para cada archivo. En las pruebas se logro´ una reduccio´n de espacio
del orden del 30
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Figura 4.8: Segmentos concatenados sin preproceso
4.3. Extraccio´n de caracterı´sticas
En esta seccio´n se describe la extraccio´n, tanto de las caracterı´sticas fone´ticas, como de la prosodia particular
de la lengua espan˜ola, como uno de los objetivos propuestos en el trabajo y para realizar correctamente la
transcripcio´n fone´tica de las formas de onda grabadas que se describe luego.
4.3.1. Caracterı´sticas de prosodia
La prosodia definida como la informacio´n que no puede ser localizada en un segmento especı´fico de soni-
do, o que no cambia la identidad de un segmento de una frase [32], contribuye a identificar expresiones del
dia´logo, cuando la informacio´n lingu¨ı´stica no es suficiente, o no es muy clara.
Como se describe en la seccio´n 1.6 los para´metros que describen la prosodia son: la duracio´n de los segmen-
tos y de las pausas, la intensidad y la entonacio´n, que a su vez esta condicionada por la variacio´n del pitch.
Estos para´metros brindan informacio´n sobre la acentuacio´n, puntuacio´n, interrogaciones, exclamaciones, es-
tado emocional del locutor, etc.
Segu´n encuestas realizadas por centros de investigacio´n del lenguaje [54], la ausencia de prosodia en los sis-
temas de dia´logo los hace ininteligibles.
La incorporacio´n de la prosodia se realiza mediante el control de las siguientes caracterı´sticas:
1. El pitch o F0 (entonacio´n).
2. La duracio´n de las unidades fone´ticas almacenadas.
3. La duracio´n de los silencios introducidos.
El manejo de estos para´metros se realiza a fin de lograr representar las pausas de puntuacio´n dentro de las
frases, la estimacio´n de la capacidad pulmonar o del estilo de un locutor especı´fico.
Frecuencia fundamental o Pitch
La figura 4.9 muestra la curva del pitch de uno de los segmentos de voz grabadas /deseas continuar/,
que sera´n concatenadas con otras frases y palabras.
Con el algoritmo de costos 4.14 se obtienen las unidades menores del texto estructuradas un vector de listas
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ligadas.
Figura 4.9: Sen˜al con preproceso
Se implemento´ el algoritmo pitch.m que se encarga de calcular y retornar las marcas del pitch (localizadas
en los picos de la funcio´n de energı´a). Esta informacio´n es u´til para realizar estadı´sticas sobre los valores
del pitch, en las sı´labas, para los distintos conjuntos de frases agrupadas segu´n los actos de dia´logo a los
cuales pertenecen y segu´n la extensio´n de la frase total en la cual se encuentran presentes. Sin embargo, en
este trabajo, la frecuencia fundamental no es alterada dentro del segmento, la entonacio´n sera´ por los factores
descritos adelante.
Duracio´n de los segmentos
En la concatenacio´n de unidades menores, los modelos de duracio´n se aplican a nivel de cada unidad, un
modelo simple es asignar un valor fijo de duracio´n a cada unidad, p.e fonemas. Para la primera aproximacio´n
se da un valor de 80 ms a la duracio´n de la unidad, como se propone en [32], sin embargo la dificultad que
de presenta es que algunas unidades se cortan o no son entendibles al realizar la concatenacio´n de la palabra,
si los fonemas sordos son muy largos, la palabra se corta o se vuelve inintelilgible.
Luego se desarrolla un proceso manual, que consiste en promediar las duraciones para cada fonema en di-
ferentes realizaciones. Sin embargo, se descubre que la duracio´n de cada unidad depende del contexto en el
que se encuentre y la informacio´n que brinda este proceso no serı´a va´lida para todas las realizaciones.
La solucio´n es reproducir la unidad con igual duracio´n a la que fue grabado, o segmentado, con el debido
proceso de extraccio´n de silencio inicial y final, el cual se realiza con la herramienta de edicio´n de sonido
WavePad, y teniendo en cuenta el criterio de que los fonemas voca´licos deben tener una duracio´n mayor que
las consonantes, este sencillo modelo mejora la inteligibilidad de los anteriores.
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Para la concatenacio´n de unidades de longitud ma´s larga, el algoritmo Unit Selection propone reproducir la
unidad con igual duracio´n a como fue extraı´da de la frase donde fue encontrada y donde el algoritmo de
costos la evaluo´ como la que mejor se adecu´a al contexto donde se insertara´ con las regla descritas en ??.
Duracio´n de los silencios: Puntuacio´n
Para generar los efectos de la puntuacio´n, se usa un modelo simple de incorporacio´n de pausas [32], que
considera los signos de puntuacio´n mostrados en la tabla 4.2
Signo de puntuacio´n Transcripcio´n Caracterı´stica Duracio´n enms
¿ abre_interroga Pausa larga 950
? cierra_interroga Pausa larga 950
: dos_puntos Pausa larga 950
. punto Pausa larga 950
, coma Pausa corta 235
; punto_coma Pausa corta 295
- esp_blanco Pausa general 70
Tabla 4.2: Duracio´n de pausas
Para generar las pausas se elige esta regla denominada CART9 - Clasification And Regression Trees [32],
la cua´l ha sido probada para el espan˜ol y otros idiomas; segu´n e´sta, la asignacio´n de duraciones se logra por
simple inspeccio´n y estimacio´n de las pausas realizadas por un locutor al grabar diferentes textos leı´dos en
voz alta y que contienen estos signos de puntuacio´n, y luego medir la longitud del silencio mediante el editor
de sonido utilizado WavePad y promediando los resultados.
Entonacio´n
La entonacio´n de la voz sinte´tica en esta aplicacio´n depende de dos factores:
- El primer factor hace referencia a como fueron gravadas las frases inicialmente, ya que los algoritmos no
modifican los acentos, sino que se encargan de escoger entre las unidades fone´ticas existentes en cada
vector de listas ligadas ??, la que mejor se adecue´ al contexto.
- El segundo factor tiene en cuenta la duracio´n de las pausas que se deben insertar, lo cual depende del signo
lingu¨ı´stico encontrado como se describen en la tabla 4.2.
En este caso se eligen las caracterı´sticas particulares de un solo locutor, las cuales se obtienen a partir de las
frases y palabras grabadas dentro del contexto de las terapias de rehabilitacio´n fonoaudiolo´gica. De esta for-
ma, se conservan las caracterı´sticas de entonacio´n dadas por el locutor, que posee una pronunciacio´n esta´ndar
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para las caracterı´sticas proso´dicas locales que se quieren introducir.
Acentuacio´n
En el idioma Espan˜ol, es posible predecir la posicio´n de los acentos en forma independiente de la generacio´n
del pitch [32].
Para la generacio´n de palabras a partir de fonemas, se incorporaron las vocales acentuadas como fonemas
independientes de las no asentuadas, con lo cual, e´sta caracterı´stica se incorpora en el momento del ana´lisis
le´xico del texto y el algoritmo sencillamente reproducira´ la unidad encontrada, segu´n tenga o no, el signo de
tildado.
Cuando la palabra o frase completa se encuentra en corpus de listas ligadas, el programa recurre al algoritmo
de VLUS, el cual emplea los vectores de listas ligadas como estructuras de datos ??, por tanto todos los
segmentos de voz son almacenados en vectores de listas ligadas, como se explica ma´s adelante, y el algoritmo
de costos se encarga de escoger la unidad mas adecuada para el contexto presente.
4.3.2. Caracterı´sticas fone´ticas del espan˜ol
Como se menciono´ en el capı´tulo ??, en el espan˜ol existen 30 letras, clasificadas segu´n su pronunciacio´n en
vocales y consonantes.
Para la pronunciacio´n de las vocales, formadas por 6 letras desde el punto de vista fone´tico, la boca actu´a
como una caja de resonancia abierta en menor o mayor grado, por lo cual se clasifican en abiertas, semiabier-
tas o cerradas como lo muestra la tabla 4.3
Por su parte, de las 24 consonantes, 3 son llamadas compuestas por ser simples en su pronunciacio´n y dobles
en su escritura; las restantes son simples en su pronunciacio´n y escritura.
Vocales Consonantes
Abiertas /a/ Compuestas /ll/ /rr/ /ch/
Semiabiertas /e/ /o/ Simples /b/ /c/ /d/ /f/ /g/ /h/ /j/ /k/ /l/ /m/
Cerradas /i/ /y/ /u/ /n/ /n˜/ /p/ /q/ /r/ /s/ /t/ /v/ /w/ /x/ /z/
Tabla 4.3: Letras y clasificacio´n
Reglas para transcripcio´n fone´tica
Para la concatenacio´n de unidades menores, como las sı´labas, en la formacio´n palabras, se usa la notacio´n de
la tabla 4.9 [24].
Las reglas del idioma espan˜ol usadas para determinar la separacio´n de las sı´labas de una palabra [24],se
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Sı´mbolo Notacio´n
⊕ Concatenacio´n de sı´laba
() Agrupacio´n
> Letras donde se aplica la regla
| Posible alternativa
Tabla 4.4: Notacio´n para la transcripcio´n
mencionan a continuacio´n.
– Para que exista una sı´laba, esta debe contener, por lo menos, una vocal.
– Las consonantes inseparables, /br/ /bl/ /cr/ /cl/ /dr/ /fr/ /fl/ /gr/ /gl/ /kr/
/ll/ /pr/ /pl/ /tr/ /rr/ /ch/ no pueden ser separadas al dividir una palabra en sı´labas.
– Una consonante entre dos vocales, se une a la segunda vocal. p.e:
une⇒ u ⊕ ne
– Dos consonantes entre dos vocales; cada vocal se une a una consonante, excepto en las consonantes
inseparables p.e:
componer⇒ com ⊕ po ⊕ ner
excepcio´n
aprender⇒ a ⊕ pren ⊕ der
– Tres consonantes entre dos vocales, las dos primeras consonantes se asocian a la primera vocal y la
tercera consonante a la segunda vocal. Excepto cuando la segunda y tercera consonante son consonantes
inseparables. p.e
transporte⇒ trans ⊕ por ⊕ te
excepcio´n
P.E cumple⇒ cum ⊕ ple
– Palabras con h precedida o seguida de otra consonante se dividen separando ambas letras. p.e
anhelo⇒ an ⊕ he ⊕ lo
– Diptongo: unio´n inseparable de dos vocales /ai/ /au/ /ei/ /eu/ /io/ /ou/ /ia/ /ua/
/ie/ /ue/ /oi/ /uo/ /ui/ /iu/ /ay/ /ey/ /oy/. Hay tres tipos posibles:
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a) ( vocal abierta ⊕ vocal cerrada ) |
b) ( vocal cerrada ⊕ vocal abierta ) |
c) ( vocal cerrada ⊕ vocal cerrada )
p.e
jaula⇒ jau ⊕ la
Excepcio´n, dos vocales abiertas o semiabiertas no forman diptongo, deben separarse en la seg-
mentacio´n sila´bica. p.e
aereo⇒ a ⊕ e ⊕ re ⊕ o
– La h entre dos vocales, no destruye diptongo. p.e
ahuyenta⇒ ahu ⊕ yen ⊕ ta
– La acentuacio´n sobre la vocal cerrada de un diptongo provoca su destruccio´n. p.e
marı´a⇒ ma ⊕ rı´ ⊕ a
– Triptongo: unio´n de tres vocales: /iai/ /iei/ /uai/ /uei/ /uau/ /iau/ /uay/ /uey/
Vocal cerrada ⊕ ( vocal abierta | vocal semiabierta ) ⊕ vocal cerrada
Estructura sila´bica
Teniendo en cuenta las anteriores reglas, se propone la estructura sila´bica, no hay sı´labas con ma´s de 5 letras
[24] 4.5:
Notacio´n Descripcio´n Caracterı´stica
V Vocal 1 o´ 2 vocales
V C Vocal - Consonante ( 1 o´ 2 vocales )⊕ ( 1 consonante )
CV Consonante - Vocal ( 1 o´ 2 consonantes )⊕ ( 1, 2 o´ 3 vocales )
CV C Consonante - Vocal -Consonante ( 1 o´ 2 consonantes )⊕ ( 1, 2 o´ 3 vocales )⊕ ( 1 o´ 2 consonantes )
Tabla 4.5: Estructura sila´bica
De acuerdo a lo anterior, las posibles combinaciones de sı´labas en el idioma espan˜ol, inician con:
Inicio de sı´laba: Vocal tabla 4.6:
Inicio de sı´laba: Consonante ⊕ Vocal tabla 4.7
Inicio de sı´laba: Consonante ⊕ Consonante tabla 4.8
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Combinacio´n Ejemplo Regla aplicada
V A 1
V C Ar⊕ bol 4
V V Au⊕ tomo´vil 7
V V C Aun⊕ que 7 4
Tabla 4.6: Inicio de sı´laba: Vocal
Combinacio´n Ejemplo Regla aplicada
C Y 1
CV La 1
CV C Las 1
CV CC Cons⊕ tante 5
CV V Jau⊕ la 7
CV V C Cuan⊕ do 4
CV V V Guau 10
Tabla 4.7: Inicio de sı´laba: Consonante ⊕ Vocal
Combinacio´n Ejemplo Regla aplicada
CC Tra⊕ vez 2
CCV C Tras⊕ pasar 2, 4
CCV CC Trans⊕ portar 2, 5
CCV V Trau⊕ ma 2, 7
CCV V C Claus⊕ tro 2, 7, 5
Tabla 4.8: Inicio de sı´laba: Consonante ⊕ Consonante
El algoritmo para la separacio´n de sı´labas de una palabra se muestra en el diagrama de flujo de la figura 4.10,
y la notacio´n del algoritmo en la tabla 4.9 donde:
1. Toma las dos primeras letras de la palabra (L1 y L2).
2. Si L1 es vocal, la sı´laba pertenece al caso 1.
3. Si L2 es vocal, es una sı´laba del caso 2. De lo contrario la sı´laba pertenece al caso 3.
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Figura 4.10: Algoritmo de separacio´n de sı´labas
Sı´mbolo Descripcio´n
∗ Fin de palabra, o cara´cter diferente a vocal o consonante ( /, //.//1/ etc.)
[CV ] Las siguientes dos letras son CV
[CCV ] Las siguientes dos letras son consonantes inseparables
V ∗ Vocal acentuada
l Establecer posibilidades alternativas
Li I-e´sima letra de la sı´laba o palabra
P Palabra que se va a dividir
Tabla 4.9: Notacio´n del algoritmo
4.4. Arquitectura VLUS- Variable Length Unit Selection
El sistema de sı´ntesis de voz, se desarrolla a partir de un corpus etiquetado a diferentes niveles, para luego
interactuar con las unidades acu´sticas que el corpus almacena y producir la voz [37].
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Como se describe en la seccio´n 2.2, existen diferentes enfoques para la produccio´n de la voz a trave´s de los
sistemas texto a habla (sı´ntesis parame´trica, la derivada de te´cnicas de prediccio´n lineal, la sı´ntesis articu-
latoria y la sı´ntesis concatenativa); sin embargo, al realizar el estudio y analizar las caracterı´sticas de cada
me´todo, junto con sus ventajas y desventajas, como se muestra en 2.2 y 2.1; se concluye que la sı´ntesis con-
catenativa es una te´cnica que ofrece buenos resultados, minimizando el ruido de codificacio´n a costa de un
grado de complejidad, que se eleva paralelamente a la naturalidad requerida.
Existen en la actualidad, varios desarrollos para producir voz artificial mediante, la concatenacio´n segmentos
de frases y/o palabras completas; estos sistemas resultan u´tiles en aplicaciones que requieren un vocabulario
reducido y frases de estructura limitada [29]; ma´s sin embargo, resulta imposible, adema´s de inu´til, almacenar
todas las palabras de un lenguaje determinado en el contexto de un sintetizador de texto a voz [21].
Para el desarrollo de la aplicacio´n, se implemento´ una te´cnica propia de los sintetizadores que implementan
la tecnologı´a concatenativa llamada Concatenative Length Unit Selection -CLUS, ya que considera implı´ci-
tamente las caracterı´sticas de prosodia, identidad fone´tica y da preferencia a incluir unidades de taman˜os
mayores (generalmente contiguas), cuando se eligen los elementos que participan en la construccio´n de una
frase.
Con la arquitectura basada en la te´cnica de seleccio´n de unidades, buscamos trave´s del corpus de voz, las
unidades fone´ticas que posean caracterı´sticas similares o iguales a las de la frase que se desea sintetizar, para
encontrar aquellas con las cuales se obtienen las mejores caracterı´sticas proso´dicas y que mejor reflejen la
combinacio´n de sonidos de un habla natural. La estrategia se representa en la figura 4.11:
Si el corpus contiene la frase entera, el algoritmo de seleccio´n la encuentra y la recupera completa, de lo con-
trario, si no la encuentra, busca unidades menores (palabras y partes de frases), que contengan las palabras
requeridas, tomadas de los contextos ma´s adecuados.
Si hay palabras que no existen en el corpus, e´stas se construyen concatenando difonemas y aplicando el me´to-
do propuesto por en [29] con algoritmos PSOLA, usando el corpus de voz de fonemas de la tabla 4.1 que se
grabo inicialmente, como se explica en el apartado 4.5.
La seleccio´n de unidades adecuadas, requiere una definicio´n apropiada y entrenamiento de los costos de
seleccio´n y concatenacio´n. En otras palabras, son estos costos los que seleccionan la unidad candidata a con-
catenarse, avalando su calidad y el modo de implementacio´n de la bu´squeda en tiempo de ejecucio´n [37], [25].
En [26]se destacan los desarrollos de Pellom, al trabajar con un dominio restringido dependiente de la apli-
cacio´n (en aquel caso reserva de vuelos); plantea el uso de diferentes unidades para la concatenacio´n, utiliza
una lista ligada como estructura para almacenar la informacio´n del corpus. Si una frase existe y se tiene en el
inventario, se extrae completamente, si no es ası´, se construye a partir de unidades menores, partes de frases
o palabras.
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Figura 4.11: Algoritmo de Unit Selection
Como no se cuenta con el vector de caracterı´sticas, para representar los elementos de prosodia en el costo
de seleccio´n, se modifico´ el sonido mediante la inclusio´n de unidades ma´s grandes para la sı´ntesis (palabras
y frases), ya que a parte de que se cuenta con un diccionario limitado de informacio´n que se quiere generar,
dichas unidades consideran implı´citamente coarticulaciones y contextos fone´ticos, aumentando en gran me-
dida la naturalidad del sistema.
Los criterios tomados en cuenta para almacenar, buscar entre las frases del corpus y construir la salida de
audio en tiempo real, son los recomendados en [8], entre ellos:
La estructura de los datos, para el fa´cil acceso a las trascripciones fone´ticas.
La forma en que se obtiene la unidad fone´tica (palabra, fonema, etc.) del corpus de la base de datos.
El criterio de bu´squeda seguido para la seleccio´n de esa unidad.
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4.4.1. Estructura de datos
Para la estructura de los datos, se toma como referencia los trabajos [26] y [58], donde se recomienda el uso
de una lista ligada como la estructura ma´s adecuada y fa´cil de implementar.
Por ser este un sistema con vocabulario restringido, las unidades que constituyen el corpus son previamente
cargadas, no olvidemos que se sabe a priori el texto que se desea sintetizar. El sistema identifica la ruta donde
esta´n contenidas todas las transcripciones fone´ticas a nivel de palabra y fonemas.
Figura 4.12: Ejemplo de una lista ligada creada mediante transcripcio´n fone´tica a nivel suprasegmental
En la figura 4.12 se puede ver un ejemplo de una lista ligada, la cual se crea mediante la transcripcio´n fone´tica
a nivel de palabras.
De igual forma, todas las oraciones son almacenadas en vectores de listas ligadas, como representa en la
figura 4.13. En uno de estos vectores elegido, el algoritmo de bu´squeda selecciona la unidad que mejor se
ajuste al contexto que se desea reproducir.
Figura 4.13: Vector de listas ligadas de las transcripciones fone´ticas a nivel suprasegmental
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La informacio´n encontrada en los vectores, es pasada al mo´dulo de construccio´n, el cua´l se encarga de con-
catenar las oraciones y palabras.
preprocesado del texto
Siguiendo el algoritmo propuesto en [26], el proceso es el siguiente:
1. Toda cadena de texto gravado, en cada uno de los vectores de listas ligadas, es separado en tokens o
unidades lexicogra´ficas menores.
2. Se procesan los signos de puntuacio´n para eliminarlos del token y transcribirlos como una pausa dentro
del texto. Las comillas, pare´ntesis, corchetes etc. tienen un proceso diferente [8].
3. Se procesan excepciones por alo´fonos, que son las variaciones en los sonidos de un fonema.
4.4.2. Etiquetado
El corpus es transcrito fone´ticamente para facilitar la obtencio´n de informacio´n sobre las unidades que com-
ponen una frase, como lo se sugiere en[26].
Este me´todo de seleccio´n de unidades, requiere identificar los lı´mites en las sen˜ales de voz entre frases,
palabras y fonemas, para utilizarlas en el proceso de concatenacio´n, lo que hace necesario un proceso de
segmentacio´n.
Los atributos almacenados por cada unidad son cuatro, como se muestra en las tablas 4.10 y 4.11.
Tabla 4.10: Transcripcio´n fone´tica de una oracio´n a nivel de palabra.
Palabra Archivo .wav L. Superior L. Inferior
/Pellizca/ terapia1.wav 0 14320
/tu/ terapia1.wav 14320 14431
/labio/ terapia1.wav 14431 14752
/superior/ terapia1.wav 14752 15245
/tirando/ terapia1.wav 15245 15822
/hacia/ terapia1.wav 15822 16019
/abajo/ terapia1.wav 16019 16287
1. La palabra que representa la fraccio´n de texto de la frase o unidad fone´tica mayor que ha sido previa-
mente almacenada en el corpus.
2. El nombre del archivo de audio *.wav que contiene la unidad.
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Tabla 4.11: Transcripcio´n fone´tica de una oracio´n a nivel de fonemas.
Palabra Archivo .wav L. Superior L. Inferior
silencio terapia21.wav 0 14527
/con/ terapia21.wav 14527 14901
silencio2 terapia21.wav 14901 17027
/e/ terapia21.wav 17027 17037
/l/ terapia21.wav 17037 17047
silencio2 terapia21.wav 17047 20027
/pi/ terapia21.wav 20027 20041
/co/ terapia21.wav 20041 20056
3. La frontera superior con sus limites en milisegundos.
4. La frontera inferior con los lı´mites en milisegundos.
4.4.3. Construccio´n de archivos de audio
Luego de verificar que cada palabra almacenada en el vector de informacio´n a sintetizar, exista en el corpus
y se encuentre haciendo parte de uno de los nodos o vectores de listas ligadas, entonces, el algoritmo de
decisio´n lo elige para la concatenacio´n. Las palabras no encontradas, son elaboradas a partir de difonemas,
como se describe en 4.5.
Los conceptos en los cuales se basa el algoritmo de decisio´n, para elegir la palabra ma´s favorable a concatenar
segu´n el contexto en el que se encuentre, los dan las funciones de costos de la metodologı´a de unit selection;
los cuales se introducen en el nivel suprasegmental (palabras) para el proceso de concatenacio´n y elaboracio´n
de las frases [26].
1. El primero, evalu´a tanto el contexto izquierdo como derecho de una palabra para mantener la coarticu-
lacio´n natural.
2. El segundo, elige y da prioridad (mediante una serie de pesos), a aquellas unidades que pertenecen a la
misma sen˜al de audio y se encuentran contiguas.
De forma similar a [26], se escogio´ una estructura con seis elementos que caracterizan una palabra dentro de
su vector de lista ligada.
1. El contexto central, es la palabra del corpus que se esta evaluando.
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2. El contexto izquierdo, se refiera a la palabra que se encuentra a la izquierda del contexto central.
3. El contexto derecho, de igual forma es la palabra de la derecha.
4. El co´digo, que representa el estado de los contextos:
010 Existencia u´nica del contexto central.
011 Existencia u´nica del contexto izquierdo.
110 Existencia u´nica del contexto derecho.
111 Existencia de todos los contextos.
5. El nombre del archivo de audio, que lo identifica de los dema´s vectores de listas ligadas.
6. El nu´mero de palabra, para identificar la posicio´n que ocupa e´sta palabra, dentro de una frase procesada
(incluyendo las etiquetas de pausa).
En la figura 4.14, se puede ver el diagrama de bloques para el algoritmo de costos, que tiene como objetivo
decidir cual palabra seleccionar dentro de las encontradas en cada vector de lista ligada; el proceso es como
se describe:
Primero se analiza la frase
Por cada ocurrencia de la palabra buscada, se analizan sus contextos
Se evalu´an los contextos y se almacena la palabra y el vector de contextos
Este vector so´lo se modifica en el caso de encontrar una palabra con peso mayor, lo que indica que se
encontraron mayores contextos que coincidan.
La bu´squeda continu´a hasta que el algoritmo encuentra el final del vector de listas ligadas o identifique
una palabra que involucre a los dos contextos (co´digo 111).
Dado que el resultado del algoritmo de costos au´n puede tener mucha redundancia, es necesario hacer una
depuracio´n, antes de realizar la concatenacio´n para la generar la salida de audio.
Se han usado las reglas establecidas en [25], que tienen en cuenta la posibilidad que tiene una palabra en-
contrada en la posicio´n (i), para pertenecer o no al mismo archivo de audio que una palabra encontrada en la
posicio´n (i+ 1), en el algoritmo de costo de concatenacio´n de unit selection.
4.5. Generacio´n de palabras aisladas
Las palabras no encontradas completas en el corpus, se concatenan a partir de los fonemas pre-grabados de
la tabla 4.1.
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Figura 4.14: Algoritmo de costos
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Para la concatenacio´n de fonemas, se siguieron los desarrollos alcanzados en los algoritmos PSOLA propuesto
en [29]. La transcripcio´n fone´tica de las palabras se realiza en base a los trabajos [8] y [50], aplicando las
reglas para representacio´n de fonemas del espan˜ol.
Por ejemplo para la generar la palabra /chasquido/, la cual no se encuentra almacenada en la base de vectores
de unidades, se utiliza la siguiente descripcio´n fone´tica Tabla4.12.
Tabla 4.12: Transcripcio´n fone´tica de una palabra a nivel de fonemas.
Fonema Duracio´n Tono fundamental Amplitud
/tS/ 42 140
/a/ 75 160 1,5
/s/ 42 126
/k/ 35 149
/i/ 61 163 1,2
/d/ 32 124
/o/ 58 139 1,5
En la descripcio´n fone´tica se indica: el fonema deseado, la duracio´n del fonema que esta dada en milisegun-
dos y puede tomar valores enteros entre 30 y 700, el tono fundamental dado en Hz en un rango de valores
enteros entre 30 y 400 y finalmente la la amplitud, con valores reales de hasta dos cifras decimales mayores
que 0 y no superiores a 4.
Como se describe en 2.2.4, los me´todos PSOLA parten de la frecuencia fundamental del segmento para mo-
dificar su duracio´n y tono.
En [29] se recomienda seguir un procedimiento diferente de sı´ntesis, para cada tipo de sonido, segu´n sea so-
noro o sordo; ya que no se ha encontrado algu´n me´todo que funcione satisfactoriamente para todos los tipos
de sonidos.
El diagrama de flujo de la figura 4.15, resume el tratamiento dado por el algoritmo a cada clase de fonema.
4.5.1. Fonemas sonoros
Entre ellos las consonantes [/b/, /d/, /g/, /m/] y todas las vocales. Son llamadas sonoras puesto
que al articularlas las cuerdas vocales vibran.
De ellos se debe obtener la informacio´n respecto a la frecuencia fundamental, el nu´mero de perı´odos fun-
damentales y las posiciones de los ma´ximos relativos de cada fonema (donde se centran las ventanas de
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Figura 4.15: Diagrama de flujo del algoritmo para la sı´ntesis de palabras aisladas
Hamming),como se muestra en la figura 4.16 .
Figura 4.16: Ma´ximos relativos del sonido /a/
La informacio´n resultante del fonema /a/ es:
Frecuencia fundamental: 154.
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Nu´mero de perı´odos fundamentales: 5.
Posiciones de los ma´ximos relativos: 164, 314, 465, 615, 765.
Para este tipo de fonemas, el me´todo TD-PSOLA da los mejores resultados, adema´s de representar una baja
carga computacional; para ello es conveniente ubicar una ventana de Hamming con longitud igual al doble
del perı´odo fundamental del fonema.
4.5.2. Fonemas no sonoros
[/ch/, /j/, /p/, /t/, /k/, /s/, /f/] son llamados tambie´n fonemas sordos. Los fonemas
no sonoros, no tienen frecuencia fundamental, por lo cual no es lo´gico tratar de hacer modificaciones en su
tono al momento de sintetizarlos, esto genera perdidas de inteligibilidad. Sin embargo es factible modificar
la duracio´n de algunos fonemas no sonoros.
Fonemas oclusivos:
Son llamados ası´, porque el aire se precipita en una especie de pequen˜a explosio´n [/p/, /t/, /k/,
/b/, /d/, /g/].
Los fonemas oclusivos son compuestos de un silencio que precede el sonido como tal. Para mantener la
naturalidad de estos, se mantiene inalterada la la primera mitad de un difonema, correspondiente a la parte
explosiva, y la terminacio´n del difonema es cortada o alargada.
Segu´n el algoritmo, tan so´lo se marcan los que esta´n en la segunda mitad del difonema (allı´ esta el silencio
que precede la explosio´n).
Segu´n la figura 4.17, las caracterı´sticas del fonema /t/ son:
Posicio´n de inicio del silencio: 452.
Posicio´n de fin del silencio: 1025.
Se debe tener en cuenta que la explosio´n se encuentre siempre en la misma mitad del difonema.
Fonemas vibrantes:
Se producen cuando ocurren salidas intermitentes de aire [/r/, /rr/].
Esta´n conformados por pequen˜os paquetes que se repiten como se aprecia en la figura 4.18. Para modificar la
duracio´n de estos sonidos de manera natural, se tratan como unidades indivisibles.
Para la sı´ntesis, los sonidos vibrantes son divididos en segmentos de duraciones y formas de onda similares,
como se ve en la figura 4.19.
Las caracterı´sticas tomadas para este sonido vibrantes /rr/ son:
Nu´mero de segmentos marcados en el fonema: 2
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Figura 4.17: Marcacio´n del sonido /t/ del difonema /nt/
Figura 4.18: Periodicidad del fonema /rr/
inicio del primer segmento: 1
Longitud de cada segmento: 358 y 402 (nu´mero de muestras de cada segmento).
Fonemas fricativos:
Son llamados fricativos, porque el aire pasa por un canal estrecho como si se produjera un frotamiento.
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Figura 4.19: Divisio´n del fonema /rr/ del difonema /irr/.
La sı´ntesis de fonemas fricativos se realiza con te´cnicas LPC, alimentando los filtros del modelo autorregre-
sivo, entrenados con la consonante respectiva, con ruido blanco sin modificar el tono. Los fonemas fricativos
solo son caracterizados por los coeficientes del filtro autorregresivo que los genera.
Luego de que se ha procesado toda la informacio´n, el mo´dulo de construccio´n procede a crear la salida de
audio. Se aplica la etapa de concatenacio´n de partes de frases con palabras que se encuentren por completo en
el corpus, o hayan sido concatenadas con unidades menores (difonemas), para generar la oracio´n y realizar la
salida del audio.
Para simplificar el proceso, se evitaron las abreviaturas expandie´ndolas a enunciados normales, para se logra
obviar este paso durante el proceso de sı´ntesis.
4.6. Evaluacio´n
Las medidas objetivas no son suficientes para evaluar completamente la calidad del sistema apreciado desde
el punto de vista del usuario. Las medidas subjetivas apuntan a la opinio´n y evaluacio´n del sistema por parte
del usuario. Esto se obtiene directamente a trave´s de un cuestionario con preguntas sobre la facilidad de uso,
naturalidad, claridad, amigabilidad, robustez, largo subjetivo de las transacciones, etc.
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Las medidas subjetivas son procesadas a manera de sugerir acciones especificas para la mejora del sistema.
Si la satisfaccio´n del usuario es el criterio final de evaluacio´n, las medidas subjetivas son de gran ayuda para
mantener el foco en las debilidades del sistema de forma de no perder esfuerzo en asuntos de poca importancia
pra´ctica.
Para llevar a cabo los cuestionarios se toma en cuenta dos criterios de calidad.
– Criterio de inteligibilidad, este es medido tomando en cuenta varios tipos de unidades (fonemas, sı´labas,
palabras, frases).
– Criterio de naturalidad, mas difı´cil de definir ya que se relaciona con el concepto de realismo. El
oyente debe lograr percibir en la voz sintetizada, caracterı´sticas que normalmente se atribuyen a una
voz humana. Para este propo´sito se usa informacio´n extralingu¨ı´stica.
La evaluacio´n del sistema se dividio´ en dos partes principales, la primera evalu´a los algoritmos de sı´nte-
sis desarrollados por separado, con dos cuestionarios diferentes; la segunda corresponde a la evaluacio´n de
desempen˜o del sistema en terapias fonoaudiolo´gicas.
4.6.1. Evaluacio´n de los algoritmos de sı´ntesis desarrollados
Evaluacio´n del algoritmo VLUS
Los primeros tests de evaluacio´n se aplican sobre los algoritmos de concatenacio´n de unidades de longitud
variable. Como este algoritmo selecciona unidades mayores (frases y palabras), los tests correspondenMean
Opinion Score - MOS y Degradation Mean Opinion Score - DMOS; estos consisten en que a cada oyente
se le pide que puntu´e de 1 a 5 la calidad de la voz y la degradacio´n de la sen˜al segu´n la tabla 4.14, y lue-
go se promedia el resultado. Se emplea voz natural codificada mediante PCM a 64 Kbit/s como nivel de
referencia(8Khz, 8 Bits).
El sistema es evaluado por 15 oyentes de 3 grupos, como se muestra en la tabla 4.13
Grupo N. personas
Profesionales en fonoaudiologı´a (30− 40 an˜os) 2
Estudiantes universitarios 17− 25 an˜os 7
Jo´venes sin estudios universitarios 14− 19 an˜os 7
Tabla 4.13: Poblacio´n evaluadora
Los test utilizados se muestran en las tablas 4.14, 4.15, 4.16, 4.17
La degradacio´n de la sen˜al puede ser muy molesta en el peor de los casos, o ser casi imperceptible o inaudible
si se esta frente a condiciones o´ptimas. Por lo general, los resultados se encuentran en niveles intermedios.
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Puntuacio´n Test MOS Test DMOS
5 Excelente Audible
4 Buena Audible pero no molesta
3 Aceptable Ligeramente molesta
2 Mediocre Desagradable
1 Mala Molesta
0 Pe´sima Muy molesta
Tabla 4.14: Test subjetivos
Para la evaluacio´n se toman seis de los ejercicios sintetizados por el sistema figura4.15.
Ejercicio Test MOS Test DMOS
1 51 67
2 42, 3 80
3 55, 2 63
4 48, 7 71, 6
5 63, 2 67, 4
6 48,6 78, 8
Promedio 51, 5 71, 3
Tabla 4.15: Test N.1
Evaluacio´n del sistema para concatenacio´n de unidades menores
Esta evaluacio´n corresponde a la concatenacio´n a partir de unidades menores para generar las palabras que el
algoritmo VLUS no encuentra en el corpus de vectores de listas ligadas.
Para este cuestionario se interroga a los oyentes sobre la palabra escuchada de una serie de opciones de las
cuales una sola es correcta, algunas de las palabras del cuestionario son tabla 4.16.
4.6.2. Evaluacio´n de desempen˜o en terapias fonoaudiolo´gicas
?? El u´ltimo test corresponde a la evaluacio´n del sistema por parte de los profesionales fonoaudio´logos, de
acuerdo con la aplicabilidad de la herramienta en los tratamientos fonoaudiolo´gicos con los pacientes en
rehabilitacio´n del habla.
El test consiste en calificar el programa en una escala de 1 a 5 de acuerdo a una serie de preguntas como se
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Palabra sintetizada Opcio´n 1 Opcio´n 2 Opcio´n 3
Saca Sasa Soca Saja
Coge Cole Caja Cose
Mala Maya Mara Marra
Gato Gota Gano Gako
Peso Queso Beso Teso
Mama´ Mana Man˜a Mano
Para Pala Parra Paya
Tabla 4.16: Test N.2
muestra en la tabla 4.17 y sus resultados en la tabla
Pregunta Excelente 5 buena 4 Aceptable 3 Regular 2 Mala 1
Pertinencia con la rehabilitacio´n fonoaudiolo´gica
Calidad de los ejercicios
Complejidad de uso
Interfaz gra´fica
Calidad de la voz sintetizada
Capacidad dida´ctica de la herramienta
Utilidad del sistema
Calificacio´n general del sistema
Tabla 4.17: Test N.3
4.7. Requerimientos del sistema
Para el correcto funcionamiento de la aplicacio´n de este programa, se debe tener los siguientes requisitos
mı´nimos .
Requerimientos de hardware
Los requerimientos mı´nimos para el computador en que se encuentre la aplicacio´n del sintetizador, son:
Procesador Pentium III
Velocidad de 497 MHz
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Pregunta Calificacio´n
Pertinencia con la rehabilitacio´n fonoaudiolo´gica 5
Calidad de los ejercicios 4, 5
Complejidad de uso 3, 5
Interfaz gra´fica 3, 5
Calidad de la voz sintetizada 3
Capacidad dida´ctica de la herramienta 4
Utilidad del sistema 5
Calificacio´n general del sistema 4
Tabla 4.18: Test N.4
96MB de memoria RAM
Disco Duro con un mı´nimo de 500MB de espacio libre.
Unidad de disco flexible 3 12 o puerto USV para conexio´n de unidad extraible para almacenamiento.
Pantalla a color
Tarjeta de sonido
Altavoces
Micro´fono unidireccional.
Requerimientos de software
Entre los requerimientos mı´nimos de software se debe disponer de:
Sistema operativo con plataforma Windows98/2000/NT/XP.
Matlab R© versio´n 6,5 o superior.
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Ana´lisis de Resultados
Luego de realizar el estudio y comparacio´n de las te´cnicas de sı´ntesis de voz artificial, que se describen en el
capı´tulo 2; se evalu´an las caracterı´sticas de complejidad de implementacio´n, costo de proceso, aplicabilidad
al contexto y caracterı´sticas proso´dicas particulares, calidad de la voz producida en te´rminos de inteligibilidad
y naturalidad; para realizar la eleccio´n del me´todo de produccio´n de voz sinte´tica a implementar.
La tabla 4.19 presenta los criterios tomados en cuenta para la eleccio´n del sistema de sı´ntesis.
La eleccio´n del me´todo de sı´ntesis, se determino´ en gran medida por contexto en el que se implementa, ya que
de este depende el taman˜o del vocabulario generado. Dado que la sı´ntesis concatenativa de unidades largas
dio buenos resultados en naturalidad, este me´todo de sı´ntesis se escogido como forma de produccio´n de la
voz, lo cual corresponde a sı´ntesis a partir de texto con vocabulario restringido. Si se hubiera querido mode-
lar todas las posibles expresiones, lo cual corresponderı´a a un sistema de vocabulario ilimitado, se requiere
implementar un me´todo de sı´ntesis ma´s complejo, de unidades ba´sicas menores, y a la vez de menor calidad.
Sistemas como este, que requieren de mayor calidad, necesitan de mucha memoria, mientras que los ma´s
eficientes, pero de menor calidad usan vocoders los cuales modelan el tracto vocal como los articulatorios,
por formantes o LPC.
En resumen, los procedimientos de codificacio´n de la onda sonora permiten una buena calidad con un proce-
samiento no demasiado complejo, pero ofrecen muy poca versatilidad; la sı´ntesis parame´trica es ma´s flexible
y requiere un procesamiento ma´s complicado, aunque no ofrece una calidad tan buena.
En resultados preliminares obtenidos, se verifico´ que la calidad de de la voz resultante es muy dependiente
de las condiciones en que se realizan las grabaciones de las cuales se obtienen las unidades fone´ticas.
El experimento de reproduccio´n de palabras a partir de cada uno de los archivos de sonido, correspondientes
a las unidades menores, sin realizar el preproceso de filtrado y recorte de vacı´o al inicio y final de la sı´laba
grabada, genero´ una voz sinte´tica y lenta, con pausas considerables entre una sı´laba y otra.
Otro aspecto tenido en cuenta, en especial para la generacio´n proso´dica; corresponde a los sı´mbolos or-
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ME´TODO DE SI´NTESIS VENTAJAS DESVENTAJAS EVALUACIO´N
Exige poca capacidad de almacenamiento Deficiente calidad de voz No se implementa
Sı´ntesis por formantes Elevado costo de proceso en modelamiento de filtros
Limitaciones de control las sen˜ales sintetizadas
Dificultad de reproducir cambios ra´pidos de amplitud
Fundamenta feno´meno fı´sico produccio´n de voz Menos exitosa que otras te´cnicas No se implementa
Sı´ntesis articulatoria Su concepto es simple Implementacio´n compleja y costosa
Forma de almacenar datos reduce peso de informacio´n Para´metros difı´ciles de obtener y controlar automa´ticamente
Reduce la capacidad de almacenamiento de ma´quina Reducida naturalidad de la voz
Simplicidad en la estructura Se implementa para
Filtro almacena informacio´n de trozo de sen˜al fonemas fricativos
Sı´ntesis LPC Mejorar los niveles de inteligibilidad
Hace innecesario almacenar los segmentos
Se almacena tan solo los coeficientes del filtro
Controla el ritmo y la entonacio´n del habla
Logra una voz sinte´tica ma´s natural Alto costo de memoria utilizada Se implementa
La sı´ntesis por forma de onda Bastante u´til para aplicaciones con vocabulario restringido Poca flexibilidad Un. long Variable
Mejores niveles de inteligibilidad No se tiente control sobre la entonacio´n Un. menores
Mejores niveles de inteligibilidad
Menor complejidad de implementacio´n
Tabla 4.19: Criterios de eleccio´n de me´todo de sı´ntesis
togra´ficos tales como: punto y coma, dos puntos y coma, los cuales dan ciertos efecto en la lectura del texto;
la solucio´n planteada fue, generar tiempos de espera de diferente longitud, segu´n el signo de puntuacio´n.
Los efectos que se obtuvieron para este sistema TTS, usando unidades fone´ticas sin recorte de vacı´o y sin el
efecto de sı´mbolos ortogra´ficos, fueron: una pronunciacio´n lenta, poco entendible y demasiado silencio entre
una sı´laba y otra.
Inicialmente el proceso realizado por el computador, reproducı´a las unidades de sonidos para cada unidad de
una palabra. Por ejemplo, si una palabra a reproducir contiene 10 fonemas, el algoritmo ejecutaba 10 veces
la funcio´n de reproduccio´n por cada fonema.
Para aumentar la velocidad de reproduccio´n del sonido, que era relativamente lento, se modifico´ el algoritmo
para que se concatenaran todas las unidades en un solo archivo de voz, mediante una llamada a una funcio´n
del sistema dentro del mismo programa y se reproduciera una sola vez. De esta manera, no se ejecutar el
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programa de reproduccio´n de sonidos cada vez, agilizando ası´ el proceso de reproduccio´n.
Despue´s de aplicar las soluciones planteadas anteriormente: recorte del vacı´o al inicio y fin de las sı´laba,
concatenar los archivos de sonido de las sı´labas de una palabra antes de la reproduccio´n completa del texto, e
incluir el efecto de los sı´mbolos ortogra´ficos; se logro´ que la reproduccio´n de las palabras sea ma´s entendible
y mejoro´ tambie´n su velocidad de reproduccio´n.
Se aprecia en el sistema general desarrollado, que la pronunciacio´n logra conservar las caracterı´sticas fone´ti-
cas locales al reproducir unidades completas como, por ejemplo, asimilar el sonido de las consonantes /c/ y
/z/ al de la /s/.
Sin embargo, se nota un cambio dra´stico en la entonacio´n, al insertar una palabra concatenada a partir de
fonemas, seguida de una unidad seleccionada de un vector de listas ligadas.
Se aprecia adema´s que la reproduccio´n del fonema /s/ cuando aparece al final de una palabra, no se escucha
claramente.
Con el uso de algoritmos VLUS, se puede observar que los rasgos de prosodia permiten distinguir en la voz,
una familiaridad en el uso de las pausas y la velocidad del habla. Ası´ mismo, la entonacio´n no es neutra, pero
tampoco ide´ntica a otras regiones de habla hispana por lo cual puede asumirse como propia.
Teniendo en cuenta las tablas que muestran la evaluacio´n del sistema, se puede ver que la calidad de la voz
generada resulta inteligible en gran medida, pero en definitiva los resultados revelan que au´n es necesario
un desarrollo ma´s profundo en la naturalidad de la voz sinte´tica, lo cua´l por obvias razones, repercute a la
aplicacio´n que se le quiso dar. Respecto a la facilidad de uso y la naturalidad, fueron percibidas de manera
diferente de acuerdo a la educacio´n y rango de edad de la poblacio´n evaluadora.
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Conclusiones
Como conclusiones de este trabajo, se pueden destacar:
- Se desarrollo´ un sistema de sı´ntesis de voz teniendo en cuenta los requerimientos de inteligibilidad, natura-
lidad, tiempo de proceso y caracterı´sticas proso´dicas del espan˜ol del centro del paı´s, aplica´ndose a los
tratamientos de rehabilitacio´n de la voz de menores con LPH corregido
- El contexto en el que se desarrollo´ el sistema, permitio´ trabajar sobre vocabulario limitado, con lo que
se logro´ reducir la base de datos del corpus, disminuir la complejidad, y darle una mayor calidad y
naturalidad a la voz.
- El ana´lisis comparativo de las principales te´cnicas para generar sı´ntesis de voz artificial, revelo´ que los me-
jores resultados se obtienen con Sı´ntesis a partir de texto con vocabulario restringido por concatenacio´n
de unidades de longitud variable CLUS.
- Se evaluaron los algoritmos de sı´ntesis seleccionados luego de adecuarlos a los tratamientos de rehabilita-
cio´n fonoaudiolo´gica y se realizo´ un ana´lisis comparativo para seleccionar la unidad fone´tica, eligiendo
unidades de longitud variable, como la ma´s adecuada con estructura de datos en vectores de listas liga-
das.
- La unidades no encontradas en el corpus de VLU se generan a partir de difonemas, con algoritmos PSOLA
y te´cnicas LPC para los fonemas fricativos.
- Las oraciones construidas con la metodologı´a VLUS presentan mejor nivel de inteligibilidad y comprensi-
bilidad, que los resultados obtenidos con concatenacio´n de unidades menores.
- Se aplicaron las caracterı´sticas fone´ticas del idioma espan˜ol y se generaron los efectos proso´dicos teniendo
en cuenta el Pitch, la duracio´n de las unidades fone´ticas y de silencios introducidos.
- El me´todo de concatenacio´n hı´brida de unidades de frases y palabras completas, logra conservar las carac-
terı´sticas proso´dicas e identidad fone´tica, dando preferencia a incluir unidades de taman˜os mayores.
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- Los algoritmos CLUS, minimizaron el ruido de codificacio´n permitiendo obtener resultados satisfactorios
en la inteligibilidad y regulares en naturalidad requerida, no obstante se eleva el tiempo de proceso y la
complejidad.
- Mediante los tests MOS y DMOS se evaluo´ el desempen˜o del sistema al ser aplicado a las terapias de
rehabilitacio´n de la voz. La evaluacio´n mostro´ que a pesar de que la voz generada es entendible, NO
alcanza los rangos de naturalidad requeridos en una aplicacio´n como esta.
- En la parte de concatenacio´n por difonemas, se vio la necesidad de incorporar otros procesos de suavizado
de fronteras y tomar en cuenta la entonacio´n de acuerdo a signos de puntuacio´n.
- Aunque, para lograr el intere´s del menor en la terapia se trato de realizar un programa amigable a manera
de juego, se vio la necesidad de profundizar en el conocimiento de metodolo´gicas lu´dicas de ensen˜anza
en nin˜os y se requieren los conocimientos de un experto en disen˜o gra´fico; esto con el fin de lograr una
plataforma ma´s amigable y que la herramienta no se observe tan plana y artificial. Se recomiendan usar
algunas animaciones, por ejemplo una mascota.
- Para lograr un acercamiento a los llamados Sistemas Computacionales de Dialogo con el paciente, es
necesario trabajar un sistema de sı´ntesis con vocabulario ma´s amplio, lo cua´l requiere una generacio´n
proso´dica y de entonacio´n ma´s compleja; igualmente se deben realizar trabajos ma´s elaborados en la
parte de reconocimiento, no solo de patologı´as de la voz sino del habla en general.
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