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1Spatial Models in Marketing Research and Practice
Abstract
Spatial models formalize how cross-sectional observations relate to each other as a function of their
spatial location. This paper discusses the generality of such models and how they are helpful to
marketing practitioners in the description of marketing data, segmentation of markets, prediction of
market behavior, and the pooling of data.
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2The analysis of data through spatial statistics is relatively new in marketing research. Spatial
statistics are useful in describing cross-sections of markets, consumers, brands, or other units of
analysis. These units of analysis (e.g., markets, consumers, or brands) can often be represented as
a point or address in an underlying space (e.g., geographic, social, or attribute-based, respectively).
Spatial analysis uses such addresses to directly place statistical structure on the cross-sections of
data.
Spatial modeling contains similarities as well as diﬀerences with time-series analysis. For instance,
a statistical formalization of local smoothness, i.e., that nearby observations are informative about
the behavior of a process at a given point, is as useful in time series as it is in spatial analysis.
Indeed, with equal justiﬁcation insert the words “in space” or “in time” after the word “point” in
the previous sentence. Further, spatial and temporal analysis both use similar fundamental blocks
to build models, e.g., autoregressive or moving average speciﬁcations. A diﬀerence between spatial
and temporal analysis is that space, in contrast to time, is not deﬁned on a single dimension, doesn’t
run in a single direction, and may not have constant units (e.g., geographical market segments of
varying size). The purpose of this short essay is to present a —necessarily— selective synopsis of spatial
models, to overview the nascent research on spatial models in marketing, to suggest several practical
uses of these models, and to outline a subjective list of issues for future research in this ﬁeld.
1 Modeling the cross-sectional dimension in marketing data
1.1 Spatial processes
A spatial process can be denoted as (see [1])
{Y (z):z ∈ D} (1)
where Y is the process of interest, observed at locations z which are in turn deﬁn e do na nL dimen-
sional space D that is a subset of RL. The spatial process is said to be second-order stationary when
the stochastic variables have a constant mean and when their covariance depends only on diﬀerentials
of location, i.e.,
E (Y (z)) = µ, ∀z ∈ D and cov(Y (zn),Y(zn0)) = C (zn − zn0), (2)
where C is called the covariance function or covariogram. Interest in this essay is with spatial
processes that are second-order stationary.
31.2 Measures of spatial proximity
In spatial models, Euclidean distance between two observational units is often taken as a relevant
proxy for similarity. In a marketing context, Euclidean proximity helps account for several —possibly
unobserved— variables including the organization of the distribution channel (e.g., distributors or
retailers), certain types of demographics, climate factors, etc.
However, Euclidean distance is by no means the only interpretation of distance relevant to mar-
keting. For instance, [2] combine demographic and zip code information to describe the location
of consumers in geo-demographic space. Using these “locations” of consumers with the possibility
that “nearby” consumers make similar choices, greatly improves prediction of choice compared to
models where such information is ignored (i.e., models of spatially independent consumers). In an
other interpretation of space, [3, 4] use the “address” of products in an attribute or perceptual space
and take inter-product distance as a measure of similarity of (preferences for) alternative products.
These perceptual distances are for instance used to make product recommendations [3].
Distances can be continuous or discrete. Discrete distances are used frequently when modeling
social networks. For instance, [5, 6] deﬁne a social network with retailers as nodes and the degree of
trade area overlap as links. A discrete measure of distance on such a network is simply the minimum
degree of separation on a network (see e.g., [7]).
There are also applications wherein continuous space is partitioned into discrete areas. Various
ad hoc methods to do this are readily available (the most widely used method being [8]). In other in-
stances, predeﬁned spatial tessellations are used such as zip codes, counties (FIPS codes), designated
market areas (DMA’s or advertising markets), states, or nations (see e.g., [5, 6, 9, 10]).
1.3 Incorporating the spatial organization of data in statistical models
Continuous measures of distance When space is continuous, the organization of observations is
usually represented in a statistical model either through a polynomial function of the coordinates
(i.e., by introducing a spatial trend over the coordinate system) or, more commonly, by introducing
a spatial covariogram (see equation (2)). The simplest of such functions is a covariance function that
depends on distance but not on direction (so called direction-invariant or isotropic covariograms).
The covariance function can not be chosen freely but is subject to shape and range restrictions (see
[1, 11]).
4Discrete measures of distance To incorporate measures of discrete space in statistical models,
the concept of a spatial lag (i.e., a spatial-shift function) is used. Spatial shifts can be coded in an
N × N matrix W whose row elements are zero if two locations are not contiguous and positive if
they are (the diagonal of this matrix is zero, i.e., observation units are not a neighbor of themselves).
Rows of this matrix are often standardized to add to 1 [12]. With a standardized matrix W,t h e
spatial lag of the N × 1 vector of observations y can be deﬁned as the local averages Wy.I fW is
deﬁned on the bases of direct neighbors, the spatial lag is of order 1. Alternatively, W could express
higher degrees of minimal separation (e.g., 2nd order spatial lags are formed by all observations that
are two spatial units removed — excluding all circular paths). Graphically, spatial lags of increasing
order can be visualized as widening concentric rings of observations around an observation of interest.
2 Models for cross-sections of data
2.1 Models with continuous distance measures
For brevity, discussion here is limited to Gaussian models. A simple model for an N ×1 cross-section
y based on continuous distance can be stated as follows
y = xβ + et
et v NN (0,Σ), (3)
Σ = f(Z,θ)
where y contains the observations at locations Z ∈RL,x is an N×P matrix of independent variables,
β contains P exogenous eﬀects, and the N × N covariance matrix Σ is a valid covariance function
in RL with the coordinates Z and parameters θ as arguments. An example of a valid (isotropic)
covariance function in RL is cov(z1,z2)=e x p ( −kz1 − z2k/λ), where kz1 − z2k is the distance
between locations, and the parameter λ > 0 is indicative of the strength of spatial dependence.
Various methods for the estimation of the covariogram are discussed in [1, 13].
2.2 Models with discrete measures of distance
A descriptive model with discrete distance (or discrete proximity) measures can be constructed using
a spatial autoregression
y = xβ + ξ
ξ = λWξ + e
, (4)
5where y is a N ×1 vector of realizations of a spatial process, W is a spatial shift operator as deﬁned
above, λ is a measure of spatial autoregression in ξ, xβ are exogenous eﬀects on y, and ξ and e
are N × 1 vectors of disturbances. Assuming that the en are distributed normally with mean 0 and
variance σ2








Estimation of this model through likelihood based methods is usually feasible (see [12]).
An alternative to expressing spatial dependence through joint distributions is to condition on
contiguous observations and to use a conditional independence assumption [1, 14, 15], i.e.,
yn = xnβ + γ
X
∀mqn
(ym − xmβ)+en,n , m =1 ,...,N (6)
where the q operator denotes contiguity, and γ measures a neighborhood eﬀect. This process is
akin to a Markov process, because observations are conditionally independent after conditioning on
spatial lags. Therefore, the process above is called a Markov Random Field. Under the assumption
of normality of en, the model is a Gaussian Markov Random Field (GMRF). The joint distribution
of the GMRF of equation (6) is considered in [14, 15]. Let Γ be an N × N matrix with 0’s for








provided (I − Γ)
−1 is positive deﬁnite. Because spatial processes usually contain many complex and
looping relations among the observations, the joint and the conditional approach are generally not
the same (in contrast to temporal processes).
The distribution of the GMRF has the useful property in estimation that the precision matrix
(i.e., inverse of the covariance matrix) has a simple parametric structure. This is especially useful
when combining spatial and temporal data, because one can directly specify how observations are
putatively related to their neighbors in time and in space. For additional details, the reader is
referred to the seminal and more general statement in [14, 15].
63 Applications of spatial data and spatial models in marketing
3.1 Determining the geographical extent of markets or segments
Early applications of spatial models in marketing focused on methods to determine the physical
boundaries of geographical markets. For instance, so-called gravity models were proposed ([16, 17])
to determine the perimeter of store trade areas. Such models predict the extent of store trade-area
because of a negative relation between store patronage and distance to consumers. The geographical
extent of markets has also been studied using travel time of sales agents (as opposed to that of
consumers), in the literature on sales territory alignment [18, 19]. Yet a diﬀerent set of applications
determines the extent of market segments by clustering contiguous regions on the basis of consumer
responses to price and advertising [10]. Finally, in the literature on spatial price discrimination,
the extent of the market is implicitly determined by the minimum distance that prevents consumer
arbitrage [20]. Namely, two regions can be considered separate markets if consumers do not travel
from one to the other to arbitrage away price diﬀerences, i.e., a practical deﬁnition of a geographical
market is implies by the cost and the beneﬁts of consumer travel. The determination of geographic
territories continues to be an important area in marketing research.
3.2 Descriptions of marketing policies using multi-market data
Spatial data can be used to point out how local market conditions aﬀect marketing policy. For
instance, multi-market price data have been used to study competitive pricing of products when
prices depend on manufacturer delivery cost and these manufacturers have diﬀerent locations [21].
Another literature focuses on how U.S. brand managers set local advertising and promotion levels.
It is often argued that such marketing variables are set on the basis of existing popularity of the
brand or category. For instance, to defend an existing proﬁtable market, a manager might decide
to advertise more heavily in markets where a brand is already a large share player. Alternatively,
ad i ﬀerent manager might focus her advertising dollars in markets where the brand is small (for
discussion see e.g., [22, 23]). The use of such heuristics is diﬃcult to infer empirically from single
market time-series data because base-line shares change very slowly. However, there is ample cross
market variation in base-line shares across markets. This variation can be used to relate cross-
sectional diﬀerences in advertising and promotion levels to unobserved existing brand popularity.
7A simple example to express this relation is a system of equations in which local sales yt (N × 1)
depend on local promotion levels xt (N × 1 )w h i c hi nt u r na r eb a s e do ne x i s t i n g( m a r k e to rr e t a i l e r
speciﬁc) base-line outputs µ (N × 1) with a spatial structure, e.g.,
yt = µ + xtβ + et
µ = λWµ + ν (8)
xt = α0ι + γµ + ξt
with the (N × 1) vectors of shocks et, ν, and ξt all spherical [24]. The dependence of promotion
levels xt on base-line sales levels µ,i sc a p t u r e db yγ. The matrix W is the spatial lag operator as
deﬁned above (thus the second equation of the system contains a spatial autoregressive model of
base-line demands).
In terms of future research, it is noted that elasticities or regression eﬀects obtained from cross-
sectional analysis are often very diﬀerent from those obtained using the time-series of the same data.
Although speculative, it is likely the case that multi-market time-series data reﬂect demand and
supply side decisions to diﬀerent degrees along the spatial vs. the temporal dimension (as implied
by equation 8). This issue clearly deserves further study. Ultimately these diﬀerences need to be
explained or reconciled.
3.3 Diﬀusion and growth
Spatial models are also useful for deeper understanding of new product growth. Essential in new
product growth models are formalizations of how products diﬀuse. For many products, diﬀusion is
not simply a process that takes place across time. Rather, diﬀusion of new products in marketing
also takes place across geography, customers, or market segments. Spatial models that take into
account such geographical, or social network eﬀects, may lead to new insights of how new products
diﬀuse across multiple markets [6, 25—27] or across multiple social actors [28—30].
As an example, a simple model of consumer adoption of a new brand can be constructed by
letting adoption at t depend on whether other consumers have adopted at t − 1. In other words, if
ynt =1( 0 )w h e nc o n s u m e rn has (not) adopted by t, a simple model of ﬁr s tt i m ea d o p t i o nw i t h
cross-sectional or social dependence can be deﬁned by
Pr(ynt)=
½
Φ(αn + λWnyt−1)i f ynt−1 =0
1i f ynt−1 =1
, (9)
8where Wn denotes the nth row of W, αn is a base-line “hazard rate,” λ is the diﬀusion eﬀect, and
Φ is the cumulative standard Normal distribution. Alternative (often nested) versions of W can
express anything from uniform contagion eﬀects to contagion only among those consumers that are
suﬃciently “close” [26].
An important point for further study is that spatial diﬀusion models or spatiotemporal diﬀusion
models are likely informative about which users or markets should be targeted for the purpose
of “seeding” a new product. Currently, the implications of spatial models for this purpose are
underexplored (but see [24, 26])
An other interesting phenomenon in modeling spatial diﬀusion is that diﬀerent agents in the
distribution and communication channel have diﬀerent spatial footprints (e.g., trade areas of chains
are of a diﬀerent spatial scale than advertising markets or DMA’s). It is likely that spatial diﬀusion
processes occur and interact at diﬀerent spatial scales simultaneously. Currently, the integration of
these various processes in a comprehensive new product diﬀusion model is lacking. Such integration
is needed to study which of these processes dominates (if any) and who (consumer, retailers, man-
ufacturers) is ultimately responsible for the “contagion” eﬀect that is often found in reduced form
models of new product growth.
3.4 Interpolation, and prediction
A further application of spatial models in marketing is to use similarities for the purpose of inter-
polation, and prediction. For instance, suppose that observations are generated from the model in
equation (3). Suppose however, that we do not observe part of the N × 1 vector y. For instance,


































where y1 is a N1 × 1 vector of observed realizations of the process, and y2 is a N2 × 1 vector of the
unobserved (to the analyst) realizations of the process. The observations y1 c a nb eu s e dt oe s t i m a t e
the parameters θ which in turn populate the entire N × N matrix Σ. Then, using standard results






11 (y1 − x1β)
| {z }
adjustment for spatial dependence
(11)





The genesis of this and other interpolation predictors is discussed in [1, 106 ﬀ]. Spatial prediction
or interpolation is called “Kriging” (named after the mining engineer D.G. Krige by G. Matheron,
both of whom were concerned early on with spatial prediction problems).
A kriging predictor can be used to predict sales data in unsampled markets from a select sample
of geographic markets [5]. Alternatively, the above predictor can also be used to make predictions of
choices based on data from “similar consumers” [2]. A ﬁnal application of spatial predictions can be
found in Customer Relationship Management (CRM). Speciﬁcally, spatial methods have been used
on sales data from a set of customers, to make predictions about the tastes of others in a product
recommendation system [3]. An important advantage of the use of “similarity” in prediction is that
it does not require one to be speciﬁc about the functional form of demographics that generates the
behavior in consumers.
The success of spatial prediction depends on which similarity criterion (i.e., distance metric)
is used. An opportunity for future research therefore lies in identifying which similarity criteria
are useful for making predictions across diﬀerent spatial units (e.g., city-blocks, zip-codes, counties,
states, countries).
3.5 Combining cross-sectional information and pooling
A ﬁnal application considered here is that one can use the data from “nearby” or similar observations
to help make inferences about a particular observation if the data are sparse. For example, it is
frequently the case that local data are relatively uninformative about, say, the eﬀect of promotions
(for the severity of this problem see [31]). When either the data or the promotion- and price-
elasticities ([32]) are dependent across markets, a spatial model can help combining local estimators
with their spatially related neighbors. This approach appears to work well in correcting for wrong
signs (see [5]). “Local pooling” of information from “neighboring” observations is also used in
10Geographically Weighted Regression (GWR). For a discussion see [33] and for an application to
marketing see [34].
Cross-market pooling of data is done by several marketing research companies (see [35]). Cross-
market pooling of data introduces the possibility that both promotion as well as sales data are
generated by a common agent (the retailer). For example, retailers selectively accept promotion
deals only from large share brands. Hence, across markets, promotion goes hand in hand with
share or sales-per-capita. Obviously, this association combines both a demand eﬀect, as well as the
unobserved actions of the retailer. Filtering the spatial component from the data using a model like
that in equation (8) helps to estimate promotion eﬀects. A similar approach is used in [36] with a
speciﬁc focus on demographic distance between stores to help estimating elasticities of shelf-space
allocations, for which pooling across stores is necessary.
4 Conclusions
Spatial models oﬀer a general statistical description of the cross-sectional dimension of data. Such
models are currently being applied in marketing at both the aggregate level [5, 10, 19, 25, 26] as well
as at the individual level [2, 6, 9]. Operationalizations of these models require diﬀerent deﬁnitions
of “space.” Currently, no systematic attempt exists in marketing at studying spatial scaling issues
or what drives spatial scale in a particular application.
A regularity that emerges from recent studies in marketing is that cross-sectional data are rarely
independent realizations of a statistical process. However, many open questions about the origins
of these cross-sectional or spatial dependencies remain. This is perhaps the chief opportunity for
researchers interested in cross-sectional modeling. While the ﬁeld of spatial statistics oﬀers tools to
account for spatial dependence, for the advancement of marketing practice, there is much value in
studying the underlying spatial phenomena that give rise to the observed dependence.
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