This study examined the relationship of a machine-scorable, constrained free-response computer science item that required the student to debug a faulty program to two other types of items: multiple-choice and free-response requiring production of a computer program. The free-response items were from the College Board's Advanced Placement Computer Science Examination. Data were from 614 college students for whom records were complete. Confirmatory factor analysis was used to test the fit of a three-factor model to these data and to compare the fit of this model to three alternatives. These models were fit using two random-half samples, one given a faulty program containing one bug and the other a program with three bugs. A single-factor model best fit the data for the sample taking the one-bug constrained free-response, and a two-factor model fit the data for the second sample. In addition, the factor intercorrelations showed this item type to be significantly related to both the free-response items and the multiple-choice measures. An appendix gives samples of the item types. (Contains 7 tables and 21 references.) (Author/SLD) Reproductions supplied by EDRS are the best that can be made from the original document. *********************************************************************** This study examined the relationship of a machine-scorable, constrained free-response computer science item that required the student to debug a faulty program to two other types of items:
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THE RELATIONSHIP OF CONSTRAINED FREE-RESPONSE TO MULTIPLE-CHOICE AND OPEN-ENDED ITEMS
analysis was used to test tae fit of a three-factor model to these data and to compare the fit of this model to three alternatives. These models were fit using two random-half samples, one given a faulty program containing one bug and the other a program with three bugs. A single-factor model best fit the data for the sample taking the 1-bug constrained free response and a two-factor model fit the data f7-the second sample.
In addition, the factor intercorrelations showed this item type to be significantly related to both the freeresponse items and the multiple-choice measures.
The Relationship Between Over the better part of a century, the multiple-choice item has been the mainstay of standardized testing in the United States. The use of this format is justified by its objectivity and efficiency, and more recently by the development of a strong statistical foundation for its analysis (e.g., Lord, 1980) .
Multiple-choice items have, however, been criticized because they often do not directly resemble criterion behaviors, are of limited utility for instructional diagnosis, and might not be capable of measuring certain cognitive processes or skills. To address these limitations, a heavier reliance on constructed response (e.g., essays, performance tasks) is often suggested. Constructed response items can present tasks similar to those encountered in education and work settings, offer a window onto problem solving processes (Birenbaum & Tatsuoka, 1987) , and may measure somewhat different skills than multiple-choice formats (Ward, Frederiksen, & Carlson, 1980 efforts are made to enhance objectivity (e.g., teachers are trained to score each question and two levels of re-reading occur for samples of papers), variation across readers is at times considerable (Braun, 1988) . If a machine-scorable constructed-response item type could be developed, problems associated with scoring cost and reliability might be substantially reduced.
One example of progress toward developing such an item type.is in computer science (Braun, Bennett, Soloway, & Frye, in press ). This item type presents the examinee with a specification describing a task to be performed by a computer program and a completed program that does not correctly perform that task. It is the examinee's assignment to correct the program by deleting and/or inserting the required code.
The student's corrected program is then given to an expert system for scoring. In a recent study (Braun et al., in press), this experimental system was able to produce a score for 83% of the papers it encountered and agreed with a human rater at levels similar to those at which raters agree among themselves (product-moment correlations in the eighties). Students' responses to these items were presented to the expert system, MicroPROUST (Johnson & Soloway, 1985) , in the context of the full program that the student was to correct.
MicroPROUST scores solutions by (1) breaking a problem down into a set of component goals, (2) an "A" exam intended to assess mastery of topics covered in the first semester of a college-level introductory course in computer science, and an "AB" exam covering the full year's material. Computer Science "A" is included in its entirety in the "AB" examination so that students completing the full year's course also take the "A" examination. Because more students take the "A" exam, it is used in this study.
Computer Science "A" emphasizes programming methodology and procedural abstraction, but also includes some material on the study of algorithms, data structures, and data abstraction. Three multiple-choice parcels were constructed from every third item in each of four test specification content areas Finally, the third factor was markea by a single indicator, the response to the "Rotate" problem. This problem was scored on a five-point scale for the sample taking the 1-bug variants and a six-point scale for the group taking the 3-bug versions. Conversely a "0" denotes that the indicator variable was constrained to have a zero loading on that particular factor.
To estimate the factor pattern from the data, the sample polychoric correlation matrix was computed using the PRELIS program (Joreskog & Sorbom, 1986) . The weighted least squares factor estimation procedure from LISREL 7 (Joreskog & Sorbom, 1988) was then used to estimate the unknown factor loadings (i.e., the asterisks) subject to the pattern of zero constraints and allowing the factors to be intercorrelated.
Insert Table about 1 here The factor pattern was estimated from the polychoric correlation matrix using the weighted least squares procedure because the scales for the marker variables were more or less restricted and the resulting distributions non-normal. The weighted least squares procedure provides for asymptotic standard errors and overall goodness-of-fit tests that do not assume normality.
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To estimate accurately the relationship between factors, a reliability estimate for each factor must be available. For factors with multiple markers, this estimate is generated from within the factor model. Because there was only one indicator of the constrained free-response factor, the reliability of this factor could not be estimated in this way. Hence, an external estimate was needed.
To approximate the reliability of the faulty-solution item, the average reliability of the free-response items was used.
This reliability estimate can be argued to be a lower bound for the faulty solution because the free-response estimate includes two sources of variation: topic (each problem poses a different task) and rater (each solution is graded by a different individual). The faulty solution is computer scored; thus, there is no rater variance, leaving topic as the only source of variation. To compute the reliability estimate, the factor loadings for the model were estimated, the loading for each free response in the weighted least squares solution was squared, and these squared loadings were averaged. The resulting reliabilities were .56 for sample 1 and .62 for sample 2. Finally, the solutions were re-run using these estimates for the reliability of the faulty solutions.
The fit of the three-factor model was assessed by examining its factor intercorrelations and goodness-of-fit indicators, and by comparing the model's fit to several reasonable alternatives.
The alternative models were (1) a
ii 4 The Relationship Between 10 null model in which no common factors were presumed to underlie the data (i.e., each of the seven markers was allowed to load only on its own factor), (2) a general model in which all variables loaded on a single factor, (3) a two-factor solution composed of APCS test and constrained free-response factors intended to assess whether the constrained responses were measuring attributes different from the test, and (4) a three-factor model restricting each item type to load on a separate factor. These alternative models allowed the goodness-of-fit indices to be investigated as a function of factorial complexity, where changes in the indices suggest how much fit is lost by moving from more to less complex models.
Evaluating model fit was complicated by the fact that, in confirmatory factor analysis, universally accepted measures of fit do not exist (Marsh & Hocevar, 1985; Sobel & Bohrnstedt, 1985) .
Consequently, several goodness-of-fit indicators were used, particularly in comparing the three-factor model to the alternatives. These indicators were:
Tucker-Lewis index. The Tucker-Lewis (T-L) index (Tucker & Lewis, 1973) represents the ratio of the variance associated with the model to the total variance, and may be interpreted as indicating how well a factor model with a given number of common factors represents the covariances among the markers. A low coefficient indicates that the relations among the markers are more complex than can be represented by that number of common factors.
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Root means square residual. The root mean square residual (RMSR) is the average correlation among the markers that is left over after the hypothesized model has been fitted (Joreskog & Sorbom, 1988) . The lower the RMSR, the better the fit.
Chi-square/degrees of freedom ratio. The chisquare/degrees of freedom ratio is based upon the overall chisquare goodness-of-fit test associated with each factor model.
Ratios up to 5.0 indicate a reasonable fit (Marsh & Hocevar, 1985) .
Goodness-of-Fit index. Ranging from 0 to 1.00, the Goodness-of-Fit index (GFI) is a measure of the relative amount of variance and covariance jointly accounted for by the factor model (Joreskog & Sorbom, 1988) . The higher the magnitude of this index, the better the model fit.
Akaike information criterion. The Akaike information criterion (AIC) is an index of parsimony in which the best fitting model is defined as having a small chi-square with few unknowns (Loehlin, 1987) . As scaled here, the AIC is always negative, with the best fitting model having the index closest to zero.
Standardized residuals. Standardized residuals can be used to judge fit and to locate the specific causes of a lack of fit. In general, residuals larger than 2.0 in magnitude suggest a problem with the model (Joreskog & Sorbom, 1988 with a different topic, thereby reducing the common variance and, hence, the loading of each on the common factor.
Insert Table 3 about here
The absolute fit of the three-factor model can be Factor intercorrelations suggest whether a simpler model might account for the data. Table 4 gives the factor intercorrelations for the three-factor model. For sample 1 (which took the 1-bug variants), the disattentuated correlations are so high as to question the need for a threefactor model. For sample 2 (which took the 3-bug variants), the correlations between the constrained free-response factor 14 and the other factors are lower, though that between freeresponse and multiple-choice is high enough to suggest the need for a simpler model.
Insert Table 4 about here
The fit of the three-factor model in relation to several more parsimonious alternatives is presented in Table 5 . For sample 1, negligible losses in fit occur for most indexes in moving from the three-to the single-factor solutions. The changes are, however, substantial once the null model is reached.
For example, the RMSR remains the same from the three-factor to the single-factor models, but increases by .49
from the single-factor to the null models. In contrast to the other indices, the Akaike information criterion--a measure of parsimony--shows marginal improvements in fit through the single-factor solution.
For sample 2, the pattern is similar. The largest losses are associated with the move from the single-factor to the null models, and most indices show only trivial changes from the three-to the one-factor solutions. A hint of a slightly better fit for the two-over the one-factor model, however, is given by the Akaike information criterion, which is at its lowest for the two-factor solution.
Insert Table 5 about here
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The relative fit of the models can also be assessed by examining the distributions of the standardized residuals (see Table 6 ). For sample 1, the residuals change marginally from the 3-factor to the single-factor solutions, but become dramatically larger when the null model is reached. For sample 2, a comparable pattern is displayed.
Insert Table 6 about here
This suggestion of a reasonable fit for the single factor model in sample 1 and possibly the two-factor model in sample 2 can be further evaluated by inspecting the intercorrelations from the two-factor model. For sample 1, the disattentuated correlation is .93 (R < .001, t = 12.09), too high to support a two-factor solution; for sample 2, it is .71 (R < .001, t = 11.92), a value more consistent with a two-factor model. Table 7 shows the loadings for the two-factor solution.
Again, all loadings are highly significant (R < .001; t range = 14.01 to 40.27). As for the three-factor solution, the loadings for the multiple-choice markers are slightly higher than those for the free-responses. The probable explanation is similar: being parallel, the multiple-choice markers share more variance and, as a result, play a bigger role in defining the common factor than do the free-response indicators.
Insert Further, examination of the factor intercorrelations indicated that the faulty solutions were significantly related to both the free-response items and the multiple-choice measures.
What might account for the differences in fit between the two samples? One potential explanation is that the timing guidelines under which the items were administered allotted less time per bug to those taking the 3-bug problems. This differential might have created a power vs. speed situation in which the major source of individual differences among students taking the 1-bug variants was programming skill whereas for those taking the 3-bug variants, speed of processing might also have been called into play.
In addition to the variation in factor structure across samples, the finding that the faulty solutions were significantly related to the free-response items is of interest.
This result, which occurred in both samples, suggests that the premise for the constrained free-response format is plausible: to combine in a single item type the & Bleistein, 1986; Bleistein, Maneckshana, & McLean, 1988) .
Similar relationships between multiple-choice and constructedresponse formats have been reported in other content areas, specifically mathematical reasoning (Traub & Fisher, 1977) and verbal reasoning (Ward, 1982) , though such a result is not universal (e.g., Ackerman & Smith, 1988; Ward, Frederiksen, & Carlson, 1980) .
One likely reason for the present finding is that in some situations free-response and multiple-choice items may measure the same processes. Traub and Fisher (1977) make such an argument for mathematical reasoning in which they suggest that (Sternberg, 1980) . Or, it is plausible that some knowledges are developed because they are taught along with programming skill or develop incidentally as a result of it.
Further research might help resolve many of these conjectures.
In particular, cognitive analyses of the tasks posed by the APCS multiple-choice and free response i'ems, and
Ly the faulty solutions, might better elucidate the degree to which these item types measure different processes. Such analyses might also identify how single and multiple-bug
The Relationship Between 20 faulty-solutions tasks differ. Second, studies of the functioning of the faulty-solutions item type in other domains (e.g., algebra word problems) should help identify whether and how this format might be used in assessing skills other than programming.
Finally, development of a prototype intelligent assessment syst-m might be explored. In such a system, multiple-choice items would be presented first. The information from these items would then be used to determine whether to present constructed-response items (i.e., faulty solutions and/or free-response) to a given student and also to leverage the expert system's Irpretation of the student's answers. This combination of student screening and leverage might allow the level of successful analyses of constructed responses to approach 100%.
Several limitations of the present study should be noted.
First, the use of only a single instance of the constrained free-response item type within each sample is a weakness.
Though multiple variants were employed, using only a single problem limits greatly the generalizability of results to faulty solutions as a class of constrained free-response as well as to other classes of constrained free-response (e.g., completion items). Further, using a single exemplar prevented a reliability estimate for the item type from being generated by the factor model, forcing the estimate to be approximated with the reliability of the free response items. While this is argued to be a reasonable approximation, it is upon this approximation that the intercorrelations between the 2b A second limitation is that the effects of item format could not be strictly tested because content was not held constant across formats. That is, different problems were presented in the three formats.
(As noted above, in some cases, multiple-choice problems did not even deal directly with programming skill.) However, even with these content differences the formats were highly intercorrelated (with the exception of the 3-bug faulty solution).
Third, all measures were not given at the same point in time.
Whereas the APCS multiple-choice and free-response problems were administered on the same day, the faulty solutions were given up to a month before, though exactly when within this period differed among the participating schools.
It is possible that some relevant learning might have occurred between the two administrations. However, as both the 1-and 3-bug variants were administered within each school, additional learning (or other variables related to time between administrations) does not seem a plausible explanation for the observed differences in factor structure.
Finally, even though the faulty-solutions and freeresponse tasks involved construction, they are still somewhat
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The Relationship Between 22 removed from classroom debugging and programming behaviors.
In the classroom, both behaviors are performed interactively, not in the paper-and-pencil mode employed in this study.
Whether interactive environments that allowed examinees to execute the programs they were writing or debugging would still produce factor'structures like those found here is an unresolved question.
What are the implications of this study for the APCS Note.
The number of items per indicator is in parentheses.
The Relationship Between 28 Table 2 Means and Standard Deviations of APCS and Note.
All correlations are significant at R < .001 level (t range for sample 1 = 10.45 to 29.48; t range for sample 2 = 10.14 to 35.14).
Sample 1 completed the 1-bug variants. Sample 2 completed the 3-bug variants.
The Relationship Between 31 Note.
All loadings are significant at p < .001 level (t range for sample 1 = 14.01 to 35.91; t range for sample 2 = 15.16 to 40.27). Sample 1 completed the 1-bug variants. Sample 2 completed the 3-bug variants.
Instructions. On the next page is a PASCAL progam that was written to conform to this specification. The program contains 1 to 3 bugs (errors). All of the bugs are locatedwithin the lines that are triple spaced. The bugs are not syntactic; the program will compile and execute, but it will not produce the desired results. On the program on the right, correct the bugs by deleting lines and/or inserting new ones. Use the program on the left as your reference copy (both programs are exactly the same). The insertions and deletions you make will be recorded on a carbon copy of the grog= that you may keep. To keep the copy legible, use scratch paper to work out the exact form of the code you wish to insert, and erase only when absolutely necessary. Remember to write your name, date of birth, and school at the top of each sheet and to print legibly. 
YOU SHOULD TAKE NO LONGER THAN 20 MINUTES TO COMPLETE THIS PROBLEM

