ABSTRACT. We use graphs to define sets of Salem and Pisot numbers, and prove that the union of these sets is closed, supporting a conjecture of Boyd that the set of all Salem and Pisot numbers is closed. We find all trees that define Salem numbers. We show that for all integers n the smallest known element of the n-th derived set of the set of Pisot numbers comes from a graph. We define the Mahler measure of a graph, and find all graphs of Mahler measure less than 1 2 1 ¡ £ ¢ 5¤ . Finally, we list all small Salem numbers known to be definable using a graph.
INTRODUCTION
The work described in this paper arose from the following idea: that one way of studying algebraic integers might be by associating combinatorial objects with them. Here, we try to do this for two particular classes of algebraic integers, Salem numbers and Pisot numbers, the associated combinatorial objects being graphs. We also find all graphs of small Mahler measure. All but one of these measures turns out to be a Salem number.
A Pisot number is a real algebraic integer θ ¥ 1, all of whose other Galois conjugates have modulus strictly less than 1. A Salem number is a real algebraic integer τ Theorem 1. The set of limit points of T graph is some set S graph of Pisot numbers. Furthermore, T graph S graph is closed.
In [MRS, Corollary 9] , a construction was given for certain subsets S¡ of S and T ¡ of T , using a restricted class of graphs (star-like trees). We showed that T ¡ had its limit points in S¡ , and that (like S) S¡ was closed in ¢ . The main aim of this paper is to push these ideas as far as we can. We call elements of S graph graph Pisot numbers. The proof of Theorem 1 reveals a way to represent graph Pisot numbers by bi-vertex-coloured graphs, which we call Pisot graphs.
Since Boyd has long conjectured that S is the set of limit points of T , and that therefore S T is closed ( [Bo] ), our result is a step in the direction of a proof of his conjecture. However, we can find elements in T T graph (see Section 11) and elements in S S graph (see Corollary 20) , so that graphs do not tell the whole story.
It is clearly desirable to describe all Salem graphs. While we have not been able to do this completely, we are able in Proposition 7 to restrict the class of graphs that can be Salem graphs. Naturally enough, we call a Salem graph that happens to be a tree a Salem tree. In Section 7 we completely describe all Salem trees.
In Section 9 we show that the smallest known elements of the k-th derived set of S belong to the k-th derived set of S graph . In Section 10, we find all graphs having Mahler measure at most 1 2 ¦ 1 ! 5 § . Finally, in Section 11 we list some small Salem numbers coming from graphs.
1 if the ith and jth vertices are joined by an edge ('adjacent'), and 0 otherwise. Because A is symmetric, all eigenvalues of G are real.
The following facts are essential ingredients in our proofs. (ii) Suppose that G¡ is a graph obtained from a connected graph G by subdividing an internal edge. Then λ¦ G¡ ¥ 1. The minimal polynomial of τ, call it m τ , is a factor of R G . Its roots include τ and 1¨τ. Were λ (respectively λ 2 ) to be a rational integer-cases excluded in the definition-then these would be the only roots of m τ , and τ would be a reciprocal quadratic Pisot number. As this is not the case, m τ has at least one root with modulus 1, and exactly one root (τ) with modulus greater than 1, so τ is a Salem number.
£
Many of the results that follow are most readily stated using Salem graphs, although our real interest is only in nontrivial Salem graphs. It is an easy matter, however, to check from the definition whether or not a particular Salem graph is trivial.
While we are able in Section 7 to describe all Salem trees, we are not at present able to do the same for Salem graphs. However, the following result greatly restricts the kinds of graphs that can be Salem graphs. It is an essential ingredient in the proof of Theorem 1. 
A has at most one eigenvalue greater than 2, which must be the index of G M . Hence the other components of G must together form a cyclotomic graph, H say. By definition, there are no edges in G having one endvertex in M and the other in H.
As the index of G is λ, the maximum degree of a vertex of G is bounded by λ 2 , by Lemma 5. Applying this to the vertices of M, we see that there are at most 10λ 2 edges with one endvertex in M and the other in A. Thus the size #A of A is at most 10λ 2 . Now, applying the degree bound λ 2 to the vertices of A, we similarly get the upper bound λ 2 #A for the number of edges with one endvertex in A and the other in H. These edges are adjacent to at most λ 2 #A vertices in H of degree ¥ 2 in G. Now every connected cyclotomic graph contains at most two vertices of degree greater than 2 (in fact only the typeD n , as in Figure 1 , having two). Also, since every connected component of H has at least one such edge incident in it, the number of such components is at most λ 2 #A. This gives at most another 2λ 2 #A vertices of degree Here the "minimal" graph M is as in Proposition 7: a minimal vertex-deleted subgraph with index greater than 2.
We can use part (a) of the theorem to construct Salem graphs. Take a forest of cyclotomic bipartite graphs (that is, any graph of Lemma 3 except an odd cycleÃ 2n ), and colour the vertices black or red, with adjacent vertices differently coloured. Join some (as few or as many as you like) of the black vertices to a new red vertex. Of course, one may as well take enough such edges to make G connected. This construction gives the most general bipartite, connected graph such that removing the vertex v produces a graph with all eigenvalues in 2 2 . This result is an extension of Theorem 16(a) below, which is for trees. Theorem 16(b) gives a construction for more Salem trees.
In 2001 Piroska Lakatos [L2] proved a special case of Theorem 8 where the components
To use this result constructively, first note that all paths and cycles are line graphs, as well as being cyclotomic. Then take any graph H consisting of one or two connected components, each of which is a path or cycle, and add to H an extra edge joining any two distinct nonadjacent vertices. Then the line graph of this augmented graph, if not again cyclotomic, will be a nonbipartite Salem graph.
LEMMAS ON RECIPROCAL POLYNOMIALS OF GRAPHS
For the proof of Theorem 1, we shall need to consider special families of graphs, obtained by adding paths to a graph. Here we establish the general structure of the reciprocal polynomials of such families, and show how in certain cases one can retrieve a Pisot number from a sequence of graph Salem numbers.
Throughout this section, reciprocal polynomials will be written as functions of a variable z, and we conveniently treat the bipartite and nonbipartite cases together by writing y
we are done.
£
An easy induction extends this lemma to deal with any number of added pendant paths.
Lemma 11. Let G be a graph, and
be the graph obtained by attaching one endvertex of a new m i -vertex path to vertex v i (so G m
that depend on G and
With notation as in the Lemma, we refer to P 1 
Lemma 12. Suppose that G is connected and that G m (as in Lemma 10) is a Salem graph for all sufficiently large m. Then G m is a nontrivial Salem graph for all sufficiently large m. Furthermore P¦ z § , the leading polynomial of R m , is a product of a Pisot polynomial (with Pisot number θ as its root, say), a power of z, and perhaps a cyclotomic polynomial. Moreover the Salem numbers
It is interesting to note that the Pisot number θ in Lemma 12 cannot be a reciprocal quadratic Pisot number, the proof showing that it is not conjugate to 1¨θ. 
Corollary 13. With notation as in Lemma 11, suppose further that G is connected and that
G m 1 ¢ ¡ ¢ ¡ ¢ ¡ £ m k is a Salem graph for all sufficiently large m 1 ¤ ¤ ¥ ¤ m k . Then G m 1 ¢ ¡ ¢ ¡ ¢ ¡ £ m k
is a nontrivial Salem graph for but finitely many
Proof. Throughout we suppose that the m i are all sufficiently large that all the graphs under consideration are Salem graphs. As in the proof of the previous lemma, we may assume that these are nontrivial, so that the τ m 1
m k (all large enough), and letting m 1 ¦ ∞, we apply Lemma 12 to deduce that τ m 1
, and we get a sequence of Pisot numbers that converge to the unique root of
outside the closed unit disc. Since the set of Pisot numbers is closed ( [Sa] ), this number,
1¡ outside the closed unit disc. Hence P 1 1
1¡ has the desired form. Finally we note that in whatever manner the m i tend to infinity, P 1 1
1¡ eventually dominates outside the unit circle, and a Rouché argument near θ shows that the Salem numbers converge to θ. Then R
where Q m 1 m 2 has negligible degree compared to R m 1 m 2 , in the sense that
With the natural extension of our previous notion of a leading polynomial, this Lemma implies that R m 1 m 2 ¡ has the same leading polynomial as R m 1 m 2 .
Proof. Expanding χ
along the row corresponding to the vertex w, we get
where Q 1 , and also Q 2 Q 3 Q 4 below, have negligible degree compared to the other polynomials in the equation where they appear.
Substituting λ © y 1¨y and multiplying by the appropriate power of y gives
we get the advertised result.
Proof. Consider an infinite sequence of nontrivial Salem graphs G, for which the Salem numbers τ¦ G § tend to a limit. We are interested in limit points of the set T graph , so we may suppose, by moving to a subsequence, that our sequence has no constant subsequence; moreover we can suppose that the graphs are either all bipartite, or all nonbipartite. Indeed we shall suppose that they are all nonbipartite, and leave the trivial modifications for the bipartite case to the reader. These Salem numbers are bounded above, and hence so are the indices of their graphs. Hence Proposition 7 gives an upper bound on the number of vertices of degree not equal to 2 of these Salem graphs, and Lemma 5 gives an upper bound on the degrees of vertices that each such graph can have. Now, the set of all multigraphs with at most B 1 vertices each of which is of degree at most B 2 is finite. Thus, on associating to each Salem graph in the sequence the multigraph with no vertices of degree 2 having that Salem graph as a subdivision (that is, placing extra vertices of degree 2 along edges of the multigraph retrieves the Salem graph), we obtain only finitely many different multigraphs. Hence, by replacing the sequence of Salem graphs by a subsequence, if necessary, we can assume that all Salem graphs in the sequence are associated to the same multigraph, M say. Now label the edges of M by e 1 ¤ ¥ ¤ ¥ ¤ e m say. Each edge e j corresponds to a path, of length § j n say, on the n-th Salem graph of the sequence, joining two vertices of degree not equal to 2. Now consider the sequence
If it is bounded, it has an infinite constant subsequence. Otherwise, it has a subsequence tending monotonically to infinity. Hence, on taking a suitable subsequence, we can assume that ¤ § 1 n ¥ has one or other of these properties. Furthermore, since any infinite subsequence of a sequence having one of these properties inherits that property, we can take further infinite subsequences without losing that property. Thus we do the same successively for
The effect is that we can assume that every sequence ¤ § j n ¥ is either constant or tends to infinity monotonically. Those that are constant can simply be incorporated into M (now allowing it to have vertices of degree 2), so that we can in fact assume that they all tend to infinity monotonically.
Let us suppose that our sequence of Salem graphs,
has s increasingly-subdivided internal edges, and t pendant-increasing edges. Form another set of graphs by removing a vertex from the middle (or near middle) of each increasingly-subdivided edge of each G r , leaving 2s t pendantincreasing edges. We shall use K r to denote a graph in this sequence, with n 1 , . . . , n 2s t for the lengths of its pendant-increasing edges.
Claim: for any sufficiently large n 1 , . . . , n 2s t , we have a Salem graph. For (i) we soon exclude all cyclotomic graphs from the list given in Section 6; and (ii) we can never have more than one eigenvalue that is ¥ 2, otherwise, by adding vertices to reach one of our G r we would find a Salem graph with more than one eigenvalue ¥ 2, using Lemma 2; and (iii) we can never have an eigenvalue that is ¡ 2, by similar reasoning. Now we apply Corollary 13 to deduce that the limit of our sequence of Salem numbers coming from the K r is a Pisot number. (Note that K r need not be connected. All but one component will be cyclotomic, and the noncyclotomic component produces our Pisot number (the others merely contribute cyclotomic factors to the leading polynomial).) Finally, by Lemma 14 this limiting Pisot number is also the limit of the original sequence of Salem numbers.
The last sentence of Theorem 1 follows immediately.
£
Examining the proof, we see that the number m of lengthening paths attached to the noncyclotomic growing component tells us that the limiting Pisot number is in the m-th derived set of T graph , and so in the ¦ m 1 § -th derived set of S graph .
CYCLOTOMIC ROOTED TREES
If T is a rooted tree, by which we of course mean a tree with a distinguished vertex r say, its root, then T will denote the rooted forest (set of rooted trees) T ¤ r¥ , the root of each tree in T being its vertex that is adjacent (in T ) to r.
The quotient of a rooted tree is the rational function q T
, where R T is the reciprocal polynomial of the tree, and the R i are the reciprocal polynomials of its rooted subtrees, the trees of T . We define the ν-value ν¦ T § of a tree T to be q T Then, the five infinite families:
We also note in passing the rooted even cycles:
As we have seen in Theorem 8, these can be used for constructing bipartite Salem graphs, but obviously not Salem trees.
Note that, sinceẼ 8
have the same quotient, we can readily construct different Salem trees having the same quotient, and hence corresponding to the same Salem number.
For each of the Salem quotients S¦ z § catalogued above, we observe in passing that
is an interlacing quotient, as defined in [MS2] . This is an easy consequence of the Interlacing Theorem (Lemma 2).
A COMPLETE DESCRIPTION OF SALEM TREES
In this section we consider the case of those (of course bipartite) Salem graphs defined by trees. As before, if T is a rooted tree, then T will denote the rooted forest obtained by deleting the root r of T , with the root of each subtree being the vertex that (in T ) is adjacent to r. The quotient of a rooted forest is defined to be the sum of the quotients of its rooted trees. For rooted trees T 1 and T 2 , we define the rooted tree T 1 T 2 to be the tree obtained by joining the roots of T 1 and T 2 by an edge, and making the root of T 1 its root.
The next Theorem describes all Salem trees. For an alternative approach to a generalisation of this topic, see Neumaier [Neu, Theorem 2.6 ].
Theorem 16.
(a) Suppose that T is a rooted tree with ν¦ T § ¥
2, for which the forest T is a collection of cyclotomic trees. Then T is a Salem tree. (If ν¦ T § £ 2 then T is again an cyclotomic tree.) (b) Suppose that T 1 and T 2 are Salem trees of type (a) with
¦ ν ¦ T 1 § 2 § ¦ ν ¦ T 2 § 2 § £ 1. Then T 1 T 2 is a Salem tree. (If ¦ ν ¦ T 1 § 2 § ¦ ν ¦ T 2 § 2 § ¥ 1 then the reciprocal polynomial of T 1 T 2
has two roots outside the unit circle.) (c) Every Salem tree is of type (a) or type (b).
In case (a) of Theorem 16, there is a single central vertex joined to r cyclotomic subtrees H 1 , . . . , H r , while in case (b) we have a central edge with each endvertex joined to one or more cyclotomic subtrees H 1 , . . . , H r , K 1 , . . . , K s : has one component, T 1 say, that is a Salem tree, the other components being cyclotomic. Let t 1 be the root of T 1 (the vertex adjacent to t 0 in T ). Now replace t 0 by t 1 and repeat the argument, obtaining a new vertex t 2 . If t 2 © t 0 then we are finished. Otherwise, we repeat the argument, obtaining a walk on T , using vertices t 0
. Since T has no cycles, any walk in T must eventually double back on itself, so that some t i equals t i 2 . Then T is of the form T 1 T 2 , where T 1 and T 2 are of type (a), with roots t i 1 and t i .
£
Note that while in case (a) T is a rooted tree with the property that removal of a single vertex gives a forest of cyclotomic trees, in case (b) the tree T 1 T 2 has the property that removal of the edge joining the roots of T 1 and T 2 , with its incident vertices, also gives a forest of cyclotomic trees.
Theorem 16 is a restriction of Theorem 8 (above) to trees. However, it is stronger, as we are able to say precisely which trees are Salem trees. Theorem 16 also shows how to construct all Salem trees. To construct trees of type (a), we take any collection of rooted cyclotomic trees, as listed in Section 6, the sum of whose ν-values exceeds 2. For trees of type (b), we take two such collections whose ν-values sum to s 1 and s 2 say, with s 1 s 2 ¥ 2, subject to the additional constraint that 
PISOT GRAPHS
As we have seen in Section 5, a graph Pisot number is a limit of graph Salem numbers whose graphs may be assumed to come from a family obtained by taking a certain multigraph, and assuming that some of its edges have an increasing number of subdivisions. We use this family to define a graph having bi-coloured vertices: we start with the multigraph, with black vertices. For every increasingly subdivided pendant edge, we change the colour of the pendant vertex to white, while for an increasing internal edge we subdivide it with two white vertices. Thus a single white vertex represents a pendant-increasing edge, while a pair of adjacent white vertices represents an increasing internal edge. These Pisot graphs in fact represent a sequence of Salem numbers tending to the Pisot number. Now, we have seen in the proof of Theorem 1 that the limit point of the Salem numbers corresponding to a Salem graph with an increasing internal edge is the same as that of the graph when this edge is broken in the middle. Hence for any Pisot graph we can remove any edge joining two white vertices without changing the corresponding Pisot number. (Doing this may disconnect the graph, in which case only one of the connected components corresponds to the Pisot number.) It follows that every graph Pisot number has a graph all of whose white vertices are pendant (have degree 1).
For Pisot graphs that are trees (Pisot trees), and furthermore have all white vertices pendant, we can define their quotients by direct extension of the quotient of an ordinary tree (that is, one without white vertices, as in Section 7). Now from Section 6 the path A n z 1 z 2 z 1 , with minimal polynomial z 2 z 1.
SMALL ELEMENTS OF THE DERIVED SETS OF PISOT NUMBERS
In this section we give a proof of a graphical version of the following result of Bertin [Be] . Recall that the (1st) derived set of a given real set is the set of limit points of the set, while for k 2 its k-th derived set is the set of limit points of its Bertin's result was that these numbers belonged to the corresponding derived set of S, rather than that of S graph . They are the smallest known elements of the relevant derived set of S. Figure 3 joined to a central vertex, while for the graph with 2k 1 vertices we take the same graph with one extra white vertex joined to the central vertex (the other graph shown in this figure) . The result is shown in Figure 4 for k
when it has 2k 1 white vertices. The poles of these quotients give the required Pisot numbers. The graphs of Figure 4 show how the elements of the derived sets are limits from below of elements of S graph . We can also show that they are limits from above, using the 5-and 11-vertex graphs of Figure 5 to construct Pisot graphs showing these numbers to be elements of the relevant derived set by showing them to be limit points from above rather than below. The graphs in Figure 6 are examples of this construction. Further, one could construct graphs using a mixture of subgraphs from Figures 3 and 5. Thus, if we distinguished two types of limit point depending on whether the point was a limit from below or from above, we could define two types of derived set, and hence, by iteration, an ¦ n n § -derived set of S graph . This mixed construction would produce elements of these sets.
The subtrees used to make small elements of the derived sets of the set of graph Pisot numbers. Their Pisot quotients are 1¨z (left) and 1¨¦ z 1 § (right). They give such elements as a limit of decreasing graph Pisot numbers. See the remarks after Theorem 17. 6 " 6 " 6 7 " 7 7 " 7 8 " 8 9
The graphs having Mahler measure 1 are precisely the cyclotomic graphs. It turns out that the connected graphs of smallest Mahler measure bigger than 1 are all trees. Using the notation of [CR] , one or two connected components must be as described in the theorem, with all other connected components cyclotomic. Using the results of the Theorem, it is an easy exercise to check the possibilities.
Proof. The proof depends heavily on results of Brouwer and Neumaier [BN] and Cvetković, Doob and Gutman [CDG] , as described conveniently by Cvetković and Rowlinson in their survey paper [CR, Theorem 2.4] . These results tell us precisely whch connected graphs have largest eigenvalue in the interval 
