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Chapitre 1
Introduction
La spectroscopie des plasmas est une des disciplines de la physique des plasmas
qui s’intéresse au rayonnement émis par ce dernier. Les caractéristiques du spectre
des raies émises peuvent être interprétées en terme de propriétés du plasma. En
effet, la position des raies, leur intensité (ainsi que l’émission du continuum),
leur élargissement et leur déplacement sont intimement liés à la composition,
la température, la densité, l’état d’ionisation du plasma. Ces caractéristiques
mesurées expérimentalement et comparées aux modèles théoriques permettent
indirectement une mesure des paramètres du plasma. Ce type de diagnostic est
largement utilisé en astrophysique mais aussi dans les plasmas de laboratoire
comme sonde non intrusive, comme par exemple dans les plasmas de fusion par
confinement magnétique, dans les plasmas de fusion par confinement inertiel, dans
les plasmas de décharges ou dans ceux créés par l’interaction laser sur une cible
solide. Évidemment cette technique est très dépendante des modèles utilisés.
La modélisation des propriétés radiatives des plasmas s’appuie sur un amalgame
complexe de connaissances pour lesquelles la physique atomique, la physique
statistique, l’hydrodynamique, la physique des plasmas et le transfert radiatif ont
tous un rôle à jouer. Un plasma est un milieu globalement neutre, partiellement ou
totalement ionisé constitué d’atomes neutres, d’ions (pouvant présenter différents
états de charges) et d’électrons. Du fait des interactions électromagnétiques entre
les particules chargées (attractives ou répulsives suivant la charge en jeu), chaque
particule peut interagir simultanément avec un très grand nombre de particules. Les
ions et les électrons du plasma présentent donc un comportement collectif et leur
lien au plasma environnant sera d’autant plus important que la densité augmentera
et/ou la température diminuera. Ainsi, dans un plasma de densité donnée, le poten-
tiel électrique produit dans et autour d’un ion peut être influencé non seulement par
ses propres électrons liés mais aussi par les électrons libres, par les ions au voisinage
et (très faiblement) par les atomes neutres. Ces perturbateurs produisent sur l’ion
deux types d’effets : leur effet moyenné dans le temps est d’altérer la distribution des
niveaux d’énergie de l’ion en question et leur effet dépendant du temps est d’élargir
ces niveaux par un déplacement adiabatique et de produire des transitions entre eux :
— Le premier effet diminue le potentiel d’ionisation : les interactions avec
les ions et les électrons environnants modifient les niveaux d’énergie des
états liés dont certains disparaissent dans le continuum. Plus important aux
hautes densités, il est généralement connu sous le nom de d’ionisation par
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effet de pression, [1]. C’est le processus dominant qui détermine les abon-
dances ioniques et les populations des niveaux d’énergie dans les études de
la matière à haute densité. La prise en compte de l’abaissement du potentiel
d’ionisation (IPD) est inévitable dans plusieurs domaines. Pour produire les
équations d’états, il faut fournir les abondances ioniques avant de calculer
la pression électronique. Le calcul des coefficients de transport tels que
la conductivité, les sections efficaces, etc, nécessite la connaissance de la
densité électronique et donc de l’état d’ionisation du plasma. Finalement,
les opacités sont gouvernées par les abondances ioniques et les populations
des niveaux, [2].
— Le second effet relève de l’élargissement par effet de pression : les particules
chargées du plasma créent des microchamps électriques fluctuants, qui, par
effet Stark, modifient la structure atomique des émetteurs et par conséquent
la forme des profils des raies émises. La prise en compte de ces champs
électriques ioniques et électroniques dans le formalisme des profils de raies
est un problème compliqué de part la nature aléatoire et fluctuante de la
perturbation mais elle est essentielle tant sur le plan fondamental (pour
une meilleure compréhension des processus sous-jacents) que sur le plan
expérimental (pour un meilleure analyse des spectres). L’élargissement Stark
des raies dans les plasmas a été le sujet de nombreuses études, [3], depuis la
publication en 1958 des travaux de Baranger, [4] et de Griem, Kolb et Shen,
[5]. Les points de vues généralement adoptés sont : i) l’émetteur est couplé
individuellement avec chaque perturbateur du bain thermique. L’interaction
est alors représentée par des chocs binaires. C’est l’approximation d’impact
(généralement utilisée pour décrire les interaction électrons-émetteur),
ii) l’émetteur échange de l’énergie avec l’ensemble du bain thermique.
On adopte ici une vision statistique de l’environnement dans laquelle les
microchamps fluctuant lentement sont représentés par leur distribution
statique. C’est l’approximation quasi-statique (généralement utilisée pour
décrire les interactions ions-émetteurs). Cette approximation n’est valable
que si tous les mécanismes d’élargissement des raies provoquent une perte
de mémoire avant que les ions n’aient eu le temps de bouger de manière
significative. Dans le cas contraire, il faut tenir compte de la dynamique des
ions.
Les particules neutres ou chargées émettent donc un rayonnement dont les
spectres portent la « marque » du plasma environnant (présence de champs
électriques locaux fluctuants, opacités, processus collisionnels, etc.). L’étude des
propriétés d’un tel milieu passe par l’analyse des propriétés à l’équilibre et hors
équilibre d’un système statistique contenant de nombreuses particules chargées
électriquement qui interagissent entre elles. Le système étant caractérisé par un
très grand nombre de degrés de liberté, le traitement théorique de ce problème
relève des problèmes à N-corps et passe obligatoirement par la statistique. L’étude
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complète de tous les phénomènes apparaissant dans le processus d’émission de
rayonnement d’un plasma est à ce jour impossible que ce soit analytiquement ou
numériquement.
Néanmoins, les simulations numériques jouent un rôle important dans la
mesure où elles fournissent des résultats exacts à des problèmes de mécanique
statistique qui n’auraient pu être résolus que de manière approchée, voire non
résolus du tout. Cependant, leur réalisme est intimement lié au modèle choisi pour
décrire le phénomène physique. Tous les modèles de plasma développés sont des
simplifications initiales du problème, judicieusement établies afin de préserver le
phénomène physique que l’on souhaite étudier, [6] :
« ... it seems appropriate to ... study the properties of some simple
models which share at least some of the essential features of real physical
systems. »
Les modèles de simulation numérique mettant en jeu des particules classiques
qui interagissent entre elles appartiennent à la catégorie des modèles particulaires
et la méthode que nous avons adoptée est la Dynamique Moléculaire Classique
(DM), [7]. À chaque particule (ion et électron du plasma), on attribue un ensemble
de caractéristiques physiques telles la masse, la charge, la position, la quantité
de mouvement, etc. L’état du système est défini par la connaissance de ces
caractéristiques pour un ensemble fini de particules et l’évolution du système est
déterminée par les lois de forces entre ces particules. Le système dans la boite de
simulation est neutre et les conditions aux limites périodiques sont utilisées pour
modéliser un système infini. Ainsi, avec la DM, toutes les interactions entre les
charges sont prises en compte, les aspects collectifs apparaissent naturellement et les
mécanismes dépendants du temps peuvent être étudiés. Elle permet, par exemple,
de mesurer les microchamps électriques sur chaque particule à chaque instant.
Ces derniers peuvent être utilisés pour le calcul exact de l’opérateur d’évolution
moyen du système émetteur, par intégration de l’équation de Schrödinger sur un
grand nombre de configurations. Cette méthode est jusqu’à présent la méthode
qui possède la meilleure base théorique pour traiter l’effet des fluctuations des
microchamps électriques sur les profils de raies et des effets de couplages entre les
particules chargées. Elle possède cependant des limitations. Par exemple, pour le
calcul des profils de raies, elle s’avère lente et inadaptée aux systèmes émetteurs de
structure atomique complexe. Nous ne l’utilisons donc pas à des fins de diagnostics
mais en accompagnement au développement de modèles théoriques plus rapides et
plus efficaces.
Ainsi, le fil conducteur de ce travail de synthèse est l’utilisation de la dyna-
mique moléculaire classique comme outil de validation des modèles développés pour
la spectroscopie des plasmas. Après avoir présenté la méthode de dynamique mo-
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léculaire classique et les possibilités que cette méthode offre dans le domaine de
la mécanique statistique, nous décrirons plus précisément son apport dans l’étude
des plasmas non-idéaux. Nous verrons notamment qu’elle permet de discuter de cer-
taines propriétés de la matière tiède et dense dont l’étude s’avère être un véritable
challenge tant sur le plan expérimental que théorique. Quelques résultats sur des
mesures d’abaissement du potentiel d’ionisation et des calculs de facteurs de struc-
ture dynamique seront présentés. Nous développerons ensuite l’aspect profils de raies
dans les plasmas en montrant combien la dynamique moléculaire est omniprésente
dans la validation des modèles tel que le Modèle de Fluctuation de Fréquence (FFM)
développé pour tenir compte de la dynamique des ions, [8, 9]. Son côté robuste et
versatile a permis aussi d’étudier l’effet des perturbations extérieures comme des
champs électriques oscillants ou des champs magnétiques et de valider l’extension
du FFM au calcul des profils de raies élargies par effet Stark et Zeeman. Finalement
nous verrons une application de la DM pour l’étude des effets de corrélation sur les
profils Doppler des raies utilisées pour le développement des lasers X.
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Chapitre 2
État de l’art de la dynamique
moléculaire classique
La simulation numérique est devenue un outil incontournable de nos jours
pour la modélisation des systèmes naturels en sciences et en ingénierie, mais
également des systèmes humains en économie et en sciences sociales. Le terme
simulation numérique désigne l’exécution d’un programme informatique en vue de
simuler un phénomène physique (ou humain) réel et complexe. Elle se base sur la
modélisation mathématique du phénomène d’intérêt et la résolution des équations
utilise souvent la technique des éléments finis conduisant à des solutions numériques.
La démarche de modélisation numérique suit généralement trois grande étapes.
La première consiste à définir de façon précise le modèle physique correspondant
au phénomène à étudier, avec les équations correspondantes. Ceci nécessite une
très bonne connaissance des conditions dans lesquelles ces équations sont valides :
échelle de temps et d’espace, nature des interactions mises en jeu, etc. La deuxième
étape consiste à définir l’algorithme qui permet de traduire de manière la plus
simple et la plus efficace les équations résultants du modèle choisi. Cette étape
doit être menée en adéquation avec les machines utilisées, le choix du langage de
programmation et la relation avec les bibliothèques existantes. Enfin, la troisième
étape consiste à exécuter le modèle dans un environnement informatique afin de
produire les résultats informatiques. Au temps t = 0, l’état initial du système est
spécifié dans une région finie de l’espace (la boîte de simulation) dont les surfaces
sont soumises à certaines conditions aux limites. L’évolution du système est suivie
temporellement. À chaque instant t′ = t+ ∆t, avec ∆t le pas de temps élémentaire,
l’état du système est calculé, ce qui produit une quantité d’information énorme.
Tout l’art réside dans l’interprétation de ces résultats et dans la vérification de
la validité des modèles utilisés par confrontation aux résultats expérimentaux
ou à d’autres modèles. C’est en ce sens qu’on qualifie la simulation numérique
d’expérience numérique.
Les phénomènes qui nous intéressent ici, concernent la physique des plasmas et
plus particulièrement les propriétés statistiques statiques et dynamiques à l’équi-
libre ou non des plasmas. Il existe plusieurs modèles pour décrire l’état plasma :
particulaires, cinétiques, fluides, hybrides, etc... Suivant le modèle utilisé, on obtient
des codes de simulations numériques très différents qui permettent de résoudre des
problèmes très différents. Le choix du modèle (et du code) dépend donc des pro-
8 Chapitre 2. État de l’art de la dynamique moléculaire classique
priétés physiques que l’on souhaite extraire. Par exemple, dans les codes MHD 1, le
plasma est considéré comme un fluide, avec un comportement proche de l’équilibre
thermodynamique à grande échelle. Ces codes décrivent les propriétés des moyennes
statistiques des particules du plasma, telles que les densités, les vitesses, et les
énergies moyennes, plutôt que leurs propriétés individuelles. Les codes cinétiques
par contre considèrent le plasma comme une collection de particules interagissant
entre elles via le champ électromagnétique qu’elles produisent. Dans ces codes, soit
les équations cinétiques de type Vlasov ou Fokker-Planck sont résolues numérique-
ment, soit un modèle particulaire du type PIC (Particle in Cells) est utilisé. Dans
ce dernier type de simulation, les ions et les électrons du plasma sont suivis comme
des particules individuelles ou sont regroupés en super-particules sur une grille de
champ de forces. Elles sont utilisées principalement pour l’analyse des processus à
petites échelles essentielle dans les régions d’interface plasma-surface où ont lieu des
transferts d’énergie entre les ondes électromagnétiques et les particules chargées.
Lorsque l’on s’intéresse aux interactions entre les particules chargées du plasma et
aux champs électriques qu’elles produisent, les deux méthodes de simulation les plus
adaptées sont la méthode de Monte Carlo (MC), [1], et la Dynamique Moléculaire
(DM), [2]. Elles ont été mises au point dans le but de résoudre numériquement
les problèmes à N corps de la mécanique classique (et plus particulièrement des
systèmes moléculaires). Initialement, elles ont été développées pour l’étude des
fluides neutres et denses dans lesquels les interactions à courte portée entre sites
peuvent être décrits par un potentiel de Lennard-Jones, [2, 3, 4, 5, 6]. Depuis,
elles ont montré qu’elles pouvaient être très puissantes pour l’étude des systèmes
avec des potentiels d’interaction à longue portée ou pour l’étude des plasmas où
les interactions entre les particules chargées sont représentées par un potentiel
de Coulomb écranté. Par contre, la méthode MC permet seulement d’obtenir
les propriétés statiques du système alors que la DM, qui résout les équation du
mouvement pour chaque particule et donne accès aux trajectoires dans l’espace des
phases est plus spécifiquement adaptée au calcul des propriétés dynamiques.
Dans la suite de ce chapitre, la méthode de dynamique moléculaire est rappelée
dans ses grandes lignes puis nous verrons son adaptation à la simulation des plasmas
qui réside essentiellement dans le choix des potentiels d’interaction. Finalement,
nous rappellerons les outils de mesures statistiques d’intérêt pour l’étude des
propriétés radiatives et des effets de corrélations entre les charges qui seront utilisés
dans les chapitres suivants.
2.1 La DM : qu’est-ce que c’est ?
La dynamique moléculaire est une technique de simulation numérique où l’évo-
lution temporelle d’un ensemble de particules en interaction est suivie en intégrant
1. magnétohydrodynamique
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leurs équations du mouvement. Elle utilise les lois de la mécanique classique, notam-
ment les équations de Newton, qui pour chaque particule i de masse mi s’écrivent :



mi
d2~ri(t)
dt2
= ~Fi(t),
~Fi(t) = −∂V (~r
N )
∂~ri
avec ∂∂~r : opérateur gradient.
(2.1)
Ici, on considère des particules à symétrie sphérique. V (~rN ) est le potentiel d’in-
teraction du système à N particules où l’ensemble des positions ~rN = {~r1, ~r2, ..., ~rN}
définit une configuration du système. ~Fi(t) est la force exercée sur la particule i
par les (N − 1) autres particules. Cette forme implique une loi de conservation de
l’énergie totale E = K + V , où K est l’énergie cinétique moyenne des particules.
Dans la plupart des simulations (et ce sera notre cas), le potentiel est choisi
comme étant la somme d’interactions par paires de particules :
V (~rN ) =
∑
i
∑
j>i
Vij(~rij) avec ~rij = |~ri − ~rj |. (2.2)
On a donc un système de 3N équations différentielles couplées que l’on se
propose de résoudre numériquement en discrétisant celles-ci sur un pas de temps
δt. Il doit être suffisamment petit pour que les forces puissent être considérées
constantes dans cet intervalle de temps. À chaque itération, les forces agissant sur
les particules sont calculées et les nouvelles positions et les nouvelles vitesses en
sont déduites. En répétant ces opérations plusieurs milliers de fois, on obtient les
trajectoires individuelles dans l’espace des phases.
Les trajectoires ainsi déterminées sont utilisées pour évaluer les propriétés
statiques et dynamiques par des moyennes temporelles, qui coïncident avec les
moyennes statistiques pour des systèmes ergodiques :
lim
t→∞
At = 〈A〉, (2.3)
où A désigne une propriété quelconque, observable, At sa moyenne temporelle, et
〈A〉, sa moyenne d’ensemble statistique.
La mesure d’une quantité physique par la simulation est donc obtenue par la
moyenne arithmétique des valeurs instantanées de cette quantité mesurée au cours
de l’exécution de la simulation. Elle permet donc d’obtenir différentes propriétés
macroscopiques du système étudié à partir du comportement collectif des particules
individuelles. Cependant, on ne peut pas faire une simulation sur un temps infini
et sur un système infini. En effet, la DM est limitée par la vitesse et les capacités
de calculs des ordinateurs. Typiquement, les simulations de DM sont appliquées à
des systèmes contenant des centaines voire des milliers de particules interagissant
par l’intermédiaire de forces à relativement courte portée 2. Les échelles de temps
2. c’est-à-dire que les forces inter-particules doivent être faibles quand les particules sont sépa-
rées par une distance égale à la moitié de la plus petite dimension du système.
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vont de quelques picosecondes aux centaines de nanosecondes. Une simulation est
bonne du point de vue de sa durée, si cette dernière est bien plus grande que le
temps de relaxation caractéristique de la quantité considérée afin de générer un très
grand nombre de fois ce temps. La taille limitée du système peut aussi constituer
un problème. Dans ce cas, il faut comparer la taille de la boîte de simulation
aux longueurs de corrélation des fonctions de corrélations d’intérêt. Par exemple,
dans les plasmas où la cinétique est importante, il faudra une taille de la boîte
de simulation très grande comparée à la longueur d’écran naturelle du potentiel
d’interaction.
L’ingrédient essentiel qui contient la physique dans la DM est les forces qui
agissent sur chaque particule. Une simulation est réaliste, c’est-à-dire imite le com-
portement d’un système réel, seulement si les forces inter-particules sont similaires
à celles que les particules réelles du système subiraient dans les conditions dans
lesquelles est exécutée la simulation. La méthode utilisée pour calculer les forces
d’interactions (ou le potentiel dont elles dérivent) caractérise donc une simulation,
[7]. Par exemple, on parle de dynamique moléculaire ab initio (ou quantique), si le
potentiel est calculé à partir des premiers principes de la mécanique quantique. Si
par contre, les forces dérivent d’un potentiel qui présuppose un type d’interaction,
un état de charge Z, etc., on parlera de dynamique moléculaire classique. C’est cette
dernière technique que nous développons pour simuler différents types de plasmas
et le problème du choix du potentiel sera discuté dans la section 2.3.1.
2.2 Sa mise en œuvre
On travaille généralement sur un petit nombre de particules (N ∼ 102 − 103)
localisée dans une boîte cubique choisie pour sa simplicité géométrique. Cependant,
une grande portion de ces particules (de l’ordre de N2/3) se trouvent près de la
surface de la boîte. Elles ne sont pas dans les mêmes conditions que les particules
au centre de la boîte. Pour s’affranchir de cette difficulté, on utilise des conditions
aux limites périodiques, [7] :
— la boîte cubique est répliquée dans l’espace pour former un système infini,
— les particules d’intérêt sont dans la boîte centrale, quand une particule en
sort avec une vitesse donnée, son image y entre par le côté opposé avec la
même vitesse.
La densité dans la boîte et donc dans le système en entier est ainsi conservée.
L’avantage de cette représentation est qu’il n’est pas nécessaire de conserver les
coordonnées de toutes les images de la simulation mais seulement celles de la boîte
centrale.
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Pour calculer les forces qui agissent sur une particule P donnée, on utilise la
convention de l’image minimale qui est une conséquence directe des conditions aux
limites périodiques, [1]. La particule P est considérée au centre d’une région iden-
tique à la boîte de simulation. P interagit avec toutes les particules qui se trouvent
dans cette région, c’est-à-dire les N−1 plus proche particules (appartenant à la boîte
de simulation ou ses images). Le calcul des forces ne met en jeu que 12N(N − 1)
termes au lieu d’une infinité si on tient compte de toutes les interactions avec les
images tombant dans les boîtes environnantes. Cette technique tire avantage du fait
que dans la plupart des cas les potentiels d’interaction utilisés sont à courte portée.
En ce qui nous concerne, pour la simulation des plasmas, on utilise généralement
des potentiels de Coulomb écrantés. Mais ceci implique que la longueur d’écran doit
être plus petite que la demi-longueur de la boîte. C’est ce critère qui fixe le nombre
de particules minimum dans la boîte de simulation dont la dimension est définie
par :
c = (N/n)1/3, (2.4)
où n est la densité de particules (ions ou électrons) exprimée en cm−3. On verra
dans les Chapitre 3 et 4, qu’un critère supplémentaire lié à la longueur d’onde du
rayonnement contraint le nombre de particules dans la boîte de simulation.
Remarques : Dans le cas où la portée des potentiels est courte, la boîte peut
être dotée de parois réfléchissantes à la place des conditions aux limites périodiques,
[8]. Dans le cas où les interactions sont à plus longue portée, une méthode pour
éviter une coupure explicite à la taille de la boîte, repose sur la technique de somme
d’Ewald, [9].
Pour intégrer numériquement les équations du mouvement, il est nécessaire de les
discrétiser en temps. Plusieurs méthodes existent mais il est important d’en choisir
une qui conserve l’énergie du système au cours du temps. Nous utilisons l’algorithme
de Verlet Vitesse, [4, 10], réputé pour sa stabilité (conservation de l’énergie et de la
température), sa facilité de programmation et sa rapidité.
L’énergie cinétique, K = 12
∑
imi[~vi(t)]
2 (avec ~vi(t) la vitesse de la particule i),
est connue à chaque pas de temps et l’énergie potentielle est évaluée dans la routine
du calcul des forces. On peut donc contrôler l’énergie totale régulièrement afin de
s’assurer de la stabilité de la méthode d’intégration.
2.3 La simulation des plasmas
Pour les plasmas, c’est-à-dire un milieu neutre constitué d’atomes et de particules
chargées (ions et électrons) présentant un comportement collectif, le problème initial
est de déterminer l’interaction effective entre les différentes particules. Ce problème
sera résolu différemment selon la nature du plasma étudié. Pour cela on définit un
paramètre de couplage sans dimension qui caractérise la force d’interaction entre les
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particules du système. Il est égal au rapport entre l’énergie potentielle inter-particule
moyenne et l’énergie cinétique moyenne. Par exemple, pour un système contenant
une densité n de particules de charge Z et de température T , on a :
Γ =
(Ze)2
r0kBT
, avec r0 = (
3Z
4πn
)1/3, (2.5)
où r0 est la distance inter-particule ; il correspond au rayon de la sphère de volume
caractéristique 1/n.
Pour Γ  1, le plasma est faiblement couplé ; il est dit idéal ou cinétique.
C’est le cas par exemple, des plasmas de basse densité ou de haute température
dans lesquels les particules se déplacent sur des trajectoires balistiques entre
deux « collisions » et les interactions à plusieurs particules sont rares. Pour
Γ ≈ 1 le plasma est couplé ; l’énergie moyenne d’interaction coulombienne devient
comparable à l’énergie cinétique moyenne. L’effet des interactions à plusieurs corps
devient important et le plasma est dit non-idéal. Il est fortement couplé pour
Γ 1, ce qui correspond à des plasmas de faibles températures et hautes densités.
L’étude de ce type de plasma devient problématique avec notre technique classique
car les effets quantiques sur les électrons deviennent importants. Nous verrons ces
effets plus en détail dans le prochain chapitre.
2.3.1 Choix des potentiels
Le choix du potentiel d’interaction entre les particules va donc dépendre de
Γ. Dans la plupart des cas, on calcule un potentiel effectif en tenant compte
explicitement de la distribution statique des autres charges autour de la particule
chargée d’intérêt. Le champ de forces autour de la particule chargée est écranté par
le nuage des autres particules ; la portée des forces est déterminée par une longueur
caractéristique qui dépend de la densité et de la température.
Le modèle de référence est le modèle One Component Plasma (OCP) qui consiste
en un système de charges électriques ponctuelles, identiques, interagissant exclusi-
vement entre elles à travers un potentiel Coulombien. On considère alors un fond
uniforme de charges opposées pour assurer la neutralité du système. Généralement,
la polarisation du milieu par les ions est prise en compte à travers un potentiel
de type Yukawa (appelé dans la suite OCP Yukawa). Dans ce modèle, la longueur
d’écran est définie par la longueur de Debye :
λD =
√
kBTe
4πnee2
, (2.6)
où kB est la constante de Bolztmann, Te et ne les température et densité électro-
niques.
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Le potentiel d’interaction entre deux particules i et j de charge Z, (Z = −1 pour
un OCP Yukawa électronique), séparées d’une distance rij est de la forme :
Vij(rij) = Z
2e2e−rij/λD/rij . (2.7)
Il faut garder à l’esprit que le potentiel de Debye est un modèle statistique
et qu’il résulte du comportement collectif des particules environnantes. Ce modèle
fluide continu reste valable tant que le nombre de particules dans la sphère de Debye
(de rayon λD) reste suffisamment grand (ce qui est le cas dans les plasmas idéaux) :
nD =
4π
3
nλ3D  1, (2.8)
où n est la densité de particules par unité de volume.
Dans le cas de la modélisation d’une impureté ionique de charge Zi dans un
plasma d’ions de charge Zj ou d’un plasma contenant deux types d’ions, le modèle
fluide précédent reste valable et le potentiel d’interaction s’écrit simplement :
Vij(rij) = ZiZje
2e−rij/λD/rij . (2.9)
Les simulations reposant sur ces modèles ont fait leurs preuves depuis des
décennies. Par exemple, elles ont été utilisées pour l’étude de la dynamique des
microchamps électriques autour de points neutres, [11], et chargés, [12] ou encore
pour générer des fonctions de distribution de microchamps dans l’étude des
propriétés radiatives dans les plasmas denses, [13].
Depuis quelques années, la DM est utilisée pour simuler des plasmas à deux
composantes, l’une ionique et l’autre électronique, afin d’étudier les corrélations
entre les charges et les mécanismes d’écrantage ions-électrons, [14, 8, 15, 16, 17].
Dans ces simulations TCP (Two Component Plasma), les ions et les électrons sont
simulés simultanément. Dans ce système de charges opposées, il est clair que le
problème est de manière inhérente de nature quantique. Une approche est de postuler
la validité de la mécanique classique en prenant en compte les effets quantiques de
façon approximative par des modifications du potentiel d’interaction ion-électron.
Ainsi pour éviter la divergence à l’origine, le potentiel donné par l’équation (2.9) est
remplacé par un potentiel régularisé qui est fini pour des distances inférieures à δ,
la distance de régularisation :
Vie(r) = −Ze2(1− e−r/δ)e−r/λ/r, (2.10)
avec Z la charge de l’ion, λ la longueur d’écran telle que λ ' c/2 où c est la taille
de la boîte de simulation.
Généralement, pour tenir compte des effets de diffraction à courte distance, la
distance de régularisation est définie par la longueur d’onde thermique de de Broglie,
[18, 19] :
δ = λth =
h√
2πmekBTe
, (2.11)
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où h est la constante de Planck et me la masse de l’électron. Tant que la densité
est suffisamment faible et que la distribution de Fermi peut-être remplacée par
la distribution de Maxwell, les effets de symétrie tels que le principe d’exclusion
de Pauli peuvent être négligés. Cependant, il existe des formes de potentiels semi-
classiques plus sophistiqués qui permettent de tenir compte de ces effets de symétrie,
[20, 21]. Dans ce travail, nous avons choisi une distance de régularisation non pas
dépendante de la température, mais qui dépend de l’état de charge de l’ion de
manière à ce que le potentiel donné par l’équation (2.10) soit en accord avec l’énergie
d’ionisation des différents états de charge ionique, [22] :
δ =
Ze2
EZ
(2.12)
avec EZ l’énergie d’ionisation d’un ion de charge Z − 1, [23].
Les interactions ion-ion et électron-électron sont considérées quant à elles cou-
lombiennes :
Vii,ee(r) = Z
2
i,ee
2e−r/λ/r. (2.13)
Il est à noter que ces formes de potentiels sont toutes qualitativement équiva-
lentes (ils présupposent un type d’interaction, un état de charge, etc.) et que l’objet
ici n’est pas de discuter de la pertinence du choix du potentiel mais, après s’être
fixé un modèle, d’étudier l’effet des corrélations entre les charges sur les propriétés
statistiques et radiatives des plasmas.
La simulation DM-TCP permet donc de tenir compte sans restriction des
effets de corrélations entre les particules. Elle a permis entre autres l’étude de
l’écrantage des forces entre deux ions dans un gaz d’électrons chaud et dense,
[24] et l’étude de la dynamique des électrons autour des ions dans les plasmas
chauds et denses, [25, 16]. Sa contribution à la spectroscopie des plasmas chauds
et denses sera évoquée dans le Chapitre 4, mais l’on peut déjà citer le travail
réalisé sur les émetteurs ioniques, [17] et sur l’hydrogène, [26]. Avec l’amélio-
ration des performances des outils informatiques, elle commence à être utilisée
dans l’étude des plasmas non-idéaux comme outil de comparaison pour les mo-
dèles. On verra dans le Chapitre 3 comment notre simulation TCP est utilisée
pour le calcul des facteurs de structure dynamique incluant la dynamique des
électrons et les effets des corrélations entre les ions et les électrons. Dans le Cha-
pitre 4, elle est utilisée pour discuter des effets de corrélations sur les profils de raies.
Cependant, sa mise en œuvre comporte des difficultés spécifiques. En effet,
la présence simultanée des ions et des électrons implique de suivre, d’une part,
les trajectoires sur des pas de temps très courts (' 0.1 as) pour pouvoir décrire
correctement le déplacement des électrons autour des ions, et d’autre part, de suivre
ces trajectoires suffisamment longtemps pour que les ions (au moins 2000 fois plus
lourds que les électrons) parcourent plusieurs fois la boîte de simulation. Il faut
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aussi laisser évoluer le système suffisamment longtemps pour dépasser les temps
de relaxation des grandeurs d’intérêts et obtenir une bonne statistique. Plusieurs
millions de pas de temps sont donc nécessaires dans les simulations DM-TCP.
Figure 2.1 – (a) Projection dans le plan de la trajectoire d’un électron piégé au
cours d’une simulation DM-TCP. (b) Évolution temporelle d’une composante du
microchamp électrique.
De plus, le potentiel attractif entre les ions et les électrons est à l’origine d’une
augmentation de densité autour des ions avec un changement de la cinétique des
électrons. Des électrons d’énergie négative se retrouvent piégés autour d’un ion,
comme le montre la figure 2.1 (a). Pendant la capture, cet électron va générer
de forts microchamps électriques oscillants (cf. figure 2.1 (b)). Ce mécanisme de
« piégeage » est réversible dans le temps grâce aux interactions avec toutes les
autres particules du plasma. Par extension, ce processus temporaire peut-être
interprété comme un mécanisme d’ionisation-recombinaison à trois corps, [22].
Nous allons voir dans le Chapitre suivant comment ce processus a été implémenté
dans la simulation DM-TCP.
2.3.2 Exécution
Pour démarrer une simulation MD, il faut définir la boîte et l’ensemble des
positions et des vitesses initiales des particules. Il y a deux façons de faire : soit
partir de zéro, soit à partir des données d’une simulation précédente.
Lorsque l’on part de zéro, il faut créer un ensemble de positions et de vitesses.
Dans nos simulations, les positions initiales des particules sont aléatoirement choisies
et les vitesses initiales sont distribuées suivant la distribution de Maxwell à une
température T donnée 3.
3. Il est aussi possible de démarrer les simulations avec des particules de températures diffé-
rentes.
16 Chapitre 2. État de l’art de la dynamique moléculaire classique
L’autre alternative est de reprendre pour positions et vitesses initiales les
positions et les vitesses d’un run précédent. Cette technique est généralement
utilisée lorsque la simulation de certaines propriétés demande un très grand
nombre de pas de temps et que des mesures macroscopiques doivent être faites
à différents temps. Nous utilisons cette technique par exemple dans le cas
des simulations des plasmas TCP qui demandent des millions de pas de temps
et qui nécessitent une bonne préparation du système dans un état d’équilibre donné.
Pour amener le système à l’équilibre thermodynamique dans les conditions de
température et de couplage voulues, on laisse évoluer les particules pendant un
temps transitoire suffisant au cours duquel on contrôle l’énergie potentielle et la
température. On applique un thermostat (par ajustement des vitesses) de manière
à rectifier la température si la déviation est trop importante.
Il s’en suit alors la phase des mesures liées aux trajectoires des particules. Afin
de limiter les artéfacts numériques, on recommence régulièrement le calcul des
trajectoires avec d’autres conditions initiales.
2.3.3 Mesures statistiques d’intérêt
Les propriétés physiques sont en général une fonction des coordonnées et des
vitesses des particules. Une fois les trajectoires dans l’espace des phases connues,
plusieurs mesures physiques sont donc réalisables. Outre les moyennes thermodyna-
miques usuelles comme la température, l’énergie cinétique et l’énergie potentielle par
exemple, nous nous intéressons à certaines fonctions de distribution et de corrélation.
Parmi les fonctions de distribution, nous pouvons évoquer les distribution des
vitesses qui, à l’équilibre, obéissent à une loi de Maxwell. La comparaison de la
distribution des vitesses obtenue par simulation à cette loi permet, par exemple,
de tester l’équilibre thermodynamique du système simulé. Comme on le verra dans
la suite, la distribution d’énergie totale des électrons met en évidence les électrons
piégés autour des ions dans les plasmas couplés. Elle donne accès à la mesure de la
charge moyenne du plasma.
Une autre distribution d’importance dans l’étude des plasmas est la fonction
distribution de paires, g(r). Cette fonction donne la probabilité de trouver deux
particules séparées d’une distance r, relativement à la probabilité attendue avec une
loi uniforme à la même densité ρ
ρ g(r) =
1
N
〈 N∑
i
N∑
j 6=i
δ(r − rij)
〉
. (2.14)
Cette fonction, qui représente les corrélations spatiales, permet de caractériser la
structure du milieu étudié. Dans les plasmas, elle apporte une information sur la
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structure statique moyenne des particules et plus particulièrement sur les effets
d’écrans entre particules.
Une autre mesure qui nous intéresse spécifiquement dans ce travail, est celle du
champ électrique créé par les particules chargées sur une particule d’intérêt (émet-
teur). Connaissant la position des particules à chaque instant, le champ électrique
mesuré sur la particule P est
~EP (t) =
N∑
i
~Fi
Zpe
, (2.15)
avec Zp la charge de la particule P .
Une manière de caractériser ces microchamps est d’étudier la fonction de dis-
tribution statique du champ électrique définie comme la probabilité de trouver un
champ ~E égal à ~EP sur la particule P . Pour un plasma isotrope cette distribution
s’écrit :
W (E) = 4πE2Q( ~E) où Q( ~E) =
〈
δ( ~E − ~EP )
〉
. (2.16)
Généralement, cette fonction de distribution est présentée sous sa forme normalisée
W (E/E0) où E0 = e/r20 est le champ moyen. Comparées aux modèles existants,
[27, 28, 29, 30, 31], les distributions simulées permettent de discuter des effets de
corrélations sur les microchamps 4. Concernant les propriétés dynamiques du plasma,
la DM donne accès aux fonctions de corrélations temporelles. Elles mesurent les
corrélations entre deux quantités A et B à des temps différents t0 et t0 + t. Ces
fonctions sont dépendantes du temps et s’écrivent sous la forme :
CAB(t) = lim
τ→∞
1
τ
∫ τ
0
A(t0)B(t0 + t)dt0 =
〈
A(t0)B(t0 + t)
〉
. (2.17)
Si A ≡ B, CAA(t) est appelée fonction d’autocorrélation et mesure comment la
grandeur A perd la mémoire de sa phase initiale. Ces fonctions sont d’un grand
intérêt car elles donnent une image de la dynamique dans le milieu plasma. Par
exemple, leur intégrale sur le temps peut être directement reliée aux coefficients
de transports macroscopiques (coefficients de diffusion, pouvoir d’arrêt, etc), leur
transformée de Fourier peut être reliée aux spectres expérimentaux (cf. Chapitre 4).
Dans le cadre du calcul des profils de raies dans les plasmas, nous nous intéressons
plus particulièrement à la fonction d’autocorrélation du microchamp électrique :
CEE(t) = lim
τ→∞
1
τ
∫ τ
0
~E(t+ t′) · ~E(t)dt′ =
〈
~E(t) · ~E(0)
〉
. (2.18)
Par exemple son intégrale est reliée à la largeur homogène des profils de raies dans la
limite des fluctuations rapides et la comparaison de cette fonction entre les modèles
4. Ce sujet a fait l’objet du stage de M2 RES de Thomas Plaindoux, Effets des corrélations de
charges sur les microchamps électriques dans les plasmas chauds et denses, (2014)
18 Chapitre 2. État de l’art de la dynamique moléculaire classique
OCP et TCP permettent de discuter les effets des couplages entre les particules. Il
a été montré entre autre que des effets de couplages apparaissent lorsque la charge
de l’émetteur augmente même à haute température avec pour conséquence le rétré-
cissement du profil de raies final, [32].
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Chapitre 3
Application à l’étude des plasmas
non-idéaux
La physique de la matière à haute densité d’énergie (HEDP) est un domaine
émergeant d’un grand intérêt pour la physique moderne, [1]. Elle bénéficie de
programme ambitieux et d’une grande diversité de dispositifs expérimentaux. Elle
se développe en particulier autour des grands lasers de puissance (NIF, LMJ,
OMEGA, ...), des sources intenses de rayonnement X monochromatique (LCLS,
FLASH/XFEL, SACLA ...), des Z-pinch et des prototypes de tokamak (ITER,
...). Ces expériences regroupent un large champ disciplinaire incluant entre autres
la physique des plasmas, la physique des lasers et des faisceaux de particules, la
physique de la matière condensée, la physique nucléaire, atomique et moléculaire,
la physique des interactions rayonnement intense / matière, l’astrophysique. Le
challenge intellectuel de cette physique réside dans la complexité et la non-linéarité
des processus d’interaction qui caractérisent tous ces champs disciplinaires.
Parmi les différents états extrêmes de la matière à haute densité d’énergie
se trouvent des plasmas dont les conditions thermodynamiques (i.e. densité et
température) sont telles que le cadre conventionnel de la physique des plasmas
ne s’applique plus. On les appelle les plasmas non-idéaux. On les retrouve aussi à
l’état naturel dans le cœur des planètes géantes, du Soleil, des naines blanches, etc,
[2]. Lorsque le paramètre de couplage Γ augmente, le plasma change d’un régime
collisionnel, proche de l’état gazeux (idéal) à un régime plus corrélé, dense, proche
de l’état liquide (non-idéal). Par convention, un plasma est dit non-idéal lorsque
Γ > 1. Les propriétés physiques des plasmas non-idéaux sont donc caractérisées
par les fortes corrélations. Les équations d’état (EOS) et le degré d’ionisation,
les propriétés de transports telles que la conductivité électrique, les propriétés
structurelles et dynamiques telles que la fonction de corrélation de paire et le
facteur de structure dynamique seront affectés par ces effets à N-corps. Aussi, on
distingue généralement la matière tiède et dense (Warm and Dense Matter, WDM)
de la matière chaude et dense (Hot and Dense Matter, HDM) par la présence
d’électrons partiellement dégénérés dans la WDM. Avec des densités de l’ordre de
la densité du solide et des températures variant de 0, 1 à quelques centaines d’eV
pour les plasmas les plus chauds, ce régime présente une grande complexité. Il est
trop dense pour être décrit comme un plasma quasi-idéal, pour lequel les modèles
cinétiques et fluides sont adaptés. Il est trop chaud pour être décrit par les modèles
de la matière condensée, [3, 4]. La modélisation de tels plasmas représente donc un
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véritable challenge.
Actuellement, la majorité des méthodes utilisées sont basées soit sur une des-
cription statistique du plasma (méthode d’atome moyen), soit sur une description
de la dynamique des ions à partir des premiers principes (méthodes ab initio). Les
modèles d’atomes moyens permettent de représenter le système à N-corps comme
un jeu de systèmes à 1-corps dans lesquels les configurations électroniques sont
construites. Ils trouvent leur origine dans la physique de la matière condensée et
la première adaptation de ce modèle à la physique des plasmas, tenant compte
des effets de température finie, fut proposée par Feynman, Metropolis et Teller
en 1949, [5]. Dans les méthodes ab initio telles que la dynamique moléculaire
quantique (QMD) appliquée aux plasmas tièdes et denses, les ions sont traités
classiquement et la DFT, à température finie et sans orbitale, est utilisée pour
les électrons afin de prendre en compte au mieux les effets des corrélations et les
effets quantiques, (voir [6] et les références citées). Cependant, pour la plupart des
conditions rencontrées dans la WDM, ces méthodes sont poussées à leur limite
intrinsèque et les expériences sont le seul moyen de vérifier leur validité. Mais,
créer ces plasmas non-idéaux en laboratoire pour pouvoir les étudier est aussi un
véritable challenge.
Depuis quelques années, il est devenu possible de créer la WDM en utilisant des
lasers de puissance. Une méthode commune pour obtenir de telles conditions est
le chauffage isochore d’une cible solide grâce au développement de lasers femtose-
condes délivrant un pulse intense (> 1014 W/cm2). Sous une irradiation ultra-brève
et intense, la cible solide chauffe rapidement (∼ 150fs) en maintenant son volume
initial. Sous cette forte excitation, la température électronique s’élève à quelques
dizaines de milliers de degrés Kelvin (1 eV ) pendant que le support reste froid, ce
qui implique des conditions hors équilibre. Avant que l’équilibre ne se rétablisse en
quelques dizaines de picosecondes, l’échantillon garde sa densité initiale par effet
d’inertie. La matière est tiède comparée aux plasmas chauds mais toujours aussi
dense qu’un solide, c’est la matière tiède et dense. Puis, sur une échelle de temps
plus longue (> 100 ps), la matière se détend sous forme de plasma. Sonder la ma-
tière tiède et dense n’est pas une tache facile de par son aspect hautement transitoire.
À cause des densités proches de celle du solide, la plupart des méthodes de
diagnostic employées pour caractériser les plasmas « plus idéaux » ne sont plus
utilisables ou requièrent des sondes d’énergie plus élevées. Par exemple, l’utilisation
des profils de raies à des fins de diagnostic, comme cela est développée dans le
Chapitre 4, devient très compliquée à cause de la forte opacité de ces plasmas et de
la physique atomique exotique. Nous l’avons toutefois utilisée dans des expériences
réalisées à l’aide de lasers à électrons libres (FEL) pour l’étude de la transition
solide/matière tiède et dense/plasmas fortement couplés avec l’analyse des profils
de raies émises par des états excités d’ions creux, [7, 8]. Pour sonder l’ordre
structural des ions et plus généralement la frontière entre les états électroniques
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liés et libres de la WDM, la spectroscopie d’absorption X ultra-rapide près des
seuils (XANES) est utilisée, [9, 10, 11]. La dynamique des électrons libres peut-être
mesurée par une technique d’interférométrie dans le domaine de Fourier, [12]. Une
autre technique qui s’est développée pour mesurer les paramètres plasmas tels
que la température électronique, la densité et l’état d’ionisation est la diffusion
Thomson du rayonnement X (DTX),[13]. Comme nous le verrons dans la suite, ce
diagnostic repose sur le fait que les radiations X de haute énergie peuvent pénétrer
le matériau et sont diffusées par les électrons du plasma.
Que pouvons-nous apporter à cette étude ?
À l’heure actuelle, il n’existe pas de modèles appropriés pour décrire ces
plasmas non-idéaux. Les outils théoriques sont empruntés soit à la physique de la
matière condensée soit à la physique des plasmas. Notre technique de dynamique
moléculaire classique à composantes multiples a été développée initialement pour
l’étude des plasmas faiblement et moyennement couplés. Par le choix des potentiels
binaires utilisés, la DM-TCP ne permet pas de décrire les électrons dégénérés. Mais
son application à l’étude de matière tiède et dense, et, chaude et dense présente
plusieurs avantages. Elle permet une bonne description de la transition entre les
plasmas cinétiques classiques et les plasmas couplés car toutes les interactions sont
prises en compte. Elle donne accès à la dynamique des électrons et ne découple pas
le mouvement des électrons à celui des ions (approximation de Born-Oppenheimer)
contrairement aux méthodes d’atome moyen et de QMD. Et, comme on va le voir
dans la suite, avec l’implémentation du processus d’ionisation/recombinaison, elle
permet de suivre l’évolution d’un plasma impliquant plusieurs états de charge.
L’idée ici est donc de montrer qu’elle contient suffisamment de physique pour décrire
correctement cet état de la matière, en complément des modèles empruntés à la
physique du solide. Dans la suite du Chapitre, nous montrons son application aux
calculs des facteurs de structure dynamique, élément essentiel pour le diagnostic par
diffusion Thomson X ainsi que la possibilité d’accéder à la mesure de l’abaissement
du potentiel d’ionisation.
3.1 Le problème de la modélisation de ces plasmas
À basse densité et relativement haute température, un plasma partiellement
ionisé peut être vu comme un mélange idéal de gaz d’électrons, d’ions et d’atomes.
Ces particules se déplacent avec une vitesse donnée le long de trajectoires gé-
néralement rectilignes et n’interagissent entre elles que très rarement. Lorsque
la densité augmente ou la température diminue, la distance entre les particules
diminue et celles-ci commencent à interagir entre elles plus fréquemment. L’énergie
potentielle moyenne devient prépondérante. Comme on l’a défini dans le Chapitre
2, le paramètre de couplage devient de l’ordre de l’unité voir plus grand. Le plasma
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devient non-idéal et la théorie cinétique des gaz n’est plus applicable. Les études
théoriques deviennent alors compliquées car elles relèvent d’un problème à N-corps.
Lorsque la densité augmente et la température diminue la distance entre les
particules diminue. Les fonctions d’onde se recouvrant on ne peut plus négliger les
effets quantiques. Ces effets vont se manifester d’abord sur les électrons. Les ions
sont fortement couplés mais peuvent être encore décrits classiquement alors que les
électrons sont partiellement dégénérés. Dans ce cas, ils doivent être décrits par une
distribution de Fermi.
On définit un paramètre de dégénérescence électronique par le rapport entre la
température électronique Te et la température de Fermi TF = ~2(3π2ne)2/3/2mekB :
θe =
Te
TF
=
2mekBTe
~2
(3π3ne)
−2/3. (3.1)
— Lorsque θe > 5, les effets quantiques sont négligeables. La modélisation du
plasma reste un problème à N-corps du fait des forts couplages mais les
particules peuvent être considérées classiquement,
— Lorsque θe < 5, les effets quantiques deviennent importants.
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Figure 3.1 – Diagramme de classification des plasmas.
La figure 3.1 représente les différents régimes des plasmas faisant l’objet de
notre étude. On y distingue plusieurs zones séparées par les droites représentant
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les limites plasmas idéaux/non-idéaux (Γ = 1) et électrons classiques/dégénérés
(θe = 1). La WDM est localisée à des densités et températures telles que Γ
et θe sont proches de l’unité, ce qui correspond à des densités proches du solide
(ne ∼ 1023−1026 cm−3) et des températures variant de 0.1 à quelques dizaines d’eV .
Ainsi, contrairement aux autres états du plasma, la WDM contient deux espèces
distinctes : des ions fortement couplés mais classiques et des électrons modérément
couplés mais partiellement dégénérés. Alors que les effets de dégénérescence dans
les systèmes faiblement couplés peuvent être relativement bien traités par des
pseudo-potentiels binaires, [14, 15], à haute densité et faible température, les effets
de corrélations entre les charges sont tels que les propriétés quantiques sont mal
reproduites par ces potentiels. Une solution serait de tenir compte des effets de
densité de manière explicite dans le potentiel binaire (voir la discussion dans [16]
et les références citées) ou bien d’utiliser d’autres formes de potentiels effectifs dans
lesquels un terme d’interaction dépendant des moments serait ajouté, [17].
Dans les plasmas classiques, la structure de l’ion ou de l’atome est indépendante
de l’environnement. Le modèle de l’atome isolé est adopté et les effets du plasma
sont traités comme une perturbation (cf. Chapitre 4). Sa description en terme
de niveaux d’énergie discrets relève de la physique atomique. Dans la matière
condensée, les ions ou les atomes sont organisés en réseau, les électrons sont
dégénérés et leurs états sont décrits par une structure en bande à température
nulle. Dans la HDM et la WDM, les atomes, les ions et les électrons ont des
comportements intrinsèquement liés au plasma.
Figure 3.2 – Potentiel vu par un électron se déplaçant dans un plasma de béryllium
couplé.
Par exemple, la figure 3.2 représente un instantané du potentiel ionique ressenti
par un électron se déplaçant sur une surface. La simulation est effectuée dans le
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cas d’un plasma de béryllium à Ne = 1023 cm−3, Te = 100 eV et Ti = 10eV . À
chaque point de la surface, l’énergie potentielle est mesurée en tenant compte des
interactions entre tous les ions de la boîte de simulation (les conditions aux limites
périodiques sont appliquées). On voit clairement que les charges évoluent dans un
potentiel complexe qui fluctue quand les ions bougent. Une des conséquences est
que la structure atomique des ions présents dans le plasma peut être influencée
par ces forts couplages : des états liés peuvent disparaître dans le continuum. En
d’autres termes, le potentiel d’ionisation d’un ion plongé dans ce type de plasma
peut être réduit à cause des interactions entre toutes les charges. La prise en
compte de l’abaissement du potentiel d’ionisation ou IPD (pour Ionization Potential
Depression) dû aux effets du plasma est un problème de longue date, [18, 19, 20]
mais qui est rémanent. Les expériences faites récemment au Linac Coherent Light
Source (LCLS) ravivent les discussions sur la modélisation de l’IPD dans les
plasmas chauds et denses, [21, 22, 23, 24, 25], comme on le verra dans la suite.
3.2 Implémentation d’un processus d’ionisa-
tion/recombinaison collisionnelle dans la DM-TCP
→ Annexe A
Les modèles d’ionisation/recombinaison collisionnelle généralement utilisés dans
les plasmas supposent que les électrons suivent des trajectoires définies par leurs
paramètres d’impact et leurs vitesses. Des taux d’ionisation et de recombinaison
sont alors calculés et permettent d’obtenir les distributions de charges à l’équilibre,
[26]. Dans les plasmas denses, où plusieurs charges interagissent simultanément,
une telle approche n’est plus pertinente car la notion de collisions binaires entre
un ion et un électron n’est plus appropriée. La trajectoire et l’énergie de l’électron
impliqué dans le processus collisionnel varient de manière non linéaires en fonction
des charges environnantes. Afin de décrire les processus collisionnels à plusieurs
corps dans ces plasmas, nous avons développé un modèle adapté à notre technique
de simulation DM-TCP, [27].
Il implique la capture et la délivrance des électrons par les ions. La notion de
couche est introduite pour caractériser le plasma environnant les ions. La couche
d’un ion particulier est constituée de ses deux électrons plus proches voisins : le
premier plus proche électron étant noté (FNe) et le second plus proche électron
(SNe). Suivant la configuration locale du plasma et de l’énergie totale des deux
électrons voisins impliqués, cette coquille sera étiquetée chaude, froide ou inactive.
Ici, le critère sur l’énergie totale tient compte de la complexité de l’état de surface
de l’énergie potentielle autour de l’ion ainsi que de l’abaissement du potentiel
d’ionisation au niveau local dû aux charges environnantes.
Le processus d’ionisation démarre lorsque l’ion i est entouré d’une couche
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chaude c’est-à-dire lorsque à l’instant ti, l’énergie totale des deux électrons plus
proches voisins est positive. La charge de l’ion Zi augmente d’une unité et un
nouvel électron est créé sur l’ion avec l’énergie potentielle minimum. À cause des
interactions de ce nouvel électron avec toutes les autres charges de la simulation
(et en autre avec l’électron FNe), celui-ci est accéléré et voit son énergie potentielle
augmenter. Afin de tenir compte d’une incertitude sur le démarrage du processus
d’ionisation, aucun autre événement sur cet ion n’est autorisé pendant un temps
qui correspond au temps de traversée par un électron d’une distance égale à la
longueur d’onde de de Broglie. Ensuite, l’électron créé aura suffisamment d’énergie
pour se libérer de l’ion ou pas.
Le processus de recombinaison est défini à l’inverse : il démarre lorsque l’ion i
est entouré d’une couche froide c’est-à-dire l’énergie totale des deux électrons plus
proches voisins est négative. Alors l’électron FNe disparaît, la charge de l’ion Zi
est diminuée d’une unité. L’énergie perdue par l’électron recombiné est transférée à
l’électron SNe qui redistribue celle-ci à toutes les charges environnantes par le jeu
des interactions.
Dans tous les cas la neutralité du plasma est conservée, mais, vue la forme
particulière de nos potentiels d’interaction (cf. eq.(2.10) et eq.(2.12) ), l’énergie
totale n’est pas conservée au cours du processus d’ionisation/recombinaison. Ceci
implique une dérive de l’énergie non négligeable au cours de la phase d’équilibrage
de la simulation. Un thermostat est appliqué et aucune mesure n’est faite jusqu’à
l’obtention d’un état d’équilibre. Ce dernier est atteint lorsque les taux d’ionisation
et de recombinaison s’égalisent et les fluctuations d’énergie deviennent très faibles.
Ainsi, le processus d’ionisation/recombinaison ajouté à notre simulation de
DM-TCP a deux fonctions fondamentales : i) il permet l’évolution des états de
charges (et donc de la densité électronique) vers un état stationnaire qui dépendra
de la température, de la densité de charges et de la composition du plasma ; ii) il
permet de traiter la population d’électrons piégés temporairement dans le puits
de potentiel de l’ion. La notion des états d’énergie discrets de l’ion est remplacé
par son équivalent continu. Par contre, à la différence du code de DM classique
développé par Glosli et co-auteurs, [28, 29], notre modèle ne tient pas compte du
couplage avec le rayonnement.
Plusieurs comparaisons ont contribué à la validation de ce modèle et notamment
les comparaisons entre les abondances ioniques obtenus par la DM-TCP avec les
résultats de nombreux codes de cinétiques des plasmas regroupés dans la base de
données du NIST 1, [27, 30]. Dans l’Annexe A, la dynamique des électrons et les
abondances ioniques sont discutées pour des plasmas de carbone et d’aluminium.
1. Yu. Ralchenko, Nist SAHA Plasma Kinetics Database (version 1.0), National Institute of
Standards and Technology, Gaithersburg, MD, (2006). Available from : http ://nlte.nist.gov/SAHA.
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Nous montrons qu’il est possible d’étudier les durées de relaxation entre deux états
d’équilibre ce qui donne des informations précieuses sur la dynamiques des électrons
dans les plasmas couplés. D’autre part, les comparaisons des abondances ioniques
avec les modèles existants montrent que le modèle d’ionisation/recombinaison que
nous proposons donne des résultats raisonnables.
Ce modèle couplé à la DM-TCP offre ainsi un nouveau point de vue pour l’ana-
lyse des plasmas couplés. Comme nous allons le voir dans la suite, le placement
instantané de l’électron créé au cours du processus d’ionisation donne accès par
exemple à la mesure de l’abaissement du potentiel d’ionisation dû aux effets des
charges environnantes.
3.3 Estimation de l’abaissement du potentiel d’ionisa-
tion par la DM → Annexe B et C
Le potentiel d’ionisation d’un ion plongé dans un plasma est diminué par
rapport à celui d’un ion isolé, à cause des interactions entre toutes les particules
(ions et électrons) qui interagissent avec celui-ci. L’étude de l’abaissement du
potentiel d’ionisation (IPD) dû aux effets du plasma date des années 30 et deux
modèles proposés dans les années 60, perdurent, [19, 20]. Cependant leur validité
a été récemment remise en cause par deux expériences dédiées à la génération de
plasmas de haute énergie, une utilisant un XFEL (LCLS, [21, 22, 31]) et l’autre
utilisant un laser optique de grande puissance (Orion, [24, 23]). Alors que les
résultats obtenus sur un plasma d’aluminium avec le XFEL montrent un large
désaccord avec le modèle de Stewart and Pyatt (SP), [20], ceux obtenus sur un
plasma d’aluminium plus chaud et plus dense avec le laser Orion, montrent un
désaccord avec le modèle de Ecker and Kröll (EK), [19]. Cette controverse relance
les études théoriques sur l’IPD, car ses effets sont d’une importance cruciale dans
la modélisation des processus atomiques dans les plasmas denses.
Avec le processus d’ionisation/recombinaison implémenté dans notre technique
de simulation, la mesure des effets du plasma sur le potentiel d’ionisation d’un ion
donné est directe. La méthode consiste à évaluer l’énergie potentielle de l’électron
localisé sur l’ion au cours du processus d’ionisation. L’amplitude de cette énergie
potentielle correspond à la quantité d’énergie cinétique qu’il faudrait à l’électron
pour rejoindre les électrons libres. Or l’énergie potentielle de cet électron résulte de
la somme de toutes les interactions de celui-ci avec toutes les charges du plasma. En
échantillonnant les énergies potentielles des électrons localisés sur les ions de même
état de charge, on mesure l’énergie moyenne d’ionisation correspondant à cet état
de charge. La différence avec l’énergie d’ionisation de l’ion isolé est alors interprétée
comme la mesure de l’abaissement du potentiel d’ionisation due aux effets du plasma.
Dans l’annexe B, l’étude de l’IPD par la DM-TCP classique est illustrée et
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discutée pour un plasma d’aluminium pour deux densités et pour une gamme de
températures allant de 50 eV à 190 eV . Les premiers résultats montrent que les
valeurs de l’IPD mesurées par notre technique purement classique se situent entre
les valeurs calculées par les modèles EK et SP. Par contre elles se comparent bien
aux valeurs obtenues dans la limite des couplages forts du modèle SP à haute
densité et basse température ; ce qui est un résultat en soi. Nous montrons aussi que
l’IPD dépend de la température : l’IPD décroît quand la température augmente.
Cette tendance est reproduite par le modèle SP mais pas par le modèle EK qui ne
dépend de T qu’à travers la valeur de la densité critique, i.e. ncr = 34π (
kBT
Z2Ne
2 )
3 où
ZN est la charge du noyau et T la température du plasma, et de sa charge moyenne
Z.
Par contre, ces simulations réalisées à l’équilibre, ne permettent pas de se
comparer directement aux expériences. Afin de nous rapprocher des conditions ex-
périmentales de Ciricosta, [22], une série de simulations avec des ions à température
ambiante a été entreprise.
L’annexe C regroupe les résultats de l’IPD dans le cas d’un plasma d’aluminium
hors équilibre. Ici la question soulevée est : est-ce que la façon de générer le plasma
agit sur l’IPD et comment ? En effet, dans les expériences dédiées à cette étude le
XFEL chauffe la cible solide d’aluminium pendant 80 fs avec des photons d’énergie
dans la gamme 1540 − 1830 eV (proche de la couche K de l’aluminium froid) et
avec une intensité aux alentours des 1017 W/cm2. À ces intensités les électrons
sont arrachés par photo-ionisation à la cible. Il s’en suit une désexcitation Auger
qui se traduit par une thermalisation des électrons à des températures allant de
70 à 180 eV . Par contre le transfert d’énergie entre les électrons et les ions ne
permettent pas de chauffer ces derniers en si peu de temps. Nous avons simulé
deux systèmes idéaux : i) un plasma à l’équilibre thermodynamique dans lequel
le processus d’ionisation/recombinaison collisionnel permet d’atteindre l’équilibre
avec des ions et des électrons à la même température ; ii) un plasma hors équilibre
dans lequel les ions à température ambiante (300 K) s’arrangent sur une structure
quasi-cristalline alors que les électrons sont portés à des températures plus hautes.
Il en résulte que l’IPD augmente lorsque les ions sont figés. La structure ionique
du plasma agit donc sur l’IPD. D’autre part, les simulations montrent un effet
de température électronique sur l’IPD que l’on explique par un arrangement dif-
férent des électrons autour des ions et un degré d’ionisation différent dans le plasma.
Par contre, les résultats de la simulation avec les ions figés, sensée se rapprocher
des conditions expérimentales, montrent un comportement différent de ceux des
points mesurés. Ceci peut s’expliquer par la façon d’ioniser le plasma. Alors que
dans les expériences l’ionisation résulte de la photo-ionisation, dans nos simulations,
ce sont des processus purement collisionnels qui ionisent le plasma.
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Les résultats présentés ici sont préliminaires mais soulignent la complexité d’une
telle étude.
3.4 Étude de la lumière diffusée par les électrons libres :
diagnostics par diffusion Thomson X → Annexe D
L’avantage de la DM-TCP dotée du protocole d’ionisation/recombinaison est
de pouvoir décrire, d’une part, les effets de couplage entre les charges dans un
plasma dont l’état d’ionisation est atteint au cours de la simulation et, d’autre part,
le comportement collectif des électrons libres du plasma. Elle permet notamment
d’étudier les propriétés dynamiques des électrons sous l’influence des différents
états de charges, sans découpler ces derniers des ions (pas d’approximation de
Born-Oppenheimer) et en utilisant un minimum de mécanismes microscopiques qui
rendent compte de la complexité du problème à N-corps dépendant du temps.
Dans les plasmas denses, la dynamique des électrons est étudiée par diffusion
Thomson X (DTX) à des fins de diagnostic en densité et en température. L’utilisa-
tion de cette technique comme outil diagnostic dans ce type de plasma n’est plus à
démontrer. Elle est largement utilisée depuis une dizaine d’années pour mesurer les
propriétés thermodynamiques des plasmas créés par laser, (voir [13] et les références
internes), des plasmas de z-pinch, [32], et plus récemment de la matière tiède et
dense, [33, 34, 35, 36]. Cette technique est l’analogue de la diffusion Thomson
dans le domaine optique, [37], et permet de sonder la matière dense opaque au
rayonnement visible.
L’utilisation de la DTX comme diagnostic des plasmas non idéaux requiert
donc, non seulement des sources X bien caractérisées mais aussi des modèles
théoriques appropriés pour décrire les facteurs de structure dynamique (DSF),
ingrédient principal de l’interprétation des spectres, [38].
Dans le cas de la matière tiède et dense, ni les modèles issus de la physique
des plasmas classiques ni ceux issus de la physique des solides ne permettent
une description satisfaisante des facteurs de structure dynamique des électrons.
C’est dans ce contexte que nous avons proposé d’étudier les effets de couplages
sur les propriétés dynamiques des électrons libres en utilisant notre technique de
dynamique moléculaire classique 2.
Brièvement, le principe d’une expérience idéale de diffusion Thomson X consiste
à irradier le plasma par un rayonnement monochromatique (de vecteur d’onde k0 et
2. Le calcul des facteurs de structure dynamique dans le cadre des plasmas d’hydrogène a fait
l’objet du travail de stage de M2 RES de Dony Rifardo, Étude de la matière tiède et dense par
simulation de dynamique moléculaire classique, 2013
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de longueur d’onde λ0) et d’observer le rayonnement diffusé (de vecteur d’onde ~ks
tel que |~ks| ≈ |~k0|) sous un angle θ tel que :
k = |~k| = 4π
λ0
sin(θ/2). (3.2)
Dans la simulation DM-TCP, à cause des conditions aux limites périodiques, le
nombre d’onde k doit satisfaire la condition :
kx,y,z = nx,y,z
2π
c
, (3.3)
où c est la taille de la boite de simulation (cf. eq. (2.4)) et nx,y,z un nombre entier.
Cette condition contraint donc le nombre de particules N dans la boîte et la plus
petite valeur de k atteinte dans la simulation est déterminée par le plus grand
nombre de particules simulables dans des temps raisonnables.
Du fait du rapport de masse entre les ions et les électrons, on peut considérer que
ce sont essentiellement les électrons qui diffusent. Le spectre observé présente une
structure qui caractérise donc les fluctuations de la densité électronique. Suivant
la longueur d’onde de diffusion, λs = λ02sin(θ/2) , on a accès aux effets collectifs ou
individuels des électrons. Plus précisément, on caractérise le régime de diffusion
Thomson par le paramètre α défini par le rapport :
α =
longueur caractéristique de la sonde
longueur caractéristique de l’écran
=
λs
λe
, (3.4)
avec λe la longueur de l’écran dans le plasma. Dans le cas des plasmas non
dégénérés, la longueur d’écran est la longueur de Debye (cf. eq.(2.6)). Dans le cas
des plasmas dégénérés, on considère la longueur d’onde de Thomas-Fermi comme
longueur d’écran : λe ∼ λTF =
√
3kBTF
8πnee2
.
Lorsque α > 1, la forme du spectre diffusé est déterminée essentiellement par
les effets collectifs. Il présente deux composantes (plasmons) situées de manière
symétrique de part et d’autre du pic central (pic Rayleigh). Ce dernier correspond
à la diffusion élastique des électrons liés aux ions. C’est la basse fréquence des fluc-
tuations de la densité électronique. La mesure de la largeur de ce pic nous renseigne
sur les interactions ions-électrons. La position des plasmons, très dépendante des
couplages, nous donne accès à une mesure de la densité électronique, alors que le
rapport de leur intensité nous renseigne sur la température électronique par le biais
de la balance détaillée, [39]. Enfin, la largeur du plasmon est liée aux interactions
entre les diverses charges du plasma.
Lorsque α < 1, le spectre du rayonnement diffusé résulte de la superposition des
effets individuels associés au mouvement thermique des électrons. Il est déplacé par
rapport à la fréquence du rayonnement incident d’une valeur ω = −~k2/2me± kvth
où vth est la vitesse thermale des électrons. C’est la diffusion Compton. Dans le cas
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des plasmas dégénérés, la largeur du spectre est liée à la température de Fermi et
donc à la densité électronique, tandis que dans le cas des plasmas non-dégénérés,
la largeur du spectre est liée à la température électronique via la distribution de
Maxwell-Boltzmann.
Formellement dans la simulation DM-TCP, si on identifie l’opérateur d’Heisen-
berg ~ri(t) à la position de la ième particule et que l’on suppose que les effets quan-
tiques sont essentiellement dus à la balance détaillée, il est possible de mesurer les
fluctuations de la densité électronique données par le facteur de structure dyna-
mique :
See(~k, ω) =
1
2πN
∫ +∞
−∞
eiωt < ρ(~k, t)ρ(−~k, t) > dt, (3.5)
où < ... > dénote une moyenne d’ensemble et
ρ(~k, t) =
N∑
i=1
ei
~k·~ri(t), (3.6)
est la transformée de Fourier de la distribution de densité totale des électrons, avec
~ri(t) le vecteur position à un instant t donné du ième électrons.
Récemment, nous avons appliquée la DM-TCP à l’étude des facteurs de
structure dynamique dans des conditions correspondant à deux expériences sur du
béryllium dédiées à l’étude de la WDM, [33, 34]. L’Annexe D regroupe les résultats.
L’objectif de ce travail est de vérifier si la TCP-MD contient suffisamment de
physique pour explorer le comportement de la WDM par comparaison aux modèles
existants et de montrer les effets de corrélations entre les particules sur les formes
et le déplacement des composantes des DSF.
Les calculs présentés dans cette publication ont été effectués avec 220 atomes
de béryllium. Le nombre d’électrons varie au cours de la simulation à cause du
processus d’ionisation-recombinaison : les simulations démarrent avec une densité
électronique correspondant à une charge moyenne Z = 2. Après une phase de
préparation du système imposant une température de Te = 12 eV où de nombreux
processus d’ionisation-recombinaison font varier les états de charges du béryllium,
le système atteint un état d’équilibre avec une densité électronique et une charge
moyenne que nous avons mesurées et comparées aux valeurs diagnostiquées par
ailleurs.
Les résultats sont comparés à ceux obtenus dans l’approche RPA (Random
Phase Approximation) dans laquelle la fonction diélectrique (reliée au facteur de
structure dynamique par le théorème de fluctuation-dissipation) est calculée pour
un plasma à une composante (OCP) sans interaction entre les électrons (plasma
idéal), [40]. Dans les cas où la longueur d’onde de diffusion est telle que ce sont
les effets collectifs des électrons qui sont mis en évidence, nos résultats montrent
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l’effet de couplage entre les particules sur la position du plasmon. Par contre, dans
les cas où la longueur d’onde de diffusion est telle que ce sont les effets individuels
qui apparaissent dans les DSF, nos résultats sont en désaccord avec ceux de la
RPA à cause des effets de dégénérescence des électrons. Une comparaison avec
l’approche RPA développée dans la limite classique corrobore cette explication.
Néanmoins, afin d’étendre le domaine d’application de notre technique, nous propo-
sons une modification de nos résultats qui tient compte des effets de dégénérescence.
3.5 L’effet des corrélations entre les charges sur les pro-
priétés statistiques des microchamps → Annexe E
Les raies spectrales émises par les atomes ou les ions dans un plasma sont sen-
sibles à leur environnement et lui sont couplées par l’intermédiaire de l’interaction
dipolaire avec le microchamp électrique total du plasma. Du fait des déplacements
des charges, ce microchamp fluctue. À cause de la différence de masse entre les
ions et les électrons du plasma, on considère généralement de manière séparée
l’effet Stark dû à la composante basse fréquence ionique du microchamp de celui
dû à la composante haute fréquence électronique. L’effet Stark ionique est ainsi
traité par un modèle en champ statique tandis que l’effet Stark électronique est
décrit par un processus dynamique. Dans les plasmas non-idéaux, les corréla-
tions entre les charges du plasma ont un effet non négligeable sur les propriétés
statistiques des microchamps et donc sur les profils de raies. Aussi, depuis les
travaux de Baranger et Mozer, [41], puis de Hooper, [42] et d’Iglesias et co-auteurs,
[43], une attention particulière a été portée sur les fonctions de distribution des
champs électriques avec notamment une distinction entre sur les fonctions de
distributions des microchamps hautes et basses fréquences. Mais cette distinction
est nécessairement liée au processus physique pour lesquels ces microchamps sont
étudiés et, comme le soulignent Baranger et Mozer, ne peut pas simplement se
baser sur la contribution séparée des électrons et des ions au microchamp total,
i.e. ~F (t) = ~Fe(t) + ~Fi(t), avec ~Fe(t) et ~Fi(t) les microchamps électronique et
ionique, respectivement. À cause des interactions entre les charges, les ions voient
leur potentiel momentanément écranté par un ensemble d’électrons. Le potentiel
attractif entre les ions et les électrons produit un effet moyen des électrons sur le
champ ionique. Une partie du microchamp électronique doit être enlevée de la com-
posante hautes fréquences et ajoutée à la composante basses fréquences. La question
de comment définir la composante basses fréquences du microchamp total ici se pose.
La simulation DM-TCP permet de générer des histoires de microchamps qui
tiennent compte de toutes les interactions entre les particules chargées. Elle offre
donc la possibilité de discuter les différents modèles. Dans l’article de l’Annexe E,
la discussion se base sur l’analyse statistique des microchamps, mesurés sur un
point neutre ou chargé, à partir de leurs fonctions de distribution statique et de
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leur fonction de corrélation. Le plasma étudié est un plasma d’hydrogène dans des
conditions de couplages modérés, pour lesquelles plusieurs mesures expérimentales
des raies H−α et H−β existent, [44, 45, 46, 47, 48] et des études des effets de
corrélations sur ces profils de raies ont été proposées, [49] et Annexe H.
Dans les conditions de l’étude, les effets de couplages sont tels que le microchamp
électronique apparaît comme la somme d’une composante hautes fréquences asso-
ciée aux mouvements des électrons et d’une composante basses fréquences associée
aux électrons couplés aux ions, comme le montre la figure 3.3(a), qui représente un
bout d’histoire des microchamps ioniques (en bleu) et électroniques (en rouge). Le
champ ressenti par l’émetteur neutre est la somme de ces deux microchamps (en
noir). Les fonctions de corrélations associées à ces champs montrent cette dépen-
dance statistique entre les ions et les électrons. On remarque sur la figure 3.3(b)
que, d’une part la fonction de corrélation ion-electron présente une anti-corrélation
entre ~Fe(t) et ~Fi(t), et, d’autre part, que la fonction de corrélation du microchamp
électronique ne tend vers zéro que sur une échelle de temps correspondant au temps
τi de corrélation ionique 3.
Figure 3.3 – (a) à gauche : Exemple de microchamp électrique vu par un émetteur neutre.
(b) à droite : Fonction de corrélation des microchamps électriques.
Ces observations nous ont amenés à redéfinir le champ total en une somme de
composantes hautes, ~FF (t), et basses, ~FS(t) fréquences : ~F (t) = ~FF (t) + ~FS(t) telles
que ces composantes soient statistiquement indépendantes (ou du moins faiblement
corrélées). Elles sont définies par une moyenne temporelle sur un intervalle de temps
3. le temps de corrélation ionique τi est défini comme le temps nécessaire pour un ion de traverser
la distance moyenne ion-ion r0 à la vitesse thermale vth. Le temps de corrélation électronique τe
est défini de manière analogue.
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∆t compris entre les temps de corrélation électronique et ionique :
~F (t)S,∆t =
1
∆t
∫ ∆t/2
−∆t/2
[~Fe(t+ t
′) + ~Fi(t+ t′)]dt′ et ~F (t)F,∆t = ~F (t)− ~F (t)S,∆t (3.7)
L’objectif ici est de comparer les fonctions de distribution statique de la com-
posante basses fréquences, obtenues pour différents temps d’intégration, avec celles
obtenues par des modèles où les ions sont vus comme des particules chargées autour
desquelles les électrons s’ajustent instantanément. Les simulations montrent que
même en considérant des temps d’intégration longs (∆t ' 10τe), il n’est pas possible
de reproduire la fonction de distribution de la basses fréquences issue d’un modèle
d’ions écrantés. Par contre, pour des temps d’intégration supérieurs à quelques
dizaines de τe, on commence à moyenner sur les microchamps ioniques, jusqu’à ob-
tenir un champ globalement nul pour des temps très longs, ce qui change totalement
la fonction de distribution de champ et l’objectif recherché. Récemment, cette étude
a été reprise et complétée par Hau-Riege et Weisheit sur des plasmas mixtes de
carbone et d’hydrogène, [50]. Les fonctions de distribution statique des microchamps
basses fréquences sont simulées de manière analogue à la notre pour différents types
de plasmas de carbone. En définissant un intervalle de temps sur lequel ces fonc-
tions de distribution statique varient très peu, les auteurs proposent une méthode
pour extraire des simulations la composante basses fréquences du microchamp total.
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Chapitre 4
Simulation des profils de raies
dans les plasmas
Le rayonnement émis par un plasma est généralement la seule quantité ob-
servable qui permet d’obtenir des informations sur le milieu. Les informations
contenues dans le spectre sont reliées à la physique atomique de l’atome ou de l’ion
émetteur et à la physique du plasma environnant. L’analyse de ces spectres peut
fournir des renseignements sur l’état d’ionisation, les densités, les températures,
etc.. à condition de se donner des modèles de calcul des profils de raies pertinents.
La modélisation des profils de raies dans les plasmas est un problème faus-
sement élémentaire. Différents mécanismes d’élargissement influent sur la forme
des profils de raies. L’élargissement Doppler produit par le mouvement thermique
des émetteurs est en général le mécanisme dominant dans les plasmas chauds et
relativement denses avec des émetteurs de charge nette Z modérée. Lorsque Z
augmente l’émission spontanée augmente fortement en Z4 et l’élargissement naturel
peut devenir prépondérant. Pour des plasmas plus denses, c’est l’élargissement
Stark, produit par les microchamps créés par les particules chargées, qui est la
cause principale de l’élargissement des raies.
La notion d’élargissement est généralement associée à la notion de fluctuations
et la notion de processus aléatoire y est donc essentielle. Par « fluctuations » il
faut comprendre ici que les différents atomes ou ions émetteurs dans un plasma
ressentent différentes interactions. Ainsi, le caractère aléatoire de la perturbation
est une nécessité pour l’élargissement et ce n’est pas spécifique aux plasmas. Par
exemple, pour l’élargissement Doppler, il faut évaluer une distribution de vitesse :
un émetteur se déplaçant à une vitesse unique implique un déplacement Doppler
de la raie émise par cet émetteur et non un élargissement Doppler. Dans le cas
de l’élargissement Stark, la difficulté principale est de caractériser proprement
l’environnement de l’émetteur. En effet, l’élargissement Stark des raies résulte de
l’interaction des degrés de liberté internes de l’émetteur avec les microchamps
électriques créés par les ions et les électrons du plasma environnant. Et, à cause
du déplacement des charges, ces microchamps fluctuent au cours du processus
d’émission du rayonnement. Réaliser des modèles qui tiennent compte de ces
fluctuations reste un problème complexe.
Historiquement, [1], le point de vue adopté était que les ions, plus lents que les
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électrons, génèrent des microchamps électriques faiblement fluctuants, considérés
quasi-statiques mais aléatoires, qui donnent lieu à un élargissement inhomogène
des raies. De manière analogue à l’élargissement Doppler, chaque émetteur ressent
un microchamp différent qui résulte en un éclatement et un déplacement des
raies ; parce que les microchamps sont aléatoires, on considère une distribution
de ces déplacements et, une intégration sur ces microchamps (ou de manière
équivalente sur ces déplacements) donne lieu à un élargissement du profil de raies.
D’un autre côté, l’interaction due aux électrons, plus rapides, était modélisée dans
l’approximation d’impact. Les électrons perturbent les émetteurs via des collisions,
se traduisant sur le profil par un élargissement homogène. Évidemment ces deux
points de vues sont des cas limites et généralement les émetteurs sont sensibles aux
fluctuations des microchamps.
Les premières tentatives pour prendre en compte la dynamique des ions dans
les modèles théoriques remontent aux années 70, [2, 3, 4, 5] suite aux différences
obtenues entre les modèles quasi-statiques et les expériences, [6]. Avec le déve-
loppement des outils informatiques, les simulations des profils de raies ont vu le
jour dans les années 80, [7, 8, 9, 10, 11] et des modèles plus sophistiqués pour des
émetteurs neutres ou multi-chargés ont suivi, [12, 13, 14, 15, 16]. Forcément, ces
modèles diffèrent dans leur champ d’application, leur précision et leur facilité de
mise en œuvre mais très peu de comparaisons existent, comme il l’est discuté dans
l’annexe G.
Les expériences dédiées à la validation des modèles de calculs de profils de
raies sont quasi-inexistantes car elles nécessitent non seulement des spectroscopes
de très bonne résolution, mais aussi un diagnostic indépendant des paramètres
plasmas. On peut citer tout de même quelques expériences qui ont contribué à la
mise en évidence de la dynamique des ions et la validation de certains modèles,
[17, 18, 19, 20]. Une autre voie de validation est la comparaison avec les profils
obtenus par les simulations numériques. La simulation numérique des profils de
raies dans les plasmas est basée sur un schéma type représenté sur la figure 1
de la ref. [21] et reproduite ici sur la figure 4.1. Les calculs sont divisés en deux
grands blocs indépendants. Le premier consiste à simuler le plasma c’est-à-dire
à simuler les trajectoires des particules chargées du plasma. Le microchamp
électrique ~El(t) qu’elles produisent est mesuré sur l’émetteur à chaque pas de
temps et est enregistré pour être utilisé dans le second bloc de la simulation.
Le second bloc consiste à calculer les profils de raies : l’équation d’évolution de
l’émetteur est intégrée pas à pas et le résultat est moyenné sur un très grand
nombre de configurations l. Le profil est obtenu par transformée de Fourier et
les effets d’élargissement additionnel (effet Doppler, largeur instrumentale,...)
sont ajoutés postérieurement. Comme les fluctuations des microchamps sont
prises en compte naturellement dans les simulations, les profils simulés sont géné-
ralement considérés comme référence au même titre que les résultats expérimentaux.
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Figure 4.1 – Schéma du déroulement d’une simulation numérique pour le calcul des profils
de raies.
Bien que les codes de simulation numérique des profils de raies dans les plasmas
reposent sur le schéma général de la figure 4.1, ils diffèrent les uns des autres à
cause des modèles utilisés (voir [21] et les références incluses). Par exemple, dans
les premières simulations développées par Stamm et Voslamber, [7], seuls les ions
étaient simulés via un modèle de quasi-particules (OCP-Yukawa). Les électrons
restaient modélisés par la théorie collisionnelle. De plus les ions étaient supposés ne
pas interagir entre eux, se déplaçant ainsi sur des trajectoires rectilignes (les effets
d’écrans étaient modélisée par un potentiel de Debye lors du calcul des champs
électriques). Les interactions entre ions n’ont été prises en compte que plus tard,
[22]. Puis, avec le développement des capacités de calcul, les simulations de plasmas
plus « réalistes » où les interactions entre les ions et les électrons sont prises en
compte ont vu le jour, [24, 25, 26, 27, 28].
Dans la suite de ce Chapitre, nous montrons comment notre technique de si-
mulation par Dynamique Moléculaire a été utilisée dans le cadre de la validation
des modèles développés pour le calcul des profils de raies dans différents types de
plasmas. On verra par exemple, combien elle a été un support omniprésent dans
le développement du modèle de fluctuation de fréquence dédié à la dynamique des
ions. De part sa structure, l’ajout de champs extérieurs constants ou dépendants du
temps est facilement réalisable dans les simulations. Aussi, elle a permis l’extension
du FFM au calcul des profils de raies dans les plasmas magnétisés. Finalement, elle
a été utilisée dans l’étude des effets de corrélations sur les profils de raies élargies
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par effet Stark et Doppler.
4.1 Formalisme
Dans notre étude, le problème de base est de modéliser la forme des profils
de raies spectrales émises par un émetteur quelconque plongé dans un bain de
perturbateurs. Dans les plasmas, les perturbateurs sont des ions et des électrons.
Ceux-ci créent un champ électrique ~E(t) (appelé microchamp) qui est à l’origine de
l’élargissement des raies par effet Stark.
Le point de départ du formalisme des profils de raies est l’expression de la fonc-
tion d’autocorrélation du moment dipolaire de l’émetteur. Elle s’exprime sous la
forme d’une trace sur les états du système, [29] :
C(t) = Tr
{
~d(0) · ~d(t)ρs0
}
, (4.1)
où ~d est l’opérateur moment dipolaire et ρs0 est la matrice densité à l’équilibre. La
transformée de Laplace de C(t) donne l’expression du profil de raies :
I(ω) =
1
π
<
∫ ∞
0
dt eiωtC(t). (4.2)
Le problème dans sa forme générale est complexe et ne peut pas être résolu
analytiquement. Il est donc nécessaire de faire un certain nombre d’hypothèses et
d’approximations :
• on suppose que le système local est composé de deux sous-systèmes : le sys-
tème actif composé d’une seule particule émettrice et le système perturbatif
composé du bain thermique formé de toutes les autres particules,
• on suppose que l’émetteur ne modifie pas le bain. Ceci implique que la matrice
densité du système, ρs0, peut être factorisée : ρs0 = ρr0 ⊗ ρp0 avec ρr0 et ρp0
représentant les états du système émetteur (radiator) et le bain (perturbers),
respectivement, (dans la suite on notera ρ0 la matrice densité de l’émetteur)
• on attribue une trajectoire classique aux perturbateurs tandis que les états
de l’émetteur sont traités quantiquement (méthode semi-classique).
Le problème revient donc à trouver l’évolution de temporelle de l’opérateur di-
polaire de l’émetteur isolé ~d moyenné sur un ensemble statistique représentant le
bain de perturbateurs. La fonction C(t) s’écrit donc :
C(t) = Trr
{〈
~d(0) · ~d(t)
〉
p
ρ0
}
, (4.3)
avec Trr
{
...
}
la trace sur les états de l’émetteur et 〈...〉p la moyenne sur le bain.
Dans la plupart des cas, on considère que les perturbateurs n’induisent pas de
transition entre les états excités et les états d’énergie moindre sur lesquels l’atome
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se désexcite. C’est l’approximation du « no quenching ». Dans ce cas, le calcul de
la moyenne sur le bain est simplifié. On travaille dans la représentation de Liou-
ville, [30], où l’opérateur de Liouville L = 1~(HI
† − IH†) est construit à partir de
l’Hamiltonien, H, avec I l’opérateur identité et H† l’adjoint de H. Ainsi, les valeurs
propres de L sont les fréquences propres ωab du système entre deux états propres a
et b. Cette représentation permet une formulation compacte de C(t) :
C(t) = ~d†|U(t)|~dρ0 , (4.4)
où U(t) =
〈
Ul(t)
〉
l∈{F} est l’opérateur d’évolution moyen de l’émetteur, l apparte-
nant à l’ensemble des fonctionnelles {F}. Le problème revient donc à
• trouver l’opérateur d’évolution Ul(t) pour une configuration de microchamps
donnée, ce qui revient à résoudre l’équation suivante :
dUl(t)
dt
= −iLl(t)Ul(t), Ul(0) = 1, (4.5)
avec Ll(t) = L0 − ~d · ~El(t) où L0 est le Liouvillien de l’émetteur isolé et
~d · ~El(t) la perturbation due à l’effet Stark qui relie le dipôle de l’émetteur au
microchamp ~El(t),
• et à moyenner sur un ensemble statistique de microchamps { }l∈F .
Du fait du caractère aléatoire de la perturbation, il n’existe pas de solution
analytique à cette équation. Cependant, comme on le verra dans la suite, U(t) peut
être obtenu, soit par simulation numérique en intégrant l’équation stochastique
(4.5) sur un échantillon simulé de microchamps, soit par des méthodes alternatives.
Par exemple, dans les méthodes standards, [31], le calcul du profil de raies est
basée sur la séparation des contributions des ions et des électrons en raison des
propriétés dynamiques très différentes des microchamps qu’ils génèrent. En effet,
la fréquence typique de fluctuation du microchamp créé par des perturbateurs p
de densité np se déplaçant à la vitesse thermique vp relativement à l’émetteur, est
définie par :
νp = vp/rp, (4.6)
où rp = (3/4πnp)1/3 est la distance moyenne entre les particules. Si l’on suppose
des températures ioniques et électronique égales, alors, le rapport entre la fréquence
de fluctuation du microchamp électronique et la fréquence de fluctuation du micro-
champ ionique est proportionnel à :
νe
νi
∼
(
µi
µe
)1/2
Z
1/3
i . (4.7)
Par conséquent, la perturbation due aux électrons (de masse réduite µe) est au moins
de deux ordres de grandeur plus rapide que celle due aux ions (de masse réduite µi
46 Chapitre 4. Simulation des profils de raies dans les plasmas
et de charge Zi). Ceci permet donc de prendre la moyenne sur les électrons et sur
les ions séparément dans l’équation Eq.(4.3) :
〈...〉p = 〈〈...〉électrons〉ions (4.8)
Le microchamp ionique est supposé fluctuer très lentement (approximation
quasi-statique pour les ions) alors que l’aspect collisionnel est mis en avant pour
décrire l’effet du microchamp électronique (approximation d’impact pour les
électrons). Dans cette approximation, l’effet Stark dû aux ions décompose chaque
transition radiative en un certain nombre de composantes (élargissement inhomo-
gène des raies) et les collisions dues aux électrons rapides élargissent chacune des
composantes de manière homogène. Pour que l’approche collisionnelle soit justifiée
il faut que les durées typiques des processus « courts » d’interaction avec le bain
soient négligeables devant les échelles de temps relatives à la décorrélation du dipôle.
Les microchamps dans le plasma sont caractérisés par une densité de probabilité
Q( ~E) =< δ( ~E − ~Ep) > de trouver un microchamp ~E égal à ~Ep mesuré sur la
particule p. Pour les plasmas isotropes, on utilise la fonction de distribution
W (E) = 4πE2Q( ~E). Elle peut être obtenue analytiquement dans le cas des plasmas
idéaux, [32] ou par des modèles qui tiennent compte des corrélations entre les
charges, [33]. Une moyenne sur la distribution des microchamps ioniques est donc
effectuée.
Le profil de raies dans l’approximation quasi-statique s’écrit :
Is(ω) =
1
π
Re〈〈~d†|
∫
dEW (E)
∫ ∞
0
dt eiωte−i(L0−dE−iφ)|~dρ0〉〉. (4.9)
L’opérateur φ = φe + γs représente les effets d’élargissements homogènes
électronique φel et naturel γs.
Ces deux approximations constituent deux limites très utiles pour lesquelles la
résolution de l’équation stochastique est maîtrisée. Cependant, certaines conditions
de plasma ne permettent pas l’utilisation de cette approche standard.
C’est le cas par exemple lorsque les microchamps ioniques fluctuent pendant une
échelle de temps correspondant à l’inverse de la demi-largeur de la raie. Il est alors
nécessaire de tenir compte de la dynamique des ions dans l’évaluation de l’opérateur
d’évolution. On reviendra sur ce problème dans la section suivante.
C’est le cas aussi des raies de l’hydrogène (ou de ses isotopes) à nombre quantique
principal élevé (n > 8) observées dans les plasmas de divertor ou de bords de
tokamak, [34], ou des raies de l’hydrogène émises dans les plasmas tièdes et denses,
[35]. Dans ces conditions l’approximation d’impact pour les électrons n’est plus
valable 1. La perturbation électronique est alors traitée par une méthode appropriée
au régime intermédiaire entre le collisionnel et le statique, [34, 35].
1. Cette étude a fait l’objet de mon travail de thèse : Modélisation non collisionnelle des effets
d’élargissement électronique des raies de l’hydrogène dans les plasmas, (1999)
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4.2 Intégration numérique de l’équation stochastique
La simulation des profils de raies dans les plasmas, que nous proposons,
consiste à résoudre numériquement l’équation stochastique (4.5) dans laquelle le
microchamp ~El(t) est obtenu par la dynamique moléculaire et à moyenner sur un
grand nombre de configurations l. Cette intégration s’effectue sur un domaine fini,
divisé en plusieurs pas de temps ∆t. Ce dernier doit être choisi de manière à rendre
compte en détail de la décroissance de la fonction d’autocorrélation du dipôle
Cdd(t). Une des difficultés de la simulation est donc l’optimisation des échelles de
temps : δt pour résoudre les équations du mouvement et ∆t = kδt (avec k entier)
pour intégrer numériquement l’équation d’évolution.
Plusieurs méthodes existent pour intégrer numériquement les équations différen-
tielles, [36, 37]. Nous utilisons l’algorithme très stable, [36], donnant la valeur de
Ul(t) à un instant donnée en fonction de sa valeur à l’instant précédent :
Ul(t+ ∆t)− Ul(t)
∆t
= −iLl(t+ ∆t)Ul(t+ ∆t) + Ll(t)Ul(t)
2
, (4.10)
où Ll(t) = L0− ~d · ~El(t), ~El(t) étant le microchamp créé soit par les ions, soit par les
électrons ou les ions et les électrons du plasma. Tout dépend du modèle de plasma
choisi.
Après arrangements, cette équation s’écrit :
Ul(t+ ∆t) =
(
1 + i
∆t
2
Ll(t+ ∆t)
)−1(
1− i∆t
2
Ll(t)
)
Ul(t), (4.11)
avec la condition initiale : U(0) = 1. L’erreur ici est en O(∆t3).
Ainsi, les valeurs de Ul(t) sont calculées de proche en proche sur un intervalle
de temps compris entre la valeur initiale et une valeur tmax = n∆t (n entier).
Pour obtenir des profils de raies précis il faut que ce temps soit bien supérieur à
l’inverse de la largeur de la raie, notée w : tmax >> w−1. D’autre part, il faut
choisir un pas de temps ∆t qui doit être au moins inférieur à la fréquence ty-
pique des fluctuations du microchamp (cf. eq.(4.6)) (correspondant au perturbateur
le plus léger), c’est-à-dire : ∆t << νe dans le cas d’une simulation TCP par exemple.
À l’opérateur Ul(t) de la lième réalisation ~El(t) du microchamp, correspond donc
une fonction d’autocorrélation du moment dipolaire électrique C(l)(t). La fonction
d’autocorrélation totale est obtenue en effectuant une moyenne d’ensemble sur toutes
les réalisations du microchamp :
C(t) =
1
nr
nr∑
i=1
C(i)(t). (4.12)
Finalement, le profil de raie I(ω) est obtenu en prenant la partie réelle de la
transformé de Fourier de C(t).
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Il n’existe pas de limitation formelle à cette technique si ce n’est le coût en
temps de calcul. Le calcul de Ul(t) et donc de C(t) nécessite des inversions et des
multiplications de matrice dont le rang est d’autant plus grand que les nombres
quantiques principaux des niveaux sont élevés : pour simuler un système quantique
défini par ne niveaux supérieurs et ng niveaux inférieurs, la matrice L a pour
dimension ngne × ngne. Pour un plasma de température et de densité données,
la simulation peut s’effectuer sur des centaines de milliers de pas de temps (et ce
nombre sera d’autant plus grand que la raie est étroite) et sur un très grand nombre
de réalisations (de l’ordre de 104). Cette méthode est donc lente et ne peut pas
être appliquée à n’importe quel système atomique, malgré les progrès réalisés dans
les moyens informatiques. C’est pourquoi il est apparu indispensable, ne serait-ce
que pour les diagnostics, de développer des modèles de calculs de profils de raies
rapides et performants.
Remarque : Dans le cadre de la simulation des profils de raies émises par
l’atome d’hydrogène ou des ions hydrogénoïdes, il existe une méthode efficace basée
sur la symétrie SO(4) de l’atome d’hydrogène, [38, 39, 40]. Cette méthode est
beaucoup plus rapide car quel que soit le nombre quantique principal de la raie
calculée, la taille des matrices est de 4 × 4. Elle est cependant limitée aux calculs
sans structure fine mais adaptée à l’introduction d’un champ magnétique extérieur
(cf. Annexe I).
En revanche, la simulation numérique des profils de raies présente certains avan-
tages :
— Les interactions entre les particules étant prises en compte dans la DM, il
est possible avec cette technique d’étudier les effets de couplage entre les
particules sur les profils de raies. Par exemple, la technique de dynamique
moléculaire a été utilisée pour simuler une impureté ionique dans un gaz
d’électrons afin d’étudier les effets de corrélation de charges au niveau de
l’élargissement Stark électronique [26].
— Les effets de dynamique des particules apparaissent naturellement sur les
profils simulés. Ces derniers sont utilisés comme profils de référence dans les
comparaisons avec les modèles (cf. Annexes F, G, H et I).
— Par construction, il est aussi possible d’introduire des champs électriques ou
magnétiques extérieurs dépendant ou pas du temps. Comme nous le verrons
dans la suite, la DM a été utilisée pour calculer les profils de raies élargies
par effet Stark et Zeeman dans le cadre de l’étude des plasmas magnétisés.
Une étude sur les effets de champs électriques oscillants a aussi été menée
grâce à cette technique, [41, 42, 43].
4.3. La DM comme outil de validation des modèles 49
4.3 La DM comme outil de validation des modèles
4.3.1 La dynamique des ions → Annexes F et G
La prise en compte de la dynamique des ions dans les modèles est un problème
de longue date. Les premières tentatives datent des années 70 avec les simulations
de Stamm et Voslamber, [7]. Depuis, plusieurs modèles basés sur des approches
stochastiques ou collisionnelles ont été développées en parallèles avec les simulations
numériques, (voir [21] et les références citées). Parmi ces modèles on peut citer
la méthode du microchamp modèle (MMM) [44] développée pour les émetteurs
neutres, le modèle de Boerker Iglesias et Dufty (BID), [12], qui est une extension
du MMM applicable aux ions multichargés ou encore le modèle de fluctuation de
fréquence (FFM), et le code de calcul de profils de raies PPP associé, qui ont été
développés dans l’équipe, [14].
L’effet de dynamique des ions nécessite la prise en compte des fluctuations
temporelles du microchamp et se traduit par une re-homogénéisation du profil
calculé dans l’approximation statique. La difficulté principale dans la modélisation
d’un tel effet est de fournir une solution de l’équation stochastique suffisamment
précise en supposant un processus stochastique ou collisionnel idéalisé qui conserve
les propriétés de l’interaction « réelle » entre le microchamp et le système émetteur.
Le MMM et le BID reposent sur un modèle stochastique du microchamp dans
lequel ce dernier est constant dans un intervalle de temps donné puis saute à une
autre valeur de manière aléatoire. Les deux contraintes étant i) les amplitudes
des microchamps qui constituent une séquence doivent être cohérentes avec les
propriétés statiques des microchamps, ii) la fréquence des sauts doit être choi-
sie de manière à reproduire proprement les propriétés dynamiques des microchamps.
Le FFM repose sur une représentation différente de ces processus stochastiques :
le système quantique perturbé par un champ électrique fluctuant réagit comme un
ensemble de transitions à deux niveaux habillés, sujet à un processus de mélange
de type collisionnel.
Ainsi, contrairement à la simulation numérique et aux modèles MMM et BID,
le modèle de fluctuation de fréquence ne traite pas directement l’influence des fluc-
tuations du microchamp mais part de l’hypothèse clé selon laquelle ces dernières
entraînent, à travers l’opérateur d’évolution, des fluctuations aléatoires de la fré-
quence du rayonnement émis. Sa mise en œuvre se fait en deux étapes principales,
[45, 14] :
1. Construction des transitions Stark habillées dans l’approximation quasi-
statique
L’effet du microchamp ionique se traduit par un éclatement des niveaux
d’énergie par effet Stark linéaire ou quadratique. Chaque transition radia-
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tive initiale se décompose en plusieurs composantes Stark dont la largeur
homogène agit comme un filtre de bruit. L’intégrale sur le microchamp de
l’équation (4.9) peut-être remplacée par une somme pondérée de nf termes
représentant la distribution statique de microchamp :
Is(ω) =
1
π
Re〈〈~d†|
nf∑
f=1
Wf
∫ ∞
0
dt eiωte−i(L0−dEf−iφ)|~dρ0〉〉. (4.13)
Wf est le poids associé au champ électrique constant Ef .
Pour chaque champ, il existe une matrice complexe de changement de base
Mf permettant d’écrire l’exposant sous forme d’une matrice diagonale : Ld =
M−1f (L0 − dEf − iφ)Mf . En portant cet opérateur dans l’équation (4.13) et
après un peu d’algèbre, le profil quasi-statique s’écrit comme une somme de
nc fractions rationnelles :
Is(ω) =
nc∑
k=1
ck(ω − fk) + akγk
(ω2 − f2k ) + γ2k
, (4.14)
où les paramètres fk + iγk sont les fréquences propres généralisées et ak + ick
les amplitudes propres généralisées, [46].
L’ensemble des paramètres (fk, γk, ak, ck) constituent toute l’information
nécessaire au calcul du profil de raies dans l’approximation quasi-statique.
On notera ici que l’information sur la polarisation est volontairement
négligée mais, comme on le verra dans l’application du FFM au calcul des
profils de raies dans les plasmas magnétisés, il est tout à fait possible de la
conserver lors de cette étape.
Formellement, chaque état propre a une contribution au processus d’émission
qui peut être interprétée comme la contribution d’un système élémentaire
à deux niveaux dont le rayonnement est caractérisé par les fréquences et
les amplitudes propres généralisées. Nous appelons ces systèmes des canaux
radiatifs ou des Stark Dressed Transitions (SDT). Ainsi chaque transition
radiative participant à la formation du spectre est associée à un ensemble S
de SDT et résulte de la somme de ces contributions élémentaires. On peut
alors travailler dans un nouvel espace dans lequel on définit un dipôle effectif
Dj et une probabilité instantanée pj liés à la jème SDT tels que :
pj = aj/r, (4.15)
Dj = r
√
1 + icj/aj , (4.16)
avec r2 =
∑
k∈S
ak l’intensité totale de la transition radiative considérée.
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Le profil de raie associé s’écrit dans la base des SDT :
I(ω) =
1
π
<
∑
k,j
i Dk|Gs(ω)|Dj  pj , (4.17)
en définissant le propagateur quasi-statique :
Gs(ω) = (ω1− Ld)−1, (4.18)
où Ld est le Liouvillien dont les états propres forment la nouvelle base.
2. Mélange stochastique des SDT pour tenir compte de la dynamique des ions :
Les fluctuations du champ associées au mouvement des ions se traduisent
par un mélange des nc canaux radiatifs appartenant à l’ensemble S lors du
processus d’émission. Le profil dynamique (en référence à la dynamique des
ions perturbateurs) est alors obtenu en incluant dans l’opérateur d’évolution
du système un processus stochastique de mélange des canaux radiatifs, [14].
Ce mélange est modélisé par un processus de Markov stationnaire paramétré
par un taux ν caractéristique des fluctuations du microchamp ionique.
Un processus de Markov stationnaire de n états est entièrement défini par
les probabilités instantanées des états, p1, p2, ..., pn, et les taux de transitions
entre ces états, Wi,j avec i, j = 1, ..., n. Ici, les états sont les canaux ra-
diatifs caractérisés par leur probabilité d’émission pj = aj/r. Le mécanisme
d’échange entre les canaux est caractérisé par les coefficients de la matrice
des taux de transition W définis par :
Wi,j = − νpi, i 6= j, (4.19)
Wi,i = ν(1− pi). (4.20)
Ces coefficients obéissent à des règles de somme qui assurent la stationnarité
du processus : ∑
i
Wi,j = 0 et
∑
j
Wi,jpj = 0. (4.21)
Le profil dynamique associé à la raie correspondant à l’ensemble S s’écrit :
I(ω) =
1
π
<
∑
k,j
i Dk|Gd(ω)|Dj  pj , (4.22)
avec le propagateur dynamique :
Gd(ω) = (ω1− L0 + iW )−1. (4.23)
Chacune de ces deux étapes n’est pas unique et font l’objet de procédures
d’optimisation. La résolution de l’équation (4.22) nécessite la diagonalisation
et l’inversion de matrices dont la taille est liée au nombre de canaux radiatifs.
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Ce nombre, correspondant au nombre de valeurs propres de Ld multiplié par le
nombre de microchamps nf peut s’avérer très grand pour des émetteurs complexes
et constitue le facteur limitant des calculs. Dans la version originale du FFM,
un processus de renormalisation des canaux a été mis au point pour réduire le
nombre de composantes (voir [14]). Les canaux de l’ensemble S de fréquences
et de largeurs voisines sont regroupées en une seule entité définissant un canal
radiatif avec de nouveaux paramètres (fk, γk, ak, ck). L’algorithme statistique
sous-jacent est mis en œuvre avec la contrainte que la compression des données
ne doit pas (ou peu) modifier le profil statique. Bien que ce processus ait prouvé
son efficacité à plusieurs reprises, il introduit une approximation supplémentaire
et a montré ses limites pour des cas très complexes, [47]. Récemment, une nou-
velle formulation du modèle ne nécessitant pas d’inversion de matrice a été proposée.
Nouvelle formulation du FFM, (cf. Annexe F)
En distinguant les éléments diagonaux des éléments non-diagonaux de la matrice
des taux de transition, le propagateur dynamique s’écrit :
Gd(ω) = (ω1− L0 − iΓ + iW)−1, (4.24)
où Γ est une matrice diagonale correspondant à l’inverse des durée de vie des SDT
telle que Γi,j = νδi,j et W est une matrice non diagonale correspondant aux taux
de transitions entre les SDT, Wi,j = νpj .
On défini un propagateur quasi-statique :
Gs(ω) = (ω1− L0 + iΓ)−1 (4.25)
qui ne présente que des éléments de matrice diagonaux, le propagateur dynamique
de l’équation (4.24) peut s’écrire sous la forme :
Gd(ω) = Gs(ω)− iGs(ω) ·W ·Gd(ω). (4.26)
En introduisant cette expression dans l’équation (4.22), on obtient l’expression du
profil dynamique associé à une raie donnée de n composantes :
Id(ω) =
r2
π
<
∑
k
(ak+ick)/r
2
i(ω−ωk)+γk+ν
1− ν∑
k
ak/r2
i(ω−ωk)+γk+ν
, (4.27)
où on rappelle que r2 =
∑
k∈S
ak est l’intensité totale de la raie.
Ainsi, l’ensemble des paramètres (fk, γk, ak, ck) obtenu dans l’approximation
quasi-statique et le taux de fluctuation du microchamp ionique constitue toute
l’information nécessaire au calcul du profil de raies incluant la dynamique des ions.
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L’implémentation de la nouvelle formulation dans le code de calcul de profils
de raies PPP ouvre de nouvelles possibilités. Elle permet en effet d’effectuer des
calculs pour des transitions radiatives hors de portée des méthodes de simulation
numériques et difficilement réalisable avec le FFM dans sa forme originale (voir les
exemples dans l’Annexe F et [48]).
De plus, comme l’expression du profil dynamique n’est fonction que de la distri-
bution statique des fréquences et du taux de fluctuation du microchamp, la partie
principale du travail numérique revient à calculer le profil statique ; la prise en
compte de la dynamique des ions se faisant alors en post-processing d’autres mé-
thodes.
Pour l’hydrogène et les ions hydrogénoïdes, il existe des modèles analytiques
permettant de calculer la distribution statique des fréquences, basés par exemple
sur la description de l’effet Stark dans le système de coordonnées paraboliques,
[49, 50, 21].
Pour les ions multichargés, des codes aussi sophistiqués que PPP sont déve-
loppés comme MERL (Multi-Electron-Radiator Line shape code), [13] ou encore
le récent code MELS (Multi Electron Line Shape) basé sur un algorithme très
performant, [51]. Récemment, le FFM a été appliqué au modèle Quasi-Contiguous
(QC), [52, 53], pour améliorer le calcul des raies d’atomes ou d’ions hautement
excités par la prise en compte de la dynamique des ions. Il a été aussi couplé à
la Frequency Separation Technique (FST), dans laquelle les fluctuations rapides
du microchamp créé par les ions et les électrons du plasma sont modélisées par
la théorie d’impact et les fluctuations lentes (essentiellement dues aux ions) sont
modélisées par le FFM, [15, 16].
Validation du modèle (cf. Annexes F et G )
Le FFM a donc été développé dans le but de fournir des calculs rapides et
précis des profils de raies dans les plasmas pour une large gamme de densités et
températures et pour des émetteurs complexes. La simulation numérique étant un
moyen d’obtenir des profils de référence, son utilisation est omniprésente dans le
développement et la validation de ce modèle, [45, 46, 14, 54, 18, 35] et annexes
F et G. Les comparaisons avec les simulations sur différents types de raies et de
conditions de plasmas liés aux expériences montrent un accord satisfaisant (cf.
annexes F et G, [55]).
Néanmoins, comme l’effet de la dynamique des ions est généralement faible
par rapport aux élargissements électroniques et Doppler dans les conditions
communément observées, ces comparaisons sont utiles mais insuffisantes pour
évaluer de manière critique le FFM et lui apporter des améliorations si nécessaire.
Récemment, une série de comparaisons entre différents codes de calculs de profils
de raies a été effectuée sur un large panel de cas test, [56]. Une étude spécifique
des modèles traitant la dynamique des ions a été menée sur une série de raies dans
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des conditions de densités et températures couvrant les limites impact et statique,
(Annexe G). La plus grande dispersion des résultats s’est vue sur la raie la plus
simple du point de vue de sa physique atomique : la raie Lyman−α de l’hydrogène.
Alors que les simulations numériques donnent des résultats similaires, le MMM et le
FFM donnent une largeur de raie beaucoup plus faible que l’ensemble des résultats.
Afin de comprendre les raisons de ces différences importantes, une étude sur
les effets de changement de direction et de magnitude des microchamps a été
menée, [57]. Les simulations numériques, qu’elles tiennent compte directement des
interactions entre les ions ou qu’elles utilisent un modèle de pseudo-particules
écrantées, s’accordent. Elles ont donc été utilisées comme référence dans cette
étude. Il en ressort que les modèles stochastiques ne reproduisent pas correctement
les effets de rotation. Sur les raies présentant une composante centrale, comme la
raie Lyman−α par exemple, le profil statique est formé de trois composantes Stark :
une non-déplacée et deux latérales. Lorsque la direction du microchamp varie, les
profils simulés montrent que les trois composantes sont affectées par le changement
de direction. Au fur et mesure que l’effet de dynamique augmente (en augmentant
la température par exemple), les composantes s’élargissent et collapsent vers le
centre de gravité de la raie. Les modèles stochastiques sont incapables de reproduire
cet effet même en changeant artificiellement la valeur du taux de fluctuation. Une
piste, encore non exploitée, serait d’utiliser un taux de fluctuation dépendant de
la fréquence ou d’utiliser un modèle de diffusion comme il l’a été proposé pour
modéliser le rétrécissement Dicke sur les profils Doppler, [58]. On retrouvera ce
modèle dans la suite.
L’étude de la dynamique des ions sur les raies He−α et −β de l’argon fait
apparaître des conclusions similaires, [48] et Annexe G. Les modèles stochastiques
et les simulations présentent des profils dynamiques différents. Ces différences ne
sont pas dues au choix du taux de fluctuation dans les modèles. Aucun taux de
fluctuation ne permet de reproduire les profils simulés dans leur totalité. Néanmoins,
il semblerait que différentes valeurs de ce taux permettent de reproduire différentes
portions du spectre. Nous l’expliquons par le fait que ce raies étant affectées par
de l’effet Stark linéaire et quadratique, un taux dépendant du champ ou de la
fréquence est nécessaire pour reproduire les effets des champs faibles (effet Stark
linéaire) et l’effet des champs forts visibles sur l’effet Stark quadratique.
4.3.2 Les effets non-binaires dans l’élargissement électronique →
Annexes H
L’élargissement Stark des raies de l’hydrogène est un sujet étudié de longue
date mais qui continue d’évoluer encore aujourd’hui. La détermination des densités
électroniques à partir des largeurs des raies de Balmer-α de l’hydrogène (H-α) est
un moyen de diagnostic établi. C’est une des raies spectrales les plus étudiées tant
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sur le plan théorique qu’expérimental. Des mesures sont disponibles sur plusieurs
ordre de grandeurs de densité (de 108 à 1019 cm−3). Outre l’aspect diagnostic, ce
large spectre de conditions plasmas offre aux théories un précieux banc d’essai.
L’investigation des plasmas couplés à haute densité et faible température a fait
apparaître des désaccords importants entre les théories standards et l’expérience.
Lors de mon travail de thèse 2, il a été montré que certains désaccords sont dus
au fait qu’un opérateur de collision électronique usuel n’est pas adapté dans ces
conditions pour décrire correctement le profil de raies. Cette situation se produit
lorsque l’élargissement électronique est le mécanisme prépondérant d’élargissement
des raies et quand les effets non-binaires sont importants. La figure 4.2 représente
les largeurs à mi-hauteur de la raie H-α sur plus de 4 ordres de grandeurs en densité.
Les mesures expérimentales proviennent de différentes expériences, [59, 60, 61, 62],
dont le point commun est la température électronique proche de 1 eV . Ces résultats
expérimentaux sont comparés aux largeurs obtenues par les théories standards, par le
modèle FFM où les ions sont dynamiques et les électrons impacts et par la technique
de simulation DM-TCP où les ions et les électrons sont simulés simultanément, (cf.
fig. 4.2). La différence dans les largeurs à basse densité s’explique par la négligence de
la structure fine dans les calculs. Contrairement aux théories standards, on montre
que le modèle FFM est en accord avec les expériences et les simulations, validant le
fait que la dynamique des ions est bien reproduite par ce modèle sur cette raie. Par
contre, aux hautes densités, le FFM surestime les largeurs d’environ 40% . Cette
différence est expliquée par l’impossibilité d’utiliser l’approximation d’impact pour
les électrons à ces densités. Les effets de corrélations entre les électrons ne sont plus
négligeables.
→ L’approche alternative que nous proposons est d’utiliser le FFM pour décrire
les deux composantes (ioniques et électroniques) du plasma (Annexe H).
Les électrons étant traités classiquement, leur effet sur l’émetteur est similaire
à celui des ions ; la seule différence étant les échelles de temps. Ainsi, toute solution
développée pour traiter la dynamique des ions devrait être applicable aux électrons.
La simulation de dynamique moléculaire TCP constituée de protons et d’électrons
a été utilisée dans un premier temps pour discuter les effets de corrélations sur
les microchamps, par comparaison aux fonctions de distribution statique calculées
dans un modèle OCP purement électronique. Dans un second temps, la simulation
DM-TCP a fourni des profils de raies qui tiennent compte de toutes interactions
entre les particules chargées du plasma. Les comparaisons des quatre premières raies
de la série de Balmer de l’hydrogène avec les résultats de la simulation DM-TCP
montrent que l’utilisation du FFM pour décrire l’élargissement électronique en
remplacement des modèles collisionnels binaires standards améliore les résultats.
2. Modélisation non collisionnelle des effets d’élargissement électronique des raies de l’hydrogène
dans les plasmas, Sandrine Ferri, Thèse de Doctorat, Université de Provence (juin 1999).
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Figure 4.2 – Comparaisons de la largeur à mi-hauteur (FWHM) de la raie H-α obtenue
expérimentalement (étoiles), avec la simulation (carrés), avec les théories standards (ions
statiques et électron impacts) (triangles) et avec le FFM appliqué aux ions, les électrons
étant impact) (triangles pleins).
Cependant des différences subsistent entre le FFM et la simulation. Les
différences observées sur les raies à composantes centrales peuvent être en partie
expliquées par les lacunes du FFM pour prendre en compte les effets de rotations
des microchamps (cf. section précédente). Une autre raison plausible est l’hypothèse
selon laquelle les effets de corrélations entre les ions et les électrons sont négligeables
et l’utilisation de modèle OCP avec un potentiel écranté n’est pas valable dans ces
conditions tièdes et denses (cf. Chapitre 3).
Remarque sur les limites du FFM :
L’objectif de la publication en Annexe H était aussi de montrer que le FFM est
capable de décrire l’élargissement électronique de la limite impact jusqu’à la limite
statique. Le terme « impact » est inapproprié pour le FFM. En effet, alors que ce
modèle possède bien la limite statique (ν = 0 dans l’équation (4.27)), il ne possède
pas la limite impact mais la limite des fluctuations rapides (cf. Annexe F) et [48].
Lorsque le taux de fluctuation augmente, les composantes se mélangent, le profil
devient plus étroit tend vers la limite des fluctuations rapides, qui correspond à
ν →∞. La limite du FFM près du centre de la raie est donnée par :
lim
ν→∞
Id(ω) ≈
Γ/π
ω2 + Γ2
, (4.28)
avec Γ ∼ 1/ν et ν donné par l’équation (4.6). Ce résultat est en contradiction avec
la dépendance en Np et T attendue dans la limite impact, [1]. Un modèle empirique,
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basé sur un changement du taux de fluctuation suivant si l’on décrit le centre de
la raie ou les ailes, a été proposé dans le cadre de l’application du FFM au modèle
QC, [52].
4.3.3 Prise en compte de l’effet Stark-Zeeman dans les plasmas
magnétisés → Annexes I et J
La présence de champs magnétiques dans les plasmas de laboratoire (Tokamak,
X- et Z- Pinches, plasmas créés par implosion ou impact laser, etc.) et dans les
plasmas astrophysiques ravive l’intérêt de la modélisation des profils de raies
élargies simultanément par effets Stark et Zeeman. Bénéficiant de la souplesse des
techniques utilisées, le code de simulation numérique des profils de raies, dans un
premier temps, puis le code PPP basé sur le FFM dans sa nouvelle formulation,
dans un deuxième temps, ont été étendus à l’étude des plasmas magnétisés.
La modélisation des effets Stark et Zeeman simultanés est un problème compli-
qué qui nécessite une bonne description de la physique atomique et des propriétés
statistiques des plasmas. Un champ magnétique a trois effets sur les profils de raies
élargies par effet Stark : 1) la polarisation partielle du rayonnement émis, 2) un
éclatement des niveaux d’énergie dû à l’effet Zeeman et 3) les trajectoires en hélice
des particules chargées du plasma autour d’une ligne de champ magnétique. Il
résulte donc en une structure supplémentaire du profil de raies.
au niveau de la simulation numérique...
La simulation DM a été modifiée afin de tenir compte de ces effets. Les tra-
jectoires des particules chargées en présence d’un champ magnétique sont calculées
dans la simulation à l’aide d’un algorithme de Verlet Vitesse qui tient compte d’un
champ magnétique homogène et statique, [63]. Les équations du mouvement sont
re-écrites avec une force mesurée sur la particule i à l’instant t :
~Fi(t) = ~FC(t) + ~FL(t), (4.29)
où ~FC(t) est la force due au champ électrique coulombien et ~FL(t) = Zie ~v(t) × ~B
est la force de Lorentz. Ici on oriente le champ magnétique dans la direction z. Cet
algorithme a l’avantage d’avoir un pas de temps δt indépendant de la durée des
oscillations de Larmor générées par le champ magnétique.
La position et la vitesse de chaque particule sont connues à chaque pas de temps
et le microchamp électrique en présence d’un champ magnétique est alors mesuré
sur l’émetteur de la même manière que précédemment. Les distributions statiques
des microchamps obtenus ont été comparées aux résultats de Murillo, [64].
La modification de la physique atomique due à l’effet Zeeman est prise en compte
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en même temps que celle due à l’effet Stark. Le Liouvillien s’écrit :
Ll(t) = L0 − ~d · ~E(t) +
µB
~
~B · [ ~J + (gs − 1)~S], (4.30)
avec µB = 5.7883817555(79) × 10−5 eV T−1 le magnéton de Bohr, gs ' 2.0023 le
facteur de Landé, ~J et ~S les moments angulaires et de spin, respectivement. Ici, on
suppose que le terme diagmagnétique, proportionnel à B2 est négligeable.
L’équation d’évolution (4.5) est résolue numériquement en présence des champs
électrique fluctuant et du champ magnétique.
La particularité dans ce problème est que la direction du champ magnétique
impose un axe de quantification et le rayonnement émis est polarisé. Le profil de
raie observé dépend donc de l’angle entre la direction d’observation et la direction
du champ ~B :
I(ω, α) = I‖cos
2α+ I⊥sin
2α, (4.31)
où les composantes parallèles, I‖, et transverses, I⊥, des profiles s’expriment en
terme d’émission polarisée comme :
I‖ = I+(ω) + I−(ω), (4.32)
I⊥ =
1
2
(
I+(ω) + I−(ω)
)
+ I0(ω), (4.33)
avec 0,±1 liés aux règles de sélection ∆M = 0 pour la composante π et ∆M = ±1
pour les composantes σ. La fonction d’autocorrélation C(t) est donc calculée pour
les trois directions q = 0,±1.
Un exemple de profils simulés comparés aux profils expérimentaux est donné sur
la figure 4.3, [65]
Figure 4.3 – Profils Stark-Zeeman de la raie H-γ observés expérimentalement (carrés) et
comparés aux profils obtenus par simulation numérique (traits rouge) pour deux densités.
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Les profils des raies de la série de Balmer, jusqu’à n = 5 (H-γ) ont été observées
dans le Pilot-PSI du FOM-Institute for Plasma Physics (Pays-Bas) pour des
densités allant jusqu’à 2 × 1015 cm−3, des températures de l’ordre de 2 eV et des
champs magnétiques atteignant les 2 Teslas. Ces conditions de plasma ont été
diagnostiquées de manière indépendantes par diffusion Thomson. Les comparaisons
entre les simulations et les profils expérimentaux montrent un très bon accord pour
toute la gamme de densités étudiées comme le montre la figure 4.3 représentant les
profils de la raie H-γ pour deux densités. Cependant, dans ces conditions et pour
la raie étudiée l’effet Zeeman est masqué par l’effet Stark, ce qui ne permet pas
vraiment de contraindre nos simulations 3.
Remarque : Le formalisme de la simulation permet de prendre en compte des
perturbations extérieures aux plasmas. Ces perturbations peuvent être dues à un
champ magnétique statique comme nous venons de le voir, mais aussi à un champ
magnétique ou électrique dépendant du temps. C’est le cas par exemple de l’étude
menée sur les profils de la raie Lyman−α de l’aluminium hydrogénoïde soumis à
un champ laser. Les profils obtenus par nos simulations de DM incluant un champ
électrique harmonique extérieur se comparent très bien avec les modèles existants,
[66, 67, 41].
au niveau du FFM...(Annexe I)
La souplesse et la rapidité dues à la nouvelle formulation du FFM a permis
d’étendre les compétences de notre code de calcul PPP aux calculs des profils de
raies élargies par effet Stark-Zeeman en tenant compte non seulement du champ
magnétique mais aussi de la dynamique des ions.
L’effet du champ magnétique est introduit dans la physique atomique de l’émet-
teur. Dans une première étape, le profil de raies élargies par effet Stark-Zeeman est
calculé dans l’approximation quasi-statique pour les ions (les électrons sont modéli-
sés dans l’approximation d’impact) (cf. éq. (4.14)). La polarisation du rayonnement
est prise en compte dans ce formalisme en découplant le calcul pour chaque état de
polarisation de chacune des transitions. De plus, la direction du champ magnétique
imposant l’axe de quantification, la moyenne sur les microchamps (cf. éq.(4.13)) doit
s’effectuer sur les trois directions du microchamps. On obtient alors un jeu de fré-
quences et intensités généralisées (fq,k, γq,k, aq,k, cq,k) et, dans une deuxième étape,
le profil Stark-Zeeman dynamique est calculé par le biais de la nouvelle formulation
du FFM :
Iq(ω) =
r2q
π
Re
∑
k
(aq,k+icq,k)/r
2
q
i(ω−ωq,k)+γq,k+ν
1− ν∑k
aq,k/r2q
i(ω−ωq,k)+γq,k+ν
. (4.34)
3. Ce travail a fait l’objet d’une communication par poster au 16th International Conference on
Spectral Line Shapes, Valladolid (Espagne), juin 2008
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Le profil observé dans une direction donnée est obtenu en utilisant l’équation 4.31.
Les comparaisons avec des simulations sur les raies de l’hydrogène et sur des
systèmes atomiques plus compliqués comme la raie Lyman−α avec structure fine de
l’argon hydrogénoïde ont validé cette méthode, comme il l’est décrit dans l’Annexe
I. Nous avons montré que ce formalisme d’une grande efficacité permet d’obtenir
des profils de raies pour différents types d’émetteurs neutres ou chargés et pour
une grande variété de densités, températures et valeurs de champ magnétique, ce
qui est d’une importance extrême en physique des plasmas et en astrophysique.
Grâce à la rapidité du code, les rapports d’intensité des composantes polarisées
sont générés et utilisés, par exemple, comme outil de diagnostic de densité ou
de champ magnétique dans les plasmas de fusion thermonucléaire. Nous avons
aussi réalisé une étude de la raie Lyman-α de l’argon hydrogénoïde, émise dans
le domaine du rayonnement X par des plasmas de fusion inertielle. Dans ce type
de plasmas chauds et denses, des champs magnétiques supérieurs à 100 MG sont
mesurés et les raies de structure fine de l’argon sont non seulement affectées
par l’effet Stark (les ions sont dynamiques) mais aussi par l’effet Zeeman. Le
modèle est excellent accord avec les profils simulés en utilisant la méthode dévelop-
pée par M. Gigosos et collègues, [40] ainsi qu’avec le code MELS couplé au BID, [68]
Ce travail a été utilisé récemment pour le calcul des profils de raies émises par
du carbone dans les plasmas d’ablation de glaçons dans les Tokamak, [69]. Les
comparaisons avec les simulations numériques développées par E. Stambulchik, [11]
ne sont, par contre, pas très satisfaisantes. Le modèle que nous avons développé
permet de calculer l’effet Zeeman soit dans l’approximation du champ fort (dans
ce cas le champ magnétique est traitée comme une perturbation sur les états
exprimés dans la base |n, l,ml >), soit dans l’approximation du champ faible
(dans ce cas le champ magnétique est traité comme une perturbation des états de
structure fine dans la base |n, j,mj >). Or dans les conditions de l’étude, l’effet du
champ magnétique est du même ordre de grandeur que le déplacement des niveaux
d’énergie dû à la structure fine. Ces deux effets doivent être traités simultanément
dans la résolution de l’équation d’évolution. L’extension du modèle à une résolution
plus universelle est à l’étude.
4.4 Étude des effets de corrélations dans le développe-
ment des lasers XUV → Annexe K
Depuis une dizaine d’années, le développement des sources XUV cohérentes n’a
cessée de croître. Couvrant le domaine spectral entre 0.2 nm et 50 nm, de tels lasers
peuvent s’avérer d’une grande utilité de la médecine à la physique du solide. Trois
principales techniques sont utilisées pour générer des sources XUV cohérentes : la
génération d’harmoniques d’ordre élevé, [70], les lasers à électrons libres, [71], et les
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lasers générés dans des plasmas de cibles solides, [72] . Ce sont ces derniers qui nous
intéressent dans cette étude.
Les lasers XUV générés dans les plasmas chauds et denses sont des sources intenses
caractérisées par une émission extrêmement monochromatique. La mesure de leur
largeur spectrale, typiquement ∆λ/λ ' 10−5, représente un challenge expérimental
car elle se situe à la limite de résolution des spectromètres les plus performants
dans ce domaine, [73]. Aussi, le degré de cohérence temporelle est un paramètre
important qu’il est nécessaire de maîtriser pour les applications. Actuellement, la
durée des impulsions de ces lasers XUV est limitée à une picoseconde, [74]. En effet
le profil de raie très étroit des plasmas utilisés limite cette impulsion à une durée
minimale donnée par la limite de Fourier :
τFL =
0.44λ
c
λ
∆λ
, (4.35)
où λ est la longueur d’onde du laser et ∆λ est la largeur spectrale. Cette dernière
dépend non seulement de la largeur intrinsèque de la raie lasante, mais aussi des
effets de gain et de saturation dans le processus d’amplification.
Or pour de nombreuses applications telles que la production de plasmas dans le
régime WDM, il faut générer des lasers X de courte durée de pulse, pratiquement
en dessous de la picoseconde voire même de la femtoseconde. Ceci est réalisable
si le laser X fonctionne en mode injecté, mais seulement si sa bande spectrale est
élargie d’un facteur 3 ou plus, [74]. Ainsi la connaissance des propriétés spectrales
des raies laser est un enjeu important dans la compréhension et l’amélioration de
ces sources.
Comme nous l’avons vu précédemment les propriétés spectrales des raies
dépendent intimement des conditions locales du plasma. Le profil des raies émises
par un atome ou un ion émetteur est affecté par de nombreux mécanismes
d’élargissement. L’élargissement Doppler produit par le mouvement thermique
des émetteurs est en général le mécanisme dominant dans les plasmas chauds et
relativement denses avec des émetteurs de charge nette Z modérée. Il faut y ajouter
l’élargissement naturel ainsi que l’effet Stark lorsque Z et la densité augmentent.
Ces différents mécanismes d’élargissement influent sur la forme intrinsèque des
profils de raies et de ce fait sur la forme du profil de gain qui caractérise une source
X. L’élargissement spectral de la raie lasante contrôle la cohérence temporelle de
la source et la contribution relative des élargissements homogènes / inhomogènes
contrôle l’existence d’un re-élargissement de la raie lasante dans le régime de
saturation.
La raie étudiée dans ce travail correspond à la transition 4d− 4p (J = 0− 1) de
l’argent nickeloïde à λ = 13.9 nm. Laser à cette longueur d’onde est réalisable sur
une large gamme de densités (5 × 1019 6 ne 6 8 × 1020 cm−3) et de températures
comprises entre 200 et 700 eV pour la température électronique et entre 20 et
62 Chapitre 4. Simulation des profils de raies dans les plasmas
200 eV pour la température ionique. Les conditions de plasma dépendent du schéma
de pompage qui est utilisé pour obtenir l’inversion de population entre les niveaux
qui participent à l’effet laser. Les contributions relatives de l’élargissement Doppler
et Stark (électronique et ionique) du profil intrinsèque sont ici étudiées dans le
régime transitoire où Ti = 20 eV et Te = 200 eV et le régime quasi-stationnaire
(QSS) où Ti = Te = 200 eV .
Dans cette gamme de densités et températures le plasma est moyennement jus-
qu’à fortement couplé (0.6 6 Γ 6 14). La question se pose quant au calcul standard
de l’effet Doppler dans lequel les charges du plasma sont supposées se déplacer sur
des trajectoires rectilignes à vitesse constante. Nous avons donc étudié l’effet des
corrélations sur l’élargissement Doppler de la raie à λ = 13.9 nm par le biais de la
dynamique moléculaire. Si l’on tient compte du mouvement de l’émetteur au cours
du rayonnement, l’expression du profil de raies donné par l’éq. (4.2) apparaît comme
la transformée de Fourier du produit de deux fonction de corrélation :
I(ω) =
1
π
<
∫ ∞
0
dt eiωtSs(~k, t)C(t), (4.36)
avec C(t) la fonction de corrélation du dipôle (cf. éq. 4.1) et
Ss(~k, t) =< e
~k·~r(t)−~k·~r(0) > (4.37)
le facteur d’autostructure où <> dénote la moyenne sur les états du bain. Ici, nous
avons ignoré les corrélations entre le moment dipolaire de l’émetteur ~d(t) et son
mouvement ~r(t). L’expression du facteur d’autostructure est bien connue dans la
limite des particules libres : Ss(k, t) = e−k
2t2/2βmi avec β = 1/kBTi et mi la masse
de l’ion émetteur.
Les comparaisons des profils simulés aux profils Doppler standards montrent
que les effets de corrélations entre les charges ne peuvent pas être ignorées dans
la gamme de températures et densités étudiée, même si ces effets sont finalement
masqués par les élargissements Stark et naturel de la raie. Un profil purement
Doppler présente un élargissement inhomogène Gaussien : à chaque classe de
vitesses décrivant la distribution de Maxwell, correspond un déplacement en
fréquence. Or si, à cause des interactions (ou collisions entre les ions), la vitesse
change en module et en direction au cours du rayonnement, il n’est plus possible de
considérer des trajectoires rectilignes. Le profil se re-homogénéise et devient plus
étroit ; cet effet est connu sous le nom de rétrécissement Dicke, [75]. Il est similaire
à l’effet de dynamique des ions sur les profils de raies élargies par effet Stark. La
prise en compte de cette re-homogénéisation est incontournable dans l’évaluation
du profil de gain et de saturation des lasers X. Une piste envisagée est d’utiliser
un modèle de mouvement Brownien, [76] dans lequel une expression du facteur
d’autostructure est donnée en fonction d’un taux de fluctuation des vitesses. Dans
ce travail, ce dernier est obtenu par un ajustement des fonctions de corrélation des
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vitesses 4. L’insertion de cette redistribution collisionnelle dans le calcul du gain
reste à faire.
4. Cette étude a fait l’objet du travail de stage de M1 Physique de Mathieu Collombon, Effets
des corrélations sur l’élargissement Doppler des profils de raies dans les plasmas, (2013).
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Chapitre 5
Conclusion et perspectives
Les travaux présentés dans ce document de synthèse donnent un aperçu de
la richesse des mesures accessibles par la technique de dynamique moléculaire
classique pour l’étude des propriétés radiatives des plasmas. Basée sur un modèle
où chaque particule est caractérisée par un ensemble de grandeurs physiques
(masse, charge, position, vitesse, etc.) et où l’évolution de l’ensemble du système
est déterminée, à chaque instant, par les lois de forces entre les particules, cette
méthode s’avère être un outil puissant et versatile pour l’étude des systèmes com-
plexes à N-corps. Les trajectoires des particules, obtenues dans l’espace des phases,
constituent les données brutes à partir desquelles les propriétés thermodynamiques
d’intérêt (température, énergie totale, etc) et les propriétés statistiques statiques
(fonction de distribution) et dynamiques (fonctions de corrélation) sont calculées.
Initialement développée en support des modèles pour le calcul des profils de raies
dans les plasmas, elle n’a cessé d’évoluer au gré des études poursuivies dans l’équipe.
Ses premières utilisations étaient dédiées à l’étude de la dynamique des micro-
champs électriques autour de points neutres ou chargés, [1, 2]. Afin d’étudier les
effets de corrélations et les mécanismes d’écrantage entre les ions et les électrons
du plasma, des simulations à deux composantes (DM-TCP) ont été ensuite
développées, [3]. Ce travail nous a amené naturellement à l’étude des plasmas
non-idéaux dans lesquels les effets de couplage entre les charges sont importants.
Les premières simulations réalisées dans ce cadre ont fait apparaître la nécessité
d’implémenter dans la DM un protocole d’ionisation et de recombinaison à trois
corps, [4]. Du fait du potentiel attractif entre les ions et les électrons, des électrons
se retrouvent piégés autour d’un ion. Ce mécanisme de piégeage, réversible dans
le temps grâce aux interactions avec toutes les autres particules du plasma, peut
être interprété comme un mécanisme d’ionisation-recombinaison collisionnel. La
DM-TCP dotée de ce protocole permet donc d’une part de traiter la population
d’électrons piégés temporairement dans le puits de potentiel de l’ion et d’autre part
de suivre l’évolution des états de charges vers un état stationnaire qui dépendra
de la température, de la densité de charges et de la composition du plasma. Par
contre, nous ne tenons pas compte des processus radiatifs, tels que l’absorption ou
l’émission d’un photon, [5].
Un net avantage de cette méthode par rapport aux simulations de dynamique
moléculaire quantique, est qu’elle donne accès aux propriétés dynamiques des
électrons libres du plasma. Elle permet, par exemple, de calculer les facteurs de
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structure dynamique en tenant compte de toutes les interactions entre les charges.
Un modèle théorique précis pour le calcul de ces fonctions est primordial dans
l’utilisation de la diffusion du rayonnement X pour le diagnostic des plasmas
denses. Aussi, dans le cas de la matière tiède et dense, ni les modèles issus de
la physique des plasmas classiques, ni ceux issus de la physique des solides ne
permettent une description satisfaisante de ces facteurs de structure dynamique.
Nous avons démontré la faisabilité d’utiliser la DM-TCP pour ce type de calcul
sur des plasmas de béryllium lorsque les effets de dégénérescence des électrons sont
négligeables, [6]. Ce dernier point est une limite de notre technique de simulation
lorsqu’elle est appliquée aux plasmas tièdes et denses. Les effets de corrélations
entre les charges sont tels que les propriétés quantiques sont mal reproduites par
nos pseudo-potentiels binaires : dépendant seulement des coordonnées spatiales,
ils conduisent à la fonction de distribution de Maxwell. Nous envisageons donc
d’utiliser d’autres formes de potentiels effectifs. Par exemple, pour modéliser les
fonctions de distribution d’un gaz d’électrons soumis à la statistique de Fermi, une
solution serait d’ajouter un terme d’interaction dépendant des moments, [7].
Très récemment, nous avons tiré avantage du protocole d’ionisa-
tion/recombinaison implémenté dans la DM-TCP pour étudier l’abaissement
du potentiel d’ionisation (IPD), [8]. Suivant les conditions, le potentiel d’ionisation
d’un ion du plasma peut être diminué à cause des interactions de cet ion avec toutes
les autres charges du plasmas (ioniques et électroniques). Les électrons liés, qui sont
supposés occuper les états d’énergie hautement excités de cet ion, ne le sont plus
et deviennent des électrons libres. La connaissance de l’IPD est primordiale dans la
modélisation des propriétés radiatives des atomes et des ions dans un plasma car il
affecte non seulement la forme des profils de raies mais aussi les populations. Ce
problème est étudié de longue date, [9, 10], mais des expériences récentes dédiées
à la mesure direct de l’IPD in situ ravivent les discussions sur sa modélisation,
[11, 12]. Grâce à notre modèle spécifique d’ionisation/recombinaison, il est possible
de mesurer le potentiel d’un ion en tenant compte de l’influence des électrons
libres et des ions environnants. En comparant ce potentiel à celui du potentiel
d’un ion isolé, nous mesurons l’abaissement du potentiel dû aux effets du plasma.
Les premiers résultats que nous avons obtenus montrent que notre technique de
simulation est un outil précieux pour alimenter cette discussion. Ce travail est en
cours et un sujet de thèse a été déposé.
Une autre perspective dans l’application de la DM-TCP aux plasmas non-
idéaux est l’étude de la dynamique de mélange de deux plasmas à l’interface
dans les plasmas de fusion par confinement inertiel (FCI). La FCI consiste à
produire des réactions de fusion à partir d’un mélange de deutérium et de tritium,
contenu dans une micro-capsule. Pour y arriver, il faut chauffer et comprimer ce
mélange en un temps très court. On utilise des lasers intenses qui déposent leur
énergie à la surface de la micro-capsule. La surface extérieure explose, produisant
une force de réaction sur le reste de la cible qui se comprime. La capsule est
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conçue de telle sorte qu’une onde de choc se propage jusqu’au combustible pour
initier la réaction de fusion. L’étape cruciale réside au moment de l’impact du
matériau ablateur sur le combustible : les imperfections de l’interface peuvent
générer des instabilités hydrodynamiques qui peuvent compromettre la réaction de
fusion. Cette situation arrive lorsque les matériaux comprimés ont une densité de
l’ordre de la densité du solide et la température de l’ordre de quelques dizaines
d’électron-volts. Ils sont à l’état de matière tiède et dense. Pour comprendre la
dynamique de l’interface dans ce régime, il est donc nécessaire de bien comprendre
le mélange à l’interface de l’ablateur avec le combustible. Plusieurs propriétés
microscopiques telles que la conductivité thermique des électrons, la viscosité, la
diffusion jouent un rôle essentiel dans le contrôle des instabilités. Ces propriétés
sont généralement déterminées à partir de simulations à l’équilibre alors que
l’interface est dans un état nettement hors-équilibre. La modélisation hors-équilibre
d’un tel phénomène dans les conditions de la WDM est compliquée tant sur
le point théorique que numérique, mais notre technique de simulation permet
d’envisager l’étude de la dynamique de l’interpénétration de deux plasmas par la
mesure, par exemple, du coefficient de diffusion, [13]. Un sujet de thèse a été déposé.
Finalement, concernant l’utilisation de notre technique de Dynamique Mo-
léculaire à des fins de validation des modèles de calculs de profils de raies dans
les plasmas, cette technique permet de générer des profils de raies qualifiés de
référence car les interactions entre les particules du plasma et l’atome ou l’ion
émetteur sont naturellement prises en compte. Par exemple, la simulation du
plasma nous donne accès aux champs électriques que générèrent les particules
chargées sur un atome ou ion émetteur. Ces microchamps électriques, fluctuant au
cours du temps, sont à l’origine de l’élargissement Stark des raies. La simulation
des profils de raies consiste alors à utiliser ces microchamps électriques pour
résoudre numériquement l’équation d’évolution de l’émetteur. Cependant, la prise
en compte de ces fluctuations dans les modèles de calcul de profils de raies reste
un problème compliqué du fait du caractère aléatoire de la perturbation, mais
nécessaire à résoudre si nous voulons proposer un outil de calcul performant et
universel à des fins de diagnostics par spectroscopie des plasmas. Nous avons
donc systématiquement utilisé les profils de référence simulés pour accompagner
le développement et l’amélioration de notre code de calculs de profils de raies,
basé sur le Modèle de Fluctuation de Fréquence, [14, 15]. Ce dernier, avec le
code MERL développé par R. Mancini, [16] et le code MELS développé par C.
Iglesias, [17], sont les seuls, à notre connaissance, à être capables de produire des
profils de raies d’ions multichargés (de structure atomique complexe) en tenant
compte de la dynamique des microchamps ioniques et des termes d’interférence
dans l’élargissement électroniques, comme le montre l’étude des profils des raies des
satellites de recombinaison diélectronique de l’argon observées dans les plasmas de
FCI, [18] et l’étude des raies intra couche de l’aluminium observées dans les plasmas
tièdes et denses obtenus avec les lasers à électrons libres (FEL), [19]. Les résultats
obtenus sur ces raies suggèrent la possibilité d’étudier pour la première fois les
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effets d’interférence quantique non linéaire via les profils de raies XUV observés.
Pour mener à bien le travail théorique accompagnant les expériences, il faudrait
adapter les codes déjà existants de structure atomique, de profils de raies et de
cinétique de population pour tenir compte des effets de corrélations entre les charges
et des électrons dégénérés. La simulation numérique aurait encore ici un rôle à jouer.
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a b s t r a c t
This work is an improved continuation of a previous attempt to use classical molecular dynamics (MD) as
a tool for the investigation of hot and dense ‘‘real’’ plasmas. ‘‘Real’’ in this context refers to ions and
electrons interacting through Coulomb forces and undergoing ionization/recombination. The objective of
designing such a non standard approach to plasma equilibrium is to explore a new way to discuss warm
and dense matter with a method able to deal with the whole complexity of a N-body system of ions and
electrons. Plasma relaxation times can be investigated up to a picosecond. The resulting equilibrium ion
populations, built self consistently, are comparable to those found in literature and, potentially validate
access to all the statistical data usually derived from MD simulations.
! 2009 Elsevier B.V. All rights reserved.
1. Introduction
Herein we report an attempt to answer the following question,
‘‘is it possible to use classical molecular dynamics (MD) to simulate
the physics of coupled plasmas in the hot and dense domain?’’. This
attempt follows a preliminary series of MD simulations on the same
subject [1] involving a mechanism of ionization/recombination. A
newmolecular dynamics model with ionization/recombination has
been developed and its behavior studied in order to decide, through
comparisons with available data, to what extent it is appropriate to
mimic a real plasma. If this is feasible, themethod could be useful to
complement other models for example those based on population
kinetics. The advantages of MD are known:
1) Interactions between all particles that contribute to the motion
of electrons and ions are accounted for.
2) Infinite systems are reduced using simple and effective periodic
boundary conditions.
3) Collective behaviors appear in a natural way.
4) Mechanisms depending on time can be investigated.
5) MD can provide microfield sequences for ions or neutrals and
sampling of their statistical properties.
6) Selected quantum features like ionization energies or ion radii
can be accounted for as external parameters.
7) MD and statistical models use distinct sets of approximations
(e.g., average potential can be avoided inMD) leading to helpful
comparisons and benchmarks.
Classical mechanics for ions and electrons involves some
specific mechanisms. Electrons move in a space with ions at
random positions. The system is neutral. The ionic potential wells,
based on soft ion–electron potentials (i.e., Coulomb-like potentials
finite at short distance) give rise to strong exchanges between the
kinetic and potential energies of electrons which, in turn, mediate
information on energy from one ion to another [2,3]. In order to
take advantage of known quantum data, e.g., ionization energies of
ion stages, it appears necessary to implement a self consistent
ionization/recombination process in MD. In this way, the ion charge
distribution can be obtained for thermal equilibrium conditions
and compared to data from literature. Contrary to standard rate
equations electrons involved in a ionization or recombination event
are recycled into the simulation, partly as trapped electrons
belonging to ‘‘excited’’ ions and partly as ‘‘free’’ electrons. Time
dependent plasma properties of interest are availablewithMD; e.g.,
the relaxation time of the electron velocity distribution function
can be ‘‘measured’’. Discussions of these relaxation times appear as
one of the important issues of this work.
Two component plasma (TCP) MD simulations involve some
specific difficulties. The mass ratio between ions and electrons
enforces a very small timestep appropriate for the description of
electron motion around ions while, ions must move significantly in
order to self consistently attain their spatial structure. This results
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in expensive simulations. Trapped electron trajectories occur due to
multiple electron collisions around an ion. They can be de-trapped
by collisions as the process is reversible. However, the lifetime of
quasi-bound electron states can be long, depending on the poten-
tial depth and the plasma conditions. The occurrence of such
classical metastable electron states suggests that pairs composed of
one ion of charge Z surrounded by a trapped electron might be
considered as an ion of charge Z! 1, i.e., as the classical equivalent
of a nucleus of charge Z with an optical electron in a bound excited
state. This behavior can be extended by assuming that an electron
upon an ion (same position and velocity) has a potential energy
equivalent to the ionization energy of the ion specie in the ion stage
Z! 1. This assumption underlies the implementation of an ioniza-
tion/recombination process in TCP simulations presented hereafter.
Applications to carbon and aluminum plasmas are reported.
2. Plasma modeling
The first step in modeling is the definition of potentials between
particles. Their derivatives give the binary forces for Newton’s
equations. In order to agree with the periodic boundary conditions
implemented in MD the potentials are screened at a distance l in
accordance with the cubic cell size c. As the interactions among
charges introduce a physical screening length ld the condition
c[ ld allows collective screenings to take place in a natural way.
Contrary to earlier works [4–6], in order to properly describe the
different ion stages of a given atom, a soft ion–electron potential is
defined for each ion stage with the constraint that the potential of
an electron upon an ion of charge Z" 1 is bound by a negative
energy equal to the ionization energy EZ of the ion of charge Z.
Following this classical approach for an isolated ion, the kinetic
energy of an unbound electron must be larger than EZ. A standard
form of regularized ion–electron potential is given by [7]:
Vie#r$ % !Ze2
!
1! e!r=d
"
e!r=l=r (1)
where d is a short range regularization parameter. Here, for each EZ,
d is defined by d% dZ%!Ze2/EZ. As an example in Figs. 1 and 2 are
plotted the ionization energies of the ion stages of carbon [8] and
the corresponding short range parameters dZ respectively. Here
after, dZ will be used also to define an exclusion sphere around ions
and referred as ion stage radius.
The ion–ion and electron–electron interactions are taken to be
Coulombic
V12#r$ % Z1Z2e!r=l=r (2)
where Z1Z2 is positive.
Other parameters of interest are the average electron–electron
distance, r0% (3/4pNe)1/3, defined in terms of the electron density
Ne, the electron thermal velocity v0% (kBTe/me)1/2, the electron
coupling constant G% e2/r0kBTe, the thermal de Broglie wavelength
Wth % Z=#mekBTe$
1=2 and the Debye length lD% (kTe/4pNee2)1/2.
Molecular dynamics simulations of two component plasmas were
carried out using N electrons and N/Zi ions. Particle motion in MD
simulations is achieved using a Verlet’s velocity algorithm. The
simulations are carried out with the constraint that both the total
energy and the plasma composition i.e., the average ionic charge
and the electron density, are stationary during the system evolu-
tion. Stationarity is obtained by a careful preparation of the initial
plasma cell. Indeed, stationarity does not mean that temperature
and energy stay constant as they necessarily fluctuate but that their
drift is small (a few percent) when the time average of a given
quantity is performed.
2.1. Ionization/recombination protocol
The plasma model is completed with a ionization/recombina-
tion process. The most striking point here, for the densities
considered, New 1022 cm!3 is the inadequacy of the concept of
isolated ion. As an illustration, in Fig. 3 one can see a typical ionic
potential energy of an electron on a plane section of the simulation
cell of a carbon plasma. For each node of the surface, a potential
energy is obtained, according to the periodic boundary conditions,
accounting for all ions inside the simulation cell centered on the
node. Clearly, the plasma electrons move into a fluctuating complex
attractive potential that is much more complex and fluctuating
more rapidly with all the electrons taken into account. Considering
the design of an ionization/recombination process, with this
observation it becomes difficult, to accept the conceptualization of
an ion impurity in an electron plasma undergoing electron colli-
sions. Owing to the capability of classical MD to overcome such
a complexity, an alternative approach compatible appears useful.
Empirical ionization and recombination mechanisms based on the
electronic environment of ions are proposed as an attempt to deal
with the complex ion potential structure. There is no trivial way for
choosing such an empirical process; the rules proposed hereafter
are not unique. As a result, the calculations and comparisons shown
below are not to be considered as benchmarks but as a validation of
the method.Fig. 1. Ionization energies of carbon ion stages.
Fig. 2. Regularization distances, dZ, for carbon ion stages a0: Bohr radius.
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The ionization/recombination protocol implemented in MD
allows the ion charge to increase or decrease by amounts of 1 with
the release or capture of an electron with ionic charge Z, ZN& Z& 1,
where ZN is the charge of the bare nucleus. This protocol rests on
a few definitions. If for an ion labeled zi, a mutual nearest neighbor
(NNi) electron is found, it plays a major role (‘‘mutual’’ means that
both particles are the nearest neighbor from each other). When the
total energy e of the NNi, i.e., the sum of the potential energies
accounting for all ions and electrons and its kinetic energy, is
negative, zi is defined as an excited ion with the net charge Zi! 1.
Conversely, when e> 0, zi is considered as ionized with the charge
Zi. A shell noted Si, formed with the NNi and the second nearest
neighbor electron, SNi, is defined as the nearest environment of zi.
This definition holds when the NNi, is at a distance di of zi such that
di < di <
###
2
p
di where di is the ion stage radius.
A ionization process occurs for zi when it is surrounded by a hot
shell, i.e., when the total energy qi of Si is positive. Zi is increased by
1 while an electron appears upon the ion with the minimum
potential energy. Then the ionization process follows, resulting
from an increase of the kinetic energy of the released electron
interacting with the previous NN and all the positive and negative
charges involved in the simulation. This mechanism excludes any
other event until the new NN is able to belong to a new shell when
its distance to the ion becomes larger than the ion sphere radius.
During this process the total energy of the particle set is conserved.
The reverse capture process follows the same energy conser-
vation rules. Recombination of zi starts when there is a cold shell,
qi< 0, around zi. Then, the NN electron disappears, the ion charge is
decreased by 1 and the kinetic energy of the SN electron is
increased to account for energy conservation. In all other circum-
stances both the ion charges and the number of free electrons do
not change.
Note that the preparation process, intended to reach a stationary
state before starting statistics, particularly the adjustment and the
slow relaxation of the initial unique ion charge, is an empirical
process. An incorrect estimate of this charge given to all the ions
would result, at the end of the preparation phase, in an electron
density different from that fixed at simulation start. Indeed, the
number of free electrons in the constant simulation volume
increases (decreases) if the average charge has been under-
estimated (overestimated). Fluctuations of the plasma conditions
are inevitable but should be small enough to allow interpretation of
simulation results.
3. Results
Investigations available with MD are not limited to the study of
the statistical properties of complex systems in thermal equilib-
rium. The possible analysis of relaxation time between two well
defined equilibrium states is able to provide useful information on,
e.g., electron dynamics in plasmas.
3.1. Electron dynamics
Molecular dynamics simulations have the following typical
characteristic times illustrated here for a carbon plasma with
Ne% 1022 cm!3 and Te% 45 eV. The shortest time-scale is the time
step w10!19 s. The time for an electron to cross the average
distance r0 follows, w10!16 s. The relaxation time of the electron
velocity distribution is three orders-of-magnitude larger w10!13 s.
Longer still is the time required for the ion charge distribution to
reach equilibrium.
A first example is given by the relaxation of the electron energy
distribution between two equilibrium states. A numerical experi-
ment intended to observe the evolution of a two component
plasma in a state A towards an other equilibrium state B is per-
formed under the following conditions. The initial state A is the
superposition, without ion–electron interaction, of a one compo-
nent plasma (OCP) of ions and an electronic OCP. Both OCPs are in
thermal equilibrium at the same temperature and the whole
system is neutral. In state A the electron energy distribution is
peaked at about 200 eV as the repulsive forces of the electron OCP
result in a positive potential energy for individual electrons. At time
t% 0, the ion–electron interactions are switched on without ioni-
zation recombination. Electrons start to be attracted by ions and
exchanges between the negative potential energy associated with
the ionwells and electron kinetic energy take place. This relaxation
can be analyzed with the energy distribution of electrons obtained
by sampling the sum of kinetic energy and potential energy of each
electron. At t% 0 there are no negative energy states. These states
then start to be populated due to the multiple collisions undergone
by the electrons. To illustrate a hydrogen-like carbon plasma at
Te% 45 eV and Ne% 1022 cm!3 is chosen for its specificity. As will be
shown below the equilibrium charge distribution resulting from
the model with ionization recombination, is peaked at w98% Z% 4
and is therefore useful for discussion and analysis of the model. In
Fig. 3. Ionic potential seen by an electron moving on a plane.
Fig. 4. Electron energy distribution relaxation for a carbon hydrogen-like plasma at
Ne% 1022 cm!3 and Te% 45 eV (dash: t% 0, solid: tw 10!12 s) compared to the distri-
bution at equilibrium (dots).
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Fig. 4, the electron energy distribution has been plotted at two
times, t% 0 and tw 10!12 s. A simulation thermostat has been
employed. The evolution shown results from the relaxation of the
system approaching a new equilibrium state. There is a large
difference between the time-evolved energy distribution function
and the distribution obtained at equilibrium with ionization/
recombination. Two reasons can explain this difference:
1) The ionization/recombination process favors the population of
non thermal electrons trapped in a metastable state. The
contribution of these electrons corresponds to the well sepa-
rated bump peaked at w!315 eV where the helium like ioni-
zation energy is !393.1 eV. There are about 20% trapped
electrons among the whole population. Therefore, 98% of the
ions can be considered as helium-like excited electron–nucleus
pairs.
2) Without ionization/recombination electrons possess thermal
(Maxwellian) velocity distribution. Multiple collisions allow
thermal electrons to descend deeply into ion wells, it is a very
slow process not yet completed after 1 ps of system evolution.
In general, several ion stages coexist in the plasma. This
complicates an analysis of the model based on the electron energy
distribution. Nevertheless this remains useful and feasible. Inclu-
sion of metastable states population results necessary in order to
reach equilibrium. This mechanism is accomplished by the ioni-
zation/recombination process implemented in the simulation
model. The point here is to allow clear identification of both
members of ion–electron metastable pairs and as a result, which
charges have to be included to calculate microfields in such highly
coupled plasmas.
To complement the previous illustration a second example
concerns the electron velocity distribution. Again the evolution
between two states A and B in thermodynamical equilibrium is
followed. A is chosen as an aluminum plasma at Ne% 1022 cm!3 and
Te% 50 eV with a ionic balance obtained at equilibrium, accounting
for ionization/recombination. At the start, the ionization/recombi-
nation is switched off. At positive times the system evolves freely
resulting in changes in the electron velocity distribution function.
In Fig. 5, the initial velocity distribution function is non-Maxwellian
as ionization/recombination permanently generates excited elec-
trons with non thermal velocities represented by the low velocity
Fig. 5. Electron velocity distribution relaxation for an aluminum plasma at
Ne% 1022 cm!3 and Te% 50 eV (dash: t% 0, solid: t% 2.5'10!13 s) compared to the
Maxwell distribution (dots).
Fig. 6. Ion abundance versus temperature for carbon at Ne% 1022 cm!3, (dots: NIST
data, black: this work).
Fig. 7. Ion abundance versus temperature for aluminum at Ne% 1022 cm!3, (dots: NIST
data, black: this work).
Fig. 8. Ion abundance versus density for aluminum at Te% 50 eV, (dots: NIST data,
black: this work).
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peak. Multiple collisions occurring after switching off the ioniza-
tion/recombination process induce a slow thermalization of the
excited electrons as shown by the solid curve on Fig. 5 which tends
towards the Maxwellian. Here again, this thermalization time
tw 3'10!12 s can be useful for the estimation of the electron
population time evolution in laser plasmas.
3.2. Ionization balance
Ion abundances versus temperature, deduced from the present
simulations, are shown in Fig. 6 and compared to data provided by
the NIST Saha database [9]. Results obtained for carbon at three
temperatures Te% 10, 45, 80 eV at Ne% 1022 cm!3 are plotted with
the corresponding NIST data. Comparisons of the same kind for
aluminum are plotted in Fig. 7. Inherently to simulation fluctuations
remain for the ion stage populations once a quasi-stationary state
has been reached. As a result, all the probabilities shown have to be
considered with error bars of a few percent.
In Fig. 8, the dependency on density for aluminum at Te% 50 eV
is shown to be in relative agreement with the NIST results. It is
worthwhile to note in Fig. 7 the dispersion of the NIST data and
a shift of the present results towards smaller charges. This shift is
decreased for higher temperatures and disappears at low density as
shown on Fig. 8 while it looks negligible for carbon in Fig. 6. Such
a different behavior for increasing coupling conditions, not yet
understood, suggests further questions, particularly, because the
self consistent treatment of potential lowering in the simulation
model.
4. Conclusion
Classical MD is a powerful and versatile tool for the investigation
of complex many-body systems. A possible way to improve its
capabilities in plasma modeling is to use known quantum data as
external parameters. Ionization energies of ion stages appear
essential as they control storage and exchange of negative potential
energy with electrons. Ionization energies necessarily come with
the implementation of ionization and recombination mechanisms
allowing equilibration of ion populations self consistently. Because
of the empirical characteristic of the model and the possible
influence of the neglect of any radiative processes in the system
evolution, the present results cannot be considered as benchmarks
but contribute to the validation of the method.
MD applied to ions and electrons involves inherent difficulties.
As shown in the present work it is possible to effectively overcome
quite well these difficulties for highly coupled conditions, including
the possibility of following the plasma evolution, over a long period
of time. Simulations are illustrated herewith carbon and aluminum
plasmas. Weakly coupled plasma conditions which require more
expensive MD calculations are neither readily available nor useful
in comparison with standard approaches. Implicitly, MD is able to
take into account dynamically for all the complexity of the potential
for charge motion including ion potential lowering, charge-
exchange, many-body collisions, collective behaviors, and non-
Maxwellian velocity distributions. As shown above, beside the
usual mean statistical quantities andmicrofields, MD is appropriate
to provide information on electron dynamics up to a few picosec-
onds. In this way the evolution time between a well defined initial
state of the system to an other equilibrium state can be estimated
through the development of the velocity distribution or the elec-
tron energy distribution.
The plasma model chosen for ionization and recombination
mechanisms associated with the molecular dynamics approach,
behaves similarly to models found elsewhere. Hopefully, this work
opens a non standard point of view for coupled plasma analysis.
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The ionization potential of an ion embedded in a plasma, lowered due to the whole of the charged particles
(ions and electrons) interacting with this ion, is the so-called plasma effect. A numerical plasma model based
on classical molecular dynamics has been developed recently. It is capable to describe a neutral plasma at
equilibrium involving ions of various charge states of the same atom together with electrons. This code is used
here to investigate the ionization potential depression (IPD). The study of the IPD is illustrated and discussed
for aluminum plasmas at mid and solid density and electron temperatures varying from 50eV to 190eV. The
method relies on a sampling of the total potential energy of the electron located at an ion being ionized. The
potential energy of such electron results from all of the interacting charged particles interacting with it.
c⃝ 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
1 Introduction
The radiative properties of an atom or an ion surrounded by a plasma are modified through various mechanisms.
For instance, the line shapes of radiation emitted by bound-bound transitions are broadened and therefore carry
informations useful for plasma diagnostics. Depending on plasma conditions, the electrons supposedly occupy-
ing the upper quantum levels of radiators no longer exist as they belong to the plasma free electron population.
All the charges present in the radiator environment, electrons and ions, contribute to the lowering of the en-
ergy required to free a bound electron. This mechanism is known as ionization potential depression (IPD). The
knowledge of IPD is useful as it affects both the radiative properties of the various ionic states and their pop-
ulations. Its evaluation requires dealing with highly complex n-body coupled systems, involving particles with
different dynamics and attractive ion-electron forces. A few recent experiments [1, 2] leading to IPD measure-
ments in situ renew interest for this issue, see for instance [3–7]. Some approximate models allow a general
discussion of these experiments as they provide a scaling for the IPD. Our will to contribute to the discussion
on IPD has motivated the development of a distinct approach. The work on IPD described here is carried out
using a classical molecular dynamics (MD) code, the BINGO-TCP code [8], developed recently to simulate neu-
tral multi-component (various charge state ions and electrons) plasmas. Our simulations involve the mechanism
of collisional ionization/recombination necessary to simulate stationary plasmas with a definite temperature and
equilibrated populations of ions of various charge states. The code which is particularly robust and versatile is
an efficient tool able to provide approximate reference data available by sampling, once a stationary state of the
plasma has been reached. All the advantages of classical MD techniques are a benefit in the present approach
which relies on a reduced set of postulates involving mainly an ion-electron potential depending on the ion charge
state and an ionization-recombination protocol which controls the plasma ion charge distribution in the plasma
and the trapping of electrons in the ion wells.
Our study focuses on aluminum plasmas for two ionic densities and several temperatures in order to explore
the IPD for different plasma coupling conditions.
∗ Corresponding author. E-mail: annette.calisti@univ-amu.fr
c⃝ 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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2 Model summary
2.1 Theoretical models
The IPD has been formulated in the sixties following two slightly distinct paths. First, Stewart and Pyatt [9]
proposed a model using the finite-temperature Thomas-Fermi potential for the average electrostatic potential
near nuclei of the plasma particles. The bound electrons are considered as part of the unperturbed ion. The
plasma free electrons are described by Fermi-Dirac statistics and ions by Maxwell-Boltzmann statistics. Note
that in this model, the bound electrons do not contribute to the reduction of the ionization energy. The reduction
of the ionization energy is given by:
∆USP (Z) =
3Ze2
2r0
!"
1 + (
λD
r0
)3
#2/3
− (λD
r0
)2
$
(1)
λD =
%
kT
4π(ni + ne)e2
,
4πnir
3
0
3
= 1 (2)
where Z is the charge state of the atom (or ion) after the ionization occurrence, i.e. Z = 1 for neutrals, λD
is a generalized Debye length and r0 the average inter-ionic distance for the average ion charge Z. ni is the
corresponding ion density and ne the electron density. In the high density or low temperature limit, the IPD
becomes:
∆USP (Z) =
3Ze2
2r0
(3)
Second, Ecker-Kröll [10] formulated a generalized Saha equation as a function of the chemical potential of the
plasma. This model assumes two functional forms for the IPD depending on the particle (ions plus electrons)
density:
∆UEK(Z) = Ze
2
&
1/λD
C × (1 + Z)1/3/r0
ncr ≥ ni(1 + Z)
ncr < ni(1 + Z)
(4)
where
ncr =
3
4π
'
kT
Z2Ne
2
(3
(5)
is the critical density which includes both ion and free electron densities, ZN being the nuclear charge and T the
plasma temperature. The constant C is determined by imposing the continuity of the IPD at the critical density:
C =
'
r0
(1 + Z)1/3λD
(
ncr
. (6)
Recent experimental results [1] have shown discrepancies with the SP model which is the most widely used
among the IPD models and, shown good agreement with the EK model in which C has been set to 1 according to
experimental considerations. In contrast, other experimental results [2] obtained independently have corroborated
the SP model. In the following, we will compare our simulation results with both models SP and EK with C = 1.
2.2 Molecular dynamics, potentials and ionization/recombination protocol
The BINGO-TCP code is based on standard MD techniques. The particle motions in the simulation box are ruled
by a Verlet velocity algorithm [11] associated with periodic boundary conditions. The whole of the interactions
between charges contribute to the motion of the individual electrons and ions. The time step is chosen for an
accurate description of electron motion. The total charge in the box is zero. The Born-Oppenheimer approxima-
tion is not useful and collective behaviors naturally appear. The BINGO-TCP code involves two major features
intended to achieve realistic simulations of plasmas, with ion charge distributions adjusting with temperature and
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density conditions. First, a regularized electron/ion potential, i.e., finite at short distances, that depends on the
ion charge Zi is defined to be:
Vie(r) = −Zie2e−r/λ(1− e−r/δ(Zi))/r (7)
where the regularization distance δ(Zi) is function of the ionization energy Ei of an ion of charge Zi. An electron
located at an ion (r = 0) occupies the fundamental state of the ion whose charge is Zi with a core charge Zi + 1
such that
δ(Zi) = Zie
2/Ei (8)
Ion-ion and electron-electron potentials are taken to be screened Coulomb potentials
Vii,ee = Z
2
i,ee
2e−r/λ/r (9)
The screening factor present in these potentials e−r/λ where λ is half the simulation box size, helps to smooth
the small fluctuations of forces arising with the periodic boundary conditions. It doesn’t affect the mechanisms
controlling the particle motion in the simulation box.
The second major feature is that the collisional ionization/recombination process implemented in the code has
two fundamental functions. On the one hand, it allows the evolution of the charge state population towards a
stationary state depending on temperature, density and composition of the plasma. On the second hand, it favors
the creation of a population of electrons temporary trapped in the ion wells. Briefly, the local conditions for the
ionization of an ion of charge Zi are controlled by the total energy E and the location, inside a shell around
the ion, of the two nearest neighbor electrons of that ion. If E > 0, Zi is replaced by Zi + 1 and an electron
appears at the same location as the ion being ionized. This electron-ion pair stands for the fundamental state of
Zi. The effective ionization, i.e., the heating of the supplementary electron is a long term process resulting from
the multiple interactions in the simulation box. An analogous process occurs for the collisional recombination of
an electron when E < 0. The sign of the total energy of individual electrons provides a simple way to separate
the electron population into trapped (negative energy) and free (positive energy) electrons. Electron temperature
and density are obtained on the basis of the free electron population.
The present work uses the instantaneous placement of one supplementary electron at an ion to start an ion-
ization process. The ionization protocol guarantees that there is no other electron at short distance from the ion
undergoing an ionization. The magnitude of the supplementary electron potential energy represents the opposite
amount of kinetic energy required by the electron to join the free electron population. Such events are rather
seldom but sufficient to perform a statistical study of these energies for each kind of ion. Their average for each
ionic charge state is interpreted as the corresponding IPD.
3 Results
The study of the IPD is illustrated and discussed for aluminum plasmas at two different densities (ρ = 0.34 g/cm3
and ρ = 2.7 g/cm3) and plasma temperatures varying from 50 eV to 190 eV. TCP-MD simulations have been
performed with 80 atoms of aluminum. We started the simulations with an electronic density corresponding to
a mean charge Z = 8. After an equilibration step controlled by imposing the temperature, we ensure that an
equilibrium state has been reached by checking the stationarity of the total energy and the charge distribution.
The analysis of the electron energy distribution function permits the inference of the electronic density and
consequently of the mean charge value Z. The distribution function of negative energies is associated with
trapped electrons. As the total number of electrons in the simulation box is known, this function allows us to
estimate the density of free electrons in our simulations. The variation of the mean charge value as a function of
the temperature has been plotted in fig. 1 and compared with the FLYCHK code [12] results. It can be observed
that, except at the highest temperature, the mean charge value obtained by TCP-MD simulation is smaller than
the one obtained by FLYCHK. Nevertheless, the agreement is good with an overall difference of less than 6.5
%. At the solid density, it has been found that the mean ionization of the simulated plasmas was larger than that
inferred by FLYCHK and that the overall difference was about 20 %.
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Fig. 1 Mean charge value versus temperature at
ρ = 0.34 g/cm3.
By sampling the total potential energies of the electrons located at ions being ionized while they are in the
same ionization charge state (cf. fig. 2(a)), we have access to their corresponding average ionization energy.
The difference as compared to the ionization energy of the isolated ions can be interpreted as the corresponding
IPD. The IPD of the different ion charge states present in the simulated plasma has been measured for five cases
of temperature at ρ = 0.34 g/cm3. The results are plotted in fig. 2(b). It can be noticed that the statistics on
the ionization events did not permit the measurement of the IPD for Z lower than 8. The IPD decreases as the
temperature increases. The SP model presents a similar behavior but not the modified EK one which depends on
the temperature only through the value of Z.
Fig. 2 (a) Distribution of the total potential energy of an electron located at different charge state ions at 100 eV and ρ = 0.34
g/cm3. (b) Evolution of the IPD with the temperature at ρ = 0.34 g/cm3.
Figure 3 and 4 show the comparisons of the TCP-MD results with the SP and EK models at ρ = 0.34 g/cm3
and Ti = Te = 100 eV, and ρ = 2.7 g/cm3 and Ti = Te = 50 eV, respectively. As expected, the IPD is
greater for the highest density and lowest temperature and it corresponds to a ionization energy 40% lower than
the corresponding energy of the isolated ions. With C = 1 and the chosen conditions, the modified EK model
gives IPD values greater than the SP predictions. For both cases, the simulated IPDs fall in between the two
models. It can be seen in fig. 4 that the IPD compares well with the SP strong coupling limit. However, the
good agreement observed does not allow to conclude because the SP strong coupling limit does not depend on
temperature contrary to our calculation performed at Ti = Te = 50 eV.
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Fig. 3 Comparison of the simulation results at 100
eV and ρ = 0.34 g/cm3 with the SP and EK mod-
els. (stars): ionization energy of the isolated ion,
(triangles): simulated ionization energy, (black tri-
angles): simulated ionization potential depression,
(dash-dotted line): modified EK model, (full line):
SP strong coupling limit, (dashed line): SP model.
Fig. 4 Comparison of the simulation results at 50
eV and ρ = 2.7 g/cm3 with the SP and EK models.
Same code as fig. 3.
4 Conclusion
The ionization potential depression in a dense aluminum plasma has been simulated via a pure classical model
based on classical molecular dynamics simulation method adapted to follow the evolution of plasmas involving
ions of various charge states. Due to the specific implementation of the ionization/recombination model, our
classical MD method gives access to the ionization potential of an ion accounting for the influence of the free
electrons and neighboring ions. By comparison with the ionization potential of the equivalent isolated ions, the
ionization potential depression can be estimated.
Both the regularized ion electron potential design and the ionization/recombination protocol result in a ion
charge distribution which depends on density and temperature. The equilibrium particle configurations are ad-
justments, at a given temperature, of slow ions represented by wells with depths depending on the ion charge and
fast electrons either trapped or free. Such a behavior, based on energy exchange mechanisms between particles,
appears to be quite independent of the potential well shapes and the details of the ionization/recombination pro-
tocol. Concomitantly with the development of the BINGO-TCP code, a model to account for quantum processes
in classical MD has been developed based on different but similar idea to model atomic processes in dense non
equilibrium plasmas [13]. Comparisons between both methods are still to be done.
Calculations have been performed at two ionic densities, ρ = 0.34 g/cm3 and ρ = 2.7 g/cm3 and for tem-
peratures varying from 50 to 190 eV. First, It has been shown that the IPD depends on the temperature. Second,
the results obtained with our TCP-MD simulation code have been compared with different semiclassical models,
the SP model and the associated strong coupling limit which are widely used in astrophysical and laser plasma
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simulations, and the EK model which has been modified accordingly with Ciricosta et al. experimental results.
It has been shown that the simulated IPD falls in between the SP and EK model results and compares well with
the SP strong coupling limit for the highest density and lowest temperature. These first results are very encour-
aging. Owing to the fact that a bad estimation of the IPD in laser plasma simulations have consequences for
the estimation of the ionization degree, the equation of state etc., the model proposed in this work appears as
an important tool to provide data for further discussion on IPD models. The present results being obtained for
stationary plasmas at equilibrium, the next step will be to simulate plasmas with cold ions in order to compare
with Ciricosta et al. experimental results.
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Abstract. A classical Molecular Dynamics simulation model, designed to simulate
neutral plasmas with various charge states of a given atom together with electrons, is
used to investigate the ionization potential depression (IPD) in dense plasmas. The
IPD is discussed for aluminum plasma at and out of equilibrium. The simulation
results are compared with those of earlier theoretical models and with experimental
data obtained in the framework of x-ray free-electron laser experiments. The model
proposed in this work appears as an important tool to provide data for further
discussion on IPD models.
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1. Introduction
The ionization potential depression (IPD) of an ion in a dense plasma is somehow an
average quantity characterizing the global e↵ect of the plasma on that ion. Quantum
properties, e.g., the ionization potential of an ion are modified due to the interactions of
the valence electron with the whole of the surrounding charges. Essentially two distinct
theoretical models, the Stewart-Pyatt (SP) [1] and Ecker-Kröll (EK) [2] models have
been developed and used to describe the IPD. Recently, their validity has been discussed
in the framework of two experiments, one using an x-ray free-electron laser [3] and the
other one using a high-power optical laser [4] to create the dense plasma. It seems that
neither the SP model nor the EK model be able to explain both experiments. This has
initiated a renewed interest for the problem of the ionization potential depression in
dense plasmas, see for instance [5, 6, 7, 8, 9].
In a previous study of the IPD [10], we considered an aluminum plasma in
equilibrium, i.e. with equal ion and electron temperature. Such conditions are quite
academic in regard of the true experimental process of generation of plasmas for IPD
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studies by impact of a short radiation pulse on a solid target [11, 3]. In these experiments,
the electrons within the target are heated, within 80 fs, to temperature between 70 eV
and 180 eV depending on the photon energy of the irradiation. Moreover, the K shell
fluorescence, on which the interpretation of the experiment is based, only occurs while
the target is irradiated (80 fs). On this time scale, the ion motion is negligible and
emission occurs in a plasma where the ion density ni is the solid-density and where the
electron density is given by ne = Zni, with Z the ionization amount. To get closer of
these conditions one can use MD to simulate a two component plasma of ions at room
temperature and solid density, and electrons in pseudo equilibrium with the cold ion
population. The argument here is that the electron adjustment to the ions can occur
in a time that does not allow the ion population to be heated by the electrons. The
code BINGO-TCP [12, 13] has been used to match approximately these conditions, with
typically the ion temperature, Ti = 300K and two electron temperatures, Te = 50eV or
Te = 160eV . The purpose of this work is the evaluation of the di↵erences induced on
the IPD by these two kinds of plasmas at and out of equilibrium.
The real question that arises here, is : does the generation process of the plasma
can a↵ect the IPD measurement?
2. Model summary
In the vicinity of an isolated ion, i.e., a point charge an electron moves into an attractive
spherical potential. If there are several ions, an electron moves into a complex potential
resulting from the sum of the individual ion potentials which overlap and the electron
potentials. In average the plasma is neutral and the electrons provide a negative blurred
imprint of the ion structure. This is clearly connected to the kinetic energy required to
extract a trapped electron from a local minimum energy attached to an ion of charge Z.
In average these energy are interpreted as the ionization potential of ions of charge Z
in the plasma. In the following, semi classical models developed elsewhere to solve this
N-body problem will be used.
Both the theoretical and simulation models have been recalled elsewhere [10]. Their
following mention is limited to a few guidelines.
2.1. Theoretical models
Two theoretical models formulated in the sixties for plasmas in equilibrium will be used
in the following for discussions. These models are of importance as they are commonly
used for dense plasma modeling.
The Stewart and Pyatt model [1] is based on the finite-temperature Thomas-Fermi
potential for the average electrostatic potential near nuclei of the plasma particles. The
bound electrons are considered as part of the unperturbed ion and do not contribute
to the reduction of the ionization energy. The plasma free electrons are described by
Fermi-Dirac statistics and ions by Maxwell-Boltzmann statistics. The SP model relates
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the IPD of an ion of charge Z to the generalized Debye length  D:
 USP (Z) =
3Ze2
2r0
⇢ "
1 + (
 D
r0
)3
#2/3
  ( D
r0
)2
 
(1)
 D =
s
kT
4⇡(ni + ne)e2
,
4⇡nir
3
0
3
= 1 (2)
where Z is the charge state of the atom (or ion) after the ionization occurrence (Z = 1
for neutrals), r0 the average inter-ionic distance for the average ion charge Z. ni is
the corresponding ion density and ne the electron density. In the high density or low
temperature limit, the IPD becomes:
 USP (Z) =
3Ze2
2r0
(3)
Second the Ecker-Kröll model [2] reads
 UEK(Z) = Ze
2
(
1/ D
C ⇥ (1 + Z)1/3/r0
ncr   ni(1 + Z)
ncr < ni(1 + Z)
(4)
where
ncr =
3
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2
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(5)
is the critical density which includes both ion and free electron densities, ZN being the
nuclear charge (ZN = 13 for Al) and T the plasma temperature. The constant C is
determined by imposing the continuity of the IPD at the critical density:
C =
 
r0
(1 + Z)1/3 D
!
ncr
. (6)
None of these two models allows ionic and electronic distinct temperature. In the
following, we will compare our simulation results with both models SP and modified
EK with C = 1 according to experimental considerations [3].
2.2. Molecular dynamics, potentials and ionization / recombination protocol
The BINGO-TCP simulation code described in [12, 13] involves two major specificities.
First, an ion / electron regularized potential which avoids Coulomb collapse has
been implemented in the simulation. The choice of the potential is guided by the study
of the evolution of ion charge populations. For this purpose, the potential depends on
the ion charge Zi through the characteristic length  (Zi) in order to fit the ionization
energies of the various ion stages.
Vie(r) =  Zie2e r/ (1   e r/ (Zi))/r. (7)
This choice implies that an electron located at an ion (r = 0) occupies the fundamental
state of the ion whose charge is Zi with a core charge Zi + 1 and with the expected
ionization potential for that ion
Ei = Zie
2/ (Zi) (8)
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where Ei is the ionization energy of the unperturbed ion of charge Zi. It would not
be suitable for electron temperatures much higher than the highest ionization energy,
leading to a plasma of fully ionized ions and electrons.
The screening parameter   reminds that in our simulations the forces between
particles are e↵ectively screened by the simulation box. This helps to smooth the small
fluctuations of forces arising with the periodic boundary conditions. It doesn’t a↵ect
the mechanisms controlling the particle motion in the simulation box.
Second the collisional ionization / recombination process implemented in the code
relies on the knowledge of position and velocity of individual particles at each time step.
The main idea is to extract from these data an information about a local characteristic of
the plasma around an ion ”A”. For that purpose notions of hot shell and cold shell of an
ion have been introduced. They correspond to the location of the two nearest neighbor
electrons and the sign of their total energy used to evaluate if locally the plasma, at one
step of its evolution, is favorable to an ionization (positive energy) or a recombination
(negative energy) of ion ”A”. This test results into a pre-ionization, i.e., an increase by
1 of the ion charge and one more electron or a recombination, i.e., a decrease by 1 of the
ion charge while the nearest neighbor electron is removed. This local discontinuity over
one time step is then accounted for by the whole system through a normal evolution.
The pre-ionized state, i.e., an ion with a trapped electron can be converted into an
ionized state through multiple collisions. The actual ionization or recombination of an
ion lasts until a new ionization or a recombination becomes allowed.
The collisional ionization / recombination process allows a fast joint equilibration
of the electron population with the ionic charge state population. ”Equilibration of
ions and electrons”refers to the necessary preparation phase of the particle set (into
the simulation box) before extracting any sampling from simulations. At start, the ion-
electron interaction potentials are switched-on inducing a non equilibrium state of the
ion-electron plasma obtained by mixing electrons with ions of the same kind. Due to
the pairwise exchange of kinetic and potential energy, this non equilibrium state, would
evolve towards a state far from the density-temperature conditions expected regarding
the objective of the simulation. The electron temperature is constrained by velocity
rescaling while the ionization recombination process broadens the charge distribution.
During this short phase no significant change of ion temperature and positions can occur.
At the end of the preparation phase the system follows a quasi stable evolution with
stationary trapped and free electron populations. The system evolution is considered
as stationary, when the ionization events compensate the recombinations and the total
energy fluctuations of the simulated particles remain small.
During the stationary evolution of the simulation cells, each ionization event of an
ion starts with the placement of an electron at the ion. This placement means that the
valence electron is in its fundamental state and has a vanishingly small kinetic energy.
The total energy of this electron takes into account the whole complexity of the potential
energy surface around the ion including the ionization energy lowering at a local level
due to the surrounding charges. The ionization potential of ions with a given charge
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in the plasma is obtained as the average of the corresponding instantaneous ionization
potentials and the IPD results from the di↵erence with the ionization potential of the
corresponding isolated ion.
Classical molecular dynamics is designed to solve ideal N-body problems. Here,
ideal, means that the system under study relies on the simplest hypothesis. One of the
main interest to use MD is to fully account for electron dynamics and for the structure of
ion configurations. In the previous work reported, [10], the ideal system was defined as
a stationary aluminum plasma at solid density and equal ion and electron temperature
Te = Ti. This choice is quite academic as we do not know if the generation of such a
plasmas can be practically done. Another type of ideal system, composed with aluminum
ions at room temperature, imbedded into hot electrons e.g., a few tens of eV, can be
considered. This second ideal experiment corresponds to the conditions that could be
obtained by a short radiation pulse on solid aluminum. In our MD simulation the
only mechanism of temperature equilibration of two kinds of interacting particles e.g.,
ions and electrons, is a collisional mechanism. Coulomb explosion is not allowed as the
system is infinite and there is no hot electron. The mass di↵erence between aluminum
ions and electrons ensures the coherence of the two temperature model because the
necessary ion / electron equilibration phase can take place with a negligible heating of
the ion component.
3. Results and discussion
Both the electrons and ions are responsible for the IPD, however, in the framework of
our ion-electron MD simulations, their respective e↵ect cannot be considered separately.
With MD, the electron-ion interaction is not represented by a potential screened by
the electrons themselves but accounts for all the surrounding electrons through binary
interactions. Contrary to MD, theoretical models link the IPD to the electron plus
ion Debye screening of ions with the average charge and the average ion-ion distance
(SP model) or connect the IPD to the average static electric micro-field (EK model)
generated by ions and electrons. Both these approaches based on an approximate ion
e↵ect, could provide some insight on the specific electron contribution to the IPD.
In our model, electrons adjust dynamically to ions to compensate the ionic charge.
Therefore, the electron plasma structure gives an approximate negative imprint of the
ion structure. Here, ions are practically motionless over a typical time of interest (⇠100
fs) while electrons behave more or less like a fluid. A series of simulations with di↵erent
temperature and ionic density will help the understanding of the main mechanisms
giving rise to the IPD.
The study of the IPD is illustrated and discussed for two aluminum plasmas:
one with ions at room temperature with hot free electrons and one at equal ion /
electron temperature. The di↵erence between the two plasmas appears in the ion-ion
pair correlation function.
For ions at room temperature a quasi crystalline ion configuration results into a
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Figure 1. ion/ion pair correlation function at room temperature
Figure 2. ion/ion pair correlation function at Te = Ti = 50eV
series of peaks in the g(r) plotted in fig. 1 while in fig. 2, at equal ion / electron
temperature a smooth ordered structure is revealed only by a bump. The term ”quasi-
crystalline” refers to our calculation process carried out on a set of independent initial
ion configurations at room temperature prepared at random but not at all like a perfect
crystalline structure. Even though, the pair correlation function in fig. 1 is fairly noisy,
this does not a↵ect the IPD measurements.
The influence of the ionic structure on the IPD is shown in fig. 3 together with
the comparison with the di↵erent models. Simulations show that there is an increase
of the IPD for the case with ions at room temperature. An interpretation of this result
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associates the overlapping of the ion wells which depends on their short distance ordering
to an increase of the IPD. At room temperature the quasi crystalline ordering results
into a lowering of the energy required to free an electron from the ion configurations.
Comparisons with theoretical models show that our simulation results fall in between
both models.
Figure 3. Influence of the ionic structure on the ionization potential depression (IPD).
The ion well overlapping mechanism which strongly depends on the ionic structure
appears to be fundamental in the IPD formation. A compression of the plasma at a
ionic density greater than solid density, ni = 8 ⇥ 1022cm 3, increases this overlapping
inducing an increase of the IPD as can be shown in fig. 4.
Comparisons with theoretical models show here again that our simulation results fall
in between both models and that the density variation is qualitatively well reproduced
by both models even though our simulations predict an IPD increase twice less large than
the theoretical models. Analyzing fig. 3 and 4, it appears that the IPD corresponding
to a simulated system with ions at room temperature would be better represented by
the EK model.
This model describes the lowering of the ionization potential as being due to the
presence of an electric microfield and the ionization potential is defined as the di↵erence
between the ground state energy of the ion of charge Z and that of the ion of charge
Z + 1. The IPD EK-model only depends on the total density (ion plus electron) and
thus depends on the ionization amount. In our simulation model, the ionization amount
is deduced from the total energy distribution of the electrons associated to the total
number of electrons in the simulation box. For Te = 50eV , we have obtained Z = 7.09
for the ions at room temperature and Z = 6.56 at equilibrium. These results are
consistent with the IPD increase at room temperature. We recall that in our model, the
ionization / recombination process is a pure collisional process. In order to compare, our
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Figure 4. IPD simulation and theoretical model results for Te = 50eV . empty squares:
compressed; black squares: solid density.
results with the models for di↵erent ionization amounts, a calculation at Te = 160eV
has been performed in both cases Ti = 300K and Ti = 160eV corresponding to Z = 9.55
and Z = 8.99, respectively. The results are presented in fig. 5.
Figure 5. Comparisons of IPD simulation results with models for two di↵erent
electronic temperatures.
When the electron temperature increases to Te = 160eV two points have to be
considered. First, the plasma composition is modified as confirmed by the increasing
Z̄. Z = 9 and Z = 10 are the only data available through sampling of the IPD.
For simplicity, the helium-like and hydrogen-like charge state are not considered in our
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model. The corresponding ionization energies are greater than 2000eV , i.e., more than
one order of magnitude than the electron energy. A population of ions reduced to
the highest charges has certainly a consequence on the overlapping of the ion wells.
However, it should be noted that there is no practical way to determine the ion charge
distribution because there is no mean to neatly separate an excited ion, i.e., an ion
with a trapped electron, from a bare ion of the same charge. One can only assert that
bare ions with Z < 9 are almost absent with Te = 160eV . Second, the negative image
of the ion structure given by the electrons is blurred in comparison with the case at
Te = 50eV . The resulting e↵ect is a net decrease of the IPD as shown in fig. 5. In
the same figure one can see that at the highest temperature the increase of the IPD
for ions at room temperature is larger than for Te = 50eV . A tentative interpretation
of the e↵ect due to faster electrons seems to be a reduced influence of the electrons on
ions or in terms of electron screening present in the theoretical models, an increasing of
the Debye length  D. According to this, it can be noticed that the variation with the
temperature is better represented by the SP model than the EK model in which the
temperature increase only appears in the value of the Z.
The electron contributions to the IPD can be analyzed in terms of the electron total
energy distributions.
Figure 6. Electron total energy spectra. Continuous line: Ti = Te = 50eV , dotted
line: Ti = 300K
These distributions roughly measure the population of trapped electrons with
negative energy versus the free electron population with positive energy. They allow to
estimate the free electron population and therefore the average ion charge Z̄. In fig. 6,
the energy distributions for the two kinds of plasmas are slightly di↵erent. The transfer
of a small amount of negative energy electron population to the positive energy region
confirms that the ionization is made easier for the plasma with cold ions.
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Figure 7. Electron total energy spectra. Continuous line: Ti = Te = 50eV , dotted
line: Ti = Te = 160eV
In fig. 7, the electron total energy distribution functions are plotted for both
equilibrium cases, Ti = Te = 50eV and Ti = Te = 160eV . The bump in the negative
energy region means that there is a small population of electrons deeply trapped around
the highest charge state present at Te = 160eV around  350eV . Within our approach
these electrons are the classical equivalent of excited states below ionization occurring
for ions with a net charge Z   1. The proportion of positive energy electrons is neatly
increased at 160eV compared to 50eV . At the same time, the total electron number
in the simulation box itself is also increased in relation with the increase of the mean
charge Z̄.
Finally in fig. 8, we compare our simulation results with experimental data [3].
Even though considering ions at room temperature improves greatly the comparisons
with experiment, some discrepancies remains. In the experiment, the ionization process
is dominated by photoionization followed by KLL Auger decay, so, it will only take
place in a given ion if the photon energy of the pump lies above that ion’s K edge.
As a consequence, each experimental point in fig. 8, corresponds to a di↵erent pump
photon energy and thus to di↵erent plasma conditions. In our simulation models, the
ionization process is a pure collisional process and each series of points is the result of a
unique numerical experiment (all values of the IPD are measured in the same simulated
plasma).
4. Conclusion
In this paper, a classical molecular dynamics simulation code, BINGO-TCP, has
been used to infer the ionization potential depression in dense plasma at and out of
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Figure 8. Comparisons with experimental data [3].
equilibrium accounting for the influence of the free electrons and neighboring ions.
Thanks to a ionization / recombination process associated to an ad-hoc ion-electron
regularized potential, this code developed a few years ago, allows us to simulate neutral
systems involving di↵erent charge state ions and electrons.
Calculations have been performed at two ionic densities, ni = 6 ⇥ 1022cm 3 and
ni = 8⇥1022cm 3 and two di↵erent electronic temperatures, Te = 50eV and Te = 160eV .
Two types of plasmas have been considered, at equilibrium with Ti = Te and out of
equilibrium with Ti = 300K.
Our conclusion about the IPD inside an aluminum plasma at solid density reflects
the complexity of the problem. For some aspects our study should be considered as
preliminary. Our simulations tend to show that the IPD depends not only on the average
ion charge but on the relative placement of the ions. This attributes an important role to
the ion temperature and suggests that overlapping of the ion wells is a major mechanism
in the calculation of the IPD in plasmas.
An electron temperature change induces both a change in the electron adaptation
to the ions and a change in the ion charges present in the plasma which in turn plays a
role in the ion well overlapping mechanism.
Comparisons with the theoretical models, show that neither Stewart and Pyatt nor
the modified Ecker and Kröll (with C taken equals to 1) models are able to reproduced
simulations results even though the modified EK model seems to be in better agreement
with our results for ions at room temperature. The EK model has been developed for
strong coupling plasmas and the SP model provides an answer to the IPD which yields
the ion-sphere and the Debye-Hückel results as approximate limits. None of them had
been designed to be used in non-equilibrium conditions. As a consequence, nothing in
this study allows us to conclude that one or the other of the two models is better or not.
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Even though, the simulated plasmas cannot be considered as being exactly in
the same conditions as the experimental plasmas, the ionization process being purely
collisional, comparisons with experimental data show an overall good agreement.
The model proposed in this work appears as an important tool to provide data for
further discussion on IPD models.
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a b s t r a c t
A classical Molecular Dynamics code has been developed to simulate dense plasmas i.e. neutral systems
of interacting ions and electrons. Our goal is to design a tool that relies on a reduced set of microscopic
mechanisms in order to obtain solutions of complex time dependent N-body problems and to allow an
efficient description of the plasma states between classical high temperature systems to strongly coupled
plasmas. Our present objective is an attempt to explore the behavior of such a classical approach for
typical conditions of warm dense matter. We calculate the dynamic structure factor in warm dense
beryllium by means of our molecular dynamics simulations. The results are then compared with those
obtained within the framework of the random phase approximation (RPA).
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1. Introduction
The purpose of this work is to investigate the dynamical prop-
erties of electrons in warm dense plasmas using classical molecular
dynamics techniques. In dense plasmas, electron dynamics is
revealed in X-ray Thomson scattering experiments developed to
diagnose electron temperature and density, see Ref. [1] and refer-
ences therein. Schematically, a monochromatic incident X-rays,
which can penetrate dense and/or compressed matter, couples to
electron density fluctuations and the scattered spectrum shows a
central peak surrounded by wings mainly related to the free elec-
tron dynamics characteristics. If the length scale of the electron
density fluctuations measured in the scattering experiment is
larger or shorter than the screening length of the interaction po-
tential of the electrons, the collective or individual behavior of the
electrons will be accessed, respectively. Using Thomson scattering
as a diagnostic requires a proper theoretical treatment of the dy-
namic structure factor (DSF) for the interpretation of spectra. There
is still ongoing research for cases where the warm dense matter
(WDM) occurs, which is a complicated state of matter: electron
degeneracy and strong ioneion coupling mean that neither clas-
sical plasma nor solid matter formulations that use the usual ap-
proximations satisfactorily apply. In this context, simulation is a
reasonable way to predict the scattering spectra.
As other approaches to complexity, e.g., quantum molecular
dynamics (QMD), classical molecular dynamics (MD) for two
component plasmas (TCP) has to be developed within a framework
of constraints and approximations either grounded in theoretical
formulations or for the sake of computational feasibility. TCP-MD
proposed in this work [2,3], does not make use of the
BorneOppenheimer approximation and relies on a minimum set of
microscopic mechanisms implemented into a numerical code
designed to obtain numerical solutions of complex time-dependent
N-body problems.
The advantage of MD is to allow an efficient description of the
transition between classical high temperature systems and strongly
coupled plasmas. Conditions at which quantum effects would
prevail are not neatly defined. Bellow we choose to explore the
transition between classical and partially degenerate plasmas by
comparing TCP-MD results with those provided by other numerical
and theoretical methods. For this purpose it is necessary to use the
same simulation model over the whole density range. For TCP-MD,
all the particles considered are point particles, thus the main
constraint is the need to choose potentials that avoid the short
range collapse of ioneelectron pairs. The first advantage of this
choice is taken to introduce known ad hoc quantum characteristics
of isolated ions, e.g., the ionization energy or the diffusive proper-
ties of an ion for colliding electrons. The second advantage is that
one gains the ability to describe the ioneelectron coupling ac-
counting for mixtures of ions undergoing changes of their ioniza-
tion stages. Note that the coupling of electrons with radiation is
ignored. Within this classical scheme the energy of electrons is
continuous. The lowest energy of an electron depends on all the
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charges including the closest ion. The notion of discrete energy for
the ionic excited states is here replaced by its continuous equiva-
lent. Depending on its total energy and its nearest neighbor ion, an
electron is either trapped or free.
One postulates that molecular dynamics of a neutral system of
ions and electrons with soft potentials, has stable solutions.
Ignoring possible numerical drifts, stable here means that inside
the simulation cell, temperature and potential energy fluctuate
around averages. The way to drive the system into such a state, i.e.,
to reach a suitable phase space trajectory, is in itself a major
problem. The simplest method is to initiate the system into an
unequilibrated state then use an empirical procedure that con-
strains its evolution to approach an equilibrium state. The possi-
bility of using such a procedure takes advantage of TCP-MD, which
is designed to follow the evolution of a system of ions and electrons
out of equilibrium.
Below the following points will be discussed: First, the simula-
tion model based on approximate chargeecharge potentials
together with a three-body collisional ionization/recombination
mechanism is presented. Second, the technique used to obtain the
collective behavior of the free electrons from the TCP-MD is
described. Finally, the model and techniques are illustrated for the
case of warm dense beryllium.
2. Two component plasma molecular dynamics simulations
Classical molecular dynamics for two component plasmas, i.e.,
for mixture of interacting ions and electrons has proven useful, see
for example [4e6]. It complements QMD to span the whole domain
of dense plasmas, from solid to high energy matter. The specificity
of the present model relies on the choice of the chargeecharge
potentials and a mechanism of ionization/recombination allowing
one to model systems with ions in variable ionization states. The
MD simulations reported below are standard in the sense that a
finite number of particles is considered in a cubic cell. The velocity-
Verlet algorithm is used to propagate the dynamics. The time step
has to be chosen to be sufficiently small enough to allow a proper
description of electron motion. This requirement leads to a tech-
nical difficulty since the total simulated time necessary to obtain
relevant statistics is governed by the mobility of ions of the system.
Here we apply periodic boundary conditions to the cubic simula-
tion cell together with the minimal image convention to simulate
an infinite system. In the following, several useful statistical data
are sampled when the system is considered in a stationary state.
2.1. Soft potentials
The ioneion and electroneelectron interactions are taken to be
V12ðrÞ ¼ Z1Z2e2er=l
.
r (1)
where Z1Z2 is positive. For practical purposes, the Coulomb in-
teractions have been screened at a distance l x L/2, of the order of
the cubic cell size L. This screening is compatible with the usual
periodic boundary conditions in the MD simulation and given that
the interactions between charges introduce a physical screening at
much shorter distances, it does not affect any of the properties
considered in this work. This point has been checked numerically
by increasing the box size. The electroneelectron potential does not
account for degeneracy. The choice of a repulsive potential that
excludes short distance location of particles of the same sign is
required to guarantee the exchange of the mechanical energy be-
tween positive and negative charges. The electron dynamics
investigated is not that of a jellium model [7,8] and, thus, has to
account for the ion potential wells.
In contrast, electron-ion interactions are attractive and there-
fore configurations involving electron-ion distances of the order of
the de Broglie wavelength or shorter have to be considered. At such
distances, the Coulomb interaction must be regularized. A standard
regularized potential is as follow [9],
VieðrÞ ¼ Zie2

1 er=d

er=l
.
r (2)
where d is the short range regularization parameter. Regularization
provides well-defined classical physics for opposite sign charge
systems, and allows application of the N-body methods of classical
statistical mechanics.
A great deal of work on plasmas has been performed with the
help of pseudo potentials [9e11]. Owing to the temperature and
density domain considered in the present work, the choice of a
potential is guided by the study of the evolution of ion charge
populations. For this purpose, d depends on the instantaneous
ionization state in order to fit the ionization energies of the various
ion stages. This choice would not be suitable for electron temper-
atures much higher than the highest ionization energy, leading to a
plasma of fully ionized ions and electrons. In a potential given by
Eq. (2) the minimum energy of an electron located at the same
position as an ion of charge Z is Ze2/d. In what follows, the kinetic
energy required to overcome this minimum potential energy, i.e.
Ze2/d, will be considered as the ionization energy for an electron
trapped by an ion of charge Z. In this model, the zero temperature
limit is defined as a state where each ion has a unit charge and
possesses a single electron located at the bottom of its potential
well without relative velocity with respect to the ion.
Other parameters of interest are the average chargeecharge
distance, r0 ¼ (3/4pn)1/3, defined in terms of the charge density n,
the electron thermal velocity v0 ¼ (kBTe/me)1/2, the ion coupling
constant G ¼ <Z>2e2/r0kBT where < > is an ensemble average, the
thermal de Broglie wavelength Le ¼ h=ð2pmekBTeÞ1=2, the Debye
length lD¼ (kBTe/4pnee2)1/2 and the electron degeneracy parameter
Qe ¼ 2mekBTe=Z2ð3p2neÞ2=3. Molecular dynamics simulations of
two component plasmas (TCP-MD) are carried out using N elec-
trons and N/Zi ions. The chosen simulation protocol implies that the
electronic density is a fluctuating quantity.
2.2. Collisional ionization recombination protocol in classical MD
Usual collisional models [12] for ionization/recombination in
plasmas assume that electrons follow well-defined trajectories
given by their impact parameter and their velocity. Averages are
performed to calculate the ionization and recombination rates and
the resulting equilibrium ion charge distributions. This approxi-
mation cannot be considered as relevant for dense plasmas for
which the notion of binary electroneion collision becomes inap-
propriate. On average, for a neutral plasma there are Zi electrons per
ion and both the trajectory and the energy of an electron are
nonlinear functions of all surrounding charges. In an attempt to
describe multi-collisional processes in dense plasmas, we recently
developed more suitable concepts practical to MD simulations. The
notion of a shell has been introduced to characterize the near
plasma environment of ions. The shell belonging to a particular ion
is composed of its two nearest neighbor electrons, denoted first
nearest (FNe) and second nearest (SNe) electron. During a time step
[ti,ti þ dt], depending on the local configuration space of the plasma
(mutual nearest neighbors criterion between the ion and its FNe)
and on the total energy of the two neighbor electrons, the shell is
labeled hot, cold or inactive. The electron total energy criterion
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takes into account the whole complexity of the potential energy
surface around the ion including the ionization energy lowering at
a local level due to the surrounding charges.
A hot shell around one ion starts an ionization process of this ion
while for a cold shell a recombination of the FNe electron occurs.
This means that during the time step [ti,ti þ dt], an electron appears
or disappears and the ion charge increases or decreases by one unit.
After this instantaneous event all the involved particles continue
evolving according to dynamics of the simulation. In this way an
electron appearing at the same place as the ion at the time of an
ionization process, is progressively accelerated by its surrounding
environment, increasing during this time its potential energy.
Another discontinuous event applied to the same ion is prohibited
for the time it takes for an electron to cross a distance equal to the
de Broglie wavelength. This delay is intended to account for time
uncertainty of the ionization process beginning. The recombination
process follows the same scheme, i.e., an instantaneous event
where an electron disappears and the ion charge decreases by one.
The kinetic energy loss of the recombining electron is transferred to
the SNe. Then, the process is completed by an energy redistribution
among the remaining charges within the normal simulation pro-
cess. The actual ionization or recombination of an ion lasts until a
new ionization or a recombination becomes allowed.
Two remarks have to be made: First, the particular forms of the
chosen interaction potentials do not allow the conservation of the
total energy during the collisional ionization/recombination pro-
cess. This leads to non-negligible energy drift during the equili-
bration step of the simulation, when all thermodynamic properties,
as well as themean ion charge, are far from equilibrium. During this
initial step the system is driven toward equilibrium using a ther-
mostat and is not supposed to be used for any measurements. Once
the system has reached an equilibrium state, the ionization and
recombination rates become equals and the effect of the process
reduces to small residual energy fluctuations. At the same time, the
happening of the process become far less frequent than it was in the
equilibration step. Second, this imperfect mechanism allows an
efficient evolution of the initial non equilibrated ioneelectron
system towards equilibrium.
2.3. Statistical data
In order to extract statistical information from the simulated
system a few distributions and time-dependent functions are
calculated. These data allow one to check the system behavior as
well.
The pair correlation functions carry information about the sys-
tem structure, i.e., the way charges are statistically located with
respect to the other ions. These functions are often interpreted in
terms of screening mechanisms as an ionic system built with
screened forces between ions can have a similar structure than the
one obtained from TCP simulation. Hereafter, the ionic pair corre-
lation functions are compared to those provided by finite-
temperature density functional theory molecular dynamics (FT-
DFT-MD) simulations [13] and by screened Coulomb one compo-
nent plasma (Yukawa OCP) simulations. FT-DFT-MD simulations, or
ab initio simulations, aim to describe fully interacting quantum
systems. They include ionic correlations as well as the quantum
behavior for the electrons. In the Yukawa model, only the ions are
explicitly considered, and the electrons are treated as a polarizable
background. The Yukawa potential is then given by:
ViiðrÞ ¼
Z2i e
2
r
ekr (3)
To describe the partially degenerate electrons in WDM, the in-
verse screening length k should be calculated by k2 ¼ ð4e2me=pZ3Þ
R
dpfeðpÞ with fe(p) the Fermi distribution. With this definition, the
ThomaseFermi screening length is given by lTF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTF=6pnee2
p
with TF ¼ Z2ð3p2neÞ2=3=2kBme. In the following, the two limiting
cases corresponding to the classical DebyeeHückel law and Tho-
maseFermi screening are presented.
It can be seen in Fig. 1 that our model reproduces rather well the
interparticle spacing and the maximum in the distribution. The
Yukawa model, which treats the electrons within linear response,
underestimates ioneion repulsion at small distances. It can be also
noticed that our model reproduces qualitatively the results ob-
tained with “FT-DFT-MD”. The remaining differences, which appear
to be of the same order as the differences between the two OCP
models, could be attributed to the fact that we neglect any electron
degeneracy effects.
The velocity distribution functions of each kind of particles in a
pure classical TCP without ionization/recombination protocol is
Maxwellian. In this work, the electron velocity distribution func-
tion is non-Maxwellian as ionization/recombination generates
excited electrons with non-thermal velocities. When the electronic
temperature decreases, it would be necessary to take into account
the Pauli exclusion principle that gives rise to a Fermi-Dirac dis-
tribution instead of a MaxwelleBoltzmann one. This is not done
here and the consequences will be commented on in Sec. 3. The
electron energy distribution function is plotted in Fig. 2. The dis-
tribution function of negative energies is associated with trapped
or free slow electrons. Associated to the knowledge of total number
of electrons in the simulation box, this function allows us to esti-
mate the density of free electrons in our simulations. Moreover, the
formation of the negative wing helps to follow the evolution of the
TCP system towards stability.
Considering a binary system reduced to a single electron
bounded in the potential well of an ion i of charge Zi, the minimum
electron potential energy is the ionization energy parameter Ei of
the model. If a second ion j of charge Zj is added to this system,
provided the inter-ion distance is small enough, the energy barrier
seen by the electron to escape the potential of ion i will be signif-
icantly lowered in the direction of ion j. Similar reasoning holds if
one adds an electron instead of an ion to the binary system, and this
leads to a lowering of the potential well seen by the bound electron
in the opposite direction of the additional electron. In this way, the
model naturally describes the ionization energy as a function of the
local configuration of charges, which statistically results in an
ionization potential lowering.
The dynamic behavior of the free electrons can be investigated
through the densityedensity dynamic structure factor (DSF). It is
given by:
S

k
!
;u

¼ 1
2pN
Zþ∞
∞
eiut < r

k
!
; t

r

 k!;0

>dt (4)
r

k
!
; t

¼
XN
i¼1
ei k
!
$ r!iðtÞ (5)
The DSF is related to the dielectric function εð k!;uÞ via the
fluctuationedissipation theorem (FDT):
S

k
!
;u

¼
Zk2Imε1

k
!
;u

n4p2e2

1 ebZu (6)
This function does not possess any symmetry and satisfies the
detailed balance relation, Sð k!;uÞ ¼ ebZuSð k!;uÞ.
In classical MD simulations, identifying the Heisenberg operator
r!iðtÞ with the position of the ith particle, we get:
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R

k
!
;u

¼ k
2
n4p2e2bu
Imε1

k
!
;u

(7)
This function reveals the electron density fluctuations on a
length scale given by lscat ¼ 2p/k with k ¼
 k!.
The dimensionless scattering parameter, a ¼ 1/kls which com-
pares lscat with the screening length ls is defined to characterize the
scattering regime. At a > 1, in the collective scattering regime, the
density fluctuations at a scale larger than the screening length are
probed, while at a < 1, in the non-collective scattering regime, the
density fluctuations of individual electrons are resolved. Depending
on the scattering regime, the scattered spectra show Compton or
plasmon features that are related to individual or collective charge
properties, respectively.
As an example, we have plotted in Fig. 3, the R function corre-
sponding to the density fluctuation of the free electrons in a Be
plasma at r0 ¼ 1.85 g/cm3 and Te ¼ Ti ¼ 12 eV. It can be seen that
the behavior of the R function versus a reproduces correctly the
description given in Ref. [14]. For a > 1 the function presents two
symmetric well pronounced maxima and as a decreases, the dip
between the two maxima is progressively filled to reach a Gaussian
shape at a ¼ 0.
The DSF, Sð k!;uÞ, (see Fig. 4) is related to the R function by:
S

k
!
;u

¼ Zbu
1 eZbu R

k
!
;u

(8)
which approximates Eq. (6) assuming that the main quantum ef-
fects are due to the detailed balance.
The DSF as the basic input for the Thomson scattering cross-
section is directly related to the spectrally resolved X-ray
Thomson scattering measurements [1] which are widely used as
diagnostics to infer dense plasma parameters such as electronic
density and temperature. A more detailed analysis of our results is
provided in Sec. 3 for conditions corresponding to two recent ex-
periments performed on beryllium [15,16].
3. Application to beryllium
For a few years, the behavior of warm dense beryllium has been
an issue of interest from both a theoretical and experimental point
of view [15e20,13]. The recent possibility to carry out comparisons
with different approaches motivates our interest to develop a pure
classical investigation based on classical MD. TCP MD provides
straightforward access to electron dynamics and the possibility to
observe free electron plasmons for the interpretation of Thomson
scattering experiments. Two WDM conditions have been investi-
gated so far, labeled in literature as the un-compressed and com-
pressed beryllium with the density and temperature conditions;
r0 ¼ 1.85 g/cm3 and Te ¼ Ti ¼ 12 eV and r0 ¼ 5.5 g/cm3 and
Te ¼ Ti ¼ 13 eV, respectively. The comparisons rely on the dynamic
structure factor of free electrons Seeð k
!
;uÞ.
Warm densematter conditions result in a de Broglie wavelength
of the order of the average distance between particles. This often
motivates the implementation of a regularized electroneelectron
potential intended to represent electroneelectron exchange in
numerical simulations. With our ionization/recombination proto-
col, this model leads to unphysical results. With a large regulari-
zation length all the electrons become uncoupled. The strong
ioneelectron coupling is no longer in competition with the elec-
troneelectron coupling for those electrons falling into the ion
λ
λ
λ
λ
Fig. 1. Ioneion pair distribution functions in warm dense beryllium at (a): r0 ¼ 1.85 g/cm3 and Te ¼ Ti ¼ 12 eV and (b): r0 ¼ 5.5 g/cm3 and Te ¼ Ti ¼ 13 eV. The ion charge states
(for the Yukawa OCP simulation) are Z ¼ 2.17 and Z ¼ 2.24 for (a) and (b), respectively.
Fig. 2. Electron energy distribution for a beryllium plasma at r0 ¼ 1.85 g/cm3 and
Te ¼ Ti ¼ 12 eV.
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α
α
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Fig. 3. R Function for different values of the scattering parameter and for the same
conditions as Fig. 2.
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potential wells. Charge coupling insures the mechanism of energy
exchange between particles and leads to plasma simulations that
reach equilibration to a stable state.
3.1. Un-compressed beryllium
Here, the TCP MD results are presented for plasma conditions
corresponding to those of the first observation of plasmons in solid-
density plasmas [15]. The mass density is r0 ¼ 1.85 g/cm3 and the
temperature is set to 12 eV in accordance with the theoretical best-
fit of the experimental data provided by authors. The experiment
was designed to observe collective x-ray forward scattering spectra
at an average scattering angle of q¼ 40 with the probewavelength
l0 ¼ 0.42 nm. In the nonrelativistic limit and for small momentum
transfers, the wave vector k
!
is related to the scattering angle
through:
k ¼
 k!
 ¼ 4pl0 sinðq=2Þ (9)
where l0 is the wavelength of the incident wave. For MD simula-
tions performed in a cubic box of side L, due to periodic boundary
conditions, k
!
must satisfy:
kx;y;z ¼ nx;y;z2pL (10)
where nx,y,z is an integer number. In this work, the DSF has been
calculated for different values of k in order to span the values of
a ¼ 1/klD from 0.2 to 3.88, from non collective to collective scat-
tering regimes. The smallest value of k reachable in our simulation
is determined by the highest number of simulated particles N
(constraining L through the plasma mean density N/L3) allowing
one to keep the simulations performed to a reasonable time.
According to these constraints, TCP-MD simulations have been
performedwith 220 atoms of beryllium.We started the simulations
with an electronic density corresponding to a mean charge Zb ¼ 2.
After an equilibration step controlled by imposing a temperature of
12 eV, we ensure that an equilibrium state has been reached by
checking the stationarity of the total energy and charge distribu-
tions. The equilibrium state is reached for ne ¼ 2.68  1023 cm3
and Zb ¼ 2.17. This corresponds to charge coupling parameters
Ge ¼ 1.25 and Gi ¼ 4.53 for electrons and ions respectively, and a
degeneracy parameter Qe ¼ 0.79. These values, Gi,e > 1 and Qe < 1
indicate that the plasma statistical data should show strong cor-
relation and degeneracy effects. The free electron DSF obtained by
TCP-MD is plotted in Fig. 5(a) and (b) for a ¼ 3.88 and a ¼ 0.65
respectively. They are compared with those obtained in the same
way by OCP MD simulations inwhich only interacting electrons are
considered and with the random phase approximation (RPA) cal-
culations in which the dielectric function is calculated for a one
component plasma of free electrons without interactions [21]. As
the TCP-MD simulations are classical simulations, the RPA results in
the classical limit are also plotted for comparisons. The DSF plotted
in Fig. 5(a) corresponds to free electron density fluctuations in the
collective scattering regime and is mainly affected by correlations
and collective effects. It can be seen that the plasmon peak obtained
by TCP-MD is much wider and shifted to slightly lower frequencies
than those obtained by RPA. At this value of a, degeneracy effects
are negligible (the differences between RPA and RPA in the classical
limit results are small). The main differences between the RPA
calculations and MD simulations concern interactions between
charges which results in a broadening and shift toward the low
frequencies of the plasmon peak. These effects concern the elec-
troneelectron interactions (compare RPA results with interacting
electron OCP simulation) and are strongly enhanced accounting for
ioneelectron interactions (TCP-MD results). Similar results have
already been obtained previously in Ref. [13].
In contrast, for a ¼ 0.65, the DSF displayed in Fig. 5(b) is
measured in the non-collective scattering regime and accesses the
properties of individual electrons as the shape of the DSF reflects
the velocities of the electrons in the direction of the scattering
vector k
!
. This will permit one to evaluate the importance of the
electron degeneracy effects. It can be seen that our result differs
from the RPA calculation due to the presence of degenerate elec-
trons. The RPA calculation in the classical limit agrees very well
with our results. The effects of interactions between charges begin
to be negligible.
3.2. Compressed beryllium
The results presented in this section correspond to observations
of both the inelastic Compton and plasmon scattering spectra from
shock-compressed dense matter [16]. The mass density is
r0 ¼ 5.5 g/cm3 and the temperature is 13 eV. In the experiment,
two scattering angles were chosen to probe the density fluctuations
in both scattering regimes, i.e., the collective regime with q ¼ 25
and non-collective regimewith q¼ 90. The probewavelength here
is 0.2 nm.
In order to fulfill Eqs. (9) and (10) with small enough values of k,
the TCP-MD simulations have been performed with 200 atoms of
beryllium. We started the simulations with a temperature of 13 eV
and an electronic density corresponding to a mean charge Zb ¼ 3.
After the equilibration phase, we reached an equilibrium state with
the parameters: ne ¼ 8.21  1023 cm3 and Zb ¼ 2.24. This corre-
sponds to charge coupling parameters Ge ¼ 1.67 and Gi ¼ 6.41 for
electrons and ions, respectively, and a degeneracy parameter
Qe ¼ 0.41.
Here again, it can be seen in Fig. 6(a) that the plasmon peak
location and width are modified by the density effects. Fig. 6(b)
clearly demonstrates that the electron are mainly degenerate and
thus our model is not appropriate to simulate this case with
Qe ¼ 0.41 and a < 1.
4. Discussion
For a better understanding of the different results, an analysis of
the maximum position DE of See(k,u) as a function of k has been
performed.
We recall that for a < 1, the density fluctuations of individual
electrons are resolved and the Compton down-shifted spectrum is
ω
α
α
α
α
α
α
α
Fig. 4. Structure factor, S, for different values of the scattering parameter and for the
same conditions as Fig. 2.
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observed. In a nondegenerate plasma, the Compton scattering
spectrumwill reflect a MaxwelleBoltzmann distribution, providing
a measure of the electron temperature whereas for degenerate
plasma, the Compton spectrum will reflect a Fermi distribution.
For a > 1, one has access to the collective regime and to the
plasmon scattering features. For a classical collisionless plasma an
expression for the plasmon dispersion has been given by Bohm and
Gross [22]:
u2BG ¼ u2pe þ
3kBTe
me
k2; (11)
with upe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pnee2=me
p
, the electronic plasma frequency. This
relation has been obtained by expanding the dielectric function to
second order in k for a classical MaxwelleBoltzmann ideal plasma.
In order to extend the range of applicability to higher wave
numbers and higher densities (or lower temperatures), a modified
BohmeGross dispersion relation including electron quantum
diffraction effects has been proposed [17]:
u2BGmod ¼ u2pe þ
3kBTe
me
k2

1þ 0:088neL3e

þ

Zk2
2me
	2
: (12)
These relations do not account for particle interactions. Their
range of applicability is restricted to small kwhere the interactions
between particles are predominant. In our model, all the in-
teractions between particles are taken into account but as noted in
the previous section, degeneracy effects are missing. Using the
same idea as for the modification of uBG and assuming that the
differences between the RPA and RPA in classical limit are all due to
degeneracy effects, we propose a modification of our pure classical
results obtained with TCP-MD that combines the consideration of
interactions between all particles and the effects of degeneracy. In
practical terms, the difference between the two curves represent-
ing the maximum position of See(k,u) calculated in the RPA and the
RPA in the classical limit models has been fitted by a polynomial
function, P(k), of the variable k. This polynomial function thus
captures the effects of electron degeneracy, and the TCP-MD results
have been modified as follows:
DE2TCPMDmod ¼ DE2TCPMD þ PðkÞ2: (13)
Comparisons of the results obtained by TCP-MD with RPA and
RPA in the classical limit results and pure electron OCP simulations
are plotted in Fig. 7 and in Fig. 8 for un-compressed and com-
pressed cases, respectively.
Comparing the results obtained with pure classical models, it
can be seen in Fig. 7 that the positions of the plasmon peaks in the
TCP-MD and in the OCP are shifted towards lower frequencies
relative to the RPA in the classical limit due to interactions between
particles. For large k (small a), both RPA and simulations yield
almost the same location for the maximum peak of the Compton
spectrum. Here the non-collective regime has been reached and the
Compton spectrum reflects the thermal electronic motion.
When the degeneracy effects are accounting for, RPA (empty
triangles and long dashes) and modified TCP-MD (black squares
and full line) differ at low k due to the strong influence of particle
interactions, but they give similar results as soon as 1/klTF < 1.
Finally, for sake of completeness, we have plotted in Fig. 7 the
maximum position of the plasmon peak (diamond) measured in
the un-compressed beryllium experiment [15].
Similar results have been obtained for the compressed beryl-
lium conditions. The results are plotted in Fig. 8. Owing to the fact
that the parameter a does not span exactly the same range of values
as previously, similar behavior is observed comparing the different
results obtained with pure classical models. The maximum peak
values obtained with the modified TCP-MD compare very well with
the data points measured in the compressed beryllium experiment
[16] plotted again for completeness.
To summarize, a two-component plasma classical molecular
dynamics simulation code has been applied to calculate free elec-
tron dynamic structure factors for beryllium in warm dense matter
conditions. The ionic structure properties compare well with re-
sults obtained with finite temperature density functional theory
ωω
Fig. 5. Dynamic structure factor for (a): a ¼ 3.88 and (b): a ¼ 0.65 plotted for ne ¼ 2.68  1023 cm3 and Te ¼ 12 eV.
ω
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ω
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Fig. 6. Dynamic structure factor for (a): a ¼ 3.11 and (b): a ¼ 0.66 plotted for ne ¼ 8.21  1023 cm3 and Te ¼ 13 eV.
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molecular dynamics and also compare well with the ionic mean
charge and thus the electronic density. Concerning the electron
dynamic properties, to neglect the degeneracy effects is aweakness
of this model. When the scattering wavelength is such that the a
parameter is much larger than unity, the electron degeneracy ef-
fects are negligible and our results are useful to investigate the role
of interactions between particles and how these affect the position
of the plasmon peak and the broadening of the structure factor. In
order to extend the range of applicability of our results, a modifi-
cation of the relation that gives the position of the maximum peak
of the DSF has been proposed to keep the benefit of the classical MD
while including the effects of electron degeneracy, which is
important as estimates for the peak position are useful for plasma
diagnostics.
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We present a study of statistical static and dynamic properties of local electric !elds in moderately
coupled hydrogen plasmas. In this regime new molecular dynamics simulations of neutral hydrogen,
protons and electrons are now well controlled. They provide new insight into the statistical properties of
the micro!eld. Taking advantage of such careful MD simulations this work focuses on a new analysis of
concepts for the high and low frequency components introduced in the past in several seminal works.
! 2011 Elsevier B.V. All rights reserved.
1. Introduction
Study of classical plasmas composed of ions and electrons is
a complex N-body problem. In a !rst approach ions are replaced by
quasi-particles (quasi-ions) dressed by electrons so that the original
two component plasma (TCP) is reduced to a one-component
plasma (OCP) for which the ioneion forces are modi!ed by the
electrons. The ioneelectron interaction is approximated by
a screening term in the potential resulting from the assumption
that electrons instantaneously adjust about ions [1]. This ef!cient
simpli!cation is illustrated by several approaches for micro!eld-
property modeling [2e7]. The second approach is based on clas-
sical molecular dynamics (MD) designed to account for the entire
system of interacting ions and electrons. Comparisons between the
two methods gives one the opportunity to discuss the mechanisms
of electron screening of ions within the context of an MD simula-
tion and exposes where unphysical effects arise due to the
approximation of the TCP by an OCP. The question of screening
leads to a discussion concerning the statistical properties of the
local micro!elds where temporal aspects play a crucial role.
This role derives from the necessity to introduce a physical
response time for the interpretation of the local !eld dynamics in
terms of fast and slow "uctuations. For its ef!ciency and its capa-
bility to provide temporal analysis, the following discussion will be
based on MD techniques. MD is able to treat ions and electrons on
the same footing and has been widely used to benchmark models.
As a prerequisite it is assumed that MD provides relevant static and
dynamic statistical results (See Appendix). Hereafter, the plasma
parameter domain will be restricted to the moderately coupled
conditions for which MD works well. This study investigates
hydrogen plasmas which is the focus of a great deal of interest in
various domains of physics: spectroscopy, warm dense matter, high
energy physics and nuclear reactions. Further, we note that the
“small” protoneelectron mass ratio results in a favorable situation
for MD simulations.
For TCP simulations, the ioneelectron potential must be !nite
(regularized) at short distances as the Coulomb potential for
opposite charges may induce numerical in!nities. Several effective
semi-classical potentials including quantum corrections have been
derived to account for diffraction and symmetry effects in an
approximate way [8e11]. However, the potential behavior at short
distances has no essential consequences with regard to the
conclusions of thiswork. Once such a regularization is postulated, cf.
Eq. (A.1), some inherent features sensitive to the potential depth
Vie(0) result, e.g., electrons with temporary negative energy and
long-living trapped electron states. Moreover, the regime charac-
terized by a moderate plasma coupling parameter G < 1 is consid-
ered and the study focuses on electron density, New1018 cm!3,
relevant for plasma spectroscopy. An additional high density case,
New1026 cm!3, corresponding to solar interior is also commented as
a generalization to the classical hydrogen plasma. The condition,
G < 1, guarantees a small number of long-lived trapped electrons
making the interpretation of the simulations more straightforward
(See A.3).
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The discussion below will be based on a statistical analysis of
micro!elds at neutrals or charged points in terms of !eld distri-
bution and !eld correlation functions, characterizing the contri-
butions of ions or electrons or both (total). At !rst we estimate the
convergence time q necessary to reach the statistical average of
a stochastic quantity, e.g., the average ionic potential. This will lead
to a tentative de!nition of screening of ions by electrons connected
to time. In the second step, the dynamic and static properties of the
ionic and the electronic constituents will be used separately to
discuss the signature of screening mechanisms in hydrogen
plasmas. Finally, the use of a simple !ltering technique, accounting
for a given response time, intended to get ride of the mixing of the
fast and the slow stochastic processes that compose the total
micro!eld, will lead to the conclusive remarks.
2. Statistical averages
Molecular dynamics is designed to obtain time sequences of
quantities, e.g., the total electric !eld at neutral or charged points.
These continuous time sequences are attached to individual parti-
cles. The plasma, as described by MD, is invariant in time so, the
notion of time makes sense only at a local level. First, we carry out
an ideal numerical experiment. It is intended to provide some
examples of time averaging performed with MD techniques and
provides guidelines for further discussion. A !xed positively
charged impurity (in!nite mass limit) imbedded into an electron
plasma is placed at the point P0. The total electric !eld E"t# $ Ei %
Ee"t# at a distinct !xed point P1 is a function of time accounting for
all charges present in the simulation cell. Statistical analysis of the
!eld at P1 is performed using E(t) supposedly known on [0,N]. For
instance the time average
< E > lim
T/N
1
T
ZT
0
E"t#dth lim
T/N
E"T# (1)
is a non null vector in the direction P0/P1. A study of the conver-
gence of the temporal average (actually a discrete sum based on
time steps) allows one to estimate what !eld history length is
required to reach a given precision in Eq. (1). There are some simple
features and de!nitions associated with the modeling of statistical
data. Static averages, e.g.,< E > at P1 can be obtained using aMonte
Carlo simulation while time properties are necessarily investigated
through statistical sampling of local time histories. The average
electric !eld in Eq. (1) versus the distance of P0 to P1 is usually
approximated by the derivative of a screened Coulomb potential.
Collective charge couplings are often referred to in terms of
screening effects.
If P0 and P1 are free to move in the plasma, < E > vanishes. Non
null partial time averages of E(t) will be useful to separate the slow
variation induced by the relative motion of P0 and P1 from the fast
one due to electrons. Such limited time average taken on a test
particle will be called, for practical purposes, a local average.
A statistical average, hereafter noted < :: >, exploiting the whole
!eld history measured at P1 will be referred to as a statistical or
global average. For instance, the !eld modulus distribution at P1 or
the pair correlation function are available by sampling the whole
system evolution using a set of statistically independent data
extracted from the !eld history. In the same way, time properties,
e.g., !eld correlation functions or velocity correlation functions are
investigated by averaging functions of time de!ned on !nite time
intervals. In Eq. (1) the statistical average is written as the limit of
local averages, for times going to in!nity. For MD, samplings based
on a unique neutral or charged test point are dif!cult to deal with.
When N independent measurement points can be used, e.g., in two
component plasmas, the numerical cost to obtain statistical prop-
erties decreases by a factor N.
3. Moderate density regime
The moderate density regime corresponds to astrophysical or
laboratory hydrogen plasmas mainly observed by spectroscopic
means. The density temperature domain considered here is close to
warm dense matter regime. The conditions of the present study are
appropriate for molecular dynamics investigations.
3.1. Characteristic lengths
For the density condition considered hereafter, Ne $
4 & 1018 cm!3 and Te $ 20000 K, the plasma coupling parameter
G $ e2=r0kBTe equals 0.2 where r0 is the mean electroneelectron
distance r0 $ "3=4pNe#1=3. The usual Debye length lD $!!!!!!!!!!!!!!!!!!!!!!!!!!!!
kBTe=4pNee2
p
is lDw1.25r0, the potential regularization length
associated with 1 Rydberg (see the second approach in A.1) is
d $ 0.027r0 and the regularization length of the !rst approach Eq.
(A.2) is d0 $ 0.021r0. Thus, for these plasma conditions both
approaches are similar.
3.2. Characteristic times
A useful dynamic timescale se $ r0/vth is the time spent by an
electron with the thermal velocity vth $ "kBTe=me#
1=2 to cross over
the average electroneelectron distance r0. It is interpreted as the
average time for the electron system to lose correlation with an
initial electron con!guration. For the present simulations, the time
step dt$ 2& 10!18 s is taken to be: dtw0.001se. The equivalent of se
for protons, siw40se provides the scaling of the evolution times for
the ion motion.
Besides these times associated to the plasma, the interval of
time T in Eq. (1), is a physical time of interest characterizing the
response time of a measurement device imbedded in the plasma.
The global average convergence of Eq. (1) is checked for the case of
one !xed ion with charge e. Here, the test particle P1 is considered
as a measurement device with an in!nite response time. The
evolution versus time in units of se plotted in Fig. 1 for three
independent runs of Ee"T#,Ei=E20, E0 being the average !eld
produced by a charge e at the average distance r0, leads to the
following qualitative interpretation. For the in!nite mass limit all
the independent runs, as expected, tend towards the same plateau.
The mean electron !eld and the ion !eld are opposite. This de!nes
what can be called a screening effect of ions by electrons. The
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Fig. 1. Three independent runs of the evolution of the scalar product of the ionic !eld
with the average electron !eld at a neutral test particle located at a distance r0.
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"uctuation of the local average !eld before reaching the plateau
depends on the initial con!guration that starts each !eld history
considered in these simulations. The electron !eld at P1 can be in
any direction with a magnitude larger than E0. Despite a lack of
precision a rough estimate of the convergence time q necessary to
reach the plateau gives q>>si. That is, q is much longer than any
relevant response times each of which cannot exceed the lifetime of
ionic con!gurations si. q should not be confused with the average
lifetime of electronic con!gurations se, it is rather connected to the
time necessary for the electron system trajectory to !ll the phase
space. A more re!ned study of the mean !eld convergence versus
time, e.g., through a statistical study of the dispersion of data versus
time, is mainly academic, dif!cult and too expensive to be carried
out with !xed impurities. Thus, a more realistic approach based on
TCP MD simulations i.e., with neutrals, protons and electrons
moving, will be used.
On the other hand, an estimate of themean !eld can be obtained
with a set of !xed neutral test points located at various distances
from the !xed ion impurity. In Fig. 2 the average total !eld is !tted
with a Coulomb !eld whose corresponding screened potential Vs(r)
is given by
Vs"r# $ !e2e!r=r=r (2)
where rwr0 $ 0.8&lD. The use of protons as test points instead of
neutral atoms leads to the same average potential estimate. There is
no noticeable effect associated with the change of symmetry
occurring with the replacement of a neutraleproton pair by a
protoneproton pair in the electron plasma. Below, the mean
protoneproton potential will be used to carry out OCP simulations.
3.3. Electron proton TCP MD simulation
According to the previous discussions, when all protons and
electrons are moving, the response time of interest, Dt, for local
averaging is limited by si, Dt<si. For longer times, ionic con!gura-
tions lose their correlation and the local average of the total !eld
goes to 0 with increasing Dt. The gap between the convergence
time q and si makes impossible the convergence of electron aver-
ages before destruction of ionic con!gurations. si being an upper
bound for response times, the assumption that electrons adjust
instantaneously around ions is invalidated for protons. For heavier
particles with the same charge the hypothesis could become
reasonable. This motivates a discussion of the approximation of
a TCP by an OCP based on screened potentials and indicates another
approximation. The following is based on a careful statistical
analysis by TCP simulations of both the plasma structure implicit in
the pair correlation functions and the !eld distribution functions at
neutrals.
Information on the average static ion structure is involved in the
proton pair correlation function gii(r). The !rst we look at results
from a TCP simulation of gii(r) that is !t to the results of an OCPwith
a screened potential according to Eq. (2). Note that the ionic and the
electronic pair correlation functions should be identical as the
potential energy per proton and per electron are the same.
The screening-length best !t, i.e., r $ 0.9&r0 is slightly smaller than
previously found, i.e., r $ r0 from the static neutrals and one proton
in an electron gas. The TCP gii(r) and its best !t are plotted in Fig. 3
together with the result for protons in a neutralizing background
for comparison. The fact that a system of charges with screened
interactions has a structure that mimics a TCP does not allow one to
conclude that binary protoneproton forces are screened. When the
uniform continuous neutralizing background set up in a pure
proton case is replaced by electrons, due to attractive forces leading
to termswith opposite sign in binary sums, the potential energy per
proton decreases and changes in the proton gii(r) occur. With the
same kinetic energy, protons with a smaller potential energy can
get closer from each other. Note that the three calculations plotted
on Fig. 3 can be performed analytically with the hypernetted chain
(HNC) technique (see also the A.3). To some extent, this validates
the MD calculations of statistical averages.
The consequences of the ioneelectron forces at a dynamical
level can be summarized as follows. The total !eld at neutral
particles results from a superposition of fast and slow "uctuations
with electronic and ionic time characteristics. Due to attractive
forces, the electron !eld itself follows this behavior. As shown in
Fig. 4, the simulated electron !eld autocorrelation function
< Ee"0#:Ee"t#> begins by a fast de-correlation followed by a slower
one, that correspond to the electron and proton dynamical time
constants se and si respectively. In Fig. 4, as expected, the cross
correlation function < Ei"0#:Ee"t#> of the ion !eld and the electron
!eld is located in the negative plane. Here again there is no
straightforward argument leading to conclude that protons can be
replaced by screened charges even if the electron !eld dynamical
behavior clearly results from the increased probability density of
electron around protons.
The discussions of the statistical properties of !elds are neces-
sarily related to the physical process for which they are
Fig. 2. Average !eld versus distance at neutral test particles; Coulomb (dash),
simulation (black dots), best !t (Eq. (2)) (solid).
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Fig. 3. Protoneproton pair correlation function; screened ioneion interactions (thick
line); no screening (thin line); TCP (circles).
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investigated. Indeed, an investigation makes sense for response
times such as Dt<si and simple method that makes use of
a decomposition of each local !eld into a sum of fast (F) and slow
(S) components, is useful.
E"t# $ Ee"t# % Ei"t# $ ES"t# % EF"t# (3)
The components are subject to the following constraints: 1)
their sum must be the total !eld, 2) they must be statistically
independent or at least weakly correlated. The slow component is
de!ned as a local average of the total !eld,
E"t#S;Dt $
1
Dt
ZDt=2
!Dt=2
"Ee"t % t0# % Ei"t % t0##dt0 (4)
the fast component is the remainder EF;Dt"t# $ E"t# ! ES;Dt"t#.
Global averages of local averages for times Dt, providing the
distribution and correlation functions of both the slow and the fast
components, are performed in the limit se<Dt<si. A few !eld
distribution functions (FDF) of the slow component have been
plotted in Fig. 5 for Dt $ 0,2,5,10se. The objective of this is the
comparison of an FDF of the slow component provided by an OCP of
ions seen by neutrals as charges screened by electrons with FDF’s of
slow total !eld components obtained by varying the integration
time Dt. None of the slow component FDF compares with the
screened FDF but, when Dt increases, it does tend towards the FDF
obtained with the TCP protons seen as unscreened charges at
neutrals. This con!rms the previous interpretation leading to one
to the observation that it is impossible to have effective screening of
protons by electrons. This observation suggests that a good
approximation for slow !eld components consistent with response
times such as se<Dt<si can be obtained in a simple OCP with
protoneproton forces resulting from screened potentials to get the
right gii(r), but measuring the unscreened !eld at neutrals as
protons are not seen as screened charges. In a similar manner, the
fast component FDF is the same as that can be obtained by an OCP
of electrons.
4. Discussion
For the case of a static ionic impurity, an analysis of the time
required to obtain average !elds leads one to suspect the practical
dif!culty within a TCP for ions to be seen as screened charges.
For TCP simulations, the proton plasma structure given by the
protoneproton pair correlation function is well represented with
an OCP based on binary forces deriving from a screened potential.
However, this is not a proof of screening but a consequence of the
change in the pair correlation function occurring when the uniform
continuous neutralizing background is replaced by negative
charges. Con!rmation that ions behave as unscreened charges is
obtained by an analysis of local !eld dynamics at neutral test
particles (hydrogen atoms) moving freely in a TCP plasma. The
simpli!ed OCP system in which electrons have been removed and
replaced by mean !elds leads to the standard de!nition of the slow
!eld component. On the other hand, slow components extracted
dynamically from the total local !eld in TCP fail to match the OCP
result. It can be concluded that electric !elds slow/fast component
of the TCP are much better approximated by a simple OCP of
protons/electrons seen as unscreened charges at neutrals. Other
calculations not reported here, performed for different plasma
conditions in the moderate density regime (e.g., for smaller plasma
coupling) lead to the same conclusion.
Similar arguments can be used for totally different plasma
conditions, the high density and temperature found in sun
interior, commented here for illustration. The screening of the
protoneproton forces by electrons have been suggested as
a possible key ingredient for the protoneproton chain p% p/2H %
n% b% reaction rate calculation [12e14]. Although the model itself
is not the purpose of this discussion, a few simulations have been
performed for the solar interior plasma conditions. As in the
previous part, the differences between q and si that prevent the
formation of screening charges around ions, is another argument
against screened charge models. At typical electron density
Ne $ 1026 cm!3, length scales are about 1000 times shorter than
those of the average density regime. The regularization length
previously associated to 1 Rydberg is inappropriate for the electron
energies in sun interior. An approach with a regularization length
depending on temperature leads to a more physically realistic
model. For simplicity an approximate Deutsch potential (see Eq.
(A.2) in A.1) can be chosen. The corresponding regularization length
leads to a minimum energy ofw!400 eV with protons represented
by potential wells of such a depth. For a hydrogen plasma at
Ne $ 1026 cm!3 and Te $ 107 K the plasma coupling parameter is
Gw0.1 and quite similar to the plasma coupling of the previous
density conditions. The time duration hierarchy is based on the
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Fig. 4. Electron !eld autocorrelation function (upper curve) and ioneelectron !eld anti
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time step dt that is given by dt $ 10!21 sw0.001se. Here, as neutral
hydrogen does not exist, an equivalent static model for time esti-
mates is composed of proton pairs imbedded into an electron gas.
For the same reasons as before (large gap between convergence
time and time of interest see Fig. 6) the effective screening of
protoneproton binary forces by electrons results ineffective.
Finally, the present work does not allow one to extrapolate the
general conclusions found for hydrogen plasmas, where protons
cannot be seen as screened charges, to other plasmas that contain
ions with larger charge and mass. However, if approximate models
have to be used, similar questions should be considered in relation
with the magnitude of the physical response time in comparison
with se, si and q.
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Appendix A. Two component plasma molecular dynamics
Molecular dynamics is well known however it is worth clari-
fying some speci!c features arising with attractive forces. Here, we
discuss MD models for an in!nite two component ion and electron
plasmas in thermodynamical equilibrium with periodic conditions
on a cubic box.
A.1. Ioneelectron potentials
The ioneelectron soft potential used in this work is given by
Vie"r# $ !Ze2
"
1! e!r=d
#
e!r=l=r (A.1)
At large distance it is a screened Coulomb potential and at short
distances has a lower bound: Ze2=d $ !Vie"0# ' !Vie"r#. For
simplicity, the Ewald sum technique is not implemented, thus, the
Coulomb potential is cutoff at a distance corresponding to the cubic
simulation cell. This large distance cutoff, replaced by a screening to
guarantee continuous potentials, does not appreciably affect the
short range dynamical properties investigated in this work.
Different approaches have been used in Eq. (A.1). The !rst one
accounts for quantum diffraction effects and depends on temper-
ature. Such an ioneelectron potential is obtained using the de
Broglie wavelength as regularization distance.
d $ Z="2pmekBT0#
1=2 (A.2)
The second approach does not depend on temperature and
assumes that the minimum potential energy is the ionization
energy EZ of an ion of charge Z!1
d $ Ze2=EZ (A.3)
For the protoneelectron plasma at moderate density considered
in this work, the regularization distance is chosen to be the Rydberg
energy.
A.2. System setting
A simulation procedure starts with a preparation phase inten-
ded to get as close as possible of an equilibrium state with de!nite
temperature. By construction, MD maintains a constant density.
The goal is to use one or several time periods where the system
remains stable in order to extract the desired statistical data. It is
understood that during these periods the system is isolated and
does not have a temperature correction mechanism, i.e., it is
without a thermostat and at the end, the relative total energy drift
must be small. For a TCP, the natural way to reach an equilibrium
state is to !rst run a preparation phase for the ions alone in the
simulation cell, then, add the electrons at random, switch on the
ioneelectron potential and !nally allow this non-equilibrated
system to evolve towards equilibrium adjusting temperature
when necessary, which is considered the thermostat. Observations
of temperature and total energy drifts indicate whether the whole
system is in a quasi-equilibrium state. This method is empirical but
in many cases of interest leads to the expected useful stationary
evolution of the system. The time it takes to achieve this quasi-
equilibrium can be very long depending on the magnitude of
Vie(0) and the ioneelectron mass ratio. However, the setting up of
the positions and velocities of particles of a system that has reached
a quasi-stationary state takes place once and then, is maintained
dynamically.
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Fig. 6. Typical dispersion of local averages versus time for a static pair of protons at
a distance r0 (dots); mean !eld (dashed line).
Fig. A.7. Ioneelectron pair correlation function for the moderate density conditions;
HNC (solid line), MD (circles).
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A.3. Electron trapping
The average response of electrons to positive charges, i.e., to ion
attraction, is an increased electron density probability around ions.
This effect appears in the ioneelectron pair correlation function
gie(r) peaked at r $ 0. A typical shape of this function, obtained for
the moderate density case, is shown in Fig. A.7.
The electron behavior appears also in the total energy distri-
bution, i.e., a sampling of the sum of the kinetic energy and the
potential energy for each electron. When the ioneelectron
interaction is switched on, the sum accounts for terms with
opposite sign and the electron total energy distribution f (e) is
shifted towards smaller energies. According to the chosen
potential and the plasma conditions, a more or less noticeable
negative wing can appear. Among the negative energy states
a few result from temporary trapping of electrons by ions
through multiple electron collisions quite similar to the colli-
sional three-body recombination mechanisms. In Fig. A.8 both
the negative and the positive components of the electron energy
distribution are plotted.
The occurrence of trapped electrons depends on potential depth
and plasma coupling. In the present work, conditions leading to
a small amount of long-living electroneion pairs have been chosen.
When trapped electrons do exist they play the role of classical
excited atomic states and increase the number of neutral hydrogen
atoms.
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A very fast method to account for charged particle dynamics effects in calculations of spectral line shape
emitted by plasmas is presented. This method is based on a formulation of the frequency fluctuation model
FFM, which provides an expression of the dynamic line shape as a functional of the static distribution of
frequencies. Thus, the main numerical work rests on the calculation of the quasistatic Stark profile. This
method for taking into account ion dynamics allows a very fast and accurate calculation of Stark broadening of
atomic hydrogen high-n series emission lines. It is not limited to hydrogen spectra. Results on helium- and
Lyman- lines emitted by argon in microballoon implosion experiment conditions compared with experimental
data and simulation results are also presented. The present approach reduces the computer time by more than
2 orders of magnitude as compared with the original FFM with an improvement of the calculation precision,
and it opens broad possibilities for its application in spectral line-shape codes.
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I. INTRODUCTION
The emitted radiation is usually one of the few observable
physical quantities available to obtain information on the un-
derlying physical processes involved in line formation in
plasmas. Modeling broadening due to Stark effect of transi-
tions from neutral or charged emitters is a complicated prob-
lem that involves a complex combination of atomic physics
data, statistical mechanics, and detailed plasma physics 1.
The most difficult part of a line-broadening problem is to
properly and completely identify the environment of the
emitter. In particular, accounting for the fluctuations of elec-
tric fields produced at emitters, by moving electrons and
ions, has been of constant interest for both the experimental
and theoretical points of view since the 1960s 2. Different
methods have been developed among which the model mi-
crofield method MMM 3,4 and numerical simulations
5–9 and kinetic theory models such as those developed by
Boerker, Iglesias, and Dufty BID 10 and
frequency fluctuation model FFM 11 have proven to be
the most successful. Recently, with the advances in computer
technology, two-component ion plus electron plasma mo-
lecular dynamics MD simulations have been applied in
studies devoted to spectral line shapes 12–14. The simula-
tions numerically solve the Schrödinger equation describing
the time evolution of the emitter wave functions in the time-
dependent field of electrons and ions produced by MD and
then average over configurations to obtain the final result.
Simulations are used as model laboratory experiments to
compare with line shapes calculated by other methods or
resulting from experiments. Unfortunately, this technique is
time consuming and thus impractical for the modeling of
today’s highly complex plasma experiments. The FFM has
been developed to overcome this difficulty and to permit fast
calculations of the radiation emitted by complex or highly
charged ions in plasmas. It relies on the hypothesis that the
emitter-plasma system behaves approximately like a pseudo-
molecule embedded into a thermal bath. As a result, the
pseudosystem can be considered to have internal states con-
nected to each other by collisions with the bath. This simple
starting point has been turned into a powerful renormaliza-
tion process, called FFM, resulting, a few years ago, in a fast
line-shape code called PPP 15 and a code for the computa-
tion of radiative redistribution function 16. The validity of
the FFM has been abundantly tested by comparisons with
both simulations and, where available, high-precision line-
shape measurements 17. The modern state of the art in
radiating plasma physics investigations deals with a complex
combination of different theoretical models such as detailed
atomic level population kinetics together with radiation
transport phenomena in nonuniform plasmas. In this context,
the FFM in its original formulation, despite its rapidity, re-
mains too slow and, above all, too difficult to be imple-
mented in the codes used in plasma spectroscopy. The goal
of the present paper is to present a more efficient formulation
of the FFM to account for dynamic effects of electric fields
on atomic spectra in plasmas.
II. METHOD
The line-shape function in the radiative dipole approxima-
tion is related to the imaginary part of the Fourier-
transformed dipole autocorrelation function. This can be
written as a normalized Liouville space-matrix element of
the response function,
I = Imd+Gd0 , 1
where 0 is the equilibrium density-matrix operator for the
active quantum system and d is the dipole operator for the
*annette.calisti@univ-provence.fr
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emitting quantum system. The response function, Gz, is
given by the one-sided Fourier transform of the bath-
averaged evolution operator of the emitter Ut ,0,
Gz = i
0
+
Ut,0e−iztdt = z − L−1. 2
Here, L is the Liouville operator for the emitter evolution
alone. If the interaction fluctuations or collisions are random,
a stochastic Liouville equation SLE must be solved to ob-
tain Gz. In a few well-known cases, the SLE can be solved
either exactly or to a good approximation. For example, an
analytical solution is obtained for the impact limit in which
short and rare binary collisional events occur between emit-
ters and perturbers and the mean time between collisions is
much longer than the collision time. The second example
concerns the static limit where the perturbing ion mi-
crofields, acting on emitters, are constant during the radiative
process and are well characterized by a probability density.
In most of theoretical models of spectral line shapes in plas-
mas, the time dependence of the perturbation is eliminated,
resulting in a spectral line shape that has pure homogeneous
and inhomogeneous contributions and is described by a
simple sum of independent electron-impact broadened static
components. Although the electron collisions are often well
described by the impact approximation, it is well known that
a quasistatic treatment of the ion perturbation can lead to
large errors for plasma conditions that yield substantial ion-
field fluctuations. As an alternative solution, the FFM is
based on the premise that a quantum system perturbed by an
electric microfield behaves like a set of field dressed two-
level transitions, the Stark dressed transitions SDT. If the
microfield is time varying, the transitions are subject to a
collision-type mixing process a Markov process induced by
the field fluctuations.
Suppose the system variables take the values x1 ,x2 , ¯ ,xn
at times t1 , t2 , ¯ , tn with probability function
nxn , tn ; ¯x1 , t1. The changes in xt are a Markov process
when
nxn,tn; ¯ x1,t1 = Pxntnxn−1tn−1 ¯ Px2t2x1t1 , 3
where Px2t2 x1t1 is the conditional probability that xt will
have the value x2 at t2 when xt1=x1. The conditional or
transition-probability function satisfies the Chapman-
Kolmogorov equation
Px2t2x1t1 = 	
x
Px2t2xtPxtx1t1 , 4
as well as
	
x2
Px2t2x1t1 = 1 5
and
	
x1
Px2t2x1t1	1x1,t1 = 	1x2,t2 , 6
where 	1x , t is the single-state probability distribution. At
this point, it is convenient to introduce a matrix notation. If
only stationary Markov processes are considered, Eq. 4
shows that it is possible to define a time-independent matrix
of transition rates W such as
P t = eW t. 7
Dividing W into a diagonal matrix of inverse state lifetimes

 and an off-diagonal matrix W of transition rates between
different states,
Wx2,x1 = − 
x1x2,x1 + Wx2,x1, 8
the matrix elements of P t satisfy
t2Px2t2x10 = − 
x2Px2t2x10 + 	
x
Wx2,xPxt2x10 .
9
Since Px2t2 x10 satisfies Eq. 5, we have

x1 = 	
x2
Wx2,x1. 10
Multiplying Eq. 9 by 	1x1 ,0, summing over x1, and
using Eq. 6 yield a master equation which relates the
single-state probability distribution to Wx2,x1,
t	1x2,t = − 
x2	1x2,t + 	
x
Wx2,x	1x,t . 11
The steady-state solution, P1x, of this equation is then de-
termined by

xP1x = 	
x
Wx,xP1x . 12
Using matrix notation, we can write the one-sided Fourier
transform of P t as
P z = − iz + iW − i
 −1 13
so that the propagator is 18
G z = z + iW − i
 − L −1. 14
Assuming that the rate of transitions from state x1 to state
x2 is independent of x1, we obtain
Wx2,x1 = 
P1x2 , 15
where 
 is a constant fluctuation rate. This transition rate
matrix is referred to as the strong collision limit for velocity
states in Doppler-broadening description 19 or Poisson step
process in the model microfield method 3, it suggests that
the cause of the change in states is so violent that in its final
states, the system has no memory of its initial state. Working
in the Liouville space of the dressed two-level radiators in
which the basis set of eigenvectors, 
e ,g ; j, is labeled by
the quantum numbers of the emitters e ,g and by the SDT
label j, the line shape is written as 16
I = Re
1

	
kj
iDk − L − i
 + iW −1Djpj , 16
where L is the Liouville operator involving the transition
energies of the SDT, Di are the matrix elements of the dipole
moment for the SDT and pi=ai /r2 ai being the intensity of
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the SDT, i, and r2=	kak is the instantaneous probability of
state i; the probability of quantum radiation at the
specific frequency shift due to Stark splitting of energy lev-
els. 
 is the diagonal matrix of inverse state lifetimes with

kj =
kj = vth /dkj where vth is the thermal velocity of
perturbers and d is the mean interparticle distance and W is
the matrix of transition rates between different states such as
Wkj =
pk.
Equation 16 involves a finite matrix inversion whose
size can be very large. In the original FFM 11, a renormal-
ization process was proposed to overcome this difficulty.
This process introduced an additional approximation and
proved insufficient in some very complex cases. Hereafter, a
formulation is presented which avoids matrix inversion, thus
considerably improving the method. Defining the quasistatic
propagator
Gsz = z − L − i
 −1, 17
which has only diagonal matrix elements, the total propaga-
tor G z, from Eq. 14, can be written as
G z = Gsz − iGsz · W · G z . 18
Introducing the previous expression in Eq. 16, we get
I =
r2

Re
	
k
ak/r2
i − k + 

1 − 
	
k
ak/r2
i − k + 

. 19
All the above results are easily extended to the situation
where xt belongs to a continuum of values. In this case, the
probabilities Px2t2 x1t1 and 	x , t, defined for discrete
xt, become probability densities px2t2 x1t1 and x , t,
and all sums are replaced by integrals. In this case, the prob-
ability pk=ak /r2 is replaced by Wd the probability to
have a radiation at a frequency in the range  and +d
obtained in the static limit. The previous equation is then
written as
I =
r2

Re
 Wd

 + i − 
1 − 
 Wd

 + i − 
. 20
With W being the normalized static line shape, the main
numerical work remains in the calculation of the quasistatic
profile.
Note that this expression is similar to that obtained in 19
to describe the Doppler effect in the framework of a strong
collision model Dicke effect 20,
I =
1

Re
 Wvdv
 + i − k . v
1 −  Wvdv
 + i − k . v
. 21
There, the thermal bath is composed of radiator velocity
states v with the probability distribution Wv. The velocity-
changing collisions result in an effective jumping from one
value of the atomic velocity to one other following a Markov
process. The line shape is, then, transformed from nonuni-
form Gaussian to uniform Lorentzian line shape with the
effective line width equal to
D 
D
2

22
where D is the Doppler width of the line and  is the
velocity-changing collision frequency. We will come back on
this analogy in the following section.
As it has been noticed previously, electrons in plasmas are
well described by the impact approximation. The quantum-
emitter system evolution operator in Eq. 2, then, contains
in the Liouville operator a non-Hermitian homogeneous
electron-impact broadening contribution, resulting in static
Stark components SDT characterized by a complex fre-
quency k− ik and intensity ak+ ick. The line-shape function
for a given transition with n SDT is, then, written as
I =
r2

Re
	
k
ak + ick/r2
i − k + k + 

1 − 
	
k
ak/r2
i − k + k + 

. 23
If the condition ckak is fulfilled and k is weakly k depen-
dent, k=. Then, Eq. 23 can be written as
I =
r2

Re
 Wd

 +  + i − 
1 − 
 Wd

 +  + i − 
. 24
As  does not depend on the frequency of the emitting atom,
Eq. 24 can be represented as the convolution of a lorentzian
function and function 20 which defines the line contour
when =0,
I = d /
2 +  − 2
Re r2 
Wd

 + i − 
1 − 
 Wd

 + i − 
 .
25
III. RESULTS AND DISCUSSION
The hydrogenic argon Lyman- transition, including fine
structure, in a weakly coupled proton plasma, is considered
first in this section to illustrate the effects of ion dynamics on
spectral line shapes and the analogy with Dicke narrowing
effect. The quantum system involves the four levels 1S1/2,
2S1/2, 2P1/2, and 2P3/2. This case is very advantageous be-
cause the spectrum involves two patterns resulting from both
linear and quadratic Stark splitting associated, respectively,
with the two fine-structure components 1S1/2-2P1/2 and
1S1/2-2P3/2.
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Figure 1 shows the Lyman- profile for hydrogenlike ar-
gon in protons without Doppler broadening calculated for the
plasma conditions Ne=1.510
23 cm−3 and Te=10
7 K.
Three different results have been plotted in logarithm scale:
the static profile dash line, the dynamic profile obtained
with the new formulation of the FFM full line and the
simulation result circles. In these simulations, a representa-
tive set of ionic electric-field histories is generated by using
molecular dynamics technique, then, the time-depending his-
tories are used in a step-by-step integration of the
Schrödinger equation and the final result is obtained averag-
ing over the set of histories. Results from simulations are
considered as benchmark, as they rely neither on impact nor
static approximation. Comparisons with numerical simula-
tions show a very good agreement. The two fine-structure
components show different behaviors. Due to linear Stark
effect on the 1S1/2-2P1/2, two resonances appear in the static
approximation which are mixed and merged into a single one
by ion dynamics. On the 1S1/2-2P3/2 the main feature due to
quadratic static Stark effect seems to be enhanced by ion
dynamics and the dynamic profile appears broaden and
shifted. In all the cases, it can be noticed that, as expected,
the wings are well represented by the static profile. The FFM
method describes continuously the region between the static
limit which corresponds to a zero fluctuation rate and the fast
fluctuation limit. In the limit of an infinitely rapid ion micro
field fluctuation, the effect of the perturbation disappears and
the line components collapse to the center of gravity. This is
illustrated in Fig. 2 where the Lyman- profile is plotted for
different values of the fluctuation rate and compared with the
unperturbed line corresponding to a zero ionic electric field.
As we can see, even though in a first stage the profile is
broadened, an increase in the fluctuation rate results in a
narrowing of the profile. This effect is the same as Dicke
narrowing where the rapid collisionnal mixing of velocity
components causes a collapse of the Doppler line shape.
The second example concerns Stark broadening of atomic
hydrogen high-n series emission lines which have been used
for spectroscopic measurements of plasma density in labora-
tory experiments 21. In Ref. 21, a multichannel spectro-
scopic diagnostic and the corresponding analysis for divertor
electron-density measurements using Stark-broadened
Balmer and Paschen emission lines originating from
n=7–13 levels have been developed. It has been shown that
the Paschen line profiles are an attractive recombining di-
vertor density diagnostic for a burning plasma experiment.
Diagnostics are based on comparisons between experimental
data and theoretical results that must be as accurate as pos-
sible.
Figure 3 shows the static and dynamic profiles for the
Balmer 10–2 and the Paschen 10–3 transitions for an elec-
tronic density Ne=10
14 cm−3 and a temperature Te=10 eV
corresponding to observations performed in the National
Spherical Torus Experiment detached divertor region. These
FIG. 1. Lyman- line with fine structure at
Ne=1.510
23 cm−3 and Te=10
7 K. Comparisons between static
profile dash line, dynamic profile full line and molecular dynam-
ics simulation calculation circles.
FIG. 2. Lyman- line with fine structure at
Ne=1.510
23 cm−3 and Te=10
7 K. Dynamic profile with different
fluctuation rates, 
 full line: same as Fig. 1 with 
=1.5, stars: 

=10, and triangles: 
=100 compared to unperturbed profile ob-
tained with a zero ionic electric field dash line.
FIG. 3. Balmer 10–2 and Paschen 10–3 lines at
Ne=10
14 cm−3 and Te=10 eV. Comparisons between static profile
dash line and dynamic profile full line.
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calculations, which were impracticable or very difficult to
perform without approximation, have been done in a few
seconds. In addition, as no matrix inversion is required, the
results are more accurate.
The method presented here is not limited to hydrogen
spectra. It is particularly useful when a Stark-broadened im-
purity profile is used for plasma diagnostic purposes. This
line-shape computation in hot dense plasma conditions can
be difficult and very time consuming. This is because the
spectra of interest are not limited to the simplest hydrogen-
like or heliumlike ionic lines but include also lines radiated
by complex three or more electron ions dielectronic satel-
lites for example.
The third example concerns the Helium- line of argon,
Ar XVII 1s2-1s3p 1P, and the associated lithiumlike dielec-
tronic satellite lines, in deuterium for plasma conditions typi-
cal of inertial confinement fusion experiments 22. In these
experiments, rare-gas atoms are introduced in trace amounts
as a nonperturbing dopant in the gas fill of the microspheres
of the implosion experiments. The profiles of the lines emit-
ted by the rare-gas ions are then used as a diagnostic by
comparing the experimental results with theoretical predic-
tions. Figure 4 displays a comparison of the full ion dynam-
ics calculation of the helium- line including the Li-like
2l3l and 3l3l dielectronic satellite lines for Argon impuri-
ties in deuterium at Ne=1.210
24 cm−3 and Te=700 eV
with the experimental data 22 and the static profile. It has
been shown in Ref. 22 that ion dynamics effects cannot be
considered as the unique cause of the filling of the line cen-
tral feature. Even though, ion dynamics effects improve the
comparison with experimental data, some discrepancies re-
main and their study is not the subject of this paper for more
details see Ref. 22. Calculations of ion dynamics effects
on Li-like satellite lines involve hundred thousands of Stark
components, and the calculation with the original FFM was
extremely difficult or impracticable. The present FFM for-
mulation permits to get the ion profile in a couple of minutes
on a workstation.
IV. CONCLUSION
A very fast method to account for charged particle dynam-
ics effects in calculations of spectral line shapes has been
presented and tested by comparisons with numerical simula-
tions. Comparisons with experimental data illustrate the need
to calculate ion dynamics effects for line shapes emitted by
complex atomic systems.
The method is based on a formulation of the FFM, which
provides an expression of the dynamic line profile as a func-
tional of the static frequency distribution and a unique pa-
rameter, the fluctuation rate. This expression is similar to that
obtained to describe the Doppler effect in the framework of
strong collision models Dicke effect. In this model, a Mar-
kovian mixing process of velocities mimics the velocity-
changing collision effect, on the Doppler profile, which re-
sult in the line-shape transformation from nonuniform
Gaussian to uniform Lorentzian line shape when the colli-
sion rate increases. The same description of transition from
inhomogeneous static to homogeneous Lorentzian or fast
fluctuation limit can be done for Stark profiles. The main
numerical work is the calculation of the static profile. It can
be obtained by different analytical or numerical methods.
Different models 23,24 have been proposed in order to fa-
cilitate the calculations of line shapes of highly excited Ry-
dberg hydrogen atoms and ions important for many topics in
plasma physics and astrophysics. Some very sophisticated
code have been developed, PPP-TOTAL code 15 or MERL
multielectron-radiator line shape code 25, for example, to
calculate spectral line shape emitted by complex multielec-
tronic emitters.
This work opens possibilities for ultra fast calculations of
dynamic line shapes for arbitrary values of plasma param-
eters densities and temperatures. It is of special importance
for strongly nonuniform plasmas where one needs to calcu-
late spectra for a wide domain of plasma parameters. It is the
case both for laser driven plasmas and magnetically confined
especially divertor plasma conditions. Another application
concerns Stark-Zeeman profiles for which, ion dynamics cal-
culations are, strongly, facilitated by using this new formu-
lation. These profiles are of great interest for astrophysics
and thermonuclear fusion physics.
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Te=700 eV. Comparison of the full ion dynamics calculation in-
cluding the Li-like satellites bold full line with the experimental
data circles and the static profile thin full line.
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Abstract: Modeling the Stark broadening of spectral lines in plasmas is a complex problem.
The problem has a long history, since it plays a crucial role in the interpretation of
the observed spectral lines in laboratories and astrophysical plasmas. One difficulty is
the characterization of the emitter’s environment. Although several models have been
proposed over the years, there have been no systematic studies of the results, until now.
Here, calculations from stochastic models and numerical simulations are compared for the
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Lyman-α and -β lines in neutral hydrogen. Also discussed are results from the Helium-α
and -β lines of Ar XVII.
Keywords: Stark broadening; line shapes; plasmas; numerical simulations; models
1. Introduction
Line shape analysis is one of the most important tools for plasma diagnostics, as it provides
information on the underlying physical processes involved in the line formation. With the increasing
number of applications in different areas of plasma physics, the modeling of line broadening from
neutral or charged emitters has been in perpetual development and remains a keystone in plasma
spectroscopy [1].
In the formation of a line shape, Stark broadening is the most computationally challenging
contribution, since the main difficulty is to properly characterize the emitter environment. It involves
a complex combination of atomic physics, statistical mechanics and detailed plasma physics [2].
In particular, it is well known that the quasi-static ion approximation can lead to discrepancies with
experimental data near the line center. This happens whenever the electric microfields produced at the
emitter by the surrounding ions fluctuate during the inverse half-width at half-maximum (HWHM) time
scale. The first attempts to account for ion dynamics in theoretical models were done in the 1970s,
followed by experimental proof (see the historic introduction in [3] and the references therein). Since
then, several models based on stochastic or collisional approaches have been developed, together with
numerical simulations ([4] and the references therein). Necessarily, their limit of applicability, accuracy
and, thus, results differ from one another, and up to now, no systematic comparison have existed [5].
The purpose here is to present cross-comparisons of different models that account for the ion
dynamics effect. The line shape formalism is briefly recalled in Section 2, which serves to
introduce notation. The specifics of the various models and numerical simulations are also presented
in this section. We review the simulations Euler–Rodrigues (ER)-simulation [6], HSTRK [7],
HSTRK_frequency separation technique (FST) [8], SimU [9,10], Xenomorph [11] and the models
QuantST.MMM (MMM—model microfield method) [12], quasicontiguous (QC)-frequency fluctuation
model (FFM) [13], multi-electron line-shape (MELS) [14], multi-electron radiator line-shape
(MERL) [15,16], PPP [17], ST-PST [18] and UTPP [19] that have been used for the present purpose. The
ion dynamics effect on the hydrogen Lyman-α and -β lines is discussed in Section 3.1, demonstrating
the difficulty of such modeling even for these well-known lines. In Section 3.2, results on helium-α
and -β lines of Ar XVII produced by the two stochastic models (Boerker–Iglesias–Dufty (BID) [20]
and FFM [4,21]) are discussed with the help of the numerical simulation (SimU). The reliability of
such calculations is of interest in the diagnostics of inertial confinement fusion core plasma conditions.
Conclusions are given in Section 4.
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2. Theory, Models and Simulations
We recall that the line shape is given by:
I(ω) =
1
π
Re
∫ ∞
0
dt eiωtC(t) (1)
where C(t) is the autocorrelation function of the radiator dipole operator d, which can be expressed in
Liouville space as:
C(t) =≪ d†|U(t)|dρ0 ≫ (2)
where the double bra and ket vectors are defined as usual in Liouville space. Here, ρ0 is the density
operator for the emitter only at the thermodynamical equilibrium and U(t) = {Ul(t)}l∈F is the bath
averaged evolution operator of the emitter. l belongs to a measurable functional space, {F}, which
provides a statistical method for the calculation of average quantities. The main problem is to determine
U(t). One has thus:
• to find the time evolution of Ul(t) for a given microfield configuration, which means solving the
following equation:
dUl(t)
dt
= −i[L0 − d · Fl(t)] Ul(t), Ul(0) = 1 (3)
where L0 represents the Liouvillian of the unperturbed radiator and d · Fl(t) represents the Stark
effect that connects the dipole operator d to the microfield created by surrounding charged particles
Fl (including ions and electrons),
• and to average it over a statistical ensemble of the microfields { }l∈F .
In its general form, the problem cannot be treated analytically. Nevertheless, U(t) can be obtained by
numerical simulation integrating Equation (3) on simulated sampling of microfield histories. Usually,
such a calculation is split into two independent steps [3]. First, the plasma particle trajectories are
obtained by a numerical solution of Newton’s equations of motion or an alternative method. Knowing
the trajectory of each particle, the electric fields at the emitter are evaluated and stored to be used in
the second step. Then, the line shape simulation follows: a step-by-step integration of Equation (3) is
performed using these field histories. The evolution operator of the emitter is calculated, and the whole
procedure is repeated several times in order to average over a representative sample set of independent
perturbing field histories {f1, f2...fN}. As a result, C(t) is given by:
C(t) =
1
N
N∑
i=1
Ci(t) (4)
and the line shape is obtained by a Fourier transform of C(t). Although all line shape simulations are
based on the same scheme, we will see in the next section that they can differ slightly depending on the
details of the models.
Alternatively, efficient analytical models based on fundamental assumptions and approximations have
been developed [1]. In the standard theory (ST), the line shape calculation is based on the separation
between the ions and the electrons due to the radically different dynamical properties of the microfields
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they create. Indeed, the typical fluctuation rate of the electric field created by perturber species p with a
velocity relative to the center of mass vp and a density np is defined by:
νp = vp/dp (5)
where dp = (3/4πnp)1/3 is a typical interparticle distance. Assuming equal temperature for ions and
electrons and plasma neutrality, one has [3]:
νe
νi
∼
(
µi
µe
)1/2
Z
1/3
i . (6)
Thus, the perturbation due to the electrons (with reduced mass µe) is nearly two orders of magnitude
faster than that of ions (with reduced mass µi and charge Zi). This allows for treating the electrons and
the ions in a different way. The fast electrons are assumed to perturb the emitter by means of collisions,
treated in the impact approximation, and the slow ions are assumed to be quasi-static. This results
in a quantum-emitter system perturbation operator l = −d · Fi,l + iϕe, containing a non-Hermitian
homogeneous electron-impact broadening contribution ϕe and the ion microfield interaction −d · Fi,l,
which has to be numerically averaged with a static-field probability distribution Q(Fi), or because of
isotropy, with dW (Fi) = 4πF 2i Q(Fi)dFi. The later can be calculated numerically in the ideal gas
limit for perturbing ions [22] or using more sophisticated models that account for ion correlations [23].
Using the set of above assumptions, the quasi-static line shape is written as:
Is(ω) = −
1
π
Im ≪ d†|
∫
dFi Q(Fi) Gs(ω, Fi) |dρ0 ≫ (7)
in which the resolvent operator is given by:
Gs(ω, Fi) = (ω − L0 + d · Fi − iϕe)−1 . (8)
Although the electrons are often well described within the impact approximation, a quasi-static
treatment of the ions can lead to large errors for plasma conditions, such as the ion microfields fluctuate
during the inverse HWHM time scale. In the next section, we briefly review the simulations and the
models that have been developed to account for the ion dynamics effect and that have been used for the
present cross-comparisons.
2.1. The Numerical Simulations
The results from four numerical simulation codes based on different models have been submitted.
They differ either in the way they model the motions of the plasma particles or in the procedure for the
integration of the Schrödinger equation.
In the ER-simulation, the simulated plasma is an electrically neutral ensemble of statistically
independent charged particles made of Ni ions and Ne electrons moving along straight line trajectories
within a spherical volume. An emitter is assumed to be placed at the center of such a box. The temporal
evolution of the whole system is measured along a discrete time axis from zero to a definite number
of times of a fixed increment. Every temporal state is given by the set of values of the positions and
velocities of the particles in the system. At every time step, the electric field produced by ions and
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electrons is calculated using Coulomb’s law or a Debye-screened field. This electric field is an input
to the Schrödinger equation that computes the emitter time evolution operator. For hydrogen and when
the no-quenching approximation is considered, the atom state is described with the Euler–Rodrigues
parameters [24].
The HSTRK and HSTRK_FST codes also use the Gigosos–Cardeñoso approach [25]. Both codes
rely on the Hegerfeld–Kesting–Seidel method of collision-time statistics [26] and compute C(t).
Depending on the appropriate option, HSTRK can do an electron only, ion only or joint simulation,
but one can also do combinations, e.g., electron simulation and quasi-static ions or impact electrons
and ion simulation. For the Fourier transform, if a long-time exponential behavior is detected for times
t > τ , then the contribution to the Fourier transform of the (τ, ∞) region is computed analytically using
the detected exponential decay and added to
∫ τ
0
dtC(t)eıωt. τ is determined via start-up runs, e.g., a run
with a small number of configurations is done to obtain a rough idea of the HWHM and τ is adjusted to
cover at least a number of inverse HWHMs. The integral is done by Filon’s rule [27].
HSTRK_FST implements the frequency separation technique, which first identifies the “impact”
phase space of ion perturbers (e.g., impact parameters and velocities), which produce a width much
less (in these runs, “much less” was 10-times less) than the field fluctuation frequency. This meant:
HWHM(Ω) = 0.1 Ω (9)
where the HWHM is computed by including all ion perturbers with impact parameter ρ and velocity
v > Ωρ. Hence, the calculation is essentially the same, except that only slow ions v < Ωρ are included
in the simulation. The C(t) obtained from the simulation of these slow ions is then multiplied by
e−HWHM(Ω)t, and the Fourier transform is taken as in HSTRK. The use of a pure exponential form
for the rapidly fluctuating (impact) part is a consequence of using the complete collision assumption
for solving the impact part [28,29] and results in a C(t) that is not correct for very short times. This
is manifested in the (far) wing behavior of the HSTRK_FST profiles and can be remedied by using the
incomplete collision formulas of the above-cited analytical solutions.
SimU is a combination of two codes: a molecular dynamics (MD) simulation of variable complexity
and a solver for the evolution of an atomic system with the MD field history used as a (time-dependent)
perturbation. A technical difference from other numerical simulation methods is the way the spectrum is
calculated. Instead of employing the dipole autocorrelation function via Equation (1), SimU calculates
the Fourier transform of the dipole matrix:
d⃗(ω) =
∫ ∞
0
dt e−iωtd⃗(t) (10)
and then uses it directly instead of C(t):
Iλ(ω) ∝ 1
2π
∑
i
ρi
∑
f
ω4fi|e⃗λ · ⟨d⃗fi(ω)⟩|2 (11)
where e⃗λ is the light polarization direction and each initial state i is assigned a population factor ρi.
Similarly to other methods, this procedure is repeated many times and averaged (cf. Equation (4)).
The recently developed code, Xenomorph, is based on the models of Gigosos and González [30],
where a straight line assumption is made. A general Schrödinger solver described in [31] is used to
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obtain the eigenvalues En(t) and eigenvectors |n(t)⟩ at every time step of the simulation. The emitter
time evolution operator is then evaluated:
Ul(t + ∆t) =
{∑
n
e−iEn(t)∆t/h̄n(t)⟩⟨n(t)|
}
Ul(t) (12)
and is used to obtain the dipole matrix. The Fourier transform of the latter is computed to obtain the line
shape function, as is done in SimU (cf. Equations (10) and (11)).
2.2. The Models
The main difficulty in introducing the ion dynamics in the Stark line shape calculations is to
develop a model that provides a sufficiently accurate solution of the evolution Equation (2) assuming
an idealized stochastic process that conserves the statistical properties of the “real” interaction between
the microfields and the radiating atom.
A successful model developed for neutral emitters—the model microfield method (MMM), due
to Brissaud and Frisch [32,33]—involves stochastic fields that are constant in a given time interval
and suddenly jump from one value to the next one at random times. The amplitudes of the field
sequences are determined in order to be consistent with the static properties of the microfield, i.e.,
the static-field probability distribution Q(F). The jumping frequency ν(F) has to be chosen properly
in order to reproduce the dynamics properties of the microfields represented by their autocorrelation
function < F(t) · F(0) >. In QuantSt.MMM, MMM (for ions) is combined with a quantum-statistical
approach to calculate pressure broadening due to plasma electrons. The perturbation by electrons is
considered to second order in the potential [34,35].
MELS and MERL are based upon the BID model. The latter derives from the MMM, but its
formulation is based on statistical mechanics [36] and provides a unified description of radiative and
transport properties for charged emitters [20]. The stochastic line shape is written as:
Id(ω) = −
1
π
Im ≪ d†|
∫
dFQ(Fi)GBID(ω, Fi)
1 + iν(ω)
∫
dFQ(Fi)GBID(ω, Fi)
|dρ0 ≫ (13)
in which the resolvent is given by:
GBID(ω, Fi) = (ω − L0 + d · Fi − iν(ω))−1 (14)
The jumping frequency ν(ω) is chosen as:
ν(ω) =
ν0
1 + iωτ
. (15)
where the two parameters ν0 and τ are defined in this model by the low- and high-frequency limits of
the momentum autocorrelation function. Here, τ is assumed to be null.
Another approach is the frequency fluctuation model (FFM), on which the PPP code and, recently,
the QC-FFM code rely. The latter is a hybrid model using the quasi-contiguous approximation [37]
for H-like transitions and the FFM for modeling the microfield dynamics effect. The FFM relies on a
different idealization of the stochastic process than MMM and BID. Here, the quantum system perturbed
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by a time-dependent microfield behaves like a set of field-dressed two-level transitions (SDT) subject
to a collision-type mixing process. More precisely, the fluctuation mechanism of these SDT obeys a
stationary Markov process defined by the instantaneous probability of states pj = aj/
∑
k ak (aj being
the intensity of the SDT, j) and the transition rates between these states Wk,j = −Γjδk,j + Wk,j , where
Γk,j = νδi,j and Wk,j = νpj .
The typical fluctuation rate νFFM of the electric field, given by Equation (5), is used. Working in the
Liouville space of the dressed two-level radiators, the line shape is written as [38]:
Id(ω) =
1
π
Re
∑
j,k
i ≪ Dk|GFFM(ω)|Djpj ≫ (16)
with the resolvent:
GFFM(ω) = (ω − Lω + iW)−1 (17)
where Lω is the Liouville operator involving the transition energies of the SDT (ωi) and Di are the matrix
elements of the dipole moment for the SDT. Due to the particular form of the matrix of transition rates
W, the dynamic line shape is written as [4]:
Id(ω) =
∑
k ak
π
Re
∑
k
pk
ν+i(ω−ωk)
1 − ν ∑k pkν+i(ω−ωk)
(18)
Despite the fact that the two stochastic models lead to different functional forms, it follows that
both BID and FFM recover the static limit for νBID = 0 in Equation (14) and for νFFM = 0 in
Equation (18). In the opposite limit, both models recover the fast fluctuation limit (ν → ∞) that should
approximate the “no ions” profile. However, BID recovers the impact limit in the line center whenever
ν is large, while the FFM does not (see [39] for a more detailed discussion). We note that QC-FFM uses
the FFM approximation for ions and electrons alike. For the latter, correctly approaching the impact
approximation in the fast fluctuation limit becomes especially important. To this end, a modification to
the effective fluctuation rate was introduced:
ν̃ = ν +
ν2
ν0
(19)
where ν0 is an empirically obtained constant (for details, see [13]).
Two other models based on the collisional approach have been used, too. The ST-PST model is based
on the standard theory with a number of options. Specifically, apart from the pure ST results, ST-PST
can (and by default does) also compute the results of ST with penetrating collisions correctly accounted
for analytically [18]. In addition, an FST-FFM calculation is also done [8]: first, an Ω is determined,
exactly as described above for HSTRK_FST. Next, the FFM is applied to the field that excludes the fast,
impact part. Last, the two profiles are convolved. As a result, the impact limit is correctly built in and
recovered, hence extending the FFM validity without sacrificing its speed. Note, however, that with the
current FST implementation, which uses the completed collision assumption for the impact phase space,
the far wings are not accurate, as already discussed.
The UTPP code is devoted to the calculation of hydrogen line shapes in regimes where the impact
approximation for ions is reasonably accurate. Such a regime is attained for lines with a low principal
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quantum number in magnetic fusion experiments in the absence of Doppler broadening (Doppler-free
line shape models were required for radiation transport simulations, e.g., [40]). In UTPP, a line shape is
calculated using the following formula:
I(ω) =
1
π
Re ≪ d†| 1
s + iL0 + K(s)
|dρ0 ≫ (20)
where s = −iω and K(s) is a collision operator calculated in a framework similar to that used in
the Voslamber unified theory (Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy), but here
adapted to ions [19]. The main advance with respect to the unified theory is that the collision operator
accounts for the finite lifetime of the atom during each collision; this lifetime yields an effective range
for the action of the microfield of the order of v/γ̄, where γ̄ is a typical matrix element of the collision
operator (see the discussion in [41]). This model (and its adaptation to electrons) does not lead to
a divergent collision operator if the Debye length is assumed infinite, which is in contrast to standard
hydrogen models (see [42]); this makes it suitable for the presented cases, provided the perturbing species
under consideration is strongly dynamic.
3. Comparisons and Discussion
To test the accuracy of the different numerical codes based either on stochastic and collisional models
or numerical simulations, calculations for standardized case problems were carried out and analyzed [5].
A preselected set of transitions on a grid of electron densities (ne) and temperatures (T = Te = Ti)
have been proposed, and for each case, the atomic and plasma models have been specified. In this way,
various contributions that can affect the Stark broadened line shape, such as the influence of particle
correlations on electric microfields, the effects of external fields, the high-n merging with continuum or
the satellite broadening, have been investigated. For the present purpose, we will only focus on cases
where the ion dynamics effect was studied.
3.1. Hydrogen Lyman-α and Lyman-β Lines
The following examples consider the hydrogen Lyman-α and Lyman-β lines in an ideal plasma
consisting of protons for electron densities ne = 1017 − 1019 cm−3 and temperatures T = 1 − 100 eV.
These cases are not necessarily practical, but permit basic comparisons to assess the influence of ion
dynamics on the line profiles. Here, only pure ionic linear Stark effect is considered (∆n ̸= 0 interactions
are ignored) and the fine structure is not taken into account. The concept of ideal plasma means that
unscreened particles moving along straight path trajectories are considered in the numerical simulations,
and the Holtsmark static-field distribution function [22] is used in the models.
An overall comparison of the results is presented in Figure 1. For each subcase (determined by a
combination of (ne, T )) and for each code, ratios between the full-width at half-maximum (FWHM) and
an average of FWHM of all submitted results have been evaluated [5]:
Ri =
FWHM
< FWHM >
. (21)
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The graph is divided in two regions: the left side corresponds to results for the Lyman-α line and
the right side to the Lyman-β line. Each region is divided into three sub-regions that correspond to the
three densities chosen. Finally, in each sub-region, each set of results corresponds to the temperatures,
T = 1, 10, 100 eV, respectively. For the Lyman-α case, the results present a large dispersion, deviating
from the average by more than a factor of five in each direction. In contrast, the scatter for the Lyman-β
shows a rather good agreement between the codes. In fact, these two lines present a completely different
behavior concerning the ion dynamics effect.
Figure 1. Overall comparison of the workshop results of the ion dynamics effect on
Lyman-α and -β hydrogen lines. For each subcase, i.e., different pairs of (ne, T ), the scatter
of ratios between the different results and an average value is plotted. The different symbols
correspond to: (black dot) SimU; (red square) UTPP; (blue triangle) PPP; (blue asterisk)
Xenomorph; (cyan open triangle) HSTRK; (cyan triangle) HSTRK_FST; (red diamond)
ER-simulation; (green circle) QuantST.MMM; (black cross) QC-FFM.
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3.1.1. The Lyman-α Line
The static Stark effect of the Lyman-α line (as all the ∆n = n − n′ = 1 lines, where n and n′ are
the principal quantum number of the upper and lower states, respectively) features a strong unshifted
component that is highly sensitive to the ion dynamics effect. Thus, even though the Lyman-α line is the
simplest case from the atomic structure point of view, it presents a non-trivial Stark-broadening behavior.
In Figure 2, only results from the numerical simulations are plotted for the sake of clarity. One sees
that in the range of 1 to 100 eV, the simulations either predict that the width increases when the plasma
temperature increases (for the fixed density ne = 1019 cm−3, they present a temperature dependency
as ∼T 1/3) or predict that the width is mostly insensitive to the temperature’s rise (for the fixed density
ne = 10
17 cm−3). Concerning the dependence on the plasma density, the width, which is mainly due to
the width of the central component for T = 1 eV, increases as n1/3e . For T = 100 eV, the results show a
n
2/3
e dependence, corresponding to the quasi-static behavior of the lateral components [2]. We mention,
however, that the cutoff of the Coulomb interaction at a finite box size may not accurately reproduce an
ideal plasma [42].
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Figure 2. Lyman-α ion FWHMs as a function of (a) of T at fixed densities and (b) of ne
at fixed temperatures. The ideal, one-component plasma consisting of protons is assumed.
Only results from numerical simulations are presented: (red circle) ER-simulation; (blue
square) HSTRK; (black dot) SimU; (green asterisk) Xenomorph.
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In general, the highest temperature results in the best agreement among simulation codes, for all
densities. For lower temperature differences are more discernible, with the most discernible being the
appearance of shoulders in ER-simulation and SimU for the highest density and lowest temperature and
the lack of such shoulders in HSTRK. This is a general trend at the lowest temperature of 1 eV for all
densities, with HSTRK producing significantly larger widths than both ER-simulation and SimU.
The dispersion of the results of the various models demonstrates the difficulties in accurately treating
the ion dynamics effect (see Figure 3). In every studied case, the PPP displays a weaker ion dynamics
effect on this line, probably due to an incomplete description of this effect on the central component.
The FFM mixes the unshifted components with the Stark-shifted components with a unique fluctuation
rate. Yet, the unshifted components are not sensitive to the microfield intensity, but only to its rotation,
whereas the Stark-shifted components are sensitive to the microfield vibration [43]. A more detailed
discussion on the influence of the microfield directionality in the line shape is presented in a separate
study [44].
Concerning the description of the ion dynamics effect in terms of microfields mixing, the
QuantST.MMM results compare less favorably to the simulations, especially in the far wings.
As already discussed, the far wings of HSTRK_FST are not reliable in this version, due to the
complete collision assumption used in the computation of the impact part. This is an artifact of this
assumption rather than an inherent limitation of the method.
The UTPP code yields a line width systematically larger than the results obtained from other codes or
models and, in particular, the results from numerical simulations. If the latter give reference profiles, this
result is expected in general, because the plasma conditions are such that static effects with simultaneous
strong collisions are important. However, the application of the UTPP to the electron broadening (not
presented here) also indicates a significant discrepancy, with an overestimate of the numerical simulation
results by a factor of two. It has been suggested that this discrepancy stems from the fact that the
simulations that use a box actually miss a significant contribution to the line broadening, due to the far
perturbers, namely, those inside the v/γ̄ sphere, but outside the simulation box. It is quite difficult to test
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this argument by enlarging the simulation box up to v/γ̄, because this would imply a very large number
of particles (up to several billions). An adaptation of UTPP able to account for a plasma of finite size
has been performed and has led to a line shape in good agreement with the simulations [42]. This could
suggest that an artificial setting of an infinite Debye length in the numerical simulations able to work
with an infinite Debye length requires a careful interpretation of the results.
Figure 3. Lyman-α line shape in ideal ionic one component plasma (OCP) calculated
for (a) the more dynamical regime (ne = 1017 cm−3 and T = 100 eV) and (b) the
more static regime (ne = 1019 cm−3 and T = 1 eV): SimU (black dash); ER-simulation
(red dash); HSTRK_FST (blue dot-dash); PPP (solid cyan); QuantST.MMM (solid purple);
UTPP (solid green).
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3.1.2. The Lyman-β Line
The static profile of the Lyman-β line (as all of the ∆n = 2 lines) normally shows a dip at the line
center. One sees in Figure 4 that, due to the ion dynamics effect, the simulations fill this dip, and the
width increases with increasing temperature. This trend is seen for plasma conditions that correspond
to typical microfield fluctuation rate values (see Equation (5)) smaller than the splitting of the two Stark
components measured in the static case. Here, for ne = 1017 cm−3, the Stark splitting of the static line
shape is equal to 5.9 × 10−3 eV, and the typical fluctuation rate is equal to h̄ν = 6.8 × 10−4 eV and
h̄ν = 2.5 × 10−3 eV for T = 1 eV and T = 10 eV, respectively. For T = 100 eV, h̄ν = 2.2 × 10−2 eV,
i.e., three-times greater that the Stark splitting in the static case. The two components merge, leading to
a line shape that is narrower than the one calculated for T = 10 eV, as is seen in Figure 4a. Note that for
an infinite fluctuation rate, the line shape becomes the Dirac δ-function.
The agreement between the Lyman-β FWHM results of different codes is much better than that for
Lyman-α, as is shown in Figure 1. Nevertheless, the concept of FWHM is not really adequate for such a
line with a dip in the center. A better way to discuss the ion dynamics effect on a Lyman-β line would
be the measure of the relative dip given by:
Ddip =
Imax − Iω0
Imax
(22)
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where Imax and Iω0 are the maximum intensity and the intensity at the center of the line, respectively.
Table 1 shows the relative dip from the different codes for ne = 1017 cm−3, while the line shapes are
shown in Figure 5.
Obviously, the QC approximation, and, hence, the QC-FFM method, is inherently unable to reproduce
the central structure (a peak or a dip) of a low-n spectral line. However, the wings of such lines, as well
as entire profiles of higher-n transitions, show a very good agreement with numerical simulations [13].
Figure 4. The ion dynamics effect on the Lyman-β line for different values of T obtained
by SimU: (solid red T = 1 eV; (green dash) T = 10 eV and (blue dot-dash) T = 100 eV
at a fixed (a) ne = 1017 cm−3 and (b) ne = 1019 cm−3. The ideal one-component plasma
consisting of protons is assumed.
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Figure 5. Lyman-β line for ne = 1017 cm−3 and T = 10 eV: SimU (black dash);
ER-simulation (red dash); Xenomorph (blue dot-dash); PPP (solid cyan); QC-FFM (solid
orange); QuantST. MMM (solid purple); UTPP (solid green).
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Table 1. The relative dip (%) measured on the Lyman-β line from the different codes for
ne = 10
17 cm−3.
T (eV) = 1 10 100
ER-simulation 75 44 10
SimU 56 19 0
Xenomorph 56 14 /
PPP 70 31 0
QuantSt.MMM 71 55 32
UTPP 0.6 0.6 0
3.2. Argon He-α and He-β Lines
The argon H- and He-like lines are observed in inertial confinement fusion implosion core plasmas
when a tracer amount of argon is added to the deuterium gas fill to diagnose the plasma conditions [45].
Such a diagnostic relies on the temperature sensitivity of the satellite line;s relative intensity to the
resonance one and the density dependence in the Stark broadening of both satellite and resonance line
profiles [46]. Moreover, they are sensitive to the ion dynamics effects and present a challenge for
theoretical models [47]. We only focus here on the He-α and He-β lines. A specific study of the effect
of satellite line shapes on the He-β line can be found elsewhere [48].
Two electron densities, ne = 5 × 1023 cm−3 and ne = 2 × 1024 cm−3, and a plasma temperature
of T = 1 keV were selected for this comparison. Plasma ions are deuterons with 0.1% Argon XVII.
The MELS and MERL (BID) and the PPP (FFM) models submitted results, and the numerical
simulation, SimU, was recently extended to describe such lines. Here, the simulation accounts for all
interactions; no artificial cutoff arises as for the ideal case conditions. We consider it as a reference.
Figure 6 displays the He-α profiles calculated with the PPP code within the quasi-static
approximation. For clarity, results from MELS are not plotted here, but the agreement between the two
codes is very good. The small differences observed between both codes are explained by the difference in
the electron broadening treatment (the impact approximation is used in PPP, while a frequency dependent
collision operator is used in MELS). The quasi-static profile is the superimposition of a strong intensity
component, which corresponds to the 1s2p 1P1 − 1s2 1S0 resonance transition, and a weak intensity
component, which corresponds to the 1s2p 3P1 − 1s2 1S0 intercombination transition. The pure electron
broadened profiles are plotted for each component for a better understanding of the ionic Stark effect on
the line shapes. Both components display a pronounced quadratic Stark effect in their “blue” wing, and
forbidden lines appear on top of their “red” wing.
Concerning the ion dynamics effect, BID and FFM show a different behavior. BID profiles present a
more pronounced deviation relative to the static calculation than the FFM. Figures 7 and 8 illustrate this
for the two densities. These discrepancies cannot be explained by the use of a different fluctuation rate
in both models. A specific study using the same fluctuation rate for both models shows that the BID and
FFM are in good agreement for varying values of this parameter for the resonance line, but not for the
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intercombination line [39]. Figure 9 shows this difference using both models with the same fluctuation
rate. The difference seen on the forbidden component of the intercombination line might be due to a
numerical inaccuracy, because of the very weak value of its intensity.
Moreover, numerical simulation results from the SimU code do not discriminate between the
stochastic models. For example, in Figure 9, both models agree with the simulation on the allowed
transitions, but not on the forbidden transitions. This might be due to a different dynamics between
strong microfields, which are emphasized by the quadratic Stark effect of the allowed transitions, and
weak microfields, which are the cause of the linear Stark effect of the forbidden transitions.
Figure 6. The He-α line calculated within the quasi-static approximation for T = 1 keV
and ne = 2 × 1024 cm−3. (Black line) the entire profile; (blue line) resonant line profile;
(red line) intercombination line profile. The pure electron-broadened profiles are plotted in
dashed lines for each component.
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Figure 7. The He-α line for T = 1 keV and ne = 5 × 1023 cm−3: static ions MELS (grey
dash); ion dynamics BID (solid red); FFM (solid blue) and SimU (black dot).
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Figure 8. The He-α line for T = 1 keV and ne = 2 × 1024 cm−3: static ions (grey dash);
ion dynamics BID (solid red); FFM (solid blue); and SimU (black dot).
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Figure 9. The He-α line for T = 1 keV and ne = 2× 1024 cm−3: (a) resonance line and (b)
intercombination line. Static ions MELS (red dash) and PPP (blue dash); ion dynamics BID
(solid red); FFM (solid blue); and SimU (black dot).
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In order to explain these differences, a specific study on the pure ion-broadened profiles was carried
out. As both resonance and intercombination lines present similar atomic systems, we will only focus
the discussion of the resonance line. Figure 10 shows FFM profiles for different fluctuation rates and
the SimU profile. It seems that different values of ν are needed to reproduce different portions of the
simulated profile. A lower fluctuation rate has to be used to fit the forbidden component, whereas a
higher ν is needed to reproduce the allowed component. This can be interpreted as weak and strong
microfields not producing the same dynamics effect on the line shape.
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Figure 10. The He-α line, the strong component for T = 1 keV and ne = 5 × 1023 cm−3:
SimU (black circles); FFM with ν = 3 eV (solid blue); ν = 5.62 eV (solid red); and
ν = 8 eV (solid black).
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Finally, the He-β line is presented in Figure 11. At the chosen plasma conditions, as the Stark splitting
of the He-β quasi-static line shape is greater than the fluctuation rate and the electron width is larger,
the ion dynamics effect is less pronounced than on the He-α. Figure 11 shows SimU, BID and FFM
in rather good agreement relative to the discrepancies of their quasi-static profiles. The measure of the
dynamics-to-static relative depth is defined by:
Dd−s =
Idyn(ω0) − Istat(ω0)
Idyn(ω0)
(23)
There is a fairly good agreement between the BID and the FFM (see Table 2).
Figure 11. The He-β line for T = 1 keV and (a) ne = 5×1023 cm−3; (b) ne = 2×1024 cm−3.
Static ions: MERL (red dot), PPP (blue dot); SimU (black dot); BID (solid red); FFM
(solid blue).
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Table 2. Dynamics-to-static relative dip (%) measured on the argon He-β line for
T = 1 keV.
Models BID FFM
Ne = 5 × 1023 cm−3 58 57
Ne = 1 × 1024 cm−3 50 51
Ne = 2 × 1024 cm−3 47 48
4. Conclusions
Line shape calculations from different numerical codes that account for the ion dynamics effect were
presented. To test the accuracy of the different codes, standardized case problems have been chosen
and a systematic cross-comparison has been done. Results from four numerical simulations based on
different algorithms and seven models relying on either stochastic or collisional processes, have been
then submitted.
Surprisingly, the results obtained on the hydrogen Lyman-α line in an ideal OCP plasma consisting of
protons presents a large dispersion. While the numerical simulations show a relatively good agreement
between each other, the FFM and MMM models systematically display a weaker width than the averaged
results. This can be explained by an incomplete description of the ion dynamics effect on the central
component of this line. The detailed study on the influence of the microfields directionality in the line
shape presented in this volume, [44] or other methods discussed here can help improve the modeling of
lines with unshifted components. The overestimate of the UTPP code based on a collisional approach is
explained by an incomplete description of ion static effects. The results obtained on the H Lyman-β line
present a better agreement between all codes.
Concerning the ion dynamics effect on the argon He-α and -β lines, BID and FFM show a different
behavior that has been attributed, up to now, to numerical inaccuracies, due to the very weak value of the
line intensities. The recently developed numerical simulation code, SimU, could not help discriminate
between the two models, but highlighted another problem: it seems that different values of fluctuation
rates have to be used to reproduce different portions of the simulated profile. As both the linear and
quadratic Stark effect, which are linked to the weak and strong values of microfields, respectively,
are involved in producing the shape of this line, one can wonder if a frequency- (or field-) dependent
fluctuation rate is needed to give a better description of ion dynamics on this line.
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Abstract
A study of hydrogen lines emitted in warm (Tew1 eV) and dense (Ne ! 1018 cm"3) plasmas is presented. Under such plasma conditions, the
electronic and the ionic contributions to the line width are comparable, and the general question related to a transition from impact to quasi-static
broadening arises not only for the far wings but also for the core of spectral lines. The transition from impact to quasi-static broadening for
electrons is analyzed by means of Frequency Fluctuation Model (FFM). In parallel, direct integration of the semi-classical evolution equation
is performed using electron electric fields calculated by Molecular Dynamics (MD) simulations that permit one to correctly describe the emitter
environment. New cross comparisons between benchmark MD simulations and FFM are carried out for electron broadening of the Balmer series
lines, and, especially, for the Ha line, for which a few experiments in the warm and dense plasma regimes are available.
! 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of hydrogen spectral line shape in plasma has
been the subject for numerous investigations [1], as the deter-
mination of electron densities from hydrogen line widths is
a well established and important diagnostic tool. Recent theo-
retical development of hydrogen line broadening is connected
to experimental investigations in warm (Tew1 eV) and dense
(Ne ! 1018 cm"3) plasmas [2]. Under such plasma conditions
the ionic and electronic contributions to line broadening are of
the same order and the general concerns related to the transi-
tion from impact to quasi-static electron broadening arise not
only in the far wings, but also for the line core. Since the work
of Vidal and coauthors [3], where the quasi-static behavior of
electrons was included in a model based on a binary collision
theory, several models improving electron broadening have
been developed [4e7].
The objective of this work is not to examine in detail exper-
iments nor different theoretical models but to investigate the
possibility of describing electron broadening from impact to
quasi-static regime with the help of the Frequency Fluctuation
Model (FFM) [8]. The FFM was initially developed to account
for ion dynamics. Electron effects on line shapes were intro-
duced via a homogeneous broadening operator obtained within
the impact approximation [9]. Nevertheless, when the elec-
trons can be described classically, their effects would be sim-
ilar to those of the ions, with the major distinction being time
scale. Therefore, any solution to the ion dynamics problem
should also be applicable to the electrons.
In order to validate the use of the FFM to calculate electron
broadening, the computed line widths are compared with new
simulation results. It is well established that a robust procedure
for line shape calculations is to simulate the evolution of the
emitter system by generating time-dependent microfields
[10,11]. Here, electric microfields are generated by Molecular
Dynamics (MD) simulations [12], and a direct integration of
the semi-classical evolution equation is performed using
a fast integration process based on EulereRodrigues technique
[13]. MD simulations allow one to obtain static and dynamics
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properties of electric fields accounting for all correlations
between charged particles so that the direct resolution of the
evolution operator equation does not require either the impact
or static approximation. Such simulated line shapes provide
essential reference data to benchmark more efficient phenome-
nological line shape models developed for plasma diagnostics.
The results presented here concern an electron density
Ne$ 2.5% 1018 cm"3 and a temperature ranging from 1 to
10 eV. In this range, the transition from impact to quasi-static
behavior for electrons arises for low principal quantum num-
ber [14]. After presenting the FFM behavior versus density,
temperature and principal quantum number, cross comparisons
between MD simulations and FFM are carried out for Balmer
lines. The behavior of the electron line width with temperature
is discussed for the Balmer series. Then, the temperature
dependence of total line width is presented for the Ha line
for which a few experiments in warm and dense plasma re-
gions are available.
2. Models
2.1. MD simulation of the emitter environment
Classical MD simulation is carried out with a few hundred
particles moving in a cubic box with periodic boundary condi-
tions. Particle motion is achieved using a Verlet’s algorithm
and attention is paid to minimize the total energy fluctuations
during the evolution of the system. Each charge contribution to
the field at neutral emitters results from a screened Coulomb
field such as:
E&r' $ Ze
r2
!
1# r
l
"
e"r=l
r
r
: &1'
The ioneion and the electroneelectron interactions are
taken to be screened Coulomb
V12 $
Z1Z2e2
r
e"r=l; &2'
where Z1Z2 is positive. These Coulomb interactions have been
screened at a distance l of the order of the cubic cell size:
since the interactions among charges introduce a physical
screening at Debye length lD$ (kBTe/4pNee2)1/2, the use of
a screening at l[lD does not affect the properties considered
in this work [15].
The Coulomb interaction has to be modified for the attrac-
tive ioneelectron interactions. A simple classical description
accounting for quantum diffraction effects at short distance
is used [16]:
Vie $"
Ze2
r
#
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$
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where d $ &2pZ2=mekBTe'1=2 is the thermal de Broglie
wavelength.
Two types of simulations with neutral hydrogen atoms used
as probes to measure electric fields have been performed.
(1) A One-Component Plasma (OCP) with only electrons as
perturbers.
(2) A Two-Component Plasma (TCP) of protons and elec-
trons. All interactions are accounted for to describe prop-
erly the whole forces in the vicinity of the emitter.
Here two observations need to bemade. First concerns the use
of a screened potential in the electron OCP simulation. When
comparing the behavior of the electroneelectron pair correlation
function for (1) aTCPof interactingprotons and electrons and (2)
anOCPdriven by electric forces screened at theDebye lengthlD,
good agreement is found. In Fig. 1, pair correlation functions for
the lowest temperature Te$ 8500 K of interest are reported. The
comparison involves anMD simulation for a TCPwith Coulomb
interactions and a hyper-netted chain (HNC) [17], calculation for
an electron OCP. As the plasma is neutral and the ion charge is
Z$ 1, the expected static properties for protons and electrons
should be the same: the ioneion and the electroneelectron
pair correlation functions obtained by MD TCP simulations are
the same. In addition, Fig. 1 shows the good agreement between
MDTCP simulations andHNC calculations for an electronOCP,
giving indirect evidence of the efficiency of the electroneelec-
tron dynamics screening by the ions. TheOCPwithout screening
is also shown for comparison.
Second, as field distribution functions are a necessary ingre-
dient to describe Stark broadening, comparisons have been
made to investigate chargeecharge correlation effects. The field
distribution functions are calculated from a sample of indepen-
dent configurations. For decreasing electron temperature, i.e.
increasing plasma correlation, the electron field distribution
function at the emitter undergoes some changes. In the following
example, two different OCP MD simulations have been per-
formed: (1) the electrons are considered as free particles and
(2) the electrons interact with each other through a Debye
1,2
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Fig. 1. Pair correlation functions for Te$ 8500 K and Ne$ 2.5% 1018 cm"3:
(circles) MD calculations for a TCP: (blue) ioneion g(r), (red) electroneelec-
tron g(r) and (green) ioneelectron g(r). (solid) HNC calculations for an OCP:
(black) with Debye screened forces (grey) without screening. (For interpreta-
tion of the references to colours in figure legends, the reader is referred to the
web version of this article).
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screened potential. Fig. 2 shows the different field distribution
functions for themost strongly coupled case. It has been checked
[18] that independent of the temperature, the MD simulation re-
produces the Holtsmark distribution [19] when the electrons are
not interacting with each other. The correlation effects lead to
a shift of the order of 25% of the peak of the distribution. It is
in good agreement with the Hooper field distribution [20].
2.2. Line shape calculations
The spectral line shape is expressed in terms of the autocor-
relation function C(t) of the emitter dipole moment d(t) via
Fourier transform:
I&u' $ Re1
p
ZN
0
dtC&t'eiut; &4'
where C(t) can be written in Liouville representation
C(t)$ Tr(d%U(t)rd), where U(t)$ {Uq(t)}av is the solution
of the following stochastic equation:
dUq&t'
dt
$
#
L0 #D%Eq&t'
$
Uq&t'; Uq&0' $ 1: &5'
In Eq. (5), the Liouville operator is related to the Hamil-
tonian H0 for unperturbed states of the emitter by L0h
1=iZ(H0; $), and D% Eq(t) describes the perturbation due to
the electric field Eq(t) that belongs to a sample set of indepen-
dent field histories where D is the Liouville representation of
d. In general, no exact analytical solution exists to this equa-
tion. It is solved either by numerical simulation or by approx-
imate methods. In the present study, the hydrogen Balmer
series lines have been calculated in two different ways: (1)
using a numerical integration that involves electric fields
generated by MD simulations and (2) using the FFM.
In the numerical integration method a sample set of micro-
field sequences, Eq(t), obtained by MD simulations is used in
the dipole evolution equation, Eq. (5). The latter is solved for
each field history and an algebraic average is performed to get
the line profile. The calculations require a fast integration pro-
cess based on the EulereRodrigues technique specific to hydro-
gen atoms (or hydrogen-like ions). Using the SO(4) symmetry, it
leads to a large reduction in the computational time compared
to a conventional simulation but does not include interactions
between levels with different principal quantum numbers.
The FFM method does not treat the effect of the field fluctu-
ations on the line shape directly, but assumes that they induce
random fluctuations of the emitted radiation frequencies. In
a first step, the line shape is calculated in the static approxima-
tion, where the electric field distribution obtained by MD simu-
lations or by analytical models is used. The static profile is
interpreted as a sum of radiative channels that correspond to
its inhomogeneities. Then, the field fluctuation is accounted
for using a Markovian process built on a fluctuation rate
n$ vth/r0 that mixes the radiative channels. Here vthf Te1/2 is
the perturbers thermal velocity and r0f Ne
"1/3. This results in
the exchange of intensities between different spectral domains
of the static line shape.
A study of hydrogen lines [14] has shown that the FFM
possesses the correct dependencies on temperature, density
and principal quantum number (n). That is in the impact limit,
the line width is proportional to n4, Ne and Te
"1/2, whereas in
the static limit, it is proportional to n2, Ne
2/3 and does not vary
with the temperature. Further, the smooth transition of the
FFM from impact to quasi-static regime has been verified.
3. Results and discussion
The transition from impact to quasi-static regime is analy-
zed for the first four Balmer lines by means of MD simulations
and FFM calculations. Calculations have been done for a fixed
density (Ne$ 2.5% 1018 cm"3) and temperatures varying from
8500 K to 200 000 K. This temperatureedensity domain
includes recent experimental measurements [2].
In order to show the transition from impact to quasi-static
provided by the FFM, the widths of the first four Balmer lines
versus n are plotted in Figs. 3 and 4. At high temperature the
impact model, the FFM and MD simulation are close to the n4
impact behavior and when the temperature decreases, the FFM
and MD simulations dependencies tend to the n2 static behav-
ior unlike the impact model. For the two presented tempera-
tures, the Ha line width does not respect the trend because
of the important role of the interference terms.
The line widths as a function of temperature are shown in
Fig. 5. In the high temperature regime where the impact ap-
proximation becomes valid, all the three techniques converge
toward the Te
"1/2 trend. Further, the convergence is shifted to
higher temperature as the value of the n increases. Within the
entire range of temperatures the FFM and MD show the same
trend.
As TCP MD simulations provide the total electric field se-
quences, the Balmer series lines can be calculated accounting
0,7
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Fig. 2. Electron field distribution functions for Te$ 8500 K and
Ne$ 2.5% 1018 cm"3: (black) Hooper’s model (black circles) MD calcula-
tions for an OCP with interacting electrons (green) Holtsmark’s model (green
circles) MD calculations for an OCP with independent electrons. (For interpre-
tation of the references to colours in figure legends, the reader is referred to the
web version of this article).
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for both ion and electron broadenings. Such calculation can
also be performed with the FFM by calculating separately
the electron-broadened profile and the ion-broadened profile.
The electron and the ion fluctuation frequencies ne and ni are
accounted for following the stochastic process implemented
in the FFM. Finally, a convolution of the electron and ion
profiles gives the total line shape. A TCP MD calculation
neglecting ioneelectron correlations but accounting for
electroneelectron and ioneion correlations shows that the
total width of the Ha does not differ from a full interacting par-
ticle’s calculation. Thus, for the studied temperature range, the
ioneelectron correlations are negligible, justifying a separate
ioneelectron broadening calculation.
In Fig. 6, the total width of the Ha line is shown as a func-
tion of the electron temperature. The FFM results show the
same trend as the TCP MD simulation, while a standard
approach, i.e. impact electrons and static ions, overestimates
the FWHM at low temperature. Both FFM and MD results
give smaller widths than the experiments. Calculations (not
presented here) accounting for couplings with higher principal
quantum numbers show an increase of the width of the order
of 20%. These results are confirmed by other groups [21].
In conclusion, the above results show that there is overall
a good agreement between MD and FFM, confirming the ca-
pability of the FFM to provide relevant results from impact
to quasi-static regime. Although the same trend is seen for
both the MD simulations and FFM, some discrepancies do
remain. More cross comparisons with MD simulations and
with new experimental results in warm and dense plasmas
would be helpful to improve the FFM.
1
0,1
F
W
H
M
(
e
V
)
0,01
Te(K)
10000 100000
H!
H"
H#
Fig. 5. Full Width at Half Maximum of the Balmer series line versus electron
temperature. Comparisons between (squares) MD simulations (stars), FFM
and (full lines) impact models.
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Fig. 3. Dependence of electron widths of Balmer series lines on principal
quantum number n at Te$ 200 000 K for the (triangles) MD simulations (stars)
FFM and (squares) impact models.
84 S. Ferri et al. / High Energy Density Physics 3 (2007) 81e85
Acknowledgments
The authors would like to thank L.A. Bureyeva and V.S.
Lisitsa for their invaluable suggestion and discussions. This
work has been partially supported by project INTAS
03-546348.
References
[1] H.R. Griem, Contrib. Plasma Phys. 40 (2000) 46.
[2] (a) A. Escarguel, B. Ferhat, A. Lesage, J. Richou, J. Quant. Spectrosc.
Radiat. Transfer 64 (2000) 353;
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Annexe I
The FFM applied to
Stark-Zeeman spectral line shape
in plasmas
PHYSICAL REVIEW E 84, 026407 (2011)
Frequency-fluctuation model applied to Stark-Zeeman spectral line shapes in plasmas
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A very fast method for calculating line shapes in the presence of an external magnetic field accounting
for charge particle dynamics is proposed. It is based on a reformulation of the frequency fluctuation model,
which provides an expression of the dynamic line shape as a functional of the static distribution function of
frequencies. In the presence of an external magnetic field, the distribution of intensity and polarization of the
emission depends on the angle between the observation line and the magnetic field’s direction. Comparisons
with numerical simulations and experimental results for various plasma conditions show very good agreement.
Results on hydrogen lines in the context of magnetic fusion and the Lyman-! line, accounting for fine structure,
emitted by argon in the context of inertial fusion, are also presented.
DOI: 10.1103/PhysRevE.84.026407 PACS number(s): 52.20.!j, 32.70.Jz, 32.60.+i, 52.25.!b
I. INTRODUCTION
The presence of a static magnetic field is common for
many types of plasmas and revives the interest for modeling
the line shapes affected simultaneously by Stark and Zeeman
effects. Such a combined influence on profiles of spectral lines
has been studied for several decades both theoretically and
experimentally since the initial work [1]. Different methods
have been developed or have been extended to magnetic
plasmas, such as numerical simulations [2–4] and theoretical
models [5–12]. The aim of the latter is to give a rapid and
accurate description of the line shapes or to be implemented
in transport codes dedicated to plasma spectroscopy.
Modeling the broadening due to both the Stark and the Zee-
man effects is a complex problem that requires the knowledge
of accurate atomic physics data, statistical mechanics, and
plasma physics. A magnetic field has three essential effects on
Stark-broadened spectral lines: (1) partial polarization of the
emitted light, (2) additional splitting caused by the magnetic
field according to value of the magnetic quantum number m,
and (3) bending of the electron trajectories into a helical path
around the magnetic lines of forces. The third point will not
be considered in this paper. The magnetic field leads to an
additional structure in the line profile due to the energy level
splitting. A measure of the relative importance of the Stark
and Zeeman effects is given by the ratio " between the two
respective average energy shifts [1]. For hydrogen, with the
normal field strength F0 = 2.603eN2/3e , " is as follows:
" = 5.15 " 10!11nN2/3e /B, (1)
where n is the principal quantum number, Ne is the electron
density, expressed in cm!3, and B is the magnetic field
strength, expressed in teslas. The line profile coincides with
*sandrine.ferri@univ-provence.fr
the pure Stark profile if " # 1 and deviates progressively as "
decreases. When " $ 1, profiles broadened by the combined
Stark-Zeeman effect are an intricate function of Ne and B.
Such cases are found in magnetically confined plasmas for
low-n hydrogen lines emitted in the divertor region at Ne >
1014 cm!3, kTe % 1 eV, and B & few teslas. In plasmas
produced by laser impact or implosion (temperatures from 100
to 1000 eV and electron densities from 1021 to 1024 cm!3),
high magnetic fields (B > 100 T) are generated that can
strongly affect the emission of highly ionized atoms. These
conditions are favorable for the combined Stark-Zeeman effect
on line profiles, not to mention astrophysical plasmas where the
signature of uniform magnetic fields is observed on hydrogen
lines in regions where Ne % 1014 cm!3 and kTe % 1 eV (see
Ref. [6] and references therein).
The most difficult part of the line broadening problem
is to properly identify the environment of the emitter. In
particular, accounting for the fluctuations of electric fields
produced at emitters, by moving electrons and ions, is a
nontrivial problem that has been of constant interest for
both experimental and theoretical points of view since the
1960s (see Ref. [7] and references therein). Moreover, the
presence of a static magnetic field, by giving a preferential
axis, imposes the orientation of the electric dipole and can
alter the dynamical properties of the plasma. Few models
accounting for both the magnetic and the fluctuating electric
fields have been developed [6,8,12,13]. Here, a method based
on a reformulation of the frequency fluctuation model (FFM)
[14], extended to magnetized plasmas, is presented.
II. METHOD
The line shape function in the radiative dipole approxima-
tion is related to the imaginary part of the Fourier-transformed
dipole autocorrelation function. This can be written as a
026407-11539-3755/2011/84(2)/026407(6) ©2011 American Physical Society
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normalized Liouville space-matrix element of the response
function,
I (#) = Im''d†|G(#)|d$0((, (2)
with $0 as the equilibrium density matrix operator and d as the
dipole operator for the emitting system. The response function
G(# ! i%) is given by the one-sided Fourier transform of the
bath averaged evolution operator of the emitter U (t),
G(#) = lim
%)0
i
! +*
0
U (t)e!i(#!i%)t dt. (3)
U (t) = 'Ul(t)(l+{F } with Ul(t) as the solution of the following
equation:
dUl(t)
dt
= !iLl(t)Ul(t) and Ul(0) = 1. (4)
Here, 1 is the unit operator and Ll(t) is the sum of
three terms: Ll(t) = L0 + l(t) + LZ , where L0 describes the
behavior of the unperturbed atom and where l(t) and LZ are the
Liouvillians corresponding to the Stark and Zeeman effects,
respectively. The latter are treated as perturbations to L0. Here:
(i) l(t) = ! 1
h̄
d · Fl(t) is the time dependent Liouville
perturbation operator that connects the quantum emitter via
the dipole operator d to the external electric field Fl(t). The
latter is assumed to belong to a measurable functional space
{F } that provides a statistical method for the calculation of
average quantities,
(ii) and LZ is written as LZ = 1h̄µBB · [J + (gS ! 1)S],
with the spin S and the angular momentum J; gS %= 2.002 32
is the anomalous gyromagnetic ratio for the electron spin.
Here, the diamagnetic term, proportional to B2, is assumed
negligible compared to the paramagnetic term, proportional to
B, and is not taken into account.
Due to the stochastic behavior of the electric field, U (t)
can be obtained by numerical simulation integrating Eq. (4)
on a simulated sampling of {F }. Alternatively, efficient ana-
lytical models (e.g., the quasistatic approximation, the impact
approximation, the model microfield method, the FFM, and
the Boerker-Iglesias-Dufty model [7]) have been developed.
One feature of the Stark-Zeeman line shape modeling is a
quantization axis imposed by the magnetic field. Averaging
over Fl implies considering the three directions of space
separately. Considering the magnetic field in the direction z,
i.e., B = Bez, one can define F, and F- as the microfield
parallel and perpendicular, respectively, to the direction of the
magnetic field.
The selection rules for electric dipole radiation are as
follows:
&J = 0, ± 1(0 ! 0), &M =
"±1, ' components,
0, ( component,
(5)
with M as the magnetic quantum number. By observing per-
pendicular to the magnetic field, the ' and( components show
a linear polarization, respectively, parallel and perpendicular
to B. Along the B direction, the ' components show a circular
polarization, and the ( components do not appear. The profile
observed in a direction with an angle ! to the magnetic field
is given by
I (#,!) = I, cos2 ! + I- sin2 !, (6)
where the parallel I, and the transverse I- profiles are
expressed in terms of polarized emission as
I, = I+(#) + I!(#), (7)
I- = 12 [I+(#) + I!(#)] + I0(#). (8)
Decomposing the dipole operator along the polarization
vector basis {eq ; q = 0, ± 1}, the line intensity Iq(#) associ-
ated with each polarization state is given by
Iq(#) = Im''d†q|G(#)|dq$0((. (9)
In the FFM, the line shape calculation is initially performed
by treating the electron collisions as impacts and the ion pertur-
bation as quasistatic [15]. The time dependence is introduced at
a later stage of the calculation. Considering a static ionic elec-
tric field and electrons as impact results in a quantum-emitter
system evolution operator l = ! 1
h̄
d · Fl + i)e containing
a non-Hermitian homogeneous electron-impact broadening
contribution )e and the ion microfield interaction ! 1h̄d · Fl ,
which has to be numerically averaged with a static-field
probability distribution Q(Fl) [16]. The evaluation of the
Liouville operator matrix elements requires the calculation
of the electric dipole matrix elements '* JM|dq|* .J.M.( and
the matrix elements '* JM|J0 + S0|* .J.M.( related to the
paramagnetic matrix elements of Lz with B = Bez and gS = 2.
The calculation can be simplified by using the Wigner-Eckart
theorem [17]:
(i) the electric dipole matrix elements become
'* JM|dq|* .J.M.( = (!1)J!M
#
J 1 J .
!M q M .
$
"'* J ||d||* .J.(, (10)
where '* J ||d||* .J.( is the reduced matrix element,
(ii) and in the LS representation, the paramagnetic matrix
elements become
'* JM|J0 + S0|* .J.M.(
= M+* JM,* .J .M . ! +*LSM* .L.S .M .(!1)L+S+M
"[J,J .]1/2
%
S(S + 1)(2S + 1)
"
#
J 1 J .
!M 0 M
$ "
L S J
1 J . S
&
. (11)
Here, the diagonal and off-diagonal (J . = J ! 1) matrix
elements are given by the analytical evaluation of the 3 ! j
and 6 ! j symbols.
This implies the knowledge of J and S values of each
state and the reduced matrix elements between states. Such
information can be extracted from atomic structure codes
(based on either LS or JJ coupling) [17–20].
In the absence of a magnetic field, models that rely on
quasistatic approximation assume the plasma, surrounding
the emitting atom, isotrope. The ion microfield distribution
function is then a function of the ionic field strength, i.e.,
W (F ) = 4(F 2Q(F). With the introduction of an external
magnetic field, the symmetry is broken, and the integration
over the electric field has to take it into account. If , is the angle
between the magnetic and the electric fields, then the parallel
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and perpendicular components are defined by F, = Flµ and
F- = Fl
%
1 ! µ2, where µ = cos , and Eq. (9) is written as
Iq(#) =
! *
0
W (Fl)
! 1
!1
Jq(Fl,µ,#) dµ dFl, (12)
Jq(Fl,µ,#) = Im''d†q | (#1 ! L0 ! l ! LZ)!1 | dq$0 (( re-
presents the q-polarized intensity emitted by an ion in an
external magnetic field and in a static ion field Fl having a
direction µ compared to the magnetic field direction. In order
to numerically treat Eq. (12), the integrations over Fl and µ
are replaced by two weighted sums: Two-point integration
weights W (2)f are used for the summation over discrete ionic
field intensities f , and Gauss-Legendre quadrature weights
W (G)µ , with the respective abscissa µ, are used for the angle
summation [21,22]. Note that this discretization is possible
because of the homogeneous electron broadening. Thus,
the Fourier transform in Eq. (3) can be calculated in the
{f,µ}-dependent basis that makes the Liouville operator
diagonal,
Iq(#)W = W
'
f
W
(2)
f
'
µ
W (G)µ Im
((
d†q|Mf,µ
"[#1 ! Ld (f,µ)]!1M!1f,µ|dq$0
))
. (13)
Here, Mf,µ is the matrix that diagonalizes the Liouville oper-
ator L, M!1f,µL(f,µ)Mf,µ = Ld (f,µ). This procedure leads to
the concept of the Stark spectral components emitted by a set of
dressed two-level radiators [Stark-dressed transitions (SDTs)],
which are defined by two complex numbers, the generalized
intensity aq,k + icq,k and the generalized frequency fq,k +
i*q,k (for more details, see Ref. [23]). Now, working in the
Liouville space of the dressed two-level radiators, the static
line shape is written [24]
Iq(#) = Re
1
(
'
kj
i'Dq,k|(#1 ! Ld )!1|Dq,j (pq,j , (14)
where Ld is the Liouville operator involving the transition
frequencies of the SDT, Dq,j = rq
%
1 + icj /aj are the matrix
elements of the dipole moment for the SDT in the q
polarization state (r2q =
*
k aq,k), and pq,j = aq,j /r2q is the
instantaneous probability of state j in the q polarization state.
The next step is to account for the fluctuations of the ionic
electric field. The FFM is based on the assumption that an
atomic system perturbed by a fluctuating microfield behaves
like a set of SDTs that are subject to a stationary Markov
mixing process induced by the field fluctuation. This results in
an effective exchange between two-level transitions following
a Poisson process with a fluctuation rate of - = vth/ri where
vth is the ion thermal velocity and ri is the mean distance
between ions. According to Ref. [14], . is defined as the
diagonal matrix of inverse state lifetimes with .kj = -+kj and
W as the matrix transition rates between different states, such
as Wkj = -pq,k . The expression of the Stark-Zeeman line shape
accounting for ion dynamics and polarization is written as
Iq(#) = Re
1
(
'
kj
i'Dq,k|(#1!Ld ! i.+iW )!1|Dq,j (pq,j ,
(15)
which leads to the line shape function for a given transition,
Iq(#) =
r2q
(
Re
*
k
(aq,k+icq,k )/r2q
i(#!#q,k )+*q,k+-
1 ! -
*
k
aq,k/r2q
i(#!#q,k)+*q,k+-
. (16)
Thus, the observed Stark-Zeeman profile is the sum given by
Eqs. (6)–(8).
If ck is negligible and if the homogeneous broadening *q,k
does not depend on k, Eq. (16) can be written as a functional
of the normalized static profile Wq(#). The line shape is then
expressed as the convolution of a Lorentzian function that
represents the homogeneous broadening and the ion dynamic
profile,
Iq(#) =
!
d#..
*q/(
* 2q + (# ! #..)2
Re
+
,r
2
q
(
- Wq (#.)d#.
-+i(#..!#.)
1 ! -
- Wq (#.)d#.
-+i(#..!#.)
.
/.
(17)
III. RESULTS AND DISCUSSION
In this section, we present calculations of spectral line
shapes of hydrogen for conditions relevant to magnetic fusion
and argon lines emitted in dense magnetized plasmas.
For the present spectral line shape study, the high-density
(Ne ! 1014 cm!3) low-temperature (kTe " 10 eV) tokamak
edge plasmas are of particular interest: The optically thin
Balmer lines of hydrogen and its isotopes present line profile
features that depend directly on plasma properties. For exam-
ple, odd principal quantum number transitions, such as the
H! line, are useful for determining the magnetic field strength
from the measure of the Zeeman components separation. Even
principal quantum number transitions, such as the H/ line are
useful for determining the electron density from the wings of
the Stark line shape [25].
In Fig. 1, we show the Balmer-! (H!) Stark-Zeeman
profiles without Doppler broadening for the plasma con-
ditions Ne = 1015 cm!3, kTe = kTi = 10 eV, and B = 4 T.
The profiles plotted above and under the abscissa correspond
to an observation perpendicular and parallel to the magnetic
field, respectively. Two different results are shown: the static
profiles (dashed line) and the dynamic profiles (full line).
The three Zeeman components ('+, ( , and '!) are clearly
distinguishable for an observation perpendicular to B, whereas,
only the ' components appear for an observation parallel to
B. The corresponding static line shape presents a plateau in
the center of the line, which is explained by the asymmetry
of each ' component: As the electric microfield has an
arbitrary direction, all M sublevels that fulfill the condition
&M = 0, ± 1 are coupled. Emission then appears on the
three directions of polarization. In order to understand the ion
dynamics effects on the Zeeman components, recall that the
general behavior of a set of SDTs undergoing a Markovian
mixing process is a collapse of the elements around the
gravity center of the set when the fluctuation rate increases.
Along this evolution, lines originally inhomogeneous become
homogeneous, and their shape can get broader or thinner
depending on - and on the initial SDT distribution. At
large -, the perturbation becomes inefficient, and the line
evolves toward the unperturbed shape, here, the pure electron
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FIG. 1. H! line shape with an external magnetic field (B = 4 T)
for Ne = 1015 cm!3 and kTe = kTi = 10 eV. Comparison between
static profile (dashed line) and dynamic profile (full line). Observation
perpendicular to B plotted above the abscissa. Observation parallel
to B plotted under the abscissa.
broadened Zeeman profile. This quite unpredictable response
is illustrated in Fig. 1: The ( component is symmetric and
gets narrower while the ' components, mainly nonsymmetric
due to the presence of forbidden components, get shifted and
broader for the fluctuation rate relevant to this case.
Figure 2 shows a comparison of the pure electron broadened
Zeeman profile (gray curve) of the H! line, presenting the three
'+, ( , and '! components, with dynamic profiles for different
values of the fluctuation rate. In order to make a narrowing
effect more pronounced, the values of - were increased up to
the value of 100 " -. The intensity of the line center is set
to 1 in order to clearly show the convergence of the dynamic
profiles to the pure Zeeman profile as - increases.
The method presented here is validated by numerical
simulation [2] involving hydrogenlike emitters in magne-
FIG. 2. Comparison of the pure electron broadened Zeeman
profile (gray curve) of the H! line calculated in same conditions as
in Fig. 1 with dynamic profiles for different values of the fluctuation
rate: -, 10-, and 100- (a)–(c). The observation is perpendicular to B.
FIG. 3. H! line shapes with external magnetic fields, B = 2 T
(gray) and B = 4 T (black), for Ne = 1015 cm!3 and kTe = kTi =
8.5 eV: FFM (full lines) and numerical simulations (circles). Obser-
vation parallel to B.
tized plasmas. Numerical simulations play a role as ideal
experiments [26], considered as benchmarks. The simulation
technique used here relies on (1) the generation of Fl(t)
by considering a set of ions and electrons moving along
straight trajectories inside a spherical volume (a model of
quasiparticles is used [27]) and (2) a fast numerical resolution
of Eq. (4) [2,28]. Figure 3 shows the profiles of the H! line
obtained from simulation (circles) and from FFM (full line) for
two different values of magnetic field (B = 2 T and B = 4 T)
and for Ne = 1015 cm!3 and kTe = kTi = 8.5 eV. Very good
FIG. 4. Comparison between Alcator C-mod multifaceted ax-
isymmetric radiation from the edge (MARFE) D! experimental line
(crosses) with the Stark-Zeeman dynamic profile (full line) and the
static profile (dashed line) for Ne = 1015 cm!3, kTe = kTi = 1 eV,
and B = 7 T.
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FIG. 5. Ar XVIII Lyman-! line profiles calculated within (a) the quasistatic approximation and (b) accounting for ion dynamics for an
external magnetic field B = 100 MG and for Ne = 1.5 " 1023 cm!3 and Te = Ti = 107 K: (gray line) electron broadened Zeeman profile with
fine structure, (dashed line) Stark broadened profile, (full line) Stark-Zeeman profile, and (circles) numerical simulations. The direction of
observation is perpendicular to B.
agreement is found between the simulation and the model.
Note that none of these calculations are Doppler broadened
and, of course, for such high ionic temperature, the Doppler
effect brings an additional broadening.
In the present density range, the Stark-Zeeman profiles
are intricate functions of Ne, Te, and B. To use spectral line
profiles as a diagnostic tool, one has to compare the whole
measured profile to the whole theoretical one. As, for example,
Fig. 4 shows a comparison between the FFM calculated static
(dashed line) and dynamic (full line) Stark-Zeeman-Doppler
profiles and the D! (deuterium) line profile (crosses) observed
in Alcator C-mod MARFE experiments [25]. The plasma
parameters (Ne and Te) were diagnosed independently and,
as in the original paper, the theoretical profiles have not been
instrumentally broadened. The dynamic profiles are rather
sensitive to electron density variations, and the dynamic profile
shows very good agreement with the experimental one for the
diagnosed plasma conditions.
The second application concerns Stark-Zeeman line shapes
of the Ar XVIII Lyman-! line, accounting for a fine structure
calculated for plasma conditions relevant to plasmas produced
by laser impact or implosion. In such plasmas, high magnetic
fields on the order of 10 to 100 MG have been predicted or
have been observed directly [29]. Various physical processes,
such as perturbations due to ion microfield, self-generated
magnetic field, motional electric field, and Doppler effect, can
contribute to the broadening of such highly ionized emitter
lines. We have considered a typical laser-driven implosion
of a deuterium gas filled microsphere with impurities of
argon with a temperature of Te = 107 K, an electron density
of Ne = 1.5 " 1023 cm!3, and a magnetic field strength of
B = 100 MG [30]. Even for such high values of magnetic
field, the spin-orbit interaction dominates over the effect of
the external magnetic field. This case is very advantageous
because: First, the profile involves two patterns resulting
from both linear and quadratic Stark splitting, respectively,
associated with the two fine structure components 1S1/2-2P1/2
and 1S1/2-2P3/2 [14]; second, it presents a strong ion dynamics
effect on the Zeeman components. Figures 5(a) and 5(b)
show comparisons of the Lyman-! profiles for hydrogenlike
argon obtained with pure Zeeman calculations (gray line),
pure Stark calculations (dashed line), and Stark-Zeeman
calculations (full line) within the quasistatic approximation for
the ionic electric field and accounting for the ion dynamics,
respectively. Considering the quasistatic case, the four Zeeman
components of the 1S1/2-2P1/2 disappear due to the linear
Stark effect, whereas, the six Zeeman components of the
1S1/2-2P3/2 are still distinguishable. The characteristic wing
at high energies due to the quadratic Stark effect is visible.
The ion dynamics effect results in an overall broadening of the
line shape. Numerical simulations have been performed using
the technique previously described but with electric fields
generated by the molecular dynamics technique to account
for ion correlations. Here again, comparisons with numerical
simulations (circles) give very good agreement.
IV. CONCLUSION
In this paper, we have described a method to account for
charged particle dynamics effects in calculations of Stark-
Zeeman spectral line shapes. The method, not restricted to
simple lines, relies on a reformulation of the FFM, which
provides an expression of the dynamic line profile as a
functional of the static distribution function of frequencies.
Comparisons with numerical simulations and experiments,
when they exist, validate the method.
In a first step, the Stark-Zeeman broadened profile is
calculated in the quasistatic approximation. Next, the line
profile accounting for ion dynamics is calculated via an
expression, which depends only on two quantities: the static
distribution function and a unique parameter, the fluctuation
rate. Here, the method is not limited to a specific atomic physics
as the Stark and Zeeman effects are added as perturbations.
This highly efficient formalism provides Stark-Zeeman line
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shapes for a wide range of density, temperature, and magnetic
field values, which is of importance in plasma physics and
astrophysics. In addition, this method is numerically fast
enough to be implemented in codes that require spectral line
shape calculations including all main effects as, for example,
in the investigation of radiation effects on plasma transport
in plasmas. As shown, spectral line profiles can easily be
generated to be used as a diagnostic tool to infer electron
density or magnetic field in magnetic fusion devices. Another
domain of application is the study of x-ray lines emitted by
plasmas produced by laser impact and inertial confinement
where high magnetic fields (over 100 MG) can significantly
modify the line profile of highly charged ions.
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1. Introduction 
Comparing synthetic line profiles in plasmas carried out with different codes and simulation 
methods is certainly an interesting issue, which can help to validate the underlying models. In order to 
use them for plasma diagnostics, such models have to be reliable. However, checking the reliability of 
a model requires its comparison with experimental data. This does not exclude model-model 
comparisons. Therefore, code comparisons become more challenging if they include confrontation 
with experimental measurements. Such comparisons, between theory and experiment, were not 
scheduled in the first workshop on Spectral Line Shapes in Plasmas: code comparison [1]. To fill this 
gap, data from two experiments were introduced in the second workshop (5–9 August, 2013, Vienna). 
These experimental cases were aimed to allow detailed discussion on the approaches adopted by 
different research groups to analyze experimental spectra. To have a better understanding of why 
different approaches might end up with different best-fit plasma parameters, it was recommended to 
contributors willing to analyze the proposed experimental data cases to calculate the relevant line 
profiles for a small prescribed grid of parameters. The first experimental case concerned the C II 723-nm 
1s22s23p 2P°-1s22s23d 2D line emitted by the ablation cloud of a carbon pellet injected in the Large 
Helical Device (LHD) [2]. The data for this case consisted of two spectra, both measured along a  
line-of-sight that is nearly perpendicular to the magnetic field line but with a polarizer rotated, either 
nearly parallel “horizontal”, or nearly perpendicular “vertical”, to the magnetic field (see Figure 1). 
The second experimental case concerned the Li 460.3-nm 1s22p-1s24d line and its forbidden 
components. The experimental setup, data processing, and plasma diagnostic techniques are described 
in [3]. The present paper deals only with the first experimental case, i.e., the C II 723-nm line. 
Figure 1. Geometry of observations for the experimental spectra of the C II 723-nm line 
measured from the ablation cloud of a carbon pellet injected in the stellarator LHD. 
 
2. Description of the Atomic System and the Line-Shape Modeling Codes 
In this section, we introduce all the line-shape codes used for the modeling and/or for the fitting of 
the previously mentioned experimental spectra of the C II 723-nm line and we briefly describe the 
atomic physics data necessary for the line profile calculations. 
2.1. Description of the Line-Shape Modeling Codes 
We present here the five numerical simulation codes and models used by the contributors to model 
the line-shapes of the C II 723-nm line for four cases sharing the same electron density of ne = 1017 cm 3 but 
for two distinct values of the electron temperature Te = 2 eV and Te = 4 eV, without and with a 
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magnetic field (B = 4 T). Note that the electron and ion temperatures were assumed equal. Even 
though there are differences in the treatment of the Stark effect by the various codes, they can be 
separated into two groups, according to the adopted approach to treat the Zeeman effect. Indeed, the 
line-shape codes used here can be divided into two groups. Those of the first group treat the Zeeman 
effect within the weak-field approximation [4,5] in which the magnetic field is a perturbation of the 
emitter fine-structure energy levels, shown in Figure 2a. This approximation is valid when the fine 
structure splitting exceeds the Zeeman splitting ( EFS EZ ). Three methods belong to this group: 
SCRAM (Sandia National Laboratory), PPP-B and WEAKZEE (CNRS/ Aix-Marseille Université). 
The PPP-B code [6] is an extension of the PPP standard Stark line-shape code [7,8], which accounts 
for ion dynamics. In PPP-B, the Zeeman effect is described in either the weak-field approximation or 
the opposite one, i.e., the strong-field approximation [4,5]. The latter is valid when the Zeeman 
splitting is higher than the fine structure one ( EZ EFS). Note that, when input MCDF atomic data 
are used, an asterisk is added to the code name PPP-B which becomes PPP-B *. WEAKZEE is a very 
simple version of PPP-B where only the electron Stark broadening is accounted for, the ion Stark 
broadening being neglected. In WEAKZEE, the Zeeman components are dressed by a Lorentzian 
shape with a given width. The later can be obtained from the Stark-B database [9,10]. In [9], one can 
find Stark broadening parameters (FWHM: Full Width at Half Maximum) by electrons and ions for 
few values of the electron density and the electron temperature. For all other temperatures, the Stark 
widths w (in Å units) can be obtained using the following fit formula [11]: 
,)( )()( 2210 ee TLogaTLogaawLog  (1)
where a0, a1, and a2 are fitting parameters depending on the line, perturbers (ions or electrons) and the 
electron density. In this relation, the electron temperature is expressed in Kelvin. For the present 
calculations, the Lorentzian width w used by WEAKZEE was calculated using Equation (1).  
SCRAM [12,13], which is primarily used for non-LTE diagnostics of emission spectra that cover a 
wide range of energies and access many charge states, satellites, etc., uses the electron impact 
approximation for collisional broadening (based on allowed distorted wave transitions among fine 
structure states), the quasi-static approximation for the ionic Stark broadening, and can interpolate 
between the weak and strong field limits. Including forbidden collisional transitions increases the 
widths by about 10%. The second group of codes contains two models: SIMU [14,15] and INTDPH 
[16] (Weizmann Institute of Science). In these codes, the Zeeman effect is treated non-perturbatively, 
via a numerical solution of the static (INTDPH) or time-dependent (SIMU) Schrödinger equation. The 
initial atomic system is that shown on Figure 2a (see also Table 1). More precisely, SIMU is a 
combination of two codes: a molecular dynamics (MD) simulation of variable complexity and a solver 
for evolution of an atomic system with the MD field history used as a time-dependent perturbation. 
INTDPH is another Stark–Zeeman line-shape code using the quasi-static approximation for the ions. In 
order to account for the electron broadening, the output is convolved with a shifted Lorentzian at the 
post-processing step. The width and shift of the Lorentzian should be obtained separately from another 
code or a database. This is a very fast and accurate procedure (when electrons are strictly impact, e.g., 
for isolated lines). An application of INTDPH to diagnostics of magnetized plasmas can be found in 
[17]. For the calculations presented here, the impact broadening parameters were inferred from the 
SIMU line shapes obtained assuming B = 0. 
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Figure 2. Schematic energy diagrams of the radiator considered for the present study 
without (a) and with (b) the fine structure effect. Energy splitting between the 1s22s23p 2P° 
and 1s22s23d 2D doublets is exaggerated (magnified by a factor of 500) for both of levels. 
Arrows represent radiative dipolar transitions with solid ones representing those transitions 
considered for the present study. 
 
Table 1. Summary of the atomic data of the 1s22s23s 2S-1s22s23p 2P° and 1s22s23p  
2P°-1s22s23d 2D transitions used by the different line-shape codes described in Subsection 2.2. 
For each transition i k, the wavenumber ik (cm 1) is given in the 3rd column while either 
the line strength Sik or the line oscillator fki, both in atomic units, are given in columns 4 
and 5. The last column shows the corresponding line-shape codes. The sources of the 
atomic data are indicated in the table: National Institute for Standard and Technology NIST 
[18], Multiconfiguration Dirac-Fock MCDF [19], and Flexible Atomic Code FAC [20]. Note 
that PPP-B and PPP-B* codes differ only by the atomic physics: NIST for PPP-B and MCDF 
for PPP-B *. 
Terms Energies Ei–Ek (cm 1) ik (cm 1) Sij(a.u) fki(a.u.) Line-Shape Code(s) 
3s 2S-3p 2P° 116,537.65–131 731.80 15,194.15  0.715(18) INTDPH SIMU 
3p 2P°-3d 2D 131,731.80–145 550.13 13,818.33  0.547(18) INTDPH SIMU 
3p 2P°1/2-3d 2D3/2 131,724.37–145,549.27 13,824.92 
26.00(18) 
// 
11.66(19) 
13.84(20) 
- 
- 
- 
PPP-B 
WEAKZEE 
PPP-B * 
SCRAM 
3p 2P°3/2-3d 2D5/2 131,735.52–145 550.70 13,815.18 
46.90(18) 
// 
21.00(19) 
33.31(20) 
- 
- 
- 
PPP-B 
WEAKZEE 
PPP-B * 
SCRAM 
3p 2P°3/2-3d 2D3/2 131,735.52–145 549.27 13,813.75 
5.21(18) 
// 
2.33(19) 
5.56(20) 
- 
- 
- 
PPP-B 
WEAKZEE 
PPP-B * 
SCRAM 
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2.2. Brief Description of the Atomic System Representing the Emitter 
The calculation of the profile of the C II 723-nm line does not require a complicated atomic data 
system. However, even though only four energy levels and three dipolar radiative transitions  
are sufficient, calculations of such atomic physics data is complicated for this weakly charged  
non-hydrogen-like ion. For our case, different atomic codes give different values of the dipole reduced 
matrix elements. In the absence of magnetic field, one can use the atomic system shown on Figure 2, 
where the fine structure effect is shown only for the right part of the figure. In this figure, the fine 
structure splitting between the 1s22s23p 2P° and 1s22s23d 2D doublets have been magnified by a factor 
of 500. Energies are expressed with respect to the ground level of the C+ ion, i.e., 1s22s22p 2P°1/2. 
All line shape codes require some atomic information of the radiator including the energies, labels 
and quantum numbers of all the radiator energy levels involved in the considered radiative transitions, 
as well as the reduced matrix elements of the electric dipole or their squares, known as line strengths. 
Equivalently to line strengths, one can use line oscillators. Different atomic data have been used for the 
present code comparison. The atomic data including the electric dipolar matrix transitions were taken 
from NIST ASD [18]. One of the authors has used atomic data calculated by an MCDF code [19], 
differing only by reduced matrix elements of the dipole transitions about 1.5 times lower than those 
extracted from NIST ASD; another has used strength data from FAC [20]. The line strengths and/or 
line oscillators of the radiative transitions considered here are summarized on Table 1. 
3. Cross-Comparison of the Line Profiles Computed with the Different Codes 
3.1. Magnetic Field-Free Case 
Let us start with the modeling of the C II 723-nm line profiles for the magnetic field-free cases with 
the following plasma parameters: ne = 1017 cm 3, Te = Ti = 2 eV and Te = Ti = 4 eV. Whatever are the 
positively charged perturbers (D+ or C+ ions), calculations show that the above line is dominated by 
electron broadening, the ion contribution being close to zero. This is demonstrated in Figure 3, where 
the electron broadened profile of the C II 723 nm line is compared to the full pure Stark profile of the 
same line. The profiles shown on this figure, calculated with the PPP-B code using atomic data from 
NIST, demonstrate the dominance of the electron broadening over the ionic one for these typical 
conditions. Note that, in this paper, all the computed profiles are plotted against the wavenumber shift 
(in cm 1) with respect to the line center wavenumber 0. 
Before comparing the results of the different codes, it is interesting to discuss briefly the electron 
broadening which is treated in the frame of the impact theory in all the used codes. Different models 
and formulae exist for the electron collision operator [21,22]. The PPP-B and PPP-B * (as well as PPP) 
line shape codes use a modified electron broadening operator. This modified electron collision 
operator, which is based on the semi-classical GBK model due to Griem, Blaha, and Kepple [23], can 
be written as follows:
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Equation (3) arises from conditions on the limits of the integral over impact parameters min and max 
appearing in Equation (12) of [23]. More precisely, a strong collision term is added and different 
cutoffs are included in this Equation. 
 
Figure 3. Comparison of Stark profiles of the C II 723-nm line emitted by a pure carbon 
plasma (electrons and C+ ions) computed with the following parameters: ne = 1017 cm 3,  
Te = Ti = 2 eV and B = 0. Dashed line represents the electron broadening only while the 
solid one accounts for both ions and electrons, all other broadening mechanisms were 
ignored. Note the use of a semi-logarithmic scale. Both profiles were calculated using PPP-B 
with atomic data from NIST and by setting B = 0 T. 
 
 
Here, me is the electron mass and R is the position operator of the radiator. Cn is a strong collision 
term whose value depends on the principal quantum number n as: C2 = 1.5, C3 = 1.0, C4 = 0.75,  
C5 = 0.5 and Cn = 0.4 for n > 5. In Equation (4), EH and ze represent respectively the hydrogen 
ionization potential and the net charge of the emitter while p  and "  designate the electron 
plasma frequency and the frequency separation between the state  involved in a given transition and 
its perturbing states " [24]. Moreover, the impact limit has been taken, i.e.,  = 0. Equation (2) 
indicates that the electron interactions with the emitter result in a homogeneous broadening represented 
by a Lorentzian function whose full width at half maximum (FWHM) is proportional to the plasma 
electron density ne and inversely proportional to the square root of the electron temperature Te.  
It should be noted that the dipole reduced matrix elements are involved through the operator R.R 
present in relation Equation (2). As the line considered here is of the same type as the Li-like (Li I,  
B III, N V) 2s-2p, i.e., n = 0 transitions, we will not discuss the validity of impact electronic collision 
operators such the above one. Readers interested by that issue may refer to the discussion found in [25]. 
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In Figure 8 of [2], various experimental and theoretical data representing Stark broadening widths 
(FWHM) of the C II 723-nm line were fitted with a linear function of the plasma electron density. An 
electron density ne = 1017 cm 3 corresponds to a Stark FWHM of about 0.1 nm or 1.9 cm 1 in terms of 
wavenumbers. A very close value can be obtained from the Stark-B database [9]. The C II 723-nm line 
profiles calculated by the various codes for ne = 1017 cm 3, Te = Tiv = 2 eV and B = 0 are shown on 
Figure 4. As the profile calculated with WEAKZEE was obtained using Lorentzian functions with 
FWHM taken from the Stark-B database, it can be considered as a “reference” profile with a Stark 
width 0. Several points can be noted from Figure 4. First, the calculations with SIMU and INTDPH 
as well as PPP-B* (PPP-B code but with MCDF atomic data) give lower Stark widths, i.e., 0 . 
Note the agreement between SIMU/INTDPH and PPP-B * despite the differences between the used 
atomic physics: NIST atomic data for the former and MCDF data for the latter. Second, in term of 
Stark widths, the profiles obtained with PPP-B slightly higher than ( 0) while those obtained 
with SCRAM are very close to ( 0 ) the “reference” one. This means that the electronic 
collision operator given by Stark-B and GBK lead to the close results. This is confirmed in Table 2, 
which presents the ratios of the Stark FWHM  to the “reference” value 0 for the different codes. 
In terms of line-shapes, it can be seen from Figure 4 that PPP-B agrees with WEAKZEE for the line 
wings. While SCRAM appears to overestimate the line wings, which is due to its inclusion of 
continuum emission where the other codes included only the line features. The same remarks and 
conclusions about both Stark widths and shapes of the C II 723-nm line can be drawn for the case with 
ne = 1017 cm 3 and Te = Ti = 4 eV in the absence of the magnetic field (B = 0). 
Table 2. Comparison of the Stark Full Width at Half Maximum (FWHM)  of the C II 
723 nm line extracted from the profiles synthetized by the different codes with respect to a 
reference FWHM 0 for ne = 1017 cm 3, Te = Ti = 2 eV and B = 0. 
Code PPP-B PPP-B * SIMU/INTDPH SCRAM WEAKZEE 
/ 0 1.2 0.6 0.5 0.9 1.0 
3.2. Magnetic Field Case 
Let us now compare the synthetic profiles in the presence of a magnetic field B = 4 T. The presence 
of the magnetic field imposes a constraint on the radiation polarization. Photons whose polarizations 
are parallel or perpendicular to the B-field form respectively the  and  components of the spectral 
line profile. These components as calculated by the previously mentioned codes are shown in Figures 5 
and 6. On the other hand, assuming a perpendicular observation with respect to B, the total spectral 
line profile is calculated from the - and -polarized ones I  and I  using the following formula: 
)(2)()( IIItot  (4)
Total profiles are compared on Figure 7. 
While the overall agreement between codes in Figures 5–7 is quite good within a factor two in 
terms of Stark FWHM, there are some significant differences: The profiles provided by SIMU/INTDPH 
show more structures around the line center than the other results. This can be attributed to the fact the 
Zeeman effect is fully treated by these two codes but at the same time the Stark broadening is smaller 
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than that of the other codes, as illustrated in the B-field free case. Note that for C II 723-nm line, the fine 
structure splitting of its lower and upper energy levels are E3p = E(3p 2P°3/2)  E(3p 2P°1/2)  11.2 cm 1 
and E3d = E(3d 2D5/2)  E(3d 2D3/2)  1.4 cm 1 respectively. The energy splitting of the same levels due 
to Zeeman effect is about EB  0.8 cm 1 for B = 2 T and 1.6 cm 1 for B = 4 T. It is clear that for these 
values of the magnetic field, the Zeeman splitting is comparable to the fine-structure one for the upper 
energy levels and therefore the use of the weak-field approximation becomes questionable. As for the 
field-free case, PPP-B * reproduces well the wings computed by both SIMU and INTDPH codes. The 
profiles computed by WEAKZEE, PPP-B and SCRAM show less features because of the weak-field 
approximation used to treat the Zeeman effect but the line widths are more correct as compared to 
those obtained with SIMU/INTDPH. In terms of Stark widths these remarks corroborate those 
concerning the field-free case. Calculations of profiles of the C II 723-nm line for the same plasma 
parameters as above with T = 4 eV instead of 2 eV lead to the same conclusions. 
Figure 4. Comparison of synthetic Stark profiles of the C II 723-nm line emitted by a 
plasma with ne = 1017 cm 3, Te = Ti = 2 eV and B = 0 in a semi-logarithmic scale. The 
dashed line represents the profile obtained with the simulation code SIMU. Note that the 
profile calculated with INTDPH code is not shown here as it is almost identical to the one 
obtained with SIMU. The solid thick red line represents the profile calculated with the 
PPP-B code using the most accurate atomic data provided by NIST while the solid thin red 
line is the one obtained with the same code PPP-B (PPP-B *) but with atomic data 
calculated with an MCDF code. Solid blue and green lines represent the profiles  
obtained respectively with SCRAM (which includes continuum as well as line emission) 
and WEAKZEE. 
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Figure 5. Comparison of the Stark–Zeeman -component of the C II 723-nm line as 
computed by the different line-shape codes for a carbon plasma with the following 
parameters: ne = 1017 cm 3, Te = Ti = 2 eV and B = 4 T. 
 
Figure 6. Comparison of the Stark–Zeeman -component of the C II 723-nm line as 
computed by the different line-shape codes for the same conditions as in Figure 5. 
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Figure 7. Comparison of the total Stark–Zeeman profiles of the C II 723-nm line as 
computed by the different line-shape modeling codes for the same conditions as in  
Figures 5 and 6 with an angle of observation of 90° with respect to the magnetic field direction. 
 
4. Comparison to the Experimental Spectra 
As mentioned previously, the experimental data were obtained during the injection of a carbon 
pellet in the stellarator LHD. As all details concerning the experimental setup, the measurement system 
and pellet injection in LHD can be found in [2], we give here only the information necessary for the 
data analysis. The spectra were measured with a very high-resolution visible spectrometer. The 
instrumental function can be represented by a gaussian function with a FWHM 1/2 = 0.016 nm as 
compared to that of the high-resolution spectrometer used for the data of reference [2] ( 1/2 = 0.075 nm). 
The spectra were measured almost perpendicularly to the magnetic field. In addition, thanks to linear 
polarizers two spectra were obtained: horizontal spectrum ( -polarization) and vertical spectrum  
( -polarization). These spectra are shown in Figure 8. These two spectra were proposed as a 
challenging case at the 2nd workshop on spectral line shapes in plasmas. Contributors were asked to do 
their best to fit these spectra in order to find the most reliable set of parameters (magnetic field, angle 
of observation, electron density and temperature). 
Attempts to fit these experimental spectra are shown in Figures 9–11 corresponding, respectively, to 
the - and -polarized spectra and the built un-polarized total spectrum. 
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Figure 8. Experimental spectra of the C II 723-nm line as measured in LHD almost 
perpendicularly to the magnetic field (see Figure 1) using a very high-resolution visible 
spectrometer and linear polarizers. 
 
It can be seen from Figures 9–11 that none of the line-shape codes were able to fit perfectly the 
proposed experimental spectra. However, these attempts were fruitful and can be considered 
reasonably good. Using the code INTDPH, the best fit of the three spectra was obtained with the 
following parameters: a carbon plasma with an electron density ne = 9 × 1016 cm 3, an equal ion and 
electron temperatures of 1 eV and a magnetic field B = 2.15 T. In the calculations by the INTDPH 
code, the static profiles were convolved with a shifted Lorentzian whose shift  and FWHM  were 
determined using the simulation method SIMU. For the above conditions, the following values were 
obtained:  = 0.9 cm 1 and  = 0.26 cm 1. Moreover, a contrast ratio of 4:1 was assumed for the 
polarizers. This is equivalent to assume that the line-of-sight is not strictly perpendicular to the 
magnetic field or alternatively to the existence of fluctuations of the field direction in the spectroscopic 
observation volume observed. It should be noted that a pure LS coupling was assumed and the 3p fine 
splitting was changed from the NIST value 11.15 to 11.24 cm 1 to better fit the data. The second fitting 
attempt was due to the SCRAM code. Using SCRAM without the ionic Stark broadening, the best-fit 
calculations were obtained for a magnetic field B = 2 T with the following carbon plasma parameters: 
an electron density ne = 6 × 1016 cm 3 and an ion/electron temperature T = 2 eV. The angle of 
observation 0 was set to 90°. The third and last fitting attempt was due to the WEAKZEE method 
considering only the Stark broadening by electrons. The best fit was obtained for an angle of 
observation 0 = 70° and the following plasma parameters: electron density ne = 4 × 1016 cm 3, 
electron/ion temperature T = 2 eV. The B-field value was set to 2 T. In addition, in an attempt to fit at 
least partially the -component, a profile calculated with PPP-B (NIST data) was added to the other 
results shown on Figure 10. Without the use of any fitting procedure but varying only the electron 
density, the parameters leading to a good agreement with the right peak of the experimental spectrum 
(in terms of line-shapes and Stark widths) were the following: ne = 4 × 1016 cm 3, T = 2 eV, B = 2 T 
and 0 = 90°. It should be noted that all calculations were done assuming an optical thin plasma 
emission zone. The spread of the obtained results concerning the plasma electron density was expected 
since all the parameters, including the angle of observation, were free for the fitting. Introducing 
constraints on the angle of observation would result in more consistent results providing the same 
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atomic physics is used. Each of the three methods used to fit the experimental spectra has its own 
advantages and drawbacks. As previously demonstrated, the electron broadening is correctly accounted 
for by the WEAKZEE and SCRAM codes while underestimated by the couple of codes SIMU/INTDPH. 
On the other side, Zeeman effect is correctly treated by SIMU/INTDPH while the weak-field 
approximation was used by both SCRAM and WEAKZEE methods. Therefore, it is clear that a correct 
plasma electron diagnostics based of the considered line spectra requires a full treatment of the 
Zeeman effect as well as the use of the appropriate electron line broadening and this should be 
integrated by these different line-shape codes. 
Figure 9. Fitting attempts of the -polarized experimental spectrum of the C II 723-nm line 
as measured in LHD. All spectra are normalized to unity. 
 
Figure 10. Fitting attempts of the -polarized experimental spectrum of the C II 723-nm 
line as measured in LHD. All spectra are normalized to unity. 
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Figure 11. Fitting attempts of the un-polarized “experimental” spectrum of the C II 723-nm 
line as constructed from - and -polarized spectra of Figures 9 and 10.  
Superscript (a) indicates that the area of the profile calculated with INTDPH is equal to 0.9 
while all other spectra are normalized to unity. 
 
5. Conclusions 
Several line-shapes codes were compared through the modeling of the C II 723-nm line profile for 
four situations corresponding to a fixed electron density of 1017 cm 3, two temperatures (T = 2 and  
4 eV) with and without the presence of a magnetic field B = 4 T. For these conditions, calculations 
have shown that the Stark broadening of the above line is mainly due to the plasma electrons. C II 723-nm 
line profiles calculated by five line-shape codes have been compared. For the magnetic-field free case 
(B = 0 T), a relatively good overall agreement has been obtained, despite the significant differences in 
the code results in terms of Stark width (FWHM) of the C II 723-nm line. Indeed, the overall 
agreement between the five line-shape codes is within a factor of 2. Two factors may contribute to this 
dispersion of the results: differences in the used atomic physics and/or in the electron collision 
operator. However, the former factor has been dismissed by partial comparisons between line-shape 
codes using the same more accurate atomic physics data, i.e., from the NIST ASD database. Therefore, 
the dispersion in Stark widths is attributed to differences in the electron collision operators used by the 
various line-shape codes. For the case with B = 4 T, the differences in the treatment of the Zeeman 
effect by the different codes make more difficult the interpretation of the results. However, it is clear 
that the weak-field approximation adopted by some of the codes is not valid for the upper level of the 
C II 723-nm line, i.e., (3d 2D°). Therefore, codes able to deal with intermediate magnetic fields 
(comparable Zeeman and fine structure splittings of energy levels) are more suitable. In addition to 
code-code comparisons, - and -polarized experimental spectra of the C II 723-nm line, measured 
from the ablation cloud of a carbon pellet injected in LHD, were fitted using several line-shape codes. 
By letting free all the parameters (magnetic field B, electron density ne, electron/ion temperature T, 
angle of observation 0), attempts to fit the experimental spectra have shown a large dispersion in the 
inferred parameters in particular the electron density for which there is a factor of more than 2. 
However, even though not perfect, these fitting attempts are encouraging and suggest to use the best of 
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each code for the purpose of diagnostics of magnetized plasmas. It is recommended for this case to use 
a full-treatment of the Zeeman effect and elucidate and reduce the dispersion in the Stark widths due to 
the electron broadening. This requires more investigations and detailed comparisons with a prescribed 
atomic system. 
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a b s t r a c t
We present a detailed analysis of the different processes that contribute to the spectral broadening of the
Ni-like Ag XUV laser line, including the effects of particle correlations on the broadening due to the
radiator motion (Doppler broadening). We consider two different regimes of collisional excitation
pumping: the transient pumping for which the ionic temperature is relatively low and the plasma
coupling parameter is large, and the quasi steady-state pumping for which the ionic temperature is
higher and the plasma coupling parameter is of the order of 1. In both cases, by using classical molecular
dynamics simulation techniques, we show that ionic correlations actually modify the radiator-motion
broadened pro!les and cannot be neglected in evaluating the Doppler effect. The subsequent narrow-
ing of the Doppler component is small compared to the overall linewidth, which includes the effect of
homogeneous collisional broadening. However, ionic correlations will also affect the ampli!cation of the
lasing line, especially when the laser enters the saturation regime, because it will lead to a homogeni-
zation of the spectral pro!le.
! 2013 Elsevier B.V. All rights reserved.
1. Introduction
There is increasing interest in better understanding the spectral
behavior of plasma-based collisional XUV lasers in the recent years
[1e5]. The main reason is that the shortest pulse duration that has
been reached is limited to w1 ps [6] by the extremely narrow
bandwidth of these sources. For numerous applications, like the
production of plasma in the Warm Dense Matter regime (WDM)
[7], one needs XUV lasers with a shorter pulse duration, namely in
the subpicosecond or even in the femtosecond range. This could be
obtained if the XUV laser is operated in an injection-seeded mode,
using femtosecond high-order harmonic radiation as a seed [5,6],
but only on condition that the bandwidth be enlarged by a factor
w3 or larger. The ultimate duration sFL of the output pulse of such
an injection-seeded XUV laser is controlled by the spectral band-
width of the plasma ampli!er, through sFL w l2/Dl. The bandwidth
that should be considered here involves not only the intrinsic
(optically thin) broadening of the lasing line, but also the effects of
gain narrowing and potential saturation rebroadening occurring in
the process of ampli!cation, which depend on the degree of in-
homogeneity of the intrinsic pro!le [8]. In order to de!ne strategies
to progress toward this goal, one needs to better characterize the
various contribution of the different broadening mechanisms that
occur in XUV laser plasmas.
The intrinsic spectral pro!le of emission lines in a plasma is
determined predominantly by spontaneous emission rates, electron
collisional rates, Stark broadening and Doppler broadening [9] with
possible complications due to ion turbulence [10] and additional
ioneion interactions [10e13]. In a medium with population in-
versions and gain, the observed pro!le is modi!ed by radiative
transport effects in being narrowed approximately as the square
root of the gainelength product in the small signal regime [8]. As the
laser saturates, if the intrinsic pro!le is dominated by inhomoge-
neous rather than homogeneous broadening mechanisms, the line
can be re-broadened to its intrinsic width. This indicates clearly the
importance of having a good representation of the intrinsic pro!le
together with a good understanding of the different mechanisms
responsible for broadening. It is usual to consider that the inho-
mogeneous broadening mechanisms are caused by the local* Corresponding author.
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inhomogeneities of the medium such as Doppler shifts, quasi-static
electric micro!elds or turbulence and that homogeneous broaden-
ings are mainly due to electron-radiator collisions and/or sponta-
neous emission. Nevertheless, similarly to the quasi-static electric
!eld approximation which can become inappropriate in the Stark
broadening theory due to perturber ion dynamics [14], the free
particle formalism involved in the standard Doppler effect calcula-
tion could fail if ion velocities change over time scales of the same
order of or shorter than the effective radiative lifetime of the oscil-
lator, i.e., the inverse of homogeneous spectral linewidth. In other
words, if the velocities change before the light emission happens, it
is no longer possible to consider ions with straight trajectories and
particle interactions have to be included in the calculation of the
spectral pro!le. In some circumstances, the breakdown of the free
particle approximation can have signi!cant consequences by
resulting in the narrowing of the intrinsic Doppler pro!le when the
mean time of velocity-changing, tc is shorter than the effective
Doppler correlation time, an effect known as Dicke narrowing [15].
On the other hand, when tc is less than the effective radiative life-
time it can result in the effective homogenization of the ordinarily
inhomogeneous Doppler pro!le by velocity redistribution, and
affect the spectral content and ampli!cation behavior at saturation.
In this paper we use a multi-electron radiator line broadening code,
the PPP line shape code [16], to carry out a detailed analysis of the
above broadening effects for the case of theXUV laser line emitted at
l ! 13.9 nm, corresponding to the 4de4p (J ! 0e1) transition in Ni-
like Ag. Lasing at thiswavelength can be achieved over a broad range
of plasma densities and temperatures, depending on the charac-
teristics of the driving laser pulse, which is used to induce popula-
tion inversions between the laser levels. Two pumping regimes
were successfully implemented for XUV lasers and are considered in
the present study. In the transient pumping regime [17], the free
electrons are rapidly heated but the ionic temperature remains
relatively low (around 20 eV) over the lasing timescale of few pi-
coseconds. In the quasi-steady state (QSS) pumping regime [18], the
longer lasing timescale (w100 ps) allows a more ef!cient thermal-
ization of the ions with the heated electrons and the ionic temper-
ature is higher (a few hundred eV). In both cases lasing is obtained
over a relatively large range of electron densities, around 1020 cm"3.
It is thus expected that the relative contribution of Doppler broad-
ening and collisional broadening will substantially vary over the
considered plasma parameter range. This range also corresponds to
a strong coupling plasma regime where correlations between par-
ticles can no longer be ignored. We thus investigate the accuracy of
the usual free-particle Doppler approximation, by using classical
molecular dynamics (MD) simulations. We show that for both
pumping regimes, ionic correlations actually modify the radiator-
motion broadened pro!les and cannot be neglected in evaluating
the Doppler effect. Similar MD techniques were previously used in
the context of XUV laser by Pollock et al., in 1993 [11] to study the
existence of ionic correlation effects in Ne-like Se and Ni-like Ta
pumped in the QSS regime. The authors concluded that collisional
(“Dicke”) narrowing was not a factor in modeling the studied XUV
laser line shapes. Our present results, performed for a different
element and over a broader plasma parameter range, are not in
contradiction with these results. Although collisional narrowing
induced by ionic correlations can be signi!cant, especially at high
electron density, the net effect remains relatively small, due to the
important contribution of collisional broadening to the overall
(intrinsic) linewidth. However we show that ionic correlations will
lead to a signi!cant homogenization of the spectral line that should
be taken into account in the description of ampli!cation and satu-
ration of the lasing line.We propose a simplemodel that reproduces
the results of the MD simulations with good accuracy for the two
considered regimes of pumping.
2. Spectral line shape modeling
If one accounts for the emitter motion, the general expression of
the line pro!le reads [14]:
I#u$ ! <e 1
p
ZN
0
dteiut < ei#k$r#t$"k$r#0$$d#t$$d#0$ > (1)
where <> denotes an ensemble average over the emitter plus
plasma system, d is the radiator dipole operator and k! 2p/lwith l
the wavelength of the considered line. The factors e%i k$r accounts
for the radiator’s center-of-mass motion. Broadenings due to the
interaction of the emitting ion with surrounding particles and to
emitter motion are statistically dependent in the general case.
Broadening due to interactions results from a modi!cation of the
internal state of the atomic oscillator. Both this internal state and
the velocity of translational motion of the emitter can be altered in
the same collision.
In this study, interactions with the electronic component of the
plasma dominate, giving rise to a phase shift of the atomic oscil-
lator. This phase shift is due to electronic collisions that substan-
tially change the phase without altering the velocity of the emitter
owing to the great difference of masses. So, it is quite accurate to
ignore correlations between the ion translation r(t) and the dipole
moment d(t):
I#u$ ! <e 1
p
ZN
0
dteiut < ei#k$r#t$"k$r#0$$ >< d#t$$d#0$ > : (2)
The line shape appears as the Fourier-transformed of a product
of two correlation functions, the radiator dipole operator correla-
tion function, C#t$ !< d#t$$d#0$ >, and the self-structure factor,
Ss#k; t$ !< ei#k$r#t$"k$r#0$$ > which can be calculated indepen-
dently. The line shape is also the convolution of the respective
pro!les due to interactions with the bath, Iint(u) and to emitter
motion ID(u).
The correlation function, C(t), of the radiator dipole operator,
d can be written in Liouville space as [19,20]:
C#t$ !<< dy
!!fUl#t$gbath
!!dr0 >> (3)
where the double bra and ket vectors are de!ned as usual in
Liouville space. Here r0 is the equilibrium density matrix and
fUl#t$gbath is the bath-averaged evolution operator of the emitter.
Ul(t) is the solution of the following stochastic Liouville equation
(SLE):
dUl#t$
dt
! "iLl$Ul#t$ (4)
with the condition U(0) ! I. Ll designates the Liouvillian of the
radiator in the bath. We have Ll ! L0 & l(t), where L0 is the Liou-
villian of the free radiator and l(t) a random perturbation of the
thermal bath (the plasma).
In the standard theory [9,14], due to their great difference of
mass, ions and electrons are treated in different ways, leading to:
Ll#t$ ! L0 " d$El#t$ " iF (5)
where El(t) is the electric !eld produced by surrounding ions in a
given con!guration l and F is the electronic collisional operator.
The ionic electric !eld is usually considered as quasi-static and is
represented by its static distribution W(El) [21]. We then have
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Iint#u$ ! <e
1
p
ZN
0
dteiut
ZN
0
dElW#El$ << d
y
!!!e"iLlt
!!!d >> : (6)
In this work, the PPP line shape code [16] is used to calculate
Iint(u). This code has been designed for calculating the pro!le of
spectral lines emitted by multi-electron ionic emitters in hot and
dense plasmas. The Stark broadening is taken into account in the
framework of the standard theory by using the static ion approxi-
mation and an impact approximation for the electrons, or including
the effects of ionic perturber dynamics by using the Fluctuation
Frequency Model [22,23] when the static approximation fails. The
atomic data required for the calculation are extracted from an
external atomic structure code [24]. The effect of the electronic
micro!eld componenton the radiator is calculated in the framework
of a binary collision relaxation theory, introducing a homogeneous
damping and shift term, i.e., a collisional operator, to the emitter
Hamiltonian. This operator depends on the density and temperature
of the plasma and can be calculated either using a quantum me-
chanical relaxation theory or a classical path assumption for the
perturbing electrons. Here, in the PPP code, the option of amodi!ed
semiclassicalmodel, inwhich a strong (close) collision term is added
to the semiclassical term, has been chosen [25].
The self-structure factor is well known in the free-particle limit
resulting from the hypothesis that each radiating ion moves at
constant velocity with a Maxwellian distribution of velocities, and
is given by:
Ss#k; t$ ! e"k
2t2=2bm; (7)
with b ! 1/kBT and m the ion mass. A Fourier transform then yields
the usual area-normalized Gaussian Doppler line pro!le:
ID#u$ !
c
u0
"
m
2pkBT
#1=2
exp
"
"mc2#u" u0$2
2kBTu20
#
(8)
with u0 ! kc, whose linewidth is given by:
DuD ! 2
$$$$$$$$$$$$$$$$$$$$
2kBT
m
ln 2
r
u0
c
: (9)
A straightforwardway to take into account interactions between
ions in the calculation of the line shape, is to use a classical mo-
lecular dynamics simulation techniques (MD) to compute Ss(k,t). A
Fourier transform of Ss(k,t) will yield the corresponding pro!le
accounting for ionic interactions. In standard classical MD simula-
tion, the plasma model consists of classical point ions interacting
together through a Coulombic potential screened by electrons and
localized in a cubic box of side Lwith periodic boundary conditions.
The ionic interaction potential is chosen to account for the polari-
zation of the electron gas by the ionic charge distribution, with the
screening length equals to the electron Debye length,
lD !
$$$$$$$$$$$$$$$$$$$$$$$$$$$$
kBTe=4pNee2
p
in accordance with the plasma electronic
densities, Ne, and temperatures, Te. Newton’s equations of particle
motion are integrated by using a velocity-Verlet algorithm using a
time-step consistent with energy conservation. Due to periodic
boundary conditions, k ! 2p/l must satisfy:
kx;y;z ! nx;y;z2p=L; (10)
nx,y,z being an integer number. The number of particles, N
(thus L), is chosen to !nd k as close as possible to that of the
considered laser line. Integrating Newton’s equation gives access to
the positions and velocities of the ions as a function of time and
thus to the associated static and dynamic statistical properties
such as structure factors, velocity correlation functions, diffusion
coef!cients, ioneion collision rates, etc.
3. Calculated linewidths
In this section, we investigate the broadening of the Ni-like Ag
laser 4de4p (J! 0e1) line at 13.9 nm over a broad range of densities
and temperatures, overwhich collisional excitation pumping of this
transition can be achieved. Electronic densities are in the range
5 ' 1019e8 ' 1020 cm"3, the electron temperature can vary be-
tween 200 and 700 eV [26]. For the ionic temperature two different
regimes of pumping were considered. For the transient pumping
regime, the ionic temperature remains relatively low, typically 20e
50 eV. For the quasi-steady state pumping regime, the ionic tem-
perature is higher, typically 200 eV. The different causes of broad-
ening (radiative decay, interaction with surrounding particles and
Doppler effect) have been investigated over this extended plasma
parameter range. In the following, we will discuss two series of
results corresponding respectively to the transient pumping case
(Ti ! 20 eV, Te ! 200 eV) and to the QSS pumping case
(Ti ! Te ! 200 eV) pumping, for different electronic densities.
The PPP code was used to provide the optically thin spectral
pro!le of the lines of interest for given values of density and tem-
perature of the emitters and of the surrounding free electrons. It
has been checked that the Stark effect associated with the ionic
micro!eld has a negligible contribution to the line pro!le whatever
the densities and temperatures of interest. The homogeneous
broadening consists in natural broadening and electronic colli-
sional broadening. Accounting for both effects does not yield dif-
!culties as they are statistically independent, giving rise to a
linewidth equal to the sum of the respective linewidths. In the
following, this broadening will be referred to as lifetime broad-
ening. The broadening due to the translational motion of the
emitter (Doppler effect) has been obtained by using the self-
structure factors computed by MD simulations, which account for
velocity changing effects. The simulated linewidths were compared
to the usual free-particle limit approximation given in Eq. (9). Some
typical numbers for the physical quantities of the simulated
plasmas over the considered density range, and some technical
details of the MD simulations are given in Table 1. The second and
third columns show the values taken by the plasma coupling
parameter G ! Z2e2/(r0kTi), r0 being the ion sphere radius,
r0 ! #3=#4pNi$$1=3, for the transient pumping case (trans) and for
the QSS case respectively. One can see that in the transient case G
has large values, ranging between w5 and w14, while in the QSS
case G is smaller, ranging between w0.6 and w1.4. As shown in
Table 1
Characteristic quantities used in MD simulations.
Ne (cm"3) Gtrans GQSS N krlaser0 kr
MD
0 upi (eV) Du
trans
D #eV$ Du
QSS
D #eV$
5 ' 1019 5.79 0.58 300 2.03 2.016 2.57 ' 10"3 2.95 ' 10"3 9.34 ' 10"3
1 ' 1020 7.29 0.73 300 1.61 1.647 3.64 ' 10"3 e e
2 ' 1020 9.19 0.92 300 1.28 1.302 5.14 ' 10"3 e e
4 ' 1020 11.57 1.16 300 1.01 1.008 7.27 ' 10"3 e e
7 ' 1020 13.95 1.39 300 0.82 0.843 9.62 ' 10"3 e e
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Table 1 the number of particles, N, in the simulation box has been
chosen equal to 300 for all conditions. This choice leads to a
simulation box size L large compared to the correlation lengths
ensuring the results are independent of N while allowing one to
!nd values of k that satisfy Eq. (10) and krMD0 values that match the
laser wave number krlaser0 . The remaining columns of Table 1 show
the plasma frequency, upi !
$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
4pNi#Zie$2=m
q
, and the Doppler
frequency widths DuD obtained in the free particle limit for the two
considered pumping regimes.
Fig. 1 shows the spectral linewidths (FWHM) obtained for the
different broadeningmechanisms of the 4de4p laser line calculated
as a function of the electron density for the transient pumping case.
Here, the ionic temperature is relatively low (Ti ! 20 eV) and the
electronic densities are in the range 5 ' 1019e7 ' 1020 cm"3. The
electron temperature is taken as Te ! 200 eV.
One can see that the lifetime broadening (dashed line and stars)
increases almost linearly with the electron density, through the
effect of electronic collisions. It becomes larger than the radiator
motion broadening at the relatively low density of
Ne ( 1 ' 1020 cm"3. The radiator motion broadening calculated in
the free-particle limit (dotted line) is compared to the results of MD
simulations (solid line and stars), accounting for interactions be-
tween particles. In these cases, the plasmas are strongly coupled (G
from w6 to w14) compromising the concept of binary collisions
between ions because the ions are always in interaction with each
other. Collective effects involving multiple collisions inducing ve-
locity changing are expected to affect the pro!les. Despite the fact
that a signi!cant narrowing of the line is clearly seen over the
entire considered range of electron density (compare dotted line to
solid line and stars), the overall linewidth is not really altered
(compare gray squares to black circles), as the lifetime broadening
dominates the pro!le. However, the effect of correlations, not sig-
ni!cant on overall linewidth, will affect the nature of the line
pro!le, in contributing to its homogenization, as will be discussed
below.
For the QSS pumping case, the ionic temperature was taken
equal to the electron temperature, Ti ! Te ! 200 eV and four
different electron densities were considered: Ne ! 1 ' 1020,
2' 1020, 4'1020 and 7' 1020 cm"3. Because the ionic temperature
is higher, the plasma coupling parameter in this regime is smaller
than in the transient pumping case, ranging between 0.7 and 1.4
(see Table 1). The results of the PPP and MD simulations in terms of
linewidth are shown in Fig. 2.
As in the transient pumping case (Fig.1), the lifetime broadening
contribution increases linearly with Ne. However here it becomes
dominant over the radiator motion broadening at large density
only, typically above 5e6 ' 1020 cm"3. This illustrates again the
strong dependence of the contribution of lifetime broadening of the
XUV laser intrinsic pro!le with respect to the local plasma pa-
rameters in the gain region. The narrowing of the radiator-motion
linewidth induced by the correlations between particles is still
clearly observed in Fig. 2 (compare dotted line to solid line and
stars). Finally, even though the collisional narrowing is still
apparent in the overall linewidth, here again the main effect of
particle correlations will be the homogenization of the pro!le.
Similar results have been obtained for other electron tempera-
tures (not shown in Figs. 1 and 2). The contribution of the lifetime
broadening to the intrinsic line pro!le has been calculated for
different densities and for several electron temperatures up to
700 eV. The results were !t with analytical functions and a simple
expression was derived for the FWHM:
Dlh#Ne; Te$ ! a1 #kTe$
"b1
%
1"
Ne
8' 1020
&
& a2 #kTe$
"b2
%
Ne
8' 1019
" 1
&
(11)
where Dlh is in m!A and Ne in cm"3. The numerical values of the
coef!cients a1, a2, b1 and b2 derived from the !ts are as follows:
a1 !8.111 '10"3; a2 ! 8.533 ' 10"3; b1 ! 0.2053; b2 ! 0.2373. This
formula reproduces the results of the detailed PPP calculationswith
an accuracy of better than %2% within the range of interest. This
relation can be easily included in radiative transfer simulation
codes, which require accurate values for the optically thin line-
width to calculate the spectral pro!le of the ampli!ed XUV beam.
In the free-particle limit approximation, the Doppler line pro!le
is inhomogeneous and can be described by a Gaussian function
given in Eq. (8) and the Doppler linewidth depends on only Ti as
shown in Eq. (9). The lifetime broadening yields a homogeneous
pro!le, which can be described by a Lorentzian function. As is well
known, the resulting spectral pro!le will be the convolution of the
homogeneous and inhomogeneous pro!les, leading to the Voigt
pro!le. The overall linewidth, Dltot, is a complex combination of
both homogeneous, Dlh, and inhomogeneous, DlD, linewidths. It
has been checked that the formula derived in Ref. [27]:
Dltot !
1
2
Dlh &
%
1
4
Dl2h & Dl
2
D
&1=2
(12)
!ts our results to better than 1%.
Fig. 1. Full-width at half-maximum spectral width versus density of the 4de4p laser
line in the transient pumping case. Dashed line and stars: Lifetime
(radiative & collisional) broadening. Dotted line: Doppler (free-particle limit) broad-
ening. Solid line and stars: radiator motion broadening accounting for particle in-
teractions. Upper curves: overall linewidth including all broadening contributions, in
the free-particle limit (gray solid line and squares), and accounting for interactions
(black solid lines and circles).
Fig. 2. Same as Fig. 1 but for the QSS pumping regime.
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It can be easily checked that the formula given by Eq. (12) does
not !t our results if ionic interactions are taken into account. The
ionic correlations do not only affect the linewidths but also induce
an homogenization of the spectral pro!le. The radiator-motion
pro!le is no longer Gaussian, and the overall pro!le is no longer a
Voigt pro!le [13]. Not only Eq. (12) no longer applies, but also the
relative weight of homogeneous versus inhomogeneous compo-
nents in the overall intrinsic pro!le, which controls the behavior at
saturation, is signi!cantly modi!ed. It is thus necessary to inves-
tigate in more detail the modi!cation induced to the spectral pro-
!le by the effect of velocity-changing collisions, which is the
purpose of the next section.
4. Calculated spectral pro!les
In this section, we will focus our discussion on the radiator-
motion broadening component, ignoring the contribution of the
lifetime broadening to the spectral pro!le.
The narrowing of the radiator-motion pro!le, observed for both
the transient and QSS pumping regime in Figs. 1 and 2, can be
understood in terms of the correlation function Ss(k,t) for a moving
emitter. In the free particle limit, Ss#k; t$ ! e"k
2t2=2bmhe"k
2t2v2=4,
the characteristic Doppler correlation time, sDzl=v, can then be
understood as the time taken by a radiator having the mean ther-
mal velocity v to move a distance equal to the laser wavelength l.
Any factor restricting or hindering the movement of the emitter
will broaden Ss(k,t) and hence narrow the line shape. Due to the
strong coupling plasma parameters involved here (in particular in
the transient pumping case), ions are in constant interaction and
they are more andmore hindered frommoving freely as the plasma
density e or the coupling factor G e increases.
For a better understanding of the effect of these long range in-
teractions, line pro!les calculated for different densities are plotted
in the same graph in logarithmic units, for two ionic temperatures
corresponding to the transient (Fig. 3(a), Ti ! 20 eV) and QSS
(Fig. 3(b), Ti ! 200 eV) pumping regimes respectively. In both
graphs the unaffected Doppler pro!le is also plotted for compari-
son. It can be seen that the effect of ionic correlations yields distinct
features in the pro!le in each pumping regime. In the transient
pumping case, Fig. 3(a), the pro!le is not only narrowed but also a
shoulder structure appears in the wings, at a distance form the line
center that increases with Ne. In the QSS pumping case (Fig. 3(b)),
the line shape is modi!ed and the width is slightly reduced, but no
structures are apparent in the wings. The frequency shifts, Duosc,
delimiting the position of the shoulders are shown by black arrows
in Fig. 3(a). We have checked that the values of those frequency
shifts are actually close to the ionic plasma frequency for the given
Ne. More precisely they correspond to the oscillation frequency of
the velocity autocorrelation function, Cv(t) ! <v(t)$v(0)>. This
function reveals the properties of single-particle motion in the
plasma. Cv(t) is calculated from our MD simulations and the oscil-
lation frequency, Duosc is deduced from Cv(t) by a Fourier transform.
Examples of calculated velocity autocorrelation functions and of
their Fourier transforms are given in Fig. 4(a), (b), for several values
of G. For the largest values of G the decay of Cv(t) is characterized by
the appearance at large times of oscillations at a frequency close
(a) (b)
Fig. 3. Spectral pro!le of the 4de4p laser line including the radiation-motion broadening in the presence of ionic correlations for three different electron densities. (a) Transient
pumping case, Ti ! 20 eV; (b) QSS pumping case, Ti ! 200 eV. The different densities curves are: solid line: Ne ! 5 ' 1019 cm"3 in (a) and Ne ! 1 ' 1020 cm"3 in (b). Dashed line:
Ne ! 2 ' 1020 cm"3 in (a) and (b). Dash-dot line: Ne ! 7 ' 1020 cm"3 in (a) and (b). Dotted line: Doppler pro!le in the free-particle limit. In (a) the black arrows show the positions of
the shoulder structures, which are given by the oscillation frequency of the velocity autocorrelation function.
! !
(a) (b)
Fig. 4. (a) Velocity autocorrelation function Cv(t) for increasing values of the coupling factor G. Dashed line: G ! 0.73. Dotted line: G ! 1.39. Solid line: G ! 5.79. Short-dashed line:
G ! 9.19. Dash-dotted line: G ! 13.95. (b) Fourier transform of Cv(t) for G ! 5.79, 9.19 and 13.95 (same plotting code). The velocities are in units of kTi/m and the time in units of u"1pi .
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to upi. The oscillations are already seen at G ! 5.786
(Ne ! 5 ' 1019 cm"3) and become more pronounced as G increases.
They are due to the coupling between the collective density "uc-
tuations and the single particle motion [28].
In order to have a more detailed insight into the dynamics of a
particle in thoseXUV laser plasmas,we have calculated the evolution
in time of the frequency distribution associated to a set of particles
chosen to have an initial velocity v(0) such as k$v(0) ! u % Du for
u ! 0 and Du chosen suf!ciently large to have a representative
number of tagged particles. The plasma conditions are those relevant
to theQSS pumping case atNe! 1'1020 cm"3, i.e., conditionswhere
the plasma coupling parameter is not large (G! 0.73), and collisional
narrowing is small (see Fig. 2). The results of the calculation are
shown in Fig. 5. The sharper distribution corresponds to the initial
timewhen the set of particles such as k$v(0)! 0 emit at a frequency
equals to u0 % Du. As time increases the frequency distribution gets
broader, as a result of velocity-changing collisions, and tends to the
in!nite time limit corresponding to a frequency distribution given by
the equilibrium velocity distribution. This limit is the usual
Doppler distribution in the free-particle limit, also shown in
Fig. 5 (black dashed curve). Four different times of evolution
#0:24 u"1pi ; 1:0 u
"1
pi ; 2:5 u
"1
pi and 3:83 u
"1
pi $ have been chosen, the
latter corresponding to the radiative lifetime of the laser transition. It
can be seen that during their effective lifetime, the radiating and
absorbing ions sample many velocities, not just one as it is supposed
in the Doppler free particle limit. The effect of this rapid velocity
redistributionwill be to effectively homogenize the radiator-motion
broadening component of the intrinsic line pro!le. A similar effect is
also obtained for conditions relevant to the transient pumping case.
This means that collisional redistribution cannot be ignored when
evaluating the spectral behavior of the laser line following ampli!-
cation and saturation.
An interesting feature that can be noticed in Fig. 5 is that in-
teractions between particles give rise to small changes in the
velocity at short time-scale: the frequency redistribution at
t ! 0:24 u"1pi is limited to frequencies around the initial frequency
suggesting that the interactions give rise to small-angle scattering.
Moreover, it is necessary to wait long enough to !ll the entire
distribution. This behavior suggests that the dynamics of the ions in
the present plasmas could be modeled by a Brownian-motion
model [13,29]. In this model, the following expression was
derived for the self-structure factor:
Ss#k; t$ ! e"
k2
2 <x
2
k>; < x2k > !
v2
n2d
'
ndt " 1" e"ndt
(
(13)
where < x2k > is the mean square displacement in the direction of k
over the time t and v !
$$$$$$$$$$$$$$$$$$
2kBTi=m
p
. It is shown in Ref. [29] that nd is
related to Cv#t$ by:
Cv#t$h < v#t$$v#0$ > !
3
2
ve"ndt : (14)
The values of nd have been obtained by !tting the velocity
autocorrelation functions obtained from our MD simulations, see,
e.g., Fig. 4, with an exponential decreasing function. The nd values
have been used in Eq. (13) to calculate Ss(k,t), from which the
line pro!le was derived through a Fourier transform. The results
are presented in Fig. 6 and compared with our detailed MD
calculations.
It can be seen in Fig. 6 that the Brownian-motion model gives a
very good approximation to the spectral pro!les calculated from
detailed MD simulations, for both transient and QSS pumping cases
and over a broad range of electron densities, even though the wings
and the shoulder structures are not reproduced correctly. This is
mainly because the velocity autocorrelation function, Cv(t), can be
very far from an exponential decreasing function, as can be seen in
Fig. 4. Fitting Cv(t) by an exponential form eliminates the oscilla-
tions expected at a frequency near upi. Moreover the Markovian
Fig. 5. Evolution with time of the frequency distribution function of a set of particles
with an initial velocity such as k$v(0) ! 0 % Du for plasma conditions relevant to the
QSS pumping case at Ne ! 1 ' 1020 cm"3. Times t ! 0 (solid line), 0:24 u"1pi (dotted
line), 1:0 u"1pi (short-dashed line), 2:5 u
"1
pi (dash-dotted line) and 3:83 u
"1
pi (dashed
line). The frequency distribution gets broader with time, on a timescale that is com-
parable with the radiative lifetime. The bold dash line corresponds to the Doppler free-
particle limit that would be reached at in!nite time.
(a) (b)
Fig. 6. Spectral pro!le (radiator motion broadening component) of the 4de4p laser line calculated using the Brownian-motion model to account for ionic correlation effects. (a)
Transient pumping: Ne ! 5 ' 1019 (solid black); Ne ! 7 ' 1020 (solid gray). (b) QSS pumping: Ne ! 1 ' 1020 (solid black); Ne ! 7 ' 1020 (solid gray). The Brownian-motion model
reproduces the detailed MD simulation results (circles). The dotted line corresponds to the usual Doppler pro!le in the free-particle limit.
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approximation used in the Brownian-motion model, e.g., any
memory associated with themotion of the particle is ignored, is not
valid in the plasmas of interest here, where the diffusing particles
are similar to their neighbors [29]. Nevertheless, the Brownian-
motion model without memory proposed here provides a simple
and rapid way to account for the homogenization of the laser line
pro!le due to ionic correlations, in good agreement with more
sophisticated MD simulations. Such a model could be easily
implemented in a radiative transfer calculation to investigate the
saturation behavior of the laser line in the transient and QSS
pumping regime.
5. Conclusion
In this paper we have presented a detailed analysis of the
different broadening processes that affect the intrinsic pro!le of a
XUV laser line, over an extended range of plasma parameters. Such
a study is important to clarify the prospects of broadening the laser
pro!le of existing collisional XUV lasers to achieve shorter femto-
second durations. Two different regimes of collisional excitation
pumping have been considered: transient pumping for which ionic
temperature is relatively low, so the plasma coupling parameter is
large, and quasi steady state pumping for which the ionic tem-
perature is higher and the plasma coupling parameter is of the
order of 1. We show that the relative contribution of the lifetime
broadening to the overall line pro!le strongly depends on the local
plasma parameters in the lasing plasma. Using molecular dynamics
simulations we have investigated the effect of ionic correlations on
the radiator-motion broadening component. We !nd that for the
entire plasma parameter range explored, this effect cannot be
ignored. We show that ionic correlations lead to a signi!cant nar-
rowing of the radiator-motion broadened component compared to
the usual Doppler (free-particle) limit, especially in the low ionic
temperature transient pumping case. However this effect is largely
masked when accounting for the lifetime broadening in the overall
linewidth. We show that ionic correlations will also affect the
inhomogeneous nature and, to a lesser extent, the shape of the
pro!le, which are both important in evaluating the behavior of the
laser line during ampli!cation and saturation. By investigating the
velocity autocorrelation function we show that the spectral fea-
tures observed in the radiator-motion broadened pro!le are related
to the plasma ionic oscillations. Finally we propose to use the
Brownian-motion model to calculate the self-structure factor and
the radiator-motion broadened line pro!le. This study will be the
scope of our future work.
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