Averaged single trials (AST) allowed the functional magnetic resonance imaging (fMRI) response to auditory stimuli to be measured at high temporal (1 s) and spatial (0.1 cm 3 ) resolution. Using this paradigm we investigated the transient signal response to 100-ms tone bursts in trains of between 100 ms and 25.5 s in total duration. We have demonstrated that the fMRI response to such auditory stimuli is approximately linear for trains of 6 s and longer, but that shorter stimuli produce signals that are larger than might be expected from the response to the longer stimuli. This nonlinear behavior can be modeled if an adaptive response to each stimulus is assumed. A study using a novel paradigm was also performed in order to study the influence of scanner noise during fMRI experiments on the auditory system response to tones. This study demonstrated that the temporal response to 700-ms tone stimuli is modified when performed in the presence of scanner gradient noise, the modification being a small but significant increase (P F 0.05) in the magnitude of the response. Finally the ability to measure the onset of functional activation using the AST method was examined. It was found, with the aid of computer simulation that a sampling rate of one image per second is adequate to distinguish temporal responses. Using the data acquired in this study, onset times were calculated for the auditory cortex, and these results are consistent with current models of functional activation. 1998 Academic Press
INTRODUCTION
The signal changes of the fMRI response can be examined at high temporal resolution through the use of averaged single trials (AST) (Ernst and Hennig, 1994; Buckner et al., 1996; Boynton et al., 1996; Janz et al., 1997; McCarthy et al., 1997) . This approach repeats the same trial many times and the resulting analysis combines data that are acquired at the same time point relative to the stimulus. Although less efficient for localizing activations than ''block'' averaging (Bandettini et al, 1993) this approach does allow the temporal intensity profile of individual voxels to be examined with a high signal to noise ratio (SNR) at a temporal resolution of around 1 s (or better) (Ernst and Hennig, 1994; Robson et al., 1997) . In addition, it permits the study of phenomena that are inherently transient, such as the ''oddball'' responses that result from abrupt disturbances of a stimulus pattern (McCarthy et al., 1997) .
Previous work has used the AST approach to examine the response of the visual cortex, which has been found to behave in a manner consistent with a linear model (such that the response to additional stimuli is additive) when using stimuli of 6 to 24 s (Boynton et al., 1996) and 2 to 8 s (Janz et al., 1997) . Similarly, this approach has been used to examine the temporal behavior of different brain regions to tasks involving processing of words (Buckner et al., 1996) . This study demonstrated a relative time delay (1-2 s) between spatially separate but related fMRI responses that may be assumed to be at least in part, a consequence of a similar delay between different cognitive processes. Results obtained using a high field (4 T) magnet require less extensive averaging than at 1.5 T owing to the intrinsically higher SNR and have yielded data in response to stimuli of 2.4 to 4.8 s duration that are also consistent with a linear model for the hemodynamic response of the visual system (Hu et al., 1997) . However, work with shorter stimuli (1 and 2 s) suggests that non-linear behavior may occur such that shorter stimuli exhibit enhanced fMRI responses relative to those predicted from longer stimuli and the linear model (Vazquez and Noll, 1997) . Such results were also observed by Boynton et al. (3) when using a 3-s stimulus.
The relationship between stimulus parameters and the fMRI signal response are of considerable interest for the interpretation of brain activation maps. The linear model represents the simplest possible behavior of the system and as such has been assumed in many cases. The output of a linear system to multiple inputs is predictable by superposition of the responses to each individual stimulus. A linear system possesses a characteristic transfer or impulse response function, which in this case would map neuronal activation onto the fMRI response via convolution. If the system were linear and the response function were know this would enable the neuronal behavior to be estimated via deconvolution of the fMRI response. Linearity is also a necessary requirement for many of the complex fMRI analysis techniques that are presently used. In this work we report our measurements of the impulse response of the auditory cortex and demonstrate limits to the applicability of the simple linear model. This work has focused on the auditory cortex for three reasons: we can apply well-controlled short stimuli (here 100 ms) which we have found to produce an observable fMRI response; our method of stimulation is compatible with long duration studies; and auditory responses by themselves are of high importance to other studies of hearing and language. In addition, we are able to address a further concern, within the field of fMRI, as to the possible confounding effects of scanner noise. When imaging the auditory system, we need to understand the contribution to activation images of the sounds produced by the magnetic field gradient coils, which are especially significant when performing fast imaging, such as echo planar imaging (EPI), that is necessary for this type of experiment. This noise is dependent upon the imaging sequence used, and the frequency spectrum can be calculated approximately as the Fourier transform of the read gradient waveform. For a resonant gradient system (as used here) this sound will approximate to a single frequency (1 kHz in our case), whereas for a nonresonant read gradient waveform the noise will contain other harmonics and have a larger bandwidth. Previously, using a nonresonant system ''magnet noise'' has been shown to produce functional activation, as expected, in the auditory cortex (Bandettini et al., 1997) . A study using stimuli that were alternately on and off for 54 s with a nonresonant system suggested that the effects of gradient noise can modify the location and amplitude of the fMRI response (Shah et al., 1997) . Here an alternative experimental paradigm was used to determine directly the effect of this ''magnet noise'' on our measurements of the fMRI auditory response to tones.
Although the hemodynamic response to stimulation is delayed and extended in time with respect to the underlying neuronal activation, the use of fMRI at relatively high temporal resolution enables us to determine the time of onset of fMRI activation. The accuracy of this measurement is one parameter that limits the use of fMRI for examining the temporal behavior of the brain. Recent work has focused on measuring the onset of the early intensity dip (the so-called fast response) (Ernst and Hennig, 1994; Tnieg et al., 1997) , which occurs very soon after stimulation, and is thought to originate from microvascular deoxygenation close to the neuronal activation. Unfortunately, this early intensity decrease is even smaller (ϳ0.25% at 2 T; Ernst and Hennig, 1994) than the subsequent intensity increase, which makes it extremely difficult to observe (let alone measure) using imaging systems operating at 1.5 T. Here we estimate the onset of activation by measuring the time at which the intensity increase crosses the half maximum value. The location of regions activated at different relative times may then be determined. Although it has been suggested that the hemodynamic response function will limit the temporal resolution of fMRI to 2 or 3 s (Kim et al., 1997) , if the hemodynamic delay is consistent across the brain then the time of onset measurement would potentially reflect differential neuronal activity and its accuracy would only be limited by the SNR of the measurements. In this work we have performed simulations to assess the optimal repetition time (and processing strategy) for estimating the onset time of the intensity increase. We have also determined the onset time of the fMRI response to an auditory stimulus, which demonstrates that different regions activate at different times and that this onset time correlates with the amplitude of the intensity change.
MATERIALS AND METHODS

Data acquisition.
Imaging was performed on a GE 1.5 T Signa (Milwaukee, WI) scanner with an ANMR (Advanced NMR, Wilmington, MA) resonant gradient echo-planar imaging system. All images were acquired using the standard quadrature head coil and a T2*-sensitive gradient-recalled echo planar pulse sequence was used with (in most cases) a repetition time of 1 s. Voxels were 3.12 ϫ 3.12 mm in-plane by 10 mm.
Normal subjects were studied in accordance with a protocol approved by the Yale University Medical School Human Investigation Committee. Each subject was familiar with MR imaging, which minimized artifacts due to motion. All of the authors were studied for the preliminary studies (MDR male 29 years, JLD female 25 years, JCG male 46 years); for the experiments presented in detail in this paper only the first two subjects were studied.
A single axial oblique slice was used in all the studies, which was oriented to pass through the auditory cortices. Accurate slice location was obtained through the use of a series of anatomical localizing images, and a single slice was positioned in an axially oblique plane oriented parallel to the lateral fissure and including the primary auditory cortex. A highresolution anatomical image was acquired in the same plane as the functional images. In performing the preliminary studies a range of slice position and orientation were used and the results presented in this work correspond to those slice positions that were found to maximize the functional activation from auditory stimulation in these earlier studies. Although the above positioning enables highly reproducible results, in this work comparisons are made only between data acquired in the same session, which allows comparisons within pixels or consistent regions of interest. A series of 1024 images were acquired (with a repetition time of 1 s) six times in the multiple stimulus studies (requiring a total of ϳ2 h) and within each of these series the auditory stimuli were presented in different random sequences. This randomization removes some potential artifacts, but complicates the processing as the trials are of different total duration.
An alternative experimental paradigm was also used for both of the subjects in which the temporal location of the stimulus was moved relative to the imaging time points. This allowed images to be acquired at regular intervals (which is necessary in fMRI to remove the possibility of variable T1 weighting), but also allowed different time points relative to the stimulus to be examined. Previously this method has been used to sample the hemodynamic response at 250 ms resolution in an experiment with a TR of 1.5 s (Robson et al., 1997) , a so-called temporal interleaved acquisition. Here this paradigm was used slightly differently with a TR of 20 s, and with placement of the stimulus at various points before each image, so that the image acquisitions sampled different parts of the response to the tone. By appropriately spacing the sampling points we have achieved a temporal resolution of 1 s and have sampled 14 s of the fMRI response. The long TR allows us to use a larger flip angle (90°) than in the study with the shorter repetition time. This experiment should be insensitive to the effects of the ''magnet noise,'' but has the obvious disadvantage of being extremely time inefficient as it acquires one image every 20 s. Runs with this experiment lasted 1 h (180 images) and used only a single stimulus type that was applied multiple times.
Stimulus presentation. Auditory stimuli were generated using SoundSculptor II (shareware) running on a Macintosh Power PC (Apple Computer, Cupertino, CA) and presented to the subject via a similar computer running PsyScope (Cohen et al., 1993) and magnetcompatible headphones (Resonant Technology Inc., Northridge, CA). These headphones both present the stimuli and significantly attenuate noises from the imaging system. We developed a simple digital interface (home-built signal conditioning and Macintosh interface by NewMicros, Dallas, TX) that enabled the Macintosh to record when images were acquired, and this information was used to synchronize the stimuli presented with the image acquisition to high accuracy (better than 20 ms) over 17-min acquisitions. The stimuli used consisted of 100-ms tones of 440 Hz, played at an amplitude that was considered ''loud but comfortable.'' Tones were combined to produce the stimuli by alternating 100-ms tones and 100-ms pauses. Trains of tones were constructed from 1, 2, 4, 8, 16, 32, 64, and 128 tones (corresponding to 100 ms, 300 ms, 700 ms, 1.5 s, 3.1 s, 6.3 s, 12.7 s, and 25.5 s durations). The last four of these trains correspond closely in duration to the visual trains used by Boynton et al. (1996) . A period of 19-20 s of silence followed each stimulus, allowing the fMRI response to be observed and to become stable prior to the next stimulus.
Analysis. All processing was performed on reconstructed images using MATLAB (MathWorks, Natick, MA) scripts. Data acquired at equivalent points relative to the same stimuli were combined to give a mean and a standard error on that mean for each time point relative to the stimulus onset. For each study a large number of repetitions (typically 30 for each time point) were obtained, and data from time points that showed global intensity changes (caused by swallowing) were discarded. Motion correction was found not to be necessary in these experienced volunteers.
To estimate the accuracy of the linear model, convolutions were performed between the data acquired from short tone trains (such as the single tone) and an appropriate series of Dirac-delta functions. If the behavior of the system followed a simple linear model, then the data produced by these convolutions would accurately model the data acquired with longer stimulus trains. This convolution is very sensitive to low frequency signal changes. When convolving the response from the single tone, this data was truncated at the point 10.5 s after tone cessation to minimize these effects.
In addition to the intensity-time graphs that are shown in this work, more conventional analyses were performed by comparing the pixel intensities at times before the stimulus with each of those time points after the stimuli. High pass filtering (using a digital Butterworth filter that removes signal changes with periods longer than 128 s) was used to attenuate slowly varying intensities, but no blurring (spatial or temporal) was used. Images were also created by comparing the fractional signal change between different time points after stimulation, and this is the measure displayed in the graphs. Figure 1 shows regions of activation developing bilaterally as a function of time in the auditory cortex of one subject (JLD), from data acquired with 29 repetitions and with a TR of 1 s. These results are typical of those observed in all these experiments. Within Fig. 1 can be seen the regions that are of interest for more quantitative assessment.
RESULTS
The intensity-time profiles can be observed in indi-
FIG. 1.
Significant MRI intensity changes from a 700-ms stimulus (four 100-ms tones each separated by 100 ms) at a number of time points after the start of the sound. Activations are shown as percentage changes in the signal, overlaid in color on a T1-weighted anatomical image of the same slice.
vidual pixels. Figure 2 shows these single pixel intensity-time courses for a 4 ϫ 2 region with 100 ms, 1.5 s, and 12.7 s stimulus trains. As subsequent work focuses on regions of pixels, the data in Fig. 2 demonstrate the SNR level that may be expected in this type of experiment. Here we can observe activations in single pixels at a time resolution of 1 s using 29 repetitions of the same stimulus with the AST paradigm. As expected the response duration increases with the stimulus duration and adjacent pixels can be seen to have similar response profiles.
Regions were selected from the two datasets (MDR and JLD) as the use of regions of interest boosts the SNR and removes the possibility of just using an exceptional voxel. A region containing pixels that had 1-4% peak activation (in the 3.1-s stimulus experiment) and that was located in the auditory cortex was selected from each side of each brain. A third region consisting of pixels with Ͼ4% peak signal change, which were only found in the left hemisphere of each subject, was also selected. This third region was assumed to contain larger vessels owing to the greater signal change. The purpose of this segmentation was to prevent these larger changes from overwhelming the effects present in voxels where the vessels and signal changes were smaller. These thresholds were chosen empirically using data from the preliminary studies. The selection of these three regions in each individual provides the six regions that are used in the analyses described in the next section.
Linearity
The responses from three regions of interest (determined from the 3.1-s stimulus experiment) are shown for each of two individuals and for a range of tone train lengths in Fig. 3 . The response to the 100-ms tone is also convolved with a series of Dirac-delta functions in Fig. 3 to perform the first test of the linear model. To further test the assumptions of the linear model all possible responses were simulated from the observed responses using convolution with appropriately spaced Dirac-delta functions to predict the results for each of the longer experiments. A typical result of this convolution procedure is shown in Fig. 4 . The linear estimate modeled using the response to the short stimuli can be seen to incorrectly fit the effects of longer stimuli. However, stimuli of 6 s (32 tones) and above can be used to estimate the behavior of even longer stimuli, which is in agreement with the work of Boynton et al. (1996) . The result in Fig. 4 is typical of all six regions from the two subjects studied. The fitting accuracy for all the regions is summarized in Table 1 , which confirms that the linear fitting is very inaccurate for all but the stimuli of length 6 s or greater.
In addition to the simple linear model, a second more complex model was considered. In this case a form of adaptation was considered, such that the effect of subsequent stimuli is progressively decreased until the effects of a stimulus reach a steady state. This effect (E) of a single stimulus at time t after a train of stimuli starting at time 0 is modeled here as
(
The constant behavior at long times enables the observed linearity for long stimulations to be modeled correctly, and the initial transient describes the deviation from the linear model. The parameters in Eq. (1) FIG. 2. This figure demonstrates the sensitivity that we have to intensity changes in single voxels using 29 repetitions of the same trial (requiring as little as 10 min per condition). Here an array of 4 ϫ 2 voxels are shown with the error bar as the standard error of the mean for these data. These pixels are from the right hemisphere of JLD and are representative of all data acquired. Increased duration of the intensity changes correspond to the longer duration stimuli and the fMRI responses show clear spatial coherence.
were evaluated by simultaneously modeling the six regions of interest and optimizing these parameters so as to minimize the error between the modeled data and the observed response. The minimization approach yields A ϭ 0.83 and ␣ ϭ 1.94 s Ϫ1 , and the adaptation curve is shown in Fig. 5 . Figure 6 shows measured and simulated response functions (using Eq. (1) in combination with the short train impulse responses measured experimentally) calculated for the six regions considered earlier. These simulations fit the data well at both long and short times, although they do not predict the signal increase seen after the cessation of the longest train (which may be due to transient neuronal behavior at the end of the tone train . It should be noted that in performing these convolutions the results are strongly influenced by the baseline signal, and the effects of any intensity drift (slowly changing baseline). Table 1 provides a quantitative comparison between the methods and as can be seen the adaptive model is much closer to the observed response than the linear model for all responses.
FIG. 3.
Responses to stimuli are shown (as the dark line) as percentage changes in signal for stimuli containing different numbers of tones. The response of all three regions are shown for both subjects. One region for each individual contains voxels of large activation that are likely to be from larger vessels, and the other two regions contain all the voxels with activation above the 1% level in each side of the brain. All regions demonstrate similar behavior, although the absolute intensity scaling does vary (note the different scaling of the abscissa). The response to the single tone has been truncated to minimize the effects of low frequency drift and allow direct comparison with Fig. 6 . The gray curve is determined using a simple linear simulation determined by convolving the response to the 100-ms tone with different series of Dirac-delta functions. This model overestimates the curve for all nontrivial cases.
Effects of Magnet Noise
Image acquisition by EPI occurs in short times of Ͻ100 ms, so gradient noises are short lived and we do not expect them to affect the activation signal in the concurrent image. In addition if we use a TR of 20 s (and sample a single slice) the effects of magnet noises from all previous images should not produce fMRI changes. An imaging scheme where a single image is acquired every 20 s should be insensitive, therefore, to the noise of the imaging. By moving the stimulus within the interval between these images, we have sampled the time course of the fMRI response to a tone (see Fig. 7 ) devoid of the influence of gradient noise. This experiment took 1 h, yielding 180 trials (and 180 images) that allowed us to sample 11 time delays approximately 17 times each .   FIG. 4 . If the system were linear then the observed responses for a range of stimulus durations (dark line) could be accurately modeled by convolving the responses from shorter duration stimuli with appropriately spaced Dirac-delta functions (gray line). The diagonal (top left to bottom right) elements shows the experimental data from successively longer tone trains. An indicator of the stimulus duration is shown as a thick dark line. The raw data that we are trying to model are duplicated in all graphs. The simulated data in each row show the predicted responses based on different combinations of the same response to shorter stimuli. For example, the panel labeled with an asterisk includes as the dark line the observed response to a train of 16 tones, and the gray line represents the model of this response assuming a linear model and knowledge of the response to a train of 2 tones. The panels form a triangle because it is only possible to simulate the response to a stimulus from the response to a shorter stimulus (e.g., we can simulate the response to 64 tones from that to 32, but we cannot do the reverse with this model). The results are typical of all the regions, but were determined from the left hemisphere region of the JLD data set. Figure 8 shows the temporal response to a 700 ms (four 100-ms tones separated by 100-ms pauses) stimulus in two regions (ϳ10 voxels) of the brain in two individuals using experiments that are sensitive to magnet noise (TR ϭ 1 s, flip angle of 60°) and that are insensitive to this effect (TR ϭ 20 s, flip angle of 90°). In all cases, the experiment that was insensitive to magnet noise yielded a larger peak fractional signal response (although only slightly larger in one case). This increase was significant at the P Ͻ 0.05 level using a paired t test. If we consider that the auditory response may adapt to the magnet noise and therefore yields a decreased activation in the magnet noise sensitive case then these results could be thought of as being consistent with our earlier observations of nonlinearity. The frequency and timing differences between this and earlier experiments do not allow us to compare the differences quantitatively with the effects of adaptation discussed earlier, and further experiments would be required to prove that this change is related to nonlinearity and not to the different T1 weighting of these two experiments.
Onset Time
A feature of particular interest for this type of analysis is the temporal onset of the fMRI signal. Here we assess the necessary temporal resolution of the acquisition. This temporal resolution can be altered either by modifying the TR or by temporally interleaving the experiment by shifting the stimulus relative to the acquisition points (Ernst and Hennig, 1994; Robson et al., 1997; Josephs et al., 1997) (Fig. 7 shows an example of each of these paradigms as A and C). Using an interleaved paradigm has the advantage of improved temporal resolution, but allows fewer images per time point to be obtained in the same amount of imaging time. Interleaving has the additional disadvantage of aliasing low frequency noise into the response function, and so this approach will only be practical when the TR is limited by other factors (e.g., Josephs et al., 1997) . Decreasing the TR (or the temporal resolution using the interleaving technique) has the advantage of improved temporal resolution, but the disadvantage of decreased signal at each sampling point. The benefit of improved temporal resolution may therefore be lost by the decreased SNR at each time point. To better understand this tradeoff, a simulation was performed to investigate the effects of TR variation.
We modeled the temporal profile for the impulse response function as a gamma-variate function calculated by fitting the response of five regions in three individuals to 100-ms tones. The regions chosen for this experiment were from each hemisphere of JLD and MDR and a single region from JCG from a preliminary experiment (TR ϭ 1 s) and consisted of the mean of all pixels with Ͼ0.75% activation. The equation for this function is
where k ϭ 0.0020, ␣ ϭ 8.1844, ␤ ϭ 0.4423, t a ϭ 0.8977 s (noting that t a does not really represent the arrival time given the other parameters). Using Eq. (2) we simulated the samples of the response at different resolutions and then added noise to examine the consequences of different experimental paradigms. Although this function fails to account for all of the structure in the response function (e.g., the dips before and after the signal increase), here we are interested only in the accuracy of estimating the onset of the signal increase and so this simple model will suffice. Note. This parameter is calculated over a temporal window starting 1 s after the stimulus onset and ending 7 s after stimulus cessation. The top section of this table has the same form as Fig. 4 , but this table is the mean from all six regions whereas the curves in Fig. 4 are representative of only one region. Data are also shown for the adaptive model, which can be seen to accurately fit the responses to all stimuli.
We used the time at which the intensity reaches its half maximum deviation as a reproducible measure of onset time. This measure should be insensitive to differences in relative amplitude of activation and should be robust (as the signal change required will be large). This measure should also be precise as the timing error will be inversely proportional to the rate of change of intensity, which is maximal around the half maximum point. To enable subsample-point measurement accuracy we interpolated the data between sampling points and convolved the time points with a gaussian filter (as the response function is known to be FIG. 5. The response to different tones is shown as a function of tone number and is described by Eq. (1). This weighting function can be applied to subsequent tones to calculate the expected response. Here the function that should be convolved with a single tone to produce the effect of a 16 tone train is shown. smooth). A simulation was performed to assess the optimum width of the blurring gaussian and the effect of temporal resolution on the accuracy of measuring the onset time. The SNR obtainable at each TR was calculated assuming the use of the Ernst angle (Ernst, 1966) , which maximizes the signal, and yields
A T1 value of 1 s was used, and the SNR was normalized to that observed in our data with 29 trials and a TR of 1 s. The optimum blurring gaussian was found have a standard deviation of 0.8 s, a measurement that was independent of the TR. The simulations showed that the optimal temporal resolution is obtained with short TR, but that a plateau exists up to a TR of 1.3 s in which the error in estimating the onset is only weakly dependent on the temporal resolution of the image acquisition. The accuracy with which this response can be measured using the experimental paradigm described in this study (i.e., 29 measurements per data point each with a SNR of 62, TR ϭ 1 s, and 2% signal change) is 220 ms for a single pixel or 75 ms assuming these errors to be independent for a 3 ϫ 3 region.
In reality the use of short repetition times may magnify the effects of inflow, decrease the number of slices that can be obtained (in a multislice experiment), and demand greater data storage. For these reasons it may be detrimental to acquire images with extremely short TR. An alternative to decreasing the TR is to move the stimulus time relative to the time that images are acquired, which allows a longer TR to be used but (1)) produces fits to the data that are better than those using the linear model. The response simulated from the single 100-ms tone (gray lines) fit the behavior to the longer trains of tones (dark line). The performance of this adaptive model can be seen to be vastly superior to the simple linear model of Fig.  4 . Note that this model fails to fit the final intensity increase that is present in the very long stimuli.
FIG. 7.
The different imaging schemes used in this work are shown: (A) conventional noise sensitive method, imaging with TR of 1 s, with a tone every 20 s; (B) magnet noise insensitive, TR of 20 s tone moving relative to these images; (C) interleaved high time resolution long TR, TR of 3-s tone moving relative to these images.
FIG. 8.
The response to a 700-ms train of stimuli in each of two regions of two individuals. Two experimental conditions are shown: a 1-s TR experiment (dark line; sensitive to ''magnet noise'') and for a 20-s TR experiment (gray line; insensitive to magnet noise). Error bars represent the standard error of the mean. The curves are quite similar in all cases although differences can be observed in the absolute signal change, which could be due to effects of adaptation.
permits high-resolution sampling of the response. The results of our simulations using different degrees of interleaving (to give temporal resolutions from 100 ms to 1 s) show that there are no significant gains to be made in using the interleaved approach when using a TR of 1 s. Clearly if we were limited to long repetition times then interleaving would provide a more useful method. Owing to the extra complexity of the interleaving experiment and the negligible gains to be obtained using such techniques we elected to exploit only the noninterleaved TR ϭ 1 s method in further experiments.
For 29 trials the standard error of the onset time was 220 ms, so it may be concluded that the use of noninterleaved methods with a TR of around 1 s can be used to measure the onset times of signal changes in single pixels with a standard error of the mean of 1.18/ͱnms, where n is the number of trials over which the calculation is made and m is the number of pixels over which we average, and we assume the activation to follow the approximate behavior of Eq. (2) with an intensity increase of 2%. At higher field strengths the increased T1 and enhanced intensity changes would modify these   FIG. 9 . The onset times of the intensity changes are shown as a function of position and of peak signal change. The larger circles represent greater signal change and likely correspond to larger vessels. These large signal changes also seem to appear later than the smaller signal changes, which is consistent with the concept of deoxygenated blood flowing into ever larger vessels of the venous system. Note also that the size of the circle will affect our confidence in the estimate as large signal changes are less sensitive to the effects of noise.
conclusions, encouraging the use of longer TR and interleaved methods.
These simulations demonstrate the feasibility of imaging with 1-s time resolution and obtaining onset times with a standard error (for a single pixel using 29 trials) of 220 ms. By combining more data sets (145 in total; all the data from tone trains of Ն1.5 s, for which simulation suggests an error of the mean of 100 ms for a 2% activation) the onset of activation was measured for different pixels for the tone experiments. Clear differences were observed (see Fig. 9 ) between different pixels in the auditory cortex of both subjects. The onset times and amplitudes of the activations appear to be correlated, with the earliest responses appearing in deeper regions as small elevations of signal. Our findings are consistent with previous suggestions that large signal changes may be from larger veins and venules (Yablonskiy and Haacke, 1994; Lai et al., 1993; Kennan et al., 1994) and that the changes in intensity appear later (ϩ700 ms) in these vessels.
DISCUSSION
We have demonstrated that the relationship between the stimulus duration and the fMRI signal response of the auditory cortex is nonlinear for short stimuli such that the response to these stimuli cannot be superimposed simply to predict the response to longer stimuli. However, the behavior of this system can be approximately modeled as an adaptive response. Although there is strong evidence for adaptation in the auditory nerves (Smith, 1977; Smith, 1979) and of adaptation in the evoked potentials from tones with differing interstimulus delays , it is not clear whether the adaptation in fMRI is neuronal, hemodynamic, or a combination of both, in origin.
The purpose of this work was to investigate the fMRI response to simple stimuli. A further step will be to separate the contributions to this response from the neuronal electrical activity that is produced by such stimuli and the hemodynamic response to that neuronal excitation. This would enable us to determine whether it is the neuronal response per se, or the hemodynamic response to these neuronal changes, that introduces the nonlinearity in the fMRI response. Further studies of the response by a magnetoencephalographic (MEG) or electroencephalographic (EEG) methods will potentially elucidate the contributions of these factors.
Although it seems intuitive that fMRI cannot resolve temporal differences on the time scales of interest for establishing functional connectivities or serial events, we find in practice that the onset time of fMRI activation can be measured to with 75 ms for small numbers of pixels. Whether the hemodynamic onset time is a parameter relevant for interpreting when neurons fire remains to be established. However, it may be appropriate to use AST approaches to map selectively those regions that share early fMRI signal changes as it is at least plausible that the small positive increases are from volumes in which the signals reflect microvascular oxygenation changes of small amplitude.
