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Modern technologies for the automated acoustic monitoring of animal communities enable 
species surveys that yield data in unprecedented volumes. Interpretation of these data bring 
new challenges related to the need of automated species identification.
Coupling automated audio recording with automated species identification has enormous 
potential for biodiversity assessment studies, but it has posed many challenges to the effective 
use of techniques in real-world situations.
This thesis develops new methods in the field of bioacoustics applied to automated monitoring 
of vocal species in terrestrial environments. Specifically, I developed automated methods to 
classify acoustic ecological data generated under the two most common contexts used in 
ecology: identification of vocalization data stored in acoustic libraries of sounds and
identification of vocalizations in audio data collected from the field, through e.g., acoustic 
monitoring programs. 
The methods bring key developments across the entire pipeline for automated acoustical 
identification, connecting techniques from the data acquisition in the field to the ecological
modelling of data identified utilizing automated classification methods.
I show the performance of methods over huge datasets, compare them with alternative cutting-
edge techniques and provide an ample study case of Amazonian bird communities to show the 
tools in practice. The methods in this thesis are available as open source and ready-to-use 





Nykyaikaiset/modernit teknologiat/tekniikat eläinyhteiskuntien automattiseen akustiseen 
monitorointiin mahdollistavat lajitutkimuksen, joka tuottaa ennennäkemättömän määrän 
tutkimusaineistoa. Tällaisen tutkimusaineiston tulkinta aiheuttaa uusia haasteita (kuten) 
tarpeen automatisoituun lajitunnistukseen.
Automatisoitu audiotallennus yhdistettynä automaattiseen lajitunnistukseen luo uusia 
mahdollisuuksia biodiversiteetin inventointiin/ luontotyyppien seurantatutkimukseen, mutta ne 
ovat myös aiheuttaneet monia haasteita menetelmän käyttämiseen todellisissa tilanteissa.
Tämä tutkimus kehittää uusia menetelmiä maalla elävien ääntelevien lajien automaattiseen 
seurantaan bioakustiikan tutkimuksen kentälle. Kehitin ennenkaikkea automatisoituja 
menetelmiä kahden tyypillisimmän akustisessa ekologiassa käytetyn aineiston; lajiäänitteiden 
tietokantojen sekä lajiäänitteiden maastoaineiston tallenteiden,  luokitteluun.
Nämä menetelmät kehittävät olennaisesti koko automatisoidun akustisen tunnistuksen kenttää 
yhdistäen maastoaineiston automatisoidun keruun automaattisten luokitusmenetelmien avulla 
tunnistettujen tietojen ekologiseen mallintamiseen.
Osoitan menetelmien toimivuuden (käytännössä) erittäin suurten aineistojen avulla vertaillen 
niitä tämänhetkisiin huipputekniikoihin sekä tarjoan laajan Amazonin lintuyhdyskuntia 
koskevan tapaustutkimuksen/tutkimusesimerkin osoittaen näin välineiden/menetelmien 
toimivuuden käytännössä. Tutkimuksessa tuotetut menetelmät ovat saatavilla avoimen 
lähdekoodin sekä käyttöönotettavan/toimivan ohjelmiston muodossa maastoaineiston 
käsittelyä varten.
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1 INTRODUCTION
A key challenge for ecological research is to 
understand the interactions between biotic 
and abiotic factors affecting the spatio-
temporal dynamics of individuals, 
populations, species and communities
(Ovaskainen et al. 2017). Understanding of 
fundamental ecology, together with robust 
and cost-effective methods of large-scale and 
long-term biodiversity monitoring forms the 
basis for more applied research, such as the 
evaluation of the consequences of 
environmental change (Laurance et al. 2011).
However, acquiring adequately replicated 
large-scale and long-term data remains a 
major challenge both in ecological research 
and biodiversity monitoring (Ferraz et al. 
2008), especially for remote areas and 
species-rich communities, and for taxa that 
require experts for species identification 
(Cohn-Haft et al. 1997).
For vocal taxa such as birds (Potamitis 2015, 
Campos-Cerqueira and Aide 2016, Frommolt 
2017), bats (MacSwiney G et al. 2008, 
Armitage and Ober 2010, Newson et al. 2017)
and frogs (Measey et al. 2017, Dutilleux and 
Curé 2018), automated audio recording offers 
a powerful tool for acoustic monitoring 
schemes, capable of capturing information at 
adequate ecological scales (Aide et al. 2013).
In recent years, the ability to track and 
monitor wildlife populations has greatly 
increased and numerous types of sensors are 
currently available for ecological studies
(Porter et al. 2009, Rundel et al. 2009). These 
technical developments have enabled a 
significant increase in the amount (Campos-
Cerqueira and Aide 2016) and accuracy of 
data (Trifa et al. 2008, Collier et al. 2010), but 
simultaneously they pose new challenges in 
the storage, processing, analysis, archiving
and interpretation of big data (Ovaskainen et 
al. 2018, Stowell et al. 2018).
With the advent of appropriate recording units 
(waterproof, wireless, easily transportable 
and with large memory capacities; Mennill et 
al. 2012, Merchant et al. 2015, Whytock and 
Christie 2017, Hill et al. 2018), the major 
challenges for large-scale biological 
monitoring are no longer related to data 
collection in the field but to the technical 
aspects of automatic data processing and, 
most importantly, the interpretation of the 
data we generate. From the technical side, 
there is need to create analytical tools capable 
to automatically manage, process and analyze 
big data. In relation to data interpretation 
challenges, there is still need to understand 
the observational process for passive acoustic 
recorders. Very little is known about how the 
acoustically detected and identified species 
relate to the total species community.
While several methods have been proposed to 
automatically identify species from audio 
recordings (e.g. work reported in LifeCLEF 
classification challenges; Goëau et al. 2015, 
Goëau et al. 2016, Goëau et al. 2017), reliable 
automated identification algorithms capable 
to operate in large scale and that would reach 





identification as obtained by manual 
identification by experts are still lacking
(Stowell et al. 2016). Additionally, most of 
the available methods lack the architecture 
capable to integrate the many steps of an 
automated pipeline into a ready-to-use 
software useful for biological monitoring
purposes.
Coupling automated audio recording and 
automated species identification has 
enormous potential for biodiversity 
assessment studies but has posed many 
challenges related to effectively use and 
interpretation of the techniques in real-world 
situations and by non-experts. This thesis 
brings analytical tools to address such 
challenges. In the following sections, the 
main technical and ecological concepts and 
challenges involved in such methods are
introduced. The remaining text is organized to 
provide a summary of the research objectives, 
material and methods, results, discussion and 
conclusions of the Chapters I–III of this 
thesis.
1.1 Automated acoustic monitoring
A pipeline for automated acoustic monitoring 
usually contains the following basic elements 
(Figure 1): I) a field protocol for automated 
sound recording; II) a framework to process 
audio files and identify species automatically; 
and III) statistical tools capable to extract 
relevant biological information from the 
audio recordings. 
1.2 Automated sound recording
Any bird sampling method have its 
advantages and disadvantages. Depending on 
the objectives of a particular study, some are 
more suitable than others, and there is not a 
single method that will always be the optimal 
approach to every biological question.
Historically, studies on natural bird 
populations have been based on methods that 
capture individuals, such as mark-recapture 
techniques, or more recently, tagging birds 
with geolocators or GPS devices (Bibby et al. 
2000). Although marking techniques can 
allow the unequivocal identification of 
individuals, they are often costly and time-
consuming, especially in areas which are 
difficult to access. Further, the use of invasive 
methods can have both short-term (due to the 
capture and handling process; Caro 1998) and 
long-term effects on individuals, including 
avoidance of the capture area (Marques et al. 
2013), stress-related susceptibility to disease 
(Menu et al. 2000, Schmutz and Morse 2000),
increased susceptibility to predation and 
poorer reproductive success (Moorhouse and 
Macdonald 2005). Non-invasive methods 
such as visual and aural counts (e.g., distance 
sampling methods), or the use of aerial 
photos, videos and audio recording 
techniques, on the other hand, can offer an 
alternative with fewer adverse welfare 
implications and avoid the problems 
associated with biases from animal handling 
(Terry et al. 2005).
Regarding acoustical methods, virtually all 
vocal species have unique acoustic patterns 
that differ significantly among species and in 
many cases also among individuals 
(Kroodsma and Miller 1996), potentially 
yielding a natural tag that allow for population 
monitoring without a need for direct contact 
with the study objects (Petrusková et al. 
2016). At least in theory, vocalization signals 
can be used to obtain both life-history 
information (species, sex, identity or 
behavior) and ecological information (habitat 
use, survival, recruitment, immigration and 
emigration), and useful for many animal 
studies (Payne et al. 2003, MacSwiney G et 




al. 2008, Scott Brandes 2008, Enari et al. 
2017, Suter et al. 2017, Wrege et al. 2017).
Equipment is constantly evolving to lower 
costs and better quality. In the last ten years, 
several alternatives for acoustic recorders 
became available for the scientific community 
(e.g., Audio Moth, Sole, Wildlife acoustics 
SM4; Mennill et al. 2012, Whytock and 
Christie 2017, Hill et al. 2018). Researchers 
are exploring now alternatives to expensive 
commercially available options and adopting 
field devices designed and built in partnership 
with engineers (see Hill et al. 2018 for a 
review on recent equipment).
Although very promising, one must 
emphasize that acoustical methods are still in 
its infancy as a bird sampling method and the 
majority of published literature is still
experimental and of small-scale nature. There 
are advantages of applying automated 
acoustic recording to the monitoring of vocal 
species (Box 1). These advantages, however, 
are matched by the high complexity of 
acoustic landscapes (Box 2) and the many 
limitations of techniques available to analyze 
and interpret such data. There is no single 
method suitable to answer all ecological 
questions, and any researcher willing to apply 
acoustical methods needs to account for the 
pros and cons of using such techniques to 
answer the biological questions of interest. 
1.3 Automated species identification
The set of techniques used in automated 
species identification largely vary depending 
on the goals of the study and the type of output 
data to be generated. The sections below aim 
to provide an overview of the techniques 
commonly utilized in automated species 
identification. Automated frameworks
usually have the following general steps: I) 
the pre-processing of the audio files, generally 
aimed to prepare the data to be classified by 
filtering out unwanted noise and segmenting 
the candidate sounds to be classified; II) the 
extraction of relevant audio features and 
statistical summaries useful for audio 
classification; and III) the training of the 
statistical models, audio classification and the
extraction of relevant biological information 
that will be used in downstream statistical 
analysis.
Pre-processing audio: signal enhancement 
and segmentation. The pre-processing of 
audio recordings aims to increase overall 
signal-to-noise ratio and segment the audio 
into regions which are informative for the 
classification algorithms. The processing 
usually starts with the cleaning of audio for 
background noise, followed by the 
segmentation of audio into regions of interest 
that contains the target signals to be classified. 
The removal of background noise is a very 
important step as low recognition accuracy is 
often attributed to the common case of noises 
overlapping with signals (Baker and Logue 
2007). However, it is difficult to clearly 
define what is noise and often impossible to
eliminate  noise without degrading the signal 
of interest itself (Priyadarshani et al. 2018).





eliminate noise in speech recognition and 
animal sound identification (Jingdong et al. 
2006). Alternatively, one can treat the 
spectrograms as images and apply image 
processing methods to reduce noise 






















Fig. 1. Acoustic monitoring pipeline. Example of automated pipeline consisting of three 
phases: a) A sampling protocol employing autonomous recorders to collect and store data from 
multiple sites in the field; b) The use of software for automated species identification (e.g., 
Animal Sound Identifier, Chapter II); and c) Ecological inference with statistical analysis using 
the biological data automatically extracted from the field audio recordings (e.g., Chapter III). 
 




Box 1. Advantages of automated acoustic recording in biological monitoring 
1) Unavailability of better alternative methods: Acoustic methods can provide ways to 
detect individuals where other approaches for data collection would not be applicable or where 
human observers would not be able to operate efficiently. Nocturnal species, for instance, may 
be readily detected acoustically (Bardeli et al. 2010, Goyette et al. 2011, Digby et al. 2013, 
Oppel et al. 2014). Species that are difficult to detect visually because of their small size or 
cryptic behaviour may still be detectable acoustically  (Hüppop et al. 2006, Hilje and Aide 
2012, Digby et al. 2013). Similarly, many species can be difficult to identify by sight but are 
easily distinguishable by vocalizations (Kerosky et al. 2012). 
 
2) Increase in the amount and scale of data: Many ecological phenomena take place over 
large spatial or temporal scales and their study requires equally extensive datasets. Automated 
acoustic recording allows the collection of large amounts of data unobtainable using other, 
more labour-intensive method (Ribeiro et al. 2017). Species that are rare or vocalize 
infrequently might not be detected in short-term studies and obtaining enough temporal 
replication may need extensive data collection periods which is not feasible when using human 
observers (Bardeli et al. 2010, Goyette et al. 2011). 
 
3) Less requirements for human participation: Automated acoustic methods cut down on 
the need for experts in the field and make it easier to employ staff without previous experience 
or training on species identification. The analysis of field recordings in a computer, with the 
ability to consult reference material and revisit unclear sound segments can be a less daunting 
task to non-experts than e.g. performing point counts in the field (Goyette et al. 2011). 
 
4) Better accuracy and quality of data and analysis: With human observers, differences in 
observer expertise (observer bias) and fluctuating attention levels (observer fatigue) can cause 
variation in the sensitivity and accuracy of observations. Passive acoustics offer a way to 
standardize data collection over different times of day or seasons of the year, simultaneously 
at various locations (e.g., Larkin et al. 2002, Carstensen et al. 2006, Wrege et al. 2010). Passive 
acoustic methods create a permanent record of the monitoring period, and thus allows error 
checking at any time, and future use of more powerful identification methods, as well as the 





BOX2. Soundscape diversity and its measurement: signal and noise.  
Within the living sources of sounds, insects are the most frequent ones. Crickets and cicadas 
produce sounds from 3-4 kHz and 6-8 kHz (Aide et al. 2017). Amphibians are also very 
common and use their vocalizations to attract pairs (Gerhardt 1994). Frequencies of frog 
choruses range from 2-5 kHz. Almost all birds use sound to communicate, sometimes 
exhibiting very complex patterns. Sounds are used to attract mates, defend territories and send 
danger alarms (Kroodsma 2015). Most bird songs occur in the 2-6 kHz range. Many terrestrial 
mammals produce sounds and bats produce ultrasounds to locate prey (Kloepper et al. 2017). 
Communication patterns can be complex. Birds are well-known for their circadian singing 
patterns, with vocal activity peaking early in the morning and in the early evening (Henwood 
and Fabrick 1979). When multiple animals sing at the same time, the spatio-temporal dynamics 
of the soundscape rapidly becomes very complex. In order not to overlap, animals vocalize in 
different frequencies, varying the duration and moments singing events happen (Young 1981).  
Background noise can be as diverse as signals, both the stationary noise (e.g. constant noise of 
rain, wind, rivers, etc.) and non-stationary noise (i.e. varying in frequency and time), such as 
sounds from other animals, human-generated (airplanes, cars, gunshots, etc.) or environmental 
sounds like tree-falls, branches cracking, etc. In many situations, sound sources happen 
independently from each other and often unpredictably. Other sounds, however, are correlated 
either in positive (e.g. close to rivers frogs sing more actively) or negative way (e.g. when a 
predator vocalize the prey stay quiet). All this diversity sums up to constitute complex 







Fig 2. Soundscape complexity and acoustic recording. Spectrogram image of 1-minute audio 
segment from Amazon rainforest containing insects and multiple bird species vocalizing. 
Background noise consists of wind and a nearby stream.   
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No matter the technique, however, structured 
noises that truly resemble animal sounds 
cannot be fully eliminated and are further 
processed to be eliminated only at the 
classification stage (i.e., by the classifier
assorting a very small probability of it 
belonging to target species). 
The way audio is segmented is determinant 
for the quality of final species classification. 
A good segmentation algorithm can provide 
useful data regardless of the choice for the 
subsequent algorithm used for classification. 
By just segmenting audio to regions of 
interest, i.e. containing the query 
vocalizations to be classified, and even 
without a classifier, human analysts can 
benefit from semi-automated approaches and 
concentrate identification effort only to 
regions containing sounds of interest 
(Andreassen et al. 2014).
It is desirable to divide a song or a series of 
calls into smaller units such as syllables but 
the definition of where to segment is not a 
simple task. Merging syllables that are very 
close to each other is a common practice 
(Fagerlund 2007) or segment it more carefully 
by hand (Anderson et al. 1996, Chen and 
Maher 2006, Somervuo et al. 2006, Fox et al. 
2008).
Many segmentation methods work on the 
assumption that the sections where the birds 
sing carry more energy than the other parts of 
the recording (Harma and Somervuo 2004, 
Somervuo et al. 2006, Juang and Chen 2007, 
Towsey et al. 2012, Jinnai et al. 2018).
However, this assumption is valid for 
recordings with low background noise levels, 
being hardly the case for most data recorded 
in field conditions of complex environments 
(Box 2).
Another approach is to segment the 
spectrogram image of audio by applying 
image processing techniques (e.g. median 
clipping techniques; Potamitis 2014, Lasseck 
2015a, Lasseck 2015b). Other techniques 
such as shape morphology (Potamitis 2015)
and morphological opening (erosion and 
dilation; de Oliveira et al. 2015) are 
commonly used to further improve image-
based segmentation methods.
Feature extraction. In the context of acoustic 
species recognition, a feature is an individual 
measurable property of an audio recording 
which provides useful information for an 
algorithm to perform species classification 
(Sandsten et al. 2016). Feature vectors can be 
viewed as equivalent to the vectors of 
explanatory variables used in statistical 
models such as linear regression. As when 
choosing explanatory variables, choosing 
informative, discriminative and independent 
features is crucial for building effective 





A set of numerical features is usually 
described by a vector which can be used 
directly to feed classification algorithms or 
further processed (e.g. multiplied by weighted 
vectors, logarithmic transformed, etc.) to 
construct new features which may have better 
resolution for classification. However, the 
many techniques used to transform and 
explore features can generate new features 
that are redundant or too large to be managed 
in practice. Therefore, a preliminary step in 
many applications consists of selecting a 
subset of features to facilitate model learning, 
to improve model generalization and its 
interpretability (Tang et al. 2014).
In order to reduce the dimensionality of the 
feature space, several dimensionality 
reduction techniques can be used (e.g., PCA-
related techniques; Sorzano et al. 2014).
Choosing and selecting the best set of features 
is a field of science of its own, related to 
feature engineering and much explored in 
models with supervised learning (Tang et al.
2014). It requires the experimentation of 
multiple possibilities and some level of 
domain-specific knowledge. The process of 
automating feature engineering is called 
feature learning, where an algorithm not only 
uses features for learning patterns but learns 
the best features itself (Stowell and Plumbley 
2014).
There are many toolboxes readily available to 
easily extract acoustical features (see Moffat 
et al. 2015 for a detailed evaluation of the 
major feature extraction tools).  Common 
approaches are to use the short-time Fourier 
transformed data in a scale that matches how 
humans hear sounds (i.e., the perceptual 
features, such as the Bark and the Mel scale), 
to use Linear Predictive Coding (LPC) and its 
extension, the Linear Prediction Cepstrum 
Coefficients (Zbancioc and Costin 2003); and 
Mel Frequency Cepstral Coefficients 
(MFCC). MFCCs has been widely used in 
human speech recognition (Makhoul and 
Schwartz 1995) and extended to animal 
vocalizations (Kogan and Margoliash 1998, 
Clemins et al. 2005, Briggs et al. 2009, Chen 
and Li 2013). An alternative path of research 
is to use Discrete Wavelet Transformation 
features (Bastas et al. 2012) with some 
successful applications to birdsongs (Selin et 
al. 2006).
Model training and audio classification.
Machine learning methods generally take 
feature vectors as inputs and compute their 
representations in order to cluster similar 
inputs together in the feature space. The goal 
is to find features that makes the examples of 
one vocalization from one species similar to 
each other, but dissimilar to other 
vocalizations from any other species, i.e., 
easily separable by an algorithm. 
Once a feature representation has been 
chosen, feature vectors extracted from each 
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segment of the sound file can be fed into a 
standard statistical model (e.g., machine 
learning algorithms), which will group those 
representations that are similar either in an 
unsupervised (i.e., without human labelling of 
the vocalizations used for training) or 
supervised fashion (i.e., species labels are 
provided by human experts and used in model 
training). Alternatively, selected examples of 
a vocalization can be treated as templates of a 
particular type of vocalization, and the 
distances between vectors representing each 
reference vocalization and a query 
vocalization can be computed, with the 
closest pair being directly declared a match to 
the query vocalization. There are optimized 
distance measures derived exclusively for 
particular applications, such as the geometric 
distance (Jinnai et al. 2018) used by SoundID 
software. 
There are multiple machine learning 
algorithms, and the focus of this thesis is on 
techniques utilized in the classification of 
animal sounds. A variety of different types of 
neural networks have been used for birdsong 
recognition (e.g., Cai et al. 2007, Sprengel et 
al. 2016). Support Vector Machines are 
another approach frequently used (e.g., 
Fagerlund 2007). There has also been research 
applying decision trees (Lasseck 2015a) and 
random forest and bagging techniques
(Campos-Cerqueira et al. 2017, de Camargo et 
al. 2017). These techniques are relatively 
simple to implement and have shown good 
results for birdsong recognition (Digby et al. 
2013, Potamitis 2014, Stowell and Plumbley 
2014, Lasseck 2015b), however, they perform 
classification by dividing the audio files into 
frames and do not necessarily consider how 
the dynamics of sounds evolve in time. 
Hidden Markov Models are capable to 
incorporate these dynamics by creating a 
time-dependent probability distribution 
showing how likely certain syllables are to 
follow from others in a sequence (Kogan and 
Margoliash 1998, Kwan et al. 2004, Katahira 
et al. 2011, Kirschel et al. 2011).
Finally, spectrograms cross-correlation can be 
used to feed a simple classifier by taking a 
segment of the spectrogram and computing 
the cross-correlation with a set of reference 
template calls (e.g., Lasseck 2015a) . This 
method is simple yet proven to be successful 
when scanning for a specific species with 
limited call variations (Goyette et al. 2011, 
Frommolt and Tauchert 2014, Ulloa et al. 
2016).
1.4 Ecological inference
The use of automated species identification 
methods in ecological and biodiversity 
research is limited both by the technical 
challenges pertaining to the methodologies 
themselves and the ability to meaningfully 





acoustic data to characterize communities is 
naturally nothing new in itself (Cohn-Haft et 
al. 1997) and modeling frameworks based on 
detection/non-detection data generated by 
aural detections (e.g., site-occupancy models)
are generally suitable to analyze data 
generated by automated methods.
One of the main uses of acoustic data is to 
characterize species’ use of habitats across 
space and time utilizing e.g. occurrence 
probabilities. The simplicity of input data 
used in such models (detection/non-detection
data) makes occurrence approaches ideal to 
model the data obtained using automated 
classification methods. Occurrence is widely 
used to understand habitat relationships and 
patterns of species co-occurrence, population 
dynamics and species phenology (MacKenzie 
et al. 2003, Chambert et al. 2015). Another 
benefit is that scientific literature is rich in 
modelling frameworks that account for 
observational errors in detection/non-
detection data used in occupancy models 
(McClintock et al. 2010, Miller et al. 2012).
Chambert et al. (2018) developed methods 
specifically to account for both false 
negatives and false positives in data generated 
by autonomous identification methods.
The challenges related to modeling and 
interpretation of data in resolution finer than 
detection/non-detection data are much greater 
(e.g., trying to extract abundance information 
from acoustic data). These include the 
difficulty to separate between the number of 
vocalizing individuals and variation in vocal 
activity, i.e. is the observed variation due to 
changes in the number of individuals or to 
changes in individual vocalization activity? 
Vocal activity levels have potential to provide 
more detailed information on the species’ 
activity and behavior but requires clear 
choices on metrics used to quantify and 
interpret the variation in activity and behavior 
(Figueira et al. 2015, Pérez‐Granados et al. 
2019). Sound production in birds can vary 
both seasonally (depending e.g. on hormonal 
cycles) and in space (due to habitat, species 
composition, e.g., presence of predators 
potentially change vocal behavior). This 
natural variation, together with the lack of 
robust methods to separate and interpret the 
effects of the observational process make it
much more complex to use vocal activity as a 
reliable proxy for animal abundance. 
Another way to interpret numbers of 
individuals is through territory mapping, as 
demonstrated by (Bardeli et al. 2010) with 
Savi’s warbler (Locustella luscinoides). 
However, territory mapping is a very 
intensive method to estimate abundance and 
is not used often for this reason. Distance 
sampling is now a much more common and 
efficient technique used to study birds and 
their abundance patterns (Buckland et al. 
2001). Localization of calls can also be 
possible using arrays of microphones 
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(Blumstein et al. 2011, Frommolt and 
Tauchert 2014). Lastly, the number of 
individuals can be approached directly by 
attempting to identify separate individuals 
instead of species (e.g., Kirschel et al. 2011).
Automated acoustic species identification is 
still in its infancy as a methodology to study 
real-life biological questions in terrestrial 
environments. New modelling methods and 
insights on how to interpret such data still of 
experimental nature and are blooming 
together with the new field (Barré et al. 2019).
We will see many more developments of the 
field in the upcoming years (Servick 2014, 
Burivalova et al. 2019).
1.5 Challenges for the automated acoustic 
monitoring of birds
The field of automated acoustic monitoring
has seen much research in optimizing 
recording equipment and identification 
algorithms but relatively less emphasis was 
given to the development of complete 
architectures (i.e., capable to support from the 
data acquisition in the field, storage and 
backup, data management, pre-processing, 
analysis, post-processing and output results). 
With acoustic data collections growing in 
quantity, cloud-based systems need to be 
connected to library of sounds and provide 
users with services for e.g. the search and 
identification of query audio. Systems need to 
be broad enough in scope and access so both 
scientific users and enthusiasts can benefit of 
such data. This is no simple task.
The LifeCLEF classification challenges 
(Goëau et al. 2015, Goëau et al. 2016, Goëau 
et al. 2017) have yield a huge progress in 
proof-of-concept research related to 
automated bird species recognition. On each 
edition algorithms perform better when 
compared to previous years. However, only 
recently they started exploring real-world data 
continuously collected from the field. More 
importantly, however, the results would bring 
a more practical benefit if the focus of the 
challenges would move from a competition 
between techniques to a scheme aimed to 
combine successful models. It is common 
case that one algorithm is good at detecting 
e.g. high-pitched birds, while others are good 
at detecting e.g. low-pitched birds. One can 
combine their outputs by using different 
techniques (e.g. weighted average, majority 
vote, etc.) in order to improve classification. 
That is the idea behind bagging of models, for 
example (Prasad et al. 2006). When 
combining techniques, independent models 
could be explicitly designed to excel in 
different tasks, or alternatively, they could 
simply be multiple attempts to solve the same 
problem (e.g., by using different 
combinations of feature sets and classifiers). 
At the end of the pipeline results should be 





output that is reliable and meaningful for the 
users (de Camargo et al. 2017).
Lastly, most approaches are not implemented 
as ready-to-use software, limiting its usage by 
users lacking the programming or statistical 
skills needed to implement and optimize the 
algorithms by themselves. Additionally, these 
cutting-edge techniques have proven 
successful but at the cost of significant 
computational resources (i.e., need to run in 
super clusters capable to process terabytes of 
data) making it impossible for home users to 
process audio files in their home computers in
feasible time.  
2 THESIS OUTLINE
In this thesis, I present three articles that 
address different angles of applying 
automated acoustic methods to the biological 
monitoring of species. Emphasis is given to 
the quantification of uncertainty and the 
reliability of automated identifications, as 
well as the direct application of the methods 
to continuous data collected from the field. By 
using tropical bird communities as a case 
study, I develop methods that increase the 
practical toolbox of techniques used in
Bioacoustics. Specifically, I aim at answering 
the following questions: 
How to reliably identify, search and 
retrieve query sounds against libraries of 
references?
The goal of Chapter I is to adapt approaches 
for assessing identification uncertainty of 
DNA barcoding data to the context of acoustic 
species identification, thus enabling a robust 
quantification of acoustic identification 
uncertainty. The method is aimed to operate
e.g. as part of a framework to classify and 
organize data uploaded by users of online 
audio libraries. Online acoustic libraries such 
as the Macaulay Library of the Cornell Lab of 
Ornithology, Xeno-canto Library and the 
Internet Bird Collection usually bring audio 
segments with vocalizations representing a 
single species aimed to be used as references 
for its vocal repertoire. It is common that for 
many species there are only one or a few 
recordings representing the vocalizations and 
often the vocal repertoire is not complete in 
the database. Users should be capable to 
automatically compare their own audio data 
against these references and get the species 
identifications together with an assessment of 
the classification uncertainty, so they can be
confident of their identifications.
How to reliably identify species vocalizing 
in continuous data from the field?
The goal of Chapter II is to provide a reliable 
and ready-to-use software to the automated 
identification of vocal species from 
continuous field recordings. Acoustic 
monitoring studies usually have focus on the 
acoustic community and recordings cover 
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entire soundscapes, frequently and over the 
long-term (by collecting many samples across 
weeks, months and years). This approach 
usually generates data containing multiple 
target species (e.g., insects, frogs, birds and 
mammals) in the same audio recording.What
makes real-world data extremely challenging 
is that audio from field conditions are 
complex, with vocalizations of the target 
species overlapping with each other and with 
many types of background noise. Chapter II 
aims to develop software to deal with the 
complexity of soundscape data, ideal to be 
used in monitoring schemes of target species 
across huge quantity of audio segments 
recorded in real field conditions.
How to extract ecological information from
extensive acoustic datasets?
The goal of Chapter III is to illustrate the 
potential of the methods in this thesis to 
process big ecological data. The overall aim 
of this case study is to examine whether the 
impacts of habitat fragmentation that 
happened 30 years ago in Amazon can still be 
heard in the soundscape of the modern-day 
landscapes. In particular, I ask what is the 
relative contribution of the spatial, temporal 
and habitat dimensions to variation in bird 
acoustic communities in a previously 
fragmented tropical rainforest? And does the 
functional diversity of birds scale similarly 
with space and time as does species diversity, 
when both are recorded by bioacoustics 
means?
While all chapters in this thesis bring specific 
study cases, the methods and results are 
general and ready to be implemented with
different data, focusing either on specific taxa 
or on entire acoustic communities. 
Altogether, Chapters I-III develop and apply 
automated methods capable to perform the 
acoustical biological monitoring of vocal 
species.
3 MATERIAL AND METHODS
3.1 Study area and sampling design
The empirical bird data utilized in this thesis 
(in Chapters II and III) comes from sites from 
the Biological Dynamics of Forest Fragments 
Project (BDFFP), 60 km north of Manaus, 
Amazonas, Brazil. The area was completely 
covered by old growth forests until 1980, 
when newly established cattle ranches located
East-West across the BR-174 highway started 
clear-cutting forest. Approximately 15% of 
the area was deforested in the early 1980’s but 
gradual abandonment of pasturelands starting 
in the middle of that decade resulted in the 
current mosaic of forest fragments, secondary 
forest, old-growth and pastures (Fig. 2; 
Laurance et al. 2011). Presently, most of the 
once deforested area is covered by secondary 
forest. Forty-four of our sampling sites were 





distributed along more than 40km across the 
study area. Secondary forest sites range in age 
of regrowth from 18 to 29 years (Mesquita et 
al. 2001). To attain independence between 
points, I kept them as isolated as possible 
from each other, the minimum distance 
between a point and its closest neighbour was 
an average 462 m, ranging from 306 to 906 m; 
I sampled sites for five consecutive years 
(2010-2014) during the dry season, between 
June and October, using 15 to 25 autonomous 
Song Meter SM2 Digital Field Recorders 
(Wildlife Acoustics). Each site was sampled 
with one recorder tied to a tree at 
approximately 1.5 m above ground, operating 
from four to six consecutive days. I had to 
sample sites in blocks of 15-25, but I
alternated longitudinal positions and forest 
types of the blocks to avoid any correlation 
between sampling time and longitude or 
forest type. One recording day consists of 
three hours of continuous recording starting 
40 minutes before sunrise. In total, the five-
year audio dataset consists of more than 
11,000 hours of field recordings. 
3.2 Audio databases and study species
Chapter I utilizes tropical bird vocalizations
extracted from the Xeno-Canto collaborative 
sound library (https://www.xeno-canto.org). 
This is part of the same dataset used in the 
Bird task of LifeCLEF classification 
challenges (Goëau et al. 2015, Goëau et al. 
2016, Goëau et al. 2017), enabling to compare 
results from this thesis to classification made 
by other methods. The dataset comprises the 
200 tropical bird species most numerously 
represented in Xeno-Canto, gathered from 
field sites in Brazil, Colombia, Venezuela, 
Guyana, Suriname and French Guiana. Audio 
files are stereo and recorded at sampling rate 
of 44,100Hz, with generally good quality but 
with variation in the level of noise due to e.g. 
weather conditions and the amount of 
background species, as common when 
building reference databases from 
heterogeneous sound sources. 
Chapters II and III utilized the acoustic data 
collected from field stations at BDFFP sites as 
described in previous section. The five-year 
audio dataset consists of more than 11,000 
hours of field recordings divided in 661110 1-
minute segments for analysis. Chapter II 
focuses on the nocturnal subset of Amazon 
species and Chapter III focuses on the diurnal 
component of Amazonian bird assemblages.
The total number of bird species in the study 
area is almost 400 (Cohn-Haft et al. 1997), as 
registered by multiple methods (e.g., point
counts, mist netting, etc.). The manual aural 
processing of 300 hours of audio has 
documented a richness of about 250 species. 
The species detected by the automated 
methods (ca. 77) exhibits a wide variety of 
phylogenetic traits, habitat preferences and
foraging strategies, offering a good 
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representation of the local community (Cohn-
Haft et al. 1997). Species inhabit primary and 
secondary forests, pastures, open water and 
campinaranas. They also differ in their 
microhabitat use, foraging at the understory, 
midstory, or at the canopy level, as well as at 
forest edges, tree-fall gaps and small streams. 
Finally, there are several differences in the 
degree of sociality and foraging strategies 
including mono- and mixed-species flocks, 
solitary species, species that join mixed-
species assemblages at fruiting or flowering 
trees, army-ants followers and lekking species
(Stouffer and Bierregaard 1995, Cohn-Haft et 
al. 1997).
3.3 Data pre-processing for automated 
acoustic identification
Methods used in chapters I-III use the same 
pre-processing techniques for the data.
Because of dealing with short and long audio 
segments, in Chapter I the entire audio clip 
was used as a single audio segment to be 
classified, while in Chapter II-III the 
continuous audio clips were cropped to 
thousands of 1-minute segments. In all cases 
stereo channels were mixed together into a 
mono audio file. A fast Fourier transformation 
algorithm was used to get data in the 
frequency domain and the Weiner filter was 
applied to remove background noise 
(Jingdong et al. 2006, Ovaskainen et al. 
2018).
The de-noised audio files were then used to 
extract acoustic features useful for subsequent 
sound classification. Regardless of how the 
different pipelines handle data, methods in 
Chapters I-III use the normalized cross-
correlation calculated over spectrograms 
images of the sound segments as the basic 
acoustic feature. The normalized cross-
correlation ranges between 0-1 and it can be 
used as a similarity measure between two 
images, with two identical images having a 
cross-correlation value of 1 (Lewis 1995). 
Sliding one spectrogram image over the other 
will generate a vector of similarities over each 
pixel of the images and the maximum peak is 
the point that scores the maximum similarity 
between the two images. This maximum is 
stored and used to calculate the different 
predictors used by models from Chapter I and 
Chapter II-III as detailed in the methods 
sections of each chapter.
3.4 Audio classification
Models in Chapters I-III utilize supervised 
learning to perform sound classification. This
means that labelled data (i.e., either from a 
reference database or labelled by an expert as 
on Chapters I and Chapters II-III, 
respectively) is used to estimate the
parameters of the models and these 
parameters are then used to apply the models 
to the query data to be classified. In Chapter I 





phase for the parameter estimation followed 
by a classification phase to estimate the 
probabilities of belonging to the study species 
for each query segment. Chapter II-III utilizes 
the same idea but the training and 
classification phases happen at the same time: 
After each audio segment used for training is 
classified by the expert, models are re-fit and 
all audio segments are classified for the 
probability of species being detected. 
In Chapter I a multinomial logistic regression 
model is used to convert the predictors 
calculated from cross-correlation features (or 
outputs by other classifiers) into a prediction 
of which species the sample represents. The 
method performs multispecies classification,
thus the outcome of the classifier is a vector 
containing the classification probabilities for 
all possible species in the reference database, 
plus the possibility of query audio belonging 
to an “unknown” class. Each audio segment 
that is classified has one vector of 
probabilities of length number of species plus 
the unknown species class and these 
probabilities sum up to 1.
Chapters II-III utilize simple logistic 
regression to map different predictors into 
probabilities at two levels: in the letter level 
the model estimates the probability of the
target letter (a letter is defined as a sound unit 
that is selected by an expert and relevant for
classification) being present within the 
highlighted region of the audio track, whereas 
the species level estimates the probability of 
the target species vocalizes throughout the 1-
minute audio segment. Chapter II-III utilize
species-specific models for classification and 
outputs a matrix of probabilities with each 1-
minute audio segment represented by a row 
and each species represented by a column in 
the matrix. In this case the probabilities of a 
given row does not sum up to 1 as an audio 
segment can have identifications of multiple 
species singing within the same minute.
3.5 Data post-processing and ecological 
modelling
Data outputted by PROTAX-Sound and ASI 
methods both can be used to generate 
detection data for downstream statistical 
analysis. In Chapter I, data can be used to 
generate identifications of query sound 
segments by taking the species with the 
maximum probability value. In Chapters II-III 
the probability matrix can be transformed into 
detection/non-detection data simply by 
thresholding the matrix by some chosen value
(e.g. 90% probability). Values above the 
threshold level will get value 1 and 0 
otherwise.
Of course, the best way of propagating 
uncertainty from the classification methods 
presented in this thesis to the downstream 
analysis is to take advantage of the full 
probability matrices, instead of taking the 
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maximum value or using an arbitrary 
threshold. When building e.g. Bayesian 
models of bird community dynamics, or joint-
species distribution models, the collection of 
such detection matrices can be considered as 
a prior for the true occurrence matrix. Then 
one can sample the posterior distribution of 
the true occurrence matrix, thus enabling to 
propagate species identification uncertainty 
through the community modelling analyses.
Other option is to use the data outputted by 
our methods as input of further modelling 
frameworks and add other levels of error 
quantification and corrections against bias 
(Chambert et al. 2018, Barré et al. 2019).
4 RESULTS AND DISCUSSION
Here I present the most relevant findings of 
this thesis and discuss how these findings 
relate to thesis objectives and to broader 
applications of automated acoustic 
techniques. In Chapter I, I developed methods 
capable to reliably search and retrieve query 
searches against libraries of sounds. In 
Chapter II, I developed methods to perform 
the reliable identification of vocalizations in 
data obtained directly from the field, without 
the need of using references from databases. 
In Chapter III, I presented the spatio-temporal 
scaling of biodiversity in acoustic tropical 
bird communities, a study case illustrating 
how essential ecological patterns can be 
successfully extracted from a massive amount 
of audio data by using the methods developed 
in this thesis.
4.1 A reliable method to search and 
retrieve query sounds against libraries of 
references. In Chapter I, I have utilized recent 
developments in probabilistic taxonomic 
classification methods for DNA sequences to 
develop PROTAX-Sound, a statistical 
framework for probabilistic species 
identification of audio samples. I have 
demonstrated that PROTAX-Sound is able to 
convert similarities of audio features 
extracted from candidate sounds into 
classification probabilities for each of the 
target species, making the assessment of 
species identification uncertainty reliable and 
ready to be propagated to downstream 
analyses. The performance of PROTAX-
Sound method is shown, as well as its ability 
to combine different acoustic features and 
classifiers into an optimized framework for 
audio classification. The framework is very 
flexible, allowing any combination of audio 
similarity measures and classifiers to be used 
as predictors of PROTAX-Sound model. The 
main feature of the approach is to provide a 
probability of placement to each taxon 
existent in the reference database, as well as a 
probability of the sound not belonging to any 
of the species in the reference set. This is a 
much-needed feature for search engines that 





comparison of query audio against a library of 
sounds.
The distribution of the probabilities outputted 
by PROTAX-Sound reflected the range of 
difficulties in acoustic species identification 
that is faced also by an ornithologist 
conducting similar identifications manually, 
making the interpretation of uncertainty very 
intuitive for the users. For example, in cases 
with much uncertainty, PROTAX-Sound has 
the ability to assign the highest probability to 
‘unknown species’, indicating that the 
similarity between the query sample and the 
best matching reference sample is no better 
than the matches between reference samples 
belonging to different species. Another 
feature of the method is the ability to provide 
reliable identification at higher taxonomical 
levels (e.g., family level), even if the 
uncertainty at lower levels is very high (e.g., 
species level). Therefore, sometimes 
PROTAX-Sound, equally as a human expert, 
cannot make a confident identification, or is 
capable to reliably identify a segment only at 
the level of a group of species, not at the level 
of an individual species.
Statistical methods with great potential for 
automated identification are continuously 
appearing in the scientific literature, and 
PROTAX-Sound provides a statistically 
rigorous method to combine the strengths of 
different techniques. While I have illustrated 
the use of PROTAX-Sound specifically for 
identifying bird sounds, it provides a general 
framework to classify the sounds of any vocal 
animals. The framework provides a robust 
starting point for probabilistic identification 
of animal sounds, making it possible to 
propagate the unavoidable uncertainty in 
species identifications to biological inference 
derived from audio data, or to identification 
and search engines used in audio libraries.
4.2 The reliable identification of 
vocalizations in continuous data from the 
field. In chapter II, I developed Animal Sound 
Identifier (ASI) with a focus on improving 
classification of continuous data collected
from the field. The methods and pipeline are 
illustrated by classifying thousands of
sampling units (1-min segments of the data) 
for the occurrences of the vocalisations of 14 
Amazonian crepuscular and nocturnal bird 
species. The key novelty of the method
compared to other approaches are that ASI 
does not require any a priori references of the 
target vocalisations, but it finds them directly 
from field recordings. The direct use of field 
recordings differs from using reference audio 
files from online libraries in many ways, 
including less variation on technical recording 
quality, the type of background noise, and the 
geographic region from which the 
vocalisations originate, all factors that reduce 
classification accuracy. Importantly, ASI 
generates training data adaptively, thus asking 
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the user to classify only such training data for 
which classification by the present model 
would be uncertain, which data are thus 
especially valuable for improving 
classification accuracy. ASI was designed not
only to provide accurate classifications, but 
also to make efficient use of human time. 
While ASI provides a major step forward on
automated classification of animal 
vocalisations, it clearly involves several 
limitations that I hope future research efforts 
will improve on. First, as the classification 
models are based on training data provided by 
the user, an upper limit for the performance of 
ASI is clearly set by the level of expertise of 
the user. Most obviously, if the user is not able 
to identify the species behind a certain 
vocalisation type, ASI will not be able to 
classify those vocalisation types either. 
Additionally, the predicted classifications 
will always involve some uncertainty. 
Whether or not removing such uncertainty by 
post-classification validation is possible or 
necessary depends on the type of the data and 
the purpose of the study. As the key benefit of 
ASI is that it is able to classify massive 
amounts of data rather than a small sample of 
it, the disadvantage of having some level of 
classification error is likely to be more than 
compensated by the ample supply of data, as 
long as the recall and precision rates are 
sufficiently high for the signal to dominate the 
noise.
4.3 Ecological inference from extensive 
acoustic datasets: The spatio-temporal 
scaling of biodiversity in acoustic 
communities. In chapter III, I combined the 
classic fields of Species–Area and Species–
Time Relations with the novel and rapidly 
emerging field of bioacoustics to derive new 
insights in community ecology. Using 
automated analysis of 11,000 hours of audio 
recordings, I developed Species–Area and 
Species–Time Relations using acoustic data 
to examine whether the impact of habitat 
fragmentation 30 years ago can still be heard 
in the soundscape of the modern-day 
landscapes. I found that both species-level 
and functional diversity accumulate faster in 
primary forest than in secondary forest, and 
that soundscape turnover in relatively small 
space (some hundreds of meters) was much
higher than turnover over relatively long time 
(years). Overall, these findings suggest that 
habitat modification can be heard as a long-
lasting imprint on the soundscape of 
regenerating habitats even after 30 years of 
abandon and identify Soundscape–Area and 
Soundscape –Time Relations based on the 
automated analysis of acoustic communities 
as promising tools for biodiversity research, 
applied biomonitoring and restoration
ecology. 
Traditionally, biodiversity is assessed using a 
variety of methods that are generally costly, 





importantly, they rarely include a permanent 
database record. Furthermore, most fauna 
monitoring protocols require the presence of 
experts in the field in order to document 
species presence. This study shows how
automated techniques can be successfully 
applied to classify massive amounts of 
acoustic data, thereby quantifying ecological 
relations between time, space, and habitats. 
On the technical side, the automated 
identification results showed very good 
performance over real-world datasets. Out of 
the 63 species in the study, for 3 species the 
classification precision of ASI was poor (i.e. 
lower than 0.5). Out of the remaining species, 
for 3 species precision was moderate (i.e. 
between 0.5 and 0.7), for 19 species it was 
good (between 0.7 and 0.9), and for the 
remaining 38 species it was very good (i.e., 
higher that 0.9). The main reason for such a 
good performance is that ASI method directly 
utilizes field recordings to build training data. 
Consequently, variation in training data 
reflects the variation in the data to be 
classified, e.g. the type of background noise, 
the geographic region from which the 
vocalisations originate, etc. 
The ecological results show that past habitat 
modification can still be heard as a long-
lasting imprint on the acoustic communities 
of regenerating habitats at BDFFP. This 
finding was evidenced by higher species 
diversity and much higher functional diversity 
in primary forest than in the rapidly-
regenerating secondary forest, and in larger
differences between communities located in 
these different habitats than between same-
habitat communities. We currently lack a 
good understanding of the rate with which 
biodiversity can be expected to revert to their 
original state after disturbance (Gardner et al. 
2007, Laurance 2007) and of the right 
indicator to measure this. At the BDFFP sites,
secondary vegetation is often high, and some 
species groups appear to have reverted to the 
pre-fragmentation state (Dunn 2004, Quintero 
and Roslin 2005, Stouffer et al. 2006). Our 
findings suggest that the soundscape provides 
a sensitive indicator of enduring effects of 
disturbance, and that automated bioacoustics 
provide accurate tools for recording them 
(Deichmann et al. 2018, Burivalova et al. 
2019).
5 CONCLUSIONS
While rapidly developing and receiving 
increasing interest among biologists and 
conservationists, automated acoustic 
monitoring is still as an early stage 
methodology to be adopted by non-experts 
and widely used in large-scale studies to 
address complex biological monitoring 
questions. The majority of published 
literature is still methodology-oriented or, if 
applied to real-life biological situations, of an 
experimental and small-scale nature. My goal 
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in this thesis was to explore both of this 
challenges and purpose new methods in the 
form of accessible tools for non-experts.
Automated acoustic monitoring methods 
improved by human input may be the key to 
optimize and enable classification results in 
practice (Chapter II). Human input may be 
needed to e.g., control for errors made by the 
detectors, to optimize methods to work with 
real data, to validate models, etc. Even simple 
methods that performs only automated event 
detection instead of species classification, i.e. 
all detected events still must be classified 
manually (e.g., Farnsworth & Russell 2007), 
is already a significant reduction in the 
amount of data that needs to be handled 
manually. In chapter II, I developed ASI 
method based on this idea: human input is still 
necessary but should be optimized in order to 
maximize the gain in information and 
minimize the effort in manual work. In this 
thesis, human input is used to provide better 
training data and improve the classification 
power of the models. In fact, the combination 
of information from experts and enthusiasts, 
together with cutting-edge technical 
developments is a fruitful path not only in 
automated species recognition, but in many 
other applications in Machine Learning. The 
power or collaborative networks and 
crowdsourced training data is becoming 
apparent and more problems are being solved 
by such approaches (Abhigna et al. 2018).
Finally, methods need to be made even less 
computer intensive and designed as user-
friendly software. 
In this thesis, I successfully classified data 
from thousands of hours across hundreds of 
sites. The new feasibility of taking on such 
tasks opens new avenues for community 
ecology, and for biodiversity research (Rajan 
et al. 2018, Burivalova et al. 2019). The use 
of automated recorders at a higher number of 
sites at the same time and with the same 
technical conditions relieves the concerns 
related to sampling different sites by different 
people at different times (Ribeiro et al. 2017).
In dealing with the resulting data, we are no 
longer limited by availability to expert 
listeners who can identify the species from 
their sounds in the field, or by the impossible 
task of manually listening to all audio 
recordings in a given study (Ferraz et al. 2008, 
Ribeiro et al. 2017). Instead, experts can make 
optimal use of their knowledge by annotating 
candidate sounds, validating and verifying 
automated classification results (Chapter II). 
This allows them to free up their expertise 
from endless hours of routine tasks and 
instead offer targeted insights were truly 
needed. The routine tasks can then be 
performed automatically.
Understanding the dynamics and trends in 
animal wildlife is an important component in 
the assessment of environmental change. 





ecosystems such as the Amazon are highly 
relevant because they offer an unique
opportunity to understand how the spatio-
temporal dynamics of species are modulated 
by the joint effects of intrinsic factors (e.g. 
influence of hydrographic networks, 
biogeochemical processes, vegetation 
dynamics and species interactions), land use 
change (e.g. decrease in forest area, 
fragmentation and edge effects) and climate 
change (e.g. changes in mean and variability 
of temperature and precipitation). However, 
such complex interactions among multiple 
factors pose major challenges for research. A 
successful study requires a multidisciplinary 
approach with a strong knowledge of natural 
history, a well-designed sampling scheme, 
and efficient analytical skills to extract the 
biologically relevant information from the 
data, including the quantification of various 
types of uncertainties associated with the 
observed responses. This thesis brings a new 
set of tools to face such challenges, taking 
advantage of recent technological and 
computational advances from 
multidisciplinary fields to provide an 
automated framework for ecologists. 
Continuous research in automation will not 
allow the classification performance of 
methods to improve until perfection but will 
finally make the bridge between successful 
proof-of-concept methods and the large-scale 
real applications that are truly useful for 
biologists and conservationists.  
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