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Abstract
In this paper, the property and the classification the simple Whittaker modules
for the schro¨dinger algebra are studied. A quasi-central element plays an important
role in the study of Whittaker modules of level zero. For the Whittaker modules of
nonzero level, our arguments use the Casimir operator of semisimple Lie algebra sl2
and the description of simple modules over conformal Galilei algebras by R. Lu¨ , V.
Mazorchuk and K. Zhao.
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1 Introduction
We denote by Z,Z+,N and C the set of all integers, nonnegative integers, positive
integers and complex numbers, respectively.
The Schro¨dinger group is the symmetry group of the free particle Schro¨dinger equation.
The Lie algebra S of this group in the case of (1 + 1)−dimensional space-time is called
the Schro¨dinger algebra which plays an important role in physics applications (see [1-4]).
Concretely, the Schro¨dinger algebra has a basis {e, h, f, p, q, z}, subject to the Lie brackets
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h,
[h, p] = p, [h, q] = −q, [p, q] = z,
[e, q] = p, [p, f ] = −q, [f, q] = 0,
[e, p] = 0, [z,S] = 0.
(1.1)
1Supported partially by the National Natural Science Foundation of China (No. 11271165, 11047030,
11171055) and the Youth Foundation of National Natural Science Foundation of China (No.11101350).
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From the definition, we see that the Schro¨dinger algebra S can be viewed as a semidirect
product S = H ⋊ sl2 of two subalgebras: a Heisenberg subalgebra H = span{p, q, z} and
sl2 = span{e, h, f}. We also see that S =
⊕2
i=−2Si is Z−graded, where
S−2 = Cf,S−1 = Cq,S0 = Ch+ Cz,S1 = Cp,S2 = Ce.
Obviously,
S = n+ ⊕ h⊕ n− (1.2)
is the Cartan decomposition according to the Cartan subalgebra h = Ch + Cz, where
n− = span{f, q}, n+ = span{p, e}.
A module V for Schro¨dinger algebra S is called a weight module if it is the sum of all
its weight spaces Vλ = {v ∈ V |hv = λv} for some λ ∈ C. Vectors in Vλ are called weight
vectors. A weight S−module V is called a Harish-Chandra module if all weight spaces
are finite-dimensional. A nonzero weight vector v ∈ V is called a highest weight vector if
n+v = 0. V is called a highest weight module if it is generated by a highest weight vector v.
Recently, the weight modules for the Schro¨dinger algebra are deeply studied. In [5], the
irreducible lowest weight modules are classified by using the technique of singular vectors.
In [6], it is proved that all the weight spaces of a simple weight module which is neither a
highest weight module nor a lowest weight module have the same dimension. By using the
results in [5] and [6] and Mathieu,s twisting functors (see [7]), the author proved that the
Harish-Chandra modules can be twisted from a class of irreducible highest weight modules
in [8]. Thus the classification of simple weight modules with finite-dimensional weight spaces
are completely obtained: such module is either a dense sl2−module (see [9]) or a highest
(lowest) weight module or a module “twisted” from a highest weight module. Moreover,
The classification of simple weight modules over the Schro¨dinger algebra are completed in
[10].
The first series of nonweight simple modules for complex semisimple Lie algebras were
constructed by B. Kostant in [11]. These modules were called Whittaker modules because of
their connection to Whittaker equation in number theory. D. Arnal and G. Pinczon studied
in [12] a generalization of Whittaker modules. Since then the study of property of Whittaker
modules over various algebras are open. The prominent role played by Whittaker modules is
illustrated by the main result in [13] about the classification of all simple modules for the Lie
algebra sl2 : the simple sl2−modules fall into three families: highest (lowest) weight modules,
Whittaker modules and a third family obtained by localization. Whittaker modules have
many important properties and are studied for many algebras, such as Virasoro algebra,
Heisenberg algebras, affine Lie algebras, generalized Weyl algebras, quantum enveloping
algebra U(sl2), Schro¨dinger-witt algebra, generalized Virasoro algebra, twisted Heisenberg-
Virasoro algebra as well as a class of algebras similar to U(sl2) etc. (see Refs. [14-23]).
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Moreover, quantum deformation of Whittaker modules and modules induced fromWhittaker
modules are studied(see Refs.[24],[25]).
In this paper, we classify the simple Whittaker modules over the Schro¨dinger algebra.
In section 2, we give some notations, identities and some lemmas which will be used in
the following sections. If V is a simple module over the Schro¨dinger algebra then z acts as
a scalar z˙, called the level.
In section 3, we study the Whittaker modules of zero level. For simplicity, we first
study the Whittaker modules over a subalgebra generated by e, p, h, q, z in subsection 3.1.
In subsection 3.2, the classification of simple Whittaker modules of zero level is given. A
quasi-central element plays an important role in this part.
In section 4, we use the Casimir operator to study the simplicity of Whittaker modules for
semisimple Lie algebra sl2 first. Then by using the simple Whittaker modules for Heisenberg
algebra H and sl2, we give the classification of simple Whittaker modules of nonzero level
for Schro¨dinger algebra.
2 Definitions, identities and some lemmas
In this section, we first give some fundamental definitions and some identities which will
be used frequently in this paper.
Definition 2.1 Let φ : n+ → C be any nonzero Lie algebra homomorphism. Let V be a
S-module.
(i) A nonzero vector v ∈ V is called a Whittaker vector of type φ if xv = φ(x)v for all
x ∈ n+.
(ii) V is called a Whittaker module for S of type φ if V contains a cyclic Whittaker
vector v of type φ.
Definition 2.2 Let φ : n+ → C be any nonzero Lie algebra homomorphism. Define a
one-dimensional n+-module Cφ = Cw by ew = φ(e)w, pw = φ(p)w. The induced module
Wφ = U(S)⊗U(n+) Cφ
is called the universal Whittaker module of type φ in the sense that for any Whittaker module
V with whittaker vector v of type φ, there is a unique surjective homomorphism f : Wφ → V
such that uw 7→ uv, ∀u ∈ U(b−).
For simplicity, we always denote φ(x) by x˙ for x = e, p in the following.
We give some useful identities in U(S):
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Lemma 2.3 In U(S), the following identities hold:
[p, fn] = −nqfn−1, (2.1)
[p, hn] =
n∑
i=1
(−1)i
(
n
i
)
hn−ip, (2.2)
[q, hn] =
n∑
i=1
(
n
i
)
hn−iq, (2.3)
[e, qn] = nqn−1p+
n(n− 1)
2
qn−2z, (2.4)
[e, fn] = nfn−1h− n(n− 1)fn−1, (2.5)
[e, hn] =
n∑
i=1
(−2)i
(
n
i
)
hn−ie. (2.6)
Proof. We only prove (2.6), the other identities are obvious or can be proved similarly.
Let Rh (resp. Lh) be the right (resp. left) multiplication operator by h. Then
[e, hn] = Rnh(e) + h
ne = (Lh − adh)
ne + hne.
Using the binomial formula since Lh and adh are commuting, we obtain (2.6). 
Lemma 2.4 For an arbitrary homomorphism of Lie algebra φ : n+ → C, if Wφ is the
universal Whittaker module type φ, then any Whittaker vectors of Wφ are all of type φ.
Proof. Suppose φ
′
: n+ → C is a Lie algebra homomorphism which is different from φ and
v
′
=
∑
aijkf
iqjhkw is a Whittaker vector of type φ
′
. Define A := max{i + j + k|aijk 6= 0}
and let ≻ be the lexicographic order on N×N×N. Suppose (¯i, j¯, k¯) is the maximal element
of {(i, j, k)|i+ j + k = A} and ai¯j¯k¯ = 1. Then
v = f i¯qj¯hk¯w +
∑
i+j+k<A or (i,j,k)≺(¯i,j¯,k¯)
aijkf
iqjhkw. (2.7)
If φ
′
(x) 6= φ(x), x = e or p, on one hand, we have
xv = φ
′
(x)v. (2.8)
On the other hand, we have
xv = φ(x)v + ([x, f i¯qj¯hk¯] +
∑
i+j+k<A or (i,j,k)≺(¯i,j¯,k¯)
aijk[x, f
iqjhk])w. (2.9)
By Lemma 2.3 and identity (2.9), we see that
xv = φ(x)f i¯qj¯hk¯w +
∑
i+j+k<A or (i,j,k)≺(¯i,j¯,k¯)
bijkf
iqjhkw, (2.10)
where bijk ∈ C. Then the lemma follows from (2.7), (2.8) and (2.10). 
4
Lemma 2.5 Suppose L be a finite-dimensional Lie algebra with the triangular decomposi-
tion L = L+ ⊕L0 ⊕L
− according to the Cartan subalgebra L0, φ : L
+ → C is a Lie algebra
homomorphism.
(i) If V is a Whittaker L−module with cyclic Whittaker vector of type φ, then every
submodule W of L−module V contains a Whittaker vector of type φ.
(ii) If the vector space of Whittaker vectors of type φ is one dimensional, then V is
irreducible.
Proof. We see that {x − φ(x)|x ∈ L+} act locally nilpotent on V since adx acts locally
nilpotent on U(L) for any x ∈ L+. Thus for any nonzero submodule W of V and any nozero
vector v ∈ W, U(L+)v is a finite-dimensional L+-submodule. By Lie Theorem, (i) holds.
(ii) is a direct corollary of (i). 
The following result is a direct corollary of Lemma 2.5.
Corollary 2.6 Let V be any Whittaker module of type φ for Schro¨dinger algebra S. Then
every submodule W of V contains a Whittaker vector of type φ.
3 Whittaker modules of zero level
In this section, we classify the simple Whittaker modules of zero level for the Schro¨dinger
algebra S. For simplicity, we first study the Whittaker vectors and Whittaker modules
for the subalgebra S1 generated by 〈p, q, e, h〉 in subsection 3.1. Then in subsection 3.2,
we study the Whittaker S-modules induced from the simple Whittaker S1−modules, and
determine the classification of simple Whittaker S-modules of zero level. In our study, a
quasi-central element (see Lemma 3.5) of U(S) given in [26] plays an important role.
3.1 Whittaker modules of zero level for subalgebra S1
We denote the subalgebra of Schro¨dinger algebra S generated by {e, p, h, q} by S1. The
universal Whittaker module of type φ for S1 is denoted by Wφ. Then for any v =∈ Wφ, v
can be written in the form:
v =
n∑
i=0
aih
iψi(q)w, (3.1)
where ψi(x) ∈ C[x], ψn(x) 6= 0 and an 6= 0.
Proposition 3.1 (i) Suppose e˙ 6= 0, p˙ = 0 and Wφ is the universal Whittaker module for
S1 with cyclic Whittaker vector w. Then v ∈ Wφ is a Whittaker vector if and only if v = uw
for some u ∈ C[q].
(ii) If p˙ 6= 0, the set of Whittaker vectors in Wφ is Cw.
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Proof. (i) By (2.4) and [p, q]w = 0, it is obvious that uw is a Whittaker vector if u ∈ C[q].
For any Whittaker vector v ∈ Wφ with form (3.1), if n 6= 0, by (2.6), we have
(e− e˙)nv = an(−2)
n(n+1)
2 n!e˙ψn(q)w 6= 0, (3.2)
a contradiction.
(ii) For any nonzero vector v ∈ Wφ \ Cw, we can assume v =
∑n
i=0 aih
iψi(q)w, where
ai ∈ C, an 6= 0, ψi(x) ∈ C[x] and n+ deg(ψi(x)) > 0.
If n = 0, deg(ψi(x)) > 0, we see that v =
∑m
j=0 bjq
jw, where m > 0, bj ∈ C, bm 6= 0. By
(2.4), we can easily get that
(e− e˙)v = p˙
m∑
j=1
jbjq
j−1w 6= 0,
which means v is not a Whittaker vector.
If n 6= 0, by (2.2) we see that
(p− p˙)v = −np˙anh
n−1ψn(q)w +
∑
k<n−1
ckh
kψ
′
k(q)w 6= 0,
where ck ∈ C, ψ
′
k(x) ∈ C[x]. Thus v is not a Whittaker vector. 
Lemma 3.2 If e˙ 6= 0, p˙ = 0, M is a S1-submodule of Wφ, then M is a maximal submodule
of Wφ if and only if there exists an a scalar ξ such that M is generated by (q − ξ)w.
Proof. Suppose there exists a scalar ξ such thatM is generated by (q− ξ)w. For arbitrary
vector v ∈M , v is of the form
v =
∑
i,j
ai,jh
iqj(q − ξ)w.
By (e− e˙)(q− ξ)w = 0 = p(q− ξ)w and identities (2.2), (2.3) and (2.6) we see that w /∈ M.
Thus M is a proper submodule of Wφ. For any v
′
/∈ M, we have v
′
≡
∑
i aih
iw(modM).
Thus we can assume that
v
′
= hkw +
∑
j<k
ajh
jw ∈ (U(S1)w +M).
Then by using (2.6) we can easily deduce that w ∈ (U(S1)w+M), which means U(S1)w+
M = Wφ. Thus M is maximal.
Now suppose M is a maximal S1−submodule of Wφ and v ∈M is an arbitrary nonzero
vector. Then v must be of the form (3.1). We choose v ∈ M such that n be the minimal.
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If n 6= 0, by (3.2), we see that ψn(q)w ∈ M , which is contrary to the minimal of n. Thus
there exists polynomial 0 6= ψ0(x) ∈ C[x] such that ψ0(q)w ∈M. Set
k = min{deg(ψ(x))|ψ(q)w ∈M}
and choose monic polynomial ψ(x) ∈ C[x] such that deg(ψ(x)) = k and ψ(q)w ∈ M . We
see that k > 0 since w /∈ M. Now we claim that M is generated by ψ(q)w. In fact, for any
0 6= v ∈ M with form (3.1), similar as we have done in (3.2), we find that ψi(q)w ∈ M for
all i with ai 6= 0. Thus ψ(x)|ψi(x) by the definition of ψ(x) and division algorithm in C[x].
So M = U(S1)ψ(q)w. Furthermore, we see that ψ(x) is irreducible since M is maximal,
which means there exists a ξ ∈ C such that ψ(x) = x− ξ since ψ(x) ∈ C is monic. 
By Lemma 3.2 we see that if φ(e) = e˙ 6= 0, φ(p) = p˙ = 0, Mξ is a maximalS1−submodule
of Wφ generated by (q − ξ)w, then the corresponding simple quotient module Wφ/Mξ =
C[h]w¯ as vector space. We will denote the simple quotient module Wφ/Mξ by C[h]
ξ
φw¯,
where w¯ = w +Mξ.
Proposition 3.3 (i) If e˙ 6= 0, p˙ = 0, any simple Whittaker S1−module of type φ is isomor-
phic to C[h]ξφw¯ for some ξ ∈ C.
(ii) If p˙ 6= 0, then Wφ is simple Whittaker S1−module.
Proof. (i) For any simple Whittaker S1−module V , there exists a maximal submodule M
of Wφ such that V ∼= Wφ/M. By Lemma 3.2, there exists some ξ ∈ C such that M = Mξ,
so we have V ∼= C[h]
ξ
φw¯ for some ξ ∈ C.
(ii) This is the direct corollary of Lemma 2.5 and Proposition 3.1 (ii). 
3.2 Simple Whittaker modules for S of zero level
In subsection 3.1, we obtain all the simple S1−modules C[h]
ξ
φ (when e˙ 6= 0, p˙ = 0) and
Wφ (when p˙ 6= 0). For e˙ 6= 0, p˙ = 0, ξ ∈ C, in the following, we set
Lξφ := U(S)⊗U(S1) C[h]
ξ
φ.
For p˙ 6= 0, we set
W˜φ = U(S)⊗U(S1) V.
In this subsection, we first study the Whittaker vectors and simplicity of the above
induced Whittaker modules. Then we classify the simple Whittaker modules of zero level
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over S.
Lemma 3.4 Suppose p˙ 6= 0. For c¯ ∈ U(S) with form c¯ = f + c¯, where c¯1 ∈ U(S1), such
that c¯w is a Whittaker vector, then
c¯ = f −
1
p˙
q(1 + h)−
e˙
p˙2
q2 + c,
where c ∈ C.
Proof. Suppose c¯ = f +
∑n
i=0 aiψi(q)h
i, where ai ∈ C, an 6= 0, ψi(x) ∈ C[x]. Then by
(p− p˙)c¯w = 0, we get that
−qw + p˙
n∑
i=1
aiψi(q)
( i∑
k=1
(−1)k
(
i
k
)
hi−k
)
w = 0.
So n = 1 and −qw − p˙a1ψ1(q)w = 0. Thus ψ1(q) = −
1
a1 p˙
q. If we assume that ψ1(x) =
b0 + b1x+ · · ·+ bsx
s, then we can rewrite c¯ as following
c¯ = f + a0(b0 + b1q + · · ·+ bsq
s)−
1
p˙
qh.
By (e− e˙)c¯w = 0, we get that s = 2 and a0b1p˙+ 2a0b2p˙q + 1 +
2e˙
p˙
q = 0. So
b1 = −
1
a0p˙
, b2 = −
e˙
a0p˙2
,
which means that c¯ = (f − 1
p˙
q(1 + h)− e˙
p˙2
q2) + a0b0. 
From Lemma 3.4, we see that
(c¯− a)w = (f −
1
p˙
q(1 + h)−
e˙
p˙2
q2)w = (fp2 − q(1 + h)p− q2e)(
1
p˙2
w).
The following key lemma is from [10], we will call c a quasi-central element of U(S) :
Lemma 3.5 Let c = fp2 − q(1 + h)p− q2e. Then the center of U(S/Cz) = C[c].
We denote by U(〈q, h〉) the universal enveloping algebra of the subalgebra generated by
q and h. For u =
∑n
i=0 aiψi(q, h)f
i ∈ U(S), where ψi(q, h) ∈ U(〈q, h〉), ai ∈ C, an 6= 0,
ψn(q, h) 6= 0, we define degf(u) = n. Define
W kφ := span{uw|degf (u) ≤ k.}
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Lemma 3.6 If p˙ 6= 0, then for any a ∈ C, i ∈ N, there exists ψk(q, h) ∈ U(〈q, h〉), k =
0, · · · , i, such that
f iw =
1
p˙2i
(c− a)iw + ψ1(q, h)(c− a)
i−1w + · · ·+ ψi−1(q, h)(c− a)w + ψi(q, h)w.
Proof. Suppose Lemma 3.6 is proved for i ≤ k. By Lemma 3.4 and Lemma 3.5, we have
fk+1w = fk(f −
1
p˙
q(1 + h)−
e˙
p˙2
q2)w(modW kφ )
≡ fk(fp2 − q(1 + h)p− q2e)
1
p˙2
w(modW kφ )
≡ fk−1(fp2 − q(1 + h)p− q2e)f
1
p˙2
w(modW kφ )
≡ fk−2(fp2 − q(1 + h)p− q2e)2
1
p˙4
w(modW kφ )
≡ · · ·
≡ (fp2 − q(1 + h)p− q2e)k+1
1
p˙2(k+1)
w(modW kφ ).
By induction, Lemma 3.6 holds. 
Proposition 3.7 (i) If e˙ 6= 0, p˙ = 0, ξ 6= 0, the set of Whittaker vectors of Lξφ is Cw¯.
(ii) If p˙ 6= 0, the set of Whittaker vectors of W˜φ is C[c]w, where
c = fp2 − q(1 + h)p− q2e.
Proof. (i) Suppose e˙ 6= 0, p˙ = 0, ξ 6= 0. For any nonzero v ∈ Lξφ, we can assume that
v =
n∑
k=0
akf
kψk(h)w¯,
where an 6= 0, ψk(x) ∈ C[x], ψn(x) 6= 0. Then if v is a Whittaker vector, by identities (2.1)
and (2.2), we have
pv =
n∑
k=0
ak(−k)f
k−1qψk(h)w¯ = 0.
By (2.3) and the fact that qw¯ = ξw¯ 6= 0, we have n = 0. So v can be written by
v = ψ0(h)w¯ = h
kw¯ + ak−1h
k−1w¯ + · · ·+ a0h0,
9
where k ∈ Z+ and ai ∈ C, i = 0, i, · · · , k − 1. Then by using (e − e˙)v = 0 and (2.6) we
deduce that k = 0, which means v ∈ Cw¯.
(ii) By Lemma 3.5, we see that every nonzero vector of C[c]w is a Whittaker vector.
For any Whittaker vector v ∈ W˜φ, there exists 0 6= u =
∑n
i=0 aiψi(q, h)f
i ∈ U(S) with
degf(u) = n such that v = uw. If n = 0, by Proposition 3.1(ii), we see that ψ0(q, h) ∈ C
∗,
so v ∈ Cw ⊆ C[c]w. Suppose for n ≤ k we have proved that v ∈ C[c]w. Now we begin to
investigate the case of n = k+1. Using (p− p˙) and (e− e˙) to act in turn on v, we can easily
deduce that ψk+1(q, h) ∈ C
∗. For simplicity, we can assume that ak+1 = 1 = ψk+1(q, h). So
by Lemma 3.6, we see that
v = fk+1w +
k∑
i=0
aiψi(q, h)f
iw ∈ C[c]w.
Then, by induction, Proposition 3.7 holds. 
Theorem 3.8 (i) If e˙ 6= 0, p˙ = 0, ξ 6= 0, the Whittaker module Lξφ is simple.
(ii) If p˙ 6= 0, for any a ∈ C, the Whittaker module W˜φ has the following filtration:
W˜φ =W
0 ⊃W 1 ⊃W 2 ⊃ · · · ⊃W n ⊃ · · · ,
where W i is a Whittaker submodule defined by W i = U(S)(c−a)iw. More precisely, W˜φ/W
1
is simple and W i/W i+1 ∼= W˜φ/W
1 for all i ∈ N.
Proof. (i) follows from Corollary 2.6 and Proposition 3.7.
(ii) Suppose p˙ 6= 0. By Lemma 3.6, we see that for any 0 6= v ∈ W˜φ \W1, there exists
ψi(q, h) ∈ U(〈q, h〉), i = 0, · · · , n, ψ0(q, h) 6= 0, ψn(q, h) 6= 0 such that
v = ψn(q, h)(c− a)
nw + ψn−1(q, h)(c− a)
n−1w + · · ·+ ψ1(q, h)(c− a)w + ψ0(q, h)w.
Thus ψ0(q, h)w ∈ (U(S)v +W1). Then by Proposition 3.3 (ii), we have w ∈ (U(S)v +W1)
and U(S)v +W1 = W˜φ, which means W1 is a maximal submodule of W˜φ.
By Lemma 3.5 and Lemma 3.6, for any element v ∈ W i, v is of the form
v =
n∑
k=i
ψk(q, h)(c− a)
kw,
where n ≥ i, ψn(q, h) 6= 0. Define linear map:
g : W i → W˜φ/W
1
ψ(q, h)(c− a)k+iw 7→ ψ(q, h)(c− a)kw¯.
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It is easy to see that g is a module homomorphism and ker(g) = W i+1, which means that
W i/W i+1 ∼= W˜φ/W
1. 
In the following, we denote W˜φ/W
1 by Maφ . So M
a
φ is a simple Whittaker module with
cyclic Whittaker vector w¯ := w +W 1. By Proposition 3.7 (ii) and the definition of Maφ , we
have the following lemma immediately:
Lemma 3.9 The set of Whittaker vectors of Maφ is Cw¯.
Theorem 3.10 Suppose V is any simple Whittaker module of zero level of type φ for S.
(i) If e˙ 6= 0, p˙ = 0, then V is either a simple sl2−module of type φ or isomorphic to L
ξ
φ
for some ξ 6= 0.
(ii) If p˙ 6= 0, then V is isomorphic to Maφ for some a ∈ C.
Proof. If V is a simple Whittaker module of with cyclic Whittaker vector wv of type φ, by
the universal property of W˜φ, there exists a surjective module homomorphism g : W˜φ → V
with uw → uwv.
(i) If φ satisfies φ(e) = e˙ 6= 0, φ(p) = p˙ = 0, let V1 ⊆ V be the S1-module generated by
wv. Then as S1-module, V has the following direct sum decomposition:
V = V1 ⊕ fV1/V1 ⊕ f
2V1/fV1 ⊕ · · · ⊕ f
nV1/f
n−1V1 ⊕ · · · .
Since V is simple asS−module, we see that V1 is simple asS1-module. Then by Proposition
3.3, there exists ξ ∈ C such that V1 ∼= C[h]
ξ
φw¯.
Case (1) If ξ = 0, then qwv = 0, combing with ewv = zwv = 0, we see that V is just a
simple Whittaker sl2−module.
Case (2) If ξ 6= 0, then asS−module, V = C[f ]V1 is a quotient module of L
ξ
φ = U(S)⊗U(S1)
C[h]ξφw¯. Thus V
∼= L
ξ
φ since L
ξ
φ is simple by Theorem 3.8 (i).
(ii) If φ satisfies φ(p) = p˙ 6= 0, by Proposition 3.7 (ii), for n ∈ Z+ and x = e or p we
have
xcnwv = x(c
ng(w)) = g(xcnw) = x˙g(cnw) = x˙cng(w),
which means C[c]wv is a subset of Whittaker vector of V . Since V is simple, the Whittaker
vectors are of the form cwv for some c ∈ C, thus cwv = awv for some a ∈ C. So U(S)(c −
a)wv = 0, which means U(S)(c−a)w ⊆ ker(g). Thus V ∼= W˜φ/ker(g) is a nonzero submodule
of Maφ , thus V
∼=Maφ since M
a
φ is simple by Theorem 3.8. 
Corollary 3.11 Let V be a Whittaker S−module of level zero of type φ : e→ e˙, p→ p˙.
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(i) If e˙ 6= 0, p˙ = 0, then V is simple if and only if q acts on cyclic Whittaker vector as a
scalar.
(ii) If p˙ 6= 0, then V is simple if and only if c acts as a zero.
Theorem 3.12 (i) If e˙ 6= 0, p˙ = 0, ξ, ξ
′
6= 0, then Lξ
′
φ
′
∼= L
ξ
φ if and only if φ
′
= φ, and
ξ
′
= ξ.
(ii) If p˙ 6= 0, then Ma
′
φ
′
∼=Maφ if and only if φ
′
= φ, and a
′
= a.
Proof. (i) The sufficiency is trivial. By Proposition 3.7 (i) and Lemma 2.4, we see that
the necessity holds.
(ii) We need only to prove the necessity. By Lemma 3.9, we get φ
′
= φ immediately.
Suppose w¯ (resp. w¯
′
) is a cyclic Whittaker vector of Maφ (resp. M
a
′
φ
′ ) and g : Maφ → M
a
′
φ
′ is
the module isomorphism such that g(w¯) = g(w). Then we have
0 = (c− a
′
)w¯
′
= (c− a
′
)g(w¯) = g((c− a
′
)(w¯)) = (a− a
′
)w¯
′
,
that is a
′
= a. 
Remark 3.13 By Theorem 3.10 and Theorem 3.11, the Whittaker modules of zero level for
Schro¨dinger algebra are classified.
4 Whittaker modules of nonzero level
In this section, we classify the simple Whittaker modules of nonzero level. Our arguments
use the Casimir operator of semisimple Lie algebra sl2 and the description of simple modules
over conformal Galilei algebras in [24].
Definition 4.1 Let Cp˙,z˙ = Cw be a one-dimensional vector space. By the action of
pw = p˙w, zw = z˙w,
Cp˙,z˙ can be viewed as a Cp⊕ Cz−module. The induced module
MH(p˙, z˙) = U(H)⊗U(Cp⊕Cz) Cp˙,z˙
is called a Whittaker module for Heisenberg Lie algebra H.
The following proposition is from [15], it can also be checked easily:
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Proposition 4.2 For z˙ 6= 0, the following hold:
(i)MH(p˙, z˙) is the unique (up to isomorphism) irreducible Whittaker H−module on which
z acts by z˙ 6= 0.
(ii) MH(p˙, z˙) ∼= MH(p˙
′
, z˙
′
) if and only if p˙ = p˙
′
and z˙ = z˙
′
.
Definition 4.3 Suppose Ce˙ = Cw be a Ce−module by the action of ew = e˙w. The induced
module
Wsl2(e˙) = U(H)⊗U(Ce) Ce˙
is called a Whittaker module for complex semisimple Lie algebra sl2.
Let v ∈ Wsl2(e˙) be any nonzero vector, then v is of the form v =
∑
i,j ai,jf
ihjw. Define
degf (v) = max{i|ai,j 6= 0}
and
W ksl2(e˙) = span{v|v ∈ Wsl2(e˙), degf (v) ≤ k.}
Lemma 4.4 Suppose e˙ 6= 0.
(i) If Ω¯ ∈ U(sl2) is of the form Ω¯ = f+Ω¯1, where Ω¯1 ∈ C[h], such that Ω¯w is a Whittaker
vector, then Ω¯ = f + h
2e˙
+ h
2
4e˙
+ c for some c ∈ C.
(ii) For any a ∈ C, i ∈ N, there exists ψ0(x), ψ1(x), · · · , ψi(x) ∈ C[x] such that
f iw =
1
(4e˙)i
(Ω− a)iw + ψ1(h)(Ω− a)
i−1w + · · ·+ ψi−1(h)(Ω− a)w + ψi(h)w,
where Ω = 4fe+ 2h+ h2 is the Casimir element of sl2.
Proof. (i) Assume Ω¯ = f+
∑n
i=0 aih
i, an 6= 0 and Ω¯w is a Whittaker vector. By (e−e˙)Ω¯w =
0 and (2.6), we can easily get that Ω¯ = f + h
2e˙
+ h
2
4e˙
+ c for some c ∈ C.
(ii) By (i) and the fact that Ω ∈ Z(sl2), the center of U(sl2), we have
f i+1w = f i(f +
h
2e˙
+
h2
4e˙
)w(modW isl2(e˙))
≡ f i(4fe+ 2h+ h2)
1
4e˙
w(modW isl2(e˙))
≡ f i−1(4fe+ 2h+ h2)f
1
4e˙
w(modW isl2(e˙))
≡ f i−2(4fe+ 2h+ h2)2
1
(4e˙)2
w(modW isl2(e˙))
≡ · · ·
≡ (4fe+ 2h+ h2)i+1
1
(4e˙)i+1
w(modW isl2(e˙)).
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By induction, (ii) holds. 
Lemma 4.5 For Whittaker sl2−module Wsl2(e˙), the following hold:
(i) If e˙ = 0, the set of Whittaker vectors of Wsl2(0) is C[h]w.
(ii) If e˙ 6= 0, the set of Whittaker vectors of Wsl2(e˙) is C[Ω]w.
Proof. (i) Suppose e˙ = 0. By (2.6), any nonzero element of C[h]w is a Whittaker vector.
By (2.5) and (2.6), we see that ev 6= 0 if degf(v) 6= 0, which means v is not a Whittaker
vector.
(ii) Suppose e˙ 6= 0. On one hand, every nonzero vector of C[Ω]w is a Whittaker vector
since Ω ∈ Z(sl2).
On the other hand, for any Whittaker vector v =
∑n
i=0 aiψi(h)f
iw ∈ Wsl2(e˙) with
degf(v) = n, by Lemma 4.4 (ii), we see that v is of the form
v =
n∑
i=0
biϕi(h)(Ω− a)
iw
for ϕx ∈ C[x], ϕn(x) 6= 0, bi ∈ C, bn 6= 0. By (2.6), it is easy to deduce that either ϕi(x) = 0
or deg(ϕi(x)) = 0. 
Proposition 4.6 For Whittaker sl2−module Wsl2(e˙), the following hold:
(i) If e˙ = 0, V is a sl2−submodule of Whittaker module Wsl2(0), then V is a maximal
submodule if and only if there exists a scalar α such that V is generated by (h− α)w.
(ii) If e˙ 6= 0, for any Ω˙ ∈ C, the Whittaker module Wsl2(e˙) has the following filtration:
Wsl2(e˙) = W
0 ⊃W 1 ⊃W 2 ⊃ · · · ⊃W n ⊃ · · · ,
where W i is a Whittaker submodule defined by W i = U(sl2)(Ω − Ω˙)
iw. More precisely,
Msl2(e˙, Ω˙) :=Wsl2(e˙)/W
1 is simple and W i/W i+1 ∼= Wsl2(e˙)/W
1 for all i ∈ N.
Proof. We can use the same arguments as in Lemma 3.2 and Theorem 3.8 (ii) to complete
the proof. We omit the details. 
Remark 4.7 It is follows from Proposition 4.6 (i) that if e˙ = 0, V is a maximal submodule
of Wsl2(0) generated by (h−α)w, then Wsl2(0)/V is a simple highest weight sl2-module with
highest weight α.
Theorem 4.8 Let V be a simple Whittaker module of type φ : e→ e˙.
(i) If e˙ = 0, then there exists α ∈ C such that V is isomorphic to a simple highest weight
sl2-module with highest weight α.
(ii) If e˙ 6= 0, then V ∼= Msl2(e˙, Ω˙) for some Ω˙ ∈ C.
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Proof. (i) follows from Proposition 4.6 (i) and Remark 4.7. The proof of (ii) is similar as
that of Theorem 3.8 (ii). We omit the details. 
Corollary 4.9 Let V be a Whittaker sl2−module of type φ : e→ e˙.
(i) If e˙ = 0, V is simple if and only if V is a highest weight module.
(ii) If e˙ 6= 0, then V is simple if and only if the Casimir element of sl2 acts as a scalar.
Theorem 4.10 Let W (e˙, p˙, z˙) be a Whittaker S−module of type φ : e → e˙, p → p˙ of
nonzero level z˙. Then W (e˙, p˙, z˙) is simple if and only if there exists a simple Whittaker
H−moduleMH(p˙, z˙) and a simple Whittaker sl2−moduleMsl2(e˙−
1
2z˙
p˙2, Ω˙) such thatW (e˙, p˙, z˙) ∼=
MSH (p˙, z˙)⊗M
S
sl2
(e˙− 1
2z˙
p˙2, Ω˙).
Proof. Suppose first that W (e˙, p˙, z˙) is simple Whittaker module of nonzero level. Denote
by U(H)(z) the localization of U(H) with respect to the multiplicative subset {z
i|i ∈ Z+}.
By Theorem 1 (i) in [26] (here z is opposite to that of in [26]), we see that there is a unique
algebra homomorphism Φ : U(S)→ U(H)(z) which is the identity on U(H) such that
Φ(e) =
1
2z
p2, Φ(f) = −
1
2z
q2, Φ(h) = −
1
z
qp−
1
2
.
Then ResSHW (e˙, p˙, z˙), the restrictive module on H, contains a simple Whittaker submodule
MH(p˙, z˙), which can be viewed as a S−Whittaker module such that
ev = Φ(e)v, fv = Φ(f)v, hv = Φ(h)v.
We denote this newS-module byWSH (p˙, z˙). Then, by Theorem 3 (ii) in [26], we have a simple
sl2−Whittaker moduleMsl2(e˙−
1
2z˙
p˙2, Ω˙) such thatW ∼=MSH (p˙, z˙)⊗M
S
sl2
(e˙− 1
2z˙
p˙2, Ω˙), where
the simple S−module MSsl2(e˙ −
1
2z˙
p˙2, Ω˙) is from simple sl2−module Msl2(e˙ −
1
2z˙
p˙2, Ω˙) by
setting Hv = 0.
Conversely, if MH(p˙, z˙) is a simple Whittaker H-module of nonzero level z˙ and Msl2(e˙−
1
2z˙
p˙2, Ω˙) is a simple Whittaker sl2−module. Then we can view MH(p˙, z˙) as a S− module,
denote by MSH (p˙, z˙), by defining ev = Φ(e)v, fv = Φ(f)v, hv = Φ(h)v. We also can view
Msl2(e˙ −
1
2z˙
p˙2, Ω˙) as a S−module by defining H.Msl2(e˙ −
1
2z˙
p˙2, Ω˙) = 0. then MSH (p˙, z˙) ⊗
MSsl2(e˙ −
1
2z˙
p˙2) is a Whittaker S−module of type φ : e → e˙, p → p˙ of nonzero level z˙. By
Theorem 3 (i) in [26], we see that MSH (p˙, z˙)⊗M
S
sl2
(e˙− 1
2z˙
p˙2) is simple. This completes the
proof of Theorem 3.9. 
Remark 4.11 By Proposition 4.2, Theorem 4.8 and Theorem 4.10, the Whittaker modules
of nonzero level for Schro¨dinger algebra are classified.
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