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Abstract
In this paper, we investigate the smoothness of multivariate refinable functions with infinitely supported
masks and an isotropic dilation matrix. Using some methods as in [R.Q. Jia, Characterization of smoothness
of multivariate refinable functions in Sobolev spaces, Trans. Amer. Math. Soc. 351 (1999) 4089–4112],
we characterize the optimal smoothness of multivariate refinable functions with polynomially decaying
masks and an isotropic dilation matrix. Our characterizations extend some of the main results of the above
mentioned paper with finitely supported masks to the case in which masks are infinitely supported.
c© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned with refinement equations of the form
φ(x) =
∑
α∈Zs
a(α)φ(Mx − α), x ∈ Rs, (1.1)
where φ is the unknown function defined on the s-dimensional Euclidean space Rs , a is a
polynomially decaying sequence on Zs called a refinement mask, and M is an s × s integer
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matrix with m = | det M | such that limn→∞ M−n = 0. Any function satisfying (1.1) is called a
refinable function and the matrix M is called a dilation matrix. It is well known that most useful
wavelets in applications are generated from refinable functions.
The smoothness property of refinable functions is an important issue for wavelet theory and
applications. For when mask a is finitely supported, the smoothness properties of refinable
functions have been extensively studied by many authors (see [2,6,7,18,21,22,24,25,28,33,35,37]
and many references therein). However, due to some desirable properties, infinitely supported
masks with polynomial decay are of interest in the area of digital signal processing in electrical
engineering [3,4,8,11,16,34]. The Shannon function and fractional splines are refinable functions
with polynomially decaying masks [38]. Infinitely supported sequences having polynomial
decay were also used by Lei, Jia and Cheney [27] to characterize finitely generated shift-
invariant spaces whose generators decay at a polynomial rate. Recently, Han and Shen [14,15]
characterized biorthogonal wavelets with polynomially decaying masks for the cases M = 2Is×s
and M = 2. Li and Pan [30] also investigated the L2-solutions of vector refinement equations
with polynomially decaying masks and a general dilation matrix.
The purpose of this paper is to investigate the regularity of L2(Rs)-solutions of refinement
equation (1.1) with a mask exhibiting polynomial decay and an isotropic dilation matrix. For
when mask a is exponentially decaying, some efforts have been made in the study of smoothness
of refinable functions. For the binary case M = 2, Cohen and Daubechies [4] studied the reg-
ularity of refinable functions. Han [11] also investigated the smoothness of refinable functions
with infinitely supported masks. For the case s > 1 and M = 2Is×s , Lorentz and Oswald [32]
investigated the smoothness properties of refinable functions for the study of hierarchical bases
in Sobolev spaces. For the case s > 1 and M a general dilation matrix, Han and Jia [13] gave an
analysis of smoothness of refinable functions. Yang and Li [39] also gave a complete analysis of
smoothness of refinable functions with exponentially decaying masks and an isotropic dilation
matrix. Most approaches in these papers rely largely on the Littlewood–Paley type of estimate
[7,6].
In this paper, using some methods taken from [18,32], we will characterize the optimal
smoothness of a refinable function with a polynomially decaying mask and an isotropic dilation
matrix in terms of the spectral radii. Our characterizations really extend some main results of [18]
with finitely supported masks to the case in which masks are polynomially decaying. We point
out that our approach is not based on the Littlewood–Paley type of technique. Furthermore, our
results are more general than the results related to smoothness of refinable functions mentioned
above.
Before proceeding further, we introduce some notation. Let Z+ denote the set of positive
integers and N0 denote the set of nonnegative integers. An element µ = (µ1, . . . , µs) ∈ Ns0 is
called a multi-index. For j = 1, . . . , s, let e j be the j th coordinate unit vector in Rs . The norm
in Rs is defined by
|y| := |y1| + · · · + |ys |, y = (y1, . . . , ys) ∈ Rs .
We denote by `(Zs) the linear space of all (complex-valued) sequences on Zs , and by `0(Zs)
the linear space of all finitely supported sequence on Zs . For j ∈ Zs , we use δ j to denote
the sequence on Zs given by δ j (k) = δ jk, k ∈ Zs , where δ jk stands for the Kronecker sign,
i.e., δ jk = 1 if j = k and δ jk = 0 if j 6= k. In particular, we write δ for δ0. The difference
operator ∇ j on `(Zs) is defined by ∇ j a := a − a(· − e j ), a ∈ Zs . For µ = (µ1, . . . , µs) ∈ Ns0,∇µ is the difference operator ∇u11 · · · ∇µss . For j = 1, . . . , s, D j denotes the partial derivative
J. Yang, S. Li / Journal of Approximation Theory 162 (2010) 1279–1293 1281
with respect to the j th coordinate. For µ = (µ1, . . . , µs) ∈ Ns0, Dµ is the differential operator
Dµ11 · · · Dµss .
For 1 ≤ p ≤ ∞, we denote by L p(Rs) the Banach space of all (complex-valued) functions f
such that ‖ f ‖p <∞, where
‖ f ‖p :=
(∫
Rs
| f (x)|pdx
)1/p
for 1 ≤ p <∞,
and ‖ f ‖∞ is the essential supremum of f on Rs .
Analogously, let `p(Zs) be the Banach space of all complex-valued sequences a =
(a(α))α∈Zs such that ‖a‖p <∞, where
‖a‖p :=
(∑
α∈Zs
|a(α)|p
)1/p
for 1 ≤ p <∞,
and ‖a‖∞ is the supremum of a on Zs .
For some µ ∈ Z+, denote by Bµ(Zs) the linear space of all sequences u on Zs for which
‖u‖Bµ :=
∑
α∈Zs
|u(α)|(1+ |α|)µ <∞,
where | · | denotes a vector norm on Rs . Equipped with the norm ‖ · ‖Bµ , Bµ(Zs) becomes a
Banach space. For simplicity, we abbreviate Bµ(Zs) as Bµ. This space was used by Lei, Jia and
Cheney [27] to investigate finitely generated shift-invariant spaces whose generators decay at a
polynomial rate.
For 1 ≤ p ≤ ∞, denote by Lp(Rs) the linear space of all (complex-valued) functions f such
that | f |p <∞, where
| f |p :=
(∫
[0,1)s
(
∑
α∈Zs
| f (· − α)|)pdx
)1/p
for 1 ≤ p <∞,
and | f |∞ is the essential supremum of∑α∈Zs | f (·−α)| on [0, 1)s . Equipped with the norm |·|p,
Lp(Rs) becomes a Banach space. There are several important subspaces ofLp(Rs). For instance,
if f ∈ L p and is compactly supported, then f ∈ Lp. Lei [26] investigated approximation proper-
ties of the projection operator generated by refinable functions that belongs to Lp(Rs) (1 ≤ p ≤
∞). Hogan [17] studied some properties of refinement equations (1.1) under the assumption that
the solution φ ∈ Lp(Rs) (1 ≤ p ≤ ∞). Also, see [20] for more discussions of Lp spaces.
In order to give a precise definition of “polynomial decay” for a function, we utilize the
weighted space L2,η. For η ∈ Z+, L2,η(Rs) is defined to be the linear space of all functions f
such that ‖ f ‖2,η <∞, where
‖ f ‖2,η :=
(∫
Rs
(| f (x)|(1+ |x |η))2dx
)1/2
.
We point out that L2,η space is closely related to Wiener Amalgam spaces with polynomial
weight [1]. These Wiener Amalgam spaces are important in sampling and shift-invariant spaces
theory. It is easy to check that the space L2,η belongs to L2 for η ∈ Z+. In many cases, the
solutions of (1.1) belong to L2,η when mask a has polynomial decay. For example, by using some
methods in [19], Yang and Li [40] characterized the existence of the L2,η-solution of refinement
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equation (1.1) with polynomially decaying masks. In this case, the solutions must belong to
L2. Therefore, it is interesting to characterize the optimal smoothness of the L2-solution of
refinement equation (1.1) with a polynomially decaying mask and an isotropic dilation matrix.
Let M be a fixed matrix with m = | det M |. Then the coset space Zs/MTZs consists of m
elements, where MT denotes the transpose of M . Let ωk + MTZs, k = 0, 1, . . . ,m − 1, be the
m distinct elements of Zs/MTZs with ω0 = 0. We define Ω = {ωk, k = 0, 1, . . . ,m− 1}. Thus,
each element α ∈ Zs can be uniquely represented as ω + MT ε, where ω ∈ Ω and ε ∈ Zs .
Analogously, we denote as Γ a complete set of representatives of the distinct cosets of Zs/MZs .
We say that mask a satisfies the basic sum rule if∑
α∈Zs
a(γ + Mα) =
∑
α∈Zs
a(Mα) ∀γ ∈ Γ .
Let M be an s × s matrix with its entries in C. We say that M is isotropic if M is similar to a
diagonal matrix diag{λ1, . . . , λs} with |λ1| = · · · = |λs |.
The concept of stability plays an important role in the study of the smoothness properties of
refinable functions. Let us have φ ∈ L2(Rs); we say that the shifts of φ are stable if there exist
positive constants A and B such that for all sequences a ∈ `0(Zs),
A‖a‖2 ≤
∥∥∥∥∥∑
α∈Zs
a(α)φ(· − α)
∥∥∥∥∥
2
≤ B‖a‖2. (1.2)
See [20,23] for more discussions about stability. It was proved by Jia and Micchelli in [20] that
a function φ ∈ L2(Rs) has stable integer translates if and only if, for any ξ ∈ Rs , there exists at
least one element β ∈ Zs such that
φˆ(ξ + 2piβ) 6= 0.
The Fourier transform of a function in L1(Rs) is defined by
fˆ (ξ) :=
∫
Rs
f (x)e−ix ·ξdx, ξ ∈ Rs,
where ξ ·x is the inner product of two vectors ξ and x inRs . The domain of the Fourier transform
can be naturally extended to functions in L2(Rs) and tempered distributions. Similarly, if c is a
(complex-valued) summable sequence on Zs , then its Fourier series is defined by
cˆ(ξ) :=
∑
α∈Zs
c(α)e−iα·ξ , ξ ∈ Rs .
Evidently, cˆ is a 2pi -periodic continuous function on Rs . When c is finitely supported, cˆ is a
trigonometric polynomial. We call cˆ the symbol of c.
If φ ∈ L1(Rs) is a solution of refinement equation (1.1) with a ∈ `1(Zs), applying the Fourier
transform to both sides of (1.1), we obtain
φˆ(ξ) = 1
m
aˆ((MT )−1ξ)φ((MT )−1ξ), a.e. ξ ∈ Rs, (1.3)
where m = | det M |. If φˆ(0) 6= 0, then aˆ(0) = m. Iterating the above relation n times gives
φˆ(ξ) = 1
mn
aˆn((M
T )−nξ)φˆ((MT )−nξ), ξ ∈ Rs,
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where
aˆn(ξ) :=
n−1∏
k=0
aˆ((MT )kξ), ξ ∈ Rs . (1.4)
Consequently, for n = 1, 2, . . ., we have
φ =
∑
α∈Zs
an(α)φ(M
n · −α), (1.5)
and
an(α) =
∑
β∈Zs
an−1(β)a(α − Mβ), α ∈ Zs, (1.6)
where a0 is the δ sequence given by δ(0) = 1 and δ(α) = 0 for α ∈ Zs \ {0}.
To investigate the smoothness of a refinable function associated with a polynomially decaying
mask a and a dilation matrix M , following [4,32], we shall also assume that
aˆ(ξ) = aˆ1(ξ)aˆ2(ξ), with aˆ(0) = m, (1.7)
where aˆ1(ξ) is a trigonometric polynomial, aˆ2(ξ) is a 2pi -periodic C1 function with polynomially
decaying Fourier coefficients, and aˆ2(ξ) 6= 0, ∀ξ ∈ Rs . We can normalize aˆ1 and aˆ2 by
multiplying by a constant such that aˆ1(0) = m and aˆ2(0) = 1. The particular case aˆ2(ξ) ≡ 1
covers the case of finitely supported masks.
We use the generalized Lipschitz space to measure smoothness of a given function. Let us
recall the definition of Lipschitz space. For y ∈ Rs , the difference operator is defined by
∇y f := f − f (· − y),
where f is a function defined on Rs . The modulus of continuity of a function f in L p(Rs) is
defined by
ω( f, h)p := sup
|y|≤h
‖∇y f ‖p, h ≥ 0.
For 1 ≤ p ≤ ∞, 0 < ν ≤ 1, we denote by Lip(ν, L p(Rs)) the Lipschitz space of all functions
f ∈ L p(Rs) such that
w( f, h)p ≤ Chν, ∀ h > 0,
where C is a positive constant independent of h. For ν > 0, write ν = r+η, where r is an integer
and 0 < η ≤ 1. We denote by Lip(ν, L p(Rs)) the Lipschitz space of all functions f such that
Dµ f ∈ Lip(η, L p(Rs)) for all multi-indices µ with |µ| = r .
Let k be a positive integer. The kth modulus of continuity of f in L p(Rs) is defined by
ωk( f, h)p := sup
|y|≤h
‖∇ky f ‖p, h ≥ 0.
For ν > 0, let k be an integer greater than ν. The generalized Lipschitz space Lip∗(ν, L p(Rs))
consists of all functions f ∈ L p(Rs) such that
ωk( f, h)p ≤ Chν ∀ h > 0,
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where C is a positive constant independent of h. If ν > 0 is not an integer, then
Lip(ν, L p(Rs)) = Lip∗(ν, L p(Rs)), 1 ≤ p ≤ ∞.
See [9] for more details about Lipschitz spaces.
Following [18], the optimal smoothness of a function f ∈ L2(Rs) can be described by its
critical exponent ν( f ), which is defined by
ν( f ) := sup {ν : f ∈ Lip∗(ν, L2(Rs))} .
2. The transfer operator
For u, v ∈ `1(Zs), define
u  v(α) :=
∑
β∈Zs
u(α + β)v(β), α ∈ Zs . (2.1)
If u, v ∈ Bµ for some µ ∈ Z+, then
∑
α∈Zs
∣∣∣∣∣∣
∑
β∈Zs
u(α + β)v(β)
∣∣∣∣∣∣ (1+ |α|)µ
≤
∑
α∈Zs
∑
β∈Zs
|u(α + β)v(β)|(1+ |α + β|)µ(1+ |β|)µ
≤
∑
β∈Zs
|v(β)|(1+ |β|)µ
(∑
α∈Zs
|u(α + β)|(1+ |α + β|)µ
)
≤ ‖u‖Bµ‖v‖Bµ ,
which implies u  v ∈ Bµ.
Suppose a ∈ Bµ for some µ ∈ Z+; by induction, it is not difficult to verify that an ∈ Bµ,
where an is defined in (1.6).
Let u and v be two sequences on Zs ; the convolution of u and v is the sequence u ∗ v defined
by
u ∗ v(α) =
∑
β∈Zs
u(β)v(α − β)
for all α such that the sum is convergent. By the discrete version of Young’s inequality, if u ∈ `1
and v ∈ `p (1 ≤ p ≤ ∞), then u ∗ v ∈ `p, and
‖u ∗ v‖p ≤ ‖u‖1‖v‖p. (2.2)
For j = 1, . . . , s, let ∆ j denote the difference operator on `1(Zs) given by
∆ j u := 2u − u(· − e j )− u(· + e j ).
It is easy to verify that
∆ jδ = ∇ jδ ∇ jδ, ∇ jλ = ∇ jδ ∗ λ = ∇ j (δ ∗ λ)
and
∇µλ = ∇µδ ∗ λ = ∇µ(δ ∗ λ),
for j = 1, . . . , s, λ ∈ `1(Zs) and µ ∈ Ns0.
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We observe that the following equalities hold true:
λ̂1 ∗ λ2(ξ) = λˆ1(ξ)λˆ2(ξ), and λ̂1  λ2(ξ) = λˆ1(ξ)λˆ2(ξ).
Similarly, for µ = (µ1, . . . , µs) ∈ Ns0, we have
∇̂µδ(ξ) = (1− e−iξ1)µ1 · · · (1− e−iξs )µs , ξ = (ξ1, . . . , ξs) ∈ Rs .
Consequently, ∆̂ jδ(ξ) = 22 sin2 ξ j2 and for b = a  a, we have bˆ(ξ) = |aˆ(ξ)|2.
In order to characterize the smoothness of refinable functions with polynomially decaying
masks, we investigate the transfer operator associated with an infinitely supported mask. The
transfer operator is a useful tool for the study of refinable functions (see e.g., [4,6,7,21,37]).
Recall that the transition operator Ta on `1(Zs) is defined as
Tau(α) :=
∑
β∈Zs
a(Mα − β)u(β), α ∈ Zs, u ∈ `1(Zs). (2.3)
Iterating the above relation n times gives
T na u(α) =
∑
β∈Zs
an(M
nα − β)u(β), α ∈ Zs, u ∈ `1(Zs), (2.4)
where an is given by (1.6).
It follows from [30] that for µ ∈ Z+,
‖Tau‖Bµ =
∑
α∈Zs
∣∣∣∣∣∣
∑
β∈Zs
a(Mα − β)u(β)
∣∣∣∣∣∣ (1+ |α|)µ ≤ ‖a‖Bµ‖u‖Bµ .
Therefore, Ta is a bounded linear operator on Bµ. Furthermore, Ta is also a compact operator
on Bµ.
For an infinitely supported sequence, we have the following approximation lemma.
Lemma 2.1. Let u ∈ Bµ for someµ ∈ Z+, and∑α∈Zs u(α) = 1; then there exist approximation
sequences uN ∈ `0(Zs) (N = 1, 2, . . .), such that
‖u − uN‖1 ≤ C N−µ, and
∑
α∈Zs
uN (α) = 1,
where C is a positive constant independent of N , and |α| = |α1| + · · · + |αs | with α =
(α1, . . . , αs) ∈ Zs .
Proof. Let uN be defined by its symbol
ûN (ξ) =
∑
|α|≤N
u(α)e−iα·ξ +
∑
|α|>N
u(α).
Then, we have that∑
α∈Zs
uN (α) = 1
and
‖u − uN‖1 ≤ 2
∑
|α|>N
|u(α)| ≤ 2N−µ
∑
|α|≥N
|u(α)|(1+ |α|)µ ≤ C N−µ,
where C = 2‖u‖Bµ . 
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For µ ∈ Z+, let Y =
{
v ∈ Bµ :∑α∈Zs v(α) = 0}. The space Y is important in the study of
cascade algorithms with infinitely supported masks (see, e.g., [13,30,31]).
Theorem 2.2. Let Tb be defined by (2.3) with b ∈ Bµ for some µ ∈ Z+. For k ∈ N, j = 1, . . . s,
we have
limn→∞‖T nb ∆kjδ‖1/n∞ ≤ limn→∞‖T nb ∆kjδ‖1/nBµ ≤ ρ(Tb|Y ),
where ρ(Tb|Y ) denotes the spectral radius of the restriction of Tb to the subspace Y of Bµ.
Proof. It is easy to check that ∆kjδ ∈ Y . Hence, for n ≥ 1, we have
‖T nb ∆kjδ‖∞ ≤ ‖T nb ∆kjδ‖Bµ ≤ ‖T nb |Y ‖Bµ‖∆kjδ‖Bµ .
Since
lim
n→∞ ‖T
n
b |Y ‖1/nBµ = ρ(Tb|Y ),
we obtain that
limn→∞‖T nb ∆kjδ‖1/n∞ ≤ limn→∞‖T nb ∆kjδ‖1/nBµ ≤ ρ(Tb|Y ). 
Lemma 2.3. Suppose a = a1∗a2 with a1 ∈ `0(Zs) and a2 ∈ Bµ for someµ ∈ Z+. Furthermore,
let a satisfy the conditions in (1.7). Let b := a  a. For N = 1, 2, . . ., let a2,N ∈ `0(Zs)
be approximation sequences of a2 as in Lemma 2.1 such that ‖a2 − a2,N‖1 ≤ C N−µ. Let
aN = a1 ∗ a2,N and bN = aN  aN . Then
ρ j,k := lim
N→∞ ρ(TbN |W kbN , j ) (2.5)
and
ρ j := lim
k→∞ ρ j,k (2.6)
both exist and do not depend on the specific choice of the sequences a2,N , where j = 1, . . . s, k
is a positive integer, and W kbN , j is defined by
W kbN , j := span
{
T nbN∆
k
jδ : n ≥ 0
}
.
Proof. For n = 1, 2, . . ., it follows from (2.4) and (1.4) that for all ξ = (ξ1, . . . , ξs) ∈ Rs ,
(T nbN∆
k
jδ)ˆ(ξ) =
1
mn
mn−1∑
i=0
[
n∏
l=1
b̂N ((M
T )−l(ξ + 2piγi ))
]
(∆kjδ)ˆ((MT )−n(ξ + 2piγi ))
= 1
mn
mn−1∑
i=0
[
n∏
l=1
|̂aN ((MT )−l(ξ + 2piγi ))|2
]
22k sin2k
×
(
(MT )−n(ξ j + 2piγi · e j )
2
)
≥ 0,
where {γi , i = 0, 1, . . . ,mn − 1} are mn distinct representatives of Zs/(MT )nZs .
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Hence,
1
(2pi)s
∫
[0,2pi)s
(T nbN∆
k
jδ)ˆ(ξ)dξ
= 1
mn(2pi)s
∫
(MT )n [0,2pi)s
[
n∏
l=1
b̂N ((M
T )−lξ)
]
(∆kjδ)ˆ((MT )−nξ)dξ
= 1
(2pi)s
∫
[0,2pi)s
[
n−1∏
l=0
b̂N ((M
T )lξ)
]
(∆kjδ)ˆ(ξ)dξ
= 1
(2pi)s
∫
[0,2pi)s
[
n−1∏
l=0
|̂aN ((MT )lξ)|2
]
22k sin2k
(
ξ j
2
)
dξ.
Note that
T nbN∆
k
j (0) ≤ ‖T nbN∆kjδ‖∞ ≤
1
(2pi)s
∫
[0,2pi)s
|(T nbN∆kjδ)ˆ(ξ)|dξ
= 1
(2pi)s
∫
[0,2pi)s
(T nbN∆
k
jδ)ˆ(ξ)dξ = T nbN∆kjδ(0).
Therefore,
‖T nbN∆kjδ‖∞ =
1
(2pi)s
∫
[0,2pi)s
[
n−1∏
l=0
|̂aN ((MT )lξ)|2
]
22k sin2k
(
ξ j
2
)
dξ. (2.7)
Similarly,
‖T nb ∆kjδ‖∞ =
1
(2pi)s
∫
[0,2pi)s
[
n−1∏
l=0
|̂a((MT )lξ)|2
]
22k sin2k
(
ξ j
2
)
dξ. (2.8)
By Lemma 2.1, for sufficiently large N , we have
max
(∣∣∣∣1− aˆ2,N (ξ)aˆ2(ξ)
∣∣∣∣ , ∣∣∣∣1− aˆ2(ξ)aˆ2,N (ξ)
∣∣∣∣) ≤ C N−µ.
It follows that
|aˆN (ξ)|2(1− C˜ N−µ)2 ≤ |aˆ(ξ)|2 ≤ |aˆN (ξ)|2(1+ C˜ N−µ)2, (2.9)
where C˜ is a constant independent of N and ξ .
This together with (2.7) and (2.8) implies
‖T nbN∆kjδ‖
1
n∞(1− C˜ N−µ)2 ≤ ‖T nb ∆kjδ‖
1
n∞ ≤ ‖T nbN∆kjδ‖
1
n∞(1+ C˜ N−µ)2. (2.10)
Since bN is finitely supported, by [12, Lemma 2.4], we have that W kbN , j is finite dimensional and
lim
n→∞ ‖T
n
bN∆
k
jδ‖
1
n∞ = ρ(TbN |W kbN , j ).
Let n→∞ in (2.10) and take upper limit on both sides. By Theorem 2.2, we have that
ρ(TbN |W kbN , j )(1− C˜ N
−µ)2 ≤ lim
n→∞ ‖T
n
b ∆
k
jδ‖
1
n∞ ≤ ρ(TbN |W kbN , j )(1+ C˜ N
−µ)2. (2.11)
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Let N →∞ in (2.11). Then we obtain that
ρ j,k := lim
N→∞ ρ(TbN |W kbN , j ) = limn→∞ ‖T
n
b ∆
k
jδ‖
1
n∞ (2.12)
exists.
On the other hand, let n→∞ in (2.10) and take the lower limit. We have
ρ(TbN |W kbN , j )(1− C˜ N
−µ)2 ≤ lim
n→∞
‖T nb ∆kjδ‖
1
n∞ ≤ ρ(TbN |W kbN , j )(1+ C˜ N
−µ)2. (2.13)
It follows that when N →∞ in (2.13),
lim
k→∞ ‖T
n
b ∆
k
jδ‖
1
n∞ = lim
n→∞
‖T nb ∆kjδ‖
1
n∞.
Therefore, we conclude that
ρ j,k = lim
N→∞ ρ(TbN |W kbN , j ) = limn→∞ ‖T
n
b ∆
k
jδ‖
1
n∞ = lim
N→∞ limn→∞ ‖T
n
bN∆
k
jδ‖
1
n∞ (2.14)
exists.
If a˜2,N is another sequence of approximations of a2, set a˜N = a1 ∗ a˜2,N and b˜N = a˜N  a˜N .
Then, we can easily obtain that
b̂N (ξ)(1− C N−µ)2 ≤ ̂˜bN (ξ) ≤ b̂N (ξ)(1+ C N−µ)2.
Thus,
‖T nbN∆kjδ‖
1
n∞(1− C N−µ)2 ≤ ‖T nb˜N∆
k
jδ‖
1
n∞ ≤ ‖T nbN∆kj‖
1
n∞(1+ C N−µ)2.
This immediately implies that ρ j,k is independent of the specific choice of the sequences a2,N .
Obviously, (2.8) implies ‖T nb ∆k+1j δ‖
1
n∞ ≤ 2 2n ‖T nb ∆kjδ‖
1
n∞; this yields
ρ j,k+1 ≤ ρ j,k · · · ≤ ρ j,1. (2.15)
Therefore
ρ j = lim
k→∞ ρ j,k (2.16)
exists. This completes the proof of the lemma. 
We point out that Lorentz and Oswald in [32] established a result similar to Lemma 2.3 in the
Fourier domain for the case in which a is exponentially decaying and M = 2Is×s .
Theorem 2.4. Suppose a ∈ Bµ for some µ ∈ Z+ and b := a  a. For n = 1, 2, . . ., let an be
given by (1.6). Let ρ j,k be defined by Lemma 2.3. Then for j = 1, . . . , s,
lim
n→∞ ‖∇
k
j an‖
1
n
2 =
√
ρ j,k .
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Proof. By the Parseval identity we have
‖∇kj an‖22 =
1
(2pi)s
∫
[0,2pi)s
|(∇kj an)ˆ(ξ)|2dξ
= 1
(2pi)s
∫
[0,2pi)s
|(an ∗ ∇kj δ)ˆ(ξ)|2dξ
= 1
(2pi)s
∫
[0,2pi)s
|ân(ξ)|2|∇̂kj δ(ξ)|2dξ
= 1
(2pi)s
∫
[0,2pi)s
(
n−1∏
l=0
|aˆ((MT )lξ)|2
)
22k sin2k
(
ξ j
2
)
dξ.
Combining this with (2.8), we obtain
‖∇kj an‖22 = ‖T nb ∆kjδ‖∞.
Consequently, in the light of (2.14),
lim
n→∞ ‖∇
k
j an‖
1
n
2 = limn→∞
√
‖T nb ∆kjδ‖
1
n∞ = √ρ j,k . 
We remark that for when mask a is finitely supported, Theorem 2.4 was established by
Goodman, Micchelli, and Ward in [10], and Jia in [18].
3. Characterization of smoothness
In this section, we shall give some characterizations of the smoothness properties of refinable
functions with mask a exhibiting polynomial decay and an isotropic dilation matrix M .
When a is finitely supported, b = a  a is also finitely supported. Jia [18] gave a character-
ization of the smoothness of refinable functions based on the spectral radius of Tb restricted to
some finite dimensional spaces W kj . Some similar characterizations were established by Cohen,
Gro¨chenig and Villemoes in [6] with a different method. We also remark that the regularity of
refinable functions in high dimensions has been considered by other researchers [5,22,24,25,28,
29,36,37].
The following theorems give some characterizations of smoothness of refinable functions in
terms of the refinement masks.
Theorem 3.1. Let a ∈ Bµ for some µ ∈ Z+ and M be an isotropic dilation matrix with
m = | det M |. Let φ ∈ L2(Rs) be the normalized solution of refinement equation (1.1). Suppose
ν > 0 and k is a positive integer. For n = 1, 2, . . ., let an be given by (1.6). If there exists a
constant C > 0 such that
‖∇kj an‖2 ≤ Cm(1/2−ν/s)n ∀n ∈ N and j = 1, . . . , s, (3.1)
then φ ∈ Lip∗(ν, L2(Rs)). Conversely, if φ ∈ Lip∗(ν, L2(Rs)) and the shifts of φ are stable,
then (3.1) holds for k > ν.
Proof. Since φ ∈ L2(Rs) satisfying refinement equation (1.1), it follows from (1.5) that
φ =
∑
α∈Zs
an(α)φ(M
n · −α) ∀n ∈ N.
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Therefore
∇kM−ne jφ =
∑
α∈Zs
∇kj an(α)φ(Mn · −α). (3.2)
By the discrete version of Young’s inequality (2.2), we obtain
‖∇kM−ne jφ‖2 =
∫
Rs
∣∣∣∣∣∑
α∈Zs
∇kj an(α)φ(Mn x − α)
∣∣∣∣∣
2
dx
 12
= m− n2
∑
β∈Zs
∫
β+[0,1]s
∣∣∣∣∣∑
α∈Zs
∇kj an(α)φ(x − α)
∣∣∣∣∣
2
dx
 12
= m− n2
∑
β∈Zs
∫
[0,1]s
∣∣∣∣∣∑
α∈Zs
∇kj an(α)φ(x − β − α)
∣∣∣∣∣
2
dx
 12
= m− n2
∫
[0,1]s
∑
β∈Zs
∣∣∣∣∣∑
α∈Zs
∇kj an(α)φ(x − β − α)
∣∣∣∣∣
2
dx
 12
≤ m− n2
∫
[0,1]s
‖∇kj an‖22
∑
β∈Zs
|φ(x − β)|
2 dx

1
2
≤ m− n2 ‖∇kj an‖2 |φ|L2[0,1]s .
This in connection with (3.1) tells us that
‖∇kM−ne jφ‖2 ≤ Cm−
νn
s |φ|L2[0,1]s . (3.3)
It follows from [18, Theorem 2.1] that (3.3) is equivalent to
‖∇kyφ‖2 ≤ C |y|ν ∀y ∈ Rs .
This shows that φ ∈ Lip∗(ν, L2(Rs)), as desired.
Conversely, since the shifts of φ are stable, combining (1.2) and (3.2) together, we see that
m−
n
2 ‖∇kj an‖2 ≤ C2‖∇kM−ne jφ‖2, (3.4)
where C2 is a constant independent of n and j . If φ ∈ Lip∗(ν, L2(Rs)), then for k > ν
‖∇kM−ne jφ‖2 ≤ Cm−
νn
s . (3.5)
Therefore, (3.1) follows from (3.4) and (3.5) immediately. 
Theorem 3.2. Let a ∈ Bµ for some µ ∈ Z+ satisfying (1.7) and b = a  a. Suppose φ is a L2-
solution of refinement equation (1.1) with M being an isotropic dilation matrix and m = | det M |.
For j = 1, . . . , s, let ρ j be defined by Lemma 2.3 and
ρ := max {ρ j : j = 1, . . . , s} .
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Then ν(φ) ≥ ν := s2 (1 − logm ρ). Moreover, if the shifts of φ are stable, then ν(φ) = s2
(1− logm ρ).
Proof. By Theorem 2.4, for any given ε > 0, there exists L > 0 such that for all n ≥ L and k
large enough,
‖∇kj an‖
1
n
2 = ‖T nb ∆kjδ‖
1
2n∞ ≤ (ρ + ε) 12 .
Note that, for all ν˜ ≤ s2 (1− logm(ρ + ε)), we have (ρ + ε)
1
2 ≤ m( 12− ν˜s ).
It follows that
‖∇kj an‖
1
n
2 ≤ m(
1
2− ν˜s ). (3.6)
By Theorem 3.1, φ belongs to Lip∗(ν˜, L2(Rs)). Hence, ν(φ) ≥ s2 (1− logm(ρ+ ε)). Since ε can
be chosen arbitrarily small, we conclude that ν(φ) ≥ s2 (1− logm ρ). The first part of the theorem
follows.
Next, we prove the second part of the theorem by contradiction. For a = a1 ∗ a2, by
Lemma 2.1, we can choose sequences a2,N (N = 1, 2, . . .) approximating a2. Let
aN = a1 ∗ a2,N .
Then the masks aN approximate a and generate a sequence of refinable functions φN with
compact support.
Since the shifts of φ are stable, by [30, Theorem 3.3], the cascade algorithm associated with
mask a and dilation matrix M converges in L2(Rs). Thus, a satisfies the basic sum rule and
ρ(Tb|Y ) < 1. Let bN := aN  aN . Since
lim
N→∞ TbN = Tb
in the Bµ-norm, we obtain that
ρ(TbN |Y ) < 1
for N large enough. In addition, since a satisfies the basic sum rule if and only if aˆ(2pi(MT )−1ω)
= 0,∀ω ∈ Ω \ {0}, the masks aN associated with φN also satisfy the basic sum rule as soon as
N is sufficiently large. By virtue of [30, Theorem 3.2], we conclude that the cascade algorithms
associated with masks aN and dilation matrix M converge in L2(Rs), which immediately implies
φN ∈ L2(Rs) for all N large enough.
Since the shifts of φ are stable, for any ξ ∈ Rs , there exists at least one α ∈ Zs such that
φˆ(ξ + 2piα) 6= 0. Noting that
φˆ(ξ + 2piα) =
∞∏
j=1
1
m
aˆ
(
ξ + 2piα
2 j
)
=
∞∏
j=1
1
m
aˆ1
(
ξ + 2piα
2 j
) ∞∏
j=1
aˆ2
(
ξ + 2piα
2 j
)
,
it follows that
∞∏
j=1
1
m
aˆ1
(
ξ + 2piα
2 j
)
6= 0.
On the other hand,
φˆN (ξ + 2piα) =
∞∏
j=1
1
m
aˆN
(
ξ + 2piα
2 j
)
=
∞∏
j=1
1
m
aˆ1
(
ξ + 2piα
2 j
) ∞∏
j=1
aˆ2,N
(
ξ + 2piα
2 j
)
.
Accordingly, φˆN (ξ + 2piα) 6= 0 for all sufficiently large N and the shifts of φN are stable.
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Assume φ ∈ Lip∗(γ, L2(Rs)) for some γ > s2 (1− logm ρ). By Theorem 3.1, we can find that
for k > γ ,
‖∇kj an‖2 ≤ Cm(1/2−γ /s)n ∀n ∈ N and j = 1, . . . , s.
By the proof in Theorem 2.4, we have that
‖∇kj an‖
1
n
2 = ‖T nb ∆kjδ‖
1
2n∞ .
Thus,
‖T nb ∆kjδ‖
1
2∞ ≤ Cm(1/2−γ /s)n .
Fix any γ˜ ∈ ( s2 (1− logm ρ), γ ). It follows from (2.10), for sufficiently large N , that
‖T nbN∆kjδ‖
1
2∞ ≤ Cm(1/2−γ˜ /s)n .
By Theorem 3.1, we deduce φN ∈ Lip∗(γ˜ , L2(Rs)). Hence, ν(φN ) ≥ γ˜ for N large
enough. In addition, since the shifts of φN are stable, it follows from [18, Theorem 3.4] that
ν(φN ) = s2 (1− logm ρ(TbN |W kbN , j )) for some j = 1, . . . , s and k large enough.
Therefore, s2 (1 − logm ρ(TbN |W kbN , j )) = ν(φN ) ≥ γ˜ >
s
2 (1 − logm ρ) for N and k large
enough. By the definition of ρ, this is impossible. The contradiction proves ν(φ) ≤ s2 (1−logm ρ).
This completes the proof. 
Remark 3.3. We point out that Theorem 3.2 characterizes the optimal smoothness of a refinable
function with mask a exhibiting polynomial decay and an isotropic dilation matrix M . In
particular, when mask a is finitely supported, the L2-solution of refinement equation (1.1)
naturally lies in L2(Rs). Therefore, Theorems 3.1 and 3.2 really extend Theorems 2.2 and 3.4 of
[18] to the case in which mask a is infinitely supported.
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