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Abstract. This article is devoted to a description of the dynamics of
the phase flow of monotone contact Hamiltonian systems. Particular
attention is paid to locating the maximal attractor (or repeller), which
could be seen as the union of compact invariant sets, and investigating
its topological and dynamical properties. This is based on an analysis
from the viewpoint of gradient-like systems.
1. Introduction and statement of the main results
Let M be an n-dimensional, closed, connected C∞ manifold. Equipped
with the canonical symplectic form Ω = dx ∧ dp, the cotangent bundle
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2 L. JIN AND J. YAN
T ∗M becomes a symplectic manifold. A Hamiltonian system on (T ∗M, ω)
is defined as the symplectic gradient vector field of a C2 function, called
Hamiltonian, on T ∗M. As the natural framework of classical and celestial
mechanics, Hamiltonian systems received much attention and were exten-
sively studied since the time of Newton. However, Hamiltonian systems
can only be used as the mathematical model of conservative systems such as
classical mechanical system or the micro-canonical ensemble in statistical
mechanics. Therefore, to apply theoretical results to systems exchanging
energy with an environment, one has to find a more suitable generalization
of Hamiltonian systems.
As direct generalizations of Hamiltonian systems via characteristic the-
ory for first order PDEs, contact Hamiltonian systems becomes a worth try-
ing choice. Such systems are determined by the standard contact structure
and a C2 function on the manifold of 1-jets of functions on M and have not
been considered as much as their symplectic counterparts. In recent years,
several applications of contact Hamiltonian dynamics have been found in
equilibrium or irreversible thermodynamics, statistical physics and classical
mechanics of dissipative systems. For a nice survey of such applications,
we refer to [4].
The mathematical study of contact Hamiltonian system begins with a typ-
ical example, the discounted systems. The dynamics of discounted system
were investigated by from different aspects including quasi-periodic mo-
tions [6, 7], Aubry-Mather sets in low dimension model [11, 17, 18, 19],
generalization of Aubry-Mather theory and weak KAM theory [21] and ap-
plications to PDE problems [14, 16]. The variational theories for more gen-
eral contact Hamiltonian systems with arbitrary degree of freedom were
explored in the series of works [25, 26, 27, 28] and [8, 9].
Among the above miscellaneous works, [21, 28] is of particular inter-
ests to us because variational theory is applied to understand the global
dynamics of monotone contact Hamiltonian systems under Tonelli assump-
tions. More precisely, in [28], the authors find a compact subset of the phase
space containing all ω-limit sets of the phase flow; while in the in [21], the
authors defines and locates the maximal attractor, i.e., the union of all com-
pact, invariant sets, which, at least to us, is a suitable and promising concept
in the investigation of the dissipative feature of such systems. Inspired by
these two works, the aim of this paper is two fold, to study the maximal
attractor and global dynamics of the system in more detail, and to present
the results in an elementary way under more relaxed assumptions. We want
to emphasis that our approach is based on an analysis of the system from
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the gradient-like viewpoint (constructing Lyapunov functions of the phase
flow) and is independent of the variational approach mentioned before.
Once and for all, we choose an auxiliary complete Riemannian metric on
M and, with slight abuse of notation, use ‖ · ‖x to denote the norm induced
on the cotangent bundle T ∗M. Via a canonical diffeomorphism, we identify
(T ∗M × R, α) with the contact manifold of 1-jets of functions on M, where
α = du − pdx denotes the standard tautological 1-form. We consider a
C2 function H : T ∗M × R → R, called monotone contact Hamiltonian,
satisfying
(H1) ∂
2H
∂p2
(x, p, u) is positive definite for every (x, p, u) ∈ T ∗M × R,
(H2) lim‖p‖x→∞ H(x, p, u) → ∞ for every (x, u) ∈ M × R,
and
(M−)
∂H
∂u
(x, p, u) ≥ λ for some λ > 0 and every (x, p, u) ∈ T ∗M × R,
or alternatively, (H1)-(H2) and
(M+)
∂H
∂u
(x, p, u) ≤ −λ for some λ > 0 and every (x, p, u) ∈ T ∗M × R,
and the contact Hamiltonian vector field XH associated to H and α by
(1) LXHα = −
∂H
∂u
α, α(XH) = −H,
where LXH denotes the Lie derivative along the vector field XH . The aim of
this paper is to study the global dynamics of the phase flowΦt
H
generated by
XH. Physically, the orbit of such a flow generalizes the motion of particles
in mechanical systems with friction or simulation.
For any z ∈ T ∗M × R, let α(z) (resp. ω(z)) denotes the α-limit set of z
(resp. ω-limit set of z) under Φt
H
. It turns out that the global dynamics of
Φt
H
is closely related to a compact, invariant set called maximal attractor (or
repeller), which is formally
Definition 1.1. A compact set A ⊂ T ∗M × R is called a global attractor
(resp. repeller) of Φt
H
if it is Φt
H
-invariant and for any z ∈ T ∗M × R, ω(z)
(resp. α(z)) ⊆ A.
Moreover, a global attractor (resp. repeller) A is called maximal if it is
a maximal element in the partially ordered set of all global attractors with
the relation ⊆.
Remark 1.2. The definition of global attractor (resp. repeller) is equivalent
to that on [21, page 780]: for any neighborhood O of A and z ∈ T ∗M × R,
there is T (z,O) > 0 (resp. < 0) such that Φt
H
(z) ∈ O for t ≥ T (resp. t ≤ T).
Remark 1.3. The notion of attractor (or repeller) is so important in the
study of dynamical systems that many literatures devote to giving a widely
accepted definition, for example [12, 22, 23].
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Although there maybe more than one global attractors for Φt
H
, the maxi-
mal attractor (resp. repeller) ofΦt
H
is unique (if exists) and equals the union
of compact Φt
H
-invariant sets. We shall denote it byAH.
Since the phase space T ∗M × R of Φt
H
is non-compact, the existence of
maximal attractor or repeller is not a trivial fact. Using tools from Aubry-
Mather theory and weak KAM theory, this fact was established in [21] for
the case of conformally symplectic flow, i.e. H(x, p, u) = λu+h(x, p), λ > 0,
and in [28] for monotone contact Hamiltonians satisfying Tonelli assump-
tions.
Besides another proof of this fact, our first result offers some information
on the topological structure of the maximal attractor (resp. repeller), namely
Theorem A. Assume the contact Hamiltonian H ∈ C2(T ∗M×R,R) satisfies
(H1)-(H2) and (M−) (resp. (H1)-(H2) and (M+)), then
(A1) Φt
H
is forward (resp. backward) complete, i.e., Φt
H
is well-defined
for all t ∈ [0,+∞) (resp. t ∈ (−∞, 0]).
(A2) The maximal attractor (resp. repeller)AH for Φ
t
H
exists and α(z) ,
∅ (resp. ω(z) , ∅) if and only if z ∈ AH. Precisely, for every
neighborhood O ofAH and every compact set K ⊂ T
∗M × R, there
is T (K ,O) > 0 (resp. T (K ,O) < 0) such that
ΦtH(K) ⊂ O for all t ≥ T (resp. t ≤ T ).
(A3) There exists a basis of neighborhoods {Ot}t≥0 ofAH such that every
Ot is homotopic equivalent to M. In particular,AH is connected.
Remark 1.4. (A2) obviously implies Definition 1.1. The statement (A2)
means that we may choose T (z,O) to be uniform for all z in any compact
set K of T ∗M × R.
To study the dynamics ofΦt
H
onAH, we shall focus on monotone contact
Hamiltonians satisfying the additional assumptions:
(H3) ∂H
∂p
(x, 0, u) = 0 for every (x, u) ∈ M × R,
and, if we set
FH = {(x0, 0, u0) ∈ T
∗M × R : ∂xH(x0, 0, u0) = 0,H(x0, 0, u0) = 0},
(H4) x0 is a nondegenerate critical point of the function x 7→ H(x, 0, u0)
for every (x0, u0) ∈ FH.
Remark 1.5. (H3) means that the convex function p 7→ H(x, p, u) attains
its minimum at 0 ∈ T ∗xM for every (x, u) ∈ M × R. According to (H3), FH
consists of all equilibria of XH.
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Remark 1.6. Combining (H4) and the compactness of M, for every u0 ∈ R,
there are only finitely many isolated points x0 ∈ M such that (x0, u0) ∈ FH.
Notice that contact Hamiltonians satisfying (H4) form an open and dense
subset of the space of contact Hamiltonians satisfying (H1)-(H3).
We further explain the assumptions (H3)-(H4) by giving the following
Example 1.7. There is a natural class of contact Hamiltonians satisfying
(H3), namely ones satisfying the symmetry assumption:
H(x, p, u) = H(x,−p, u) for every (x, p, u) ∈ T ∗M × R.
In particular, the Hamiltonian H : T ∗M × R→ R defined by
(2) H(x, p, u) = K(x, p) + V(x) + λu,
where K(x, p) = 1
2
‖p‖2x denotes the kinetic energy of moving particles and
V : M × R → R is a C2 potential, is a monotone Hamiltonian satisfying
(H3). In addition, if V is a Morse function, then (H4) is satisfied.
To describe the structure ofAH, we need an elementary class of invariant
sets other than equilibria. For two distinct equilibria z0, z1 ∈ FH, we use
Σ(z0, z1) to denote the set of all z ∈ T
∗M × R satisfying
lim
t→−∞
ΦtH(z) = z0, lim
t→+∞
ΦtH(z) = z1.
Let
ΣH =
⋃
z0,z1∈FH
Σ(z0, z1),
then ΣH is clearly Φ
t
H
-invariant. Our second main result can be summarized
into the following
Theorem B. Assume the contact Hamiltonian H ∈ C2(T ∗M×R,R) satisfies
(H1)-(H4) and (M−) (resp. (H1)-(H4) and (M+)), then
(B1) The maximal attractor (resp. repeller)AH = FH∪ΣH . In particular,
AH is path-connected.
(B2) For any z ∈ T ∗M ×R, both α(z), ω(z) consist of at most one equilib-
rium in FH.
(B3) For two equilibria z0 = (x0, 0, u0), z1 = (x1, 0, u1) ∈ FH, assume
Σ(z0, z1) , ∅, then u0 < u1.
The remaining of this paper is organized as follows. In Section 2, we
analysis system (3) from the viewpoint of gradient-like system by deriving
two Lyapunov functions that are crucial for the proof of Theorem A. Section
3 is devoted to the proof of Theorem A. In Section 4, we prove Theorem B
and apply it to the discounted systems. The appendix contains preliminaries
which maybe helpful for understanding the main body of this paper.
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2. Analysis from a gradient-like viewpoint
An important feature of the monotone contact Hamiltonian systems is
that the phase flow Φt
H
possesses various Lyapunov functions on corre-
sponding domains of the phase space. In this section, we shall give a de-
tailed analysis of Φt
H
in this direction, then use these results to derive some
forward or backward invariant sets. Efforts are paid to the presentation to
minimize the preknowledge.
2.1. Settings and first Lyapunov function.
Let TM and T ∗M denote the tangent and cotangent bundle of M. A point
of TM will be denoted by (x, x˙), where x ∈ M and x˙ ∈ TxM, and a point
of T ∗M by (x, p), where p ∈ T ∗xM is a linear form on TxM. The canonical
pairing between tangent and cotangent bundles are denoted by 〈·, ·〉. We
shall use either z or the local coordinates (x, p, u) to denote a point of T ∗M×
R. In this and later sections, we always assume the contact Hamiltonian
H ∈ C2(T ∗M × R,R) satisfies (H1)-(H2).
To begin with, we use local coordinates to express the tautological 1-form
α and the contact Hamiltonian vector field XH as α = du − pdx, and
(3) XH :

x˙ = ∂H
∂p
,
p˙ = −∂H
∂x
− ∂H
∂u
· p,
u˙ = ∂H
∂p
· p − H,
respectively. Since H ∈ C2(T ∗M × R,R), (3) shows that XH is a C
1 vector
field on T ∗M × R. Thus the fundamental theorems for ordinary differential
equations states that, for every z = (x, p, u) ∈ T ∗M × R, there is a unique
integral curve of XH passing through z, with the maximum existence interval
(a(z), b(z)), where a(z) < 0 < b(z). We use
either ΦtH(z) or z(t) = (x(t), p(t), u(t)), t ∈ (a(z), b(z))
to denote the integral curve through z. Notice that z(t) is C1 with respect to
t, by (3), one can compute as
H˙(z(t)) = 〈dH, XH〉 (z(t)) =
[
∂H
∂x
· x˙ +
∂H
∂p
· p˙ +
∂H
∂u
· u˙
]
(z(t))
=
[
∂H
∂x
·
∂H
∂p
−
∂H
∂p
·
(∂H
∂x
+
∂H
∂u
· p
)
+
∂H
∂u
·
(∂H
∂p
· p − H
)]
(z(t))
= −
∂H
∂u
(z(t)) · H (z(t)),
which states that
(4) H(z(t)) = e−
∫ t
0
∂H
∂u
(z(s))ds · H(z), t ∈ (a(z), b(z)).
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Combining (4) and the monotonicity assumptions on H, one has the well-
known
Proposition 2.1 (First Lyapunov function). For all z ∈ T ∗M ×R, the con-
tact Hamiltonian H never changes its sign along the integral curve Φt
H
(z).
Moreover, assume H : T ∗M × R→ R satisfies (M−) (resp. (M+)), then
|H(z(t))| ≤ e−λt · |H(z)|, t ∈ [0, b(z))
(resp. |H(z(t))| ≤ eλt · |H(z)|, t ∈ (a(z), 0]).
(5)
As an immediate consequence of the above proposition, we have
Corollary 2.2. Assume H : T ∗M ×R→ R satisfies (M−) (resp. (M+)), then
for δ > 0, H−1(0) and H−1((−∞, δ)) is forward (resp. backward) invariant
under Φt
H
.
Proof. Assume H(z) ∈ [e−, e+] for some e− ≤ 0 ≤ e+. Then using Proposi-
tion 2.1, we have
e− ≤ e
−λte− ≤ H(z(t)) ≤ e
−λte+ ≤ e+, t ∈ [0, b(z)),
(resp. e− ≤ e
λte− ≤ H(z(t)) ≤ e
λte+ ≤ e+, t ∈ (a(z), 0], )
which implies that z(t) ∈ H−1([e−, e+]). This completes the proof. 
2.2. HJ equation and second Lyapunov function.
It is known [2, Chapter 1-2], by the wave-particle duality, that (3) is the
characteristic system for some Hamilton-Jacobi PDE associated to H so that
the dynamics of Φt
H
is closely related to the solution of the corresponding
equation.
Assume H : T ∗M × R → R satisfies (M−) (resp. (M+)), we consider the
Hamilton-Jacobi equation
H(x, ∂xu, u) = 0, x ∈ M(HJ−)
(resp. H(x,−∂xu,−u) = 0, x ∈ M).(HJ+)
Notice that if H(x, p, u) satisfies (H1)-(H2) and (M+), then H(x,−p,−u)
satisfies (H1)-(H2) and (M−). From the theory of Hamilton-Jacobi equa-
tions, we know that (HJ−) (resp. (HJ+)) admits a unique solution u− (resp.
−u+) ∈ C(M,R), which is in general not C
1 and should be understood in
the viscosity sense. By the theory of viscosity solutions [15], u± is Lips-
chitz continuous on M. Rademacher Theorem implies du± exists for almost
every point on M. Thus for every x ∈ M, the set
D∗u±(x) = {p ∈ T
∗
xM : ∃{xk} ⊆ M \ {x}, x = lim
k→∞
xk, p = lim
k→∞
du±(xk)}
is non-empty and compact. A more detailed analysis [10, Theorem 3.2.1,
Proposition 5.3.1, Theorem 5.3.6] shows that
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Proposition 2.3. u− (resp. u+) : M → R is locally semiconcave (resp.
semiconvex) and for every x ∈ M and p ∈ D∗u±(x),
H(x, p, u±(x)) = 0.
In particular, for every x˙ ∈ TxM, the directional derivative
∂u±(x, x˙) = lim
h→0+
u±(x + hx˙) − u±(x)
h
exists and
∂u−(x, x˙) = min
p∈D∗u−(x)
〈p, x˙〉,
∂u+(x, x˙) = max
p∈D∗u+(x)
〈p, x˙〉.
(6)
Remark 2.4. The function u− (resp. u+) coincides with the backward (resp.
forward) weak KAM solution for (HJ−) defined in [28].
The next lemma is well-known in convex analysis, it is used to derive the
second Lyapunov function for Φt
H
. The proof is omitted, interested reader
may refer to [24, Theorem 23.5].
Lemma 2.5. Assume H : T ∗M × R → R is a C1 function satisfying (H1),
then
〈p, x˙〉 − H(x, p, u) = sup
p′∈T ∗xM
{
〈p′, x˙〉 − H(x, p′, u)
}
if and only if x˙ = ∂H
∂p
(x, p, u).
Remark 2.6. The coercive assumption (H2) can not ensure that for every
(x, x˙) ∈ TM,
sup
p′∈T ∗xM
{
〈p′, x˙〉 − H(x, p′, u)
}
is attained by some p ∈ T ∗xM.
For z = (x, p, u), assume H : T ∗M × R → R satisfies (M−) (resp. (M+)),
let us define
(7) F(z) = u−(x) − u (resp. F(z) = u − u+(x)),
then the following theorem shows that, besides |H|, F serves as another Lya-
punov function on F−1([0,+∞)).
Theorem 2.7 (Second Lyapunov function). For every z = (x, p, u) such
that F(z) ≥ 0,
(8) LXHF(z) ≤ −λF(z) (resp. L−XHF(z) ≤ −λF(z)),
with the left hand vanishes if and only if u = u−(x), p ∈ D
∗u−(x) (resp.
u = u+(x), p ∈ D
∗u+(x)) and for any p
′ ∈ D∗u−(x) (resp. p
′ ∈ D∗u+(x)),
〈p − p′,
∂H
∂p
(x, p, u)〉 ≤ 0.
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In particular, F is monotone decreasing along forward (resp. backward)
Φt
H
-orbit segments in F−1([0,+∞)).
Proof. Notice that the existence of direction derivative follows from Propo-
sition 2.3. In this proof, we set x˙ = 〈dx, XH〉, u˙ = 〈du, XH〉.
Assume H satisfies (M−) and F(z) ≥ 0. For any p
′ ∈ D∗u−(x), we use (3)
to compute
LXHF(z) = ∂u−(x, x˙) − u˙
≤ 〈p′, x˙〉 − u˙ = 〈p′, x˙〉 −
[
〈p, x˙〉 − H(x, p, u)
]
≤ 〈p′, x˙〉 −
[
〈p′, x˙〉 − H(x, p′, u)
]
=H(x, p′, u) − H(x, p′, u−(x))
≤λ(u − u−(x)) = −λF(z),
The third equality follows from Proposition 2.3. The first inequality follows
from (6), the second one uses Lemma 2.5 and the third one is due to (M−).
Assume H satisfies (M+) and F(z) ≥ 0. We use (3) to compute
L−XHF(z) = −u˙ − ∂u+(x,−x˙)
= − u˙ + 〈p¯, x˙〉 = 〈p¯, x˙〉 −
[
〈p, x˙〉 − H(x, p, u)
]
≤ 〈p¯, x˙〉 −
[
〈p¯, x˙〉 − H(x, p¯, u)
]
=H(x, p¯, u) − H(x, p¯, u+(x))
≤ λ(u+(x) − u) = −λF(z),
where p¯ ∈ D∗u+(x) satisfies ∂u+(x,−x˙) = 〈p¯,−x˙〉. The fourth equality fol-
low from Proposition 2.3. The first inequality uses Lemma 2.5, the second
one is due to (M+).
Note that if the left hand of (8) vanishes, then every inequality in the
above computation occurs to be an equality. Let p¯ ∈ D∗u±(x) satisfies
〈p¯, x˙〉 = min
p′∈D∗u±(x)
〈p′, x˙〉.
The inequality using Lemma 2.5 gives p = p¯ and the last inequality be-
comes an equality if and only if u = u−(x) (resp. u = u+(x)). 
From the above theorem, it is natural to define
U = {z ∈ T ∗M × R : F(z) ≤ 0}
= {(x, p, u) ∈ T ∗M × R : u ≥ u−(x)}
(resp. = {(x, p, u) ∈ T ∗M × R : u ≤ u+(x)}),
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and for δ > 0,
Uδ = {z ∈ T
∗M × R : F(z) < δ}
= {(x, p, u) ∈ T ∗M × R : u > u−(x) − δ}
(resp. = {(x, p, u) ∈ T ∗M × R : u < u+(x) + δ}).
The following corollary is a direct consequence of Theorem 2.7.
Corollary 2.8. Assume H : T ∗M × R → R satisfies (M−) (resp. (M+)), U
andUδ, δ > 0 are forward (resp. backward) invariant under Φ
t
H
.
Proof. We shall give the proof in case that H satisfies (M−), the other part
is completely similar. For every z ∈ U, set f (t) = F ◦ z(t), t ∈ [0, b(z)). We
argue by contradiction: assume that there is z ∈ U and T > 0, such that
f (0) ≤ 0, f (T ) > 0.
By the continuity of the function f (t), there is τ ∈ [0, T ] such that
f (τ) = 0, f (t) ≥ 0 for t ∈ [τ, T ].
This contradicts with Theorem 2.7 since τ < T and
F ◦ z(τ) = f (τ) = 0 < f (T ) = F ◦ z(T ).
Notice that if z ∈ Uδ and z(T ) < Uδ, then there is τ > 0 such that
0 < f (τ) < δ, f (T ) ≥ δ.
To complete the proof, one use the same argument as above. 
3. Proof of Theorem A
For a monotone contact Hamiltonian H, it is found that most orbits ofΦt
H
goes forward (resp. backward) to some compact, Φt
H
-invariant set called
maximal attractor (resp. repeller). This section is devoted to the investiga-
tion of maximal attractor (resp. repeller), it is divided into three sections
corresponding to the conclusions in Theorem A.
In this section, U0 ≥ 0 denotes the C
0-norm of u− (resp. u+) ∈ C(M,R)
associated to the contact Hamiltonian H satisfying (M−) (resp. (M+)).
3.1. Forward or backward completeness.
To show the forward (resp. backward) completeness of the flow, the first
task is to build compact forward (resp. backward) invariant sets. This is
due to the following simple observation:
Lemma 3.1. Assume H : T ∗M × R → R satisfies (M−) (resp. (M+)), then
for every e,U ∈ R,
Y(e,U) := {(x, p, u) ∈ T ∗M × R : H(x, p, u) ≤ e, u ≥ U}
(resp. := {(x, p, u) ∈ T ∗M × R : H(x, p, u) ≤ e, u ≤ U})
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is compact.
Proof. From the definition,Y(e,U) is closed and that by (H2′) (see Appen-
dix), for all (x, p, u) ∈ Y(e,U), ‖p‖x ≤ P(e,U). Now the assumption (M±)
implies
|u| ≤
1
λ
|H(x, p, u) − H(x, p, 0)| ≤
1
λ
(
e+ + max
‖p‖x≤P
|H(x, p, 0)|
)
.
Thus Y(e,U) is also bounded, this completes the proof. 
We define
Y = H−1(0) ∩U,
and for δ > 0,
(9) Yδ = H
−1((−∞, δ)) ∩Uδ.
Denote by Yδ the closure of Yδ, it follows directly from Lemma 3.1 that
Theorem 3.2. Assume H : T ∗M × R → R satisfies (M−) (resp. (M+)), Y
and Yδ are compact and forward (resp. backward) invariant under Φ
t
H
.
Proof. By definition, (H2) and (M−) (resp. (M+)),
Yδ = H
−1((−∞, δ]) ∩ F−1((−∞, δ]), and Y ⊂ Yδ
are closed sets. It is easy to see that
Yδ ⊆ Y(δ,−U0 − δ) resp. Yδ ⊆ Y(δ,U0 + δ).
By Lemma 3.1, being a closed subset of a compact set, Yδ and Y must be
compact. The forward (resp. backward) invariance of Yδ and Y follows
directly from Corollary 2.2 and 2.8. 
An important corollary of the above proposition is
Proof of (A1): Assume H : T ∗M × R → R satisfies (M−) (resp. (M+)),
by Theorem 2.7 and Corollary 2.8, for every z ∈ T ∗M × R, we have the
following dichotomy:
• there is T ∈ [0, b(z)) (resp. T ∈ (a(z), 0]) such that Φt
H
(z) ∈ U for
t ∈ [T, b(z)) (resp. t ∈ (a(z), T ].
• {Φt
H
(z)}t∈[0,b(z)) ⊆ U
c, then it follows that
0 ≤ F(ΦtH(z)) ≤ e
−λtF(z) ≤ F(z), t ∈ [0, b(z))
(resp. 0 ≤ F(ΦtH(z)) ≤ e
λtF(z) ≤ F(z), t ∈ (a(z), 0]).
(10)
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Set ez = |H(z)|,Uz = −U0 − F(z) (resp. Uz = U0 + F(z)), combining
Proposition 2.1 and the above, for every z ∈ T ∗M × R,
ΦtH(z) ∈ Y(ez,Uz), t ∈ [0, b(z)) (resp. t ∈ (a(z), 0]).
Now we use Proposition 3.1 and Corollary 5.2 to see that b(z) = ∞ (resp.
a(z) = −∞) and the conclusion follows. 
Together with (5) and (10), we obtain the by-product that for every z ∈
T ∗M × R,
(11) ω(z) (resp. α(z)) ∈ H−1(0) ∩U = Y
Remark 3.3. It is equivalent to say, if H satisfies (M−) (resp. (M+)), then
Φt
H
: T ∗M × R→ T ∗M × R is well-defined for any t ≥ 0 (resp. t ≤ 0).
3.2. Existence and location.
As the second step, we prove the existence of maximal attractor (resp. re-
peller) by locating the maximal compact, Φt
H
-invariant set. This fact serves
as a stronger version of (11).
Theorem 3.4. Any compact Φt
H
-invariant set is contained in Y.
Proof. Assume there is z = (x, p, u) ∈ T ∗M × R and a compact set K ⊂
T ∗M×R such thatΦt
H
(z) = z(t) = (x(t), p(t), u(t)) ∈ K for all t ∈ (a(z), b(z)).
We shall prove z ∈ Y.
By Lemma 5.1, it is easy to see that (a(z), b(z)) = R.
There is e(K) > 0 such that |H(z′)| ≤ e(K) for any z′ ∈ K . It follows
from Proposition 2.1 that for any T > 0,
|H(z)| ≤ e−λT |H(z(−T ))| ≤ e−λTe(K),
we send T goes to infinity to find z ∈ H−1(0).
There is U(K) > 0 such that |F(z′)| ≤ U(K) for any z′ ∈ K . Similarly,
one uses Theorem 2.7 to deduce that for any T > 0
F(z) ≤ e−λTF(z(−T )) ≤ e−λTU(K),
Sending T goes to infinity to find F(z) ≤ 0 and z ∈ U ∩ H−1(0) = Y. 
As the consequences of (A1) and Theorem 3.4 implies
Theorem 3.5. The maximal global attractorAH for Φ
t
H
exists and
AH ⊂ Y.
Moreover, α(z) , ∅ (resp. ω(z) , ∅) if and only if z ∈ AH.
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Proof. LetAH be the closure of the union of all compact Φ
t
H
-invariant sets.
By Theorem 3.4, AH is a closed subset of Y, thus is compact. It is easy to
verify, by continuity of Φt
H
, that for all z ∈ AH, (a(z), b(z)) = R and AH
itself is Φt
H
-invariant.
Assume H satisfies (M−) (resp. (M+)), for every z ∈ T
∗M × R, by (11),
ω(z) (resp. α(z)) is a compact Φt
H
-invariant set in Y, thus a subset of AH.
So any neighborhood O of AH is also a neighborhood of ω(z) (resp. α(z))
and, by the definition of ω-limit set (resp. α-limit set), there is T (z,O) > 0
(resp. T (z,O) < 0) such that Φt
H
(z) ∈ O for all t ≥ T (resp. t ≤ T ). Thus
by Definition 1.1, AH is a global attractor (resp. repeller) of Φ
t
H
and its
maximality is implied by the definition.
Assume H satisfies (M−) (resp. (M+)) and α(z) , ∅ (resp. ω(z) , ∅).
From Lemma 5.1, we conclude that (a(z), b(z)) = R. Using equation (4), it
is clear that z ∈ H−1(0). Thus, by Theorem 2.7,
lim
t→−∞
F(z(t))(resp. lim
t→+∞
F(z(t))) = sup
t∈R
F(z(t)) exists.
Now Lemma 3.1 ensures that Im(z(t)) is a compact Φt
H
-invariant set and is
contained inAH. This completes the proof. 
Remark 3.6. Let pi : T ∗M ×R→ T ∗M be the projection forgetting u. Since
AH ⊂ Y ⊂ H
−1(0), pi|AH is a homeomorphism onto its image.
3.3. Attractiveness and topological properties.
The aim of this section is to prove the remaining conclusion of (A2) and
(A3), thus complete the proof of Theorem A.
Assume H satisfies (M−) (resp. (M+)), let us define
(12) AˆH =
⋂
t≥0
ΦtH (Yδ) (resp. AˆH =
⋂
t≤0
ΦtH (Yδ)),
then AˆH is compact and by Theorem 3.2, for every T ≥ τ > 0 (resp. T ≤
τ < 0),
AˆH ⊆
⋂
t∈[0,T ]
ΦtH (Yδ) = Φ
T
H(Yδ) ⊆ Φ
τ
H(Yδ)
(resp. AˆH ⊆
⋂
t∈[T,0]
ΦtH (Yδ) = Φ
T
H(Yδ) ⊆ Φ
τ
H(Yδ)).
(13)
This directly implies that
Theorem 3.7. AˆH is the maximal compact Φ
t
H
-invariant set. In particular,
AH = AˆH.
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Proof. We shall only consider the case that H satisfies (M−). For the other
case, we only need to replace all ≥ by ≤ in the following argument.
AˆH is Φ
t
H
-invariant: for every τ ≥ 0, by Theorem 3.2,
ΦτH(AˆH) =
⋂
t≥0
Φτ+tH (Yδ) =
⋂
t≥0
ΦtH
(
ΦτH(Yδ)
)
⊆
⋂
t≥0
ΦtH(Yδ) = AˆH,
where the first equality holds sinceΦτ
H
is injective. By the definition of AˆH,
AˆH ⊆
⋂
t≥τ
ΦtH (Yδ) =
⋂
t≥0
Φτ+tH (Yδ) = Φ
τ
H
(⋂
t≥0
ΦtH (Yδ)
)
= ΦτH(AˆH).
Therefore we obtain
(14) ΦτH(AˆH) = AˆH, for τ ≥ 0.
Since AˆH is compact, Lemma 5.1 and (14) show that for every z ∈ AˆH,
(a(z), b(z)) = R and ΦτH(AˆH) = AˆH, for τ ∈ R.
AˆH is maximal: assumeK is a compactΦ
t
H
-invariant set. From Theorem
3.4 and definition of Yδ,
K ⊆ Y ⊆ Yδ.
The above relation and Φt
H
-invariance of K give
K =
⋂
t≥0
ΦtH (K) ⊆
⋂
t≥0
ΦtH (Yδ) = AˆH.
Combining the above discussions, Theorem 3.5 and the compactness of AˆH,
we haveAH = AˆH. 
Remark 3.8. Assume H satisfies (M−) (resp. (M+)), by repeating the proof
above, it is clear that
AH =
⋂
t≥0
ΦtH (K) (resp. AH =
⋂
t≤0
ΦtH (K)),
K is any compact, forward (resp. backward) invariant set containingY.
The following lemma shows that ΦT
H
(Yδ) is a good approximation ofAH
(in the sense of topology) when T > 0 is large enough.
Lemma 3.9. For every open neighborhood O ofAH, there is T (Yδ,O) > 0
such that ΦT
H
(Yδ) ⊆ O.
Proof. We assume, contrary to the conclusion, that there exist Tn > 0 and
zn ∈ Φ
Tn
H
(Yδ) with
(15) lim
n→∞
Tn = ∞, zn < O.
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Since zn ∈ Yδ \ O, which is clearly compact, then
(16) zn → z
∗ ∈ Yδ \ O.
Now by (15), for every t ≥ 0, there is N ∈ N such that if n ≥ N, then Tn ≥ t
and zn ∈ Φ
Tn
H
(Yδ) ⊆ Φ
t
H
(Yδ). It follows from compactness of Φ
t
H
(Yδ) that
z∗ ∈ Φt
H
(Yδ) for every t ≥ 0, then
z∗ ∈
⋂
t≥0
ΦtH (Yδ) = AH,
which contradicts (16). 
Now we are ready to complete the
Proof of (A2): The existence of maximal attractor (resp. repeller) is
settled by Theorem 3.5. We turn to the second part of the conclusion.
Fixing δ > 0, for any compact set K ⊂ T ∗M × R, we define
T1(K) := max{−
1
λ
ln(
δ
maxz∈K |H|(z)
),−
1
λ
ln(
δ
maxz∈K F(z)
)},
notice that T1 ≤ 0 if and only if K ⊆ Yδ. By Proposition 2.1 and 2.7,
(17) ΦtH (K) ⊂ Yδ, for t > T1.
We use Lemma 3.9 to obtain T2(O,Yδ) > 0 such that
(18) ΦtH (Yδ) ⊂ O, for t > T2.
By taking T = T1 + T2 + 1 and using (17), (18) above, the conclusion
follows. 
To verify the conclusions of (A3), it is necessary to show the
Lemma 3.10. Yδ is homotopic equivalent to M. In particular, Yδ is path-
connected.
Proof. For every (x, u) ∈ M × R, by (H1)-(H2), there is a C1 map (x, u) 7→
P∗(x, u) ∈ T
∗
xM satisfying
∂H
∂p
(x, P∗(x, u), u) = 0.
Assume H satisfies (M−) (resp. (M+)), set
Σ± := {(x, P∗(x, u±(x)), u±(x)) : x ∈ M} ⊂ T
∗M × R,
then it is clear that
• H|Σ± ≤ 0, thus Σ± ⊂ Yδ,
• Σ± is homeomorphic to M.
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Now for z = (x, p, u), t ∈ [0, 1], define
U±(x, t) = (1 − t)u + tu±(x)
and continuous maps
G1(z, t) = (x, (1 − t)p + tP∗(x, u), u),
G2,±(z, t) = (x, P∗(x,U±(x, t)),U±(x, t)), (z, t) ∈ Yδ × [0, 1].
Claim: G1, G2,± maps Yδ × [0, 1] intoYδ.
Proof of the claim: For any z = (x, p, u) ∈ Yδ, since, by (H1),
H ◦G1(z, t) = H(x, (1 − t)p + tP∗(x, u), u) ≤ H(x, p, u) ≤ δ
and u is unchanged under G1, we have Im(G1) ⊂ Yδ.
For the map G2,±, first notice that
U−(x, t) > u−(x) − δ (resp. U+(x, t) < u+(x) + δ),
thus Im(G2,±) ⊂ Uδ. Since H is monotone in u, for any (x, p) ∈ T
∗M,
either H(x, p,U±(x, t)) ≤ H(x, p, u),
or H(x, p,U±(x, t)) ≤ H(x, p, u±(x)).
Correspondingly, by the definition of P∗, we have
either H ◦G2,±(z, t) ≤ H(x, p,U±(x, t)) ≤ H(x, p, u) ≤ δ,
or H ◦G2,±(z, t) ≤ H(x, P(x, u±(x)),U±(x, t))
≤ H(x, P(x, u±(x)), u±(x)) ≤ 0.
Hence, Im(G2,±) ⊂ H
−1((−∞, δ]). This completes the proof of claim.
Besides, it is easy to see that G1(·, 1) = G2(·, 0), thus we construct G± :
Yδ × [0, 1]→ Yδ by the usual concatenation
G±(z, t) =

G1(z, 2t), t ∈ [0,
1
2
];
G2,−(z, 2t − 1) (resp. G2,+(z, 2t − 1)), t ∈ [
1
2
, 1].
Then we have G− (resp. G+) is continuous and
• G(z, 1) ∈ Σ− (resp. G(z, 1) ∈ Σ+) for any z ∈ Yδ,
• G(·, t) = idΣ− (resp. G(·, t) = idΣ+) for all t ∈ [0, 1],
thus G− (resp. G+) is a strong deformation retraction from Yδ to Σ− (resp.
Σ+). This finishes the proof. 
We use Lemma 3.10 and Lemma 3.9 to give
Proof of (A3): Assume H satisfies (M−) (resp. (M+)). Fix δ > 0, we
define for t ≥ 0,
Ot = Φ
t
H(Yδ) (resp. Ot = Φ
−t
H (Yδ)).
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Since Φt
H
, t ≥ 0 (resp. t ≤ 0) is a diffeomorphism, we have Ot is homotopic
equivalent to M. Now Lemma 3.9 shows that {Ot}t≥0 is a basis of neighbor-
hoods ofAH.
To show AH is connected. We argue by contradiction: assume there are
two disjoint compact sets K ,K ′ such thatAH = K ∐K
′, where ∐ denotes
the disjoint union. Choosing open neighborhoods K ⊂ O,K ′ ⊂ O′ such
that
(19) O ∩ O′ = ∅,
and O ∐ O′ is an open neighborhood ofAH.
By Lemma 3.9, there is T > 0 such that ΦTH (Yδ) ⊆ O ∐ O
′. By Lemma
3.10, ΦT
H
(Yδ) is path-connected, thus z ∈ K , z
′ ∈ K ′ is connected by a path
in ΦT
H
(Yδ) ⊆ O ∐ O
′. This contradicts (19). 
4. Proof of Theorem B
In this section, we shall assume that H : T ∗M × R → R satisfies the
additional assumptions (H3)-(H4) and then present a proof of Theorem B.
The crucial tool is a last Lyapunov function on Y, guaranteed by the strict
convexity of H.
4.1. Third Lyapunov function. We need the following auxiliary lemma
on strictly convex functions.
Lemma 4.1. Let h : Rn → R be a C2 strictly convex function, i.e., the
Hessian d2h(p) is positive definite everywhere. If dh (0) = 0, then
dh (p) · p ≥ 0 and dh(p) · p = 0 if and only if p = 0.
Proof. For any p ∈ Rn, set
g(t) = dh(tp) · p, t ∈ [0, 1],
then g ∈ C1([0, 1],R). Since g(0) = dh (0) = 0, we compute
dh(p) · p = g(1) − g(0)
=
∫ 1
0
dg
dt
(t) dt
=
∫ 1
0
〈d2h(tp) · p, p〉 dt ≥ 0.
Since d2h(p) is positive definite everywhere, the last inequality becomes an
equality if and only if p = 0. 
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Now we show that the coordinate function u : T ∗M × R→ R serves as a
Lyapunov function on Y. Physically, u plays the role of entropy in systems
which realize the transfer between mechanical energy and thermal energy.
Theorem 4.2 (Third Lyapunov function). u : T ∗M × R → R is mono-
tone increasing along Φt
H
-orbits in H−1(0). Moreover, z0 ∈ H
−1(0) is non-
wandering under Φt
H
if and only if z0 ∈ FH.
Proof. Notice that the contact HamiltonianH satisfies (H1), we apply Lemma
4.1 to H(x, ·, u) to find, for any z ∈ T ∗M × R,
∂H
∂p
(z) · p ≥ 0 and
∂H
∂p
(z) · p = 0 if and only if p = 0.
For z = (x, p, u) ∈ H−1(0),
(20) u˙ =
∂H
∂p
(z) · p − H(z) =
∂H
∂p
(z) · p ≥ 0,
which verifies the first conclusion. From the above discussions, u˙ = 0
implies that
(21) p = 0, x˙ =
∂H
∂p
(x, 0, u) = 0.
Assume z0 = (x0, p0, u0) ∈ H
−1(0) is non-wandering under Φt
H
, then
along the Φt
H
-orbits initiating from z0, u˙ ≡ 0. Now (21) implies that p ≡
0, x˙ ≡ 0 and z0 ∈ FH. 
4.2. Dynamics onAH. At the beginning, we assume H only satisfies (H3)
and show something more general. For two connected, compact, disjoint
subsets F0,F1 of FH, we use Σ(F0,F1) to denote all z ∈ T
∗M ×R satisfying
α(z) = F0, ω(z) = F1,
and ΣH to denote the union of all Σ(F0,F1).
The compactness of AH follows from Theorem 3.5. Let z ∈ AH, AH is
invariant under Φt
H
, hence
α(z) ⊆ AH, ω(z) ⊆ AH.
Elementary knowledge from dynamical system shows that α(z), ω(z) is closed,
connected and non-wandering with respect to Φt
H
. Thus, using Theorem
4.2, α(z) and ω(z) are compact, connected subsets of FH and we conclude
that
u|α(z) ≡ u0, u|ω(z) ≡ u1.
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Assume further that z ∈ AH\FH and z(t) = (x(t), p(t), u(t)) is theΦ
t
H
-orbit
through z. By (20), for any t0 < t1,
u(t1) − u(t0) =
∫ t1
t0
u˙ dt =
∫ t1
t0
∂H
∂p
(z(t)) · p(t) dt > 0
since p(t) is not identically 0 on [t0, t1]. Thus u is strictly increasing along
z(t) and we conclude that
(22) u0 < u1, α(z) ∩ ω(z) = ∅.
Since the choice of z ∈ AH is arbitrary, the above discussion leads to
(23) AH = FH ∪ ΣH.
Proof of Theorem B: From (A2), if H satisfies (M+) (resp. (M−)), then
α(z) , ∅ (resp. ω(z) , ∅) if and only if z ∈ AH. Assume H satisfies (H4),
thenFH is a finite set. The connectedness ofF0,F1 implies that both of them
are singleton, so we assume F0 = {z0 = (x0, 0, u0)},F1 = {z1 = (x1, 0, u1)}.
This proves (B2). It follows from the definition of Σ(F0,F1) that
(24) lim
t→−∞
z(t) = z0, lim
t→∞
z(t) = z1,
and the structure ofAH follows from (23).
Since AH is compact, for any two equilibria z
′, z′′, {z′, z′′} ∪ Σ(z′, z′′) is
closed. Let z0 ∈ FH and Pz0 the path-component of AH containing z0. By
(23),(24), Pz0 consists of finite equilibria and heteroclinic orbits between
them and is therefore a union of finite closed sets. Thus Pz0 is a closed
subset of AH. Since any two path-components are disjoint, by (A3), there
is only one path-component andAH is path-connected. This proves (B1).
Finally, notice that (B3) is a direct consequence of (22).

4.3. Applications to discounted systems.
To apply our results, we consider the discounted Hamiltonian
(25) H(x, p, u) = λu + h(x, p), λ > 0,
where h : T ∗M → R satisfies (H1)-(H4) (these assumptions are indepen-
dent of u). Then XH (or system (3)) could be reduced to the vector field (or
discounted system)
(26) Xh,λ :

x˙ = ∂h
∂p
(x, p),
p˙ = −∂h
∂x
(x, p) − λp.
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defined on T ∗M. Denote the phase flow of Xh,λ by φ
t
h,λ
: T ∗M → T ∗M.
Using (A1), φt
h,λ
is forward complete. Let Ω = dα, Xh,λ is also called con-
formally symplectic since, by (26), LXh,λΩ = −λΩ. This leads to
(27) (φth,λ)
∗ω = e−λtω for all t ≥ 0.
For any (x, p) ∈ T ∗M, set (x(t), p(t)) := φt
h,λ
(x, p) and
u(t) = e−λt
[
−
h(x, p)
λ
+
∫ t
0
eλs
(
∂h
∂p
· p − h
)
((x(s), p(s)) ds
]
,
then z(t) = (x(t), p(t), u(t)) satisfies (3) with the Hamiltonian (25). Thus by
(4), we have for t ∈ R,
(28) λu(t) + h(x(t), p(t)) = 0.
Thus we obtain a converse version of Remark 3.6.
Lemma 4.3. Assume for (x, p) ∈ T ∗M, there is a compact subsetK ⊂ T ∗M
such that {(x(t), p(t)) : t ∈ R} ⊂ K , then for u(t) defined above,
(x(t), p(t), u(t)) ∈ AH, for all t ∈ R.
Proof. It follows directly from (28) that u(t), t ∈ R is bounded, thus the
closure of {(x(t), p(t), u(t)) : t ∈ R} is a compact, Φt
H
-invariant set. 
Denote the set of equilibria of φt
h,λ
by
Fh,λ = {(x0, 0) ∈ T
∗M : ∂xh(x0, 0) = 0},
for (x0, 0), (x1, 0) ∈ Fh,λ the set of all (x, p) ∈ T
∗M satisfying
lim
t→−∞
φth,λ(x, p) = (x0, 0), lim
t→+∞
φth,λ(x, p) = (x1, 0).
by Σ(x0, x1) and
Σh,λ = ∪(x0 ,0),(x1 ,0)∈Fh,λΣ(x0, x1).
Similar to Definition 1.1, one can define the maximal attractorAh,λ for φ
t
h,λ
,
it is also a maximal compact, φt
h,λ
-invariant set. Now Remark 3.6 and the
above lemma help us translate Theorem B into:
Theorem 4.4. Assume h ∈ C2(T ∗M,R) satisfies (H1)-(H4), then
(1) The maximal attractor Ah,λ = Fh,λ ∪ Σh,λ. In particular, Ah,λ is
path-connected.
(2) For any (x, p) ∈ T ∗M, both α(x, p), ω(x, p) consist of at most one
equilibrium in Fh,λ.
(3) For two distinct equilibria (x0, 0), (x1, 0) ∈ Fh,λ, assume Σ(x0, x1) ,
∅, then h(x0, 0) > h(x1, 0).
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Remark 4.5. By (27),Ah,λ is of measure zero with respect to the Lebesgue
measure Ωn on T ∗M.
We could verify the above theorem on the well-known example
Example 4.6. H(x, p, u) = λu + 1
2
p2 + cos(x), (x, p, u) ∈ T ∗T × R.
5. Appendix: Preliminaries
This section serves as an supplementary explanation of several terms aris-
ing in the context. In particular, readers who are not familiar with the notion
of viscosity solution may find more information about them.
5.1. Vector field XH and its phase flow.
Let XH be the contact Hamiltonian vector field, XH isC
1 by the local expres-
sion (3). Thus the local existence theorem [1, Page 276, Corollary] implies:
for every z0 ∈ T
∗M ×R, there exists a neighborhood O0 of z0, az0 < 0 < bz0
and a map
ΦH ∈ C
1([az0 , bz0] × O0, T
∗M × R); (t, z′) 7→ ΦH(t; z
′)
called the phase flow generated by XH satisfying for every t ∈ [az0 , bz0],
• ΦH(t ; ·) : O0 → T
∗M × R is a diffeomorphism onto its image.
• ∂
∂t
ΦH(t; z
′) = XH(ΦH(t; z
′)) and ΦH(0; z
′) = z′.
For every z ∈ T ∗M × R, let (a(z), b(z)) be the maximum existence interval
of the integral curve through z, the extension theorem [1, Page 102, Corol-
lary 9] states that ΦH is well-defined on some neighborhood of Im(z|[a,b]),
[a, b] ⊂ (a(z), b(z)).
In the context of this paper, we use the brief notation Φt
H
(·) to replace
ΦH(t ; ·). By the above discussion, Φ
t
H
(z), z ∈ (a(z), b(z)) coincides with the
unique integral curve z(t) = (x(t), p(t), u(t)) of XH through z and
Proposition 5.1. Assume b(z) < ∞ (resp. a(z) > −∞), then
lim
t→b(z)−
|u(t)| + ‖p(t)‖x(t) = ∞ (resp. lim
t→a(z)+
|u(t)| + ‖p(t)‖x(t) = ∞).
Proof. It is enough to consider the case b(z) < ∞ and we argue by contra-
diction: assume there is M > 0 and tn < b(z), n ≥ 1 such that
lim
n→∞
tn = b(z) and lim sup
n→∞
|u(tn)| + ‖p(tn)‖x(tn) ≤ M.
Thus, by passing to a subsequence, zn = (x(tn), p(tn), u(tn)) converges to
some z0 and by the definition of b(z),
(29) lim
n→∞
b(zn) = lim
n→∞
[b(z) − tn] = 0.
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Applying the definition of local phase flow at z0, for n large enough, Φ
t(zn)
is well-defined on [az0 , bz0]. This leads to the conclusion b(zn) ≥ bz0 > 0.
This contradicts (29). 
Applying the above proposition, we have the well-known extension the-
orem
Corollary 5.2. For z ∈ T ∗M×R, if there is a compact subsetK ⊂ T ∗M×R
such that
z(t) ∈ K , for all t ∈ (a(z), b(z)),
then (a(z), b(z)) = R.
5.2. Lipschitz estimate of viscosity solutions.
Let H : T ∗M × R → R be a contact Hamiltonian satisfying (H1)-(H2) and
(M−) (resp. (M+)). Since M is compact, the assumption (H2) and (M−)
(resp. (M+)) implies
(H2′) for every e,U ∈ R, there is P (e,U) > 0 such that if ‖p‖x > P, u ≥ U
(resp. u ≤ U), then H(x, p, u) > e.
It is well-known that (HJ−) does not admit C
1 solutions in general. The
following definition is originally due to M. Crandall and P. L. Lions [13]
and is used extensively in the study of Hamilton-Jacobi equations.
Definition 5.3. Let u : M → R be a continuous function.
We call u a viscosity sub-solution (resp. super-solution) of (HJ−) if for
every x ∈ M, φ ∈ C1(M,R) such that u − φ attains a local maximum (resp.
minimum) at x,
H(x, dφ(x), u(x)) ≤ 0 (resp. H(x, dφ(x), u(x)) ≥ 0).
We call u a viscosity solution of (HJ−) if it is both a viscosity sub- and
super-solution of (HJ−).
The following property is standard and crucial in deducing the unique-
ness of viscosity solution of the equation (HJ−). Our estimate of solutions
also depends on it.
Proposition 5.4 (Comparison principle). Assume H : T ∗M × R → R
satisfies (M−) and u, v ∈ C(M,R) are respectively viscosity sub- and super-
solutions of (HJ−). Then u ≤ v on M.
Remark 5.5. If H : T ∗M × R → R satisfies (M+), then H˘(x, p, u) :=
H(x,−p,−u) satisfies (M−) and the equation (HJ−) for H˘ is just (HJ+). Thus
the comparison principle also applies to (HJ+).
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To give an estimate of u±, the idea is to find constant sub- and super-
solutions of (HJ±) and apply the comparison principle. For H satisfying
(M±), it is easily seen that there is U ∈ C
2(M,R) such that
H(x, 0,U(x)) = 0 for any x ∈ M.
Assume H satisfies (M−) (resp. (M+)), we define constants
U = min
x∈M
U(x), U = max
x∈M
U(x),
it follows that
H(x, 0,U) ≤ H(x, 0,U(x)) = 0 ≤ H(x, 0,U)
(resp. H(x, 0,−(−U)) ≤ H(x, 0,U(x)) = 0 ≤ H(x, 0,−(−U))).
Thus
• u ≡ U (resp. u ≡ −U) is a sub-solution of (HJ−) (resp. (HJ+)),
• u ≡ U (resp. u ≡ −U) is a super-solution of (HJ−) (resp. (HJ+)).
Note that −u+ is By comparison principle for (HJ−) (resp. (HJ+)),
(30) U ≤ u−(x) ≤ U (resp. U ≤ u+(x) ≤ U).
Combining Definition 5.3 and Proposition 2.3, for almost every x ∈ M,
H(x, du−(x),U) ≤ 0 (resp. H(x, du+(x),U) ≤ 0).
Thus by (H2′), for almost every x ∈ M,
(31) ‖du−(x)‖x ≤ P(0,U) (resp. ‖du+(x)‖x ≤ P(0,U)).
Notice that (30) and (31) give the desired estimate.
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