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Эконометрический анализ геокодированных 
данных о ценах на жилую недвижимость
В представленной статье рассматриваются проблемы регрессионного анализа про-
странственных данных на примере моделирования цен вторичного рынка жилья в го-
роде Саратове методом географически взвешенной регрессии.
Ключевые слова: географически взвешенная регрессия, ценообразование на вторичном рын-




























































































































































































































































































сти n; W  — заданная матрица весов размерности nn ´ , диагональные элементы которой 



































































































PP in ii i =+ += ar e
* ,, ..., 1 ,
где ei  — независимые случайные ошибки, ar ,  — неизвестные коэффициенты. В рассмат-
риваемом примере модель предполагает зависимость цены объекта от средневзвешенных 
цен соседних объектов:66
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где  b  — вектор коэффициентов регрессии:
































личные весовые матрицы. Если, например, принять WW 12 = , то возникает проблема иден-
тификации параметров.67
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ми коэффициентами yu vu vy ii ii ii i    DU H (,)( ,) *  или модели с переменными коэффициен-
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где пара переменных (,) uv ii  представляет координаты точки (местоположение) i , in =1,..., ,
yi  — значение наблюдаемой зависимой переменной; xx ii p 1,, …  — независимые детермини-
рованные регрессоры,  p  — число регрессоров;  bkii uv (,) — неизвестные коэффициенты, 
подлежащие оценке, kp =01 ,, ..., ; ei  — случайные ошибки.
Предполагается, что регрессионные модели для соседних точек схожи, но могут варьи-
роваться по территории. Допустим, что коэффициенты регрессии  bb b 01 (,), (,),..., (,) uv uv uv k  
являются непрерывными функциями координат (,) uv. Если эти функции достаточно глад-
кие, то коэффициенты регрессии для близлежащих объектов приблизительно равны между 
собой. Тогда в некоторой окрестности точки наблюдения с координатами (,) uv ii  исследуе-
мая зависимость с переменными коэффициентами может быть приближена локальной ли-
нейной моделью с постоянными коэффициентами:























































































где  gb gb gb 00 11 == ¼= (,), (,), ,( ,) uv uv uv ii ii kk ii . Для нахождения оценок коэффициентов ло-
кальной модели используют взвешенный метод наименьших квадратов, при этом ближай-
шие объекты учитываются с большим, а отдаленные с меньшим (нулевым) весом:























(,) uv ii .
Локальная модель может быть представлена в матричном виде следующим образом:
 
VuvY VuvX uv Vuv
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ii ii ii ii
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где Y — вектор значений зависимых переменных размерности n;  X — матрица значений 
независимых переменных;  b(,) uv ii  — вектор коэффициентов регрессии в местоположе-
нии i;  (,) uv ii  — географические координаты объектов,  in =1,..., , VuvW uv ii ii (,)( ,) =
1
2 , 
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где i-ая строка представляет собой вектор оценок коэффициентов в точке (,) uv ii , in =1,..., .69
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Так как каждому местоположению i соответствуют координаты (,) uv ii , то явный вид за-
висимости от координат можно опустить:







- (( )) ()
1 . Вектор прогнозных значений можно представить в виде: 
YS Y = , где  SX C =  — матрица линейного преобразования наблюдений Y в вектор про-
гнозных значений Y . Тогда ковариационная матрица оценок:
Vari CC















 — несмещенная оценка дисперсии,  n1=tr S () ,  n2 =tr SS
T () , tr — 
след матрицы.
По аналогии с классическим случаем величину n-+ 2 12 nn  можно трактовать как чис-
ло степеней свободы, а  2 12 nn -  — число эффективных параметров для данной точки по-
строения регрессии. Можно отметить, что значения  n1=tr S ()  и  n2 =tr SS
T ()  практически 
не различаются, поэтому число параметров считают равным n1=tr S () .
Стандартные ошибки оценок коэффициентов вычисляют по формуле:












wij =1, если (ij , ) Î A; 























































































wij =1, если db ij < ; 
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где V  — оценка стандартного отклонения, n1=tr S () .
Альтернативой является использование байесовского информационного критерия. Опти-
мальное значение ширины полосы пропускания определяется минимизацией величины
BICL pn =- ++ 21 ln () ln ,
где L — значение функции правдоподобия;  p+1 — число оцениваемых коэффициентов.73
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2),  x2  — площадь кухни (м
2), 
x3  — дополнительная площадь (м
2),  x4  — ло-
гарифм расстояния от центра города (ln (км)), 
x5  — расположение на первом этаже,  x6  — 
расположение на последнем этаже,  x7  — дом 
малой этажности, x8  — пятиэтажка, x9  — кир-











































































































диаграмм. Центр города располагается в квадрате  XY == 61 32 , .
В таблице 1 и на рисунке 3 представлены усредненные оценки коэффициента регрессии 
при переменной «жилая площадь».
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в Таблица 1. Зависимость оценок коэффициента регрессии при переменной  
«жилая площадь» от координат X, Y
Y X











































































































































































































Таблица 2. Зависимость оценок коэффициентов регрессии при переменной  
«площадь кухни» от координат X, Y
Y X











































































































































































XY == 57 32 ,   эти стоимости равны 18.2 и 14.1 тыс. руб. соответственно. На окраинах го-
рода расположены зоны с относительно дешевыми кухнями. Кухонный метр по сравнению 
с жилым здесь стоит меньше или столько же.
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