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Questionnaires constitute a crucial tool in linguistic typology and language descrip-
tion. By nature, a Questionnaire is both an instrument and a result of typological 
work: its purpose is to help the study of a particular phenomenon cross-linguistically 
or in a particular language, but the creation of a Questionnaire is in turn based on the 
analysis of cross-linguistic data. We attempt to alleviate linguists’ work by construc-
ting lexical Questionnaires automatically prior to any manual analysis. A convenient 
Questionnaire format for revealing fine-grained semantic distinctions includes 
pairings of words with diagnostic contexts that trigger different lexicalizations across 
languages. Our method to construct this type of a Questionnaire relies on distribut-
ional vector representations of words and phrases which serve as input to a clustering 
algorithm. As an output, our system produces a compact prototype Questionnaire 
for cross-linguistic exploration of contextual equivalents of lexical items, with groups 
of three homogeneous contexts illustrating each usage. We provide examples of 
automatically generated Questionnaires based on 100 frequent adjectives of Russian, 
including veselyj ‘funny’, ploxoj ‘bad’, dobryj ‘kind’, bystryj ‘quick’, ogromnyj ‘huge’, 
krasnyj ‘red’, byvšij ‘former’ etc. Quantitative and qualitative evaluation of the Ques-
tionnaires confirms the viability of our method. 
 
Keywords: lexical typology, adjectives, distributional semantic models, hierarchical 
clustering, questionnaire 
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1. Introduction 
Until recently, the lexicon was regarded to be an unsystematic and highly idiosyncratic 
part of a natural language, escaping any kind of a strict cross-linguistic comparison. This 
vision changed drastically when the seminal work on the typology of color terms by P. 
Kay and B. Berlin appeared in 1969. Since then, a growing body of research in so-called 
lexical typology (see Koptjevskaja-Tamm et al. 2016 for a recent overview) has consist-
ently shown that a comparative study of words from different languages is a meaningful 
approach, but is fruitful only if there is a very well-defined tertium comparationis – a 
typological Questionnaire.1 
Indeed, data extracted from different dictionaries are not in most cases directly com-
parable with each other, due to the lack of a single tradition and a unified metalanguage of 
dictionary entry representation. Monolingual and especially parallel corpora sometimes 
help to overcome the problem of data comparability (cf. Östling 2016; Wälchli & 
Cysouw 2012), but well-balanced corpora of a considerable size are only available for a 
very limited number of languages. In this situation, Questionnaires play a crucial role in 
typological research. Beside their main function, which is to provide uniform cross-
linguistic data for a comparative study of a lexical domain, such Questionnaires can be 
also used in fieldwork as a tool for a typologically-oriented description of the lexicon in 
understudied, and especially endangered, languages. 
There are several types of Questionnaires used in lexical typological studies: wordlists, 
checklists, translation-based questionnaires, sets of extralinguistic stimuli (pictures, video 
and audio clips, etc.). Construction of a Questionnaire of any of these types is time-con-
suming. Consequently, Questionnaires, especially those built with the goal of revealing 
fine-grained semantic distinctions, are usually designed for a very limited semantic 
domain, such as verbs of cutting and breaking (Majid & Bowerman 2007) or adjectives of 
speed (Plungian & Rakhilina 2013). To compensate for this and to describe the vocabul-
ary of a low-resourced language, one needs a whole range of Questionnaires covering at 
least the core part of the lexicon. 
In the present paper, we suggest a methodology to construct analytical questionnaires 
(which could also serve as translational ones; we elaborate on their possible uses in 
Section 2) for typologically-oriented lexicographic studies of words denoting qualitative 
features (corresponding to qualitative adjectives in English: sharp, wet, warm, and so on). 
Our technique is based on computational processing of a monolingual corpus. On the 
one hand, this method is fully automatic, and hence makes it possible to produce many 
                                                                                             
1 We adopt here the terminology of the TULQuest project (cf. Lahaussois (2019) in this volume) and 
use the term “Questionnaire” (with the capital Q) to refer to any kind of written-based or 
extralinguistic stimuli used to collect linguistic data.  
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questionnaires very quickly. On the other hand, it is grounded in our experience of 
manual typological research, and we have tested our model on manually collected data 
from several semantic domains. 
The paper is organized as follows. In Section 2, we present a brief overview of the 
existing types of lexical typological Questionnaires, analyse their advantages and short-
comings, and discuss in detail special Questionnaires that we seek to create automatically. 
In Section 3, we introduce the distributional semantic modeling framework, and in 
Section 4 we describe the results of our preliminary experiments of its application to the 
task of Questionnaire construction. Section 5 gives an overview of the 100 Question-
naires for adjectival lexicon produced automatically following the proposed methodology. 
Concluding discussion follows in Section 6. 
2. Lexical Questionnaires 
The most natural Questionnaires for lexical data collection, especially in the primary 
language documentation scenario, are wordlists of various kinds: the Swadesh list of core 
vocabulary and its versions adapted to specific regions (cf. Abbi 2001 for South Asia, 
Sutton & Walsh 1987 for Australia), the Intercontinental Dictionary Series (IDS) 
wordlist (Key & Comrie 2007), and others. 
Despite the fact that the wordlists are primarily used to compile a dictionary for a 
particular language, data from different languages collected on the basis of one and the 
same set of concepts is used for typological studies as well. For example, the Database of 
Cross-Linguistic Colexifications (CLICS, List et al. 2014) is built primarily on data from 
the IDS, and the same list of concepts forms the basis of the World Loanword Database 
(WOLD, Haspelmath & Tadmor 2009). 
Wordlists, however, are mostly oriented to nominal vocabulary. The IDS set of con-
cepts is divided into twenty-four sections (kinship, animals, the body, the house, clothing 
and grooming, agriculture and vegetation, etc.), and only a few of them contain primarily 
verbal (motion) or adjectival (sense perception) notions. Words referring to concrete 
objects are easier to study and to elicit, because one can simply point a finger at their 
referents and ask a consultant to name every item, exactly as linguistic fieldwork guide-
lines recommend (cf. Bowern 2015). Differences within verbal and adjectival (or, more 
precisely, qualitative) semantic domains are much subtler and in most cases require addi-
tional typological research. As a result, the nominal lexicon is better elaborated and 
presented in more detail in lexical databases (cf. the very fine-grained representation of 
the domain ‘earth – ground / soil – dust – mud’ in the CLICS database), while the data 
on concepts that are usually expressed by verbs and adjectives is much poorer. Many such 
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concepts are completely absent (e.g., ‘swing’ / ‘sway’ / ‘oscillate’), and many others are too 
general (e.g. ‘sharp’, which in many languages is divided lexically into at least two sub-
domains: ‘sharpness of cutting instruments’ vs. ‘sharpness of piercing instruments’, cf. 
tranchant vs. pointu in French). 
Typologists who focus on a particular lexical domain enjoy the opportunity to prepare 
a more detailed Questionnaire for the chosen semantic field. The best-known and most 
widespread lexical typological tradition is that of the research group at Max Planck Insti-
tute for Psycholinguistics in Nijmegen (Majid 2015). This approach is denotation-based: 
Questionnaires consist of carefully prepared extralinguistic stimuli of various kinds 
(pictures, video clips, sounds, etc.), and are hence easy to use in elicitation. A so-called 
“etic grid” forms the basis of every Questionnaire, i.e. sets of stimuli include all combina-
tions of several parameter values. For example, the Munsell color chart is used to study 
color terms (cf. Berlin & Kay 1969; Kay et al. 2007), and video clips representing various 
combinations of subjects, objects (including also their possible final states) and instru-
ments are designed for the analysis of verbs of cutting and breaking (Majid & Bowerman 
2007).   
This methodology allows for a very fine-grained analysis of certain semantic fields, 
with Questionnaires freely accessible and widely used in fieldwork. The main restriction 
of denotation-based Questionnaires concerns the range of lexical domains to which they 
can be applied: some concepts are hardly represented unambiguously with an extralin-
guistic stimulus, cf. evaluative meanings (good films, tasty food) or pain predicates. In 
order to take into account metaphorical extensions (cf. blue mood) and specific contex-
tual constraints (e.g., the English colour term orange does not normally apply to hair 
color), additional techniques of data collection and analysis are required. 
The frame approach to lexical typology, elaborated by the Moscow Lexical Typology 
group (Rakhilina & Reznikova 2016), relies on the linguistic behavior of the lexemes 
constituting a semantic domain and extends the Moscow Semantic School tradition of 
distinguishing between near-synonyms based on differences in their distribution 
(Apresjan 2000) to cross-linguistic comparison of translational equivalents. Within this 
methodology, groups of contexts referring to various types of extralinguistic situations 
(“frames”) form a typological Questionnaire and serve as the tertium comparationis for 
the field in question. For example, the following situations are relevant for the domain 
‘sharp’: ‘sharpness of cutting instruments’ (sharp knife, sharp blade), ‘sharpness of 
piercing instruments’ (sharp arrow, sharp spear), ‘pointed form’ (sharp / pointed nose, 
shoe toe), etc. 
Frame-based Questionnaires are primarily analytical: they list possible usage patterns 
and predict potential lexical oppositions. They are intended for language experts who are 
supposed to fill them with language data from dictionaries, corpora and fieldwork, i.e. to 
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find out what lexemes cover the semantic domain in question and what their contextual 
restrictions are. A list of minimal contexts that serve as illustrations for frames can be 
treated as a translation-based questionnaire, useful when working with bilingual consul-
tants. However, it is recommended that language experts extend short diagnostic phrases 
to complete sentences or even paragraphs in order to provide a natural usage context 
example.        
This methodology is applicable to any semantic domain, and allows for typological 
analysis of both direct and figurative senses of words. However, it comes at the price of 
the very time-consuming procedure of Questionnaire preparation. To reveal all the con-
text types relevant to the field, one has to conduct a thorough investigation of contextual 
preferences of the lexemes from the chosen domain in at least 3-5 languages, based on dic-
tionary and corpus data, as well as on native speaker judgments. 
In the remainder of the paper we will present an algorithm inspired by the Frame 
approach procedure of Questionnaire construction that designs Questionnaires for words 
of qualitative features automatically. We highlight that our algorithm only uses data from 
one language (in our experiments we use Russian) as the input to typological predictions. 
3. The approach taken: distributional models 
for semantic representations 
Research in language typology suggests that typologically attested lexical distinctions are 
largely semantically motivated rather than idiosyncratic. If this is the case, one can find 
indications of potential semantic distinctions in any language, provided that different 
languages have comparable expressive power. One can therefore construct a lexical Ques-
tionnaire listing potentially distinct sets of word usages based on semantic representations 
for a single language. Such a monolingual Questionnaire might be approximate, in parti-
cular it may draw more potential distinctions than are attested in the lexica of actual 
natural languages (this can be treated as an additional bonus, unless these fine-grained 
oppositions are too numerous), or it may overlook some word usages that show a peculiar 
behavior in some languages. These potential drawbacks are compensated by the fact that 
such a Questionnaire can be built prior to any typological work. 
One further advantage compared to the traditional typological research emerges if 
Questionnaires can be constructed automatically on the basis of computational semantic 
models. Here, we rely on distributional semantics (Lenci 2008). 
The distributional approach to meaning represents each meaningful unit, typically a 
word, as a multidimensional vector (one can think of it as a point in a multidimensional 
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space). The vector for each word is obtained from the statistics of the word’s distribution 
in text corpora. While sharing these basic properties, distributional semantic models 
(DSM) come in different flavors that vary in their details. In some models, the 
dimensions of the vectors correspond directly to contexts (i.e. to the words that occur 
within a window of a certain size in relation to the target item), so that the value of a 
particular vector dimension is interpreted as a measure of association between the target 
word and the context. For instance, if dimension 537 corresponds to the context word 
hand, the value of dimension 537 for the vector of bracelet encodes the statistical associa-
tion between the words bracelet and hand. More often, distributional models use latent 
vector representations from which one can predict the association between a word and its 
contexts but where the individual dimensions do not necessarily have such an immediate 
interpretation. Further, contexts can be collocates of a given word (e.g. hand as a context 
for bracelet) as in Lund & Burgess 1996, or documents in which the word appears, as in 
Landauer & Dumais 1997. A further dimension of variation within distributional models 
is the method used for obtaining the latent vector representations; this ranges from 
various analytical matrix decomposition methods, some of which are claimed to have 
greater interpretability than others (Griffiths et al. 2007), to neural models that learn 
semantic representations stochastically (e.g. Skip-gram and Continuous Bag of Words 
models, see Mikolov et al. 2013). 
Distributional semantic models have shown good performance in various tasks and 
are generally known to contain a wealth of lexical semantic information. For example, a 
DSM can reliably predict human judgments about the semantic relatedness of words, and 
moreover it encodes cues about the properties of the words’ referents (Herbelot & Vecchi 
2015). 
Distributional semantic representations have been extended beyond the meanings of 
words to larger meaningful units. In particular, multiple models for compositionality on 
word vectors and for their contextualization have been developed over the last decade. In 
the case of compositionality, the goal is to create a representation of a larger unit, such as 
the phrase warm milk, from representations of its parts, in this case from vectors of the 
words warm and milk. In the task of contextualization, on the other hand, the goal is to 
create a representation of a word meaning in a particular context, e.g. a representation of 
the meaning of warm when it occurs in the phrase warm milk. In practice, similar compu-
tational models have been applied to both tasks, with the simple vector addition serving 
as a good enough approximation of both compositionality and contextualization in many 
cases. There are mathematical reasons for the success of the additive model (Paperno & 
Baroni 2016), but its popularity derives mainly from the fact that increases in perfor-
mance over addition come at the expense of considerably greater model complexity. This 
makes addition an obviously practical first choice for a compositionality model. 
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In our previous work2 (Ryzhova et al. 2016) we proposed a new application of compo-
sitional distributional semantic models: predicting typological similarities between word 
usages, for example. We took usages of adjectives related to sharpness and smoothness as 
attested in the Moscow Database of Qualitative Features (Kyuseva et al. 2013). The 
Database stores data on lexicalization for approximately 20 semantic domains of physical 
qualities in an average of 15 languages. Language samples differ for different domains, but 
most of them include some Slavic, Germanic, Romance, Celtic and Finno-Ugric lan-
guages, as well as Mandarin Chinese, Japanese, Korean and some minor languages from 
the North Caucasus area. The Database contains a frame-based Questionnaire for every 
domain filled with data from the languages of the sample. Each usage type (frame) is 
represented by one or more diagnostic contexts which are nouns triggering a specific 
cross-linguistically invariant reading of the adjective when combining with it; for 
example, nose is one of the diagnostic contexts strongly associated with the ‘pointed 
shape’ reading of sharp. 
Based on the data in the Moscow Database of Qualitative Features, we computed a 
measure of typological closeness for each pair of diagnostic contexts. Typological closeness 
ranges from 0 to 1 and characterizes the extent to which two contexts trigger the same 
lexicalizations of a property cross-linguistically. For example, the contexts _knife and 
_blade have a typological closeness of 1 for the property of sharpness, since sharpness of 
knives and blades is consistently lexicalized identically across languages. In comparison, 
while still falling within the same semantic field, in some languages there are distinct ways 
of expressing the sharpness of a stick and the pointed shape of a nose. Consequently, the 
typological closeness we estimated between the contexts _stick and _nose for the property 
of sharpness is only 0.823 (see an illustration in Table 1). 
 
 English French Russian Chinese Besleney 
Kabardian 
(Circassian) 
__knife sharp tranchant ostryj fēnglì, kuài ž’an 
__blade sharp tranchant ostryj fēnglì, kuài ž’an 
__stick sharp pointu, aigu ostryj fēnglì, jiānlì, jiān pamc̣e 
__nose pointed, 
sharp 
pointu ostryj jiān pamc̣e 
Table 1. Fragment of a Questionnaire for the domain ‘sharp’ filled with English, French, 
Russian, Chinese, and Besleney Kabardian data. 
                                                                                             
2 An approach going in a similar direction is presented in (Koptjevskaja-Tamm & Sahlgren 2014).  
3 For the exact formula of typological closeness and other technical details see (Ryzhova et al. 2016).  
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Typological closeness of contexts was then compared against the vector similarity for 
compositional representations of corresponding Russian phrases, for example, the vectors 
for ostraja palka ‘sharp stick’ and ostryj nos ‘sharp nose’. We rely on the standard measure 
of vector similarity, the cosine, which measures how close the directions in which the two 
vectors point are. We found that already the basic additive model of composition that 
simply adds the vectors ostryj ‘sharp’ and palka ‘stick’ to produce a representation of 
ostraja palka ‘sharp stick’ gives a high correlation between typological closeness and distri-
butional vector similarity (65% Pearson correlation for the non-metaphorical usages of 
sharp and 74% for the non-metaphorical usages of smooth). 
4. The algorithm 
Our algorithm of Questionnaire construction rests upon two main assumptions. First, 
following the Frame approach to lexical typology, we believe that a Questionnaire for 
lexical typological research should contain types of contexts illustrating different types of 
word usage (frames). Second, based on the results of our previous research reported in 
Section 3 and additional experiments that we briefly review below, we assume that we can 
rely on the distributional semantic modeling technique to reveal the relevant context 
types automatically on the basis of a single language. We use Russian data in the experi-
ments reported in this paper, but we assume that the language chosen should not affect 
the result in a major way. 
We elaborated and tested the algorithm on typological data for several semantic do-
mains of qualitative features (‘sharp’, ‘straight’, ‘smooth’, and ‘thick’) that were manually 
collected by experts from the Moscow Lexical Typology group (Luchina 2014; Kashkin 
& Vinogradova in print; Kozlov & Privizentseva in print; Kyuseva et al. in print). Pre-
vious research in the field demonstrates that the types of objects to which these qualities 
apply are in most cases responsible for cross-linguistic variation in the domains at hand. 
For example, a language can possess different lexical means to express the thickness of 
elongated vs. flat objects (‘thick stick’ vs. ‘thick layer’), or to describe the age of human 
beings vs. artefacts (‘old man’ vs. ‘old clothes’). Hence, the diagnostic contexts that form a 
Questionnaire are basic constructions consisting of the word denoting the qualitative 
feature and a nominal expression that it modifies. Similarly to English, qualitative features 
in Russian are usually expressed with adjectives, and the basic constructions take the form 
of noun phrases of the type “adjective + noun”, with the adjective usually preceding the 
noun. 
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The algorithm that we propose to automatically design Questionnaires for qualitative 
features takes a list of Russian adjectives as an input and runs separately for every adjective 
from the list. The algorithm comprises the following steps: 
1. collecting a set of nouns appearing no less than ten times next to the adjective in 
question in the main subcorpus of the Russian National Corpus (RNC, 
https://ruscorpora.ru); 
2. computing a vector representation for every noun phrase (“adjective + noun” from 
the list collected at the previous stage); 
3. clustering the distributional space of noun phrase vectors; 
4. extracting three core elements from every cluster and eliminating all groups 
containing fewer than three elements. 
 
Because Russian has a rich inflectional morphology, we use lemmas instead of word 
forms to collect a list of nouns and to compute all vector representations. We compose 
vectors for noun phrases from the co-occurrence vectors for every constituent using the 
simple additive composition model (Mitchell & Lapata 2010). To compute co-occur-
rence vectors, we count the occurrences of the 10 000 most frequent (according to the 
Russian National Corpus (RNC main subcorpus)) content words near the target lemma 
(within the context window of ±5 content words) in the RNC. To these raw co-occur-
rence vectors we apply the positive pointwise mutual information weighting scheme and 
reduce the dimensionality of the vector space from 10 000 to 300 dimensions using the 
singular value decomposition technique. We cluster the resulting distributional space 
with the hierarchical clustering algorithm that determines the optimal number of clusters 
automatically. To extract the core elements, we compute an average vector for every 
cluster and choose three noun phrases whose vector representations are the closest to the 
class centroid according to the cosine similarity metric. 
To evaluate the resulting Questionnaires, we manually marked up the lists of noun 
phrases collected in the first stage of the algorithm’s performance. For every noun phrase 
we indicated the frame it represented and then computed precision and recall for auto-
matically designed Questionnaires. The recall values range from 0.733 to 1 for different 
semantic fields, implying that the Questionnaires included the vast majority of context 
types relevant for a domain. The precision values were in the 0.675 - 0.884 interval, 
showing that the clusters were quite homogeneous. See Ryzhova & Paperno (in print) for 
more details. 
Since the results of the quantitative evaluation are sufficiently high, we assume that 
this methodology can help to create typological Questionnaires for a wide range of lexical 
domains, and the resulting Questionnaires should be more fine-grained and more useful 
for cross-linguistic semantic comparison of lexical data than existing wordlists.   
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5. Resulting Questionnaires: overview and error analysis 
5.1 Overview 
Following the method outlined above, we produced Questionnaires of adjective meanings 
based on the 100 most frequent adjectives in Russian. Adjective frequencies used for 
selection were taken from the fiction subcorpus4 of the Russian National Corpus, as 
reported in (Lyashevskaya & Sharov 2009). 
In the Questionnaires released with this paper, we list classes of usages for each input 
adjective of Russian. Each class is assigned an arbitrary identifying number and illustrated 
by three phrases along with the phrases’ typicality scores for the given class. The typicality 
scores were computed as cosine similarity between the phrase vector and the class 
centroid. Each phrase is represented by lemmatized forms of the adjective and the noun 
separated by an underscore symbol (“_”). Note that lemmatization breaks the expression 
of agreement since the dictionary form of all adjectives is masculine. For example, the 
Questionnaire for sčastlivyj ‘happy’ contains a lemmatized entry sčastlivyj_vstreča ‘happy 
encounter’ with the adjective in a masculine form; of course, any natural texts will only 
use patterns with full agreement, such as sčastlivaja [nominative singular feminine] vstreča. 
To make the set of Questionnaires easier to use, we divided the adjectives into several 
classes, using an automated clustering of adjective vectors followed by manual 
adjustments. The classes include adjectives of age, size, color, comparison, direction, loca-
tion properties, order, social value, personality, emotional value, time, speed, temperature, 
and weight. Within the adjectives of size, we additionally group those that correspond to 
specific dimensions: depth, height, length, and width, as opposed to those qualifying size 
in general (e.g. bol’šoj ‘big’). There are also 13 adjectives that do not fit well into any of 
these natural classes and are classified as ‘other’. We naturally find borderline cases where 
some usages of an adjective could be attributed to a different semantic class than most 
usages. The semantic classification is therefore not intended to bear an independent 
scientific value and is applied only for the ease of use of our automatically constructed 
Questionnaires, as adjectives with related meanings are grouped in the same class. 
Our work is intended to be evaluated where possible against reference data on lexical 
typology from the Moscow Database of Qualitative Features with Russian adjectives and 
context words used as keys. To enable an accurate comparison, we based our work on 
Russian corpora, and the Questionnaires contain Russian vocabulary in their entries. For 
                                                                                             
4 Non-fiction is much less representative of everyday language usage than fiction. Word frequencies in 
non-fiction texts are skewed towards the official register, with rossijskij ‘Russian’ and gosudarstvennyj 
‘belonging to the state’ being among the most common adjectives, making it to the top 15 list. Fiction 
gives a more natural frequency distribution. 
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illustrative purposes and to facilitate the adoption of our work for typological and lexico-
graphic practice, we translated several of the Questionnaires (specifically, the age group) 
into English. The generated Questionnaires are available online:   
 https://sites.google.com/site/denispaperno/papers/questionnaires.zip. 
5.2 Known errors 
Both the selection of the adjectives and Questionnaire construction were carried out 
without manual intervention. Inevitably, the automatic procedure leads to some errors; 
for instance, the inclusion of adjectives ‘Soviet’ and ‘Russian’ in our list of frequent 
adjectives is an artifact of the reference corpus. The Questionnaires generated for them 
can nonetheless be useful for typological or lexicographic work. For example, one can 
think of russkij ‘Russian’ as a placeholder for the ethnonym adjective ‘X’ in language X. In 
this case different contexts in the Questionnaire for ‘Russian’ can be useful to reveal 
restrictions in usage of other ethnonym adjectives. To cite one distinction highlighted by 
the ‘Russian’ Questionnaire and relevant for the non-equivalent analogs of ‘Russian’, it is 
an enlightening semantic fact that an army or a fleet can be British but a language or a 
dress can only be English. 
Some errors were introduced during Questionnaire construction, especially at 
preprocessing steps. We note multiple instances of incorrect lemmatization such as the 
missing ending in duš instead of the correct duša ‘soul’. These cases should not constitute a 
major issue in practice since any linguist with knowledge of Russian will be able to 
immediately spot and correct them. We therefore warn future users about the existence 
of such glitches in our Questionnaires. 
5.3 Initial qualitative analysis of the questionnaires 
The Questionnaires created by our system tend to be quite fine-grained. For example, the 
Questionnaire produced for ‘warm’ (Russian teplyj) distinguishes 9 different classes of 
usages, presented in Table 2. These groups of contexts detect many situations that are 
known to be typologically distinct. The method captures two frames of temperature 
evaluation out of the three suggested in (Koptjevskaja-Tamm 2015): the TACTILE (water, 
food and drinks, body parts) vs. the AMBIENT temperature (weather objects, seasons, 
times of day). As for the third domain, that of the PERSONAL-FEELING temperature (cf. 
the English I am hot), it is quite expectedly absent from our list, because the related mean-
ings cannot be expressed with an attributive construction in Russian. However, cluster 7 
(clothes) relates to this frame in a metonymic fashion: applied to the nouns denoting 
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clothes, the Russian teplyj means ‘helping to keep a comfortable PERSONAL-FEELING 
temperature when the ambient is cold’. In addition to the frames of temperature terms’ 
direct usages, the method captures their most common extended meanings, such as 
metaphorical social and emotional warmth, clusters 3 (‘warm company’, ‘kind (literally 
‘warm’) concern’) and 9 (‘heart’ and ‘soul’) respectively. To compare, the Interconti-
nental Dictionary Series wordlist (Key & Comrie 2007) contains only one concept 
representing the whole ‘warm’ domain. 
 
 
1: substances struja ‘flow’ vozdux ‘air’ voda ‘water’ 
2: weather objects solnce ‘sun’ nebo ‘sky’ tuman ‘mist’ 
3: social warmth kompanija ‘company’ no ‘but’ učastie ‘concern’ 
4: food moloko ‘milk’ xleb ‘bread’ vodka ‘vodka’ 
5: times of day utro ‘morning’ večer ‘evening’ noč’ ‘night’ 
6: seasons vesna ‘spring’ osen’ ‘autumn’ zima ‘winter’ 
7: clothes pal’to ‘coat’ kofta ‘blouse’ kurtka ‘jacket’ 
8: human body parts ladon’ ‘hand’ palec ‘finger’ plečo ‘shoulder’ 
9: human body parts 
(metaphorical) 
serdce ‘heart’ duša ‘soul’ sleza ‘tear’ 
 
Table 2. Example of a generated Questionnaire with usage classes for teplyj ‘warm’. 
The Questionnaires largely reflect the taxonomy of objects that the adjectives can 
describe, and for adjective meanings that have been studied cross-linguistically, our Ques-
tionnaires do make typologically attested distinctions between usages. To give one more 
example, the Questionnaire for tolstyj ‘thick’ differentiates the thickness of flat objects, 
long objects and fat humans, and these distinctions are indeed typologically relevant 
(Kozlov & Privizentseva in print). 
We note that, somewhat surprisingly, a meaningful Questionnaire was also construc-
ted for the adjective nužnyj ‘necessary’. This was not expected because nužnyj is predomi-
nantly used predicatively and differs in its distribution from most adjectives. Still, the 
algorithm managed to separate usages that seem to trigger different translation equiva-
lents of nužnyj in English, distinguishing among others between usages such as nužnaja 
vera ‘(much-) needed faith’, nužnyj dokument ‘required document’, nužnaja minuta ‘right 
minute’, and nužnoe dokazatel’stvo ‘necessary evidence’. 
Sometimes the classification of the adjective usages in a Questionnaire is too fine-
grained and contains more classes than can be reasonably expected to show cross-linguis-
tic differences in lexicalization. The extreme example here is ‘new’ (Russian novyj), for 
which our algorithm predicted 91 different classes of usage; among other things, the 
generated Questionnaire can be interpreted as distinguishing between novel church 
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officials, new bosses, new hired managers, new monarchs, newly appointed military 
officials, and new judicial officials as all potentially requiring different lexicalizations of 
novelty. There is at least some truth to these hypothesized distinctions, as suggested by 
the existence of specialized adjectives such as the Russian novopomazannyj ‘newly 
crowned’, novorukopoložennyj ‘newly ordained’ and novonaznačennyj ‘newly appointed’ - all 
morphologically complex but lexicalized. We note however that the case of novyj is 
unique, probably due to the high frequency and extremely general semantics of ‘new’, and 
that all other adjectives have considerably fewer classes in our Questionnaires. An average 
Questionnaire contains 33 classes and the median number of classes in a Questionnaire is 
only 13. Three quarters of our Questionnaires include 20 or fewer classes of usages. For 
three adjectives, poxožij ‘similar’, pozdnij ‘late’, and uverennyj ‘sure’ the algorithm managed 
to identify only one class of usages. 
6. Conclusion 
We have presented an account of 100 automatically generated lexical Questionnaires for 
studying diverse usages of common quality-denoting vocabulary, as expressed by 
adjectives in English, Russian, and similar languages.  
We believe that the Questionnaires presented will be immediately useful for linguists 
working on lexical data. In lexicography, they can provide input for typologically oriented 
dictionaries whose creation is of special importance for low-resourced and endangered 
languages. In turn, such dictionaries could become a basis for extensive cross-linguistic 
research in the future. For lexical typologists, our Questionnaires could be an insightful 
starting point saving much time and effort that are typically spent in the process of Ques-
tionnaire construction.  
Of course, the resulting Questionnaires are not absolutely free from drawbacks. First, 
overly detailed clusterings could cause practical difficulties during fieldwork, as a Ques-
tionnaire for an interview with a consultant should be as short as possible. In future 
research, we plan to improve our method to reduce the number of context classes in 
overly long Questionnaires. Second, context-based Questionnaires require a non-trivial 
amount of work as they have to be translated into the languages studied. The translation 
process could also be automatized at least for languages with sufficient resources (see 
Ryzhova et al. 2018), but the translation algorithms we have tried so far require further 
improvements. Finally, our Questionnaires reflect some peculiarities of the Russian 
language and culture. From the lexical point of view, some nouns that appear in the final 
clusterings are culture specific (cf. vodka ‘vodka’ or pal’to ‘coat’ in Table 2), though the 
classes themselves are typologically relevant. From the syntactic point of view, the method 
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in its current version is restricted to the meanings that can be expressed in Russian with 
an attributive construction. We will address both issues in our future research.  
We hope that our automatically produced Questionnaires will be adopted by the 
linguistic community and will prove useful for lexical research of various kinds. 
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Appendix A. Adjectives used for the creation of Questionnaires 
age: molodoj ‘young’,  staršij ‘elder’, novyj ‘new’, staryj ‘old’ 
color: belyj ‘white’, sinij ‘blue’, želtyj ‘yellow’, černyj ‘black’, seryj ‘grey’, zelenyj ‘green’, krasnyj 
‘red’, temnyj ‘dark’. 
comparison: ravnyj ‘equal’, raznyj ‘different’, poxožij ‘similar’, podobnyj ‘analogous’ 
direction: levyj ‘left’, pravyj ‘right’ 
emotional evaluation: čužoj ‘foreign’, krasivyj ‘beautiful’, prekrasnyj ‘wonderful’, dobryj 
‘kind’, milyj ‘nice’, rodnoj ‘native’, dorogoj ‘dear’, nastojaščij ‘real’,  sčastlivyj ‘happy’, 
xorošij ‘good’, nužnyj ‘necessary’, strašnyj ‘horrible’, jasnyj ‘clear’, ploxoj ‘bad’ 
location properties: blizkij ‘close’, dalekij ‘faraway’, tixij ‘quiet’ 
order:  poslednij ‘last’, sledujuščij ‘next’ 
personality: spokojnyj ‘calm’, uverennyj ‘confident’,  veselyj ‘funny’ 
size: bol'šoj ‘big’, krupnyj ‘large’, nebol'šoj ‘small’, ogromnyj ‘huge’, malen'kij ‘little’ 
depth: glubokij ‘deep’, melkij ‘shallow’ 
height: nizkij ‘low’, vysokij ‘high’ 
length: dlinnyj ‘long’, korotkij ‘short’ 
width: širokij ‘wide’, tolstyj ‘thick’, tonkij ‘thin’ 
social value: čelovečeskij ‘human’, strannyj ‘strange’, detskij ‘childish’, osobyj ‘special’, svobod-
nyj ‘free’, glavnyj ‘main’, važnyj ‘important’, interesnyj ‘interesting’, prostoj ‘simple’, 
velikij ‘great’, izvestnyj ‘well-known’, russkij ‘Russian’, voennyj ‘military’, ser’eznyj 
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‘serious’, živoj ‘living’, lučšij ‘best’, sobstvennyj ‘own’, ženskij ‘feminine’, obščij 
‘common’, sovetskij ‘Soviet’ 
speed: bystryj ‘quick’, skoryj ‘fast’ 
temperature: gorjačij ‘hot’, holodnyj ‘cold’, teplyj ‘warm’ 
time: byvšij ‘former’, pozdnij ‘late’, nočnoj ‘happening at night’, rannij ‘early’, dolgij ‘long’  
weight: legkij ‘light’, tjaželyj ‘heavy’ 
other: čistyj ‘clean’, polnyj ‘full’, celyj ‘whole’, golyj ‘naked’, pustoj ‘empty’, železnyj ‘iron’, 
gotovyj ‘ready’, znakomyj ‘familiar’, mokryj ‘wet’, edinstvennyj ‘only’, zolotoj ‘golden’, 
sil’nyj ‘strong’, obyčnyj ‘usual’.  
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