The purpose of this study was to develop and evaluate the hybrid scatter correction algorithm (HSC) for CT imaging. Therefore, two established ways to perform scatter correction, i.e. physical scatter correction based on Monte Carlo simulations and a convolution-based scatter correction algorithm, were combined in order to perform an object-dependent, fast and accurate scatter correction. Based on a reconstructed CT volume, patient-specific scatter intensity is estimated by a coarse Monte Carlo simulation that uses a reduced amount of simulated photons in order to reduce the simulation time. To further speed up the Monte Carlo scatter estimation, scatter intensities are simulated only for a fraction of all projections. In a second step, the high noise estimate of the scatter intensity is used to calibrate the open parameters in a convolutionbased algorithm which is then used to correct measured intensities for scatter. Furthermore, the scatter-corrected intensities are used in order to reconstruct a scatter-corrected CT volume data set. To evaluate the scatter reduction potential of HSC, we conducted simulations in a clinical CT geometry and measurements with a flat detector CT system. In the simulation study, HSC-corrected images were compared to scatter-free reference images. For the measurements, no scatter-free reference image was available. Therefore, we used an image corrected with a low-noise Monte Carlo simulation as a reference. The results show that the HSC can significantly reduce scatter artifacts. Compared to the reference images, the error due to scatter artifacts decreased from 100% for uncorrected images to a value below 20% for HSC-corrected images for both the clinical (simulated data) and the flat detector CT geometry (measurement). Compared to a low-noise Monte Carlo simulation, with the HSC the number of photon histories can be reduced by about a factor of 100 per projection without losing correction accuracy. Furthermore, it was sufficient to calibrate the parameters in the convolution model at an angular increment of about 20
investigated here when using the HSC instead of a low-noise Monte Carlo simulation for scatter correction.
(Some figures may appear in colour only in the online journal)
Introduction
Since scattered radiation violates the linear model that underlies standard CT image reconstruction algorithms, the image quality is degraded and artifacts such as cupping and dark streaks show up in reconstructed CT images (Jospeh and Spital 1982 , Glover 1982 . Typically, scatter artifacts are more severe in flat detector CT (FDCT) due to the larger irradiated volume as compared to clinical CT Jaffray 2000, Kyriakou and Kalender 2007) . Nevertheless, even in clinical CT, scattered radiation decreases the image quality notably if not corrected (Ohnesorge et al 1999 , Engel et al 2008 .
The amount of scatter correction algorithms and methods that exist in the literature is great. In general, these methods either aim to produce estimates of the scatter content in measured intensities or try to heuristically correct images based on the well-known structure of scatter artifacts (cupping and streaks). Recently, Klingenbeck (2011b, 2011a) published a review article about scatter correction algorithms and interested readers may refer to these publications to get a general overview of available scatter correction algorithms.
Here, we want to introduce a hybrid algorithm for scatter correction (HSC) of CT volume data sets that combines two different scatter estimation methods: physical scatter estimation based on the Monte Carlo simulation and convolution-based scatter estimation. Each of these methods has its certain disadvantages which we want to avoid by combining the two approaches.
Physical scatter estimation based on the Monte Carlo simulation of photon transport through the object is considered to be very accurate since real physics are incorporated in the model. The drawback of these methods is their high computational complexity as compared to other approaches (Rührnschopf and Klingenbeck 2011b) .
Scatter estimation methods which have less computational needs are convolution-based methods. The principle of convolution-based algorithms is that based on measured intensities I ps containing scattered and primary radiation, the so-called scatter potential = f (I ps ) is calculated which is convolved by a scatter kernel K in order to generate an estimate of the scatter intensity I s . Different models for calculating and K are given by Swindell and Evans (1996) , Hansen et al (1997) , Ohnesorge et al (1999) , Maltz et al (2008) , , and Sun and Star-Lack (2010) .
One disadvantage of convolution-based methods is that the models contain parameters for the shape of the scatter kernel K and for the shape of the scatter potential function . These need to be calibrated in advance.
The algorithm which we introduce here combines a Monte Carlo-based scatter correction with a convolution-based algorithm to do a fast, accurate and object-dependent scatter correction without requiring extra calibration measurements or simulations for the convolutionbased part of HSC. Based on a coarse Monte Carlo simulation of the scatter signal, the open parameters in a convolution-based algorithm are calibrated by the HSC. The Monte Carlocalibrated convolution-based algorithm is then used to correct measured intensities for scatter in order to reconstruct scatter-corrected CT volume data sets. In other words, the proposed algorithm can be regarded as using a convolution model to regularize noisy Monte Carlo scatter estimates correct CT volumes for artifacts that arise due to the presence of scattered radiation.
The intention of this paper is not to propose a scatter correction algorithm for a special CT imaging modality or application but to evaluate and validate the accuracy and the computational needs of the proposed HSC algorithm in comparison to a pure Monte Carlo-based scatter correction. Different CT modalities may have different demands on scatter correction. While in clinical CT due to short scan times, computation time may be of main interest in radiation therapy where flat detector CT scans are used to perform patient positioning and tumor tracking accuracy may be more important. Therefore, the focus of this work is to determine the scatter artifact reduction potential of the HSC method and the possible reduction in computational effort as compared to a pure Monte Carlo scatter correction.
Materials and methods
In the following, the projection angle of the CT scanner will be denoted by α, while the angles in the fan and the cone direction are parameterized by β and γ . Let q ps (α, β, γ ) be the measured projection value including scatter, i.e. q ps (α, β, γ ) , is given by
Here, α, β, γ ) and I 0 (α, β, γ ) are the primary, scattered and unattenuated intensities. Where possible the dependence on α, β and γ will be dropped in the following for convenience. Given that we have an algorithm to generate an estimateÎ s of the real scatter intensity I s , we can compute a scatter-corrected projection valuê
that is an estimate of the real scatter-free projection value q p = − ln I p /I 0 . Note thatq p is only corrected for scatter, and therefore, images reconstructed fromq p will still contain artifacts that arise from the polychromatic source spectrum of the x-ray tube. To correct for these cupping and beam hardening artifacts, we applied the empirical cupping correction (ECC) and the empirical beam hardening correction (EBHC) approach, respectively (Kachelrieß et al 2006 .
Monte Carlo simulation tool
To do the Monte Carlo-based estimation of the scatter signal, we use an in-house Monte Carlo simulation tool. Based on tabulated data (Cullen et al 1997) for the attenuation coefficient and the cross sections of Compton scattering, Rayleigh scattering and photo effect, photon histories through the scanned object are simulated in order to compute a Monte Carlo estimatê I MC s of the scatter intensity. Objects can be passed to the simulation either as voxel phantom containing the known material and density composition or as reconstructed CT volumes. If reconstructed CT volumes are passed, a threshold-based segmentation is used in order to gain material and density information.
To achieve a realistic simulation of the scatter intensity for a given CT scanner setup, the Monte Carlo software allows the simulation of polychromatic source spectra plus prefiltration, detector materials and detector thicknesses, beam collimation, and anti-scatter grids that are mounted on top of the detector.
To reduce the computational costs of the photon transport through the volume, the Woodcock tracking algorithm (Woodcock et al 1965) for path length sampling is implemented and used in the software.
The scatter angles θ for Rayleigh and Compton scatter are sampled from the expressions for the differential cross-sections, i.e. from dσ
for Rayleigh scatter and
for Compton scatter. Here, P(E, θ ) is given by the ratio of the photon energy E after scattering and E before scattering:
where r 0 , c and m 0 are the classical electron radius, the speed of light and the rest mass of an electron. The functions F (E, θ, Z), respectively, S(E, θ, Z) denote the form factor and the incoherent scattering function. Data for F (E, θ, Z) and S(E, θ, Z) are taken from the EPDL library (Cullen et al 1997) . In order to save computation time, scatter angles θ for Compton and Rayleigh scatter were not sampled directly from equations (3) and (4) but from pre-calculated look-up tables.
To increase the efficiency of the Monte Carlo simulation, the particle splitting method is used to prevent the termination of photon histories due to the photo effect (Zaidi 1999) . In order to further decrease the simulation time, the fixed splitting technique (Mainegra-Hing and Kawrakow 2010) and the Richardson-Lucy algorithm as described by Zbijewski and Beekmann (2006) are implemented and used in the software.
Besides the simulation of the scatter signal, the Monte Carlo simulation tool also allows the computation of patient-specific dose maps. To do so, a volume having the same size as the CT data set is used to sum up the absorbed energy from all photons that interact in a specific voxel. Thereby, it is assumed that the energy loss of a photon due to Compton scattering or the photo effect-Rayleigh scattering is an elastic process and therefore does not contribute to patient dose-is immediately absorbed and the simulation of secondary particles, i.e. electrons is neglected in the simulation. This is justified due to the short free path lengths of electrons in tissue (<100 nm for E < 100 keV in water (Nikjoo et al 2008) as compared to the voxel size of CT volumes (≈1 mm). The segmentation of the scanned object which is needed for the simulation of the scatter signal is then used to convert from absorbed energy to dose.
Convolution model
The convolution-based algorithm that we use is a slightly modified version of the model published by Ohnesorge et al (1999) . According to this model, the forward scatter fraction or the scatter potential can be estimated based on measured data q ps = q ps (α, β, γ ) as
The scatter signal is then estimated by convolving the scatter potential with the scatter kernel K. Thereby, the convolution runs over the fan angle β and the cone angle γ . A convolutionbased estimateÎ CB s of the scatter intensity along a certain ray may now be computed
with the scatter kernel
In contrast to the original model (Ohnesorge et al 1999) , the additional coefficient c 0 was added to the convolution-based algorithm. This change in the model was made based on the results of Kyriakou and Kalender (2008) . Kyriakou and Kalender (2008) reported that the shape of scatter intensity can be divided into an approximately constant fraction and a fraction varying with the detector coordinates β and γ . Thereby, it was shown that the constant part is mainly due to Compton scattering, while Rayleigh scattering brings the variation with β and γ . In the original paper (Ohnesorge et al 1999) , the open parameters c i , i = 0, . . . , 5, were determined by calibration measurements. With the HSC the open parameters are determined without prior calibration but by using a coarse Monte Carlo simulation of the scatter intensity based on a reconstruction of the scanned object. Therefore, with the HSC, an object-dependent scatter correction of CT volumes can be achieved. Since a Monte Carlo-based estimate of the scatter intensities is used to calibrate the scatter kernel, it must be noted that the accuracy of the scatter correction will depend on the correctness of the Monte Carlo estimate.
All convolutions were performed in the frequency domain by using an in-house implementation of the fast Fourier transform.
Hybrid scatter estimation
Since the simulation time of Monte Carlo simulations depends on the number of simulated photon histories, the most evident way to reduce the simulation time is to decrease the number of simulated photons. This, of course, comes at the cost of a higher noise level in the simulated scatter signal. We overcome this by using the high noise Monte Carlo signal to calibrate the open parameters of the convolution-based algorithm which is then used for the scatter correction. So our hybrid approach can be thought as regularizing noisy Monte Carlo estimates with a convolution-based model.
As compared to other approaches where the open parameters are calibrated by dedicated calibration measurements (Li et al 2008) or by Monte Carlo simulations of calibration objects (Spiess et al 2001 , Maltz et al 2008 , Sun and Star-Lack 2010 , we here use an estimate of the scatter intensity that is computed based on the patient himself to determine the open parameters.
The calibration of the convolution-based algorithm is then performed by minimizing the quadratic error between the high noise Monte Carlo estimateÎ 
Here, c(α) = (c 0 (α), . . . , c 5 (α)) is a vector containing all open parameters of the convolutionbased algorithm which depend on the projection angle α, in general. Due to noise in measured projections, inaccuracies in the Monte Carlo estimate or errors during the parameter fitting, the scatter-corrected intensities I ps −Î CB s may become unreasonably small or even negative which would in turn lead to bright streaks in the scatter-corrected volumes or to infinite values for the scatter-corrected projection valueq p (equation (2)). To prevent this, we added the regularization term λ · f (x(α, β, γ ) ) to equation (9), whereby the function f (x(α, β, γ ) ) is given by
and x(α, β, γ ) is short for
For I min , we chose an estimate for the minimum primary intensity that can be expected in the case of no scatter. In case of the Forbild abdomen and Forbild thorax phantom, which we used to evaluated HSC in the case of the clinical CT geometry, I min was set to the x-ray intensity after penetrating 400 mm of water and 30 mm of bone. For the measurements with the flat detector CT system, we chose 200 mm of water and 60 mm of bone to estimate I min . The scaling parameter was set to λ = 100 which was adequate for the cases we investigated in this paper.
To solve equation (9), i.e. to determine an optimal set of parameters c(α), we use a multidimensional downhill simplex algorithm (Press et al 1992) . After the calibration step, the calibrated parameter vector c(α) can be used to compute scatter-corrected projection valueŝ q p (equation (2)) by subtracting estimated scatter intensitiesÎ CB s from measured intensities I ps . Note that our method is not restricted to using any particular convolution-based scatter estimation algorithm. As long as a convolution-based algorithm contains a set of open parameters to model the scatter potential and the scatter kernel K, it can be used to regularize the Monte Carlo results. The investigation, of the numerous convolution-based algorithms that exist in the literature, which fits best to the HSC is beyond the scope of this paper since here we only want to show the general applicability of HSC.
Clinical CT (simulation study)
To validate our new method, we performed simulations of a clinical CT system. In total, 1024 projections were acquired on a detector having 1024 columns and 64 rows. Typical x-ray prefiltration and typical x-ray detector efficiencies were taken into account. A onedimensional anti-scatter grid placed on top of the detector pixels was assumed. Simulations were performed for a monochromatic and a polychromatic source spectrum in order to clearly distinguish between artifacts arising from scatter and artifacts caused by the spectrum of the x-ray source. The polychromatic source spectrum was modeled according to Tucker et al (1991) . Polychromatic simulations were performed at a typical tube voltage of U = 120 kV, whereas monochromatic simulations were performed at an energy of E = 70 keV. Simulations of a modified Forbild abdomen phantom (without high contrast inserts) and of the Forbild thorax phantom (www.imp.uni-erlangen.de/phantoms/) were conducted.
Number of calibration steps.
In a first experiment, the number of calibration steps N cal needed to achieve an accurate scatter correction was determined. The projection angles α n = α 0 + n · 2π/N cal for which a new parameter vector c(α n ) was calibrated were distributed equally spaced over 360
• starting at the p.a. direction (α 0 = 0) and the value of the parameter vector c(α) between two calibration angles was computed by linear interpolation. The choice of α 0 = 0 was here made for convenience and the influence of the start angle α 0 will decrease by increasing the value of N cal due to the better sampling of the coefficient functions c i (α). Nevertheless, we investigated the influence of the start angle in the case N cal = 1 since here the strongest influence of α 0 on the resulting scatter reduction can be expected.
In order to facilitate the analysis of the pure scatter correction potential of HSC as a function of N cal , calibration was performed based on a low-noise (and thereby high photon count) Monte Carlo simulation of the scatter intensity for the Forbild abdomen and Forbild thorax phantom. Furthermore, to exclude influences from spectral artifacts like cupping and beam hardening, the monochromatic source model (E = 70 keV) was used for the simulations. The material composition and density distribution needed for the Monte Carlo simulations were taken from the known phantom composition.
As a quantitative measure of the scatter correction potential, we use the relative error E defined as
Here, f ref is the reference image reconstructed from primary radiation only, f is the uncorrected image with scatter andf is the scatter-corrected image.
Number of simulated Monte Carlo photons.
To determine the number of photons N Ph needed in the Monte Carlo simulation step of HSC, the scatter intensity was simulated with reduced amounts of photons. The convolution-based algorithm was then calibrated based on these coarse Monte Carlo simulations and the accuracy of the scatter correction as a function of N Ph was investigated.
As for the number of calibration steps N cal , we here used a monochromatic source model at 70 keV to exclude influences from cupping and beam hardening artifacts and measured the scatter correction potential in terms of the error E (equation (10)). The material composition and density distribution needed for the Monte Carlo simulations were taken from the known phantom composition. For the number of calibration steps N cal , we used the result from the previous section.
Object dependence.
Since the proposed HSC algorithm is designed to be patient specific, we analyzed the object dependence of the set of open coefficients c(α) in the convolution-based scatter correction algorithm, and we evaluated the influence of a patientspecific calibration on the scatter-reduction potential achievable with the HSC.
To determine the object dependence, monochromatic simulations of the Forbild thorax and the Forbild abdomen phantom were performed. The parameters N cal and N Ph were chosen according to the results from the previous sections.
To investigate the object dependence of HSC, we calibrated the open coefficients c(α) for the Forbild thorax phantom. Afterward we used these coefficients to correct the Forbild abdomen phantom for scatter. We also changed the roles of the phantoms and used the abdomen phantom to determine the parameters and tested them using the thorax phantom. The results of this cross-calibrated scatter correction were then compared with the normal HSC case where the calibration of the coefficients c(α) is performed based on the data that shall be corrected. We will refer to this situation as self-calibration. Again the error E (equation (10)) served as a measure for the scatter correction potential and the Monte Carlo simulations were performed based on the known object composition.
Polychromatic source model.
Based on the results for N cal and N Ph from the preceding sections, the scatter correction potential of HSC was investigated in a more realistic simulation setup using polychromatic projection data. Therefore, we simulated primary and low-noise Monte Carlo scatter intensities for the Forbild abdomen and the Forbild thorax phantom based on the known phantom composition using a polychromatic source model with a typical prefiltration added. The low-noise Monte Carlo scatter intensity now served as reference scatter intensity for the evaluation of HSC in the case of polychromatic x-rays.
To make the simulations as realistic as possible, the density and material information for the Monte Carlo simulations used to calibrate the convolution model of HSC was taken from a water-precorrected reconstruction that included beam hardening and scatter artifacts. Furthermore, to compare the results of HSC with that of a pure Monte Carlo-based scatter correction, we also performed low-noise Monte Carlo simulations of the scatter intensities based on the water-precorrected reconstructions. Artifact reduction was again determined by measuring the error E (equation (10)).
Flat detector CT (measurements)
A scan of a head phantom was performed with the Varian OBI CT scanner (Varian Medical Systems, Palo Alto, USA). The tube voltage was set to 120 kV and the density and material information of the head phantom was extracted from a water-precorrected reconstruction. In total, 680 projections were acquired on a flat detector having 1024 columns and 768 rows. For the measurements, no scatter-free reference reconstructions were available. Therefore, we used an image corrected with a low-noise Monte Carlo simulation on which we applied EBHC as reference. In analogy to equation (10), the error between this reference and the corrected image was used as a measure of artifact correction. Doing so may lead to incorrect results for absolute CT values in the reference image, since we cannot be sure that the Monte Carlo correction leads to correct CT values for the given CT scanner. The same accounts for the results of the HSC algorithm since here the same Monte Carlo code is used for the calibration of the open coefficients. Since we were here interested in comparing the HSC to a pure Monte Carlo method in terms of computation time and accuracy, we do not consider this as a limitation of the study performed in this paper. Figures 1 and 3 show the results for the scatter reduction potential of HSC as a function of the calibration steps N cal for the Forbild abdomen and the Forbild thorax phantom. All error values are given relatively to the error of the uncorrected reconstructions of the Forbild abdomen and Forbild thorax phantom depicted in figure 2 and the difference images are computed with respect to the scatter-free reference images (figure 2).
Results

Clinical CT (simulation study)
Number of calibrated steps.
As depicted in figures 1 and 3, the error in the corrected image compared to the scatter-free reference image decreases as the number of calibration steps is increased. Thereby, a value of N cal 16 does lead only to minor improvements in the accuracy of the scatter correction. The reason for this behavior can be found regarding figure 4 which shows the coefficients as a function of the projection angle. As can be seen, the coefficients c i (α) show strong deviations between the a.p., respectively p.a., directions and the lateral directions. The in-between curves are relatively smooth. Thus, N cal = 1 is far off the optimum, with a strong dependence on the calibration start angle α 0 . We therefore recommend to use at least N cal = 16.
Note that the 180 • symmetry of the coefficients is due to the symmetry of the phantoms used. Since all objects that were investigated in this paper showed a similar symmetry, at least approximately, we chose N cal = 16 for all further experiments.
Number of simulated Monte Carlo photons.
In figures 5 and 6, the influence of the reduction of the photon number in the Monte Carlo simulation on the accuracy of the scatter reduction achievable with the HSC is shown.
As can be seen, the error increases moderately up to a relative photon number of The 180 • symmetry of the curves is due to the symmetry of the Forbild abdomen and Forbild thorax phantom. For objects that do not show this symmetry, more calibration steps might be needed in order to achieve a good scatter correction. For viewing purposes, all curves were scaled to the same mean value and are depicted in arbitrary units. The relative mean standard deviation σ of the scatter intensities when using N Ph,ref photons was about 5% (thorax and abdomen phantom) and was computed by
Here, n = n(α, β, γ ) runs over all projections α and all detector pixels, i.e. all fan angles β and all cone angles γ in the object shadow, and T is the number of independent trials for each sample n. The estimate of the scatter intensity for a given trial t and sample position n is denoted byÎ MC s (t, n) and the mean value of the scatter intensity over T trials is denoted by¯Î MC s (n). For the evaluation of the standard deviation, T = 10 independent trails were performed.
Based on these results, we chose N Ph,ref so that the relative mean standard deviation in the reference Monte Carlo scatter estimates amounted to about 5% for all further simulations. Figure 7 depicts the results of the object dependence of the scatter correction potential of the HSC algorithm. Using the cross-calibration approach, i.e. coefficients calibrated based on the Forbild abdomen phantom are used for the correction of the Forbild thorax phantom (and vice versa), scatter artifacts can be reduced by 52% for the Forbild abdomen and by 77% for the Forbild thorax phantom as compared to the uncorrected images. Nevertheless, when using the self-calibration method scatter artifacts can be further reduced and the error E reduces to 14% for the Forbild abdomen and to 9.3% for the Forbild thorax phantom as compared to the uncorrected images.
Object dependence.
Polychromatic source model.
The results for the scatter correction potential of HSC in the case of polychromatic projection data are shown in figure 8 . As depicted the HSC strongly reduces scatter artifacts in the reconstructed images. Since the HSC addresses only scattered radiation, beam hardening artifacts remain in the corrected image. After performing EBHC on top of HSC, the error in the corrected image drops to about the same level as in the monochromatic simulations from the sections above. As depicted in the last two rows of figure 8, using the HSC instead of a low-noise Monte Carlo simulation leads only to minor differences in scatter correction. Using the result of the low-noise Monte Carlo as reference and computing the error of the HSC correction according to equation (10) leads to an error of 6% for the abdomen phantom and 5% for the thorax phantom. These findings for the difference between the low-noise Monte Carlo scatter correction and the HSC are in accordance with those for the measurements of the head phantom as will be shown in the following section. Note that the error in the low-noise Monte Carlo simulation is caused by the fact that scatter intensities were calculated based on a water-precorrected volume that contained scatter and beam hardening artifacts.
Flat detector CT (measurements)
Results for the measurements with the Varian OBI CT scanner (Varian Medical Systems, Palo Alto, USA) are shown in figure 9 . Compared to the uncorrected image, scatter and beam hardening artifacts are strongly reduced by using HSC and EBHC. The difference image shows only minor differences between the reference image corrected with the low noise Monte Carlo simulation and the HSC-corrected image (figure 9) and the total error of the HSC-corrected images drops to the same order as for the simulation study.
Performance
The computation times for the HSC and the low-noise Monte Carlo reference on a standard PC having 8 cores, each of them running at 2.4 GHz, are depicted in table 1 relative to the total computation time T MC,ref = 100% of the low-noise Monte Carlo reference.
Note that the times t MC,HSC and t Fit,HSC for the coarse Monte Carlo simulation and the parameter fitting in the HSC algorithm given in table 1 are with respect to the case N cal = 16. In the case of the measurements, no scatter-free reference images was available. Therefore, the reference image was computed by correcting the image for scatter with a slow but low-noise Monte Carlo simulation followed by applying EBHC to remove the beam hardening artifacts. Images have C = 50 HU and W = 400 HU, difference images have C = 0 HU, W = 300 HU.
The acceleration factor AF (table 1) of the HSC compared to a pure Monte Carlo-based scatter correction with the low-noise reference can be computed by
Using the results from table 1 for the overall computation times T MC,ref (low-noise Monte Carlo) and T HSC (proposed HSC method) results in the acceleration factors of AF = 320 for the simulations and AF = 130 in the case of the measurements. The main difference in acceleration factors between the clinical CT geometry and the flat detector CT system is caused by the different number of acquired projections, i.e. 1024 for the clinical CT system (simulations) and 680 for the flat detector CT scanner (measurements). Additionally, the larger detector, i.e. the higher number of detector pixels of the flat detector as compared to the clinical detector, leads to an increased computation time for the parameter fitting and the final convolution with the calibrated scatter kernels. In order to reduce overall computation time and to facilitate the evaluation of HSC, the flat detector was downsampled by a factor of 2 in fan angle direction and by a factor of 3 in cone angle direction.
The implementation of the proposed HSC algorithm as well as the code of our in-house Monte Carlo simulation tool was not fully optimized for speed. Therefore, with this section, we did not intend to make a general statement on how much acceleration can be achieved when using the proposed HSC algorithm instead of making a pure Monte Carlo scatter correction. We rather wanted to show that the HSC may be a valuable tool to reduce computation time as compared to pure Monte Carlo-based approaches for scatter correction, while preserving the object-depended information about the shape of the scatter intensities from the coarse Monte Carlo simulation.
Summary and conclusion
The proposed hybrid scatter correction algorithm HSC was evaluated for clinical and flat detector CT. Thereby, the investigation in the clinical CT geometry was performed by simulations using a typical setup for a clinical CT scanner. For the case of flat detector CT, we had access to measured phantom data which we used to evaluate the proposed HSC algorithm. In both cases results show that with the HSC the number of simulated Monte Carlo photons and the number of projections which are needed to achieve a good scatter correction of CT volume data sets can be strongly reduced as compared to a pure Monte Carlo-based scatter correction.
For the cases investigated in this paper, we were able to reduce the overall simulation time to estimate the scatter content in detected intensities by about two orders of magnitude when using the proposed HSC algorithm instead of a pure low-noise Monte Carlo simulation of scatter intensities. Here, it must be noted that our findings for the acceleration of the scatter estimation by the HSC do not claim to be valid in general, but meant to give an impression of what might be possible when using the HSC instead of a pure Monte Carlo scatter correction. Both the implementation of the HSC method and the Monte Carlo simulation itself were not fully optimized for speed and may have the potential to be accelerated significantly which may in turn impact the acceleration factors achievable with the HSC.
Nevertheless, we think that the proposed HSC algorithm may be a valuable tool to speed up Monte Carlo-based scatter correction algorithms since it offers the potential to reduce the computational effort during the Monte Carlo simulation and as our initial performance measurements showed the additional steps which are introduced by the HSC did not exceed the computation time saved in the Monte Carlo step of the HSC.
Since the HSC algorithm incorporates several convolutions of detected intensities with a scatter kernel, overall computation time depends on the number of detector pixels. As mentioned in the above section, we downsampled the detector data for the scatter estimation in the case of the flat detector by a factor of 2, respectively, 3 in order to decrease the computation time.
Downsampling is a well-known tool to decrease simulation times in scatter correction algorithms (Ohnesorge et al 1999 , Poludniowski et al 2009 , Sun and Star-Lack 2010 , Sun et al 2011 and is justified by the fact that scatter intensities do not contain high frequencies. The downsampling affects both the computation time for the low-noise reference Monte Carlo estimates and the performance of the HSC algorithm. In the case of the Monte Carlo estimates, reducing the number of detector pixels decreases the variance of the scatter signal (MainegraHing and Kawrakow 2010) and, therefore, reduces the computation time to a achieve a certain, predefined margin for the variance. The same accounts for the Monte Carlo step in the HSC algorithm. In addition to that the computation time of the parameter fitting and the final convolution with the calibrated scatter kernels also profits from reducing the amount of detector pixels.
Compared to the detector downsampling performed by Poludniowski et al (2009), Sun and Star-Lack (2010) and Sun et al (2011) , the detector downsampling we performed here was relatively low and only performed for the measurements with the CBCT system. Therefore, reducing the number of detector pixels during the HSC scatter correction may exhibit a possibility of reducing the overall computation time further but the amount of downsampling that can be performed without falsifying the estimated scatter signal may vary with the object geometry. Our aim here was not to investigate the influence of detector downsampling on the accuracy of scatter estimates but to evaluate the proposed HSC algorithm. Therefore, the determination of how much a scatter intensity can be downsampled without leading to wrong results is not within the scope of this paper.
A limitation of the study presented here is that only cases with relatively low scatter-toprimary ratios were investigated. In the case of higher scatter-to-primary ratios, one may run into the problem of very high noise levels in scatter-corrected reconstructions. This drawback is not unique to the proposed HSC algorithm since all scatter correction algorithms that are based on the subtraction of scatter estimates from measured intensity data have to cope with this problem. One way to solve this may be to apply an adaptive filter algorithm (Kachelrieß et al 2001) to the corrected intensities in order to decrease the noise level in scatter-corrected images. Besides high noise levels one may also run into the problem of negative intensities in the case of high scatter-to-primary ratios. Also, this is not a special limitation of HSC since all subtraction-based scatter correction algorithms have to cope with this problem. Here, a solution might be to use a similar approach as in interpolation-based metal artifact correction algorithms (Kalender et al 1987 , Wei et al 2004 , where invalid detector pixels are replaced by interpolated values from the edges of the metal trace.
In the case of the scan of the head phantom which we used to evaluate the proposed HSC algorithm, no scatter-free reference was available and we used a pure Monte Carlo correction as a reference. Doing so we cannot state correctness in terms of producing true CT values with the proposed HSC algorithm since we do not know if the Monte Carlo correction produces true CT values and the HSC is calibrated based on the Monte Carlo simulations. Nevertheless, we think this is not a limitation of the presented study since we here simply wanted to compare the proposed HSC algorithm relatively to a pure Monte Carlo correction in terms of achievable image quality and reduction in computing time.
The influence of a bowtie filter was not considered in this study but since the convolutionbased algorithm (Ohnesorge et al 1999) which we chose here for the HSC was originally developed for clinical CT scanners which do incorporate bowtie filters in general, to our belief, the presence of a bowtie filter should not be critical to the practical use of the HSC algorithm, although this was not shown in this paper.
So, in conclusion, with HSC, we propose a method that exhibits the possibility of making a Monte Carlo-based and object-dependent scatter correction with reduced computational needs as compared to a pure Monte Carlo-based scatter correction while still achieving a good scatter artifact correction in reconstructed CT volume data sets. Note that the proposed HSC algorithm may have the potential to reduce computational effort for any Monte Carlo-based scatter correction algorithm independent of the optimization level of the Monte Carlo code itself, since a reduction of simulated photons and projections should always be beneficial to the overall computation time.
