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Josip Globevnik
ABSTRACT Let ∆ be the open unit disc in C . Given a continuous function ϕ: b∆ → C \ {0}
denote by W(ϕ) the winding number of ϕ around the origin. We prove that a continuous function
f : b∆ → C extends meromorphically through ∆ if and only if there is a number N ∈ IN ∪ {0} such
that W(Pf +Q) ≥ −N for every pair P,Q of polynomials such that Pf +Q 6= 0 on b∆. If this is
the case then the meromorphic extension has at most N poles in ∆.
1. Introduction and the main result
Let ∆ be the open unit disc in C and let f : b∆→ C be a continuous function. We say
that f extends holomorphically through ∆ if f admits a continous extension f˜ to ∆ which
is holomorphic on ∆. If this is the case then we say that f (or f˜) belongs to the disc algebra.
Denote by C = C ∪ {∞} the Riemann sphere. We say that f extends meromorphically
through ∆ if there is a finite set A ⊂ ∆ such that f has a continuous extension to ∆ \ A
which is holomorphic on ∆ \A and has a pole at each point of A. Equivalently, f extends
meromorphically through ∆ if it has a continous extension f˜ : ∆→ C which, as a function
to C, is holomorphic on ∆.
Given a continuous function ϕ: b∆→ C\{0} we denote byW(ϕ) the winding number
of ϕ (around the origin). So W(ϕ) equals 1/(2π)times the change of argument of ϕ(z) as
z runs once around b∆ counterclockwise.
In the present paper we show that meromorphic extendibility can be characterized in
terms of the argument principle. For holomorphic extendibility this is already known:
THEOREM 1.0 [G2] A continuous function f : b∆→ C extends holomorphically through
b∆ if and only if W(f +Q) ≥ 0 for every polynomial Q such that f +Q 6= 0 on b∆.
If a continuous function f : b∆ → C \ {0} extends meromorphically through ∆ then
W(f) ≥ −N where N is the number of poles of the meromorphic extension f˜ (counted
with multiplicity). Indeed, by the argument principle,
W(f) = ν0(f˜)− νp(f˜) = ν0(f˜)−N ≥ −N
where ν0(f˜) is the number of zeros of f˜ on ∆ and νp(f˜) is the number of poles of f˜ on ∆.
Let f : b∆ → C be a continuous function on b∆ which extends meromorphically
through ∆ and whose meromorphic extension f˜ has N poles on ∆. ThenW(Pf+Q) ≥ −N
1
for all polynomials P,Q such that Pf +Q 6= 0 on b∆. Indeed, P f˜ +Q, the meromorphic
extension of Pf +Q, has no other poles than f˜ and therefore, by the argument principle,
W(Pf + Q) ≥ −N . The following theorem, our main result, tells that this property
characterizes meromorphic extendibility.
THEOREM 1.1 A continuous function f : b∆→ C extends meromorphically through ∆
if and only if there is an N ∈ IN ∪ {0} such that
W(Pf +Q) ≥ −N (1.1)
for all polynomials P,Q such that Pf + Q 6= 0 on b∆. If this is the case then the mero-
morphic extension of f has at most N poles in ∆, counting multiplicity.
2. Fourier series
In this section we recall some well known facts.
Let f be a continuous function on b∆. For each integer n let
fˆ(n) =
1
2π
∫ π
−π
e−inθf(eiθ)dθ
so that
∞∑
n=−∞
fˆ(n)einθ
is the Fourier series of f . We have
∞∑
n=−∞
|fˆ(n)|2 <∞. (2.1)
Define the functions F and G by
F (z) = fˆ(0) + fˆ(1)z + fˆ(2)z2 + · · · (z ∈ ∆)
G(z) = fˆ(−1)z + fˆ(−2)z2 + · · · (z ∈ ∆).
The functions F and G are holomorphic on ∆ and by (2.1) they belong to the space H2
[R].
The function f belongs to the disc algebra if and only if fˆ(n) = 0 for all n < 0 or,
equivalently, if and only if G ≡ 0.
Suppose now that f is smooth. Then the Fourier series converges uniformly to f . The
functions F and G belong to the disc algebra and have smooth boundary values. We have
f(z) = F (z) +G(z) (z ∈ b∆).
We shall need the following
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PROPOSITION 2.1 Let Φ: b∆→ C be a continuous function. Given N ∈ IN there is a
nonzero polynomial P of degree not exceeding N such that ˆ(PΦ)(j) = 0 (−N ≤ j ≤ −1) .
Proof. PΦ is continuous on ∆ and a direct computation shows that for each integer j we
have
ˆ(PΦ)(j) = Pˆ (0)Φˆ(j) + Pˆ (1)Φˆ(j − 1) + · · ·+ Pˆ (N)Φˆ(j −N)
so ˆ(PF )(j) = 0 (−N ≤ j ≤ −1) gives the homogeneous system
Pˆ (0)Φˆ(−N) + Pˆ (1)Φˆ(−N − 1) + · · ·+ Pˆ (N)Φˆ(−2N) = 0
Pˆ (0)Φˆ(−N + 1) + Pˆ (1)Φˆ(−N) + · · ·+ Pˆ (N)Φˆ(−2N + 1) = 0
· · ·
Pˆ (0)Φˆ(−1) + Pˆ (1)Φˆ(−2) + · · ·+ Pˆ (N)Φˆ(−N − 1) = 0
of N linear equations with N + 1 unknowns Pˆ (0), Pˆ (1), · · · , Pˆ (N) which always has a
nontrivial solution. This completes the proof.
3. The smooth case
THEOREM 3.1 Suppose that f : b∆→ C is of the form
f(z) = G(z) +H(z) (z ∈ b∆)
where the functions G and H belong to the disc algebra and H has smooth boundary values.
Assume that N ∈ IN ∪ {0} and that
W(Pf +Q) ≥ −N whenever P,Q, are polynomials,
deg(P ) ≤ N, such that Pf +Q 6= 0 on b∆.
}
(3.1)
Then f extends meromorphically through ∆ and the meromorphic extension has at most
N poles in ∆, counting multiplicity.
REMARK 3.2 To prove Theorem 1.1 we shall later use Theorem 3.1 only in the special
case when H is a rational function holomorphic in a neighbourhood of ∆ so with this in
mind, we may assume as much smoothness as we want. In the proof of Theorem 3.1 below
it is enough to assume that H|b∆ belongs to the Lipschitz class Cα with α > 1/2.
Before proceeding observe that if f is as in Theorem 3.1 and P is a polynomial then
Pf has the same form. Indeed, we have Pf = PG + PH on b∆ where the function z 7→
P (z)H(z) is smooth on b∆ so on b∆ we have PH = F2+G1 where F2, G1 belong to the disc
algebra and have smooth boundary values. So on b∆we have Pf = PG+F2+G1 = F1+G1
where F1, G1 are in the disc algebra and G1 has smooth boundary values.
Proof of Theorem 3.1. Assume that f is as in Theorem 3.1 and that (3.1) holds for
some N ∈ IN ∪ {0}. If N = 0 then it is known that f extends holomorphically through ∆
[G2]. Assume that N ≥ 1. By Proposition 2.1 there is a polynomial P, deg(P ) ≤ N , such
that
ˆ(Pf)(−1) = ˆ(Pf)(−2) = · · · = ˆ(Pf)(−N) = 0 (3.2)
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Now, Pf = F1+G1 on b∆where F1, G1 are in the disc algebra andG1 has smooth boundary
values. With no loss of generality assume that G1(0) = 0. By (3.2) G1 = z
N+1G2 where
G2 is again in the disc algebra and has smooth boundary values so that
P (z)f(z)− F1(z) = zN+1G2(z) (z ∈ b∆).
Suppose for a moment that G2 6≡ 0. We show that there is a constant α ∈ C such that
zN+1G2(z) + α 6= 0 (z ∈ b∆) and
W(zN+1G2(z) + α) ≤ −N − 1, (3.3)
that is,
W(zN+1G2(z) + α) ≥ N + 1.
The function Φ(z) = zN+1G2(z) belongs to the disc algebra and has smooth boundary
values. It has zero of order at least N + 1 at the origin. If Φ(z) 6= 0 (z ∈ b∆) then
put α = 0. In this case W(Φ) equals the number of zeros of Φ in ∆ so W(Φ) ≥ N + 1.
Suppose now that Φ(b∆) contains the origin. Since Φ has smooth boundary values it
follows that Φ(b∆) is nowhere dense. So there are α, arbitrarily close to the origin such
that Φ(z)+α 6= 0 (z ∈ b∆). Let ν ≥ N+1 be the multiplicity of the zero of Φ at the origin.
A standard use of the argument principle on a sufficiently small discD centered at the origin
shows that for any α sufficiently close to the origin, α 6= 0, the function z 7→ Φ(z) + α has
exactly ν zeros on D which are arbitrarily close to the origin provided that α is sufficiently
close to the origin. Thus, if α 6= 0 is sufficiently close to 0 and Φ(z) +α 6= 0 (z ∈ b∆) then
Φ+α has ν zeros in a neighbourhood of the origin so the argument principle, now applied
to the function Φ − α on ∆, implies that W(Φ + α) ≥ ν ≥ N + 1 so that (3.3) holds. It
follows that W(Pf − F1 + α) ≤ −N − 1. A sufficiently good polynomial approximation
Q of −F1 + α then satisfies W(Pf + Q) ≤ −N − 1, contradicting (3.1). It follows that
G2 ≡ 0 so Pf = F1 on b∆, that is, Pf belongs to the disc algebra. We need
PROPOSITION 3.3 [G3, Proposition 5.1, p. 223] Let Ψ be in the disc algebra, let a ∈ b∆
and assume that the function z 7→ Ψ(z)/(z−a) (z ∈ b∆\{a}) extends continuously to b∆.
Then there is a function Ψ1 from the disc algebra such that Ψ1(z) = Ψ(z)/(z − a) (z ∈
∆ \ {a}).
Proof of Theorem 3.1 continued. Writing P (z) = p0(z − a1)(z − a2) · · · (z − aM ) we
have M ≤ N and (z−a1) · · · (z−aM )f(z) = H1(z) (z ∈ b∆) where H1 belongs to the disc
algebra. Let α1, · · · , αJ be those of a1, · · · , aM which are contained in ∆. By Proposition
3.3 we may write
(z − α1) · · · (z − αJ)f(z) = H(z) (z ∈ b∆)
where H belongs to the disc algebra and J ≤ N . This completes the proof of Theorem
3.1.
REMARK 3.4 The preceding proof does not work without a smoothness assumption as
it is known that there are functions h in the disc algebra such that h(b∆) = h(∆) [G1].
4. The general case
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LEMMA 4.1 Let N ∈ IN and let f : b∆ → C be a continuous function such that the
Fourier series
ei(N+1)θf(eiθ) ∼
∞∑
n=−∞
Ane
inθ
of the function eiθ 7→ ei(N+1)θf(eiθ) is such that A0 6= 0 and
A1 = A2 = · · · = AN = 0, A−1 = A−2 = · · · = A−N = 0.
There is a polynomial Q such that f +Q 6= 0 on b∆ and
W(f +Q) ≤ −N − 1.
Proof. With no loss of generality we may assume that A0 = 1. Since z
N+1f is continuous
Fejers theorem implies that zN+1f is the uniform limit of the Cezaro means of its Fourier
series [Ho]. So, if
Sk(e
iθ) =
k∑
j=−k
Aje
ijθ k = 0, 1, 2, · · ·
are the partial sums of the Fourier series then ei(N+1)θf(eiθ) is the uniform limit, as
m→∞, of
Cm(e
iθ) =
1
m+ 1
[
S0(e
iθ) + S1(e
iθ) + · · ·+ Sm(e
iθ)
]
However, each partial sum Sn and therefore each Cezaro mean Cm has the same coefficients
vanishing property as the one which we have assumed for the Fourier series of zN+1f :
ˆ(Cm)(0) = 1, ˆ(Cm)(j) = 0 (−N ≤ j ≤ N, j 6= 0)
so that
Cm(z) = 1 + z
N+1Rm(z) + zN+1Tm(z) (z ∈ b∆)
where Rm, Tm are polynomials.
Choose m so large that
|Cm(z)− z
N+1f(z)| ≤
1
2
(z ∈ b∆). (4.1)
We have
Cm(z)− z
N+1Rm(z) − z
N+1Tm(z) ∈ 1 + iIR (z ∈ b∆)
which, by (4.1) implies that
zN+1f(z)− zN+1Rm(z)− z
N+1Tm(z) ∈ [1/2, 3/2] + iIR (z ∈ b∆).
It follows that zN+1f − zN+1Rm − z
N+1Tm 6= 0 on b∆ and W(z
N+1(f −Rm − Tm)) = 0.
Thus
W(f −Rm − Tm) = −N − 1
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so putting Q = −Rm − Tm completes the proof.
REMARK 4.2 Note that the assumption in Lemma 4.1 is equivalent to saying that
fˆ(−N − 1) 6= 0 and fˆ(−1) = fˆ(−2) = · · · = fˆ(−N) = 0 and fˆ(−N − 2) = fˆ(−N − 3) =
· · · = fˆ(−2N − 1) = 0.
We now turn to the proof of Theorem 1.1. We have already proved the only if part
in Section 1. To prove the if part suppose that f : b∆→ C is a continuous function which
satisfies (1.1) for all polynomials P, Q such that Pf + Q 6= 0 on b∆. If N = 0 then we
already know that f extends holomorphically through ∆ so assume that N ≥ 1.
LEMMA 4.3 Let F : b∆→ C be a continuos function. Assume that for some N ∈ IN we
have
W(PF +Q) ≥ −N (4.2)
whenever P, Q are polynomials such that Pf +Q 6= 0 on b∆. Then
F (z) = G(z) +H(z) (z ∈ b∆)
where G belongs to the disc algebra and H is a rational function holomorphic in a neigh-
bourhood of ∆.
Assume for a moment that Lemma 4.3 holds. Since our rational function H is smooth
on b∆ the if part of Theorem 1.1 is now an immediate consequence of Lemma 4.3 and
Theorem 3.1.
It remains to prove Lemma 4.3. Given an infinite row A = (a1, a2, · · ·) and J ∈ IN we
denote by A(J) the row containing the first J entries of A, that is, A(J) = (a1, a2, · · · , aJ).
Assume that F ∈ C(b∆) satisfies (4.2) whenever P,Q are polynomials such that
PF +Q 6= 0 on b∆. Lemma 4.1 implies that if P is a polynomial such that
ˆ(PF )(−N − 2) = ˆ(PF )(−N − 3) = · · · = ˆ(PF )(−2N − 1) = 0
ˆ(PF )(−1) = ˆ(PF )(−2) = · · · = ˆ(PF )(−N) = 0
then ˆ(PF )(−N − 1) = 0. If P (z) = D0 +D1z + · · ·+DMz
M then
ˆ(PF )(−1) = D0Fˆ (−1) +D1Fˆ (−2) + · · ·+DM Fˆ (−M − 1)
· · ·
ˆ(PF )(−N + 1) = D0Fˆ (−N + 1) +D1Fˆ (−N) + · · ·+DM Fˆ (−M −N + 1)
ˆ(PF )(−N) = D0Fˆ (−N) +D1Fˆ (−N − 1) + · · ·+DM Fˆ (−M −N)
ˆ(PF )(−N − 1) = D0Fˆ (−N − 1) +D1Fˆ (−N − 2) + · · ·+DM Fˆ (−M −N − 1)
ˆ(PF )(−N − 2) = D0Fˆ (−N − 2) +D1Fˆ (−N − 3) + · · ·+DM Fˆ (−M −N − 2)
· · ·
ˆ(PF )(−2N − 1) = D0Fˆ (−2N − 1) +D1Fˆ (−2N − 2) + · · ·+DM Fˆ (−2N −M − 1).
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Consider the infinite rows
X−1 = (Fˆ (−1), Fˆ (−2), Fˆ (−3), · · ·)
X−2 = (Fˆ (−2), Fˆ (−3), Fˆ (−4), · · ·)
· · ·
X−N = (Fˆ (−N), Fˆ (−N − 1), Fˆ (−N − 2), · · ·)
X−N−1 = (Fˆ (−N − 1), Fˆ (−N − 2), Fˆ (−N − 3), · · ·)
X−N−2 = (Fˆ (−N − 2), Fˆ (−N − 3), Fˆ (−N − 4), · · ·)
· · ·
X−2N−1 = (Fˆ (−2N − 1), Fˆ (−2N − 2), Fˆ (−2N − 3), · · ·)
The preceding discussion shows that for every M ∈ IN the following holds: if a row
(D0, D1 · · ·DM ) is orthogonal to the rows
X−1(M + 1), X−2(M + 1), · · · , X−N+1(M + 1), X−N(M + 1)
X−N−2(M + 1), X−N−3(M + 1), · · · , X−2N−1(M + 1)
(4.3)
then it is orthogonal to X−N−1(M + 1). This implies that for every M ∈ IN the row
X−N−1(M+1) is a linear combination of 2M rows (4.3). It follows that there are numbers
λj , −2N − 1 ≤ j ≤ −1, j 6= −N − 1, such that
X−N−1 =
∑
−2N−1≤j≤−1, j 6=−N−1
λjXj. (4.4)
Consider the function
Ψ(z) = Fˆ (−N − 1)z + Fˆ (−N − 2)z2 + · · ·
The function Ψ is holomorphic on ∆ and since
−N−1∑
n=−∞
|Fˆ (n)|2 ≤
∞∑
n=−∞
|Fˆ (n)|2 <∞
it follows that Ψ belongs to the space H2 [R]. We use (4.4) to show that Ψ is a rational
function. Note that (4.4) implies that
Ψ(z) =Fˆ (−N − 1)z + Fˆ (−N − 2)z2 + · · ·
= λ−1
(
Fˆ (−1)z + Fˆ (−2)z2 + · · ·
)
+
+λ−2
(
Fˆ (−2)z + Fˆ (−3)z2 + · · ·
)
+
· · ·
+λ−N
(
Fˆ (−N)z + Fˆ (−N − 1)z2 + · · ·
)
+
+λ−N−2
(
Fˆ (−N − 2)z + Fˆ (−N − 3)z2 + · · ·
)
+
· · ·
+λ−2N−1
(
Fˆ (−2N − 1)z + Fˆ (−2N − 2)z2 + · · ·
)
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It follows that
Ψ(z) = λ−1
[
P−1(z) + z
NΨ(z)
]
+
+ λ−2
[
P−2(z) + z
N−1Ψ(z)
]
+
· · ·
+ λ−N
[
P−N (z) + zΨ(z)
]
+
+ λ−N−2z
−1
[
Ψ(z)− P−N−2(z)
]
+
+ λ−N−3z
−2
[
Ψ(z)− P−N−3(z)
]
+
· · ·
+ λ−2N−1z
−N
[
Ψ(z) − P−2N−1(z)
]
where
P−1(z) = Fˆ (−1)z + Fˆ (−2)z
2 + · · ·+ Fˆ (−N)zN
P−2(z) = Fˆ (−2)z + Fˆ (−3)z
2 + · · ·+ Fˆ (−N)zN−1
· · ·
P−N (z) = Fˆ (−N)z
P−N−2(z) = Fˆ (−N − 1)z
P−N−3(z) = Fˆ (−N − 1)z + Fˆ (−N − 2)z
2
· · ·
P−2N−1 = Fˆ (−N − 1)z + Fˆ (−N − 2)z
2 + · · ·+ Fˆ (−2N)zN .
So
Ψ(z)
[
1− λ−1z
N − λ−2z
N−1 − · · · − λ−Nz − λ−N−2z
−1 − · · ·λ−2N−1z
−N
]
=
= λ−1P−1(z) + λ−2P−2(z) + · · ·+ λ−NP−N (z)− λ−N−2P−N−2(z)z
−1−
− λ−N−3P−N−3(z)z
−2 − · · · − λ−2N−1P−2N−1(z)z
−N .

 (4.5)
Notice that (4.5) implies that there are polynomials R, S with no common factors such that
Ψ(z) = R(z)/S(z) where S has no zero on ∆ since Ψ is holomorphic on ∆. If β1, · · ·βj
are those poles of Ψ that are contained in b∆ then Ψ∗, the radial limit function of Ψ,
satisfies Ψ∗(z) = Ψ(z) (z ∈ b∆ \ {β1, · · · , βj}). However, since Ψ belongs to H
2 it follows
that Ψ|(b∆ \ {β1, · · · , βj}) belongs to L
2(b∆) [R] which is impossible if there is a pole on
b∆ since if eiτ is such a pole then as θ → τ the function θ 7→ |Ψ(eiθ)|2 grows at least
as fast as a multiple of 1/|θ − τ |2 which is not integrable. Thus, Ψ has no poles on b∆
and consequently Ψ is a rational function holomorphic in a neighbourhood of ∆ and so
Φ(z) = Fˆ (−1)z + Fˆ (−2)z2 + · · · = Fˆ (−1)z + · · ·+ Fˆ (−N)zN + zNΨ(z) is also a rational
function holomorphic in a neighbourhood of ∆. Thus, H(z) = Φ(z) is again a rational
function holomorphic on a neighbourhood of ∆. Note that
H(z) = Fˆ (−1)
1
z
+ Fˆ (−2)
1
z2
+ · · · (z ∈ b∆).
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Since H is continuous on b∆ it follows that G = F −H is continuous on b∆ with vanishing
Fourier coefficients of negative indices and so F = G + H on b∆ where G is in the disc
algebra and H is a rational function holomorphic in a neighbourhood of ∆. This completes
the proof of Lemma 4.3. The proof of Theorem 1.1 is complete.
5. Moment conditions and meromorphic extendibility
Let f : b∆ → C be a continuous function which extends meromorphically through ∆
and is such that the meromorphic extension has at most N poles in ∆, counting multi-
plicity. Then there is a nonzero polynomial P of degree not exceeding N such that Pf
extends holomorphically through ∆. Conversely, if P is a nonzero polynomial of degree not
exceeding N such that Pf extends holomorphically through ∆ then, after using Proposition
3.3 to factor out the zeros of P on b∆, we may assume that there are a function H in the
disc algebra and a polynomial Q of degree not exceeding N with all zeros contained in ∆,
such that f = H/Q on b∆ which means that f extends meromorphically through ∆ and
the meromorphic extension has at most N poles in ∆. Thus, f extends meromorhically
through ∆ with at most N poles, counting multiplicity, if and only if there is a nonzero
polynomial P of degree not exceeding N , such that
ˆ(Pf)(−n) = 0 (5.1)
for all n ∈ IN. If P (z) = D0 +D1z +D2z
2 + · · ·+DNz
N then (5.1) means that
D0fˆ(−n) +D1fˆ(−n− 1) + · · ·+DN fˆ(−n−N) = 0, (5.2)
so f extends meromorphically through ∆ if and only if there are complex numbers D0, · · · ,
DN , not all zero, such that (5.2) holds for all n ∈ IN. If this happens then the meromorphic
extension of f has at most N poles in ∆, counting multiplicity. Using the reasoning applied
in Section 3 we can strenghten this to
PROPOSITION 5.1 Let f : b∆ → C be a continuous function and let N ∈ IN. Let
D0, D1, · · ·DN be a nontrivial solution of the system
D0fˆ(−1) +D1fˆ(−2) + · · ·+DN fˆ(−1−N) = 0
D0fˆ(−2) +D1fˆ(−3) + · · ·+DN fˆ(−2−N) = 0
· · ·
D0fˆ(−N) +D1fˆ(−N − 1) + · · ·+DN fˆ(−2N) = 0
(5.3)
The function f has a meromorphic extension through the unit disc with at most N poles
if and only if these numbers D0, D1, · · · , DN satisfy (5.2) for all n ∈ IN, n ≥ N + 1.
REMARK 5.2 Note that the system (5.3) is a homogeneous system of N linear equations
with N + 1 unknowns and so it always has a nontrivial solution.
Proof of Proposition 5.1. Observe first that if a ∈ ∆ and k ∈ IN then we have
1
(z − a)k
=
zk
(1− az)k
(z ∈ b∆)
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where the function z 7→ zk/(1− az)k is holomorphic in a neighbourhood of ∆. Note also
that if Φ is in the disc algebra, m ∈ IN and a ∈ ∆ then
Φ(z)
(z − a)m
=
Φ(a)
(z − a)m
+
Φ′(a)
(z − a)m−1
+ · · ·+
Φ(m−1)(a)
(m− 1)!(z − a)
+H1(z)
where H1 is in the disc algebra. Using decomposition into partial fractions we now see
that whenever g is of the form
g(z) =
Φ(z)
(z − a1)k1(z − a2)k2 · · · (z − aJ)kJ
with Φ in the disc algebra and aj ∈ ∆ (1 ≤ j ≤ J) then
g(z) = F (z) +G(z) (z ∈ b∆)
where F is in the disc algebra and G is a rational function holomorphic in a neighbourhood
of ∆.
If D0, D1, · · ·DN , not all of them being zero, satisfy (5.3) and (5.2) for all n ≥ N +1,
then they satisfy (5.2) for all n ∈ N so by the preceding discussion f extends mero-
morphically through ∆ and the meromorphic extension has at most N poles, counting
multiplicity.
To prove the converse, assume that there are numbers a1, a2, · · · , aJ in ∆, positive
integers k1, k2, · · · , kJ such that k1 + k2 + · · · + kJ ≤ N , and a function H from the disc
algebra such that
f(z) =
H(z)
(z − a1)k1 · · · (z − aJ)kJ
(z ∈ b∆).
By the argument principle it follows that
W(Pf +Q) ≥ −N whenever P,Q, are
polynomials such that Pf +Q 6= 0 on b∆.
}
(5.4)
Let P (z) = D0+D1z+· · ·+DNz
N be a nonzero polynomial such that ˆ(Pf)(j) = 0 (−N ≤
j ≤ −1), that is, let D0, D1, · · ·DN , not all being zero, satisfy (5.3). By the preceding
discussion
(Pf)(z) = F (z) + zN+1G(z) (z ∈ b∆)
where F is in the disc algebra and G is a rational function holomorphic in a neighbourhood
of ∆. In particular, G is smooth on b∆. Assume for a moment that G 6≡ 0. Then, as in
the proof of Theorem 3.1, we find an α ∈ C such that Pf − F − α 6= 0 on b∆ and that
W(Pf − F − α) ≤ −N − 1. A sufficiently good polynomial approximation Q of −F − α
then satisfies W(Pf + Q) ≤ −N − 1 which contradicts (5.4). It follows that G ≡ 0 so
Pf = F where F is in the disc algebra and consequently ˆ(Pf)(j) = 0 (j ≤ −N − 1), that
is, (5.2) is satisfied for all n, n ≥ N + 1. This completes the proof.
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6. Remarks
Theorem 1.1 is a one-variable theorem about meromorphic extensions of continuous
functions on the unit circle. It can be described also in more geometric terms as a theorem
in C × C as follows. Let f : b∆ → C be a continuous function. Then its graph Γf =
{(z, f(z)): z ∈ b∆} is a simple closed curve. Suppose that P, Q are polynomials such that
Pf +Q 6= 0 on b∆, that is, such that the variety
V = {(z, w) ∈ C2: P (z)w +Q(z) = 0} (1.2)
misses Γf . In the special case when f is smooth then the graf Γf is a smooth curve and
the linking number link(Γf , V ) is well defined [AW] and is equal to W(Pf + Q) [AW,
Lemma 1.2, p.130]. If f is merely continuous then for all smooth curves Γ homotopic to
Γf in C
2 \V the linking number link(Γ, V ) is the same which implies that for a continuous
function f such that Γf misses V we may define link(Γf , V ) simply as link(Γg, V ) where
Γg = {(z, g(z)): z ∈ b∆} is the graph of a sufficiently good smooth approximation g: b∆→
of f , so we have link(Γf , V ) =W(Pg +Q) =W(Pf +Q).
If f has a meromorphic extension f˜ through ∆ then the graph {(z, f˜(z)): z ∈ ∆} of
f˜ is a complex submanifold of ∆× C attached to b∆× C along Γf . So Theorem 1.1 says
that the curve Γf bounds a submanifold of ∆ × C (that is a graph over ∆) if and only if
the linking numbers link(Γf , V ) for algebraic varieties V of the form (1.2) which miss Γf ,
are bounded from below. Since f is only assumed to be continuous, our curve Γf is not
smooth, although, being a graph over b∆ it is quite special. For general curves Γ there
are recent results in a similar spirit, under the assumption of real analyticity and with the
assumption on linking numbers made for all algebraic varieties which miss Γ [HL, Th.6.6].
In Theorem 3.1 it is enough to assume (1.1) only for polynomials P of degree not
exceeding N . We are not able to see that the same holds for Theorem 1.1. In our proof
of Theorem 1.1 we need polynomials of arbitrarily high degree to prove that (1.1) implies
that
f(z) = G(z) +H(z) (z ∈ b∆) (6.1)
where H is a rational function holomorphic in a neighbourhood of ∆. We can then use only
the smoothness of H on b∆ to be able to apply Theorem 1.1 to show that the meromorphic
extension of f has at most N poles in ∆. On the other hand, once we know that f is of
the form (6.1) where H is a rational function holomorphic in a neighbourhood of ∆ then
we can, alternatively, show directly that the number of poles in ∆ does not exceed N by
using
LEMMA 6.1 Let Ψ be in the disc algebra and let a1, a2 · · ·am ∈ ∆ be such that Ψ(aj) 6=
0 (1 ≤ j ≤ m). There is a polynomial Q such that Ψ+ (z − a1) · · · (z − am)Q has no zero
on ∆.
Indeed, assuming Lemma 6.1 for a moment, one observes that if f is of the form (6.1)where
H is a rational function holomorphic in a neighbourhood of ∆ then f must be of the form
f(z) =
Ψ(z)
(z − a1) · · · (z − am)
(z ∈ b∆)
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where Ψ is in the disc algebra, aj ∈ ∆ (1 ≤ j ≤ m) and Ψ(aj) 6= 0 (1 ≤ j ≤ m). Then one
uses Lemma 6.1 and (1.1) to show that
W(f +Q) =W
(Ψ+ (z − a1) · · · (z − am)Q
(z − a1) · · · (z − am)
)
= −m ≥ −N
so that m ≤ N what we wanted to show.
Proof of Lemma 6.1. Let c0, c1, · · · cm ∈ C, c0 6= 0. Computing higher order derivatives
of z 7→ eΦ(z) it is easy to see that there are numbers d0, d1, · · · , dm ∈ C such that if Φ is
holomorphic in a neighbourhood of 0 with Taylor expansion
Φ(z) = d0 + d1z + · · ·dmz
m + · · ·
then eΦ has Taylor expansion
eΦ(z) = c0 + c1z + c2z
2 + · · · cmz
m + · · · .
Note that it is enough to construct a Q in the disc algebra as then a sufficiently good
polynomial approximation of Q will have all the required properties.
Write (z − a1) · · · (z − am) = (z − α1)
p1 · · · (z − αk)
pk where p1 + · · · + pk = m and
where αi 6= αj (i 6= j). Our Q will have to satisfy Ψ + (z − α1)
p1 · · · (z − αk)
pk = eΦ with
Φ from the disc algebra which means that for each j, 1 ≤ j ≤ k, the function eΦ−H must
have zero of order at least pj at the point αj . This means that for each j, 1 ≤ j ≤ k, the
Taylor expansion of eΦ in a neighbourhood of αj has the form
eΦ(z) = Ψ(αj) + · · ·+
Ψ(pj)(αj)
pj !
(z − αj)
pj + · · · (6.2)
By the preceding discussion there are numbers dj,ℓ, 0 ≤ ℓ ≤ pj , 1 ≤ j ≤ k, such that if
for each j, 1 ≤ j ≤ k the function Φ satisfies
Φ(z) = dj,0 + dj,1(z − αj) + · · ·+ dj,pj (z − αj)
pj + · · ·
then (6.2) holds for each j, 1 ≤ j ≤ k. It is an easy application of the Weierstrass
factorization theorem to construct an entire function Φ with this property [R, Th. 15.13,
p. 304]. The function
Q =
eΦ −Ψ
(z − α1)p1 · · · (z − αk)pk
will have the required properties. This completes the proof.
The following question is open:
QUESTION 6.2 Let f : b∆→ C be a continuous function. Suppose that for some N ∈ IN
we haveW(f +Q) ≥ −N for all polynomials Q such that f +Q 6= 0 on b∆. Must f extend
meromorphically through ∆?
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In other words, we are asking whether in Theorem 1.1 it is enough to assume that P ≡
1 or, equivalently, whether the precise analogue of Theorem 1.0 holds for meromorphic
extendibility. We do not know the answer even in the case when f is smooth.
We conclude with a remark about holomorphic extendibility. It is an obvious question
whether Theorem 1.0 holds for a smaller class of polynomials Q. That linear polynomials
do not suffice was shown in [W], that polynomials of uniformly bounded degree do not
suffice was shown in [G2]. One may ask, for instance, whether the polynomials Q satisfying
Q(0) = 0 suffice. The answer is no as shown by the example f(z) = z/(z − 1/2) (z ∈ b∆).
Indeed, writing Q(z) = zQ1(z) where Q1 is a polynomial the argument principle implies
that
W(f +Q) =W
( z
z − 1/2
+Q
)
=W
(z[1 + (z − 1/2)Q1]
z − 1/2
)
≥ 0
for all polynomials Q such that Q(0) = 0 and such that f + Q 6= 0 on b∆, yet f does
not extend holomorphically through ∆. However, there is no such example if f has a
meromorphic extension through ∆ which does not vanish at 0 by the following
PROPOSITION 6.3 Let S be a polynomial with all its zeros contained in ∆. Suppose
that f : b∆→ C is a continuous function such that W(f +SQ) ≥ 0 for each polynomial Q
such that f+SQ 6= 0 on b∆. If f extends meromorphically through ∆ and the meromorphic
extension has no common zeros with S then f extends holomorphically through ∆.
Proof. Suppose that
f(z) =
H(z)
(z − a1) · · · (z − aN )
(z ∈ b∆)
where aj ∈ ∆ (1 ≤ j ≤ N) and where H is in the disc algebra, H(aj) 6= 0 (1 ≤ j ≤ N),
such that H has no common zero with S. By Lemma 6.1 there is a polynomial Q such
that H + (z − a1) · · · (z − aN )SQ has no zero on ∆ It follows that
0 ≤ W(f + SQ) =W
(H + (z − a1) · · · (z − aN )SQ
(z − a1) · · · (z − aN )
)
= −N
which implies that N = 0, so f extends holomorphically through ∆. This completes the
proof.
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