Mixtures of Polya trees offer a very flexible, nonparametric approach for modeling timeto-event data. Many such settings also feature spatial association that requires further sophistication, either at a point (geostatistical) or areal (lattice) level. In this paper we combine these two aspects within three competing survival models, obtaining a data analytic approach that remains computationally feasible in a fully hierarchical Bayesian framework thanks to modern Markov chain Monte Carlo (MCMC) methods. We illustrate the usefulness of our proposed methods with an analysis of spatially oriented breast cancer survival data from the Surveillance, Epidemiology, and End Results (SEER) program of the National Cancer Institute. Our results indicate appreciable advantages for our approach over previous, competing methods that impose unrealistic parametric assumptions, ignore spatial association, or both.
Introduction
In survival studies, the hazard function for individuals within certain groups may depend on a set of risk factors, but some of these risk factors may be unknown. Vaupel, Manton, and Stallard (1979) introduced the notion of unknown group-specific risk factors, or frailties, incorporated into the survival model as random effects to be estimated from the data. The use of both parametric and semiparametric hierarchical frailty survival models has become rather common, since they offer a computationally and conceptually appealing approach for capturing the association among individual survival times within groups. A variety of parametric and nonparametric choices for the baseline hazard function (gamma, lognormal, splines, and so on) have been explored in the literature. The frailties are typically assumed independent and identically distributed (i.i.d.) with mean 0, but in the case where the groups corre-spond to geographic regions (say, counties or zip codes), a spatially associated distribution may be more natural. For example, Banerjee, Wall, and Carlin (2003) developed parametric frailty specifications based on both areal (lattice) and point-referenced (geostatistical) spatial models, and compared them with traditional i.i.d. frailty and no-frailty approaches under a Weibull baseline hazard function in the context of county-level infant mortality data. Carlin (2002, 2003) developed semiparametric Cox frailty models via beta mixture and counting process approaches, and compared the models using the Deviance Information Criterion (DIC; Spiegelhalter et al., 2002) .
As just mentioned, spatial frailty models can be either geostatistical or lattice, depending on whether the frailties are indexed to specific geographical coordinates, or only to a discretely-indexed areal map with associated neighbor (spatial adjacency) information. In the geostatistical case, the frailties are typically modeled as mean-zero Gaussian random variables having a nondiagonal covariance matrix H. The entries of H often depend on the distances between the corresponding locations, and have various forms corresponding to the various variogram models familiar in the spatial statistics literature (spherical, exponential, powered exponential, Matern, and so on; see e.g. Banerjee et al., 2004, pp.50-51) .
In the lattice case, the discretely indexed regions instead form a partition of the geographic region being studied. The spatial information in this type of model is usually based on the adjacency of regions, rather than any continuous distance metric. The most commonly used lattice model is the conditionally autoregressive (CAR) model, introduced by Besag (1974) . Li and Ryan (2002) developed a class of semiparametric proportional hazards spatial frailty models by allowing a set of spatial random effects to enter the baseline hazard function multiplicatively. fitted Cox proportional hazards frailty models, while Banerjee and Dey (2005) fitted proportional odds models, both in spatially correlated survival data settings. developed semiparametric spatio-temporal frailty models using hierarchical Bayesian methods. These methods were further extended by , who proposed a multivariate conditionally autoregressive (MCAR) model for areally-referenced multiple disease data.
Thanks to recent advances in computing technology, Bayesian approaches to survival models are now computationally feasible and increasingly popular. In this paper, we consider three models commonly used with survival data: the accelerated failure time (AFT) model, the proportional hazards (PH) model, and the proportional odds (PO) model. All three models provide useful summary information in the absence of an estimate of the baseline survival distribution, and hence are often fit using semiparametric methods. The parametric part provides acceleration factors, relative risk factors, or relative odds, respectively, which associate the patient risk to a typically small number of regressors. The nonparametric part is for the baseline hazard or survival function, which we may wish to leave as arbitrary as possible.
The PH model is currently the most widely used for survival data with covariates. Kalbfleisch (1978) first considered a gamma process prior for the baseline hazard in the PH model, and noted that the Cox (1972) partial likelihood can emerge as a limiting case of the marginal likelihood obtained from this model. Ibrahim, Chen, and Sinha (2001, pp.47-94) give a detailed description of semiparametric Bayesian PH models with various nonparametric priors, including the gamma process, beta process, correlated prior processes, and the Dirichlet process (DP; Ferguson, 1973) . In each case, they provide a development of the prior process, likelihood function, posterior distributions, and the Markov chain Monte Carlo (MCMC) sampling techniques needed for inference. Sinha and Dey (1997) also provide a review of semiparametric approaches to the PH model. Other PH priors include the extended gamma process and a monotone transformation of a mixture of beta densities. Christensen and Johnson (1988) provided an analysis for the AFT model, obtaining approximate marginal inference under a DP baseline survival function. However, Johnson and Christensen (1989) showed that it was infeasible to perform a full Bayesian analysis for an AFT model with a DP survival baseline due to an combinatorial explosion in the number of possible configurations of ties in baseline data and the associated bookkeeping required. Kuo and Mallick (1997) eliminated this difficulty by considering a Dirichlet process mixture (DPM) of continuous densities as the baseline survival function. The DPM smoothes the DP via a continuous known kernel with unknown mixing weights. Walker and Mallick (1999) and Hanson and Johnson (2002) developed AFT models with Polya tree (PT) and mixtures of Polya trees (MPT) survival baselines, respectively.
The PO model has recently gained attention as an alternative to the PH and AFT models.
Bayesian approaches, which lend themselves naturally to the type of predictive comparisons we desire, include Banerjee and Dey (2005) and Hanson and Yang (2007) , who consider this model with CAR and i.i.d. frailties, respectively. Our work expands Banerjee and Dey (2005) by considering several competing survival models, including parametric models, and a richer model for baseline survival. Hanson and Yang (2007) consider MPT and parametric priors for baseline survival in the PO model; although i.i.d. frailties are developed, they are ultimately not used in data analyses. In contrast we compare several aspects of modeling:
(1) choice of AFT, PH, or PO; (2) two types of frailty model or absence thereof, and (3) parametric versus nonparametric assumptions on baseline survival S 0 .
Although the DP model is widely used, it is intractable in the PH and PO settings, as is the DPM prior. Ibrahim, Chen, and Sinha (2001, p.94 ) noted that, "Dirichlet processes are quite difficult to work with in the presence of covariates, since they have no direct representation through either the hazard or cumulative hazard function." Similar problems occur with gamma and beta priors, since they are tailored for use in modeling baseline hazard and integrated hazard functions and are therefore attractive for use in variants of the PH model, but difficult to implement elsewhere (e.g., the AFT model).
The PH, AFT, and PO models all make rather stringent, overarching assumptions about the data generating mechanism for the sake of obtaining succinct data summaries. A novel aspect of the present paper is that we compare competing survival models assuming the same, flexible nonparametric prior for baseline survival. The MPT baseline hazard can be taken to be the same across the three models, placing them on common ground. Differences in predictive performance can therefore be attributed to the survival and frailty models only, rather than to additional possible differences in quite different (e.g., absolutely continuous versus discrete) nonparametric priors. For the SEER data, we found the PO model to be predictively superior to the PH model. Recently, Li and Lin (2006) and Hennerfeind et al. (2006) proposed highly flexible spatial frailty models for survival analysis. However, both developed models assuming PH and alternative specifications were not considered.
Superior aspects of alternatives to PH (Cox, 1972) , such as AFT and PO, have been well argued by many authors (e.g. Wei, 1992; Hutton and Monaghan, 2002; Portnoy, 2003) .
However, often only empirical measures of model fit such as plots of fitted survival curves or fitted quantile functions are compared across models. Predictive measures, such as the LPML we use, are either impractical or impossible to obtain, especially in models employing rank-based procedures. The distinction between model fit and prediction is important, as it is often the case that a highly parameterized model may fit a given data set very well but is terrible at predicting future data. This is problematic when the main locus of inference is precisely the prediction of future survival given a collection of risk factors.
Several interesting "super models" have been proposed, including transformation models that include PH and PO as special cases (e.g. Scharfstein, Tsiatis, and Gilbert, 1998; Mallick and Walker, 2003) , transformation and extended regression models that include PH and additive hazards as special cases (e.g. Yin and Ibrahim, 2005; Martinussen and Scheike, 2006 , Chapter 7), and hazard regression models that include both PH and AFT as special cases (e.g. Chen and Jewell, 2001) . While highly flexible, these models all suffer in that, once fit, the resulting regression parameters lose any simple interpretability. Furthermore, there may not be sufficient information to estimate the additional transformation and regression parameters included in the models. It would seem that many of these approaches are better suited toward testing the appropriateness of two competing models, both embedded within a larger model, with the aim of model reduction and enhanced interpretability. Model interpretation can also proceed via population "averaged inference," as recommended by Gustafson (2007) for the transformation model proposed by Yin and Ibrahim (2005) . We instead emphasize model interpretability and selection over what essentially amounts to model averaging.
We illustrate our proposed spatial MPT methodology using a subset of the Surveillance, Epidemiology, and End Results (SEER) cancer database, as maintained by the National Cancer Institute (NCI); see seer.cancer.gov. These data were previously analyzed by several authors (Banerjee, Wall, and Carlin, 2003; in the context of a proportional hazards spatial frailty model, and are comprised of the survival times in months for women diagnosed with breast cancer in the state of Iowa during 1995-1998. Important predictors of survival are well-established in the literature, and include age at diagnosis, race, number of primaries (i.e., the number of physiologically independent cancers diagnosed), and the stage of the disease (local, regional, or distant) . Figure 1 shows a county-level choropleth map of the log-standardized mortality ratio (SMR), defined as the ratio of the observed and expected number of deaths in each county. The expected number of deaths is obtained through internal standardization as the the county population times the overall mortality rate for the state (Banerjee et al., 2004, pp.158-159) . Note that while there is substantial statewide variability, there does appear to be some local similarity of the rates in neighboring counties, with clusters of elevated SM Rs in the east and southwest.
The remainder of our paper is organized as follows. Section 2 gives a detailed description of our statistical models, including computational details related to MCMC implementation of our Polya tree mixtures. Section 3 then offers a detailed analysis of our SEER dataset, including model comparison, parameter estimation, and mapping of smoothed, county-specific fitted rates. Finally, Section 4 discusses our findings, and offers directions for future work in this area.
Statistical models
In the frailty literature, competing survival models are rarely considered. This is true in the burgeoning joint longitudinal and survival literature as well. Often the survival portion of a model is more or less "picked" a priori, and is often chosen to be a variant of the Cox proportional hazards model, based largely on the considerable momentum this model has gained in the literature. Important predictors are assessed relative to the chosen survival model, and issues concerning the overall fit and predictive ability of the survival model relative to other models is often either ignored or only briefly addressed, perhaps under concluding remarks.
We wish to explore overall survival model choice in tandem with the nonparametric prior and spatial frailty assumptions required by our geographically referenced data. For the SEER data we consider here, we find that the survival model is of greatest importance, and that both the frailty model and aspects of the nonparametric prior can also markedly affect predictive ability.
Survival modeling
All three models (PH, AFT, and PO) can be formulated in terms of the baseline survival function S 0 . Let x ij be a p-dimensional vector of explanatory covariates associated with the j th individual in group i, j = 1, . . . , n i , i = 1, . . . , n, and let S x ij (·) be the associated survival function. We consider patients grouped at the county level, so that n is the number of counties. Let the frailty associated with group i be γ i .
The proportional hazards model assumes
while the accelerated failure time model assumes
and the proportional odds model assumes
In each model, e
has a useful interpretation, comparing relative risk at any time t (PH); the relative mean, median, or any survival quantile (AFT); or the relative odds of surviving past any time t within a county (PO), between individuals with covariates x 1 and x 2 . The factor e γ i 1 −γ i 2 compares county-level risks for any given set of covariates between counties i 1 and i 2 .
Spatial frailty modeling
Following Banerjee, Wall and Carlin (2003), we consider a version of the commonly-used conditionally autoregressive (CAR) prior of Besag et al. (1991) . Here, frailty terms are conditionally specified as
where γ i denotes the frailty in county i, n i denotes the number of counties adjacent to county i, andγ i is the sample mean of the n i county effects in {γ j } j =i adjacent to county i. For the Iowa data, n i ranges from 2 to 7. We adopt a vague but proper gamma hyperprior distribution for λ, as in Banerjee, Wall and Carlin (2003) . These authors show this model to perform similarly to geostatistical alternatives, but in a fraction of the computer time since it avoids inverting large matrices within each MCMC iteration.
MPT priors for the baseline survival function
We consider models (1), (2), and (3) with an MPT prior on S 0 . An MPT smoothes over partitioning effects associated with a simple Polya tree, and the mixture model includes the underlying centering parametric families as special cases.
Consider a mixture of Polya trees prior on S 0 ,
where (4) is shorthand for a particular parameterization (Hanson and Johnson, 2002; Hanson, 2006) . We describe the prior below but leave some technical details to these references and Lavine (1992) . Broadly, the baseline S 0 is centered at a parametric family G θ (e.g.
J } and placing a particular prior probability on these sets
where j is one plus the base-10 representation of binary 1 · · · J .
Let J be a fixed, positive integer and let G θ denote a family of cumulative distribution functions indexed by θ. The distribution G θ serves to center the random distribution S 0 .
A Polya tree prior is constructed from a set of nested partitioning sets The partition points are quantiles of the centering family: if j is the base-10 representation of the binary number 
Given θ and A, the Polya tree prior is defined up to level J by the random pairs in Y through the product of conditional probabilities
for k = 1, 2, . . . , J, where we define S 0 (A) to be the baseline measure of any set A. This falls out directly from the treelike structure of conditional probabilities on partition sets;
see Figure 1 in Ferguson (1974) or the schematic in Hanson and Yang (2007, p.89 
The family A is defined by α 1 ··· k = ck 2 for some c > 0 (Walker and Mallick, 1997; Walker and Mallick, 1999; Hanson and Johnson, 2002) . The prior variability of conditional
, decreases with the level k at a rate fast enough to ensure the existence of a density in an infinite J → ∞ tree (Ferguson, 1974) . The parameter c acts much like the precision in a Dirichlet process and is directly related to how quickly data "take over" the prior. Very large values of c force conditional probabilities Y to be close to 0.5 regardless of the data, which further forces S 0 (A) ≈ G θ (A) for sets A; as c tends to infinity we obtain a fully parametric analysis. As c tends to zero the posterior baseline is almost entirely data-driven, but this implies essentially zero prior weight on centering family and is problematic from both philosophical and practical viewpoints (Hanson, 2006) . In fact, in an infinite J → ∞ Polya tree, as c → 0 (Hanson, 2006) .
Define the vector of probabilities
where k θ (t) denotes the integer part of 2
is given by
where g θ (·) is the density corresponding to that maximizes the Bayes factor in favor of the Polya tree alternative. We could try this approach were it computationally feasible in the complex spatial/survival models fit herein. Instead we consider the three priors described above to determine the impact of c, and the degree of "parametric-ness" the prior implies, on posterior inference, and in particular prediction.
Considering c ∼ Γ(5, 1) and c ∼ Γ(20, 2) allows for a bit more data-driven flexibility than fixing c = 5 and c = 10.
Summary and computational notes
In this paper we consider an MPT prior on S 0 centered at the log-logistic family of densities. The log-logistic family has tails that die off slower that the Weibull or log-normal families, and we have found it to be numerically stable across the three survival models considered. For the PH model, the log-logistic model also provides slightly better prediction than the Weibull family. Hanson and Johnson (2002) found the choice of underlying family to make little difference in density estimation with an MPT prior. The number of tree levels was capped at J = 4, achieving good MCMC mixing, and allowing the comparison of dozens of models in a reasonable amount of computer time. Adding a level to the tree essentially doubles the number of parameters defining S 0 and hence doubles computation time. Adding levels to the tree allows the MPT to accommodate greater detail, but can also slow MCMC mixing (Hanson, 2006) greatly increasing computational burden, resulting in a "law of diminishing returns." Each model we fit took on the order of an hour to run on a 3.2Ghz Pentium 4 with 2GB of RAM in compiled FORTRAN.
For each of (1), (2), and (3), the baseline model is ) when n i = 7; the county effect relative to that obtained from the neighbors'
average, e γ i −γ i has then a 95% prior credible interval of (e −10 11 , e 10 11 ). Similarly, under the i.i.d. frailty model, λ ∼ Γ(0.1, 0.1) yields a 95% prior credible interval of (−10
12
, 10
) for
Given (γ i , β, Y, θ) and covariates x ij the pdf of a survival time is denoted p x ij (·|γ i , β, Y, θ).
The frailty model is further denoted p(γ|λ) and the Polya tree parameters p(Y|c) follow the product of 2 J − 2 beta densities. We place a flat prior on the remaining parameters
where δ ij = 0 if observation ij is censored, and 1 if not. The posterior density given data
. We adopted the following strategy for sampling the parameters:
We use a Metropolis-Hastings (M-H) step for each γ i . For γ ∼ CAR(λ), sample
). In either case, accept γ * i with probability min 1,
We updated (β, θ) jointly starting with estimates and an estimated covariance matrix from fitting the parametric non-frailty model. We then "refined" the covariance matrix by running a crude M-H random walk sampler for the full model for 5000 steps. The resulting empirical covariance matrix V was then used as a scaled (by k > 0) M-H proposal covariance matrix for (β, θ). We then sample (β * , θ * ) ∼ N p+2 ((β, θ), kV) and accept these candidates with probability
.
• Sampling Y|γ, β, θ, λ, D:
, where we choose m = 20 here. Accept the candidate as the new (Y 0 , Y 1 ) with probability • Sampling c|Y, γ, β, θ, λ, D:
, where τ 2 is chosen from 2 to 6 such that the accept rate varied from about 30% to 60%. Accept c * with probability
Analysis of the Iowa SEER data
As mentioned earlier, the SEER database (seer.cancer.gov) provides survival data on a cohort of breast cancer patients observed progressively through time for a collection of US states. Our Iowa breast cancer data were extracted from this cohort, and include information on a cohort of 1073 women in Iowa, who were diagnosed with malignant breast cancer starting in 1995, with enrollment and follow-up continued through the end of 1998.
Only deaths which were identified as being due to metastasis of cancerous nodes in the breast were considered to be events, while the rest (including death from metastasis of other types of cancer, or from other causes) were considered to be censored observations. By the end of 1998, 488 of the patients had died of breast cancer, while the remaining 585 women were censored, either because they survived until the end of the study period, died of other causes, or were lost to follow-up.
For each individual, the dataset records the survival time in months (1 to 48) and her county of residence at diagnosis. Several individual-level covariates are also available, including race (white or black), age in years at diagnosis, number of primaries (physiologically independent cancers diagnosed), and the stage of the disease: local (confined to the breast), regional (spread beyond the breast tissue), or distant (metastatis). We treat "local" as the baseline, and create two dummy variables for "regional" and "distant," respectively. Table 1 shows several summary statistics for our dataset. Since there are insufficient sample sizes for some levels of the race and number of primaries covariates, we do not include these in our analysis. Thus we include only the two stage dummies and the centered age covariates.
Model selection
Model comparison is a crucial part of any statistical analysis. Our primary tool here is based on the log pseudo marginal likelihood (LPML), originally suggested by Geisser and Eddy (1979) . To develop this measure, we begin by defining the conditional predictive ordinate (CPO) statistic for the ij th observation as
where t ij denotes the response for the ij th observation, and D (−ij) denotes the data with the ij th observation held out. Thus CPO ij is the marginal posterior predictive density or survival function of the observed t ij given the remaining data D (−ij) . If CPO ij is larger under one model relative to another, then datum ij is "better supported" or "better predicted," indicating greater predictive ability for the model. Thinking of the product of these conditional density values as a "psuedo marginal likelihood," this gives an aggregate summary measure of fit. The LPML is simply the log of this measure,
the log being added primarily for computational convenience. In the context of survival data, the LPML has been discussed by Gelfand and Mallick (1995) and Sinha and Dey (1997) .
Unlike Bayes facors, the LPML remains well defined under improper priors (provided the posterior does), and is quite stable computationally. Ibrahim, Chen, and Sinha (2001) offer a detailed discussion of the use of CPO and LPML with survival data.
In a similar vein, the posterior mean deviance,D = E θ|y D(θ), is often used to summarize the information content in a model; see for example Dempster (1997) and Zeger and Karim (1991) . Spiegelhalter et al. (2002) 
Results for SEER data
For the PH, AFT, and PO survival forms (1)- (3), we first fit what we call the "full model": an MPT prior on baseline survival centered at the log-logistic family, with a CAR prior for the spatial frailty terms. We denote these full models as MPT CAR frailty models.
We also fit MPT i.i.d. frailty models, in which the frailties are modeled as independent (i.e., having no spatial pattern), and MPT non-frailty models, which do not include frailty terms at all. Similarly, we fit corresponding non-MPT CAR frailty models, non-MPT i.i.d.
frailty models, and non-MPT non-frailty models, which do not include the MPT aspect (i.e., the baseline survival simply follows a parametric log-logistic density) but include spatial frailties, i.i.d. frailties, or no frailties, respectively. We fit all of these models using the algorithm described implemented in Fortran 90. Despite the high dimension of our models, the MCMC chains mixed reasonably well. For each model, we retained 100,000 iterations for posterior estimation following a burn-in of 50,000 iterations. For the MPT CAR frality, MPT i.i.d. frailty and non-frailty models we used our two priors for the c parameter in the MPT, the Γ(5, 1) and the Γ(20, 2). Tables 2, 3 , and 4 show DIC and LPML scores for the competing PH, AFT, and PO models, respectively. Up to the degree of Monte Carlo accuracy in our results, the Γ(5, 1) prior (which we recall favors smaller c values and hence a more flexible specification) performs better for all MPT models (PH, PO, and AFT) using either the DIC or LPML criterion. Among the non-MPT models, DIC and LPML performance is sometimes acceptable in the CAR frailty case, but degrades noticeably in the i.i.d. frailty
and non-frailty cases.
In the PH and PO models, both DIC and LPML indicate similar same trends for goodness of fit, with the MPT CAR frailty models outperforming the MPT i.i.d. frailty models, which outperform the MPT non frailty models, which outperform the non-MPT models. Among the MPT models, both the frailty terms and their spatial arrangement seem important to model prediction and fit. Moreover, the MPT part also offers a contribution to improve model fit over the fully parametric alternative. Among the PH, AFT, and PO models, the latter score best while the AFT models fare worst; in fact, the worst PO model outperforms the best AFT model. This finding is somewhat confirmed by the integrated hazard plots based on Cox-Snell residuals, shown in Figure 2 . The plot for the PO MPT CAR frailty model is closest to a line with slope 1 (which indicates perfect model fitting) among those for the three full models. Finally, there is no obvious trend among the AFT models according to DIC or LPML, though the full model with the Γ(5, 1) prior is among the best. This may be because the AFT models are not appropriate for this dataset, hence neither the MPT nor the spatial frailty extensions can improve the fit substantially. Table 5 provides the posterior medians and equal-tailed 95% credible intervals for main effects (components of β) under the full PH, AFT, and PO models. The PH model indicates that all of the predictors except regional stage are significant at the 0.05 level. Higher age at diagnosis increases the hazard; e.g., a twenty-year increase in age is associated with a e 0.018×20 ≈ 1.43-fold increase in hazard rate. Using women with local stage of disease as the reference, the hazard rate of women of the same age who live in the same county will be These findings are further confirmed by Figure 3 , which shows the fitted survival densities for women aged 68.8 years at study entry (the mean in our dataset) for three disease stages under the three competing MPT CAR models, and assuming a spatial frailty of 0.
These fitted densities are overlaid onto histograms of the observed survival times for study participants with entry ages 58.8 to 78.8. Since 585 of our 1073 observations are censored, to incorporate both the censored and uncensored observations we take the Kaplan-Meier survival function estimates and convert them back to an approximate histogram (Huzurbazar, 2005 ; see www.stat.unm.edu/∼aparna/cdh.html). In all three plots, the predicted density curves from the PO model (solid line) best mirror the data, while the AFT results (dotted line) appear oversmoothed. We remark that these trends are also consistent with the LPML and DIC values in Tables 2-4. Proceeding without the poorly-fitting AFT model, Table 6 compares posterior medians and equal-tailed 95% credible intervals for main effects (components of β) under the full PH and PO models with those obtained under standard semiparametric partial likelihood-based PH and parametric log-logistic PO models with and without i.i.d. frailties. The standard results were obtained using the survival package in R 2.3.1. As is often the case with main effects (which are typically well-identified), the estimates change little across models with the possible exception of the "distant" stage group.
Figure 4 offers a geographic summary of the overall fitted spatial frailty pattern for our best-fitting model, the PO MPT CAR. We see clusters of high frailty (poorer survival) in the southwest, northeast, central, and east-central parts of the state. Note that this map is essentially spatially smoothed version of the raw data map in Figure 1 , which enables spatial epidemiologists to better understand patterns of breast cancer mortality across the state. While the overall fitted survival patterns (not shown) are similar for the PH and AFT models, this is not the case across all important covariate groups. Figure 5 maps the differences in estimated one-year survival rates between two covariate groups (distant versus local stage) for PH and PO random effects models with and without the Polya tree structure, and without and without the spatial aspect (a total of eight models) for a woman of mean age at entry. In the figure, the first column gives results for MPT models while the second column reports non-MPT results; also, the upper four maps are from CAR frailty models, while the lower four use only i.i.d. frailties. Dramatic differences in the spatial patterns are now evident, with the PO models suggesting much larger differences, and the spatial models greatly clarifying the spatial pattern. These maps clarify that differences in identified spatial patterns of cancer incidence and survival can vary across groups depending on the statistical model assumed.
Finally, we compare the hazard ratios for two age groups and two stage groups across the PH, PO, and AFT models in two specific counties with disparate observed experience, Mahaska and Mills. From the original data, we know that Mahaska county had 2 events out of 26 diagnoses, while Mills county had 6 events out of just 9 diagnoses. 4 Discussion and future work
In this paper, we have developed highly flexible survival models for time-to-event data that incorporate spatially varying or i.i.d. frailties. The models assume the same nonpara-metric (really highly parametric) baseline S 0 centered at the log-logistic family of distributions. Often in the literature for these type of models, focus is on either the frailty structure or the choice of nonparametric baseline. More often than not, a variant of the proportional hazards model is chosen for the survival part of the model. Our findings for the SEER data indicate that all three model aspects are important for predicting patient survival. Roughly speaking, the LPML measure indicates that the survival model itself is most important, followed by whether the baseline is modeled as nonparametric or parametric, followed by the frailty model, or absence thereof.
The spatial frailty models outperformed the i.i.d. frailty models in terms of DIC and LPML. The CAR model imposes more spatial structure on the frailty terms, smoothing a particular county's frailty towards neighboring values, while the i.i.d. frailties are simply shrunk toward the statewide global mean. As in many geographically-oriented data settings, this seems to have led to predictive overfitting of the data by our unstructured frailty models.
Coupled with the appealing spatial smoothness in the fitted maps, we found ample reason to prefer the MPT CAR models for our data.
To study the robustness of our MPT prior specification to the choice of baseline "centering" survival model, we replaced our log-logistic function with a Weibull. Table 7 shows the resulting DIC and LPML scores for this Weibull alternative. The results suggest similar trends across models in the PH case, and in fact the corresponding map of fitted frailties for the PH MPT CAR frailty model also indicates a very similar spatial pattern as the one seen in Figure 4 . The PH MPT models thus appear robust with respect to the selection of the baseline function. However, when we tried to fit the AFT and PO models using the Weibull function, we encountered numerical instability stemming from numerical roundoff in the Weibull density tails.
Hanson (2006) observed a "leveling off effect" in LPML across a variety of models as the Polya tree level increased from J to J + 1. We used J = 4 for all the models reported in this paper, but also experimented with J = 5 and J = 6. The first case led to some improvement in LPML score, but at the cost of roughly doubling the necessary computing time. The J = 6 case resulted in sufficiently poor MCMC convergence that we felt results could not be reliably reported. Clearly the required level of computational intensity as we add levels to the Polya tree becomes infeasible at some point using today's computers, but we believe this problem will resolve on its own as computers continue to become faster. 
