We employed the techniques developed for second order problem to obtain the new estimates of Virtual Element Method for fourth order operator. The projection and interpolation error estimates are included. Also, the biharmonic problem is solved by Virtual Element Method. The optimal error estimates between exact solutions and the computable numerical solutions are obtained.
The set of edges of D is denoted by E D and P k (e) is the restriction of P k to e ∈ E D . Then we define P r,s (∂D) as P r,s (∂D) := v| e ∈ P r (e), ∂v ∂n e ∈ P s (e), ∀e ∈ E D , and v, ∇v ∈ C(∂D), values of v,∇v at each vertex of D are given degrees of freedom .
Shape Regularity
Here the shape regularity assumptions are the same as in [6] . Let D be the polygon with diameter h D . Assume that |e| ≥ ρh D for any edge e of D, ρ ∈ (0, 1), (2.1) and D is star shaped with respect to a disc B with radius = ρh D .
2)
The center of B is the star center of D. Details can be found in [10] , Lemma 4.3.8. Proof. The proof is similar as the one in [14] , Section 1.1.6.
Lemma 2. [12] Sobolev Imbedding Theorem 4.12. From (2.1)-(2.2), we have:
ξ C j (D) 2+j l=0 h l−1 D |ξ| H l (D) , ∀ξ ∈ H 2+j (D), j = 1
The Projection
By the generalized poincaré inequality from Lemma 3, the Sobolev space H 2 (D) is a Hilbert space with the inner product (((·))) denoted as: , q) )) D , ∀q ∈ P k (D), let q = 1, we have (2.9), let q = x then q = y, we have (2.8) , it is the same as in [8] which is listed as:
On the domain D , with boundary ∂D, we denote by n = (n 1 , n 2 ) the outward unit normal vector to ∂D, and by t = (t 1 , t 2 ) the unit tangent vector in the counterclockwise ordering of the boundary. For u ∈ H 2 (D), we define
We then denote by
u ij n i t j the twisting moment, and by Q n (D 2 u) := i,j ∂uij ∂xi n j the normal shear force, and
After integrating by parts twice we have [8] , also Lemma 9-Lemma 15, and Corollary 1-Corollary 2 are valid. The reason we chose q v ∈ P k (D) is that it helps to get the same error estimate with less smooth right hand side f . For k = 2, 3, we only require f ∈ L 2 (Ω), while in [8] , f ∈ H 1 (Ω) for k = 2, and f ∈ H 2 (Ω) for k = 3. However, Theorem 1 -3, Corollary 5-9 in this paper are valid for [8] 
For completeness, we recall the definition for degrees of freedom in [7] , employ the following notation: for i a nonnegative integer, e an edge with midpoint x e , length h e , the set of i + 1 normalized monomials is denoted by M e i M e i := 1,
And for domain D with diameter h D and barycenter x D , the set of (i + 1)(i + 2)/2 normalized monomials is defined by
where α is a nonnegative multiindex α = (α 1 , α 2 ), |α| = α 1 + α 2 and
2 . In D the degrees of freedom are denoted as:
• The values v at each vertex of D.
(2.13)
• The values ∇v at each vertex of D.
(2.14)
• For r > 3, the moments • For m ≥ 0, the moments
Lemma 4. Given any g ∈ P r,s ∂D and
Proof. Similar as in [6] , letg ∈ H 2 (D) be a C 1 , P k piece-wise polynomial constructed in Section 2.6.1, such that v = g,
Proof. Following [6] and [7] , letQ
is also an isomorphism. Suppose v ∈ null space, then Π 
Estimates of ||| · |||
.
(2.18)
There is an obvious stability estimate from (2.7)
We define the kernel of operator Π ∆ k,D as:
And for any v ∈ Q k (D), we have
, we have the equivalence of norms:
Proof. Suppose h D = 1, by the discrete estimates from Lemma 6, we have
and ∂v ∂t
, so that the equivalence is obtained.
Proof. From [6] , we know that ∆ maps P k to P k−2 , so that ∆ 2 = ∆∆ maps P k to P k−4 . Then there exists an operator (∆ 2 )
† is the identity operator on P k−4 . We define the norm of p as
Since we have q = i,j=0;i+j≤k
By the equivalence of norms on finite dimensional vector space, we have
then the result is obtained.
Proof.
, (2.10), and using the same p, q in Lemma 8, we have
By lemma 6, we have
and
, with Lemma 7, we get the result.
Remark 2. Same as in [6] , we have
where ∂/∂t denotes a tangential derivative along ∂D.
There is also a stability estimate for Π
Estimates of Π
then, by Cauchy-Schwarz inequality, Lemma 6 and (2.18), we have
By (2.8)-(2.9), and Lemma 3, we have 
28)
and there existsξ ∈ P 1 , such that
29)
where
Proof. Assume h D = 1, then by trace theorem
So that we have (2.28), and by Lemma 3
with the definition ofξ, we arrived at |||ξ −ξ||| k,D |ξ| H 2 (D) .
Corollary 1. We have
Proof 
Proof. Here, suppose ξ ∈ H 2 (D), then by (2.19), (2.31), (2.34) and the inverse inequality, we have
An Inverse Inequality
Lemma 13. The following inequality is valid Proof. Then by (2.7) and (2.10), we have
Next, we will consider the relation between |v| H 2 (D) and |||v||| k,D , ∀v ∈ Q k (D).
Construction of w
The degree of freedom of v ∈ Q k (D) is defined in [7] , from (4.7)-(4.11). For k ≥ 2, we will employ the triangulation T D to define a piecewise polynomial w which has the same boundary conditions as v. On each internal triangle, we employ a P r macroelement, which is defined in [9] , Section 1. Suppose k = 2, 3, in Figure 2 , on each internal triangle, the function is defined by P 3 macroelement as in Figure 3 . All degrees of freedom within D are 0. 
L2(∂D)
(2.39)
Proof. Following [6] , it suffices to prove when h D = 1. Let φ be a smooth function supported on the disc B with radius ρ, such that
By the equivalence of norms on finite dimensional spaces, we have
Let w ∈ H 2 (D) be the piecewise polynomial constructed in Section 2.6.1, and let ξ = w + pφ for p ∈ P k such that
and by Lemma 10,
From (2.39), we have
(2.41)
Also, by Lemma 13,
By (2.39) and (2.41),
L2(∂D)
By Lemma 7, we arrived at the estimate.
Proof. From Lemma 10, Corollary 1 and Lemma 14, we have
Estimate of Interpolation Operator
The interpolation operator I k,D :
is defined by the conditions that ξ and I k,D ξ have the same value for each degree of freedom of I k,D ξ. It is clear that
Lemma 15. The interpolation errors are listed below, ∀ξ ∈ H l+1 (D), 2 ≤ l ≤ k, we have
Proof. Suppose h D = 1, by Trace theorem, Lemma 2, Lemma 10 and Corollary 2, we have
The results follow from Lemma 1, and I k,D q = q, ∀q ∈ P l .
The Biharmonic Problem in Two Dimensions
Let Ω be a bounded polygonal domain in R 2 , f ∈ L 2 (Ω), the biharmonic equation is
The variational formulation of (3.1) is finding u ∈ H 2 0 (Ω), such that
where In following sections, we will use virtual element method to solve (3.1).
Virtual Element Spaces
Let T h be a conforming partition of Ω by polygonal subdomains, i.e., the intersection of two distinct subdomains is either empty, common vertices or common edges. We assume that all the polygons D ∈ T h satisfy the shape regularity assumptions in Section 2.1.
We take the virtual element space
, ∀D ∈ T h } and denote by P k h the space of (discontinuous) piecewise polynomials of degree ≤ k with respect to T h . The operators are defined in terms of their local counterparts:
Also, the semi-norm on
The local estimates: Corollary 1, (2.33)-(2.34), Lemma 12 and Lemma 15 immediately imply the following global results, where h = max
Corollary 3. The global error estimates are listed below, ∀ξ ∈ H l+1 (D), 2 ≤ l ≤ k, we have 8) where the norm · := · L 2 (Ω) .
The Discrete Problem
Our goal is to find u h ∈ Q k h , which satisfies
where Ξ h is an operator from Q k h to P k h , and
so that S D (w, v) can be computed explicitly with the degrees of freedom of Q k (D).
Other Choices of S D (·, ·)
The systems of virtual element method are equivalent if the bilinear form satisfies
From Lemma 9 and Remark 2, we can take
Well-posedness of the Discrete Problem
We can show the well-posedness by the following Lemmas.
Proof. By (2.7)-(2.9) and Lemma 11, let w = v − Π ∆ k,D v, we havew = 0, and
with Lemma 14 and Lemma 16, we have the equivalence. 
Then by Lemma 17, as in [6] , we have
which means problem (3.9) is uniquely solvable.
Choice of Ξ h
Here, we chose Ξ h as
The following result can be used for error analysis in
, and the indices (k, l, m) as
Lemma 18. With (3.17), we have
(Ω), we define Π k−4 f = 0, so that with Corollary 3, we have
Lemma 19. With (3.17), we have
Proof. Follow the proof in Lemma 18 with Lemma 12 and Lemma 15. For k ≥ 2, w ∈ H 3 (Ω), we have
then with Corollary 3, we can get (3.19), so as k ≥ 3 and w ∈ H 3+s (Ω).
Error Estimate in
Firstly, the error estimate in | · | H 2 (Ω) norm for u − u h is given in Theorem 1. 
Proof. Similar as in [6] , for any given v h ∈ Q k h , from (3.15), we have
and by (3.9),
Then from (3.10) to (3.12), by (2.32), (2.44), we have
with Lemma 18, Remark 4 or Lemma 16 and Corollary 3, the estimate is obtained.
We suppose Ω is also convex and start with a consistency result.
where l is defined in (3.17).
Proof. Similar as in [6] , we have
Then by Lemma 19, Corollary 3, and Theorem 1, we get the estimate.
From the regularity results of (3.1), see [13] , we have
where l is defined in (3.17) .
Proof. Using the duality arguments and (3.21), let f = −∆(u − u h ), and φ ∈ H 2 0 (Ω) be the solution of (3.1), then we get
by (3.23), we have |φ| H 3 (Ω) |u − u h | H 1 (Ω) , then the result is obtained. where l is defined in (3.17).
Proof. For k = 2, by Theorem 2 and Poincaré inequality, (3.26) is obtained. For k ≥ 3, using the duality arguments and (3.22), let f = u − u h , and φ ∈ H 2 0 (Ω) be the solution of (3.1), then we get
by (3.24), we have φ H 3+s (Ω) u − u h L2(Ω) , then the result is obtained.
Error Estimates for
We also have an error estimate for the computable Π Suppose ξ = u − u h , andξ is defined as in Lemma 11, the second term is estimated as
sum them up then the estimate is obtained.
Conclusion
We have extended the works done in [6] to forth order problems in two dimension. Similar basic estimates for local projections Π And the replacements attain same estimates for projections and error analysis. There is a potential to extend the work here to three dimensional fourth order problems.
