We present two algorithms
. The ratios may considerably reduce the atmospheric effects on the spec- In the next section we describe the TES instrument and the characteristics of the data used in this study.
In section 3 we describe the Radiative Transfer SAS
Algorithm.
In section 4 we describe the Deconvolution SAS Algorithm. In section 5 we present a discussion and comparison of results from the two SAS algorithms, and we provide a brief summary in section 6. It is not the purpose of this paper to perform an analysis of the surface emissivity spectra that we obtain. That analysis is presented in the accompanying paper by Christensen et at., this issue (a).
Data Set

TES Instrument
The Thermal Emission Spectrometer (TES) is a thermal infrared spectrometer with additional broadband visible and thermal channels [Christensen et al., 1992] . Six detectors in a three-by-two array simultaneously take spectra covering the spectral range from 200 to 1600 cm -1 (6-50/_m), with a selectable sampling of either 5 or 10 cm -1. A pointing mirror allows TES to view from nadir to above both the forward and aft limbs.
For daytime spectra taken over a warm (275 K) surface the signal-to-noise ratio in a single TES spectrum is 400:1 at 1000 cm -1 and better than 100:1 over the spectral range 200-1300 cm -1 [Christensen, 1999] . The data from all three of these orbits were taken over the Isidis Planitia region (see Table 1 ). Clearly evident in these spectra are the 15-pro (667-cm -1) CO.. band and a broad absorption from 800 to 1300 cm -1 caused by dust. Dust absorption exists at a lower level through the 15-pro CO.. band and continues on the low wavenumber side of the CO2 band. [Christensen, 1982 [Christensen, , 1998 ]. Second, this seasonal and local time period is one of relatively low water-ice cloud occurrence, and these spectra are from regions not known for significant water-ice cloud formation [Christensen, 1998; Beish and Parker, 1990; Curran et al., 1973; Pearl et al., submitted manuscript, 1999] .
To obtain the dust spectral shape, we average all the opacity spectra from a small spatial region.
Approximately 100-200 spectra are used for each orbit.
In a final step the contribution from four of the weak CO.. absorptions (961, 1064, 1260, and 1366 cm -I) are removed in a simple way by assuming that the true dust spectral shape varies smoothly through each CO., absorption and then performing a least squares fit of the known shape of the CO.. bands to the data. Figure  2 shows the resulting dust spectral shapes.
The spectral shape for each orbit has been normalized to unity at its maximum value. The three shapes are the same to our level of measurement uncertainty.
We use only the data from 320 to 540 cm -1 and from 800 to 1350 cm - 
We find this one extra parameter by imposing one additional constraint.
For this constraint we assume that there is no correlation between small-scale variations in dust and water-ice opacities.
Our data come from the periapsis pass of an orbit, and we therefore have narrow strips of data running nearly north-south.
To allow dust and water ice to both have large-scale trends (that can be physically or accidentally correlated), we impose the above constraint of noncorrelation by requiring that the derivatives of opacity, A'(lat, Ion), with latitude be uncorrelated:
Thus the constraint of noncorrelation applies only to small-scale spectrum-to-spectrum variations in dust and water-ice opacity, not to larger regional-scale gradients.
The dust and water-ice opacities .4_tust,ic e are functions of the single mixing coefficient. (_, in (3) . Once a value for the mixing coefficient, a, is found that satisfies (4), the true water-ice spectral shape can be computed using (3). As with the dust spectral shape, the four weak CO._ absorptions at 961. 1064, 1260, and 1366 cm -1 are fit for and removed, and the water-ice spectral shape is normalized to unity at its greatest amplitude (which occurs at 825 cm -I) as a final step. Figure  4 shows the retrieved spectral shapes for water ice. As was the case with dust, the ice spectral shapes are quite similar for the three orbits. For the remainder of the discussion we will assume that the ice spectral shape is fixed and is given by the average of the three spectral shapes shown in Figure 4 .
Surface Temperature Ambiguity
The negative values in the spectral shapes in Fig We assume that for a given spectrum, opacity r(u) has the form:
where the f(u) functions are the spectral shapes that we have been deriving and the A(lat, lon) parameters describe the spectrum-to-spectrum opacity variation of dust and water-ice aerosols.
However, if there is a nonzero opacity at 1300 cm -1, then there will be an error ATsurf in our surface temperature.
In opacity the error is
This is a third term that we can add to (5). We can combine the second (water-ice) term and the opacity error term as
Therefore the actual spectral shape can be the derived shape plus any constant times Or(u)/OTsu_. In the case of the water-ice spectral shape, there must be a non zero opacity at 1300 cm -1 and hence an error in surface temperature Ts_urr = constantxAice. The surface temperature error required to bring all of the spectral shapecurvesabovezero(andtherefore be physical) istypicallylessthanor about1-2K forall but the mostextreme icy spectra. Thissame surface temperature ambiguity exists for the dust spectral shapeas well andwill alsoexist whenwederivea surfaceemissivity spectral shape. However, the erroris probablyverysmallfor dust because the spectral shapeis everywhere positive. This surface temperature ambiguitydoesnot affect the mathematics of separating the water-ice feature fromobserved opacityspectra. Figure 5 is the mean absolute difference over the entire spectrum between the opacity retrieved from the observations and the opacity given by the fit. Therefore the observed opacity spectra can be described by dust and water ice alone to the level of about 0.01-0.02 opacity averaged over the spectrum. This residual value indicates that to the level of the noise in the data there is no surface emissivity contribution at this location in these spectral regions.
Dust and water-ice opacities and the residual values are given in Figure  6 for orbit 219 (L_=305° We proceed to find the surface spectral shape in much the same way as we did when we found the water-ice spectral shape. Now we assume that the spectral shapes of both dust and water ice are already known and are fixed. A surface spectral shape is obtained by finding a single additional spectral shape that, along with the fixed dust and water-ice spectral shapes, best fits the observed opacity spectra.
If n spectral points are to be fit and m spectra are to be used, then a least squares fit is performed over n + 3m variables.
As before, the first n variables describe the spectral shape of the surface and the remaining 3m variables describe the concentration or overall scaling of the dust, water ice, and surface spectral shapes for each spectrum. 
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Then, using (2), the surface emissivity _(u) at a given location is given by
where Asurr is a parameter that describes the spectrumto-spectrum variation in the strength of the surface emissivity feature.
As stated earlier, the derivative is computed for each spectrum and summed to form an average conversion function. Figure 7 shows the surface emissivity spectral shape for orbit 219. As with the dust and ice shapes, there is a surface temperature ambiguity here too. However, because the spectral shape is positive very nearly everywhere, we believe that the surface temperature error for this spectrum is small (< 0.5 K). However, we cannot rule out that there is some component (con- (opacities and residual for orbit 219) except that the surface spectral shape shown in Figure  7 (converted back to effective opacity) has been included in the spectrum-by-spectrum fit for opacity. and we typically use of the order of 100 spectra in finding the spectral shapes, these are a minor source of uncertainty in our spectral shapes.
The level of these errors is indicated in the variation in the three dust spectral shapes ( Figure 2 ) derived from different orbits and is < 2% of the maximum amplitude of the spectral shape.
Of greater concern is the uncertainty in the _ti-mation of mixing coefficients.
Although well-defined for a particular set of data, the assumption that opacities must have zero correlation is ad hoc, and changing the limits of the data set can change the mixing constants in (3) This means that up to 10-20% of the dust or water-ice spectral shape could be added or removed from the derived surface spectral shape. Evidence of this can be seen in the water-ice spectral shape (Figure 4) , which shows variations of 5-7% where the dust spectral shape is largest (near 1000-1150 cm-1).
One empirical measure of the amount of uncertainty in the surface emissivity spectral shape is to derive the surface emissivity spectral shape for _ach of the six TES detectors separately. Figure  9 shows the results. As expected, a difference in mixing coeffi- [Christensen, 1982 [Christensen, , 1998 ] and they have a high thermal inertia (inertia = 6-8 10 -3 cal cm -2 s -t/2 K-l) [Kieffer et al. 1977; Palluconi and Kieffer, 1981] , which indicates the material on the surface is dominated by particles > 300#m [Presley and Christensen, 1997] . Multiple scattering and volume scattering effects become prominent in spectra of surfaces with particle sizes less than _100 pm [e.g., Hunt and Vincent, 1968; Hapke, 1981; Salisbury et al., 1987; Moersch and Christensen, 1995] .
Larger particle size mixtures and rocks may be modeled by using spectra of coarse grained (710 to 1000-pro) minerals [Ramsey and Christensen, 1998; Feely and Christensen, 1999; Hamilton, this issue], as in this application.
The Deconvolution Algorithm uses the spectral intervals 233-529 cm -1 and 794-1301 cm -I. The measured spectrum was fit by using the isolated dust and water-ice spectral shapes ( Figure  11 ) that were isolated by using the method of Bandfield et al. [this issue] together with the suite of mineral spectra. The fit was performed at wavenumbers > 400 cm -1 because of the limited wavelength range of the reference mineral spectra. However, as both the water ice and dust are derived from the TES data themselves, the surface spectrum could be recovered to 233 cm -1. The deconvolution modeled the orbit 219 spectrum quite well ( Figure 12 ) with an R.MS error between measured and modeled spectra of 0.00232.
The derived concentrations of the atmospheric components were removed from both the measured and modeled spectra to produce atmosphere-corrected TES and modeled surface emissivity spectra ( Figure  13 ).
The resulting surface spectrum contains broad, shallow absorptions at both _1000 and 400 cm -1 and is (1) The ratio of the 400-to 1000-cm -1 absorption depth is greater in the derived surface spectra; (2) the atmospheric dust has a positive slope with increasing wavelength from 300 to 500 cm -1, while the surface spectra contain a negative slope; and (3) the absorption near 1000 cm -1 of the surface spectra is more rounded or slightly square than the atmospheric dust absorption, which is more Figure 6 , except that now a surface with emissivity spectral shape shown in Figure 7 is also fit. The area of high residual seen in Figure 6 directly corresponds to the region where there is a significant surface contribution. _TES uses "icks" to count event time during an orbit. They are used to identify spectra.
Each ick is 2 s in duration.
bLT is local time measured in a 24 hour Martian day beginning at midnight.
CT_urf is the approximate average surface temperature (K) for these icks.
dRange is the perpendicular distance from the surface in kilometers.
eEmis is the emission angle measured in degrees. 
