With a view to a better understanding of the influence of atomic quantum delocalisation effects on the phase behaviour of water, path integral simulations have been undertaken for almost all of the known ice phases using the TIP4P/2005 model, in conjunction with the rigid rotor propagator proposed by Müser and Berne [Phys. Rev. Lett. 77, 2638]. The quantum contributions then being known, a new empirical model of water is developed (TIP4PQ/2005) which reproduces, to a good degree, a number of the physical properties of the ice phases, for example densities, structure and relative stabilities.
I. INTRODUCTION
"Water, water, every where..." goes the poet Samuel Taylor Coleridge's The Rime of the Ancient Mariner, which provides a magnificent résumé of our reason for studying this ubiquitous material. Many volumes have been written about water and ice (to cite just a few 1,2,3,4,5 ), and a good deal more await writing, before we fully understand this enigmatic molecule.
Currently the point has been reached where many properties, including the global phase diagram of water and the ice phases, can be reproduced qualitatively (and in some cases, quantitatively) using little more than a simple empirical model 6 . However, there are several aspects of water where our knowledge, and thus our understanding, is far from complete.
One such aspect is the high pressure/temperature region of the phase diagram, where the precise location of the melting curves is still yet to be agreed upon due to the difficult nature of the experiments. For example, it is an open question as to whether water becomes super-ionic in this region 7, 8 . In one of the ice polymorphs, ice X, the notion of a water molecule even becomes lost, the protons being shared equally between oxygen atoms 9,10 .
The low temperature region of the phase diagram is also extremely interesting, where a host of 'anomalous' or atypical trends are also present. Examples are the well known maximum in density at 3.984 Celsius, a minimum in the isothermal compressibility at 46.5 Celsius, and an unusual variation of the diffusion coefficient with pressure. These trends are especially apparent in super-cooled water where one can also find a minimum in both the density 11 and a dynamic transition to Arrhenius behaviour for the diffusion coefficient 12, 13 . It has been suggested that many of the anomalous properties of water at low temperatures could be understood by an hypothesised second critical point 14, 15, 16 buried deep within "no-mans land" 17 , a region of the phase diagram inaccessible to experiment. If this is so, it would go a long way to explaining another feature of water; its capacity to form several amorphous phases (glasses) at low temperatures.
In elucidating the origin of these anomalies, computer simulations have played a prominent role, for example their part in the proposal of a second critical point in water melting point and the temperature of maximum density. For H 2 O this amounts to 3.984K, whereas for D 2 O it is 7.365K. From the point of view of the Born-Oppenheimer approximation the potential energy surface (PES) is independent of the isotope considered. Thus the different behaviour of these isotopes is due to how the molecules react to this PES. This is known as an atomic quantum delocalisation effect. In this particular case the origin of the differences, both structural and dynamical, is in good part due to the quantum nature of the hydrogen protons and the strength of the hydrogen bond. Another example is the selfdiffusion coefficient, which increases by more than 50% in a quantum system with respect to classical molecular dynamics simulations 21, 22 .
The overall structure of water is that of an asymmetric top, which is to say that all three principal moments of inertia are distinct. What is particularly interesting is that since hydrogen is the lightest atom, the rotational moments of inertia are small enough to show marked quantum behaviour. Thus water has significant quantum effects even at room temperature. The importance of these quantum effects increases as the temperature is lowered. For the ice phases these effects are expected to be significant, especially at 77K
where many experiments on ice are frequently performed using liquid nitrogen. Thus far there has been relatively little work on these effects for ice, and almost all of the work that has been published has focused on ice I h 21,23,24,25 . The objective of this publication is to quantify the size of these effects in all of the ice phases, apart from that of ice X, which cannot be described by the rigid models used in this work.
These atomic quantum delocalisation effects will be studied using the empirical TIP4P/2005 model 26 . Over the last few years a number of the present authors have undertaken extensive simulation studies examining the performance of a number of commonly used models for water, in particular the TIP3P, TIP4P, TIP5P and SPC/E models 27 . The coefficient 27 , and the viscosity 27 .
That said, the model was parameterised for classical simulations, so the introduction of atomic quantum delocalisation effects, although improving the qualitative description, will cause a deterioration in the quantitative description. In the first stage of this research we shall analyse the impact of atomic quantum delocalisation effects on the properties of the ice phases using this potential. That will elucidate where, and how, atomic quantum delocalisation effects modify the properties of water with respect to the classical limit. 
II. METHODOLOGY
Simulations were performed using the path integral formulation, which permits us to study the quantum effects related to the finite mass of the atoms (in many quantum chemistry calculations, the electrons are treated as being quantum, however the nuclei are treated as classical point masses). A particularly elegant technique for studying quantum effects in many body systems is that of path-integral Monte Carlo (PIMC). There are many good introductions concerning PIMC in the literature 37, 38, 39, 40, 41 , here we shall focus on the aspects most pertinent to the simulations we have performed.
Water is, of course, a flexible molecule. For path integral simulations one generally requires the number of Trotter slices, P , to be
where ω max is the 'fastest' frequency present in the system in question. In water the intramolecular vibrations are of the order of ω max /2πc ≈ 4000 cm −1 which leads to P > 20.
Using the rigid body approximation for water the fastest motion now becomes the libration, with a frequency of < 900 cm −1 , thus reducing P to around 5-6. This represents a substantial reduction in the computational overhead associated with traditional PIMC calculations (although new techniques have recently been developed by Manolopoulos et al. to increase the efficiency of flexible molecule PIMC 42 ). It must be said that by choosing to use a rigid model, one precludes the ability to study some aspects of water, such as the high frequency region of the infra-red adsorption spectrum 43, 44 . The infra-red spectrum of water and ice can be divided up into two distinct regions. Above ≈ 900 cm −1 one has the contribution associated with the intramolecular degrees of freedom of bending and stretching. Below ≈ 900 cm −1 , as previously mentioned, one has the section that corresponds to translational and librational movements, and are mostly due to inter-molecular forces. Quantum contributions to the Helmholtz energy (A) within a perturbative treatment for a rigid asymmetric top are given by 45 :
A good proportion of the quantum effects in water are due to the strength of the hydrogen bond, along with a particularly small inertia tensor. It is this that lends importance to the torque (Γ) terms found in the above equation, which results in the appearance of the librational band. In contrast, this region for a molecule such as SO 2 , where no such hydrogen bonding is present, is far less important. By using the path integral formulation for a rigid model we shall be studying atomic quantum delocalisation effects in the influential region encountered below ≈ 900 cm −1 . In a study of the phonon density of states for ice I h Dong and Li 46 showed that the rigid TIP4P model does a reasonable job of reproducing this low frequency section of the spectrum. Even given the fact that intramolecular effects are important, it is surely the case that a rigid body path-integral study is more physically realistic than a purely classical study, which neglects all atomic quantum delocalisation effects. Such an approach has been adopted in a number of studies, using for example the SPC/E model 22 . In view of this, and given the success that the TIP4P/2005 model has had in describing the ice phases classically, the rigid TIP4P/2005 model is the natural candidate for a preliminary study of atomic quantum delocalisation effects in ices. Given that the TIP4P/2005 model is a rigid asymmetric top, we shall first present the path integral description of a rigid rotor.
A. Path integrals for a rigid molecule
The coordinates used to describe a rigid molecule are r 1 Ω 1 , where r 1 represents the centre of mass and Ω 1 = (φ 1 , θ 1 , χ 1 ) represents the Euler angles that fix the molecule orientation.
The Hamiltonian of a rigid asymmetric rotor can be written in the form 47 :
whereT tra represents the kinetic energy operator associated to the centre of mass translation, U appears as a potential energy operator that is a function of the coordinates r 1 Ω 1 , and the rotational kinetic energy operator is given by 47 :
whereL i are the components of the angular momentum operator and I i are the moments of inertia of the molecule referred to its fixed body frame. We assume, without loss of generality, that the moment of inertia tensor is diagonal in the chosen fixed body frame.
In the path integral formulation, the partition function, Q 1 , of a rigid molecule may be expressed by a factorisation of the density matrix into P factors, so that each quantum particle is described by a ring of P replicas or 'beads',
where β = 1/k B T is the inverse temperature, and the propagator ρ t,t+1 1 is approximated by 47 :
The propagator satisfies the cyclic condition that bead P + 1 corresponds to bead 1. This rigid molecule propagator is built up of three factors, a potential energy component, a translational component, and a rotational component:
rot,1 .
The potential energy component is given by
where
is the potential energy of the replica t of the molecule. The translational component is given by
where M is the total mass of the rigid molecule. The two previous equations are well known and are commonly used as the so-called primitive approximation in path integral studies of simple fluids. The rotational propagator between t and t + 1 is given by 47 :
In an important piece of work Müser and Berne 47, 48 have shown that the rotational contribution to the propagator between the replicas t and t + 1 of a rigid molecule i is exactly given by
Here d can then be estimated using a linear interpolation algorithm from this tabulated data.
B. Path integrals for an ensemble of rigid molecules
Once the translational and rotational propagators are known for a rigid molecule one can calculate the partition function for a set of interacting molecules. Let us assume that we shall be using a pair-wise potential u ij such that the potential energy of the replica t of the system is
Now the canonical partition function, Q N , of an ensemble of N molecules described with P beads is given by:
. . .
rot,i .
As can be seen in Eqs. (13) and (14), each replica t of molecule i interacts: (a) with the molecules that have the same index t via the intermolecular potential u ij ; (b) with replicas t − 1 and t + 1 of the same molecule i via a harmonic potential whose coupling parameter depends on the mass of the molecules, M, and on the inverse temperature β; and (c) with replicas t − 1 and t + 1 of the same molecule through the terms ρ t−1,t rot,i and ρ
which incorporate the quantisation of the rotation, which in turn depends on the relative orientation of replica t with respect to t − 1, and t + 1 with respect to t.
Let us define an energy U ′ as:
and the total orientational propagator P rot as:
Within a Monte Carlo simulation one generates a new configuration starting from a previous configuration. The probability of accepting this new configuration, p accept , is given by
It is worthwhile making two observations about the orientational propagator between a pair of contiguous beads ρ t,t+1
rot,i . Firstly, it must be positive in order to be used in the Metropolis acceptance criteria, which is indeed the case. Secondly, the maximum in the orientational propagator is achieved whenθ = 0 andφ+χ = 0. It is found that at high enough temperature the propagator decays to zero relatively quickly as the values ofθ andφ +χ increase. The orientational propagator can also be expressed as an auxiliary energy by defining u i,aux such that u t,t+1
u i,aux has a minimum atθ = 0 andφ +χ = 0 and increases quickly as a function of the variablesθ andφ +χ. P rot can now be written as
Using this auxiliary energy the Metropolis criteria can be now written as :
This expression helps us to clarify the role of the orientational propagator; it can be viewed as a potential that forces two contiguous beads, t and t+1, to adopt similar orientations (this corresponds to the minimum of the auxiliary potential) with an energetic penalty when they adopt different orientations. This is analogous to the role played by the harmonic springs connecting the centre of masses of the molecules in Eq. (15).
The internal energy can now be calculated from:
It can be shown that substituting the value of the canonical partition function in this expression results in
where :
As with the rotational propagator, the numerator of K rot in Eq. 23 was calculated prior to the simulations for a grid of the variablesθ andφ +χ and subsequently saved in tabular form.
When performing simulations of solids it is more convenient to perform the simulations in the NpT ensemble. The partition function for the NpT ensemble can be calculated using:
where A is a constant with units of inverse volume that makes Q N pT dimensionless. Its value affects the Helmholtz energy function, but not the configurational properties.
C. Simulation details
In this work path integral Monte Carlo simulations are undertaken for the TIP4P/2005 model for fourteen of the fifteen known ice phases. One of the most important variables when it comes to path integral simulations is the number of Trotter slices, or beads, (P ) employed.
If P = 1 then the simulation is classical. As P → ∞ then the quantum simulation becomes exact. Given the isomorphism between Trotter slices and the number of component 'beads'
in a ring polymer 38 , one can easily see that the time required for a simulation scales with the number of Trotter slices used. For flexible models of water at 300K a typical number of slices is about P = 24 50,51,52 . However, if a rigid model is employed, the number of Trotter slices required can be reduced by about a factor of five 24, 53 . Previous studies for a rigid model of water at 300K found that a value of P = 5 provides good convergence 23, 24 . Thus in this work the number of Trotter slices times the temperature was maintained at P T ≈ 1500. For the lowest considered temperature (77K) this corresponds to 20 beads. When computing the asymmetric top eigen-energies and eigenvectors of water the OH distance and the H-O-H bond angle of the TIP4P/2005 model were used, which corresponds to the gas phase geometry of real water. The principal moments of inertia are computed using this geometry along with the masses of the hydrogen and oxygen atoms. Although the model has the negative charge on the site M, this site is massless and therefore it is only used to compute the potential energy of the system.
In this work two models of water are studied, the TIP4P/2005 model 26 and a reparameterisation, which we shall call the TIP4PQ/2005 model, to 'compensate' for quantum effects. The parameters for both of these models are given in Table I . The only difference between these models is an increase in the charges on the hydrogen sites by 0.02e, along with a corresponding increase in the charge on the oxygen site. For both models the Lennard-Jones potential was truncated at 8.5Å and long-range corrections were included. The TIP4P/2005 model has been designed to be used with Ewald summations 54, 55 which is a well known technique to treat the long range electrostatic interactions. Ewald summation is more appropriate than the reaction field method when it comes to the simulation of solid phases.
The real part of the Coulombic potential was truncated at 8.5Å.
The configurational space of the quantum system was sampled using a Monte Carlo code with four distinct types of trial moves: the displacement of a single bead of one molecule, rotation of a single bead of one molecule, translation of a whole ring, and rotation of all of the replicas of one molecule. A Monte Carlo cycle is defined as N Monte Carlo moves, where the probability of attempting a translation or a rotation of a single bead is 30% each and the probability of attempting a translation of a whole ring or rotating all the replicas of a ring is 20% each. The maximum displacement or rotation in each type of movement was adjusted to obtain a 40% acceptance probability. When simulations were performed in the NpT ensemble, besides the N particle trial moves, one Monte Carlo cycle also includes an attempt to change the volume of the simulation box. The maximum volume change was adjusted so as to obtain a 30% acceptance probability. In general the simulations consisted of 30,000 Monte Carlo equilibration cycles, followed by a further 100,000 cycles for the accumulation of run averages. The number of molecules used in each of the phases are given in Table II . For the proton disordered ice phases the positions of the hydrogen atoms were generated in such a way as to produce a system that satisfies the so-called Bernal-Fowler ice rules 56, 57 , and whose dipole moment as close as possible to zero. This was achieved using the algorithm proposed by Buch et al. 58, 59 .
As mentioned, all simulations were performed in the isothermal-isobaric (NpT ) ensemble.
The implementation of the NpT ensemble in PIMC has already been discussed in previous works 60, 61 . It is important to note that the Monte Carlo volume moves should be performed anisotropically, in order to allow the simulation box to 'relax' and obtain the true equilibrium unit cell of the model under consideration. In other words, the pressure on the simulation box should be hydrostatic; the pressure tensor is diagonal and each of the elements along the diagonal have the same value. If this is not the case the system will suffer stresses and the structure and thermodynamic properties will not reach their equilibrium values. This is achieved using the technique proposed by Parrinello leading to changes in both the simulation box lengths and in the geometry.
As a preliminary check that the Müser and Berne propagator was implemented correctly the rotational energies were calculated for an isolated H 2 O molecule. In Fig. 1 the rotational energies computed from the exact expression of the quantum partition function of an asymmetric top 66 (with the appropriate rotational constants) are compared to those obtained from PIMC simulations. As can be seen the agreement is excellent. It should be noted that the present calculations do not include exchange effects. However, these are only expected to be relevant at temperatures below those that we have studied in this work.
III. RESULTS
A single state point has been simulated for each of the solid phases of water with the exception of ice X, which cannot be described by a rigid model 9, 10 . The results of these simulations are presented in Table II . By comparing the densities obtained from classi- The mass of water is almost the same as that of neon, however, the quantum effects are far more pronounced in water for the temperature range considered in this work 67 . The overwhelming reason for this difference is the strength and directionality of the hydrogen bond. This, as well as the fact that the moments of the inertia tensor are quite small due to hydrogen having a very low mass. The temperature dependence of the kinetic rotational energy is rather weak, so its contribution to the heat capacity is expected to be small. On the other hand the quantum contributions to the potential energy are of the order of 1 kcal/mol at high temperatures, which increases to 1.5 kcal/mol at low temperatures. Thus there is a significant difference in E between the TIP4P/2005 and the TIP4P/2005 (PI) results, amounting to about 3 kcal/mol at low temperatures; half of which being due potential energy, and the other half kinetic.
We shall now turn to the radial distribution functions. These histograms provide insights into the structure of a fluid on a molecular scale 36, 68 24 . This softening of the distribution functions goes hand-in-hand with the reduction in the density of the ices in the PIMC calculations. It is interesting to speculate whether the addition of the small (and somewhat unusual) first peak in the ice I h experimental data with the much larger second peak would place the simulation results in a more favourable light.
A consequence of the third law of thermodynamics is that the coefficient of thermal expansion, α, tends to zero when the temperature goes to zero. Experimentally one finds that there is very little variation in the density of ice I h in the temperature range 0-125K. and realising that at 0K phase transitions occur with zero enthalpy change. By assuming that the volume and internal energy difference between ices is largely unaffected by pressure (a quite reasonable approximation) Whalley was able to estimate the energies and densities of ices at 0K and zero pressure. Such a calculation is useful as it allows one to obtain an idea of the form of the phase diagram at low temperatures by examining the relative stability of the ice phases. Thus one can estimate the coexistence pressure between two ice phases at zero kelvin using the approximation
More recently a similar analysis was undertaken 78 for a number of popular empirical models of water. For the SPC/E and TIP5P models ice II was found to be more stable than ice I h , however, for TIP4P/2005 ice I h , as is the experimental situation, was more stable than ice II. Here simulations were performed at 125, 100 and 77K for TIP4P/2005 (PI) (for technical reasons PIMC simulations at 0K are infeasible, given the number of beads required). Assuming that the heat capacity, C p , follows the Debye law, i.e C p ∝ T 3 , then it follows that the enthalpy should scale as T 4 . Note that the internal energy and enthalpies are almost indistinguishable at room pressure; the pV term is negligible compared to the internal energy term. In Fig. 6 the internal energies from Table IV an increase in the dipole moment and flexibility has also been commented upon by other authors 83, 84 . Obviously this new model is only suitable for quantum simulations of water.
In Table VI In an analogous study to that for 0K for TIP4P/2005 (PI) the relative stability of ices I h , II, III, V and VI at low temperatures has been tabulated in Tables V and VIII Table IX results for the 0K coexistence pressures, calculated using equation 25, are presented.
It can be seen that both the energies (Table V) and the coexistence pressures (Table IX) It has been found that the radial distribution functions become more 'washed-out' when quantum effects are taken into account. In other words, the peaks become lower and wider and shift to slightly larger distances. This goes hand-in-hand with a reduction in density for the quantum solid; by ≈ 0.02 g/cm 3 for temperatures above 150K, and ≈ 0.04 g/cm 3 below 100K.
If a classical empirical model is tailored to reproduce the experimental ice densities at a temperature close to the melting point, as the temperature is reduced the model will start
to fail (such is the case, for example, of the TIP4P/2005 model 74 ). This is due to the fact that classical simulations are unable to satisfy one of the consequences of the third law of thermodynamics, namely that the coefficient of thermal expansion, α, tends to zero as the temperatures approaches zero Kelvin. It can be seen that the PIMC simulations now, to a good degree, correctly describe the low temperature physics of this model.
The translational component of the kinetic energy bears a passing resemblance to the classical value of (3/2)RT , whereas the rotational component is markedly larger.
There is a particularly pronounced effect in the relative stabilities of ices I h and II, where the stability of ice II is enhanced by the inclusion of atomic quantum delocalisation effects. would like to thank the MEC for a Juan de la Cierva fellowship. 
