Abstract. The inference of a network structure from microarray data providing dynamical information about the underlying Gene regulatory network is an important and still outstanding problem. Recently, a causal modeling approach was presented in our publications to recover the structure of this network. However, issues like spurious arcs and time delay were not dealt with previously. The graph-theoretical measure d-separation provides criteria to recover the network structure edge-by-edge by calculating the partial correlation. However, the estimation of partial correlations from small sample sizes is a practical problem. As our approach attempts to find networks that closely match the observed partial correlation constraints in the data, main aim to this paper is to attempt to maximize the scoring metric used. In this paper, we formulate a framework for path analysis as a post processing step after learning gene regulatory network using causal modeling. The approach is tested with both artificial and real gene regulatory network scenario and the structure recovered after post processing better fits the data.
Introduction
Simultaneous monitoring of genome wide expression (microarray technology) allows us to gain insight into concerted activity of interacting genes well-known as transcriptional gene regulatory network (GRN). The network of regulatory relationships is inferred by various computational approaches directly from the expression profiles. For example, Boolean network, Bayesian network, neural network and genetic algorithm based approaches have been successfully applied to infer networks from expression profiles [1, 2, 3, 4] . Recently, we have developed linear causal model approach to infer gene networks [5, 6] , which are based on graphical models [7, 8] . Linear causal models are closely related to Bayesian networks, which a number of researchers have used to model gene regulation [9, 10, 11, 12] . In fact, a linear causal model is a special case of a Bayesian network (BN) that has linear Gaussian conditional densities at each node. Our method infers a simple network structure where the conditional independence between variables is estimated by the partial correlation coefficient, and corresponds to a graph based on the Markov properties. Network components are nodes, V that are genes in a GRN and an edge set E representing the dependency structure of the nodes. Thus, the graph G = (V, E) the topology of the gene network. In our approach, we defined a set of scoring functions that can be used to measure the quality of this network G. These include fitness of the Markov Blanket (MB) of every node, fitness of the links between nodes that indicate the direction of influence and the + or -indicate positive or negative influence of the nodes. A search algorithm that can help us to find the best score network structure needed. Since the number of BNs is super-exponential in the number of nodes available and an exhaustive comparison of all the structures is impossible. So we implemented a GA which uses local search of Markov Blankets in BN structure space, moving from one BN to the next one by performing simple graphical modifications such as addition and deletion of edges during crossover and mutation. As score-based approach might suffer the local minima a guided genetic algorithm was proposed.
The goal is to obtain a network that is minimal in the number of links, or representation size, necessary to fit the data. However, the search algorithm is only able to guarantee the quality of the returned structure to a certain extent because there exist multiple BN's representing the same dataset due to the nature of the problem being NP-Hard. Not only in the final returned network, but also in intermediate stage networks of the discovery process using genetic algorithm, there exist many equivalent possibilities of combination of edges having the same fitness posing difficulty is making a choice for drawing causal conclusions. It is general statistical knowledge that extra care should be taken when drawing causal conclusions from statistical analysis. This is in particular valid for Causal Bayesian networks. A "wrong" choice at an intermediate stage and final stage may prevent from finding a minimal network for the data.
Theoretically, given a faithful Bayesian network structure of the training data set, those features that are identified by the Markov blanket indeed block all the influence of the other features. The selection of Markov blanket is based on the d-separation rule of the Bayesian network. When given a specific attribute, which is node in the Bayesian network, Markov blanket for the attribute is the set of nodes composed of the attribute's parents, its children, and its children's parents. Direct-dependent separation or d-separation is a graphical procedure that establishes the conditional statistical independence of certain sets of these random variables, i.e. if the set of nodes X is independent of nodes Y, then there exist nodes Z such that they separate the X's and Y's. Further, there exist multiple paths (a path is a series of variables connected by line segments) between two nodes in a directed graph representing causal flows. Directed graphs provide the visual representation of that flow; the set of independence or conditional independence conditions which are implied by that graph are not (necessarily) obvious. Here, we are interested in analysis of independence and conditional independence of variables under alternative causal flows between variables in order to obtain a minimal network. Since time delay is an important characteristic of gene networks, delay propagation should also taken into account while analyzing these alternative causal flows (path delay analysis).
We propose a path analysis framework algorithm exploiting d-separation and time delay to enhance the quality of the discovered network. More precisely, it is divided into four distinct phases. In the first one, we use a method to find alternative causal flows. As the final network is made of Markov blanket of individual nodes, we obtain upward causal flows from parents, downward causal flows through children and sideward causal flows through the spouses. A set of conditional independence is obtained from these paths. Phase 2 analyses the various paths obtained at the end of phase 1 for their consistency in terms of conformance with d-separation property, conflicting alternative explanations of causality and path delay propagation. These are explained in detail in section 3. During the process of analysis, the edges that are nonconforming to the constraints are marked for deletion. Then, in a third phase, this BN is refined into one that better fits data by making choice of either deleting an edge that is marked for deletion or not. This last phase tests and verifies the final network and if the test fails phase 3 is performed again till a better network is obtained. Preliminary experimental results using small artificial network suggest that our algorithm produces better quality network than the one obtained at the end of GA search. The rest of the paper is organized as follows. Section 2 provides some background on causal model and d-separation. Then, Section 3 describes the methodology. Section 4 shows results from artificial network and S. cerevisiae yeast network [13] . Finally, Section 5 provides conclusion and mentions future work.
Background
To introduce our approach, in this section we briefly review the concept of d-separation which plays an important role in our algorithm.
Causal Model for GRN
The inference of causal network structures is an important and challenging problem. A causal structure can be represented by a directed graph whose nodes represent the variables of the system and edges between nodes indicate a causal relationship along the direction of the edge. Important contributions in this problem were made by Pearl et al, and Sprites et al [7, 8] who suggested algorithms to infer a causal structure from experimental data by using partial correlations if the underlying causal structure is a directed, acyclic graph (DAG). A central step in determining the likelihood of the data given the whole network is decomposed into set of score of local models that includes fitness of structure, direction of causality and sign (positive/ negative) of regulation. The task of network reconstruction is cast into a search for candidate gene networks whose scores are high. To implement a heuristic search method, we apply a genetic algorithm (GA), whereby creating and evolving different networks to eventually obtain a network that best fits the microarray data. Due to the stochastic nature of the GA, the GA is repeated and the resulting network structures are combined to reconstruct the final gene network. While evaluating the fitness, the putative network is actually decomposed into Markov Blankets (MB) and conditional independence tests are applied in order to detect whether or not connections are direct or indirect. The direction and sign of regulation are recovered by estimating the time delay and correlation between expression profiles of pairs of genes. Further, this methodology is applied to a toy dataset generated in the same fashion as discussed in our previous work [6] and Saccharomyces cerevisiae (yeast) [13] microarray dataset and the results are promising and agreeing with known biological findings.
D-Separation
D-Separation is defined as: Two nodes X and Y in a directed acyclic graph are dseparated if every path between them is blocked. Consider 3 disjoint sets of variables X, Y, and Z, represented as nodes on a DAG. Definition: A path is a sequence of consecutive edges (of any directionality) in the graph. A path is said to be dseparated, or blocked, by a set of variables Z iff the path (a) contains a chain (b) or a fork (c) contains an inverted fork, or collider, such that the middle variable m is not in Z and such that no descendant of m is in Z. (Fig. 1) A set Z is said to d-separate X from Y iff Z blocks every path from a variable in X to a variable in Y. The no descendant example: (Fig. 1 (d To help understanding this theorem, four basic graphical structures (Fig.2 ) and the independences implied by each. 1) X 2 is an intermediate variable. The only independence implied by this structure is X 1 ╨ X 3 | X 2 . It is NOT true that X 1 ╨ X 3 .
2) X 2 is a common cause. The only independence implied by this structure is X 1 ╨ X 3 | X 2. It is NOT true that X 1 ╨ X 3 .
3) X 2 is a common effect. The only independence implied by this structure is X 1 ╨ X 3 . It is NOT true that X 1 ╨ X 3 | X 2.
4) X 2 is a common effect. X 4 is an effect of a common effect. The independences implied by this structure are X 1 ╨ X 3 , X 4 ╨ X 1 | X 2, and X 4 ╨ X 3 | X 2 . It is NOT true that X 1 ╨ X 3 | X 2 or that X 1 ╨ X 3 | X 4 . This is the trickiest structure you will find.
Paths in a Markov Blanket
Path is a sequence of distinct vertices, successive vertices are adjacent. We view a gene network as a network system of information channels, where each node is a valve that is either active or inactive and the valves are connected by noisy information channels. The information flow can pass through an active valve but not an inactive one. When all the valves (nodes) on one undirected path between two nodes are active, we say this path is open. If any one valve in the path is inactive, we say the path is closed. When all paths between two nodes are closed given the status of a set of valves (nodes), we say the two nodes are d-separated by the set of nodes. The status of valves can be changed through the instantiation of a set of nodes. The amount of information flow between two nodes can be measured by using mutual information, when no nodes are instantiated, or conditional mutual information, when some other nodes are instantiated.
The two limitations of path analysis algorithms using exclusively partial correlation and d-separation to infer the structure of the underlying graph are: first, for large graphs the search for a set of d-separating paths between two nodes X and Y can be hard, because of the combinatorial explosion of possible sets. Second, the partial correlation does not necessarily vanish for variables not directly connected in the true model. We propose to solve these limitations using our approach.
Since our model [6] works by finding Markov blankets of the main network, one approach to search set of d-separating paths is by separating them as upward, downward and sideway paths (Fig. 3) . The upward path (red arrows) is the blocking path to a node from the parents, the downward path (green arrows) is the open path from the node through its children and sideway path (blue arrows) is the path between the node and its spouse node.
Fig. 3. Paths in Markov Blanket
The explicit goal of the proposed post processing procedure is the inference from a set of causal paths got from the network obtained from the learning algorithm used. The approach is explained in the next section.
The Algorithm for Path Analysis Framework
In this section, we propose path analysis approach for incorporating missing dseparation, multiple paths, alternative causal explanation, and effect of path time delay. The d-separation path analysis algorithm is extended to handle signal transition time delays, and to propagate their effects in the circuit using the 'If..then' time Downward Upward Sideways functions. This algorithm has four phases: searching, marking for arc deletion, thinning (actual deletion) and finalizing the network. In the first phase, this algorithm finds the sets of paths for each node using its Markov blanket. In phase 2, each of the paths is analyzed for missing d-separation and d-separation for compliance with important property. This is done using the functions described below. Following that, each of the paths are analyzed for variance conformances and the arc that are non conforming are marked for deletion. The result of Phase 2 is a list of arcs marked to be deleted under various conditions. The Phase 3 performs the actual deletion of the arcs those actually affect the fitness of the network. The result of Phase 3 is the final network and phase 4 finalizes the network and if any mistakes identified the network is rolled back and sent back to Phase 3.
The d-Separation Algorithm
The selection of Markov blanket is based on the d-separation rule of the Bayesian network. When given a specific node in the Bayesian network, Markov blanket for the attribute is the set of nodes composed of the attribute's parents, its children, and its children's parents. Theoretically, given a Bayesian network structure of the training data set, those nodes that are identified by the Markov blanket indeed block all the influence of the other nodes in the network. This helps to identify the d-sep condition set. The problem is to obtain a network that has minimal in the number of links, or representation size, necessary to fit the data. 
Belief 3:
Alternative explanation hypothesis is tested. Here the constraints are again brought upto 4 node paths. And Belief 3 PASS or FAIL is decided.
Belief 4:
Paths are converted to IF THEN statements and constraints are laid down. We confine our discussion to 4 node path delay analysis. Short path analysis is a straightforward adaptation which, for the most part, is limited to finding max and min delays. If the constraints match the real network the model is PASS otherwise FAIL. The non conforming edges are marked for deletion. 
Experiments and Results
We have carried out experimental evaluation of this framework algorithm. Due to the intractability to test all candidate sets that could d-separate two given nodes discussed earlier, we could not test all possibilities, but have to restrict the complexity of the analysis. Further, it has been suggested by de la Fuente et al [9] to calculation the partial correlation only up to order n whose value is practically one or two. In our path analysis, we considered controlling over 4 variables whereas d-separation can be applied when multiple variables are controlled (observed). For our studies, we use a graph called random artificial network generated by connecting possible pairs of nodes having only a few connections per node that approximately matches the observed partial correlation constraints in the artificial data. The method used to generate this data is borrowed from our previous work [6] .
The result is shown in Fig.4 . Fig.4 (a) is the actual network and Fig.4 (b) is the network obtained after post processing step carried out. It is clear that even under ideal experimental conditions the networks structure can not be inferred perfectly if a method is applied solely based on partial correlations because with at least 30% or more of the network was found wrong. 5 is the section of the actual yeast network [6, 13] structure and the network after post processing step is carried out where the thick dark lines indicate the barrier and arcs cutting through the barrier were deleted after post processing step. When the fitness measure was re-computed after post processing was carried out, nearly 20% accuracy improvement was noticed in result. This shows that the algorithm delivers more plausible networks close to the actual network. 
Conclusion
We developed a heuristic approach used to reconstruct gene networks from low-order partial correlations and a GA. In this paper we devised a post processing step for path analysis to improve the accuracy of the inferred network. The framework approach incorporates d-separation, alternative causal hypothesis and time delay as tools. The framework is tested with subsets of the artificial and real yeast networks and has shown overall precision of the inferable network structure improved by upto 20%. Further studies are necessary to demonstrate that these results hold also for different network scenarios, and also whose structure is more close to the structure of biological gene networks. This approach is slightly away from normal methods; as it involves delay analysis and d-separation. Although the method is attractive, for undesirable or impossible cases, such as a situations were time delay is irrelevant, the corresponding beliefs can be turned off in phase 2 of the framework algorithm.
