ABSTRACT Eigendecomposition is the factorization of a matrix into its canonical form, whereby the matrix is represented in terms of its eigenvalues and eigenvectors. A common step is the reduction of the data to a kernel matrix also known as a Gram matrix which is used for machine learning tasks. A significant drawback of kernel methods is the computational complexity associated with manipulating kernel matrices. This paper demonstrates that leading eigenvectors derived from singular value decomposition (SVD) and Nyström approximation methods can be utilized for classification tasks without the need to construct Gram matrices. Experiments were conducted with 14 biomedical datasets to compare classifier performance when taking as input into a classifier matrices containing: 1) leading eigenvectors which result from each approximation method, and 2) matrices which result from constructing the patient-by-patient Gram matrix. The results provide evidence to support the main hypothesis of this paper that using the leading eigenvectors as input into a classifier significantly (p < 0.05) improves classifier performance in terms of accuracy and time compared to using Gram matrices. Furthermore, experiments were carried out using large multi-modal mHealth time series datasets of ten different subjects with diverse profiles while they were performing several physical activities. Experiments with the mHealth datasets utilized a sequential deep learning model. The significance of the proposed approach is that it can make feature extraction methods more accessible on large-scale unimodal and multi-modal data which are becoming common in many applications.
I. INTRODUCTION
Low-rank matrix decompositions are important in the application of kernel methods to large-scale learning problems. High-dimensional data is represented in more than two or three dimensions and it can be difficult to manipulate and interpret. One approach to dealing with high-dimensional data is to assume that the data of interest reside on an embedded non-linear manifold within the higher-dimensional space. If the manifold is of low enough dimensionality, the data can be visualised in a low-dimensional space. Manifold learning is also known as non-linear dimensionality reduction.
Large matrices consist of thousands to millions of matrix entries and performing even simple operations on these
The associate editor coordinating the review of this manuscript and approving it for publication was Berdakh Abibullaev. matrices becomes a complex task. Feature extraction algorithms are utilised to reduce the data into fewer dimensions and hence to deal with the 'curse of dimensionality', so as to reduce the complexity and improve the efficiency of operating on large matrices by constructing lower-rank matrix approximations of large matrices [1] . Therefore, the task of feature extraction or dimensionality reduction has become common in large-scale applications, including machine learning. Furthermore, the idea behind creating low-rank approximations is that representing the data in a reduced dimensional space removes noise from the data, which then reveals intrinsic structures of the data. For this reason, it is important to create low-rank matrix approximations and utilise these, instead of the full-rank matrices. Many methods have been proposed to construct low-rank approximation of matrices, and these methods rely on the eigenvectors of the kernel matrix.
Some of these methods include Independent Component Analysis (ICA) [2] , Principal Component Analysis (PCA) (also called Karhunen-Loéve Transform-KLT), Singular Value Decomposition (SVD), Laplacian Eigenmap [3] , Multidimensional Scaling (MDS) [4] , Spectral clustering [5] , Isometric multi-manifold learning [6] , kernel Fisher linear discriminant analysis [7] , and the clustered Nyström method [8] . A common step in kernel methods is the reduction of the data to a kernel matrix, also known as a Gram matrix. The Gram matrix is then used for machine learning tasks such as classification, clustering, and dimensionality reduction [9] . A significant drawback of kernel methods is the computational complexity associated with manipulating kernel matrices.
Given a set of n data points, the kernel matrix K is of size n × n, which results in a computational complexity of at least O(n 2 ) [9] . Furthermore, the majority of kernel methods, such as SVD, have at their core operations the tasks of matrix inversion or eigenvalue decomposition which scale as O(n 3 ). Moreover, those kernel algorithms which use tools such as semi-definite programming have even higher-order polynomial complexities [10] . Nyström based methods, have been shown to be efficient techniques for the eigenvalue decomposition of large kernel matrices [8] , [11] , [12] . For example, the clustered Nyström method [8] employs an efficient approach to computing matrix approximations with a high degree of accuracy. A common approach when using feature extraction and dimensionality reduction methods involves passing the Gram matrix as input into a classifier [8] , [11] .
The work proposed in this paper describes and experimentally evaluates an approach of using SVD and the Nyström matrix approximation methods [8] as approaches for extracting features which will be used for classification tasks, without constructing the Gram matrix. This means that using the matrix containing the leading eigenvectors, will avoid the computationally expensive task of constructing a kernel matrix by computing an inner product of feature vectors. The proposed approach is demonstrated using biomedical and multi-modal multi-sensor healthcare datasets, however, any type of dataset which has been prepared for classification tasks (i.e. inputs and labels) can be used. The approach described in this paper is different to the approach proposed by Zhang et al. who experimented with various approximation methods for classification tasks using Gram matrices [8] , [11] .
The paper is structured as follows: Section II discusses related works; Section III describes related manifold learning and low-rank approximation methods; Section IV describes the problem definition and hypotheses; Section V provides the proposed method and architecture; Section VI explains the experimental setup which comprises descriptions of the datasets and experimental methodology. Section VII discusses the experiments performed using benchmark multiclass biomedical datasets. Section VIII describes the results with multi-modal multi-sensor smart phone data (mHealth) to predict human activity; Section IX describes the results when adopting the proposed framework with a Deep Sequential classifier and applied to the mHealth Data for the task of human activity recognition. Finally, Section X provides conclusions and future work.
II. RELATED WORKS
Li et al. [12] argue that on very large datasets, the standard SVD algorithm takes O(n 3 ) time, and it can become prohibitive in large-scale computations. Instead they proposed a Large-Scale Nyström Kernel matrix approximation using Randomized SVD, that initially samples a large column subset from the input matrix, but then only performs an approximate SVD on the inner submatrix using the recent randomized low-rank matrix approximation algorithms. Using the same arguments as Li et al. [12] , Zhang et al. [11] proposed an Improved Nyström Low-Rank approximation method. They compared the Improved Nyström Low-Rank approximation method with state-of-the-art approaches that range from greedy schemes to probabilistic sampling, and found that their proposed Nyström achieved significant performance gains in a number of supervised/unsupervised learning tasks including kernel Principal Component Analysis and least squares Support Machines. In order to fit lowrank approximations into classification applications, they proposed the reconstruction of the eigen-system of a matrix approximated by its low-rank decomposition [11] . This common step in kernel methods is the reduction of the data to a kernel matrix, also known as a Gram matrix. The Gram matrix is then utilised for training and validating a machine learning classifier [9] . Similar to the work of Li et al. [12] , Zhang et al. [11] have used the Gram matrices which resulted from the approximation methods, as input into the machine learning model for performing the classification task. Zhang et al. [11] have applied their Nyström method to 8 datasets and analysed approximation errors as an indication of performance, however, such analysis alone cannot be an indication of how the approximation method will perform when its outputs are fed into a classifier. The authors present limited results on the classification accuracy of the approximation methods under scrutiny. They only present the results of applying the methods coupled with the Support Vector Machine classifier on one dataset, the USPS digits (US Postal Service Dataset) dataset, where SVD outperformed their Nyström method on 6 out of 11 testing USPS tests datasets. However, one can conclude that the performance of SVD and Nyström was approximately similar for that specific dataset. Their experiments also revealed that SVD was slower than their proposed Nyström method. The reason that SVD took longer than their Nyström method is due to the fact that Gram matrices were used in their experiments and to derive these matrices for SVD it is more computationally complex than with Nyström. Nevertheless, Nyström methods appear to be a good alternative to SVD, and one of the aims of this paper is to perform further experiments to appropriately compare and reach a steady conclusion on performance differences by means of accu-VOLUME 7, 2019 racy and time. Li et al. [12] explain that computing the kernel matrix involves quadratic space complexity, together with the often-involved cubic time complexity, and this can be demanding in large-scale and big data applications. Li et al. [12] propose that a useful approach to reduce the computational burdens of computing the Gram matrix K , where given a set of m samples the kernel matrix K is of size m × m, is to perform low-rank approximation [11] , [12] . This involves, approximating K by G × G T , for some G ∈ R m×k . With k << m, the complexities associated in the handling of matrix G are much lower than those with matrix K. This paper, empirically explores the use of Gram matrices and whether leading eigenvectors derived from Singular Value Decomposition (SVD) and Nyström approximation methods can be utilised for classification tasks without the need to construct Gram matrices.
III. RELATED METHODS
Low-rank approximation is used in manifold learning and dimensionality reduction algorithms that rely on the eigenvectors of the kernel matrix [11] . The aim of low-rank matrix approximation is to obtain more compact representations of the data with limited loss of information, and using fewer dimensions than the original data [13] . Therefore, low-rank approximation methods construct an approximation of the original matrix which has a rank less than the rank of the original matrix. This section summarises the related methods for constructing low-rank approximation of matrices and describes the concept of Kernel Spectral Clustering, SVD, and the Improved Nyström and Random Sampling Nyström approximation algorithms.
A. KERNEL SPECTRAL CLUSTERING
Spectral clustering algorithms exploit pairwise similarities of data instances. Liu et al. [14] proposed a Spectral Ensemble Clustering (SEC) algorithm via weighted k-means clustering. They proposed Spectral Ensemble Clustering (SEC) to make use of the advantages of co-association matrix and have applied the proposed method to ensemble and multiview clustering tasks. The authors state that the purpose of multi-view clustering is to separate instances into different groups based on multiple representations. Kernels have several meanings, and this paper follows the Mercer (positive definite) kernel. The methods studied in this paper require that the kernel function satisfies the requirement that the Gram matrix, X, be a positive definite for any set of inputs
. Let x i ∈ D be a vector of matrix X. Let k(x, x ) ≥ 0 be some measure of similarity between objects x, x ∈ X , and k is a kernel function. Such a matrix is referred to as a Mercer kernel, or a positive definite kernel. Given matrix X, the eigenvector decomposition of matrix X can be computed using X = U T U , where is a diagonal matrix of eigenvalues λ i > 0. The entries in the kernel matrix can be computed by performing an inner product of feature vectors. A major problem for kernel-based predictions (such as Support Vector Machines (SVMs) and Gaussian processes) is that they are computationally expensive with regards to finding solution scalings such as O(n 3 ), where n is the number of training examples. One approach to reduce computational complexity is to perform low-rank approximation in order to reduce the dimensionality of the matrices.
B. SINGULAR VALUE DECOMPOSITION
Let X be an arbitrary matrix of size m × n, where m is the number of vector rows, and n is the number of vector columns. Let X i,j , i = 1 . . . m, be the i th row vector of matrix X , and j = 1 . . . n the j th column vector of matrix X . Let rank rank(X ) = r, the SVD of matrix X be denoted as X = U r × r × V T r , where V T r is the transpose of matrix V r , r is a diagonal matrix containing the singular values of matrix X sorted in decreasing order, and U r and V r have orthogonal columns that contain the left and right singular vectors of matrix X corresponding to its singular values. Let X k be the best rank-k approximation to X which has been reconstructed via
is the transpose of matrix V k , k is a diagonal matrix containing the k leading singular values of matrix X , and the U k and V k have orthogonal columns that contain the leading k left and right singular vectors of matrix X corresponding to its singular values. The aim is to generate an approximation X of matrix X based on a sample k n. It is important to identify a suitable number of k dimensions to retain and which are needed to create a good approximation of the original matrix with fewer dimensions and minimum error.
C. NYSTRÖM MATRIX APPROXIMATION
The Nyström method is a technique for finding numerical approximation to eigenvalue decomposition. There exist several variants for Nyström approximation based spectral clustering. The Nyström method is used to generate lowrank matrix approximations and has been applied to several large-scale applications which require solutions to dealing with the high computational complexity of large datasets [1] . The most important step of the Nyström method is sampling, by choosing different sampled landmark points λ to obtain different approximations of the original matrix, and thus to approximately compute the kernel eigenfunctions. Uniform sampling without replacement is a popular approach for this purpose, where every point has the same probability of being included in the sample. The aim is to generate an approximationX of matrix X based on a sample of its columns n obtained from matrix X such that, λ n. The Nyström method approximates the full kernel matrix X by first sampling n columns, denoted byx 1 . . . ,x n . The Nyström method has shown to be a good solution toward finding numerical approximations to eigenfunction problems. Zhang et al. [11] proposed an Improved version of the Nyström approximation method which is based on a clustered data model that uses an alterned k-means classifier -which they named Effective k-Means. They proposed the use of clustering algorithms to naturally obtain the data clusters by assigning each data sample to its closest landmark point.
D. RANDOM SAMPLING USING LANDMARK POINTS
Williams and Seeger [15] proposed a Random Sampling technique for the Nyström method to speed up computing kernel eigenfunctions. Random Sampling works by choosing a subset of samples, called landmark points, to construct a low-rank matrix approximation by computing the kernel eigenfunctions. Thus, it approximates matrixK by randomly choosing m rows/columns of K (without replacement). The random sampling technique proposed by Williams and Seeger [15] for approximating matrix X , gives rise to O(m 2 n) computational complexity. The quality of the Nyström approximation depends significantly on the subset of columns used, which are usually selected using random sampling. Choromanska et al. [16] proposed a fast spectral clustering algorithm with computational complexity linear in the number of data points that is directly applicable to large-scale datasets. However, a significant obstacle to scaling up spectral clustering to large datasets is that it requires building a similarity matrix between pairs of data points which becomes computationally expensive for high dimensional data-sets, that is datasets which have a large number of features.
IV. PROBLEM DEFINITION
As a preliminary, let matrix X be a, m × n, case-by-feature matrix. Since the paper is concerned with biomedical and health data classification, in the datasets herein m × n matrices are patient-by-feature matrices. Therefore, each of the datasets utilised in the experiments comprise of 1) a patientby-feature matrix, X m×n , and 2) a vector Y m×1 where each element y i holds the label for each row x i of matrix X. Given the significant computational complexity associated with manipulating Gram matrices, the main hypothesis of the paper is that leading eigenvectors derived from eigendecomposition methods, can be used as input into a machine learning classifier, as opposed to the Gram matrix, without having a negative impact on classification performance. The subsections that follow explain how the SVD and Nyström methods will be adopted for exploring the main hypothesis, and the remaining paper focuses on exploring this hypothesis on biomedical and healthcare datasets.
A. EIGENVECTORS FROM NYSTRÖM METHODS FOR CLASSIFICATION TASKS
The Nyström method can be utilized for obtaining orthogonal eigenvectors [11] . Zhang et al. [11] proposed an Improved Nyström method based on clustering algorithms, and for classification tasks their evaluations involved using the approximation of the original matrix. Given G ∈ n×m is a lower triangular matrix, and m n, the top m eigenvectors U of the original patient-by-feature matrix X can be obtained
∈ R m×m are from the eigenvalue decomposition of the m × m matrix S = G T G = V V T [11] .
Hypothesis 1: For classification tasks the lower triangular matrix G, which contains top eigenvectors, can be used as input into a classifier instead of the Gram matrix K, computed via G × G T without having a negative effect on performance.
Once the Nyström algorithm is applied to the patient-byfeature matrix X , and the cluster centres c j are derived, then each cluster centre becomes a landmark point λ i . The aim is to have the smallest number of landmark points needed to represent every sample accurately (this is the task of dimensionality reduction). This is a challenging task to do, particularly when the dataset contains a lot of noise, and also a high degree of uncertainty. The performance of the Nyström matrix approximation algorithms depends on the number of landmark points chosen, and the optimal number of landmark points is decided by observing the classifiers accuracy and speed. The aim is to have high performance (measured by high classification accuracy achieved by the classifier in least time) using a minimum number of landmark points, since increasing the landmark points increases the dimensionality of the matrix which is input into the classifier and therefore this impacts on processing time.
B. EIGENVECTORS FROM SINGULAR VALUE DECOMPOSITION FOR CLASSIFICATION TASKS
Given X, an m × n patient-by-feature matrix, and s = min(m, n). If X has a rank r, then there is an m × m unitary matrix G, an n × n unitary matrix V, and an m × n diagonal matrix
The scalars σ 1 , . . . , σ s are called singular values and are the square roots of the non-zero eigenvalues of X T X , ordered by size. SVD can be used to reveal the rank (r X ) of matrix X. (r X ) of matrix X is the number of nonzero diagonal elements of . A rank-k approximation to matrix X, denoted as (X r ), can be defined where k ≤ r X , by setting all but the k-largest singular values of X equal to zero. The patient-by-patient matrix K can be reconstructed via K = (G × ) × (G × ) T , where K is m × m, and it is considered as the Gram matrix.
Hypothesis 2: For classification tasks the lower triangular matrix G k , which contains leading eigenvectors, can be used as input into a classifier instead of computing matrix K via
(G k × k ) × (G k × k ) T ,
without having a negative effect on performance.
When applying SVD on a matrix, its performance depends on the number of k dimensions chosen. Choosing a larger number of dimensions than needed can result in including noise in the dataset, and choosing too few dimensions may remove important information.
V. PROPOSED METHOD AND ARCHITECTURE
This section describes the proposed architecture illustrated in Fig. 1 and explains how to utilise a prediction model which has eigendecomposition and dimensionality reduction components to predict outcomes of new records, which in this paper are patient records. In particular, a patient record can contain n number of features, where features can be clinical, gene expression, biomedical and other data. This paper FIGURE 1. Illustration of the proposed architecture for using approximation methods to extract data for training a classifier. G m×k is the patient-by-dimension matrix.
focuses on biomedical data and healthcare data which was obtained from multiple body sensors.
Input: Let X be a pre-processed m × n patient-by-feature matrix. Pre-processing can include imputation of missing values and preparation of dataset.
Normalise: In order to improve prediction results, it is best to normalise the training dataset, X, with the preferred normalisation function. In this paper the zscore normalisation function is adopted, however zscore can be replaced by any other alternative normalisation function. For a sample data with meanX and standard deviation S, the zscore of a data point is z = (x −X )/S. The zscore transformation measures the distance of a data point from the mean in terms of the standard deviation. The normalised (or standardized) data set has a mean value of 0 and standard deviation 1, and retains the shape properties of the original data set (same skewness and kurtosis).
Eigendecomposition and Dimensionality Reduction: are applied to matrix X m×n using a pre-specified rank-k value if SVD is applied, or using a k value which is basically the number of landmark points λ if Nyström is applied. After applying SVD and dimensionality reduction, the result is a patient-by-dimension matrix G m×k , a Singular Values matrix, k×k , and a feature-by-dimension matrix, V n×k . If Nyström is applied then a patient by dimension matrix G m×k and a matrix C containing the k-means centroids used by the method are two of the matrices returned. In SVD and Nyström the values of k and λ respectively indicate the number of dimensions of matrix G. Figs. 2 and 3 visualise the data from matrices G derived from applying SVD and the Effective k-means Nyström methods to the Breast Cancer dataset. Using SVD and Nyström, the data was reduced to 2 dimensions for visualisation purposes.
Classifier: A machine learning classifier is then trained using the truncated matrix G m×k . The output is a trained classification model (i.e. learned model) which can be used to predict the outcome of one or more new patient records, x i . In this paper a k-Nearest Neighbour (kNN) and a Deep Sequential classifier were adopted, but any other classifier (or clustering algorithm), can be used.
Prediction Model: The prediction model takes a new record, p i and predicts its class (e.g. cancer, benign disease, etc.).
VI. EXPERIMENTAL SETUP
This section provides a description of the datastes and exeriment methodology.
A. BIOMEDICAL DATASETS
Datasets were downloaded from online repositories containing high-dimensional biomedical datasets. Some of the datasets used in the experiments are benchmark biomedical datasets commonly used for evaluating pattern recognition algorithms, whilst other datasets have been used in biomedical papers. The datasets and their characteristics are shown in Table 1 . Some of the datasets contained NaN values, and these were replaced with a weighted mean of the k nearest-neighbour columns as part of the normalisation process. The nearest-neighbour column is the closest column in Euclidean distance. If the corresponding value from the nearest-neighbour column is also NaN, the next nearest column is used.
B. MULTI-MODAL MOBILE HEALTH (MHEALTH) DATASET
The mHealth 1 (Mobile Health) dataset is a benchmark dataset for human behaviour analysis based on multi-modal body sensing. The mHealth dataset comprises body motion and vital signs recordings for ten volunteers of diverse profile while performing 12 physical activities: Standing still (1 min), Sitting and relaxing (1 min), Lying down (1 min), Walking (1 min), Climbing stairs (1 min), Waist bends forward (20x), Frontal elevation of arms (20x), Knees bending (crouching) (20x), Cycling (1 min), Jogging (1 min), Running (1 min), and Jump front and back (20x). Sensors on each subject's chest, right wrist and left ankle were used to measure the motion experienced by diverse body parts, namely, acceleration, rate of turn and magnetic field orientation. All sensing modalities are recorded at a sampling rate of 50 Hz, which is considered sufficient for capturing human activity [17] . This dataset has been found to generalize to common activities of the daily living, due to the diversity of body parts involved in each activity (e.g., frontal elevation of arms vs. knees bending), the intensity of the actions (e.g., cycling vs. sitting and relaxing) and their execution speed or dynamicity (e.g., running vs. standing still). Data from the subjects carrying out the activities were collected in an out-of-lab environment with no constraints on the way these must be executed, with the exception that the subject should try their best when executing them [17] , [18] .
C. EXPERIMENT METHODOLOGY
The architecture proposed in Section V is adopted to evaluate the hypotheses provided in Section IV using the biomedical and mHealth datasets. Classifier performance is evaluated in terms of accuracy and time with and without using the Gram matrices derived from applying SVD, and two versions of the Nyström approximation algorithm -the Improved Nyström method which uses a k-Means sampling procedure [11] , and the Randomised Sampling Nyström which uses Random Permutation sampling procedure [12] . Experiments were performed using an Intel(R) Core (TM) i7CPU 3.3GHz, and 32 GB RAM.
In the remainder of the paper, SVD stands for Singular Value Decomposition, EKM for Improved Nyström method, and RS for the Random Sampling Nyström method. The following hold:
• Let method SVD-G return the truncated patient-bydimension matrix G k , derived from SVD. Matrix G k holds the truncated left eigenvectors. rank-k is equal to the selected number of leading eigenvectors.
• Let method SVD-GG return the patient-by-patient Gram matrix GG, derived from computing (G× )×(G× ) T .
• Let methods EKM-G and RS-G return patient-bylandmark matrices G k , derived from the EKM and RS Nyström methods. Matrix G holds the k eigenvectors. The rank-k is equal to the selected number of landmark points, λ.
• Let methods RS-GG and EKM-GG return Gram matrices GG, derived from computing (G k × G T k ), where rank-k is the number of landmark points. The kNN classifier was adopted for two main reasons. Firstly, because the aim is to evaluate classifier performance when different data matrices are input into the classifier rather than to identify the best classifier, a simple kNN machine learning classifier was adopted for experiments with all datasets (to keep the paper focused on the task). An additional Deep Sequential classifier was adopted for the larger mHealth datasets which are likely to grow in size, given that data is collected from mobile phones. Secondly, kNN was selected experimentally, and because most other conventional machine learning algorithms were too slow to train, they were excluded from the experiments. Nevertheless, the proposed approach can be adopted using any machine learning classifier.
For the experiments described in this paper, the kNN was set with 10 nearest neighbours, and each experiment was run 30 times using 10-fold cross validation. Average 10-fold cross-validation over 30 runs is reported.
It is considered that the best approximation methods are those which allowed the classifier to achieve the highest classification accuracy, using the smallest rank (i.e. least number of landmark points λ in Nyström methods, and least number of k dimensions in SVD). Increasing the rank of the matrices can often improve performance, however, it will also increase the time needed to compute the Gram matrices, and it will also increase the time the machine learning algorithm takes to learn the data.
Thus, matrix G will be constructed using various ranks. Matrix G will be of size m × k and input into the classifier along with the target vector, Y m×1 , which contains the target value (i.e. ground truth) for each record.
TABLE 2.
Results of applying 10-fold kNN (k = 10 nearest neighbours) 30 times on the patient-by-dimension matrix G, m × k, and patient-by-patient matrix GG, m × m derived when SVD, Effective k-means and the random-sampling Nyström algorithms are applied to each dataset. Results from classification using matrices G and GG.
VII. RESULTS PART I: APPLYING AND COMPARING THE PROPOSED ARCHITECTURE ON VARIOUS BIOMEDICAL DATASETS
This section discusses the results when comparing the classification performance (accuracy and time) of the proposed architecture using methods SVD-G, EKM-G and RS-G vs SVD-GG, EKM-GG and RS-GG applied to the biomedical datasets. Tables 2 and 3 show the classification results along with the mean, maximum and minimum accuracy achieved across the various ranks (average of 10-fold cross validation run 30 times) for each dataset, and Table 4 shows average accuracy values accross all biomedical datasets. In SVD, the maximum number of k dimensions cannot exceed the number of n features, and therefore the value of k was reported accordingly as shown in Tables 2 and 3. For example in Table 2 , dataset Hepatitis reports results for SVD up to k = 15 because the Hepatitis dataset has n = 19 features as shown in Table 1 which holds the characteristics of the datasets. The line chart in Fig. 4 shows the average performance of each method across all datasets at various dimensionalities. The Boxplot in Fig. 5 plots the average classification accuracy across all datasets at various dimensions. Each box holds 10 average values for dimensions 5, 10, . . . 50 for a method. When using the methods which use the Gram matrices (i.e. GG matrices) average lower classification accuracy was achieved. Observing the average performance across all datasets, when using SVD-G, the classifier returned the highest accuracy as expected, given that it is known to be a state-of-the-art dimensionality reduction method. Overall, using SVD-G resulted in higher average accuracy using fewer number of dimensions achieving an average of 0.91 accuracy using 5-10 dimensions needing an average of 0.10 seconds; followed by the RS-G method which resulted in 0.90 accuracy with 25 dimensions needing an average of 0.12 seconds.
TABLE 3.
FIGURE 4.
Line graph illustrating the average kNN classification performance across the various dimensions. Approaches which did not use the Gram matrices achieved higher average classification accuracy than those which used Gram matrices. Average accuracy is derived from running each method 30 times. SVD-G needed fewer dimensions than other methods to achieve the highest classification accuracy across the datasets.
These details are shown in Table 4 along with the average accuracy and average time needed for the classifier when using each of the methods. Fig. 6 shows the average time taken for the classification task for each method across various dimensions. The experimental results are consistent to support the hypotheses provided in Section IV. However, before reaching a final conclusion it is worth exploring whether there exist any significant differences in classification performance when using the SVD, EKM-Nyström and RS-Nyström methods. 
A. ARE THERE ANY SIGNIFICANT DIFFERENCES IN CLASSIFICATION PERFORMANCE WHEN USING THE SVD, EKM-NYSTRÖM AND RS-NYSTRÖM METHODS?
Friedman's two-way Analysis of Variance (ANOVA) statistical test was adopted to determine whether there exist statistically significant differences in classification performance, in terms of accuracy and time, when using the various inputs, derived from approximation methods, within the proposed framework. Let m × n be a matrix A, where each cell a ij holds the average performance value derived for Nyström or SVD. Cells a ij hold the average values (either accuracy or time) (as shown in Table 4 ) at a particular dimensionality. Each column of the matrix A holds the results of the classifier when using one of 6 different approaches. Friedman's chi-square statistic compares the mean values of the columns of matrix A. The test returned a statistically significant difference in performance depending on which output was input into the classifier, χ 2 (5) = 41.39, p = 0.00, and this suggests that the mean accuracy ranks of at least one approach is significantly different than the others.
A post-hoc multi-comparison test was run alongside the Friedman test to return the pairwise comparison results, and the results are shown in Table 5 . The first two columns of Table 5 show the groups that are compared. Post hoc analysis was conducted with Bonferroni correction applied. Bonferroni adjustment was applied on the results because multiple comparisons are performed, and to reduce the likelihood of declaring a result as statistically significant when they should not be declared as such (a Type I error). The fourth column shows the difference between the estimated group means. The third and fifth columns show the lower and upper limits for 95% confidence intervals for the true mean difference. The sixth column contains the p-value (adjusted after Bonferroni correction) for a hypothesis test that the corresponding mean difference is equal to zero.
The highlighted p-values are very small with p < 0.05, and these indicate that there are significant differences in the accuracy values returned by those methods. Observing the pairs of particular interest, SVD-G and SVD-GG, RS-G and RS-GG, EKM-G and EKM-GG, there are significant difference between the mean values of the methods found in each pair (i.e. p = 0.00; p = 0.00, and p = 0.004 respectively for accuracy; and p = 0.00; p = 0.00, and p = 0.00 for time). The mean values of the methods SVD-G, RS-G and EKM-G where significantly higher than their corresponding methods SVD-GG, RS-GG and EKM-GG with regards to accuracy, and significantly lower with regards to time.
VIII. RESULTS PART II: CASE STUDY ON MULTI-MODAL MHEALTH DATA TO PREDICT HUMAN ACTIVITY FROM SMART PHONE DATA
This section describes the application of the proposed methods to extract features from a multi-modal mHealth dataset, described in Section VI-B. The mHealth dataset comprises 10 datasets, where each dataset holds the recordings of a single human participant. The rows of the datasets have been labelled as belonging to one of 13 classes where the first class 0 is the null class, and the remaining 12 classes correspond to human activities. The datasets are considered as 'Limited Training Datasets' [18] making this classification task a challenging one. The reason the datasets are considered to be ''limited'' is because the cases in the 'null' class range from 65.73%-78.19%, whereas the cases in the remaining 12 classes range from 0.67%-3.13%. Hence, the number of cases in all classes 1-13 are comparatively lower than the 0 class, and the number of training samples are limited. Experiments were carried out using various dimensionality settings for the SVD, EKM, and RS methods applied to the mHealth datasets. The results in Table 6 , revealed that SVD-G achieved an average accuracy across the ten datasets of 0.94 (±0.01) when using k = 10 dimensions, compared to the EKM-G which achieved an average accuracy of 0.88 (±0.01), and RS-G achieved an accuracy of 0.90 (±0.01) with λ = 10 landmark points. Table 7 shows the performance of each method for each class averaged across all 10 datasets when setting SVD to k = 10 dimensions, and Nyström to λ = 10 landmark points. It is also useful to observe the average results of each method for each class across the 10 datasets. SVD-G outperformed EKM-G and RS-G, where the methods achieved an average of 82.37%, 47.51%, and 61.0% respectively. Hence, a 34.86% improvement when using SVD-G instead of EKM-G, and a 21.37% improvement when using SVD-G instead of RS-G. The performance advantages of using SVD-G over the other approaches for the task of classifying data with limited training data are clear. In order to provide a closer look at the results, the performance of the methods on Datasets 1 and 10, using confusion matrices are shown in the higher the value. As it can be observed from Figs 7-12 , SVD-G achieved much higher accuracy than the alternative approaches with fewer misclassified cases. Finally, the experiments run quickly on the mHealth datasets, but the tasks of computing a Gram matrix and training a classifier using the Gram matrix took many hours. Therefore, only the results of SVD-G, EKM-G and RS-G, which is using the leading eigenvectors (and the proposed framework) for training a classifier, are presented in this section. The performance comparison of using SVD-G, EKM-G, RS-G vs Gram matrix approaches SVD-GG, EKM-GG, RS-GG as input into the classifier has been explored in Section VII. Given that mHealth is a large dataset, which will grow as more data is collected from smart phones, it is important to perform experiments using a Deep Learning model. The Deep Sequential classifier was adopted, and the results are described in Section IX. 
IX. DEEP SEQUENTIAL CLASSIFIER TO PREDICT HUMAN ACTIVITY USING THE MHEALTH DATA
This section provides the results when using the SVD-G, RS-G, and EMK-G methods to extract features from the mHealth datasets to predict Human Activity using a Deep Sequential machine learning model 2 . The structure of the model is shown in Fig. 13 . The SVD-G, RS-G and EKM-G approaches are compared and the results are shown in Table 8 . Dimensionality for all approximation methods was set to 10 dimensions, 2 The Python code for performing SVD on the mHealth data and then feeding the extracted vectors into the Deep Sequential model is provided here: https://github.com/gcosma/IEEE_Access_mHealth which is the same setting used in the previous experiments described in Section VIII. Experiments were carried out using all 10 mHealth datasets described in Section VI-B. mHealth datasets are large and 10-fold is not normally be recommended for large datasets, however in these experiments 10-fold was suitable because the datasets are considered to be 'limited', as described in Section VIII. As shown in Table 8 , performing feature extraction using SVD-G resulted in higher classification accuracy compared to Nyström methods. SVD-G outperformed RG-G by 4.65% and outperformed EKM-G by 6.62%. Comparing the average performance across the 10 mHealth datasets of the kNN and Deep Sequential classifiers, shown in Tables 7 and 8 respectively, the highest classification accuracy was achieved using SVD-G with kNN and the Deep Sequential model returning approximately the same accuracy. A 27.98% increase, was revealed when using the Deep Learning model as opposed to a kNN model to classify the data derived from EKM-G; and a 16.47% increase, was revealed when using the Deep Learning model as opposed to a kNN model to classify the data derived from RS-G. Clearly, the leading eigenvectors derived from SVD are of better quality, and easier to classify than those derived from Nyström methods. Furthermore, the top eigenvectors returned by Nyström methods, EKM-G, and RS-G, required a more efficient classifier than kNN, to classify the data, and hence the Deep Sequential model provided better classification accuracy values.
X. CONCLUSION
A common step in kernel methods is the reduction of the data to a kernel matrix, also known as a Gram matrix. The Gram matrix is often used for machine learning tasks such as classification and predictive modelling. A significant drawback of kernel methods is the computational complexity associated with manipulating kernel matrices. This paper demonstrates that leading eigenvectors derived from SVD and Nyström methods, for reducing the dimensionality of data, can be utilised for classification tasks without the need to construct Gram matrices. Experiments were conducted with 14 biomedical and 10 mHealth datasets to compare classifier performance when taking as input matrices containing: 1) leading eigenvectors which result from SVD and Nyström methods; and 2) matrices which result from constructing patient-by-patient Gram matrices. In the experiments using the 14 biomedical datasets, the results revealed that when the proposed architecture with a kNN was adopted, SVD achieved on average higher accuracy using fewer number of dimensions compared to Nyström methods. The results revealed up to 34.86% improvement on the mHealth datasets when using SVD in the proposed architecture, as opposed to using Nyström methods. In experiments using the ten mHealth datasets, the results revealed that when leading eigenvectors are input into a Deep Sequential machine learning model for the task of Human Activity Recognition, SVD-G performed outperformed RG-G by 4.65% and outperformed EKM-G by 6.62%. These results demonstrate how the proposed architecture can make feature extraction methods more accessible on large-scale data such as the mHealth dataset using a Deep Learning model, and in particular a Deep Sequential model.
The results provide evidence to support the main hypothesis of this paper, that the leading eigenvectors which represent the factor weights of each patient or person, need only be input into a classifier, and that there is no improvement in classification performance to construct and use a Gram matrix. Furthermore, the fact that when adopting the proposed approach, classification accuracy is higher on various datasets of different types (including multi-modal multi-sensor mHealth data) allows for the assumption that the improved accuracy is dependent on the solution of the approximation methods and thus the theoretical properties of the methods and not the datasets. Importantly, the results also conistenlty revealed the superiority of SVD as a feature extraction method, when compared to Nyström methods.
Future work includes applying the proposed approach to large image datasets using deep learning classifiers; and comparing the approach to more matrix approximation methods. The significance of the proposed classification approach is that it can make feature extraction methods more accessible on large-scale data which is becoming common in many applications such as natural language processing, image processing, and other data analytics tasks where feature extraction is required. His current project is related to the development of biologically compatible computational models of human sensory systems, including auditory signal processing, human tactile emulation, human visual processing, sensory processing modalities in cognitive robotics, and the implementation of neuromorphic systems on electronics hardware. His work finds applications in industrial robotics, data analytics, and medical systems. His research interests include artificial intelligence, computational neuroscience, and the modeling of biological information processing and cognitive robotics.
