Abstract. The notion of map admitted by PDE system is introduced. It generalizes the main notion of group analysis of differential equations: "a group admitted by a system" ("symmetry group"). We obtain the category of PDEs, considering systems of equations as objects, and admitted maps as morphisms. It is helpful to introduce some structure in the category of PDEs by such a way, that place of the object in this structure give us the information about morphisms from this object. A special language is proposed here to descript and investigate such kind of structures. We consider more explicitly the category of second order parabolic equations, which are posed on arbitrary manifolds, and investigate its structure. Use of developed methodes is illustrated on the example of nonlinear reactiondiffusion equation.
Introduction
Properties of the invariance of differential equations under transformations groups are used often to receive classes of exact solutions. For that it is found some Lie group admitted by the equation ("symmetry group"), and then there are obtained reduced equation and its solutions [1] . However this strategy has the following defencies:
1. When we factorize original system, defined here admitted map is a more natural object than the group of transformations, operating on space of independent and dependent variables of the original problem.
2. It is possible to obtain reduced system for the class of equation, which are invariant under some transformation group, even if the group is not admitted by the original system; however, this possibility is not recognized by the standard procedure of invariant solutions search.
3. Using infinitesimal methods, we can find only such symmetry groups that are connected Lie groups.
In the papers [2, 3, 4] it was proposed the new approach to the investigation of PDE systems by means of reduction of the original system to easier reduced systems. There were defined the notions of "an admitted map" for PDE systems and of reduced system. This notion generalizes the main notion of Lie group analysis for PDE: "a group admitted by a system". With the class of all solutions of the reduced system there is associated the class of such solutions of the original system, that could be "projected" onto the space of dependent and independent variables of the reduced system. There were described reductions of Stefan problem (this is 2-phase heat equation with nonlinear boundary condition on unknown moving interface) posed on Riemann manifold to similar problem posed on another manifold.
In the papers [5, 6] there was defined so called "general equations category", whose objects are PDE systems (particularly, systems consisting from single equation), and the morphisms are a maps admitted by the pair of system. Morphisms from the nonlinear heat equation to a parabolic equations posed on the other manifolds were investigated, and classification of morphisms was carried out (with the selection of the simplest "canonical" representative from every equivalence class). The necessary and sufficient conditions for such canonical morphisms were formulated in the differential geometry language. The comparison with invariant solutions classes, being obtained by using of the Lie group methods, was carried out. It was proved that the discovered classes of solution are richer than classes of invariant solution, even for the case when we find any (including discontinuous) symmetry groups of the original system.
In this paper we continue the investigation of the structure of the category of parabolic equations posed on arbitrary manifolds, and introduce special language useful for description of such kind of structures. Using of the developed structure is illustrated in section 7 on the example of nonlinear reaction-diffusion equation.
Note that we use now more appropriate definition of the admitted map, which differs from the definition that was proposed by the author in [2, 3] and was used in the papers [4, 5, 6] . In particular, new definition is formulated for the "map admitted by a system", while old definition was formulated for the "map admitted by a pair of systems".
General definitions
Let E be a partial differential equation (PDE) or a system of partial differential equations. Below we shall use the word "system" as sinonim of the expression "a partial differential equation or a system of partial differential equations" for short. We can identify every solution u : M → K of E with its graph Γ, which is a submanifold of N = M × K. In [2, 3] it was defined the following notion of the map admitted by the pair of systems: ordered pair of systems (A, A ′ ), A = (N, E), A ′ = (N ′ , E ′ ) admits a map F : N → N ′ if for any Γ ′ ⊂ N ′ Γ ′ is a graph of solution of E ′ iff its preimage F −1 (Γ ′ ) is a graph of solution of E. However, this definition has some deficiensies, in particular, associated with its global nature. Therefore the notion of the admitted map was later formulated in the local language of jet bundles [7] .
Let again E be a system for unknown function u : M → K. We shall consider extended version of the equations, so every system we shall consider as a system for a submanifolds Γ of N , N = M × K. Thus system of the k-th order is defined as close submanifold E of k-jet bundle of m-dimensional submanifolds over N , and its solutions are defined as smooth m-dimensional nonvertical integral manifolds of the Cartan distribution on E,
First let us introduce some auxiliary notations. Let F : N → N ′ be a surjective submersion of smoothness class C r , r ≥ k. Remember that a map F is called a submersion if its differential is surjective at each point. We say that the submanifold Γ of N is F -projected submanifold of N , if it is pre-image
Let J k (N ) be a jet bundle, points of which are k-jets of m-dimensional submanifolds Γ of N . We define the F -projected jet bundle J k F (N ) as the submanifold of J k (N ) consisting of k-jets of all m-dimensional F -projected submanifolds of N .
We can lift the map F to the map
by the following natural way. Suppose ϑ ∈ J k F (N ).
1. Take arbitrary F -projected submanifold Γ of N such that k-jet of F pass through ϑ.
→ N is the projection onto bundle base. Definition 1. Let E be a system on N , that is E is submanifold of jet bundle J k (N ). Let F : N → N ′ be a surjective submersion. We say that E admits map Fig. 1a ). We say that E ′ is F -projection of E, as well as quotient system for E. Example 1. Suppose G is a symmetry group for the system E. Then E admits the quotient map (N, E) → (N/G, E/G).
It turned out that the language of category theory is very convenient for our purposes, namely for the investigation of PDE by means of admitted maps.
Remember that a category C consists of a collection of objects Ob(C), a collection of morphisms (or arrows) Hom(C) and four operations. Two of these operations associate with each morphism F of C its domain dom(F ) and its codomain codom(F ), both of which are objects of C. The other two operations are an operation which associates with each object C of C an identity morphism id C ∈ Hom(C) and an operation of composition wich associates to any pair (F, G) of morphisms of C such that dom(F ) = codom(G) another morphism F G, their composite. These operations are required to satisfy some natural axioms [10] . Definition 2. A category of partial differential equations PDE is the following category:
• objects of PDE are pairs (N, E);
• morphisms of PDE with domain A = (N, E) are all surjective submersions F : N → N ′ , admitted by the system E; codomain of this morphism is (N ′ , E ′ ) where E ′ is F -projection of the system E;
• identity morphism from A is identity mapping of N , composition of morphisms is composition of appropriate maps.
Here N is a smooth manifold of dependent and independent variables, E is a submanifold of the jet bundle J k (N ) of any finite order k.
The proposed approach is conceptually close to the developed in [8] approach to investigation of ordinary defferential equations. In that approach a morphism from a system A to a system B is a smooth maps of the phase space of the system A to the phase space of the system B, which transform solutions (phase trajectories) of A to the solutions of B. By contrast, in the approach presented here, with the class of all solutions of the reduced system B we associate the class of such solutions of the original system A, which graphs could be projected onto the space of dependent and independent variables of B; when we pass to the reduced system, the number of dependent variables remains the same, and the number of independent variables is not increased. Thus the approach proposed is an analog of the sub-object notion (in terminology of [8] ) with respect to the information about the solutions of the original system, however it is similar to the factor-object notion with respect to relations between the original and reduced systems.
The category of differential equations was defined also in [9] by the following way: objects are infinite-dimensional manifolds endowed with integrable finite-dimensional distribution (particularly, infinite prolongations of differential equations), and morphisms are smooth maps such that image of the distribution is contained in the distribution on the image, similarly to morphisms in [8] . Thus, defined in [9] category of differential equations is principally differ from the category of PDE defined in this paper; one should bear this in mind to avoid confusion. Factorization of the equation by the symmetry group in [9] is the equation on the qoutient space that described images of all solutions of the original equation at the projection to the qoutient space; in that approach from every factorization we obtain a part of the information about all solutions of the original system. In our approach factorization is such equation that preimages of all its solutions are solutions of the original equation; at that from every factorization we obtain full information about some class of solutions of the original system.
Admitted maps of the higher order
Note that Cartan distribution on J k (N ) restricted to J k F (N ) coincide with the lifting
Taking this into account, by the analogy with higher symmetry groups, we define admitted maps of the higher order. Note that in this paper we only define this maps without investigation. Definition 4. Suppose E is a differential system of the kth order on N , that is a submanifold of jet bundle J k (N ), ∆ ⊂ J k (N ) admits a mapF : ∆ → J k ′ (N ′ ). We say that the system E admits the pair F , ∆ if the intersection E ∩ ∆ isF -projected submanifold of ∆ (see Fig. 1b ). The projection of E ∩ ∆ on J k ′ (N ′ ) is calledF -projection of the system E.
For each integral manifold of Cartan distribution on E ′ its preimage is integral manifold of the Cartan distribution on E, so to each solution of E ′ assign some solution of E.
Using of subcategories
Given a category C and an object A of C, one can construct the category (A ↓ C) of objects under A (this is the particular case of the comma category): objects of (A ↓ C) are morphisms of C with domain A, and morphisms of (A ↓ C) from one such object
Suppose C is some fixed subcategory of the category of partial differential equations PDE, A is a object of C. Then the category (A ↓ C) of objects under A describes collection of quotient systems for A and their interconnection.
Each morphism F : A → B takes class of all solutions of quotient system B to the class of such solutions of original system A that "projected" onto the space of dependent and independent variables of B. Thus to each morphism with domain A (that is to each object of the comma category (A ↓ C)) assign some class of the solutions of A. We can identify such morphisms that generated the same classes of solutions of original system (that is identify isomorphic objects of the comma category (A ↓ C)).
Describe the situation rather explicitely. An equivalence class of epimorphisms with domain A is called a quotient object of A, where two epimorphisms F : A → B and F ′ : A → B ′ are equivalent if F ′ = IF for some isomorphism I : B → B ′ [10] .
If we interesting only in the classes of original system solutions corresponding to morphisms from it, then all representatives of the same quotient object have the same rights. So it is fruitful to choose the simplest representative from every equivalence class, or to choose representative with the simplest codomain (that is the simplest quotient system).
Instead of investigation of all or simplest morphisms with domain A for every concrete system A, we undertake an attempt to introduce some structure in the category of PDEs by such a way, that place of the object in this structure give us some information about all possible morphisms from this object, and about possible form of the simplest ("canonical") representatives of equivalence classes of such morphisms. We use such structure below in the section 7 to investigate nonlinear reaction-diffusion equation.
We introduce a special language intended for the description and investigation of such kind of structures. First of all, we define a few types of subcategories to descript arising situations.
Definition 5. Suppose C is a category, C 1 is a subcategory of C.
• C 1 is called a wide subcategory of C if all objects of C are objects of C 1 .
• C 1 is called a full subcategory of C if every morphism of C with domain and codomain from C 1 is morphism of C 1 .
• We say that C 1 is close in C if every morphism of C with domain from C 1 is morphism of C 1 . (Note that every subcategory close in C is full in C.)
• We say that C 1 is close under isomorphisms in C if every isomorphism of C with domain from C 1 is isomorphism of C 1 .
• We say that C 1 is dense in C if every object of C is isomorphic in C to some object of C 1 .
• We say that
(in other words, for every quotient object of A in C there exist representative of this quotient object in C 1 ). Such morphism IF we call C 1 -canonical for F .
• We say that C 1 is fully dense (fully plentiful) in C if C 1 is full subcategory of C and C 1 is dense (plentiful) in C.
Parts 1-2 of the Definition are standard notions of category theory, but the notions of parts 3-7 are introduced here for the sake of description of the PDE structure. The notion "close under isomorphisms" introduced here for symmetry; it is not used in next sections.
Remark. Using the notion of "the category of objects under A", we can define notions of close subcategory and plentiful subcategory by the following way:
Definition 6. Suppose C 1 , C 2 are subcategories of C. A category, objects of which are objects of C 1 and C 2 simultaniously, and morphisms of which are morphisms of C 1 and C 2 simultaniously, is called an intersection of C 1 and C 2 and is denoted by C 1 ∩ C 2 .
Lemma 1. Suppose C 1 is close in C, and C 2 is (full/close/dense/plentiful) subcategory of C; then C 1 ∩ C 2 is close in C 2 and is (full/close/dense/plentiful) subcategory of C 1 .
Now we introduce some graphic designations for various types of subcategories (see Fig. 2 ). This designations will be used, particularly, for the representation of the structure of the parabolic equations category desribed below.
Consider the category S, objects of which are categories, and an arrow from C 1 to C 2 means that C 2 is subcategory of C 1 . We shall use term "meta-category" both for the category S and for its subcategories defined below to avoid confusion between S and "ordinary" categories which are objects of S; and we shall use Gothic script for metacategories.
Define W, F, C, I, D, and P which are wide subcategories of meta-category S. Objects of W, F, C, I, D, and P are categories, but an arrow from C 1 to C 2 have various meaning:
• in the meta-category W it mean that C 2 is wide subcategory of C 1 ,
• in the meta-category F it means that C 2 is full subcategory of C 1 ,
• in the meta-category C it means that C 2 is close subcategory of C 1 ,
• in the meta-category I it means that C 2 is close under isomorphisms in C 1 ,
• in the meta-category D it means that C 2 is dense subcategory of C 1 ,
• in the meta-category P it means that C 2 is plentiful subcategory of C 1 , Each of these types of subcategories defines some partial order on the collection of all categories. We shall designate intersections of this meta-categories by the concatenations of appropriate letters, for example:
Lemma 2.
• I ∩ F ∩ P = C,
Interconnections between "basic" meta-categories S, W, F, C, D, P, I and its intersections ("composed" meta-categories) are represented on Fig. 3a . Here arrow means the predicate "to be subcategory of"; we shall call it "meta-arrow". For example, meta-arrow from D to W means that W is subcategory of D. On the language of "ordinary" categories this meta-arrow means that from the statement "C 2 is wide in C 1 " it follows the statement "C 2 is dense in C 1 ". Everywhere on Fig. 3 pair of meta-arrows with the same codomain means that this meta-category (codomain of these meta-arrows) is intersection of two "top" meta-categories (domains of these meta-arrows). For example, FD = FP ∩ PD. At the bottom segment of the Figure notation E is used for the discrete wide subcategory of S. Objects of this metacategory are all categories, and morphisms are identities of S, that is C 1 and C 2 are connected by arrow in this meta-category only if
On Fig. 3b the same scheme is represented as on Fig. 3a , but letter names are replaced by the arrows of various types. These types of arrows we shall use below for the scheme of the structure of parabolic equations category (see Fig. 4 ). 
Parabolic equations category
Let us consider the class P (X, T, Ω) of differential operators posed on a connected smooth manifold X, dependent on the time t as on parameter, and having the form
in some neighborhood of each point, in some (and then arbitrary) local coordinates x i on X. Here subscript i denotes partial derivative with respect to x i , quadratic form b ij = b ji is positively defined, c ij = c ji . Both T and Ω may be bounded, semibounded or unbounded open intervals of R.
Definition 7. The category of parabolic equations of the second order PE is subcategory of the PDE, whose objects are pairs A = (N, E), N = T × X × Ω, where X is a connected smooth manifold, T and Ω are open intervals, E is the equation of the form u t = Lu, L ∈ P (X, T, Ω).
Lemma 3. All morphisms of the category PE are epimorphisms.
Example 2. Let Φ k (x), x ∈ R 3 − {0} be a spherical harmonic of the kth order. Then the map (t, x, u) → (t, |x| , u /Φ k (x) ) defined the morphism of the category PE from the equation u t = ∆u with X = R 3 − {0}, T = Ω = R, to the equation
To the class of all solutions of the quotient equation assign class of such solutions of the original equation that has the form u = Φ k (x)u ′ (t, |x|).
Example 3. In the category PE morphism of the object to itself is not necessarily an isomorphism, as this example shows. Consider object A, for which X = S 1 = R (mod 1), T = Ω = R, E : u t = u xx . Then morphism from A to A defined by the map (t, x, u) → (4t, 2x, u) has no inverse. Theorem 1. Every morphism of the category PE has the form
where t ′ (t), x ′ (t, x), u ′ (t, x, u) are nondegenerated maps, that is maps having maximal possible rang at each point. Isomorphisms of the category PE are exactly bijections of the form (2).
6 Subcategories of the category PE: classification of the parabolic equationa
Certain parts of the PE structure described below are depicted schematically on Fig. 4 . The full structure is not depicted here in view of its awkwardness. Let us consider full subcategories PE i of the category PE, whose objects are equation having in the local coordinates the following form:
Everywhere in the paper we use designation of a category equipped with a subscript and/or superscript for a full subcategory.
Remark 2. Note that in equations PE 2 and PE 3 a function a is determined up to multiplication by arbitrary function from T × X to R + ; moreover, it is determined only locally. Nevertheless we can lead this equations to the equations of the same form but with globally defined function a : T × X × Ω → R + . For example, we can require that conduition a(t, x, u 0 ) ≡ 1 take place, where u 0 is arbitrary point of Ω. Everywhere below we shall assume that function a is globally determined on T × X × Ω.
Theorem 2.
1. PE 1 and PE 2 are close in PE.
2. PE 3 = PE 1 ∩ PE 2 is close in PE 1 , in PE 2 , and in PE.
3. PE 4 is close in PE 2 and in PE.
4. PE 5 = PE 3 ∩ PE 4 is close in PE 3 , in PE 4 , and in PE.
Definition 8. Consider wide subcategories T PE, QPE, SQPE, AQPE, and EPE of the category PE, whose morpisms has the following form:
Theorem 3.
1. T PE is wide and plentiful in PE.
T PE i is close in T PE
; is wide and plentiful in PE i , i = 1..5.
Definition 9. Define the category of quasilinear parabolic equations QPE. QPE is full subcategory of QPE; objects of QPE are equations of the form
(in a local coordinates); morphisms of QPE are maps of the form (t, x, u) → (t, y(t, x), ϕ(t, x)u + ψ(t, x)).
Denote by A nc (M ) the class of continuous positive functions a : M × R → R that satisfies the condition
Define full subcategories of QPE, objects of which are equations of the following form:
where a > 0. The family of categories QPE ′′ a (a) is indexed by a function a (·), that is to each continuous positive function a (·) assign the category QPE ′′ a (a). Futhermore, consider full subcategory QPE k of QPE, objects of which are equations from QPE posed on a compact manifolds X.
Introduce the following notation for the intersections of enumerated "basic" subcategories:
In the same way as in Remark 2, requiring satisfaction of the condition a(u 0 ) = 1, we obtain global function a(u) for the equations from QPE ′′ a (a); such function a(u) is independent of the choice of neighborhood in T × X and of the choice of local coordinates in this neighborhood. 
QPE k is close in QPE.
3. QPE ′ = QPE ∩ PE 2 = QPE ∩ PE 3 is fully dense in T PE 3 and is close in QPE. Denote by A exp the set of functions having the form a(u) = e λu H(u); and by A deg the set of functions having the form a(u) = (u − u 0 ) λ H (ln (u − u 0 )), where λ, u 0 are arbitrary constants, H (·) is arbitrary nonconstant periodic function.
QPE
Theorem 5.
If a /
4. Suppose A is an object of the category QPE ′′ a (a), F : A → B is a morphism of the category PE such that there is no object of QPE ′′ a (a) isomorphic to B in PE (that is a(·) ∈ A exp ∪ A deg ). Then there exist object of QPE ′′ isomorphic to B such that composition of F : A → B with this isomorphism has the form
Moreover, for any t 0 ∈ T , y 0 ∈ Y values of the function ψ(t, x) on the fiber {(t 0 , x) : y (t 0 , x) = y 0 } under the point (t 0 , y 0 ) are differs on the integer multiples ofĤ, whereĤ is the period of function H. Similar statement hold if we replace QPE Example 4. Consider equation E : u t = (2 + sin u) u xx of the categoty QPE ′′ 0a (2 + sin(·)) posed on X = R. It admits both map (t, x, u) → (t, x (mod 2π), u), and map (t, x, u) → (t, x (mod 2π), u + x). In both cases Y = S 1 ; in the first case the quotient equation has the form v t = (2 + sin v) v yy and is an object of QPE ′′ 0a (2 + sin(·)); in the second case the quotient equation has the form v t = (2 + sin (v + y)) v yy and is not contained among the objects of QPE ′′ 0a (2 + sin(·)).
Definition 10. The category of semi-autonomous quasilinear parabolic equations SQPE is the intersection SQPE ∩ QPE ′′ . In the other words, SQPE is the full subcategory of SQPE, objects of which are equations having the form
and morphisms are maps having the form (t, x, u) → (t, y(x), ϕ(t, x)u + ψ(t, x)). Define the following full subcategories of SQPE: SQPE σ = SQPE ∩ QPE ′′ σ ; SQPE b is the category, objects of which are equations having the form
Theorem 6.
SQPE is close in SQPE.
2. SQPE 0 = SQPE ∩ QPE ′′ 0 , SQPE n = SQPE ∩ QPE ′′ n , and SQPE b are close in SQPE.
3. SQPE 0n coincides with QPE ′′ 0n , is close in SQPE 0 and in SQPE n . 4.
Definition 11. The category of autonomous quasilinear parabolic equations AQPE is the full subcategory of AQPE, each object of AQPE is an equation of the form u t = a(x, u) (∆u + η∇u) + ξ∇u + q(x, u).
posed on a Riemann manyfold X equipped with a vector fields ξ, η. Define the following full subcategories of AQPE: AQPE σ = AQPE∩QPE ′′ σ is the category, objects of which are equations having the form
Theorem 7.
AQPE is close in AQPE.
2. AQPE n is close in AQPE and full in SQPE bn .
3. AQPE 0 and AQPE 1 are close in AQPE.
If a (·)
is fully plentiful in AQPE.
AQPE na (a) is close in SQPE na (a).
Definition 12. Define the following full subcategories of the category EPE (its morphisms are a maps of the form (t, x, u) → (t, y(x), u)):
Theorem 8.
EPE is close in EPE and is wide in AQPE.
2. EPE n , EPE 0 , EPE 1 , and EPE a (a) are close in EPE.
If a /
Here A ext exp is the set of functions a(u) having the form a(u) = e λu H(u), A ext deg is the set of functions having the form a(u) = (u − u 0 ) λ H (ln (u − u 0 )), λ, u 0 are arbitrary constants, H(·) is arbitrary periodic function.
Let us consider the sequence depictured on Fig. 5 . Selecting the "weakest" arrow in this sequence, we obtain the following result. QPE ′′
is fully plentiful in T PE and is plentiful in PE.
∈ A ext exp ∪A ext deg , a = const, then EPE 0a (a) is fully plentiful in T PE and is plentiful in PE.
Factorization of the reaction-diffusion equation
Let us consider a nonlinear reaction-diffusion equation u t = a(u) (∆u + η∇u) + q(x, u), a = const posed on a Riemann manyfold X. This equation define the object A of the category EPE 0kna (a). Using Corollary 1, we get the following result: Corollary 2.
If a /
∈ A exp ∪ A deg , then for every morphism F : A → B of the category PE there exist isomorphism I : B → B ′ of the form (2) (in other words, bijective change of variables in the quotient equation), transformating F to the canonical morphism of the form
Appropriate canonical quotient equation B ′ posed on the Riemann manifold Y has the form
with the same function a.
If a morphism F :
A → B of the category PE transformates A to an equation of the form (4), then F has the form (3).
Comparison with the reduction by a symmetry group
As Example 1 shows, our definition of admitted map is the generalization of the reduction by the admitted group of transformations. So we could obtain the classes of solutions being more common than classes of invariant solutions of Lie group analysis (though our approach is more laborious owing to non-linearity of the system for an admitted map). In what follows we show this on the example of "primitive morphisms".
Definition 13. A morphism F : A → B of the category C is called a reducible in C if in C there are exists non-invertible morphisms G : A → C, H : C → B such that F = HG. Otherwise, a morphism is called a primitive in C.
Note that the reduction of the system by an admitted group of point transformations defines a primitive morphism if and only if the group has no proper subgroups, that is the group is a discrete cyclic group of the prime order. The reduction by any other symmetry group (i.e. by the group that is not a discrete cyclic group of the prime order) may be represented always as superposition of two nontrivial reductions, so appropriate morphism is superposition of two non-invertible morphisms and is reducible. Particularly, this take place for any nontrivial connected Lie group.
However for an "admitted maps" considered here the situation is absolutely another. Even a morphism, which decreases the number of independent variables on 2 or more, may be primitive; below we show the example of such morphism. However in Lie group analysis we always have one-parameter subgroups of our symmetry group, so the morphism, corresponding to the symmetry group, is always reducible.
Example 5. Consider the following morphism F : A → B of the category PE.
• A is heat equation u t = a(u)∆u posed on X = {(x, y, z, w) : z < w} ⊂ R 4 equipped with the metric
In the coordinate form A looks as
• B is heat equation a −1 (u)u t = u xx + u yy posed on Y = {(x, y)} = R 2 equipped with Euclidean metric.
• The morphism F is defined by the map (t, (x, y, z, w), u) → (t, (x, y), u).
This morphism decreases the number of independent variables on 2 and is primitive in PE.
Some more examples of a morphisms, that are not defined by any symmetry group of the original system, and also a detailed investigation of the case dim Y = dim X − 1, are presented in the papers [4, 5, 6 ].
Proofs
Proof of Theorem 1.
Passing from the equation u t = Lu to the equation in the extended jet bundle for unknown submanifold Γ ⊂ X×T ×Ω defined by the formula f (t, x, u) = 0, and expressing derivatives of u by the derivatives of f , we obtain the following extended analog of the equation E:
Consider extended analog of the last equation:
where equation
is morphism of the category PE if and only if for any point ϑ ∈ N and for any submanifold Γ ′ of N ′ , F (ϑ) ∈ Γ ′ , the following two conditions are equivalent:
• 2-jet of Γ ′ at the point F (x) satisfies (6) • 2-jet of F −1 (Γ ′ ) at the point x satisfies (5).
In other words, conditions "f ′ is solution of equation (6)" and "f is solution of equation (5)" must be equivalent when f (t,
To find all such maps we use the following procedure:
1. Express derivatives of f in (5) through derivatives of f ′ :
and so on.
2. In the obtained identity substitute combinations of derivatives of f ′ for ∂f ′ /∂t ′ by formula (6) . Then repeate this step for replacing ∂ 2 f ′ /∂t ′ 2 . After reducing to common denominator, obtained identity will have the form Φ = 0, where Φ is rational function of partial derivatives of f ′ with respect to x ′ and u ′ . Coefficients φ 1 , . . . , φ s of Φ are functions of 4-jet of the map F .
3. Solve PDE system φ 1 = 0, . . . , φ s = 0 for the map F .
Let us realize this procedure. Note that we shall not write out function Φ completely, but consider only some of its coefficients. Obtained information about F we shall use to simplify Φ step by step.
First note that derivatives of the forth order arise only in the term ∂ 2 f ′ /∂t ′ 2 when we fulfill step 2 of the above procedure. Write this term before the final realization of step 2 for the sake of simplicity:
Coefficient at ∂ 2 f ′ /∂t ′ 2 must be zero, and quadratic form b ij is positive defined. We get
and so on). Hence we obtain the following system:
There exist three alternatives:
In the second alternative u ′ u = x ′ u = 0. Taking into account equality t ′ u = 0, we obtain the contradiction with the condition that F is submersion.
In the third alternative, denoting ξ (t,
This implies f x = ξf u . Substituting last formula to (5), we get
Denote by ζ (t, x, u) the expression in square brackets. Then f t = ζf u . Expressing derivatives of f under derivatives of f ′ , we get
Consider the field of hyperplanes annihilating 1-form dt ′ in the tangent bandle T M (remember that t ′ u = 0, so dt ′ is nondegenerate). Differential of the map F vanish on this hyperplanes because du ′ ∧ dt ′ = dx ′i ′ ∧ dt ′ = 0. Therefore rang(dF ) ≤ 1, and F could not be submersive because dim N ′ ≥ 3.
Finally, only the first alternative is possible. Hence t ′ is function of t, and f ′ t ′ could arise only in the representation of f t . Let us look at the terms of Φ, containing (f ′ u ′ ) −2 :
Taking into account that F is submersive, we obtain t ′ t = 0, and
Proof of Theorem 2.
The map (t, x, u) → (τ (t), y (t, x) , v(t, x, u)) is morphism of the category PE if and only if
where function u = U (t, x, v) is inverse of the v (t, x, u). Quotient equation is wrote as
Here and below indexes i, j relate to x, indexes k, l relate to y. By the definition, all PE i are full subcategories of PE.
1. Let us prove that PE 1 is close in PE. Suppose A ∈ Ob(PE 1 ), F : A → B is a morphism of the category PE. Then c ij = λ(t, x, u)b ij . From the second equation of system (8) we get
Quadratic form B kl is nonzero at any point (τ, y, v), so expression in square brackets is function of (τ, y, v): τ
Let us show that PE 2 is close in PE. Suppose A ∈ Ob(PE 2 ), F : A → B is a morphism of PE. Then b ij = a(t, x, u)b ij (t, x). Using the first equation of system (8), we receive
. Taking into account nondegeneracy of the quadratic form B kl , we obtain that B 11 = 0 everywhere. From the equality
we receive that this fracture is function of (t, y). Thus B kl (τ, y, v) = A(τ, y, v)B kl (τ, y) for A (τ, y, v) = B 11 (τ, y, v) and some functionsB kl (t, y). Therefore, B ∈ Ob(PE 2 ). 2. PE 3 = PE 1 ∩ PE 2 is close in PE, in PE 1 , and in PE 2 because PE 1 and PE 2 are close in PE.
3. Suppose A ∈ Ob(PE 4 ) and F : A → B is a morphism of PE. From the first equation of (8) we obtain that B kl (τ, y, v) is independent of v. Hence B kl = B kl (τ, y), PE 4 is close in PE, so it is close in PE 2 too.
4. Since PE 3 and PE 4 are close in PE, we obtain that PE 5 = PE 3 ∩ PE 4 is close in PE, PE 3 and PE 4 .
Proof of Theorem 3
1. By definition, T PE is wide in PE. Suppose F : A → B is a morphism of PE. Function τ (t) is nondegenerate by Theorem 1, so we could consider inverse function t (τ ). The map (τ, y, v) → (t (τ ) , y, v) is isomorphism of the category PE. Note that superposition of F with this isomorphism is morphism of the category T PE. Therefore T PE is plentiful in PE.
2. T PE i is close in PE, and T PE is wide and plentiful in PE. Thus T PE i = PE i ∩T PE is close in T PE and also it is wide and plentiful in PE i .
Proof of Theorem 4
Using system (8), we obtain that the map (t, x, u) → (t, y, ϕu + ψ) is morphism of the category QPE if and only if (8), it follows that QPE is close in QPE. b) Let F : A → B, (t, x, u) → (t, y (t, x) , v(t, x, u)) be a morphism of the category T PE 1 , and A, B ∈ Ob (QPE). Using the second equation of the system (8), we get (ln U v ) v B kl = C kl = 0. It follows that U is linear in v, v is linear in u, F is a morphism of the category QPE, and QPE is full in T PE. c) Suppose A ∈ Ob (T PE 1 ). Fix u 0 ∈ Ω A and consider a map F : (t, x, u) → (t, x, v(t, x, u)),
F define isomorphism of the category T PE 1 from the equation A to the equation B with (9) we obtain a(t, x, u) = A(t, y, v)ā(t, x),ā(t, x) = B 11 (t, y (t, x)) b ij (t, x)y
From the second equation of (9) we obtain
where
Further we need the following statement.
Lemma 4. (about the extension of a function). Suppose
, and define the function ν 0 : N 0 → R by the formula ν 0 F 0 = µ 0 (see Fig. 6a ). Then ν 0 can be extended from N 0 to the entire manifold N (see Fig. 6b ; both diagrams Fig. 6a , 6b are commutative) so that the extended function ν : N → R will have class C s of smoothness. Take an open covering {V i : i ∈ I} of N such that for every domain V i there exist C rsmooth section p i : V i → M over V i , F p i = id| V i (such covering exists because F is submersive and surjective). There exist C r -partition of unity {λ i } subordinating to the covering {V i } [11] . Define functions
Proof of Theorem 4 (continuation).
Fix k. By Lemma 4, for the map (t, x) → (t, y(t, x)) and continuous function µ k (t, x) there exist continuous function ν k (t, y), coinciding with projection of µ k at point (t, y) when µ k is constant on the preimage of (t, y). Denotē
Let us consider two cases for every point (t 0 , y 0 ). Case 1: A (t 0 , y 0 , v) is independent of v. Using (11), we obtain that B k (t 0 , y 0 , v) is independent of v; and using (12) thatB k is independent of v.
Case 2: the set {A (t 0 , y 0 , v) : v ∈ Ω} contains more then one element for given (t 0 , y 0 ). Using (11) we obtain that the restriction of µ k (t 0 , x) to the preimage of the point (t 0 , y 0 ) is constant. Then µ k (t 0 , x) = ν k (t 0 , y 0 ) on this preimage, andB k = ω k (t, x) is independent of v in this case too.
Therefore, B k (t, y, v) = A(t, y, v)B k (t, y) + ν k (t, y). So equation B has the form
and B is the object of the category QPE ′′ . For F to be a morphism of the category QPE ′′ it is necessary and sufficient to have 
so Q 1 , Q 0 are functions of (t, y), and B ∈ Ob(QPE ′′ 1q ). Thus QPE ′′ 1q is close in QPE ′′ 1 . 8. Suppose A ∈ Ob (QPE ′ n ), F : A → B is a morphism of the category QPE ′ . For given (t 0 , y 0 ) let us fix arbitrary x 0 such that y (t 0 , x 0 ) = y 0 . Usingφ = 0 and a ∈ A nc (T × X), from (10) we get
. Substituting ξ i = 0 in the third equation of (13), we get
Since a ∈ A nc (T × X), and left hand side is independent of u, it follows that both sides of this equality vanishes, and y
Function y(t, x) satisfies ordinary differential equation (14) with smooth right hand side, so for any t, t ′ it follows from y(t, x 1 ) = y(t, x 2 ) that y(t ′ , x 1 ) = y(t ′ , x 2 ). Let 1-parameter given by (t, y(t, x)) → (t + s, y(t + s, x) ). This group is correctly defined when T = R ; otherwise transformations g s are partially defined, nevertheless reasoning below remains correct after small refinment.
For every s g s g −s is identity, so g s is bijection. {g s } is a flow map of the smooth vector field ∂ t − Ξ k (t, y)∂ y k , so transformations {g s } are smooth by both t and y.
Define the map z(t, y) by the equality g −t (t, y) = (0, z(t, y)). Then the map G : T ×Y → T × Y , (t, y) → (t, z(t, y)) is isomorphism of the category QPE ′′ such that for every x, t z(t, y(t, x)) = z(0, y(0, x)). Therefore GF ∈ Hom (QPE ′′ 0 ). 10. Let A ∈ Ob QPE ′′ . Consider solution y : T × X → X of the linear PDE ∂y k /∂t = ξ i (t, x)∂y k ∂x i (the solution exist in view of compactness of X). Isomorphism (t, x, u) → (t, y(t, x), u) maps A to some object of the category QPE 
Let us consider three cases. Case 1. a(u) = He λu , λ, H = const, λ = 0. Substituting to (15), we get λφ(t, x)v − ln A(t, y, v) = lnā − λψ − ln H . Right hand side of the equality is function of (t, x), soφ =φ(t, y), and isomorphism (t, y, v) → (t, y,φ(t, y)v) maps B to some object of the category QPE Thusφ −1 ψ − u 0 = q(t, y) for some function q, and isomorphism (t, y, v) → (t, y, v + q(t, y) + u 0 ) maps B to some object of the category QPE ′′ a (a). Case 3. Suppose now that a(u) has no form considered in Cases 1-2. Denotex = (t, x), y = (t, y), α = ln a. Fix a pointȳ 0 and take Z = {x :ȳ (x) =ȳ 0 } ⊂ T × X. Using (15), we obtain that ∀x 0 ,x 1 ∈ Z α φ 1 z +ψ 1 − α φ 0 z +ψ 0 is independent of v, wherē ϕ i =φ (x i ),ψ i =ψ (x i )). Consider additive subgroup G = G (ȳ 0 ) of R generated by the set {lnφ (x) − lnφ (x 0 ) :x ∈ Z}.
Consider two subcases. Case 3.1. G = {0}. PutĤ 1 = lnφ 1 − lnφ 0 ∈ G − {0}, u 0 = ψ 0 −ψ 1 /(φ 1 −φ 0 ) . Substituting v = w + u 0 −ψ 0 /φ 0 , for any w we have α eĤ 1 w + u 0 − α (w + u 0 ) = c = const. Consider function β (x) = α (e x + u 0 ). From β x +Ĥ 1 = β(x) + c we obtain that the function β (x) − λx isĤ 1 -periodic, where λ = c Ĥ 1 . Then a(u) = (u − u 0 ) λ H (ln (u − u 0 )), where H isĤ 1 -periodic, H = const because Case "H = const" was considered yet. LetĤ > 0 be least positive period of H. For allx ∈ Z lnφ (x) − lnφ 0 is a multiple ofĤ, so for anyȳ 0 ϕ (x) ∈ φ 0 e kĤ : k ∈ Z . Note thatĤ is independent ofȳ 0 because a(u) is independent ofȳ 0 ). Case 3.2. G = {0}, that isφ| Z ≡φ 0 = const. Now we have two subsubcases: Case 3.2.a.ψ Z = const, that is ∃x 0 ,x 1 ∈ Z :ψ (x 1 ) −ψ (x 0 ) =Ĥ 1 = 0. Then α u +Ĥ 1 − α(u) = const. Similarly to the case 3.1 we get a(u) = H(u)e λu , where λ = const, H is periodic function with least periodĤ > 0. Note that such representation of a(u) is uniquely. Substituting this to (15), we obtain that ∀ȳ ∀x 0 ,x 1 ∈ Zȳψ (x 1 )−ψ (x 0 ) is a multiple ofĤ. Case 3.2.b.ψ Z = const at givenȳ 0 . Cases a(u) = H(u)e λu and a(u) = (u − u 0 ) λ H (ln (u − u 0 )) were already considered, so we can assume without loss of generality that a have no such form. Then at everyȳ 0ψ Z = const,φ =φ (ȳ), andψ =ψ (ȳ). Thus the isomorphism (t, y, v) → t, y,φ(t, y)v +ψ (t, y) maps B to some object of the category QPE Proof of Theorem 6.
QPE
′′ is close in QPE, SQPE is subcategory of QPE. Therefore SQPE is close in SQPE.
2. SQPE n is close in SQPE for the same reason as previous . This implies that SQPE n is close in SQPE.
Suppose A ∈ Ob (SQPE 0 ), F : A → B is a morphism of the category SQPE. Then B k (t, y, v) = A(t, y, v)ω k (t, x), where ω k is defined as in (11) . Hence ω k is function of (t, y), and B is a object of the category SQPE 0 .
Suppose A ∈ Ob (SQPE b ), F : A → B is a morphism of the category SQPE. From the first equation of (9) of t, so it is function of y; denote this function byB ′kl (y). Then AB kl = A ′ (t, y, v)B ′kl (y), where A ′ = AB 11 . It follows that B ∈ Ob (SQPE b ), and SQPE b is close in SQPE.
3. Let us remember that SQPE 0n is close in QPE ′′ 0n . So it is sufficient to prove that any morphism of the category QPE ′′ 0n is also the morphism of the category SQPE 0n . Suppose F : A → B is a morphism of the category QPE ′′ 0n . Then y k t (t, x) = A(t, y, v)ω k (t, x), where ω k = −B k +ā b ij y k ij + 2b ij (lnφ) j y k i +b i y k i . Using independence of the left hand side of this equality of v and taking into account A ∈ A nc (Y ), we get ω k = 0. Thus F is a morphism of the category SQPE 0n . Finally, SQPE 0n = QPE ′′ 0n , is close in QPE ′′ 0 and is fully dense in QPE ′′ n . 4. QPE ′′ 1 is close in QPE, so SQPE 1 is close in SQPE and, consequently, is close in SQPE 0 .
5. The proof is similar to the proof of part 1 of Theorem 5.
Proof of Theorem 7.
From (9)-(10) and closure SQPE b in SQPE it follows that the map (t, x, u) → (t, y, ϕu + ψ) is a morphism of SQPE with the domain from AQPE if and only if the Suppose F : A → B is a morphism of the category EPE, and A ∈ Ob (EPE a (a) ). Then the first equation of (9) has the form A(y, u)B kl (y) = a(u)∇y k ∇y l . Hence ∇y k ∇y l = g kl (y) for some functions g kl . ForB kl = g kl (y) we get A(y, u) = a(u). So A ∈ Ob (EPE a (a)), and EPE a (a) is close in EPE.
3. The proof is similarly to the proof of Theorem 4.
