The problem of finding a piecewise straight-line path, with a constant number of line segments, in a two-dimensional domain is studied in the Turing machine-based computational model and in the discrete complexity theory. It is proved that, for polynomial-time recognizable domains associated with polynomial-time computable distance functions, the complexity of this problem is equivalent to a discrete problem which is complete for Σ P 2 , the second level of the polynomial-time hierarchy.
Introduction
Finding a path in a two-dimensional region is an important problem in computational complex analysis [7] , computational geometry [5, 6, 12] , and robotics [8] . In Chou and Ko [2] , we studied the computational complexity of finding the shortest path that connects two given points and lies entirely in a given two-dimensional domain. In this paper, we continue this investigation to study the computational complexity of finding a piecewise straight-line path that connects two given points with a constant number of straight-line segments which lie entirely in a given domain (called the k-path problem if the number of line segments in the path is required to be at most k). This problem has been studied in the context of computational geometry [16] , robotics [14] , and VLSI layout theory [15, 17] .
As in Chou and Ko [2] , we study the k-path problem in the context of computable analysis [13, 18] and complexity theory of real functions of Ko and Friedman [11, 9, 10] . The basic framework for this study can be summarized as follows (for the technical details, see Section 2 and [2] ):
(1) The basic computational model for real-valued functions is the oracle Turing machine, to which the real number input is presented in the form of an oracle function mapping integers to dyadic rationals.
(2) We consider only domains with polynomial-time representations. That is, we ask what the computational complexity of the k-path problem is, if the given domain S has a polynomial-time representation.
(3) We consider two types of domains with polynomial-time representations: (A) Bounded, simply connected domains with polynomial-time computable boundary curves; and (B) Polynomial-time recognizable domains with polynomial-time computable distance functions.
(4) The oracle Turing machines that solve the k-path problem are allowed to make mistakes, with errors occur only when the target path is very close to the boundary of the given domain S.
In the following, we say that the k-path problem (or the shortest path problem) with respect to domain S is C-hard for some discrete complexity class C, if every problem B ∈ C can be solved in polynomial time relative to the solution of the k-path problem (or, respectively, the shortest path problem) of domain S. Based on this notion of hardness, we can summarize the main results of Chou and Ko [2] as follows:
(I) If a domain S satisfies property (A) or property (B) defined above, then the corresponding shortest path problem is solvable by an oracle Turing machine in polynomial space. (II) There exists a domain S satisfying property (A) such that the corresponding shortest path problem is #P -hard. (III) There exists a domain S satisfying property (B) such that the corresponding shortest path problem is PSPACE-hard.
In addition to these results about the shortest path problem, Chou and Ko [2] also proved the following upper bound result about the 1-path problem (called the straight-line path problem in [2] ):
(IV) If a domain S satisfies property (A) or property (B), then the corresponding 1-path problem is solvable by a Π P 1 oracle Turing machine (i.e., the complement of the 1-path problem is solvable by a polynomialtime nondeterministic oracle Turing machine).
Regarding the computational complexity of the k-path problem, we prove, in this paper, the following results:
(V) There exists a domain S satisfying properties (A) and (B) such that the corresponding 1-path problem is Π P 1 -hard. (VI) For any k ≥ 2, if a domain S satisfies property (A) or property (B), then the corrsponding k-path problem is solvable by a Σ P 2 oracle Turing machine (i.e., it is solvable by a polynomial-time nondeterministic oracle Turing machine relative to an oracle set in NP).
(VII) For any k ≥ 2, there exists a domain S satisfying property (B) such that the corresponding k-path problem is Σ P 2 -hard. Since the basic notations and computational models are similar to those used in [2] , we will only present, in Section 2, the formal model for computing k-path problem. The reader is referred to [2] 
Computational Model for the k-Path Problem
We will characterize the computational complexity of the k-path problems in terms of discrete complexity classes in the polynomial-time hierarchy. These complexity classes include P , NP , Π
Sets in the polynomial-time hierarchy have simple bounded-quantifier characterizations (see, e.g., Du and Ko [4] ). In particular, a set A ∈ {0, 1} * is in Σ P 2 if there exist a set B ∈ P and a polynomial function p such that, for any w ∈ {0, 1} * of length n,
For the computational model of real functions, we follow the basic approach of the Turing machine-based complexity theory of real functions (see [9, 10] ). Let D denote the set of dyadic rationals; that is, D = {m/2 n : m ∈ Z, n ∈ N}.
For any n ≥ 0, let D n = {m/2 n : m ∈ Z}. We say a function φ : N → D binary converges to a real number x, or represents a real number x, if (i) for all n ≥ 0, φ(n) ∈ D n , and (ii) for all n ≥ 0, |x − φ(n)| ≤ 2 −n . The basic model for the computation of real functions is the oracle Turing machine, which uses a function φ as an oracle and takes an integer n > 0 as the input. Intuitively, the oracle φ represents a real number x and the input n denotes the output precision. Definition 2.1 (a) A function f : R → R is said to be computable if there is an oracle Turing machine M that, on an oracle function φ : N → D that binary converges to a real number x and an input n ∈ N, outputs a string
is computable by an oracle Turing machine M that operates in polynomial time (i.e., for any oracle function φ, the machine M always halts on input n in time p(n) for some polynomial function p).
The above definition can be extended to functions defined on two dimensional plane in a natural way. In particular, an oracle Turing machine computing a function f : R 2 → R 2 uses two oracles that represent a point z in R 2 , and it outputs a pair d, e of dyadic rationals as an approximation to the output point f (z) in R 2 . We are interested in the following path-finding problem on the two dimensional plane R 2 :
k-Path Problem (k ≥ 1): Let S be a fixed domain in the two-dimensional plane R 2 . Given two points x, y in S, determine whether there is a path π from x to y which consists of at most k straight-line segments in domain S (such a path is called a k-segment path).
Following the approach of Chou and Ko [2] , we will study this problem with respect to domains S which have the following types of polynomial-time representations:
• We say S has Property (A) if S is bounded, simply connected (i.e., connected and having no holes), and its boundary Γ S is a polynomialtime computable Jordan curve (i.e., it is the image of a one-to-one, polynomial-time computable function f :
• We say S has Property (B) if S is bounded, connected, polynomial-time recognizable, and the function δ S (x) is polynomial-time computable.
In the above, the function δ S (x) denotes the Euclidean distance between a point x ∈ R 2 and the boundary Γ S of domain S; that is, δ S (x) = defn dist(x, Γ S ) = min{|x − y| : y ∈ Γ S }. (In general, for two closed sets A, B, we define dist(A, B) = min{|x − y| : x ∈ A, y ∈ B}.) Also, a set S ⊆ R 2 is called polynomial-time recognizable if there exist an oracle Turing machine M and a polynomial p such that M φ,ψ (n) computes the characteristic function χ S (z) of domain S in time p(n) whenever (φ, ψ) represents a point z in R 2 whose distance to the boundary Γ S of S is greater than 2 −n ; i.e., the set
For more discussion about the notion of polynomial-time recognizable sets and the distance functions, see [1, 2, 3] .
With respect to these notions of polynomial-time computability of a domain, the question we are concerned with is the following: Suppose a domain S has property (A) or property (B). What is the complexity of the k-path problem of domain S?
Similar to the shortest path problem, if we regard the k-path problem of a domain S as the characteristic function f S of domain S, which maps a pair of points x, y ∈ R 2 to {0, 1} (with 0 denoting no and 1 denoting yes), then f S is not a continuous function, and hence is not computable (as it is well known in computable analysis that a computable real-valued function must be continuous). Therefore, the natural model of computation is to allow the oracle Turing machine that computes the function f S to make mistakes. The following definition is similar to that about polynomial-time solvable shortest path problem given in [2] .
(a) We say the k-path problem with respect to a domain S is computable if there exists an oracle Turing machine M, that uses four oracles φ x1 , φ x2 , φ y1 , φ y2 representing two points x, y ∈ S, and takes an integer n ∈ N as the input, such that the following conditions hold:
(i) M always halts and outputs either 0 or 1.
(ii) If there is a k-segment path π in S between x and y such that dist(π,
and there is no k-segment path π in S between x and y, then M outputs 0.
(b) We say the k-path problem with respect to a domain S is polynomialtime computable if it is computed by an oracle Turing machine M as described in (a) above, that satisfies the following extra condition:
(iv) There is a polynomial function p such that, for any oracles, M on input n halts in p(n) steps.
Upper Bounds
We first consider the case of k = 1. The following lemma regarding the 1-path problem has been proven in [2] :
Lemma 3.1 Assume that S has property (A) or property (B). Then, there is a polynomial-time nondeterministic oracle Turing machine M such that, for any given oracles φ 1 , φ 2 , φ 3 , φ 4 representing two points x, y ∈ S, respectively, and for any input n ∈ N, the following conditions hold: For k ≥ 2, we can prove the Σ P 2 upper bound for the k-path problem. The idea of the proof is to nondeterministically guess k − 1 breakpoints between the source point x and the target point y, and then apply Lemma 3.1 to verify that each straight-line segment in the k-segment path formed by these points lies in the domain S. We omit the details of the proof.
Theorem 3.3 Assume that k ≥ 2 and S has property (A) or property (B).
Then, there exist a polynomial-time nondeterministic oracle Turing machine M and a set A ∈ NP such that, for any oracles φ 1 , φ 2 , φ 3 , φ 4 representing two points x, y ∈ S, respectively, and for any input n > 0, the following conditions hold:
(a) If there exists a k-segment path π from x to y such that π lies in domain S and dist(π, Γ S ) ≥ 2 −n , then M A,φ1,φ2,φ3,φ4 (n) accepts. (b) If there does not exist a k-segment path π from x to y that lies in domain S, then M A,φ1,φ2,φ3,φ4 (n) rejects.
The oracle Turing machine M in Theorem 3.3 can be modified into a Turing transducer M 1 that outputs a k-segment path whenever M accepts.
Corollary 3.4 Assume that k ≥ 2 and S has property (A) or property (B).
Then, there exist a polynomial-time nondeterministic oracle Turing transducer M 1 and a set A ∈ NP such that, for any oracles φ 1 , φ 2 , φ 3 , φ 4 representing two points x, y ∈ S, respectively, and for any input n > 0, the following conditions hold:
(a) If there exists a k-segment path π from x to y such that π lies in domain S and dist(π, Γ S ) ≥ 2 −n , then M A,φ1,φ2,φ3,φ4 1 (n) accepts and outputs k−1 dyadic points x 1 , x 2 , . . . , x k−1 in S such that the path consisting of xx 1 , x 1 x 2 , . . . , x k−2 x k−1 , and x k−1 y is in S. (b) If there does not exist a k-segment path π from x to y that lies in domain S, then M A,φ1,φ2,φ3,φ4 1 (n) rejects.
Lower Bounds
We first consider the 1-path problem. The proof of the following theorem is similar to, but simpler than, the proof of Theorem 4.3 (for the case k ≥ 2). We omit the details. Next, we consider the k-path problems for k ≥ 2. We show that, for each k ≥ 2, there exists a domain S satisfying property (B) such that the k-path problem of domain S is Σ Proof. (Sketch). We first consider the case k = 3.
Recall that A ∈ Σ P 2 means that there exist a set B ∈ P and a polynomial function p such that, for any w ∈ {0, 1} * of length n,
For any w ∈ {0, 1} * of length n > 0, we will define a domain T w ⊆ [0, 1] 2 . For any k, 0 ≤ k ≤ 2 p(n) − 1, we let u k be the kth string in {0, 1} n ; that is, u k is the p(n)-bit binary representation of the integer k, with possible leading zeroes. We also let a k = k · 2 −p(n) for any 0 ≤ k ≤ 2 p(n) . Now, for each w ∈ {0, 1} * and each j, 0 ≤ j ≤ 2 p(n) − 1, where n = |w|, we define a function f w,j that maps the unit interval [0, 1] to a curve in [0, 1] 2 . We divide the interval [0, 1] into 2 p(n) subintervals [a k , a k+1 ], for k = 0, 1, . . . , 2 p(n) − 1, and function f w,j maps each interval [a k , a k+1 ] to either a line segment or a curve consisting of two line segments. Namely, for each k,
] to the line segment whose two endpoints are 1/4+ a k /2, a j and 1/4 + a k+1 /2, a j , if w, u j , u k ∈ B; and (ii) f w,j maps [a k , a k+1 ] to a 2-segment path from 1/4 + a k /2, a j to 1/4 + a k+1 /2, a j , with the middle breakpoint 1
Let Γ w,j denote the image of f w,j on [0, 1]. We show in Figure 1 the curve Γ w,j , where p(|w|) = 3, j = 0, and w, u j , u k ∈ B for k = 0, 3, 4, 5, 7, and w, u j u k ∈ B for k = 1, 2, 6. (In Figure 1 , a * Next, for each w ∈ {0, 1} * and each j, 0 ≤ j ≤ 2 p(n) , where n = |w|, we define a closed set X w,j . First, let R w,j,0 be the rectangle whose four corners are 1/8, a j−1 +2 −p(n)−2 , 1/4, a j−1 +2 −p(n)−2 , 1/4, a j and 1/8, a j ; and let R w,j,1 be the rectangle whose four corners are 3/4, a j−1 + 2 −p(n)−2 , 7/8, a j−1 + 2 −p(n)−2 , 7/8, a j and 3/4, a j . Now, set X w,j can be defined as follows:
(i) For j = 0, X w,0 is the region enclosed between the line 1 4 , 0 3 4 , 0 and the curve Γ w,0 .
(ii) For 1 ≤ j ≤ 2 p(n) − 1, X w,j is the union of rectangles R w,j,0 , R w,j,1 and the region enclosed between the line from 1/4, a j − 2 −p(n)−2 to 3/4, a j − 2 −p(n)−2 and Γ w,j . (iii) For j = 2 p(n) , X w,j is the union of three rectangles: R w,j,0 , R w,j,1 , and the rectangle whose four corners are 1/4, 1 − 2 −p(n)−2 , 3/4, 1 − 2 −p(n)−2 , 3/4, 1 and 1/4, 1 .
We also define Y w to be the union of two rectangles whose four corners are 7/8, 1 T Figure 2 ). We observe that the domain T w and points x w , y w satisfy the following properties:
then there is a 3-segment path in T w from x w to y w , whose middle two breakpoints are 1/8 − 2 −p(n)−2 , a j + 2 −p(n)−3 and 7/8 + 2 −p(n)−2 , a j + 2 −p(n)−3 . (2) Otherwise, all 2 p(n) possible pathways are blocked by some bumps of the functions f w,j , and so there is no 3-segment path in T w from x w to y w . Now, we can combine domains T w into a single domain S. For each n > 0, let c n = 1 − 2 −(n−1) . We define, for each w ∈ {0, 1} * of length n, domain S w to be the image of domain T w under the linear transformation
where k w is the integer whose n-bit binary representation (with possible leading zeroes) is exactly w. Let S = w∈{0,1} + S w , (see Figure 3) . It is not hard to verify that S satisfies property (B). That is, for any given point z ∈ [0, 1] 2 and integer n > 0, if dist(z, Γ S ) ≥ 2 −n , then we can determine whether z ∈ S and find a dyadic rational d such that |d − dist(z, Γ S )| ≤ 2 −n . In addition, from the above observations (1) and (2) we see that w ∈ A if and only if there is a 3-segment path between g w (x w ) and g w (y w ). So, the question of whether w ∈ A can be solved in polynomial time by asking whether there is a 3-segment path in S from g w (x w ) to g w (y w )). This completes the proof of the case k = 3.
For k > 3 and k = 2, we can modify the above construction to get the required domain S. We omit the details, and only show the domain T w for the case of k = 8 in Figure 4 , and the domain T w for the case k = 2 in Figure  5 . 2 satisfying property (B), the corresponding k-path problem is nondeterministic polynomial-time computable.
We remark that it is known in discrete complexity theory that
. . 
Final Remarks
We observe that the domain S constructed in Theorem 4.3, though satisfying property (B), is not a simply connected domain. In fact, it contains an infinite number of holes. Whether this construction can be strengthened to make S a simply connected domain, or a multiply connected domain (i.e., a domain with a finite number of holes), is an interesting open question. We do know that the result of Theorem 4.1 also applies to the k-path problem for k > 1. So, we have the following weaker lower bound for simply connected domains S satisfying either property (A) or property (B). In addition, we observe that the holes in domain S constructed in Theorem 4.3 can be eliminated if we consider three-dimensional domains. 2 with a number of holes X w,j , 0 ≤ j ≤ 2 p(n) , and Y w . Now, we start with the unit cube [0, 1] 3 , and for each j, 0 ≤ j ≤ 2 p(n) , we dig a hole (from top) of the shape X w,j of depth 1/2, and a hole of the shape Y w of the same depth. Call the remaining region U w (which contains the bottom half of the cube and so is simply connected). In addition, attach two bars . We note that any path from x w to y w must contain first a line segment from B w,1 to U w , and at last a line segment from U w to B w,2 , and so the only possible 3-segment path from x w to y w must stay in the top half of the domain T w , and so satisfies the conditions (1) and (2) of the proof of Theorem 4.3.
With some care, we can combine domains T w into a single domain S that is simply connected, and satisfies property (B). Actually, S also satisfies property (A), since each hole X w,j in the original domain T w can be computed in polynomial time in |w|.
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