Abstract-Motivated by average-case trace reconstruction and coding for portable DNA-based storage systems, we initiate the study of coded trace reconstruction, the design and analysis of high-rate efficiently encodable codes that can be efficiently decoded with high probability from few reads (also called traces) corrupted by edit errors. Codes used in current portable DNAbased storage systems with nanopore sequencers are largely based on heuristics, and have no provable robustness or performance guarantees even for an error model with i.i.d. deletions and constant deletion probability. Our work is a first step towards the design of efficient codes with provable guarantees for such systems. We consider a constant rate of i.i.d. deletions, and begin by analyzing marker-based code-constructions coupled with worst-case trace reconstruction algorithms. Then, we show how a more careful design of the code allows us to exploit ideas from average-case trace reconstruction to reduce the number of traces required with the same redundancy.
I. INTRODUCTION
Trace reconstruction was originally introduced in [1] , motivated by problems in sequence alignment, phylogeny, and computational biology. The setting for this problem is as follows: There is an unknown string x ∈ {0, 1} n , and our goal is to reconstruct it. Towards this goal, we can ask for traces of x, which are obtained by sending x through a deletion channel. This channel independently deletes bits of x with a given deletion probability d. We wish to minimize the number of traces required for reconstructing x with high probability. Two main perspectives correspond to worst-case trace reconstruction, where the reconstruction algorithm must work simultaneously for all strings in {0, 1} n , and averagecase trace reconstruction, where the reconstruction algorithm is only required to work with high probability for a uniformly random string.
Results on average-case trace reconstruction can be interpreted from a coding perspective: They state that there exist very large codebooks which can be reconstructed efficiently from relatively few traces. However, no efficient encoders are known for such codes, and one may hope to lower the number of traces required for reconstruction further by relaxing the size of the code. This point of view naturally leads to the problem of coded trace reconstruction: The goal is to design high rate, efficiently encodable codes whose codewords can be efficiently reconstructed with high probability from very
The full version of the paper is available at https://arxiv.org/abs/1903.09992. Research supported by the grants NSF CCF 16-18366, SemiSynBio NSF CCF 18-07526, and Molecular Informatics DARPA W911NF-18-2-0032. few traces with constant deletion probability. Here, "high rate" refers to a rate approaching 1 as the block length increases. We remark that in such a case the number of traces must grow with the block length of the code.
A practical motivation for coded trace reconstruction comes from portable DNA-based data storage systems using DNA nanopores, first introduced in [2] . In DNA-based storage, a block of user-defined data is first encoded over the nucleotide alphabet {A, C, G, T }, and then transformed into moderately long strands of DNA through a DNA synthesis process. For ease of synthesis, the DNA strands are usually encoded to have balanced GC-content, so that the fraction of {A, T } and {G, C} bases is roughly the same. To recover the block of data, the associated strand of DNA is sequenced with nanopores, resulting in multiple corrupted reads of its encoding. Careful read preprocessing alignment [2] allows the processed reads to be viewed as traces of the data block's encoding. As a result, recovering the data block in question can be cast in the setting of trace reconstruction. Due to sequencing delay constraints 1 , it is of great interest to minimize the number of reads required to reconstruct the data block.
The trace reconstruction procedures associated to the codes used by practical portable DNA-based storage systems [2] , [3] are largely based on heuristics. In fact, these codes have no robustness or performance guarantees for trace reconstruction even under i.i.d. deletions with constant deletion probability. Consequently, our work on coded trace reconstruction is a first step towards the development of codes with provable robustness guarantees and good performance for trace reconstruction in portable DNA-based data storage systems.
A. Related Work
Recently, there has been significant interest both in trace reconstruction and coding for settings connected to DNA-based data storage. The state-of-the-art result in the average-case setting states that exp(O(log 1/3 n)) traces suffice for reconstruction in that setting [4] . Much less is known about worstcase trace reconstruction. The current best upper bound of exp(O(n 1/3 )) traces was proved concurrently in [5] , [6] . The gaps between upper and lower bounds for both average-and worst-case trace reconstruction are still almost exponential [7] . Some works have also focused on this problem from a combinatorial coding perspective (see [8] and references therein).
The capacity of the deletion channel with constant number of traces for small deletion probability under a random codebook has been characterized [9] . Coded trace reconstruction has also been studied independently and concurrently under a similar setting in [10] . Their codes consist in concatenated blocks coming from Varshamov-Tenengolts codes. Other recent works have focused on coding for channel models inspired by DNAbased data storage [11] - [15] . We remark that these models and their motivations are different from ours. In this work, we will be considering marker-based code designs. Codes with markers robust against edit errors have been considered before in a different form and setting [16] .
B. Channel Model
In this section, we describe the channel model we will be working under. On input a string x ∈ {0, 1} n , a deletion probability d, and an integer t(n), the channel returns t(n) traces of x. Each trace of x is obtained by sending x through a deletion channel with deletion probability d. Overall, all t(n) traces are independent and identically distributed as outputs of the deletion channel given input x. Given a code C ⊆ {0, 1} n , we say C can be efficiently reconstructed from t(n) traces if there exists a polynomial p(n) and a polynomial-time algorithm that recovers every c ∈ C from t(n) traces of c with probability at least 1 − 1/p(n) over the randomness of the algorithm and the traces.
C. Our Contributions
We initiate the study of coded trace reconstruction for efficient, high-rate codes against a constant rate of deletions. More specifically, we start by analyzing the performance of marker-based constructions coupled with worst-case trace reconstruction algorithms. These constructions have the property that they can be easily instantiated with a large range of inner codes. Then, we take advantage of this fact to construct highrate marker-based codes over the {A, C, G, T } alphabet with two important properties for DNA-based storage: Balanced GC-content and efficient reconstruction from few traces. Finally, we consider a more careful design of the high-rate inner code to be used in the marker-based constructions, provided the deletion probability is a small enough constant. This allows us to use a modified version of an algorithm for average-case trace reconstruction from [17] , which leads to a substantial reduction in the number of traces required for reconstruction while the rate barely changes.
D. Organization
In Section II, we define some notation and discuss previously known results that we will use later on. We describe and analyze general marker-based constructions in Section III. Then, we show how to reduce the number of traces required for small deletion probability in Section IV. Due to space constraints, proofs and most detailed arguments have been deferred to the full version of this paper.
II. NOTATION AND PRELIMINARIES

A. Notation
We denote the length of a string x by |x|, and its Hamming weight by w(x) = |{i : x i = 0}|. Given two strings x and y over the same alphabet, we denote their concatenation by x||y. For a string x, we define x[a, b) = (x a , x a+1 , . . . , x b−1 ). If |x| = n, we define x[a, ·] = (x a , x a+1 , . . . , x n ). We say that y is a subsequence of x if there exist indices i 1 < i 2 < · · · < i |y| such x ij = y j . Moreover, y is said to be a substring of x if y = x[a, a + |y|) for some 1 ≤ a ≤ |x| − |y| + 1. Given two strings x, y ∈ {0, 1} n , we write x + y for the bitwise XOR of x and y. A run of length in a string x is a substring of x comprising identical symbols. The uniform distribution over {0, 1}
t is denoted by U t . All logarithms log are taken with respect to the base 2. The redundancy of a code C ⊆ A N of size |A| n is N − n.
B. Almost k-wise Independent Spaces
In this section, we define almost k-wise independence and present a related result that will be useful.
k . The following result gives an efficient construction of analmost k-wise independent space which can be generated with few uniformly random bits [18] .
Lemma 2: For every m, k, and there exists an efficiently computable function g : {0, 1} t → {0, 1} m with
is an -almost k-wise independent random variable over {0, 1} m .
C. Nearly-Optimal Systematic Codes for Edit Errors
We will require systematic codes that are robust against edit errors (deletions and insertions) [19] , [20] .
Lemma 3: For every m and t < m there exists an efficiently encodable and decodable systematic code C edit ⊆ {0, 1} m+r with redundancy r = O t log 2 m t + t that can correct up to t edit errors.
D. Trace Reconstruction 1) Worst-Case Trace Reconstruction: In this section, we present the state-of-the-art result for worst-case trace reconstruction from [5] , [6] that will be useful in Section III.
Lemma 4: For every n and constant deletion probability d there exists an algorithm that reconstructs an arbitrary string x ∈ {0, 1} n with probability at least 1 − exp(−2n) from exp(O(n 1/3 )) traces in time exp(O(n 1/3 )).
2) Trace Reconstruction of Subsequence-Unique Strings:
One of the key tools for our constructions in Section IV is a modified version of the efficient trace reconstruction for what we call subsequence-unique strings from [17] , which can also be used for average-case trace reconstruction.
Definition 5: A string x ∈ {0, 1} n is said to be wsubsequence-unique if for every a and b such that either a < b or b + 1.1w < a + w we have that the substring x[a, a + w) is not a subsequence of x[b, b + 1.1w).
We remark that these strings appear under the name "substring-unique" in [17] . We decided to change the name because it has been used for a different definition elsewhere [21] .
The following result about subsequence-unique strings was proved in [17, Theorem 2.5].
Lemma 6: For w = 100 log n and small enough constant deletion probability d, there exists an algorithm that reconstructs every w-subsequence-unique string x ∈ {0, 1} n with probability 1−1/poly(n) from poly(n) traces in time poly(n).
III. MARKER-BASED CONSTRUCTIONS
In this section, we discuss marker-based constructions of high-rate codes that can be efficiently reconstructed from few traces. The initial idea behind these codes is the following: Each codeword contains markers, consisting of long enough runs of 0's and 1's. Between two consecutive markers, we add a short block containing a codeword from an inner code satisfying a mild constraint. We discuss a construction based on this idea in Section III-A. Then, in Section III-B we briefly discuss how these ideas can be extended to the alphabet {A, C, G, T } to yield codes with balanced GC-content that require few traces to be reconstructed.
A. A First Construction
In this section, we prove the following theorem. Theorem 7: For every constant deletion probability d < 1, there exists an efficiently encodable code C ⊆ {0, 1} n+r with redundancy r = O(n/ log n) that can be efficiently reconstructed from exp(O(log 2/3 n)) traces. The number of traces required in Theorem 7 is larger than the number of traces in the state-of-the-art result for averagecase trace reconstruction [4] . However, as mentioned before, our code is efficiently encodable, while the codes induced by previous work on average-case trace reconstruction do not have efficient encoders.
We proceed to describe the encoder Enc : {0, 1} n → {0, 1} n+r for C. For simplicity, we consider d = 1/2 throughout this section. Let = 50 log n. Then, a marker M is a string of size 2 of the form M = 0 ||1 . We also require an efficiently encodable and decodable inner code C ⊆ {0, 1} m+r with encoder Enc : {0, 1} m → {0, 1} m+r , where m = log 2 n and r is the redundancy, satisfying the following property.
Property 8: For all c ∈ C and substrings s of c with |s| = √ m, it holds that w(s) ≥ |s|/3. Intuitively, Property 8 ensures that the trace of c does not have long runs of 0's with high probability. We provide a simple construction of such a code in Section III-A1.
Suppose we wish to encode x ∈ {0, 1} n . The encoder Enc on input x proceeds as follows: First, we split x into n/ log 2 n blocks of length log 2 n, i.e.,
Then, we encode each block
log 2 n+r . Finally, we set Enc(x) to be
We
) from x and decoding x from Enc(x) can both be done efficiently if the inner code C is efficiently encodable and decodable. We now compute the redundancy of C. We have
(1) We shall see that we can have r = O(log log n). Therefore, C can be made to have redundancy O n log n according to (1) . The key to the proof of Theorem 7 is the following lemma, which is obtained by combining the shape of markers M and Property 8 satisfied by C with standard applications of the Chernoff and union bounds.
Lemma 9: Consider the following event E: We correctly identify the separation between the traces of 0 and 1 from every marker in the trace of Enc(x) by looking for all 1's that appear immediately after a run of at least 10 log n 0's. Then, E happens with probability at least 1 − n −2 over the randomness of the trace for every x ∈ {0, 1} n . We are now ready to sketch a trace reconstruction algorithm for C. Given a trace T of Enc(x), Lemma 9 ensures that with high probability we can split T into strings T (1) , . . . , T (n/ log 2 n) with the following properties: (i) Each
is distributed like a trace of y (i) = 1 ||x (i) ||0 conditioned on the high probability event E, and (ii) the T (i) are all independent. In fact, each T (i) can be picked by first looking for the (i − 1)-th and i-th runs of 0 of length at least 10 log n in the trace T , and picking every bit in T immediately after the (i − 1)-th run up to and including the i-th run.
Suppose we have access to t = exp(O(log 2/3 n)) i.i.d. traces T 1 , . . . , T t of Enc(x). Then, with probability at least 1 − 1/n the event E holds for all T i . This means we can split each T i into sub-traces T 
t . Since these traces are distributed as i.i.d. traces of y (j) conditioned on a high probability event and |y (j) | = O(log 2 n), the algorithm on this input still reconstructs y (j) correctly with probability at least, say, 1 − 1/n 2 in time poly(n). A union bound over all j ensures that we reconstruct every block x (j) correctly with probability at least 1−1/n. Theorem 7 follows. We note that it is possible to obtain further tradeoffs between redundancy and number of traces required for reconstruction by "iterating" the marker-based technique. We prove the following theorem in the full version.
Theorem 10: For every constant deletion probability d < 1, there exists an efficiently encodable code C ⊆ {0, 1} n+r with redundancy r = O(n/ log log n) that can be efficiently reconstructed from exp(O(log log n) 2/3 ) traces.
1) Instantiating the Inner Code:
We proceed to instantiate the inner code C appropriately. We present a simple construction of an efficiently encodable and decodable code C with encoder Enc : {0, 1} m → {0, 1} m+r and redundancy r = O(log m). We then obtain the desired code by setting m = log 2 n. Our starting point is the following lemma. Results of this type have already been used in [20] to generate strings satisfying desirable properties from few random bits.
Lemma 11: Let g : {0, 1} t → {0, 1} m be the function guaranteed by Lemma 2 with k = 3w and = 2 −10w for w = 100 log m (hence t = O(log m)). Fix some x ∈ {0, 1} m and consider the random variable Y = x + g(U t ). Then, with probability at least 1 − 2/m, we have that Y satisfies the following property:
Property 12: w(Y [a, a + w)) ≥ 0.4w simultaneously for all 1 ≤ a ≤ m − w + 1.
Given x ∈ {0, 1} m , we compute Enc (x) as follows: We iterate over all z ∈ {0, 1} t until we find z such that y = x + g(z) satisfies w(s[a, a+w)) ≥ 0.4w. Such a string z is known to exist by Lemma 11 and can be found in time poly(m) since t = O(log m). Then, we set Enc (x) = z||y. Observe that the redundancy of C is exactly |z| = t = O(log m), and that we have encoders and decoders for C running in time poly(m) since t = O(log m) and Property 12 can be checked in time poly(m). To see that C satisfies the property required in this section, fix some substring s of Enc (x) such that |s| = √ m. Then, w(s) ≥ 0.4w · |s|/w − t ≥ 0.39|s| if m is large enough.
B. A Code for DNA-Based Storage Requiring Few Traces
In this section, we briefly sketch how the ideas from Section III-A can be extended to prove the following theorem.
Theorem 13: For every constant deletion probability d < 1, there exists an efficiently encodable code C ⊆ {A, C, G, T } n+r with redundancy r = O(n/ log n) and balanced GC-content that can be efficiently reconstructed from exp(O(log 2/3 n)) traces.
We proceed similarly to Section III-A, except that we must work over {A, C, G, T }. We highlight the main differences in the argument: First, we instead use the markers M = (AC) ||(T G) . Note that M has balanced GC-content. Then, we must construct an efficiently encodable/decodable inner code C ⊆ {A, C, G, T } m+r that has balanced GC-content and satisfies the following property analogous to Property 8:
Property 14: For all c ∈ C and substrings s of c with |s| = √ m, at least |s|/3 symbols of s are T or G. Using techniques similar to [22, Lemma 6] , it is possible to combine the code from Section III-A1 with a low redundancy binary balanced code [23] to obtain the desired inner code C with redundancy r = O(log m). Once this is done, we can proceed analogously to Section III-A to finish the proof of Theorem 13. An analogue of Theorem 10 can also be shown.
IV. REDUCING THE NUMBER OF TRACES FOR SMALL CONSTANT DELETION PROBABILITY
The main goal of this section is to show how a more careful design of the inner code in the construction from Section III-A leads to better trace reconstruction guarantees for small deletion probability d, while the redundancy barely changes. To be precise, we obtain the following result. 
n+r with redundancy r = O(n/ log n) that can be efficiently reconstructed from poly(log n) traces.
A. Low Redundancy and Polynomially Many Traces
Our starting point towards proving Theorem 15 is a simple construction of a low redundancy code that can be efficiently reconstructed from polynomially many traces. This is accomplished by using a modified version of the trace reconstruction algorithm for w-subsequence-unique strings from Lemma 6.
Theorem 16: If d is a small enough constant, there exists an efficiently encodable code C ⊆ {0, 1}
n+r with redundancy r = O(log n) that can be efficiently reconstructed from poly(n) traces.
We begin with the following lemma. Lemma 17: Let g : {0, 1} t → {0, 1} n be the function guaranteed by Lemma 2 with k = 3w and = 2 −10w for w = 100 log n (hence t = O(log n)). Fix x ∈ {0, 1} n and set Y = x + g(U t ). Then, with probability at least 1 − 1/poly(n) it holds that Y is w-subsequence-unique.
The code C ⊆ {0, 1} n+r with encoder Enc : {0, 1} n → {0, 1}
n+r is defined similarly to C from Section III-A1. Given a string x ∈ {0, 1} n , we compute Enc(x) by iterating over all z ∈ {0, 1} t until we find one such that y = x + g(z) is wsubsequence-unique. Then, we set Enc(x) = z||y. By choice of parameters, C is encodable and decodable in time poly(n).
1) Trace Reconstruction Algorithm: To conclude the section, we give a high-level description of the trace reconstruction algorithm for C. We make use of the fact that Enc(x) = z||y is almost w-subsequence-unique, except for the first |z| = O(log n) bits.
The algorithm we use is a simple modification of [17, Theorem 2.5] . First, we use poly(n) traces to learn z and the first O(log n) bits of y with high probability (we call this the bootstrapping step). Now, suppose that we already know z and the bits y 1 , . . . , y i−1 . Our goal is to reconstruct y i with high probability from poly(n) traces of Enc(x). Let T be a trace of Enc(x). We look for a substring of T that matches y[k − w, k) for a specific k < i such that k = Ω(log n). Suppose such a matching occurs at T [u − w, u). Unlike [17] , we only care about matchings where u − w > |z|, which we call good. The intuition for this is that all bits in a good matching within T must come from y. Assuming that T [u−w, u) is the first good matching of y[k − w, k) in T , we let V = T [u, ·]. Similarly to [17, Theorem 2.5] , since y is w-subsequence-unique, and provided the deletion probability d is small enough, there is a specific j such that the quantity Pr[V j = 1] satisfies a threshold property depending on the value of y i : If y i = 0, then Pr[V j = 1] < S 0 , and Pr[V j = 1] > S 1 otherwise, for S 0 < S 1 . We show that we can approximate all of Pr[V j = 1], S 0 , and S 1 to within error, say,
with high probability from poly(n) traces of Enc(x). If we successfully approximate the quantities in question, then we obtain the correct value of y i . This implies that we can recover y i from poly(n) traces with high probability, concluding the proof of Theorem 16.
B. Using the Code within a Marker-Based Construction
In this section, we sketch the proof of Theorem 15. The basic idea is that we would like to use the code designed in Section IV-A as the inner code C for the construction of C in Section III. Then, our hope is that we could use the trace reconstruction algorithm from Section IV-A1 within each subtrace, instead of simply applying worst-case trace reconstruction algorithms. This idea does not work as is, but we will make some modifications to the code from Section IV-A so that an argument of this type still goes through.
The first detail we have to handle is that the inner code C must satisfy Property 8. If this holds, then the reasoning of Section III-A implies that we can focus on the trace reconstruction problem for strings of the form 1 ||c||0 , where c ∈ C has length O(log 2 n) and = O(log n), as long as we only use a sublinear number of traces in n. If we wish to apply the trace reconstruction algorithm from Section IV-A1 to such strings, we immediately run into a barrier: The bootstrapping step used in Section IV-A1 and [17] no longer works. In fact, we would require at least poly(n) traces of 1 ||c||0 to learn even the first bit of c, which is already unacceptable. Therefore, we require an alternative bootstrapping method. Another barrier we face is that the reconstruction algorithm from Section IV-A1 assumed all but the few first bits of c comprise a subsequence-unique string. However, this is not the case here, as we must deal with the string c||0 . This last issue is solved by showing that x + g(U t ) satisfies a stronger form of subsequence-uniqueness with high probability.
Lemma 18: Let g : {0, 1} t → {0, 1} m be the function guaranteed by Lemma 2 with k = 3w and = 2 −10w for w = 100 log m (hence t = O(log m)). For arbitrary and x ∈ {0, 1} m , define the random variable Y = x + g(U t )||0 . Then, with probability at least 1 − 1/poly(m) we have that Y satisfies the following property. 
1w).
We proceed to describe the encoder Enc : {0, 1} m → {0, 1} m+r of C . On input a message x ∈ {0, 1} m , we begin by setting x = 0 for = 10 . Let m = |x |. Then, we iterate over all z ∈ {0, 1} t until we find one such that x +g(z) is w-subsequence-unique and satisfies Properties 12 and 19 for w = 100 log m . The existence of such z is guaranteed by Lemmas 11, 17, and 18 , and all properties are checkable in time poly(m). Then, we define z = Enc edit (0||z), where Enc edit is the encoder of the systematic code C edit from Lemma 3 robust against a 5d-fraction of edit errors. Finally, we set Enc (x) = z ||x + g(z) = z ||y . Observe that the redundancy of C is O( √ m) = O(log n). As a result, by (1), the final code C has redundancy O(n/ log n).
To conclude this section, we briefly explain how the modifications above solve the issues we mentioned. First, note that since Enc (x) satisfies Property 12 for m < 2m, it follows that C satisfies Property 8. Second, the fact that C edit is systematic implies that z 1 = 0. This means that with probability 1 − d the first 0 in the trace of 1 ||z ||y ||0 corresponds to z 1 . Using this, we obtain the following result.
Lemma 20: If d is small enough, there is an efficient algorithm that recovers z from O(log n) traces of 1 ||z ||y ||0 with probability at least 1 − n −10 . Since the first bits of x are 0's, once we recover z then we automatically recover the first bits of y as well. Therefore, we are able to bootstrap the algorithm from Section IV-A1. Finally, since y is w-subsequence-unique and satisfies Property 19, we can apply the ideas from Section IV-A1 to iteratively recover each bit of y from poly(2 +|Enc (x)|) = poly(log n) traces of 1 ||z ||y ||0 with high probability. Theorem 15 now follows.
