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We introduce the concept of Fre´chet approximate Jacobian matrices for contin-
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not necessarily locally Lipschitz functions. Examples are also given to illustrate the
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1. INTRODUCTION
Let f  Rn → Rn be a function and let K ⊆ Rn be a nonempty set. The
variational inequality problem associated to f and K, which is denoted by
V fK, consists of ﬁnding a point x0 ∈ K such that
f x0 x− x0	 ≥ 0 for all x ∈ K
If we denote the positive polar cone of the set K − x0 by K − x0∗, i.e.,
K − x0∗ = u ∈ Rn u x− x0	 ≥ 0 for all x ∈ K
then the problem V fK means ﬁnding x0 ∈ K such that
f x0 ∈ K − x0∗
The variational inequality problem has been a topic of intensive research
since the pioneering work by Stampacchia in 1961 [20]. Nowadays there
exists a very rich literature on the theoretical and numerical developments
as well as on the applications of this problem (see [4, 12, 13, 15–18] and the
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references given therein for more details). Among the theoretical research,
the uniqueness of solutions occupies an important part. As far as we know,
the ﬁrst result on uniqueness is due to Cottle (see [2]), who studied the
problem for the case when the set K is the positive orthant Rn+ and f is
a differentiable function with a derivative matrix having positive principal
minors only. More attractive results were obtained for local uniqueness in
the works [7, 12, 18] and some others, in which f is assumed to be differ-
entiable or at least locally Lipschitz. A further extention of these results to
a more general case where f is H-differentiable, which is weaker than the
local Lipschitz continuity, has been set up in a recent paper [21].
On the other hand, recently the authors of [8] have introduced a new con-
cept of a generalized derivative, called the approximate Jacobian matrix,
for continuous vector functions. It turns out (see [8–11]) that this con-
cept provides a useful device for treating problems that have continu-
ous, not necessarily locally Lipschitz functions. The approximate Jacobian
enjoys quite decent calculus, including elementary rules (sum, product,
composition   ), the mean value theorem, open mapping theorem, etc.
More importantly, several known generalized derivatives of vector func-
tions such as the Clarke generalized Jacobian, the Ioffe prederivative, and
the Warga unbounded derivate containers are examples of the approximate
Jacobian. This implies that results obtained by using the approximate Jaco-
bian are also true when applied to the generalized derivatives mentioned
above. Moreover, as was noted in [8], a locally Lipschitz function may admit
an approximate Jacobian whose closed convex hull is strictly contained
in the Clarke generalized Jacobian. Therefore, even for locally Lipschitz
problems, conditions obtained by using the approximate Jacobian are often
sharper than those obtained by using the Clarke Jacobian (see [22]).
The purpose of our paper is to introduce the notion of Fre´chet approx-
imate Jacobian matrices for continuous functions and to use it to prove
some sufﬁcient criteria for the local uniqueness of solutions to the problem
V fK. Examples are also given to show that the obtained criteria can be
applied to situations where the existing results are not suitable.
2. FRE´CHET APPROXIMATE JACOBIANS
Suppose that ϕ Rn → R is continuous. We recall that the upper Dini
directional derivative of ϕ at x in the direction u is deﬁned by
ϕ+x u = lim sup
t↓0
ϕx+ tu − ϕx
t

Now let f  Rn → Rm be continuous. We say that a closed set of m× n-
matrices ∂f x ⊆ LRnRm is an approximate Jacobian of f at x if for
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every u ∈ Rn and v ∈ Rm one has
vf +x u ≤ sup
M∈∂f x
vMu	
where vf =∑mi=1 vifi with v = v1     vm ∈ Rm and f = f1     fm.
We also say that a set-valued map ∂f  Rn ⇒ LRnRm is an approximate
Jacobian map of f if, for each x, the set ∂f x is an approximate Jacobian
of f at x. Thus, when we say that f admits an approximate Jacobian map F
which is upper semicontinuous at x0, we mean that Fx is an approximate
Jacobian of f at x for each x and is upper semicontinuous at x0 in the
sense that for each ε > 0, there is some δ > 0 such that
Fx ⊆ Fx0 + εBm for all x ∈ x0 + δBn
where Bm and Bn denote the closed unit balls in Rm and Rn respectively.
The closed unit ball in LRnRm is denoted by Bm×n. The Euclidean norms
in Rn and in LRnRm are denoted by the same symbol,   .
The approximate Jacobian was ﬁrst introduced in [8]. We refer the inter-
ested reader to [8–11, 22] for properties and applications of the approxi-
mate Jacobian. Here are some elementary rules we list without proof for
the sake of convenience.
(i) If ∂f x ⊆ LRnRm is an approximate Jacobian of f at x, then
every closed subset of LRnRm which contains ∂f x is an approximate
Jacobian of f at x.
(ii) If f is Gaˆteaux differentiable at x, then every approximate
Jacobian ∂f x of f at x contains the Gaˆteaux derivative of f at x in its
closed convex hull clconv ∂f x. Moreover, f is Gaˆteaux differentiable at x
if and only if it admits a singleton approximate Jacobian at this point.
(iii) If f g Rn → Rm are continuous and if ∂f x and ∂gx are
approximate Jacobians of f and g at x respectively, then the closure of the
set ∂f x + ∂gx is an approximate Jacobian of f + g at x.
(iv) (Generalized mean value theorem) Let f  Rn → Rm be contin-
uous and let ∂f x be an approximate Jacobian of f at x. Then for each
pair of points a b ∈ Rn, one has
f b − f a ∈ clconv∂f a bb− a
When m = 1, there exists some c ∈ a b such that
f b − f a ∈ clconv∂f cb− a
(v) A continuous function is locally Lipschitz if and only if it admits
a locally bounded approximate Jacobian.
632 dinh the luc
For future use, let us recall (see for instance [14]) that the recession cone
of A ⊆ Rm, which is denoted by A∞, consists of all the limits limi→∞ tiai
where ai ∈ A and ti is a sequence of positive numbers converging to 0. It
is important to note that a set is bounded if and only if its recession cone is
trivial. Elements of the recession cone of the approximate Jacobian ∂f x
are called recession Jacobian matrices.
Given an approximate Jacobian ∂f x0 of f at x0, we say that it is a
Fre´chet approximate Jacobian of f at x0 if, for each x in a neighborhood of
x0, there exists a matrix Mx ∈ ∂f x0 such that
f x − f x0 −Mxx− x0 = ox− x0
where limx→x0 ox− x0/x− x0 = 0.
The following result expresses a link between the Fre´chet derivative and
the Fre´chet approximate Jacobian.
Proposition 2.1. Assume that f is Fre´chet differentiable. Then ∇f x
is a Fre´chet approximate Jacobian of f at x, and any Fre´chet approximate
Jacobian of f at x contains ∇f x in its closed convex hull. Conversely, if f
admits a singleton Fre´chet approximate Jacobian A at x, then f is Fre´chet
differentiable at x and A = ∇f x.
Proof. If f is Fre´chet differentiable at x0, then, in a neighborhood of x0,
f x − f x0 = ∇f x0x− x0 + ox− x0
It is obvious that the singleton ∇f x0 is a Fre´chet approximate Jacobian
of f at x0. Let ∂f x0 be a Fre´chet approximate Jacobian of f at x0. In
particular, it is an approximate Jacobian of f at x, hence it contains ∇f x
in its closed convex hull, according to Rule (i) of the approximate Jacobian.
For the second part, let M be a singleton Fre´chet approximate Jacobian
of f at x0; then for each x in a neigborhood of x0 we have
f x − f x0 −Mx− x0 = ox− x0
which shows that f is Fre´chet differentiable and ∇f x0 =M .
We note that if f is Fre´chet differentiable and ∂f x is a Fre´chet approxi-
mate Jacobian of f at x, then ∇f x is not necessarily an element of ∂f x.
For instance, the constant function f  R2 → R deﬁned by f x = 0 admits
a Fre´chet approximate Jacobian ∂f 0 = αβ α2 + β2 = 1 at x = 0,
which evidently does not contain ∇f 0 = 0 0. Furthermore, not every
approximate Jacobian, even when it is a singleton, is a Fre´chet approximate
Jacobian. Below we give a sufﬁcient condition for this to be true.
Proposition 2.2. Suppose that f  Rn → Rm is continuous and admits
an approximate Jacobian map ∂f which is upper semicontinuous at x0. Then
clconv ∂f x0 is a Fre´chet approximate Jacobian of f at x0.
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Proof. For every ! > 0, by the upper semicontinuity of ∂f there is some
δ > 0 such that
clconv∂f x x0x− x0 ⊆ clconv ∂f x x0x− x0 + !Bm×nx− x0
whenever x−x0 < δ. This and the generalized mean value theorem imply
that there exist a matrix Mx ∈ clconv ∂f x0 and a Px ∈ Bm×n such that
f x − f x0 =Mxx− x0 + !Pxx− x0
Consequently
f x − f x0 −Mxx− x0
x− x0
< !
whenever x− x0 < δ, and the conclusion follows.
Corollary 2.3. Suppose that f  Rn → Rm is locally Lipschitz. Then
the Clarke generalized Jacobian ∂cf x of f at x is a Fre´chet approximate
Jacobian of f at x.
Proof. Since the Clarke generalized Jacobian is convex, compact val-
ued, and upper semicontinuous, the corollary is deduced immediately from
Proposition 2.2.
Note that a locally Lipschitz function may have a Fre´chet approximate
Jacobian smaller than the Clarke Jacobian. For instance, the function
f x = x admits a Fre´chet approximate Jacobian 1−1 at 0, while
∂cf 0 = −1 1. In this example ∂cf 0 is the convex hull of the Fre´chet
approximate Jacobian 1−1. The next example shows that a locally
Lipschitz function may have a Fre´chet approximate Jacobian whose convex
hull is smaller than the Clarke Jacobian.
Example 2.4. Suppose that f  R2 → R is deﬁned by
f x y =
{
x2 sin 1
x
+ y if x = 0
y else.
It is evident that this function is locally Lipschitz. A simple calculation
conﬁrms that the set
∂f 0 0 = 0 β β ∈ −1 1
is a Fre´chet approximate Jacobian of f at (0, 0), while its Clarke Jacobian
is the set
∂cf 0 0 = αβ αβ ∈ −1 1
Hence clconv ∂f 0 0 is a proper subset of ∂cf 0 0.
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Here is a continuous function that is not locally Lipschitz and has an
unbounded Fre´chet approximate Jacobian.
Example 2.5. Suppose that f  R2 → R2 is deﬁned by
f x y = (x1/2 sgnx y1/3 + x)
This function is not locally Lipschitz. It is easy to see that the set
∂f 0 0 =
{(
α 0
β γ
)
 α ≥ 0−1 ≤ β ≤ 1 γ ∈ R
}
is a Fre´chet approximate Jacobian of f at (0 0).
Note also that a non-Lipschitz function may have a bounded Fre´chet
approximate Jacobian, as shown by the next example.
Example 2.6. Let f  R→ R be deﬁned by
f x =
{
x2 sin 1
x2
x = 0
0 x = 0.
Then 0 is a Fre´chet approximate Jacobian of f at 0, and f is not locally
Lipschitz around 0. For real functions on R, the notions of Fre´chet differ-
entiability and Gaˆteaux differentiablity have no distinction.
Besides the Clarke generalized Jacobian, several known generalized
derivatives are examples of the Fre´chet approximate Jacobian. Some of
them are presented below.
Gowda and Ravindran’s H-Differential (see [3]). Suppose that f  Rn →
Rm is continuous. A nonempty subset T x0 ⊆ LRnRm is said to be an
H-differential of f at x if for every sequence xk converging to x0, there
exist a subsequence xkj and a matrix A ∈ T x0 such that
f xkj  − f x0 = Axkj − x0 + oxkj − x0
If f has an H-differential at x0, it is said to be H-differentiable at x0.
We see now that if T x0 is an H-differential of f at x0, then its closure
clT x is a Fre´chet approximate Jacobian of f at x. In fact, suppose to
the contrary that clT x0 is not a Fre´chet approximate Jacobian of f at x0.
There exists a sequence xk converging to x0 such that
lim
k→∞
df xk − f x0 T x0x− x0
xk − x0
≥ ε
for some ε > 0, where df xk − f x0 T x0xk − x0 denotes the dis-
tance from f xk − f x0 to T x0xk − x0. This contradicts the assump-
tion that T x0 is an H-differential of f at x0.
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Qi’s C-Differential (see [19]). Suppose that f  Rn → Rm is continuous.
We say that f is C-differentiable at x if there is a set-valued map F  Rn →
LRnRm such that (i) F is nonempty and compact valued in a neighbor-
hood of x and upper semicontinuous at x and (ii) for each v ∈ Rn and for
each M ∈ Fx + v, one has f x + v − f x = Mv + ov. If this is
true for all x, we say that F is a C-differential operator of f and Fx is
a C-differential of f at x. It can be seen that when f is locally Lipschitz,
the Clarke generalized Jacobian map is a C-differential operator of f . The
converse is not true; a C-differential need not be the Clarke generalized
Jacobian.
Proposition 2.7. Let f be C-differentiable and let F be a C-differential
operator of f . Then it is a bounded, upper semicontinuous approximate
Jacobian map of f . Moreover, for each x, Fx is a Fre´chet approximate
Jacobian of f at x.
Proof. First we show that Fx is an approximate Jacobian of f at x.
Let u ∈ Rn and v ∈ Rm. For every t > 0, let Mt ∈ Fx+ tu be such that
f x+ tu − f x = tMtu + otu
Let ti → 0 such that
vf +x u = lim
i→∞
vf x+ tiu − vf x
ti

Since F is upper semicontinuous and compact valued, we may assume with-
out loss of generality that Mi converges to some M0 ∈ Fx. It follows
that
vf +xu= lim
ti→∞
vMtiu	+otiu/ti
)=vM0u	≤ sup
M∈Fx
vMu	
This shows that Fx is an approximate Jacobian of f at x. By the hypoth-
esis we conclude that F is a bounded, upper semicontinuous approximate
Jacobian map of f .
The second part follows from the fact that every C-differentiable function
is H-differentiable, and its C-differential is an H-differential.
Ioffe’s Prederivative (see [6]). A set-valued map + Rn ⇒ Rm is said to
be a fan if (i) +x is a nonempty convex, compact set; (ii) +tx = t+x
∀ t > 0; and (iii) +x1 + x2 ⊆ +x1 + +x2. A fan from Rn to Rm is
called a prederivative of f at x if
f x+ u − f x ∈ +u + ruuBm
where ru → 0 as u → 0. It follows immediately that if +Q is a fan gen-
erated by a closed set Q ⊆ LRnRm by the rule
+Qu = Qu for u ∈ Rn
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and if f admits a prederivative of this form, then Q is a Fre´chet approximate
Jacobian of f at x. Conversely, if ∂f x is a Fre´chet approximate Jacobian
of f at x which is convex and compact, then the fan generated by ∂f x is
a prederivative of f at x.
Warga’s Unbounded Derivate Containers (see [23]). Suppose that f  Rn
→Rm is a continuous function and V is an open set in Rn. A collection
.εf x ⊆ LRnRm  ε > 0 x ∈ V  is said to be an unbounded derivate
container for f if (i) .εf x ⊂ .ε′f x for ε < ε′ and (ii) if for every
compact set C ⊆ V there is a sequence fi of continuously differentiable
functions deﬁned in a neighborhood of C, an integer ic ≥ 1, and a posi-
tive number δc such that fi uniformly converges to f on C and .εf x
contains ∇fiy for all i ≥ ic and for all y ∈ V with y − x < δc .
Proposition 2.8. Let f  Rn → Rm be continuous and let .εf x be
an unbounded derivate container of f on V . Then for each x0 ∈ V and ε > 0
the set clconv.εf x0 is a Fre´chet approximate Jacobian of f at x0.
Proof. Suppose to the contrary that clconv.εf x0 is not a Fre´chet
approximate Jacobian of f at x0. There exists a sequence xk converging
to x0 such that
df xk − f x0 clconv .εf x0xk − x0
xk − x0
≥ ε
for some ε > 0. Let C = xk k = 1 2   ∪ x0. Then C is a compact set,
which we may assume to be in V . Let fi be a sequence of continuously
differentiable functions stated in the deﬁnition of derivate containers. For
each k = 1 2    with xk − x0 < δc let ik > iC be an index sufﬁciently
large so that
fikx − f x ≤ xk − x02 for every x ∈ C
Applying the classical mean value theorem, we ﬁnd for each k a matrix
Mk ∈ conv∇fikx0 xk such that
fikxk − fikx0 =Mkxk − x0
Since for k with xk − x0 < δc one has ∇fikx0 xk ⊆ .εf x0, we derive
Mk ∈ conv .εf x0. For such k we have
f xk − f x0 = f xk − fikxk + fikxk − fikx0 + fikx0 − f x0
= f xk − fikxk + fikx0 − f x0 +Mkxk − x0
Hence
df xk − f x0 clconv .εf x0xk − x0
xk − x0
≤ 2xk − x0
This is impossible when xk − x0 < ε2 .
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3. UNIQUENESS OF SOLUTIONS
Suppose as before that f  Rn → Rn is continuous and K ⊆ Rn is a
nonempty set. We shall study the uniqueness of the solutions of the varia-
tional inequality problem V fK formulated in the introduction: i.e,
ﬁnd x0 ∈ K such that f x0 x− x0	 ≥ 0 for all x ∈ K
We recall that f is said to be monotone on K if
f x − f y x− y	 ≥ 0 for all x y ∈ K
and is strictly monotone on K if the above inequality is strict whenever
x = y.
The most basic result on the uniqueness of solutions of V fK states
that if f is strictly monotone on K, then the problem V fK has at most
one solution (see [4]).
Proposition 3.1. Assume that f is continuous and ∂f is an approximate
Jacobian map of f such that for every x ∈ K, the set clconv ∂f x ∪ ((clconv
∂f x∞\0 consists of positive deﬁnite matrices only. Then f is strictly
monotone on K and hence the problem V fK has at most one solution.
Proof. Suppose to the contrary that f is not strictly monotone; that is,
suppose there are x0 and y0 ∈ K such that
f x0 − f y0 x0 − y0	 ≤ 0 (1)
We consider the scalar function x  −→ f x x0 − y0	. It follows that the
closure of the set
Fx = Mx0 − y0 M ∈ ∂f x
is an approximate Jacobian of f · x0 − y0	 at x. We apply the generalized
mean value theorem to this function on the interval x0 y0. There exist
c ∈ x0 y0 and ξi ∈ conv Fc such that
f x0 − f y0 x0 − y0	 = lim
i→∞
ξi x0 − y0	 (2)
Since conv Fc = conv ∂f cx0 − y0, there is Mi ∈ conv ∂f c such that
ξi =Mix0 − y0
If the sequence Mi is bounded, we may assume that it converges to some
M0 ∈ clconv ∂f c. Then by (2), the inequality 1 becomes
f x0 − f y0 x0 − y0	 = M0x0 − y0 x0 − y0	 ≤ 0
This contradicts the hypothesis that M0 is positive deﬁnite.
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Now suppose that Mi is unbounded. We may assume that
lim
i→∞
Mi = ∞ and lim
i→∞
Mi/Mi =M∗ ∈
(
clconv ∂f x)∞\0
It follows from (2) that
M∗x0 − y0 x0 − y0	 = lim
i→∞
〈
Mi
Mi
x0 − y0 x0 − y0
〉
= 0
which contradicts the hypothesis. The proof is complete.
When f is locally Lipschitz, the Clarke generalized Jacobian is an
approximate Jacobian which is bounded. Proposition 3.1 yields the follow-
ing known result.
Corollary 3.2. Assume that f is locally Lipschitz and that the Clarke
generalized Jacobian of f at every point of K consists of positive deﬁnite matri-
ces only. Then f is strictly positive on K and hence the problem V fK has
at most one solution.
Proof. By taking ∂cf x as an approximate Jacobian we see that clconv
∂cf x = ∂cf x and ∂cf x)∞ = 0. Hence Proposition 3.1 is applied to
produce the desired corollary.
We note that under the hypothesis of Proposition 3.1 the strict mono-
tonicity of f was established in [10] for the case when f has bounded
Jacobians.
We turn now to the question of the local uniqueness of solutions. Some
notation setting is in order. The tangent cone of K at x ∈ cl K is given by
T Kx = lim tixi − x xi ∈ Kxi → x ti > 0
The cone generated by a set K is given by
cone K = tx x ∈ K t ≥ 0
and the critical cone of f on K at x is given by
Cf Kx = v ∈ T Kx f x v	 = 0
We say that a solution x0 of V fK is locally unique if there is a neigh-
borhood of x0 such that no other solutions of the problem are inside this
neighborhood.
We recall also that a set is said to be polyhedral if it is the intersection of a
ﬁnite number of closed half-spaces. Two important properties of polyhedral
sets are worth mentioning: If A is a polyhedral set, then
(a) T Ax = coneA− x for x ∈ A.
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(b) Given x0 ∈ K, there is a neighborhood U of x0 such that
coneA− x0 ⊆ coneA− x for every x ∈ U .
Theorem 3.3. Let K ⊆ Rn be a nonempty convex and closed set; let
f  Rn → Rn be continuous and let ∂f x0 be a Fre´chet approximate Jacobian
of f at x0. If x0 is a solution of V fK, then each of the following conditions
is sufﬁcient for x0 to be locally unique:
(i) K is polyhedral and for each M ∈ ∂f x0 ∪ ∂f x0∞\0
and v ∈ Cf Kx0 the relations Mv ∈ Cf Kx0∗ and vMv	 = 0
imply v = 0.
(ii) K is polyhedral and for each M ∈ ∂f x0 ∪ ∂f x0∞\0
and v ∈ Cf Kx0\0 the relation f x0 + Mv ∈ T Kx0∗ implies
vMv	 > 0.
(iii) Every matrix M ∈ ∂f x0 ∪ ∂f x¯∞\0 is strictly positive on
Cf Kx0; i.e., vMv	 > 0 for every v ∈ Cf Kx0\0.
Proof. It is known (see [18, 21]) that Condition (i) implies Condition
(ii) for any matrix M , not necessarily an approximate Jacobian matrix. So,
we assume (ii) and suppose to the contrary that there is a sequence xi of
solutions of V fK which converges to x0. Without loss of generality we
may assume
lim
xi − x0
xi − x0
= v ∈ T Kx0
Since x0 and xi are solutions, the following relations are immediate.
f x0 ∈ T Kx0∗ f xi ∈ T Kxi∗ (3)
f x0 xi − x0	 ≥ 0 f xi x0 − xi	 ≥ 0 (4)
By the properties (a) and (b) of polyhedral sets, we may assume
T Kxi∗ ⊆ T Kx0∗ for every i = 1 2   
Consequently (3) gives
f xi − f x0 ∈ T Kx0∗ − f x0 (5)
The limit of inequalities (4) divided by xi − x0 yields
v ∈ Cf Kx0 and v = 0 (6)
Now, ∂f x0 being a Fre´chet approximate Jacobian of f at x0, there exists
an Mi ∈ ∂f x0 such that
f xi − f x0 =Mixi − x0 + oxi − x0 (7)
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Suppose that Mi is bounded; it has a convergent subsequence which for
the sake of convenience is denoted by the same notation. Let M0 ∈ ∂f x0
be its limit. Then, on one hand, by dividing 4 by xi − x02, summing
them, and letting i tend to ∞ we obtain
M0v v	 ≤ 0 (8)
On the other hand, with T Kx0∗ − f x0 being polyhedral, by substitut-
ing (7) into (5) and then dividing it by xi − x0 and passing to the limit
we derive
M0tv ∈ T Kx0∗ − f x0 for some t > 0
This relation and (6) show that M0 and tv verify the hypothesis (ii), by
which tvM0tv	 > 0. This contradicts (8).
Suppose now that Mi is unbounded, which may be assumed to verify
lim
i→∞
Mi = ∞ and lim
i→∞
Mi
Mi
=M∗ ∈ ∂f x0∞\0
Similar to the attainment of (8), by dividing (4) by xi − x02Mi instead
of xi − x02 we have
M∗v v	 ≤ 0 (9)
Similarly,
M∗tv ∈ T Kx0∗ − f x0
and the same contradiction is obtained with M∗.
Finally, we take up Condition (iii). By supposing the contrary as in the
ﬁrst part of the proof, we ﬁnd a sequence of solutions xi converging to
x0 with
lim
i→∞
xi − x0
xi − x0
= v ∈ Cf Kx0\0
which veriﬁes
f xi − f x0 xi − x0	 ≤ 0
This can also be written as
Mixi − x0 + oxi − x0 xi − x0	 ≤ 0 (10)
for some Mi ∈ ∂f x0. In the case Mi is bounded, we may assume it
converge to some M0 ∈ ∂f x0. Relation 10 yields
M0v v	 ≤ 0
which contradicts the hypothesis.
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If Mi is unbounded, we may assume
lim
i→∞
Mi = ∞ and lim
i→∞
Mi
Mi
=M∗ ∈ ∂f x0∞\0
In this case, relation (10) also yields
M∗v v	 ≤ 0
which again contradicts the hypothesis.
Following [7, 12, 21] let us formulate the linearized problem of V fK
at x0 ∈ K by using an n × n-matrix M , which is denoted by V fMK:
i.e.,
ﬁnd x∗ ∈ K such that fMx∗ x− x∗	 ≥ 0 for x ∈ K
where fMx = f x0 +Mx− x0
It is clear that x0 is a solution of V fK if and only if it is a solution
of V fMK whatever M is. However, if x0 is a locally unique solution of
V fK, it is not necessarily a locally unique solution of V fMK, or vice
versa.
For instance, let K = R2+ and f  R2 → R2 be deﬁned by
f x y = −x2−y2 − x2
and let
M =
(
0 0
0 0
)

Then (0, 0) is a locally unique solution of V fK, but it is not a locally
unique solution of the linearized problem V fMK.
We present now a sufﬁcient condition for x0 to be a locally unique solution
of V fK if it is so for V fMK, whereM ∈ ∂f x0 ∪ ∂f x0∞\0. The
method of proof is inspired by that of the papers [7, 12, 21].
Theorem 3.4. Let K be a polyhedral cone, let f  Rn → Rn be continuous,
and let ∂f x0 be a Fre´chet approximate Jacobian of f at x0. If x0 is a locally
unique solution of V fMK at x0 for every M ∈ ∂f x0 ∪ ∂f x0∞\0,
then it is a locally unique solution of V fK.
Proof. By supposing to the contrary as in the proof of Theorem 3.3, we
ﬁnd a sequence xi of solutions of the problem V fK, which converges
to x0, and
lim
i→∞
xi − x0
xi − x0
= v ∈ T Kx0
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Since x0 and xi are solutions, the following relations are immediate.
f x0 xi − x0 ≥ 0 f xi x0 − xi	 ≥ 0 (11)
f xi − f x0 xi − x0	 ≤ 0 (12)
As ∂f x0 is a Fre´chet approximate Jacobian of f at x0, there exists an
Mi ∈ ∂f x0 such that
f xi − f x0 =Mixi − x0 + oxi − x0
Consider ﬁrst the case when Mi is bounded, which may be assumed to
converge to some M0 ∈ ∂f x0. Observe that since K is a polyhedral cone,
a point y ∈ K is a solution of V fK if and only if
f y ∈ K∗ and f y y	 = 0 (13)
We now seek to show that there is some δ0 > 0 such that
x0 + δv ∈ K (14)
fM0x0 + δv ∈ K∗ (15)
x0 + δv fM0x0 + δv	 = 0 for 0 ≤ δ ≤ δ0 (16)
According to the observation (13), these latter relations imply that for
every δ ∈ 0 δ0, the point x0 + δv is a solution of the linearized prob-
lem V fM0K. This contradicts the hypothesis and achieves the proof.
Thus, our task at the moment is to show (14), (15), and (16). The ﬁrst of
these relations is straight forward because v ∈ T Kx0 and K is polyhedral;
therefore there is a δ1 > 0 such that
x0 + δv ∈ K for 0 ≤ δ ≤ δ1 (17)
For (15), applying (13) to xi and using the fact that K∗ is a polyhedral cone
yield
f xi − f x0 ∈ K∗ − f x0
which implies that
M0v ∈ T K∗ f x0
and therefore there is some positive δ0 ≤ δ1 such that
fM0x0 + δv = f x0 +M0δv ∈ K∗ for 0 ≤ δ ≤ δ0
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For (16), note that (11) and (12) imply
M0v v	 ≤ 0 (18)
f x0 v	 = 0 (19)
Applying (13) to x0 and xi produces
0 = f xi xi	 = f x0 +Mixi − x0 + oxi − x0 xi	
= f x0 xi − x0	 + Mixi − x0 + oxi − x0 xi	
which together with (19) gives
M0v x0	 = 0 (20)
Furthermore, by (11) and (17), for 0 ≤ δ ≤ δ0, we have
0 ≤ f xi x0 + δv − xi	
≤ f x0 +Mixi − x0 + oxi − x0 x0 + δv − xi	
≤ f x0 +Mixi − x0 + oxi − x0 x0 − xi	
+ f x0 δv	 + Mixi − x0 + oxi − x0 δv	
which together with (19) yields
M0v v	 ≥ 0
This and (18) show that
M0v v	 = 0
By summing up this relation and (13), (19), and (20), we obtain
x0 + δv fM0x0 + δv	 = x0 + δv f x0 +M0δv	 = 0
for every 0 ≤ δ ≤ δ0. Thus (14), (15), and (16) hold, and the promised
contradiction is obtained. In the case when Mi is not bounded, we may
assume that
lim
i→∞
Mi = ∞ and lim
i→∞
Mi
Mi
=M∗ ∈ ∂f x0∞\0
The argument we use for M0 goes through for M∗, so we omit the proof
of this case.
We conclude this section by observing that Theorems 3.3 and 3.4 are
applicable to any of the generalized derivatives described in Section 2. Actu-
ally, when ∂f x is an H-differential of f , it follows from the deﬁnition that
there is a matrixM0 ∈ ∂f x such that inﬁnitely many terms of the sequence
Mi in the proofs of the two above-mentioned theorems coincide with M0,
and hence it sufﬁces to use ∂f x without taking its closure. When the func-
tion f is locally Lipschitz the Clarke generalized Jacobian can be used, in
which case the recession part disappears and the known uniqueness result
for locally Lipschitz problems is derived.
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4. EXAMPLES
In this section we give three examples to illustrate the usefulness of our
results. The ﬁrst one describes a variational inequality problem with locally
Lipschitz data for which Theorem 3.3 cannot be applied by means of the
Clarke generalized Jacobian but is applicable by using a smaller approxi-
mate Jacobian. In the second example the function is not locally Lipschitz.
By choosing a suitable approximate Jacobian we may apply Theorem 3.3
to obtain a satisfactory result. The third example shows that when deal-
ing with non-Lipschitz problems, recession approximate Jacobian matrices
cannot be neglected. We note also that in the last two examples the func-
tions are not H-differentiable, so that the approach using H-differentiability
(see [21]) is not applicable.
Example 4.1. Let K = 0 1 × 0 1 ⊆ R2 and let g R → R be
deﬁned by
gx =


1 if x ≥ 1
2x− 1
3k
if x ∈
[
2
3k+1

1
3k
]
 k = 0 1   
1
3k+1
if x ∈
[
1
3k+1

2
3k+1
]
 k = 0 1   
0 if x = 0
and
gx = −g−x for x < 0
Deﬁne f  K → R2 by
f x y = gx y
It is clear that f is a Lipschitz function on K. The problem V fK has
(0, 0) as a solution. At this solution the critical cone Cf K 0 0 coincides
with the positive orthant R2+. Clarke’s generalized Jacobian of f at (0, 0) is
given by
∂cf 0 0 =
{(
α 0
0 1
)
 α ∈ 0 2
}

We see that not every matrix of ∂cf 0 0 is strictly positive on Cf K 0 0\
0, so the classical version of Theorem 3.3(iii) that uses Clarke’s general-
ized Jacobian does not apply.
Deﬁne now
∂f 0 0 =
{(
α 0
0 1
)
 α ∈
[
1
2
 1
]}

It is not hard to see that ∂f 0 0 is a Fre´chet approximate Jacobian of f at
(0, 0). Moreover, every matrix of this set is strictly positive on the critical
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cone Cf K 0 0\0. By Theorem 3.3(iii), (0, 0) is a locally unique solu-
tion of V fK, as expected.
Example 4.2. Let us consider the problem V fK with K = 0 1 ⊆ R
and f x = x1/3. The function f is not locally Lipschitz at x = 0. We set
∂f 0 = α ∈ R α ≥ 1
It is easy to see that ∂f 0 is a Fre´chet approximate Jacobian of f at x = 0.
The recession cone of this set is given by
∂f 0∞ = α ∈ R α ≥ 0
The critical cone Cf K 0 coincides with R+. Moreover, every element of
the set
∂f 0 ∪ ∂f 0∞\0
is strictly positive on Cf K 0\0. Therefore, by Theorem 3.3 we conclude
that x = 0 is a locally unique solution of V fK.
Example 4.3. Let K = R2+ and let f  K → R2 be deﬁned by
f x y = −x+ y1/3−x3 + y
Problem V fK has (0, 0) as a solution which is not locally unique. At this
solution the critical cone Cf K 0 0 coincides with the positive orthant
R2+. Deﬁne
∂f 0 0 =
{(−1 α
0 1
)
 α ≥ 1
}

A direct calculation shows that ∂f 0 0 is a Fre´chet approximate Jacobian
of f at (0, 0) and that Condition (ii) of Theorem 3.3 is veriﬁed for all
matrices of ∂f 0 0. However, that condition is violated on the recession
part. In fact, let
M =
(
0 1
0 0
)
∈ ∂f 0 0∞\0
For v = 1 0 ∈ Cf K 0 0, one has f x0 +Mv ∈ T Kx0∗, but
vMv	 = 0.
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