The method based on fast Fourier transforms proposed by G. Román-Pérez and J. M. Soler [Phys. Rev. Lett. 103, 096102 (2009)], which allows for a computationally fast implementation of the nonlocal van der Waals (vdW) functionals, has significantly contributed to making the vdW functionals popular in solid-state physics. However, the Román-Pérez-Soler method relies on a planewave expansion of the electron density; therefore it can not be applied readily to all-electron densities for which an unaffordable number of plane waves would be required for an accurate expansion. In this work, we present the results for the lattice constant and binding energy of solids that were obtained by applying a smoothing procedure to the all-electron density calculated with the linearized augmented plane-wave method. The smoothing procedure has the advantages of being very simple to implement, basis-set independent, and allowing the calculation of the potential. It is also shown that the results agree very well with those from the literature that were obtained with the projector augmented wave method.
I. INTRODUCTION
It is well known that in density functional theory (DFT)
1,2 the exchange-correlation (xc) functionals E xc of the semilocal and hybrid approximations do not account properly for the van der Waals (vdW) interactions since the attractive part, the London dispersion forces, is missing and, as a consequence, lead to erratic results when applied to systems where the vdW interactions play an important role. 3 In this respect, two extreme and opposite functionals are the local density approximation (LDA) 2 and the generalized gradient approximation (GGA) of Becke, Lee, Yang, and Parr 4,5 that lead to severe overbinding and underbinding (or even no binding at all), respectively. 6, 7 Therefore, dispersion correction terms to be added to a semilocal (SL) or hybrid xc functional,
have been proposed, such that much more reliable results can be obtained for vdW systems with DFT (see Refs. 3, 8-10 for reviews).
The most simple and popular type of correction for E c,disp consists of an atom-pairwise term [11] [12] [13] [14] for each atom pair A-B (separated by R AB ):
AB , where C AB 6 are the dispersion coefficients and f damp is a damping function. Such corrections lead to little increase in the computational time and have proven to be very useful for improving the reliability of DFT calculations.
3 Depending on the particular scheme, the coefficients C AB 6 are precomputed [11] [12] [13] [14] or evaluated on the fly by using properties of the system like the atomic positions or the electron density. [15] [16] [17] Nowadays, the most used atom-pairwise methods are DFT-D3 from Grimme and co-workers 17, 18 and PBE+TS from Tkatchenko and Scheffler. 16, 19 The atom-pairwise methods can be applied to molecules and extended systems. 
where the kernel Φ depends on the electron density ρ and its derivative ∇ρ as well as on |r 1 − r 2 |. The first functional of the form of Eq. (2) that could be applied to all kinds of system was proposed by Dion et al.
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(DRSLL) and was derived as a simplification of the adiabatic connection formula. 22, 23 The DRSLL term was originally added to the semilocal functional consisting of the GGA revPBE 24 for exchange and LDA 25, 26 for correlation. Since then, other kernels Φ in Eq. (2) or associated semilocal functionals have been proposed by various authors. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] Overall, the most recent versions of nonlocal vdW functionals and pair-wise methods are rather similar in terms of accuracy (see, e.g., Refs. [37] [38] [39] [40] [41] , nevertheless, the double integration in Eq. (2) makes the calculations with the nonlocal vdW functionals more expensive.
Brute-force methods to carry out the double integration in Eq. (2) have been proposed, 42, 43 however an important step in the development of nonlocal vdW functionals for periodic systems was made by Román-Pérez and Soler 44 (RPS) who proposed a very efficient method for evaluating Eq. (2) . Their method, which is based on fast Fourier transforms (FFT) and the convolution theorem, is now the standard method and is implemented in various solid-state codes. 32, [45] [46] [47] [48] Furthermore, Román-Pérez and Soler also showed that their method allows for a straightforward calculation of the functional derivative of Eq. (2) that is much simpler than the complicated ways from Refs. 49 and 50. Also, in Ref. 45 , the formula for the contribution to the stress tensor was derived. For these reasons, the RPS method is the preferred one compared to the others that have been proposed. 42, 43, 50 However, since the RPS method relies on a plane-wave expansion of ρ, it is not obvious how to apply it to allelectron densities, since their large variations close to the nuclei would require an unrealistically large plane-wave expansion. This is the reason why, to our knowledge, the RPS method has been implemented only into codes relying exclusively on a plane-wave expansion of ρ, i.e., pseudopotential codes. In order to use the RPS method within an all-electron code, a simple solution would be to smooth the electron density close to the nuclei, such that a pure plane-wave expansion of ρ is possible.
The goal of this work is to present a smoothing procedure to all-electron densities and to study in detail which degree of smoothing should be applied in order to make the calculations affordable without sacrificing too much accuracy in the calculation of Eq. (2). This is done in the framework of the linearized-augmented plane-wave 51, 52 (LAPW) method, which provides very accurate all-electron densities. However, our smoothing method is basis-set independent and, therefore, can be implemented in any all-electron code. Thus, we expect our work to contribute to a much more widespread use of the nonlocal vdW functionals in the all-electron solidstate community.
The properties that will be considered for our tests are the lattice constant and binding energy of various types of solids, and the results will be compared to results that were obtained with the projector augmented-wave (PAW) method.
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The paper is organized as follows. Section II gives details about the used methods. Then, the results are presented and discussed in Sec. III, while Sec. IV summarizes the main conclusions of this work.
II. METHODOLOGY
We start with a brief introduction to the LAPW method that is used in the present work to solve the Kohn-Sham 2 (KS) equations of DFT. Adopting a notation that is common to all flavors of the LAPW method, 52, 54, 55 the Bloch orbitals (n is the band index and k is a vector in the first Brillouin zone) are expanded as
√ Ω e i(k+K)·r , r ∈ I (4) are basis functions (indexed with the reciprocal lattice vector K) that consist of a linear combination of products between a radial function D αℓ f and a spherical harmonics Y ℓm inside the atomic sphere S α centered at nucleus α, and of a plane wave in the interstitial region I.
The coefficients d αℓm f kK are determined from the requirement of continuity of φ kK [and its derivative(s) depending on the LAPW flavor] at the sphere boundary. The basis functions
are the so-called local orbitals (LO) that are defined only inside the spheres and set to zero in the interstitial region. 52 The number of basis functions in Eq. (3) is determined by the cutoff K max such that |k + K| K max and the number of LO in the second term. Note that the basis-set expansion Eq. (3) is used for the valence and unoccupied orbitals, but not for the deep-lying core orbitals which are calculated by solving the radial KS equations inside the MT spheres numerically without basis-set expansion.
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Once the orbitals are obtained, the electron density ρ is calculated and expanded in (real) spherical harmonics and plane waves inside the atomic spheres and interstitial regions, respectively. The great advantage of the LAPW method is to provide a virtually exact all-electron solution of the KS equations for a given xc functional.
On the other hand, however, the LAPW method does not allow for a straightforward use of the RPS method to calculate Eq. (2) since a pure plane-wave expansion of the all-electron density ρ is out of reach. In order to use the RPS method with the LAPW method, the most obvious choice is to smooth ρ in the core region such that a plane-wave expansion is possible. A simple procedure to construct a smooth density ρ s is given by
where ρ c and n are parameters, and A is set to 1 Bohr 3n and is introduced only for the sake of consistency of the units [e.g., A would be (0.529177) 3nÅ3n if ρ was expressed inÅ −3 ]. ρ c is the density cutoff that has to be chosen carefully such that the plane-wave expansion of ρ s everywhere in the unit cell is small enough to make the calculation with the RPS method affordable, but without loosing too much accuracy with respect to the reference calculation with the original density. n determines until which order the derivatives of ρ s are continuous, and in Appendix A it is shown explicitly that ∇ρ s and ∇ 2 ρ s are continuous if n 2. Figures 1 and 2 show the effect of the smoothing procedure for different values of n and ρ c in solid Li and Au, which represent cases of a very light and a very heavy atom, respectively. It is clear that a pure plane-wave expansion of such densities ρ s without the peaks close to the nuclei should converge much faster than the original density ρ. From Fig. 1 , we can see that the smoothest curve is obtained with n = 1 (continuity of ∇ρ s ), while requiring higher continuous derivatives of ρ s leads to a maximum and overall to a less smooth density ρ s . Convergence tests of Eq. (2) with respect to the cutoff for the reciprocal lattice vector G max of the plane-wave expansion of ρ s = G<Gmax ρ G s e iG·r showed that, indeed, n = 1 requires a smaller G max than larger n. Therefore, for efficiency n = 1 is a better choice, but the price to pay is to have second and higher derivatives of ρ s that are discontinuous, which is not elegant but of no consequence from the practical point of view according to our tests. n = 1 in Eq. (6) has been chosen for all calculations presented in Sec. III. and 1.5 Bohr −3 lead to a change in the density in the region corresponding to a distance d from the nucleus that is smaller than approximately 0.55, 0.45, and 0.35 Bohr, respectively. The crucial point is to choose ρ c such that a good balance between computational efficiency and accuracy is achieved. This will be studied in detail in Sec. III.
Like the all-electron density ρ, ρ s has a kink at the nucleus, however, if ρ at the nucleus is much larger than ρ c , then this kink is strongly attenuated [see Eqs. The RPS method is described in detail in Ref. 44 , thus only the basic idea is now briefly summarized. The kernel Φ in Eq. (2) depends on ρ and ∇ρ at r 1 and r 2 via a function q 0 (ρ, |∇ρ|) that is evaluated at r 1 and r 2 . Such a dependency of Φ on r 1 and r 2 individually, and not only on r 12 = |r 1 − r 2 |, prevents Eq. (2) to be evaluated by a single convolution. Therefore, Román-Pérez and Soler proposed to expand Φ with an interpolation formula consisting of factorized terms, (7) allowing the use of convolution that is performed efficiently with FFT. The sum on the right-hand side of Eq. (7) runs over a two-dimensional mesh (q α , q β ) of values of q 0 at which Φ is pre-calculated and multiplied by cubic polynomials p α evaluated at q i = q 0 (ρ(r i ), |∇ρ(r i )|) (i = 1, 2). The accuracy of the interpolation is determined by the number of points N q on the q-mesh, and the chosen cutoff value q c 0 should be larger than all values of q 0 in the unit cell. Not explicitly shown in Eq. (7), an interpolation over r 12 [or equivalently over k for the Fourier transform Φ (q α , q β , k)] is also done. A careful study of the influence of N q and q c 0 on the lattice constant and cohesive energy of solids was reported in Ref. 46 . It was concluded that N q = 30 and q c 0 = 10 lead to results that are well converged, therefore these parameters were chosen for our calculations. However, in two cases, namely K and Cs, we observed that a rather large change in the lattice constant (of the order of 0.02Å) was obtained by increasing N q to 40. Thus, the results in Sec. III for K and Cs were obtained with N q = 40 and q c 0 = 10, while for all other solids N q = 30 was used. We mention that Wu and Gygi 56 pointed out that q 1 q 2 Φ is smoother than Φ, such that it is computationally more advantageous to expand the former instead of the latter, since the results converge faster with respect to N q . In Ref. 57 , a similar idea was applied to the kernel VV10 of Vydrov and Van Voorhis. 31 The kernel Φ that we have considered for the present work is DRSLL. 20 Extensions of Eq. (2) for spin-polarized systems were proposed in Refs. 58 and 59. However, since our results will be compared to the results from Refs. 46, 60, and 61, we followed the procedure in these studies which consists of simply using the sum of the up and down electron densities to evaluate Eq. (2) . 46 This concerns the calculations for solid Fe and Ni, and most free atoms.
Concerning the potential v on the orbitals and electron density is too small to affect properties calculated with the total energy. However, for the geometry optimization with the forces and stress tensor, 45 the complete potential is required, therefore it is still desirable to have access to v v NL c,disp requires the calculation of dρ s /dρ, which is trivially done with Eq. (6) of the present scheme.
The LAPW calculations were done with the WIEN2k code 62 and the parameters of the calculations like the basis-set size or number of k-points for Brillouin zone integrations were chosen to be very well converged. For the RPS method, the subroutines available in the QUAN-TUM ESPRESSO code 45, 63 were used and modified. The FFT were done using version 3.3.5 of the FFTW software package, 64 which is efficiently parallelized with MPI.
III. RESULTS AND DISCUSSION
The objective of this section is twofold. First, we will discuss the convergence behavior of the lattice constant and binding energy with respect to the density cutoff ρ c and plane-wave expansion cutoff G max . Details will be shown for a few representative solids. Then, for a large set of solids (listed in Tables I-III) 5 . Convergence of the optB88-vdW equilibrium lattice constant a0 (a) and cohesive energy E coh (b) of GaAs with respect to the density cutoff ρc and plane-wave expansion cutoff Gmax.
A. Convergence tests
As described in Sec. II, the cutoff ρ c in Eq. (6), which determines the degree of smoothness applied to ρ, has to be chosen. This is a tradeoff between computational efficiency and accuracy, since a smaller ρ c allows for a smaller G max (see below), but increases the deviation of the smooth density ρ s from the true density ρ and, therefore, also the value of the vdW energy [Eq. (2)].
Starting the discussion with the convergence with respect to the density cutoff ρ c , we have observed that for all cases in Tables I-III ception is the very weakly bound rare gas Ne, since the converged lattice constant is about 0.02Å larger than the value obtained with ρ c = 0.3 Bohr −3 . Nevertheless, for vdW systems, an uncertainty in the lattice constant or bond length of the order of a few 0.01Å is usually acceptable.
In the examples shown in Figs. 3-5 for the cubic solids Ca, Au, and GaAs, the lattice constants a 0 calculated with ρ c = 0.3 Bohr −3 differ from the converged values by 0.003, 0.002, and 0.001Å, respectively. For the cohesive energy E coh , the error is the largest for Au (0.03 eV/atom). Also in the case of hexagonal BN (Fig. 6) , the results for the lattice constant c 0 (the interlayer distance is c 0 /2) and interlayer binding energy E b are very well converged with ρ c = 0.3 Bohr −3 . Thus, these results show that ρ c = 0.3 Bohr −3 is a pretty good choice in terms of accuracy for all solids, including vdW systems. This shows that all-electron benchmark results can be obtained even with a smooth density ρ s which differs considerably from the true density in the region close to the nuclei (see Figs. 1-2) .
At that point we should mention that Ref. 46 reports a comparison between various schemes for the calculation of nonlocal vdW functionals. The goal was to estimate the accuracy of the PAW method (the density consists of a sum of pseudovalence and soft-core components) compared to all-electron results. A smoothing procedure is also used, however, no details are given, and also very little is mentioned about the procedure to get the allelectron results. The conclusion from this study is that the PAW results for the lattice constant and cohesive energy show good agreement with the all-electron results, similar to our conclusion, as shown below. However, note that no van der Waals systems were considered in Ref. 46 .
Concerning the convergence with the plane-wave cutoff G max , we have observed that for most solids, G max = 15 Bohr −1 is enough for the density cutoff ρ c = 0.3 Bohr −3 . This is what is shown in Figs. 3-5 for Ca, Au, and GaAs. With G max = 15 Bohr −1 the lattice constant and cohesive energy are usually converged within a few 0.001Å and 0.01 eV/atom, respectively. However, in the case of weakly bound systems like h-BN (Fig. 6) , a larger G max of 20-25 Bohr −1 should be used for well converged results. In order to be on the safe side, a G max of about 20 Bohr −1 is also recommended for the alkali metals, which are rather soft systems with a corecore vdW attraction that should not be neglected. 65 As clearly shown in Figs. 3-6 , the larger ρ c is, the larger G max should be in order to properly expand the density ρ s .
From these convergence tests, it can be concluded that smoothing the all-electron density with a cutoff ρ c = 0. 73 or LDA functionals are also shown in order to provide an idea how much (dis)agreement should be expected between the different codes.
The results in Table I for the strongly bound cubic solids show that the agreement between the WIEN2k and VASP codes is in general excellent. The differences in the lattice constant a 0 between the two codes are of the order of only a few 0.001Å for most solids. We just note that in some cases, the various VASP results do not agree with each others, as for instance for Rb and Ge, where the differences are above 0.03Å with optB88-vdW. In such cases, our WIEN2k benchmark results may help to indicate which one of the VASP results should be more correct. The WIEN2k and VASP results for the cohesive energy E coh are overall in quite good agreement as well, since the differences are typically of the order of a few 0.01 eV/atom, which is very small. An exception is Au for which a large discrepancy is obtained with optB88-vdW (3.82 eV/atom for WIEN2k and 3.40 eV/atom for VASP 61 ), while the PBE results differ by only ∼ 0.01 eV/atom. Let us also mention that the two VASP results for Mo with PBE differ considerably (6.28 eV/atom from Ref. 60 and 7.76 eV/atom from Ref. 61) . Such large disagreements in E coh , as obtained for Mo and Au, may be due to different electronic configurations of the d-electrons in the isolated atoms.
As a side note, we mention that for the solids in Table I, the omission of the vdW term [Eq. (2) ] in the optB88-vdW functional leads to lengthening of the lattice constant and reduction of the cohesive energy that are rather substantial. Our calculations with the functional
(results not shown) lead to lattice constants that are larger by 0.05-0.1Å for the transition metals, while for all systems containing alkali or alkaline earth atoms (except Li and MgO) a 0 is larger by 0.1-0.25Å. For the cohesive energy, the values without vdW term are smaller by 0.3-0.6 eV/atom for the systems with alkali and alkaline earth atoms and 1-1.5 eV/atom for the transition metals. Therefore, not only vdW systems, but also those with supposedly unimportant vdW interactions are useful to test the implementation of functionals specifically designed for vdW systems. As shown in Ref. 46 , optB88-vdW is, compared to PBE, of the same accuracy for the lattice constant and slightly more accurate for the cohesive energy, such that it can be considered as rather good for solids. Without the vdW term, the lattice constant and cohesive energy are compared to experiment largely overestimated and underestimated, respectively. Tables II and III show the results for the weakly bound rare-gas and hexagonal layered solids, respectively. For vdW systems, it is reasonable to tolerate uncertainties of a few 0.01Å for the lattice constant and up to 10 or 20 meV/atom for the binding energy, depending on the system. From the results it can be inferred that the agreement between the various codes is rather good and, actually, on average the discrepancies do not seem to be larger for optB88-vdW than for LDA. Nevertheless, we note that for Ne, the lattice constant is noticeably larger (by 0.02-0.03Å) with WIEN2k. As noticed above, among all systems that we have considered, Ne is the only one for which a density cutoff ρ c = 0.3 Bohr −3 is not large enough to get a lattice constant that is within 0.01Å of the converged value. With ρ c = 0.3 Bohr −3 , a 0 = 4.25Å which is closer to the VASP and CP2K values and would possibly indicate that the PAW and GAPW smooth densities plugged into Eq. (2) correspond more to our density with ρ c = 0.3 Bohr −3 . In the case of the layered systems graphite and h-BN, 39, 70, 74 the largest disagreements are for the lattice constant c 0 calculated with LDA, since the various VASP values differ by more than 0.15Å which is quite large. Our LDA results for c 0 are in between the values from Refs. 68 and 69. The optB88-vdW values for c 0 do not differ that much (∼ 0.05Å), but the agreement between the codes is also not perfect. We mention that in our calculations, the intralayer lattice constant a was kept fixed at the experimental value of 2.462 and 2.503Å for graphite and h-BN, respectively. The same procedure was used in Ref. 69 , while no details are given in Ref. 68 . On the other hand, the interlayer binding energies E b calculated with WIEN2k and VASP agree quite well.
C. Further discussion
It was mentioned in Sec. II that the potential v culations do not contain free internal parameters. For such cases it does not matter how accurately the potential is calculated since it has basically no effect on the total energy curve. 49 A way to check the correctness of the implementation of v NL c,disp is to consider the forces in systems with free internal parameters. We could check that the forces are correct, thus validating our implementation of the potential. Figure 7 shows the example of the Ne dimer, where we can see that the calculated forces agree very well with the numerical derivative of the total energy. The agreement is excellent in both cases, with or without the vdW term [Eq. (2) ] in the functional optB88-vdW. According to some tests, consistency between the total energy and forces is also achieved with small planewave cutoff G max that maybe not be large enough for very well converged lattice constant for instance.
As an alternative to the smooth density ρ s given by Eq. (6), we may use the pseudocharge density generated by the method of Weinert 75 for the calculation of the Coulomb potential in the LAPW method. In this method, the total (i.e., electronic plus nuclear) charge density inside the atomic spheres S α is replaced by a pseudodensity ρ pseudo s having the same multipole moments (and therefore producing the same Coulomb potential in the interstitial), but that is much smoother such that it can be expanded in plane waves. The only modification that has to be done for the present purpose is to remove the nuclear contribution. For comparison, the optB88-vdW lattice constants were also calculated using the pseudodensity, and the results (not shown) for most strongly bound solids are very similar to the reference results in Table I obtained with Eq. (6). The largest discrepancies, which are of the order of 0.02Å, are found for the alkali metals (except Li) and Ag, and for these cases the lattice constant is usually larger with the pseudodensity ρ pseudo s than Eq. (6). For the rare-gas solids, the lattice constants using ρ Now, let us enumerate the pros and cons of both schemes, Eq. (6) and the pseudocharge method, to generate a smooth density. Equation (6) is trivial to implement and basis-set independent, while the pseudocharge method is a rather complicated method to implement and was designed specifically for the LAPW method.
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An unambiguous way to reach the converged all-electron results with Eq. (6) is to increase the density cutoff ρ c , while it is not clear how to do it with the pseudocharge method (however, we admit that we have not checked the influence of the parameter n in this method 75 (ρ), then this would be impossible even numerically. On the other hand, the advantage of the pseudocharge method is to lead to faster calculations, since due to the way ρ pseudo s is constructed, it is sufficient to expand it with the planewave cutoff G max for the expansion of the Coulomb potential in the interstitial region (G max = 12 Bohr −1 is the default in the WIEN2k code). The ideal method should have all advantages of Eq. (6) and produce converged results with a density plane-wave cutoff that is below 15 Bohr −1 for all kinds of systems including weakly bound systems.
IV. SUMMARY AND CONCLUSION
In summary, a procedure for combining the efficient FFT-based method of RPS for nonlocal vdW functionals with all-electron methods has been presented and implemented into an LAPW code. It is based on the simple idea which consists of smoothing the all-electron density in the core region of the atoms, and then to use the resulting smooth density in the RPS method. There are obviously many ways to smooth an all-electron density, but the one that we have proposed [Eq. (6) ] has several advantages: it is trivial to implement and contains a parameter (the density cutoff ρ c ) that gives us control for approaching all-electron benchmark results. Furthermore, the smoothing procedure is quite general in the sense that it is basis-set independent. However, the conversion of the potential from plane waves (obtained as output of the RPS method) to the required format will depend on the basis set. Nevertheless, most basis sets other than plane waves use spherical harmonics, such that the use of the Rayleigh formula for e iG·r should be the solution in most codes.
A detailed study of the convergence of the results with respect to the density and plane-wave expansion cutoffs has shown that quite-well converged results can be obtained with a plane-wave cutoff that is reasonable and tremendously smaller than if the all-electron density was used. Interestingly, a density cutoff ρ c = 0.3 Bohr seems to be universally good across the whole periodic table of elements.
Then, very well converged results obtained with the optB88-vdW functional for a large set of strongly bound and vdW solids were compared to results obtained with other codes based on the PAW or GAPW methods. Overall, an excellent agreement between the various codes for the lattice constant and binding energy was obtained.
To conclude, we have shown that it is possible to use the efficient RPS method within an all-electron framework. Our work should also pave the way for proposing other methods based on the same idea. The pseudocharge density method for the Coulomb potential would also be a possibility, however, one would need to figure out how to calculate the potential.
where Z LMp are real spherical harmonics (p = {+, −} for M 1 or absent for M = 0) that are defined as follows 76 :
for M = 0 and 
where τ α is the position of nucleus α.
