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Resumen Los entornos controlados pueden ser muy u´tiles en la inves-
tigacio´n y la ensen˜anza de la Inteligencia Artificial, en general, y los
Agentes Inteligentes en particular. Un entorno cla´sico es Tileworld, don-
de es posible ajustar diferentes controles del funcionamiento del ambiente
de manera tal que se pueda evaluar el desempen˜o de las distintas arqui-
tecturas y estrategias de control de los agentes. Ma´s alla´ del atractivo
que ofrece Tileworld como banco de pruebas, poco intere´s se ha dedica-
do a proveer implementaciones que aprovechen todas las caracter´ısticas
y posibilidades que ofrece el mismo para la investigacio´n y docencia en
el a´rea de Agentes Inteligentes. En este contexto, este trabajo propo-
ne y describe a T-World, un entorno gra´fico, flexible y portable para
la ensenan˜anza e investigacio´n de agentes inteligentes. T-World ofrece
un entorno de trabajo visualmente atractivo e independiente de la pla-
taforma que permite combinar distintas configuraciones de ambientes y
facilita la implementacio´n e interaccio´n con distintos tipos de agentes.
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1. Introduccio´n
El entorno en el que se desempen˜a un agente es muy importante al momento
de hacer una caracterizacio´n del mismo. Al menos en una de las tantas defini-
ciones posibles de agente [6] se resalta la importancia que tiene el entorno para
explicar lo que es un agente. Es posible asegurar que el requisito fundamen-
tal impuesto a un agente es que pueda percibir su entorno y actuar sobre e´ste.
La percepcio´n de un agente esta´ formada por aquello que reciben las entradas
(sensores) en un instante de tiempo. De ese modo, se puede considerar que la
secuencia de percepciones del agente es el historial de todo lo que el agente ha
percibido. En general se puede decir que la accio´n elegida por el agente en cada
instante depende de la secuencia de percepciones recibida hasta el momento, y
caracterizar el comportamiento de un agente como una funcio´n matema´tica que
hace corresponder a cada secuencia de percepciones una accio´n.
En la investigacio´n cient´ıfica, la experimentacio´n controlada [2] es muy im-
portante al evaluar el impacto que tienen en el desempen˜o de los sistemas tanto
las caracter´ısticas de los programas como las variaciones del entorno. Como ejem-
plo, al momento de hacer la evaluacio´n del disen˜o de una CPU mediante una
tarea de referencia (benchmark en ingle´s) hay que elegirla cuidadosamente para
obtener resultados de intere´s. Si lo que se desea medir es la velocidad de proce-
samiento, la multiplicacio´n de matrices es una buena tarea de referencia ya que
si se consigue un buen desempen˜o con problemas con multiplicacio´n de matrices,
se puede predecir que se lograra´ tambie´n un buen desempen˜o en una clase ma´s
amplia de problemas, las tareas con intensivo procesamiento nume´rico.
En el campo de la Inteligencia Artificial una tarea de referencia es el denominado
Mundo de los Bloques (Block World en ingle´s) descripto por primera vez por
Gerald Sussman como parte de su trabajo de doctorado [10]. En este problema,
tres bloques (etiquetados A, B y C) esta´n ubicados sobre una mesa. El agente
debe apilar los bloques (moviendo de a un bloque por vez) de tal manera que A
este´ encima de B, y B encima de C.
Si el problema comienza como se ve en la Figura 1(1), vemos que alcanzar el
(2)(1) (3)
Figura 1. Mundo de bloques
objetivo no se limita sencillamente a considerar dos sub-objetivos parciales co-
mo: I) A sobre B y II) B sobre C. Si primero se consigue I) (como se muestra
en la Figura 1(2)), para conseguir II) hay que deshacer lo anterior y algo similar
ocurre si se comienza con el sub-objetivo II) alcanzado (ver Figura 1(3)). Este
escenario simple, permite visualizar la llamada “anomal´ıa de Sussman” que, al
igual que la multiplicacio´n de matrices, representa una clase importante de pro-
blemas como lo es la de aquellos que involucran interacciones entre sub-objetivos
conjuntivos; adema´s tiene otra propiedad atractiva: es fa´cil de describir.
La investigacio´n y docencia en el a´rea de agentes inteligentes ha debatido
largamente acerca de la importancia de contar con tareas de referencia de este
tipo que sirvan para analizar, experimentar y entender las particularidades que
surgen de combinar distintos tipos de agentes con distintos tipos de entornos.
Esto no es una tarea sencilla, si consideramos que el problema deber´ıa ser fa´cil
de describir y entender, pero simulta´neamente capaz de representar todas las
dificultades que se pueden encontrar en un problema del mundo real. Por otra
parte, el problema deber´ıa ser tal que permita especificar distintos tipos de difi-
cultades que puede presentar un ambiente tales como dinamismo, incertidumbre,
observabilidad parcial, etc. De esta manera, el problema no favorece su resolu-
cio´n con un determinado tipo de agentes, sino que permite introducir aspectos
que pueden requerir habilidades reactivas con mı´nimo tiempo de respuesta, o
pro-activas con razonamiento de alto nivel y capacidades de planificacio´n a largo
plazo.
Una tarea de referencia que parece mostrar varias de estas propiedades es el
Tileworld. Esta tarea, ha permitido evaluar distintas arquitecturas de agentes
en trabajos de investigacio´n cient´ıfica pero, lamentablemente, no ha tenido la
misma difusio´n como herramienta dida´ctica y de experimentacio´n para alumnos
que realizan cursos del a´rea de agentes inteligentes. Desde nuestra perspectiva,
una de las razones para esta falencia ha sido la falta de disponibilidad de entornos
gra´ficos amigables, interactivos, que respondan a los esta´ndars de visualizacio´n
que es usual encontrar hoy en d´ıa en juegos de computadoras. Estos entornos
deber´ıan ser portables, fa´ciles de programar y deber´ıan proveer, adema´s del
soporte para la pra´ctica docente, de todas las herramientas para la investigacio´n
cient´ıfica que han sido tradicionalmente utilizadas en este problema.
En este contexto, la principal contribucio´n de este trabajo es la presenta-
cio´n y descripcio´n de T-World, un entorno gra´fico, flexible y portable para el
TileWorld que sirva para la ensenan˜anza e investigacio´n de agentes inteligentes.
A tal fin, el resto del art´ıculo se organiza de la siguiente manera. La seccio´n 2
describe el Tileworld (mundo de baldosas) y en la seccio´n 3 se describen algu-
nas experiencias con el uso del Tileworld en trabajos de investigacio´n. Nuestra
implementacio´n del Tileworld, denominada T-World se presenta en la seccio´n 4
hacie´ndose hincapie´ en la forma en que los distintos tipos de ambientes pueden
implementarse en este entorno. Finalmente, en la u´ltima seccio´n se presentan las
principales conclusiones de nuestro trabajo y posibles trabajos futuros.
2. El mundo de baldosas (Tileworld)
El Tileworld (en castellano mundo de baldosas) [5] se propuso inicialmente
como un ambiente experimental para la evaluacio´n de la arquitectura de los
agentes. Es un entorno simulado, formado por una grilla bi-dimensional, en el
cual existen agentes, huecos, baldosas y obsta´culos [4]. Un agente (o robot) puede
moverse en cuatro direcciones: arriba, abajo, derecha e izquierda y si esta´ junto
a una baldosa la puede empujar. Un obsta´culo es un grupo inamovible de celdas
de la grilla, que no pueden ser atravesadas por los agentes. Los huecos deben ser
llenados con baldosas y el objetivo es llenar tantos huecos como sea posible. El
Tileworld es un ejemplo de entorno dina´mico; inicialmente, de manera aleatoria,
se encuentra en uno de los estados posibles y luego, dependiendo de una serie de
para´metros establecidos por el usuario, va cambiando en el tiempo de manera
discreta, ya que los huecos aparecen y desaparecen aleatoriamente. El usuario
puede establecer distintos para´metros como la frecuencia con que aparecen y
desaparecen tanto las baldosas como los obsta´culos o bien los huecos; tambie´n es
posible elegir la manera en que desaparecen los huecos: brusca (completamente)
o suave (decremento gradual del taman˜o). En el Tileworld los huecos aparecen de
manera aleatoria y se mantienen de acuerdo a su expectativa de vida, a menos
que desaparezcan por el accionar del usuario. El intervalo entre la aparicio´n
de huecos sucesivos es denominado el tiempo de gestacio´n de los huecos. El
desempen˜o de un agente en el Tileworld se mide haciendo correr este banco de
pruebas durante un nu´mero predeterminado de pasos en el tiempo y midiendo la
cantidad de huecos que el agente lleno´ de manera exitosa. El desempen˜o (utilidad
u) de un agente en una corrida particular r se define de la siguiente manera:
u(r) = nu´mero de huecos llenados durante rnu´mero de huecos que aparecieron en r
Esto brinda una medida de desempen˜o normalizada en el rango de 0 (el agen-
te no tuvo e´xito en llenar ningu´n hueco) a 1 (el agente tuvo e´xito en llenar cada
hueco que aparecio´). Ma´s alla´ de su simplicidad, el Tileworld permite exami-
nar importantes capacidades de los agentes. Quiza´s la ma´s importante sea la
habilidad del agente para reaccionar a cambios en el entorno y de explotar las
oportunidades que surgen.
Como un ejemplo supongamos que un agente esta´ llevando una baldosa hacia
(a) (b) (c)
Figura 2. Consideracio´n de oportunidades
un hueco (Figura 2 (a)), cuando de pronto el hueco desaparece (Figura 2 (b)).
En ese momento el objetivo pierde sentido y lo mejor que podr´ıa hacer el agente,
si noto´ el cambio, es repensar su objetivo original. Para ilustrar lo que significa
reconocer oportunidades, supongamos que en la misma situacio´n original apa-
rece un hueco a la derecha del agente (Figura 2 (c)). Es ma´s probable que el
agente sea capaz de llenar el segundo hueco (antes que desaparezca) por la sen-
cilla razo´n que tiene que empujar la baldosa un solo lugar, en lugar de tres.
Los experimentos pueden ser “controlados” (variados) de acuerdo al: a) Dina-
mismo, la tasa en la cual aparecen nuevos huecos, b) Hostilidad, la tasa en la
cual aparecen los obsta´culos, c) Utilidad variable, diferencias en la puntuacio´n
de los huecos y d) Duracio´n fija/variable, ¿los huecos tienen un tiempo de vida
preestablecido o desaparecen gradualmente?. Estas son las principales “perillas”
que se deben regular cuando se hacen los experimentos, de manera que las com-
paraciones son realizadas dentro de un determinado rango de variabilidad.
3. Experiencias con el uso de Tileworld
En esta seccio´n se revisan brevemente dos trabajos de investigacio´n basa-
dos en el uso de variantes de Tileworld. Estos trabajos son de intere´s porque
ejemplifican la forma de realizar y evaluar los distintos experimentos, co´mo las
variaciones de los para´metros influyen en el desempen˜o de las diferentes clases
de agentes y co´mo se pueden visualizar graficamente esas diferencias.
Evaluacio´n de PRS sobre Tileworld. El trabajo [3] de Kinny y Georgeff (K&G)
entre otros objetivos principales, evalu´a la factibilidad de medir experimental-
mente la efectividad de un agente inmerso en un ambiente simulado. K&G es-
tablecen algunos conceptos u´tiles que tambie´n han sido incorporados en nuestra
investigacio´n. Los huecos aparecen en celdas libres seleccionadas aleatoriamente
y existen por un per´ıodo de tiempo conocido como expectativa de vida; pero
pueden desaparecer antes debido al accionar del agente. El tiempo real durante
el cual existe un hueco es conocido como tiempo de vida. El intervalo de tiempo
entre la aparicio´n de un hueco y el siguiente es conocido como tiempo de gesta-
cio´n. Cada hueco tiene un valor espec´ıfico, el puntaje. La expectativa de vida, el
tiempo de gestacio´n y el puntaje se toman a partir de distribuciones aleatorias
independientes.
El sistema de experimentacio´n de K&G se baso´ en PRS [1], un sistema de
razonamiento de tiempo real usado para gobernar la tarea del robot situado
en el Tileworld. Para medir el desempen˜o del agente en esta clase de ambien-
tes cambiantes, es necesario establecer la frecuencia de cambio del mundo, que
sera´ denotada con γ. El valor de γ es la relacio´n entre la frecuencia de reloj del
Tileworld y la frecuencia de reloj usada por el agente. Este para´metro mide la
dina´mica de cambio percibida por el agente durante el experimento.
Para obtener resultados comparables entre distintas instancias experimentales,
como medida de efectividad del agente se toma un valor , que se calcula como
la relacio´n entre el puntaje total de los huecos tapados y el puntaje total de los
huecos que aparecieron durante el experimento. El rango de valores de  es [0;1],
alcanza´ndose el ma´ximo valor cuando el agente logra tapar todos lo huecos que
aparecen. A medida que γ crece, el agente siente que la expectativa de vida de
los huecos disminuye, lo que conduce a una pe´rdida de eficiencia ( disminuye).
Precisamente esa relacio´n es la escogida para graficar el comportamiento de las
distintas clases de agente mediante un sistema de coordenadas donde, en el eje
Y se representa el valor de  y en el eje X el valor de log10γ. En esta curva de
desempen˜o del agente, se pueden identificar tres secciones distintas. Para valores
pequen˜os de γ el agente consigue muy buen desempen˜o ya que, como el entorno
var´ıa poco, puede cubrir todos los huecos que aparecen. A medida que γ crece
la efectividad  decrece ra´pidamente. Finalmente para los valores ma´s grandes
de γ, la curva se acerca a cero pero no llega a tocarlo debido a que siempre el
agente encuentra algu´n hueco que puede llenar. Realizando varias repeticiones
para cada conjunto de valores en los para´metros se consigue caracterizar a los
distintos tipos de agentes.
Modelos Markov y BDI sobre Tileworld En el trabajo [8] de Simari y Parsons
(S&P) se hace una evaluacio´n emp´ırica de los modelos BDI y MDP sobre el
entorno Tileworld. En el modelo BDI se consideraron distintos tiempos de repla-
nificacio´n (para´metro p) que mide el tiempo requerido por el agente para cambiar
de plan. La versio´n (simplificada) del Tileworld creada por Martijn Schut [7] fue
la elegida para hacer los experimentos. En este caso, se prescinde de las baldosas
ya que para sumar puntos so´lo se requiere que el agente llegue al hueco; adema´s,
se considera que el agente tiene un conocimiento exacto del estado del mundo
sin ningu´n costo de razonamiento.
En el caso del modelo llamado Proceso de Decisio´n Markov (o MDP por
sus siglas en ingle´s), se intenta identificar en cada paso la decisio´n o´ptima y
el mundo es modelado tomando en cuenta cada accio´n posible en cada estado
posible. Claramente aqui, se visualizan los problemas de escalabilidad de este
modelo para resolver (en forma o´ptima) el problema del Tileworld. En un mundo
de taman˜o n (grilla de n × n), hay n2 posiciones posibles para el agente y 2n2
configuraciones posibles para la presencia (o no) de los huecos. Un estado en
este mundo es un par (P,H), donde P = (i, j), 0 ≤ i, j ≤ n− 1 y H representa
una configuracio´n posible de huecos sobre la grilla. De esa manera cuando n es
igual a 6 existen 2, 5 × 1012 estados distintos, por lo que n = 4 o n = 5 son los
valores ma´s grandes que pueden ser manejados en una computadora con recursos
razonables. Para enfrentar el problema de explosio´n de estados existen distintas
aproximaciones las cuales han tenido distinto grado de e´xito. Lo importante a
considerar es que au´n para taman˜os pequen˜os del Tileworld existe una gran
cantidad de datos para procesar.
Para comparar el desempen˜o de los modelos propuestos se consideraron tres
para´metros: dinamismo, determinismo y accesibilidad, varia´ndose solamente uno
de ellos y dejando los otros dos constantes. Respecto al dinamismo, las conclusio-
nes que alcanzan S&P son similares a las obtenidas por K&G. Para el determi-
nismo, se tuvo en cuenta el efecto de la probabilidad de e´xito de las acciones en la
efectividad. Comprobaron emp´ıricamente que la efectividad del agente es mejor
cuando sus acciones son ma´s confiables. Finalmente la accesibilidad considera la
influencia del nu´mero de celdas que el agente “ve” a su alrededor. En todos los
casos la efectividad aumento´ cuando crecio´ el radio de celdas consideradas.
4. Descripcio´n de la aplicacio´n
El disen˜o e implementacio´n de T-World dentro de nuestro grupo de investiga-
cio´n, surgio´ por la necesidad de contar con una versio´n de Tileworld que reuniera
ciertos aspectos que consideramos deseables. Por un lado, que fuese portable y
flexible para ser usada fa´cilmente sin depender de un lenguaje de programacio´n
particular y permitiendo incorporar motores de razonamiento con programas de
agente escritos en diferentes lenguajes. Tambie´n se deb´ıa poder considerar la
aplicacio´n de diversos para´metros al mismo tiempo y, buscando que las simula-
ciones resulten atractivas, que tambie´n fuese visual pensando en las posibilides
de su uso en la ensen˜anza.
En la Figura 3 se observa una instanta´nea de la simulacio´n de un experimento.
Consideramos que es importante para usar T-World en docencia que la simula-
cio´n sea similar al contexto de un juego y que se aproxime a un experimento real;
por ejemplo se puede observar el efecto visual del robot empujando las baldosas.
Tambie´n se ve la reaccio´n el robot cuando choca con un obsta´culo.
Figura 3. Ventana de la simulacio´n con T-World
Como lenguaje de programacio´n se uso´ JavaScript debido a la posibilidad de
ejecutarlo dentro de un navegador. Los programas que esta´n escritos en lo que se
conoce como JavaScript del lado del cliente, son interpretados y ejecutados sin
necesidad de contar con un servidor web. Las distintas piezas de co´digo funcio-
nan como manejadores (handlers en ingle´s) de eventos, ya que responden a las
entradas de los usuarios siguiendo el modelo de programacio´n orientada a even-
tos y de acuerdo a las instrucciones del programa producen las modificaciones
en la ventana del navegador. Las acciones de los usuarios son percibidas por el
navegador y el programa atiende los correspondientes eventos.
El contenido que se observa en las distintas pa´ginas web tiene el estilo general
provisto por el co´digo HTML de la misma, y habitualmente tambie´n se le agre-
gan mejoras mediante la utilizacio´n de hojas de estilo CSS que hacen aportes a
la presentacio´n. Al usar JavaScript se agrega comportamiento al contenido y la
presentacio´n de las pa´ginas web. El rol de JavaScript es mejorar la experiencia
de navegacio´n del usuario, hacie´ndole ma´s fa´cil obtener o transmitir informa-
cio´n. Eso se consigue, creando efectos visuales tales como transformaciones de
ima´genes que sutilmente guien al usuario y ayuden la navegacio´n de la pa´gi-
na. Tambie´n ocultando determinado contenido en algunos casos, y mostrando
detalles en otros, a medida que el usuario “escarba” en el contenido.
4.1. Configuracio´n del entorno
Dado que en el presente art´ıculo pondremos especial e´nfasis en las posibili-
dades que ofrece T-World como herramienta dida´ctica, describiremos la confi-
guracio´n del entorno tomando como base algunas de las dimensiones cla´sicas de
los ambientes especificadas en el libro ma´s difundido para la ensen˜anza de agen-
tes inteligentes [6]: observabilidad, nu´mero de agentes, determinismo, dina´mica
y conocimiento del ambiente. En la mayor´ıa de los casos, estos valores se esta-
blecen con la ayuda de elementos de control gra´fico como contadores crecien-
te/decreciente (spinners en ingle´s) o deslizadores (sliders en ingle´s).
Totalmente observable vs parcialmente observable. Los ambientes totalmente ob-
servables son ma´s sencillos, ya que no requieren mantener informacio´n compleja
sobre el estado interno del agente para conocer el estado real del ambiente. Un
ambiente parcialmente observable puede deberse a la presencia de ruido en el
sensado, o a la falta de sensores adecuados para la tarea bajo consideracio´n.
En T-World la observabilidad parcial se puede incorporar de dos formas. Una
forma de observacio´n parcial consiste en limitar el radio de celdas que pueden
ser percibidas (el agente es ciego cuando el radio es 0). La otra forma de especi-
ficar observacio´n parcial es introduciendo ruido y sensores incorrectos, los cuales
se especifican como tres valores en el porcentaje de ruido correspondientes a la
percepcio´n de huecos, baldosas y obsta´culos.
U´nico agente vs multi-agente. Como ya se ha discutido en [6], en algunos casos
puede ser conveniente considerar una entidad cualquiera como si fuera un agente
y existen otras situaciones donde necesariamente se deben modelizar los otros
agentes. En el caso de establecerse un entorno multi-agente, las alternativas para
realizarlo suelen ser de dos tipos. Una es conformar un u´nico equipo que funciona
de manera cooperativa para conseguir un mismo objetivo y la otra alternativa es
simular una competencia entre dos agentes de distintos equipos. En este u´ltimo
caso, dos agentes compiten por sumar puntos, el progreso de un agente en el
puntaje implica para el otro agente un retraso en sus posibilidades de sumar
puntos, lo que corresponde a un entorno multi-agente competitivo. Cuando se
forma un u´nico equipo los agentes deben coordinar el trabajo procurando sumar
el ma´ximo puntaje en el menor tiempo posible.
Determin´ıstico vs estoca´stico. Si el pro´ximo estado se determina un´ıvocamente
por el estado actual y la accio´n realizada por el agente, se dice que el ambiente
es determin´ıstico; en otro caso que es estoca´stico. En un entorno determin´ıstico
y totalmente observable, el agente no debe preocuparse por la incertidumbre del
entorno. Si el entorno es parcialmente observable o la realidad es tan compleja
que no se pueden considerar todos los aspectos no observados puede ser conve-
niente asumir que el entorno es estoca´stico. Se dice que el entorno es incierto si
no es totalmente observable o no es determin´ıstico. En T-World cuando se especi-
fica un comportamiento estoca´stico es necesario establecer co´mo se comportara´n
las acciones del agente. Por un lado se puede regular el porcentaje de confianza
con el cual las acciones finalizara´n segu´n lo previsto; adema´s es necesario elegir
uno de los posibles modelos de movimiento estoca´sticos.
Esta´tico vs dina´mico. Si el ambiente puede cambiar mientras el agente esta´ de-
liberando, se dice que para el agente el ambiente es dina´mico; en otro caso es
esta´tico. Los ambientes esta´ticos son mas sencillos, ya que no se necesita estar
pendiente del entorno mientras esta´ decidiendo sobre su pro´xima accio´n, ni tener
en cuenta el paso del tiempo como s´ı es necesario en los ambientes dina´micos.
Cuando el ambiente en s´ı mismo no cambia con el paso del tiempo, pero s´ı lo
hace el puntaje que mide el desempen˜o, entonces se dice que el entorno es semi-
dina´mico. En T-World es posible optar por cualquiera de las tres posibilidades.
Conocido vs Desconocido. Hablando estrictamente, esta distincio´n no se refiere
al ambiente en s´ı mismo sino al conocimiento que puede tener el agente (o el
disen˜ador del agente) sobre las leyes de la f´ısica del ambiente, es decir, sobre los
resultados de las operaciones (o las probabilidades de los resultados, si el entorno
es estoca´stico). Notar que la distincio´n entre entornos conocidos y desconocidos
no es la misma que entre ambientes total y parcialmente observables. En cual-
quier caso, en T-World no existe ningu´n impedimento para experimentar con
agentes cuando el ambiente es conocido o desconocido.
4.2. Programa Agente
Dentro de T-World todos los agentes perciben el entorno del mismo modo,
mediante una estructura en formato JSON, XML o hechos Prolog 1, con tres
tipos de informacio´n: externa al agente (p.e. disposicio´n de elementos “f´ısicos”
y de otros agentes en el mundo, tiempo transcurrido, etc.). Informacio´n rela-
tiva al agente mismo como ser niveles de energ´ıa, puntuacio´n, posicio´n actual,
etc. Conocimiento incorporado con aquellos valores constantes asignados por el
usuario, (p.e. probabilidades de resultados, dimensiones del escenario, valores y
reglas que definen co´mo evoluciona el mundo). Las acciones del agente tambie´n
deben ser transmitidas al T-World mediante paquetes JSON.
De ese modo los usuarios so´lo deben programar el motor de razonamiento, lo
que se denomina el programa agente, ya que la percepcio´n (y las acciones) se ob-
tienen (transmiten) mediante paquetes JSON. El env´ıo y recepcio´n de paquetes
JSON por parte del navegador so´lo es posible mediante el uso de WebSockets
(provistas por HTML5) que utiliza un protocolo propio (protocolo WebSocket
RFC6455). Por este motivo fue necesario construir un Proxy en lenguaje C que
utiliza so´lo librer´ıas esta´ndares, de forma tal que pueda ser compilado de for-
ma nativa en cualquier sistema operativo. Luego el usuario debera´ conectar su
programa agente con el Proxy, mediante un simple socket TCP.
1 los formatos JSON y XML son esta´ndares para el intercambio de datos usados por
muchos lenguajes. Adema´s, debido a la popularidad de PROLOG dentro del campo
de la Inteligencia Artificial se lo incluiyo´ especialmente
5. Conclusiones y trabajos futuros
Tomando en cuenta el importante papel que desempen˜an los bancos de prue-
ba para evaluar distintas estrategias de agentes inteligentes y reconociendo la
importancia que tiene en educacio´n el uso de la experimentacio´n controlada,
este trabajo propone y describe el entorno T-World. Esta versio´n de Tileworld
se destaca por su portabilidad ya que puede ser accedida como una pa´gina web,
por su flexibilidad permitiendo combinar distintas situaciones a las cuales en-
frentar a los agentes y provista de una atractiva visualizacio´n que estimula su
uso. T-World se puede acceder de manera remota como un URL en la direccio´n
http://tworld-ai.com o bien solicitar a los autores el co´digo y cargarlo como un
archivo local para ejecutarlo en cualquier navegador.
Actualmente se esta´n implementando mejoras que permiten la administracio´n
de usuarios y de los programas agente que los usuarios desarrollan; tambie´n
esta´ prevista la generacio´n y resguardo de las distintas estad´ısticas que los mis-
mos generan. Entre los usos inmediatos se realizara´n pruebas para integrar T-
World en diferentes l´ıneas de trabajo dentro del grupo de investigacio´n [9] y en
docencia se considera su uso en la materia Inteligencia Artificial de la Lic en cs.
de la Computacio´n de la UNSL.
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