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Abstract
Individual disagreements are assumed to be reflected in the preferences. Distance
functions, e.g., the well-known Kemeny (1959) distance, are used to measure these
disagreements. However, a disagreement on how to rank the top two alternatives
may be perceived more (or less) than a disagreement on how to rank the bottom two
alternatives. We propose two conditions on distance functions which characterize
a class of weighted distance functions. This class allows to quantify disagreements
according to where they occur in preferences. We provide some examples within this
class and show one of them to be the generalization of the Kemeny distance on strict
preferences.
JEL classification: C63, D71, D72, D74
Keywords: Strict preferences; rankings; Kemeny distance; Ideological distance
1 Introduction
In various contexts, the analysis of differences or dissimilarities between those opinions
are crucial. Consider, for instance, a situation where like-minded people form clusters,
interest groups, or political parties to implement their agenda on some institution. Another
example would be situations in which dissimilarities between the social preference and that
of the individuals cause discontent. In that case the extent of the discontent is very much
dependent on the model of dissimilarity. It is important, thus, to measure how similar (or
dissimilar) two individuals are regarding their preferences.
Preferences are often modeled as orders/rankings over available alternatives. To com-
pare two preferences, it is, therefore, plausible to look at the alternatives which are ranked
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oppositely. The well-known Kemeny distance (Kemeny, 1959) is commonly used in that
way. Consider a strict preference a  b  c, which is interpreted as: a is preferred to
b, and b to c, and by transitivity, a to c. The Kemeny distance between a  b  c and
another strict preference b  a  c is 1, because the two preferences only disagree on how
to order a and b. However, the Kemeny distance between a  b  c and a  c  b is also
1 (the disagreement is now on how to order b and c). Therefore, the dissimilarity between
the former two and the dissimilarity between the latter two are given identical weights.
It is not that difficult though to imagine situations where a disagreement at the top of a
preference leads to a larger conflict/dissimilarity than a disagreement at the bottom of the
preferences.
We believe the variation on the dissimilarities caused by the position of disagreements
in preferences might be useful in many applications. For instance, consider three search
engines, (G)oogle, (Y )ahoo and (B)ing. Given a word search, assume these engines give
a strict ranking of the same millions of alternatives, i.e., websites that are relevant to
the search term. Suppose that G and Y provide identical rankings in the first hundred
websites and differ completely in the remaining millions of websites. Suppose also that G
differs from B in the ranking of the first hundred websites but is identical in the remaining
millions of websites. Nevertheless, it is natural to argue that G is closer to Y than it is to
B, even if G and Y disagree on how to rank the remaining millions of alternatives after the
first hundred websites. This is because what apparently matters most for internet users in
website rankings is the first twenty-thirty websites (BBC1, 2006) that are ranked. Another
branch of applications would occur in cases where at least two individuals need to find
consensus by making concessions, such as in bargaining or collective decision making. The
implicit cost of these concessions, then, might depend on the positions of the disagreement
between the individuals.
Note that the variation in dissimilarity may not always follow a monotonically decreas-
ing pattern in the position of disagreement. In fact, in cases where certain positions in
preferences are critical, the dissimilarity caused by a change in those positions might be
more than changes in other positions. An example would be the ranking of football teams
in a league, where the last, say 3, teams of the last week’s ranking are to be relegated
to another leauge. Then, a swap in the last 3rd and 4th positions might be much more
critical, hence influential in the dissimilarity between two rankings, than a swap elsewhere.
Therefore, it makes sense to assign more dissimilarity to a change at those critical positions.
In this paper, to model dissimilarity between preferences, we propose to use certain
functions on strict preferences2 in a similar spirit of the Kemeny distance, i.e., respectful
to the number of disagreements, but also allow variation in the treatment of different pairs
of disagreements. To that end, we distinguish between metrics (distance functions) and
semimetrics (or dissimilarity functions) which are -roughly speaking- metrics that do not
1http://news.bbc.co.uk/2/hi/technology/4900742.stm.
2A strict preference on a set of alternatives is a complete, transitive and antisymmetric binary relation
over that set of alternatives.
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necessarily satisfy the triangular inequality condition. This allows for more functions to
analyze preferential differences. Although triangular inequality condition is very relevant,
even for the very space we live within, when it comes down to the likelihood of preferences
it may not always be that realistic. For instance, consider three parties (l)eft, (r)ight and
(c)entre and three voters with preferences respectively: l  c  r, r  c  l, and c  r 
l. Note that voters have single-peaked preferences on the left-right political dimension.
Obviously one can stereotype the first individual as a leftist, the second as rightist and
the third somewhat centre-right. In case, the ideological dissimilarity between the leftist
and rightist individuals is relatively high, modeling the dissimilarity with the triangular
inequality condition may be difficult. It is, nevertheless, a likely scenario that people may
underrate their political differences with middle individuals whereas they overrate them
with individuals in completely opposing ideologies.
In this paper, we provide two conditions that essentially characterize a class of dissimi-
larity functions, which we call the “weighted dissimilarity functions”. First one, “positional
neutrality” is a neutrality condition towards the position of disagreement between two ad-
jacent preferences, i.e., preferences which have only one disagreement. The second one,
“decomposability” is a additivity-like condition which requires that the dissimilarity be-
tween any two preferences can be decomposed into a path of adjacent preferences between
the two. We show some examples from the class of weighted dissimilarity functions, hence
semimetrics, and also prove under which conditions these functions become metrics, i.e.,
they satisfy the triangular inequality condition. We restrict our attention to strict prefer-
ences only and employ some group-theoretic results.
In Section 2, we introduce the notation and basic conditions for dissimilarity functions
over strict preferences and define the two aforementioned conditions; positional neutrality
and decomposability. In Section 3 we introduce the class of weighted dissimilarity functions
and discuss some members of this class: the Kemeny distance, the Lehmer function, the
inverse Lehmer function, and the path-minimizing function. Section 4 shows under what
type of weight distributions, these functions become weighted distances, i.e., they satisfy
the triangular inequality condition. It is shown that only for one weighted distance function,
the path-minimizing distance, the variation in the weights does not affect the triangular
inequality condition. However for the other two functions particular weight distributions
guarantee the triangular inequality condition. Section 5 concludes the paper and points to
possibilities for further research.
2 The Model
2.1 Notation
Let A be the set of alternatives with cardinality m ≥ 3. Strict preferences are modeled
by linear orders3 over A, and the set of all linear orders is denoted by L. Given R ∈ L,
3Complete, transitive and antisymmetric binary relations.
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a R b is interpreted as a is strictly preferred to b, i.e., the ordered pair (a, b) ∈ R . We
sometimes write R = . . . a . . . b . . . if a R b, and R = . . . ab . . . if a R b and there exists no
c ∈ A \ {a, b} such that a R c and c R b, i.e., a and b are adjacent in R. Given any a ∈ A,
UC(a,R) = {b ∈ A | bRa} is the “upper contour set” of a in R, i.e., the set of alternatives
that are ranked above a in the linear order R. Correspondingly, LC(a,R) = {b ∈ A | aRb}
is the “lower contour set” of a in R. .
For l = 1, 2, . . . ,m, R(l) denotes the alternative in the lth position in R, and we use
rank(a,R) to denote the position of alternative a in R. For some subset B ⊆ A, R|B
denotes the preference reduced to B, i.e., R|B = R∩ (B×B). Given any two linear orders
R,R′ ∈ L, the set difference R \ R′ denotes the set of ordered pairs that exist in R and
not in R′, i.e., {(x, y) ∈ A × A | x R y and y R′ x}. Two linear orders (R,R′) ∈ L2 form
an elementary change4 in position k whenever R(k) = R′(k + 1), R′(k) = R(k + 1) and
for all t 6∈ {k, k + 1}, R(t) = R′(t), i.e. |R \ R′| = 1. Given any two distinct linear orders
R,R′ ∈ L, a vector of linear orders ρ = (R0, R1, . . . , Rk) is called a path between R and R′
if k = |R \ R′|, R0 = R, Rk = R′ and for all i = 1, 2, . . . k, (Ri−1, Ri) forms an elementary
change. For the special case where R = R′, we denote the unique path as ρ = (R,R).
A bijection pi : {1, 2, . . . ,m} → {1, 2, . . . ,m} is called a permutation and the set of all
permutations is denoted by Π. We use pi(R) (or pi · R) to denote the permutation of the
linear order R by pi, i.e., pi(R) = R′ if and only if R(i) = R′(pi(i)) for all i = 1, 2, . . . ,m.
Given R,R′ ∈ L, a permutation pi ∈ Π is called the corresponding permutation5 for R,R′,
if pi(R) = R′. We denote the conjugate of a permutation pi by p˜i ∈ Π, i.e., p˜i(R′) = R
if and only if pi(R) = R′. A permutation that swaps the kth alternative of a linear order
with (k + 1)th is called an elementary permutation and is denoted by σk. Hence, σk is the
corresponding permutation for any R,R′ ∈ L that form an elementary change in position
k. The set of all elementary permutations is denoted by S = {σ1, σ2, . . . , σm−1} ⊆ Π. The
identity permutation is denoted by σ0.
Note that the set of all permutations Π over the set of alternatives A forms a symmetric
group (also known as a permutation group) with the group operator “·”, which implies any
permutation pi ∈ Π can be obtained by composition of some other permutations with the
group operator, e.g., pi′′ · pi′ · R = pi · R refers to the situation where R is first permuted
via pi′ and then pi′′, and pi′′ · pi′ = pi. Note, however, that unless m ≤ 2, the group fails
commutativeness, e.g., for R = abc; note that σ1 · σ2 ·R = cab whereas σ2 · σ1 ·R = bca.
In this paper, we will especially make use of compositions of elementary permutations
in S. Since Π is a permutation group it has S, as the generator set, which means every
permutation pi ∈ Π, including the identity permutation σ0, can be expressed by some
composition of elements of S. Given R,R′ ∈ L, and a corresponding permutation pi ∈ Π,
let I(pi) denote the size of pi, which is the number of minimal inversions required to obtain
R′ from R by elementary permutations. Note that as pi is the corresponding permutation
for R,R′, we have that I(pi) = |R \ R′|. Note also that for the identity permutation, we
4We omit the paranthesis whenever it is clear and write R,R′ instead.
5We omit this expression whenever it is clear which permutation we employ.
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have I(σ0) = 0. Next we define compositions of a permutations via elementary/identity
permutations.
Definition 1. Factorization: Given pi ∈ Π and some positive integer r ≥ I(pi), a vector
of elementary/identity permutations f = (f(1), f(2), . . . , f(r)) ∈ (S ∪ {σ0})r is called a
factorization of pi whenever for all i = 1, 2, . . . r − 1:
a) f(r) · f(r − 1) · . . . · f(1) = pi,
b) f(i) 6= f(i+ 1).
If r > I(pi), i.e., the number of inversions is not minimal in the factorization f , then f
is called a non-reduced factorization of pi. Next we define the minimal factorizations, i.e.,
the compositions that require the fewest elementary permutations.
Definition 2. Decomposition: Given pi ∈ Π, a factorization d of pi is called a decompo-
sition of pi whenever:
a) d = σ0 if I(pi) = 0,
b) d = (d(1), d(2), . . . , d(I(pi))) if I(pi) > 0.
We denote the set of all decompositions of a permutation pi by Dpi. In case there are
many permutations, we refer to a decomposition also as dpi. Note that factorizations, as
well as decompositions, of a permutation are not necessarily unique, e.g., for R = abc and
R′ = cba, the corresponding permutation pi can be decomposed by d = (σ1, σ2, σ1) as well
as by d′ = (σ2, σ1, σ2). However, once a decomposition is given, then there is an induced
path, i.e., a sequence of linear orders, starting from R and ending at R′ via elementary
changes.
Definition 3. Induced path: Given R,R′ and pi ∈ Π, let d = (d(1), d(2), . . . , d(k)) ∈ Dpi
be a decomposition of pi. A vector of linear orders ρd = (ρd(1), ρd(2), . . . , ρd(k+ 1)) ∈ Lk+1
is called a path induced by d between R,R′ whenever:
a) ρd is a path between R and R
′,
b) ρd(i+ 1) = d(i) · ρd(i) for all i = 1, 2, . . . , k, i.e., all consecutive linear orders in the path
form elementary changes in the positions induced by the decomposition d (or ρd = (R,R)
in case pi = σ0).
Remark 1. Given R,R′ ∈ L, and the corresponding permutation pi, if ρ is a path between
R and R′ then it is induced by some decomposition d ∈ Dpi. Note also that the decompo-
sition d ∈ Dpi which induces the path ρ is unique. See Appendix A.5 for a visualization of
this relation between decompositions and paths.
Example 1. Consider the linear orders R = abc and R′ = cba, the corresponding permu-
tation pi. Let d be a decomposition of pi such that d = (σ1, σ2, σ1). Then the path induced
by d, denoted by ρd, is as follows:
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R = R0 R1 R2 R3 = R
′
a b b c
b a c b
c c a a
Note that the decomposition d is not unique, in fact it is easy to see that d′ = (σ2, σ1, σ2)
is also a decomposition of pi leading to a different path.
2.2 Dissimilarity-Distance functions and properties
We use the term dissimilarity functions to denote what is also known as “semimetrics” in
the literature and distance functions to denote “metrics”. The only difference, as briefly
explained in the introduction, is the triangular inequality condition. We do not commit
ourselves to any choice between these two options. We make it explicit when a func-
tion satisfies triangular inequality by referring to it as a distance function, rather than a
dissimilarity function. Formally:
Definition 4. Dissimilarity function: A function δ : L × L → R is a semimetric
(dissimilarity function) on the set of linear orders if it satisfies the following conditions:
a) Non-negativity: δ(R,R′) ≥ 0 for all R,R′ ∈ L,
b) Identity of indiscernibles: δ(R,R′) = 0 if and only if R = R′ for all R,R′ ∈ L,
c) Symmetry: δ(R,R′) = δ(R,R′) for all R,R′ ∈ L.
Definition 5. Distance function: A function δ : L × L → R is a metric (distance
function) on the set of linear orders if it is a semimetric (dissimilarity function) and, in
addition, satisfies the following condition:
d) Triangular inequality: δ(R,R′′) ≤ δ(R,R′) + δ(R′, R′′) for all R,R′, R′′ ∈ L.
From this point on, to avoid confusion we refer to the two aforementioned functions as
dissimilarity and distance functions respectively instead of semimetrics and metrics. Note
that a distance function is also a dissimilarity function but the converse is not necessarily
true. Next, we introduce two new conditions for dissimilarity functions. First condition,
positional neutrality, ensures that the elementary changes in the same positions are treated
impartially. Hence, a function should assign the same distance to any two pairs of linear
orders that form elementary changes in the same position. Therefore, the function is
neutral in the position, in the sense that, as long as the swaps in alternatives happens at
the same position, it remains unchanged.
Definition 6. Positional Neutrality: A distance function δ satisfies positional neutrality
if for all k < m and for all elementary changes (R,R′) and (R¯, R¯′) in position k:
δ(R,R′) = δ(R¯, R¯′).
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Note that this definition is equivalent to the following: “A dissimilarity function δ satis-
fies positional neutrality if for all k < m and for all R, R¯ ∈ L , δ(R, σk(R)) = δ(R¯, σk(R¯))”.
This equivalence is due to the fact that every elementary change is associated with a unique
elementary permutation.
Second condition is presented in twofold. Decomposability, requires that the dissimilar-
ity between two linear orders is equal to the sum of dissimilarity assigned to each elemen-
tary change on some path between these linear orders. Strong decomposability, however,
requires that this statement holds for all paths between these linear orders. We present
both conditions below where quantifiers in parentheses are for the strong version.
Definition 7. (Strong) Decomposability: A dissimilarity function δ satisfies (strong)
decomposability if for all R,R′ and for (all) some path(s) ρ = (R0, R1, . . . , Rk) between R
and R′:
δ(R,R′) =
∑k
i=1 δ(Ri−1, Ri).
Note that strong decomposability essentially implies that all paths between two linear
orders lead to same dissimilarity. We show in Section 3 that strong decomposability is too
demanding and it does not leave a lot of room to define functions.
3 Weighted Dissimilarity-Distance Functions
As we have already mentioned in the introduction, our aim is to differentiate among dis-
agreements according to where they occur in preferences. We do that by means of a
weight distribution with non-zero entries. Given an (m − 1)-dimensional weight vector,
ω = (ω1, ω2, . . . , ωm−1), we use the entries of the vector to measure dissimilarity of adja-
cent preferences (elementary changes in corresponding positions). For instance, ω1 would
be the measure of dissimilarity between the preferences abc and bac, whereas ω2 would be
interpreted as the measure of disagreement between abc and acb. Therefore once a weight
vector ω is given, it can be used to measure dissimilarity between any two adjacent prefer-
ences. We propose a weight function gω : S ∪ {σ0} → Rm−1++ associated with ω to formalize
this idea in the following way:
gω(σx) =
{
ωx if x > 0
0 if x = 0
(1)
Given a permutation pi and a factorization (possibly a decomposition) f =
(f(1), f(2), . . . , f(t)) of pi, we make use of the same weight function6 for the factorization
(or decomposition) by setting g(f) =
∑t
i=1 g(f(i)). This allows us to measure dissimilarity
between any two preferences including those that are not adjacent as well. Next, we define
the classes of weighted dissimilarity functions and weighted distance functions.
6Note that gω is essentially defined on the elementary/identity permutations, we slightly abuse notation
and use it for sequences of elementary/identity permutations for readability.
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Definition 8. A dissimilarity function δ : L × L → R is called a weighted dissimilarity
function if there exists a weight vector ω ∈ Ω such that for all R,R′ ∈ L and their
corresponding permutation pi ∈ Π:
δ(R,R′) = gω(d) for some decomposition d ∈ Dpi.
Similarly, a weighted distance function is defined as above in Definition 8 which, in ad-
dition, satisfies the triangular inequality condition. In most of the forthcoming definitions,
propositions, and theorems, the absence of triangular inequality condition does not affect
the results. Therefore, to save space, we will only distinguish between these two weighted
classes of (dissimilarity and distance) functions by referring to them in parentheses instead
of repeating the propositions. Given a weight vector ω ∈ Rm−1++ , we denote an associated
weighted (dissimilarity-distance) function by δω.
Note that, it is almost straightforward to see that the class of weighted (dissimilarity-
distance) functions is shaped by the two conditions; positional neutrality and decompos-
ability. In fact, the class of all (dissimilarity-distance) functions that satisfy these two
conditions correspond to the class of weighted (dissimilarity-distance) functions.
Proposition 1. Let δ be a (dissimilarity-distance) function. δ satisfies positional neutrality
and decomposability if and only if δ is a weighted (dissimilarity-distance) function for some
ω ∈ Ω.
Proof. (If part)
Let δ be a weighted (dissimilarity-distance) function with the associated weight vector
ω ∈ Ω. To show positional neutrality: take any two elementary changes (R,R′) and
(R¯, R¯′) in the same position, say, in k < m. The corresponding permutation for both is,
then, pi = σk. Since pi is an elementary permutation, there is a unique decomposition,
i.e., Dpi = {σk}. Therefore δ(R,R′) = gω(σk) = δ(R¯, R¯′). To show decomposability: take
any R,R′ ∈ L. Let pi be the corresponding permutation. By definition, there exists a
decomposition d ∈ Dpi such that δ(R,R′) = gω(d), i.e., δ(R,R′) = gω(d(1)) + gω(d(2)) +
. . .+ gω(d(l)) where l = I(pi). By Remark 1, there exists ρd = (R0, R1, . . . , Rl) which is the
induced path between R,R′. This implies that Ri = d(i) · Ri−1 for each i = 1, 2, . . . , l. As
δ(Ri−1, Ri) = gω(d(i)), this means
∑l
i=1 δ(Ri−1, Ri) =
∑l
i=1 gω(d(i)) = gω(d) = δ(R,R
′).
(Only if part)
Let δ satisfy the two conditions. By definition of (dissimilarity-distance) functions and
positional neutrality, for each i = 1, 2, . . . ,m− 1 and for all elementary changes (Ri, Ri+1)
in position i, there exists ci = δ(Ri, Ri+1) > 0. Now let R,R
′ ∈ L and pi ∈ Π be their
corresponding permutation. By decomposability, there exists a path ρ = (R0, R1, . . . , Rk)
between R and R′ such that δ(R,R′) =
∑k
i=1 δ(Ri−1, Ri). By Remark 1, there exists
d ∈ Dpi which induces ρ, i.e., ρ = ρd. Then for all elementary changes (ρd(i), ρd(i + 1))
on the path ρd, the (dissimilarity-distance) is cx if and only d(i) = σx. Then letting
ω = c = (c1, c2, . . . , cm−1), we have that gω(d) =
∑k
i=1 δ(Ri−1, Ri).
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An immediate question arises after Proposition 1, whether it is possible to describe
a similar class of functions with strong decomposability. In the proposition below we
show that the strong version of decomposability does not leave much room for variation
in the class of weighted (dissimilarity-distance) functions. In fact, there exists a strong
decomposable weighted (dissimilarity-distance) function if and only if the weight vector is
constant. Formally:
Proposition 2. Let δ be a (dissimilarity-distance) function. δ satisfies positional neutrality
and strong decomposability if and only if δ is a weighted (dissimilarity-distance) function
for some “constant” weight vector ω ∈ Ω, i.e., ω = (c, c, . . . , c) for some c ∈ R++
Proof. The if part is straightforward. To show the only if part, let δω satisfy strong
decomposability and suppose ωi 6= ωi+1 for some i ∈ {1, 2, . . . ,m − 1}. Then con-
sider some R,R′ with corresponding permutation pi such that d = (σi, σi+1, σi) ∈ Dpi
is a decomposition of pi. It is easy to see that there exists another decomposition7
d′ ∈ Dpi such that d′ = (σi+1, σi, σi+1) (See Example 1). Then by strong decomposability,
δ(R,R′) = gω(d) = gω(d′) which contradicts ωi 6= ωi+1.
We also distinguish between certain classes of weight distributions. The class of weight
vectors Ω¯ ( Rm−1++ is interpreted as the class of monotonically decreasing weight vectors, i.e.,
for all ω ∈ Ω¯ and for all i ≤ j, ωi ≥ ωj. This is particularly useful for scenarios wherein
a disagreement at the top of preferences is more important than a disagreement at the
bottom of preferences. Correspondingly, we denote the class of monotonically increasing
weight vectors by Ω. The set of all possible weight vectors is denoted by Ω, i.e., all possible
(m− 1)-dimensional vectors of nonnegative real numbers.
In the following subsections we focus on four examples within the class of weighted dis-
similarity functions. Some of them are also distance functions depending on the choice of
weight distribution. We first show that the well-known Kemeny distance (Kemeny, 1959)
is a weighted distance function, which is unfortunately defined only for the constant weight
vector ω = (1, 1, . . . , 1). As mentioned in the introduction, we would like to be able to
differentiate between the positions of disagreements, hence a varying weight distribution.
Therefore, an immediate extension of the Kemeny distance, to that end, is provided, the
path-minimizing function which chooses a decomposition, ex post, depending on the dis-
tribution in the weight vector. We finally introduce the Lehmer function, and the inverse
Lehmer function which are based on well-defined ex ante choices of decompositions for
each permutation. We also elaborate on the conditions under which these two weighted
dissimilarity functions become distance functions in Section 4.
3.1 Kemeny distance
Kemeny (1959) introduced a distance function which can be used to model the concept
of ideological distances between strict preferences, i.e., linear orders. Interestingly, the
7This is due to the fact that Π is a permutation group. In group theory, certain groups have the
property that σi · σi+1 · σi = σi+1 · σi · σi+1 where σx is a generator and “·” is the group operator.
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very same idea has numerous applications in other disciplines such as computer sciences,
information theory, group theory etc. A list of names (probably not exhaustive) for the
same concept includes; the Kendall tau distance, swap distance, inversion metric, word
metric, permutation swap, the Levenshtein distance, the Damerau-Levenshtein distance,
the Hamming distance, so on and so forth. In fact, prior to Kemeny (1959), the use of this
distance can even be traced back to Cramer (1750). Formally:
Definition 9. (Kemeny distance) Given R,R′ ∈ L and their corresponding permutation
pi, the Kemeny distance δK between R,R′ is:
δK(R,R′) = I(pi) = |R \R′|.
It is easy to see that the Kemeny distance is a weighted distance function for the weight
vector ω = (1, 1, . . . , 1). It assigns a weight of 1 each elementary change. It satisfies strong
decomposability since the sum of 1’s assigned to each elementary change on a path induced
by any decomposition equals the size of the permutation I(pi). Together with Proposition 2,
this implies that any weighted distance function δω which satisfies strong decomposability
is a multiple of the Kemeny distance, i.e., c× δK , where c = ωi for all i = 1, 2, . . . ,m− 1.
Remark 2. Note that, as shown in Proposition 2, imposing strong decomposability restricts
the class of weighted distance functions to only those with a constant weight vector. As
we have explained in the introduction, our main motivation, however, is to find distance
functions that possibly assign different weights to elementary changes in different positions.
Hence we use the regular decomposability condition instead of the strong version.
3.2 Path-minimizing function
As previously mentioned, the path minimizing function does not choose a decomposition
for each permutation ex ante. Instead, depending on the distribution of the weights in ω, it
chooses a decomposition that induces a path with elementary changes that has a minimal
sum of weights. Formally:
Definition 10. Given any R,R′ with pi, and any weight vector ω, the path-minimizing
function is:
δPMω (R,R
′) = min
d∈Dpi
{gω(d)}. (2)
Note that for each weight vector ω, the path-minimizing function chooses a decompo-
sition that minimizes the weight function gω(d). We call such decompositions, minimal
decompositions with respect to ω. By Remark 1, there exists a uniquely induced path for
each of these decompositions. We denote such paths by ρPM and call them minimal paths
between R and R′ with respect to ω. Below we remark that the minimality of these paths
are, in fact, preserved between any two point within the same path.
Remark 3. Given a weight vector ω, consider R,R′ ∈ L with pi and a minimal path
ρPM = (R0, R1, R2, . . . , Rk−1, Rk) with respect to ω between R = R0 and R′ = Rk. Then
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any portion of this minimal path is also a minimal path between its beginning and its end
with respect to the same ω, i.e., the “subpath” ρ = (Ri, Ri+1, . . . , Rj−1, Rj), for i, j ∈ N
such that 0 ≤ i < j < k, is a minimal path between Ri and Rj. Otherwise ρPM is not a
minimal path between R and R′, since it could have followed a different subpath between
Ri to Rj.
Note that by construction, the path-minimizing function satisfies identity of indis-
cernibles, nonnegativity and symmetry conditions. Therefore it is a dissimilarity function
and by Equation 2, it is a weighted dissimilarity function. Finally, by Proposition 1 it
satisfies positional neutrality and decomposability. In Section 4.1, we show that it also
satisfies the triangular inequality condition for any weight distribution. Thus, from now
on we shall call it the path-minimizing distance.
3.3 Lehmer function
The inverse of a permutation, according to Knuth (1998) was first defined by Rothe (see
Muir, 1906). By using the diagram Rothe introduced, a list of numbers (also known,
now, as the Lehmer code developed by Derrick Norman Lehmer) can be obtained for each
permutation (See Example 4 in the appendix). The Lehmer code essentially was used to
generate all possible permutations of any number of objects. In this work, it corresponds
to a particular way of decomposing permutations.
Given any R,R′ and their corresponding permutation pi, a decomposition dL ∈ Dpi is
the winners’ decomposition if it permutes R such that R′(1) is carried to the 1st position,
then R′(2) is carried to the 2nd position and so forth. Iteratively R′ will be achieved. We
call the path induced by this decomposition the winners’ path and denote it by ρL. We
illustrate the winners’ decomposition and the induced path below with an example. For
the formal description of the winners’ decomposition, see Appendix A.2.
Example 2. Let R = abcd and R′ = dcab. Then the winners’ decomposition first permutes
the alternative d to the top, thereafter c and so on. The induced path will look like:
R0 R1 R2 R3 R4 R5
a a a (d) d d
b b (d) a a (c)
c (d) b b (c) a
(d) c c (c) b b
The winners’ decomposition, therefore, is dpiL = (σ3, σ2, σ1, σ3, σ2). This decomposition is
well-defined for any two linear orders and so is the path ρL = (R0, R1, . . . , R5).
Definition 11. Given any R,R′ with pi and any weight vector ω, the Lehmer function is:
δLω (R,R
′) = gω(dpiL). (3)
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Note that by construction, the Lehmer function satisfies identity of indiscernibles and
nonnegativity conditions. The symmetry condition is shown in Proposition 5 in Ap-
pendix A.2. Therefore, it is a dissimilarity function and by Equation 3, it is a weighted
dissimilarity function. Finally, by Proposition 1 it satisfies positional neutrality and de-
composability. Triangular inequality is satisfied if the weights are decreasing from top to
bottom. Hence it is a weighted distance function for decreasing weight vectors ω ∈ Ω¯. We
discuss this condition further in Section 4.1.
3.4 Inverse Lehmer function
An immediate dual of the winners’ decomposition is the losers’ decomposition. Given R,R′
and a corresponding permutation pi, a decomposition dIL is the losers’ decomposition if it
permutes R such that R′(m) is carried to the mth position, then R′(m−1) is carried to the
(m− 1)th position and so forth. Iteratively R′ will be achieved. We illustrate this decom-
position and the induced losers’ path below, denoted as ρIL, via the same linear orders as
in Example 2. For the formal description of the losers’ decomposition, see Appendix A.3.
Example 3. Let R = abcd and R′ = dcab. Then the losers’ decomposition first permutes
the alternative b to the bottom, thereafter a and so on. The induced path will look like:
R0 R1 R2 R3 R4 R5
a a (a) c (c) d
(b) c c (a) d (c)
c (b) d d (a) a
d d (b) b b b
The losers’ decomposition, therefore, is dpiIL = (σ2, σ3, σ1, σ2, σ1). This decomposition is
also well-defined for any two linear orders and so is the path.
Definition 12. Given any R,R′ with pi, and any weight vector ω, the inverse Lehmer
function is:
δILω (R,R
′) = gω(dpiIL). (4)
Note that by construction, the inverse Lehmer function satisfies identity of indis-
cernibles and nonnegativity conditions. The symmetry condition is shown in Proposition 6
in Appendix A.3. Therefore it is a dissimilarity function and by Equation 4, it is a weighted
dissimilarity function. Finally by Proposition 1 it satisfies positional neutrality and decom-
posability. Triangular inequality is satisfied if the weights increasing from top to bottom.
Hence, it is a weighted distance function for increasing weight vectors ω ∈ Ω. We discuss
this condition further in Section 4.1.
12
4 Main Results
In this section, we first show that the path-minimizing function satisfies the triangular in-
equality regardless of the weight distribution. Then we show that for particular weight
distributions, the Lehmer function and the inverse Lehmer functions equal the path-
minimizing distance. This also helps us to distinguish those weight distributions that
guarantee the triangular inequality for these functions.
4.1 Triangular Inequality of the Path-minimizing Distance
Below, we introduce a lemma which is crucial for proving the triangular inequality of the
path-minimizing distance. The lemma argues that given a permutation, if on a sequence
of elementary changes (induced by a non-reduced factorization), two adjacent alternatives
are swapped twice then there can be a shorter factorization for the same permutation.
Although this may sound very trivial, it turns out to be a very crucial component of the
proof for the triangular inequality condition.
Lemma 1. Let R = . . . xy . . . with rank(x,R) = i and R′ = . . . xy . . . with rank(x,R′) = j
such that i 6= j and let pi be the corresponding permutation. Let f = (f(1), f(2), . . . , f(t)) be
a factorization of pi such that f(1) = σi and f(t) = σj. Then f˜ = (f(2), f(3), . . . , f(t− 1))
is also a factorization of pi.
Proof. As f(1) = σi and f(t) = σj, the induced path ρf = (R0, R1, . . . , Rk, . . . , Rt−1, Rt),
with R0 = R and Rt = R
′, looks like:
R0 = . . . . . . xy . . . . . .
R1 = = . . . . . . yx . . . . . .
...
Rk = . . . y . . . x . . . . . .
...
Rt−1 = . . . yx . . . . . . . . .
Rt = . . . xy . . . . . . . . .
Then, for R1 and Rt−1 with corresponding permutation p¯i, we have f¯ =
(f(2), f(3), . . . , f(t − 1)) as a factorization of p¯i. Now, for each linear order Rl for
l = 1, 2, . . . , t−1 in the subpath ρp¯i, consider a renaming of alternatives and write x instead
of y and y instead of x. Let these new linear orders be denoted as Rxyl for l = 1, 2, . . . , t−1.
Note that this changes neither the corresponding permutation p¯i nor the factorization f¯ .
Hence also for Rxy1 and R
xy
t−1, p¯i is the corresponding permutation and f¯ is a factorization
of p¯i. As Rxy1 = R0 and R
xy
t−1 = Rt, and the corresponding permutations are unique, we
conclude p¯i ≡ pi. Therefore f¯ is a factorization of pi.
Next, we show that the path-minimizing distance satisfies the triangular inequality
condition for any weight distribution. In fact, we show that the path-minimizing function
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is the only robust function to changes in weight distribution. To state differently, δPMω is
the only weighted distance function that satisfies triangular inequality condition for any
ω ∈ Ω. This also implies that the most “comprehensive” weighted generalization of the
Kemeny distance within the class of weighted distances is the path-minimizing distance.
Theorem 1. Given any weight vector ω ∈ Ω, a weighted distance function δω satisfies the
triangular inequality condition if and only if δω(R,R
′) = δPMω (R,R
′) for all R,R′ ∈ L.
Proof. (If part) Take any ω ∈ Ω. Let δω = δPMω . Take any R,R′, R′′ and let pi, pi′, pi′′ be
such that pi(R) = R′, pi′(R) = R′′, and pi′′(R′) = R′′.
Let d1 ∈ Dpi, d2 ∈ Dpi′′ , and d3 ∈ Dpi′ be the path minimizing decompositions for re-
spective permutations. Let k1, k2, k3 ∈ N be the size of the these decompositions. We want
to show that δPMω (R,R
′′) ≤ δPMω (R,R′) + δPMω (R′, R′′), i.e., gω(d3) ≤ gω(d1) + gω(d2). Now
let f = (d1, d2) be a sequence of elementary permutations joining d1 and d2, consecutively.
Note that f is a factorization of pi′, i.e., f(k1 + k2) · f(k1 + k2 − 1) · . . . · f(1) · R = R′′.
Furthermore gω(f) = gω(d1) + gω(d2).
Case 1: If k1 + k2 = k3 then f is in fact a decomposition of pi
′ and R′ is on the
path ρf = (R = R0, R1, . . . , Rk1+k2 = R
′′) induced by this decomposition, in particular
R′ = Rk1 = ρf (k1 + 1). Then, by definition of δ
PM
ω , gω(d3) ≤ gω(f) = gω(d1) + gω(d2).
Case 2: If k1 + k2 > k3 then f is a non-reduced factorization of pi
′ and there exists
some pair of alternatives xy ∈ R ∩ R′′ which is (unnecessarily) inverted on the path ρf at
least twice. Then there exists i, j with 0 ≤ i < i+ 1 < j < j + 1 ≤ k1 + k2 such that:
Ri = . . . . . . xy . . . . . .
Ri+1 = = . . . . . . yx . . . . . .
...
Rj = . . . yx . . . . . . . . .
Rj+1 = . . . xy . . . . . . . . .
Lemma 1 applies and there exists a reduction of f to fxy and obviously gω(f
xy) < gω(f).
Applying Lemma 1 repeatedly for all such pairs eventually leads to a reduced factorization
f ∗ = fx1y1,...xlyl which is a decomposition of pi′. Note that gω(f ∗) < gω(f). Then, by
definition of δPMω , gω(d3) ≤ gω(f ∗) < gω(f) = gω(d1) + gω(d2).
(Only if part)
Let R,R′, and pi. We will show by induction on the size of pi, i.e., I(pi).
(Induction basis) For I(pi) = 1, by positional neutrality δω = δ
PM
ω .
(Induction hypothesis) For I(pi) = k, assume δω = δ
PM
ω .
(Induction step) Let I(pi) = k + 1. Let d ∈ Dpi be the path minimizing decomposition
of pi under δPMω , . Let ρd = (R = R0, R1, . . . , Rk, Rk+1 = R
′) be the induced path.
Consider R0, Rk and the corresponding permutation p¯i. Let d¯ ∈ Dp¯i be the decomposition
such that ρd¯ = (R0, R1, . . . , Rk). By induction hypothesis, δ
PM
ω (R0, Rk) = δω(R0, Rk), by
positional neutrality δPMω (Rk, Rk+1) = δω(Rk, Rk+1). By triangular inequality δω(R0, Rk)+
δω(Rk, Rk+1) ≥ δω(R0, Rk+1). Then by Remark 3 this implies δω(R0, Rk) + δω(Rk, Rk+1) =
14
δPMω (R,R
′) ≥ δω(R,R′) = δω(R0, Rk+1). By definition of δPMω , we conclude δPMω (R,R′) =
δω(R,R
′).
4.2 Triangular Inequality of the Lehmer and the Inverse Lehmer
Functions
Now we focus on the effects of variation in the weight distribution. It turns out that for
particular classes of weight distributions, some weighted dissimilarity functions are equal.
Under certain weight distributions, the Lehmer distance and the inverse Lehmer distance
turns out to give the same distances with the path-minimizing distance. This leads us
to find out also when they do satisfy the triangular inequality. Another usefulness of
the upcoming results are due to varying levels of difficulty in calculating these weighted
functions. We mention this briefly in the conclusion.
First, we show that if the weight vector is monotonically decreasing then the Lehmer
function and the path-minimizing distance are equal. Then, as a corollary, the Lehmer
function is a weighted distance function if and only if the weight vector is monotonically
decreasing.
Proposition 3. δLω (R,R
′) = δPMω (R,R
′) for all R,R′ ∈ L if and only if ω ∈ Ω¯, i.e., the
Lehmer distance equals the path-minimizing distance if and only if the weight vector is
decreasing.
Proof. (If part) Let ω be a decreasing weight vector. We will show by induction on the size
of difference between R,R′ ∈ L, i.e., k = |R\R′|, that for all decreasing weight vectors ω ∈
Ω¯ and for all R,R′ ∈ L and their corresponding permutation pi, δLω (R,R′) = δPMω (R,R′).
(Induction basis:) Take any R,R′ ∈ L with pi such that |R \R′| = 1. Then there exists
a unique decomposition {d} = Dpi of pi such that d ∈ S. Then, by positional neutrality,
δLω (R,R
′) = δPMω (R,R
′) = gω(d).
(Induction hypothesis:) Take any R,R′ ∈ L with pi such that |R \ R′| = k. Assume
δLω (R,R
′) = δPMω (R,R
′).
(Induction step:) Take any R,R′ ∈ L with pi such that |R \R′| = k + 1. Let R and R′
be denoted by R0 and Rk+1. Let ρ
PM = (R0, R1, . . . , Rk, Rk+1) be a minimal path induced
by a minimal decomposition dPM ∈ Dpi of the path-minimizing distance δPMω (R0, Rk+1).
Suppose the elementary permutation in the last switch of the decomposition dPM is in
the ith position of Rk, i.e., d
PM(k + 1) = σi and σi(Rk) = Rk+1. Note that by induction
hypothesis,δPMω (R0, Rk) = δ
L
ω (R0, Rk). By Remark 3 and decomposability of δ
PM
ω , we have
δPMω (R0, Rk+1) = δ
PM
ω (R0, Rk) + ωi = δ
L
ω (R0, Rk) + ωi.
Let Rk = a1a2 . . . aiai+1 . . . am. Then, by construction Rk+1 = a1a2 . . . ai+1ai . . . am.
Then, let p¯i be such that p¯i(R0) = Rk. By construction, the Lehmer codes (See Definition 13
in the appendix) for each of the permutations, pi and p¯i are equal except for the ith and
(i + 1)th components. Namely, for all t ∈ {1, 2, . . . ,m} \ {i, i + 1}, |L(p¯i)t| = |L(pi)t| and
therefore, for the same values of t, we also have dp¯iLt = d
pi
Lt
= (σt+|L(pi)t|−1, σt+|L(pi)t|−2, . . . , σt)
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which implies g(dp¯iLt) = g(d
pi
Lt
). Note that L(pi)i = {(x, y) ∈ R \ R′ | y = R′(i)} =
R \R′ ∩ [UC(R′(i), R)×R′(i)]. Therefore |L(p¯i)i| = |L(pi)i+1| and |L(p¯i)i+1| = |L(pi)i| − 1.
Consider the Lehmer distances between R0, Rk and R0, Rk+1 which are as follows:
δLω (R0, Rk+1) = gω(d
pi
L) = gω(d
pi
L1
) + gω(d
pi
L2
) + . . .+ gω(d
pi
Lm),
δLω (R0, Rk) = gω(d
p¯i
L) = gω(d
p¯i
L1
) + gω(d
p¯i
L2
) + . . .+ gω(d
p¯i
Lm).
Expanding these two expressions and subtracting the latter from the former by inserting
|L(pi)i+1| instead of |L(p¯i)i|, and |L(pi)i| − 1 instead of |L(p¯i)i+1|, we end up with:
δLω (R0, Rk+1)− δLω (R0, Rk) = gω(σ|L(pi)i+1|+i).
This implies that δLω (R0, Rk+1) = δ
L
ω (R0, Rk) + ω|L(pi)i+1|+i. Remember that
δPMω (R0, Rk+1) = δ
L
ω (R0, Rk) + ωi. Furthermore since ω is decreasing, ω|L(pi)i+1|+i ≤ ωi.
Therefore δLω (R0, Rk+1) ≤ δPMω (R0, Rk+1). Hence, by definition of the path-minimizing
distance, δLω (R0, Rk+1) = δ
PM
ω (R0, Rk+1).
(Only if part) Let δLω (R,R
′) = δPMω (R,R
′) for all R,R′ ∈ L. Suppose for a contra-
diction ω is not decreasing, i.e. for some i = 1, 2, . . . ,m − 1, ωi < ωi+1. Let ωi = x
and ωi+1 = x +  for some x,  > 0. Consider R1, R2, R3, R4, R5, R6 ∈ L such that
R1 = a1a2 . . . aiai+1ai+2 . . . am and all six linear orders are identically ranked except for
ai, ai+1 and ai+2:
R1 = . . . aiai+1ai+2 . . .,
R2 = . . . aiai+2ai+1 . . . = σi+1 ·R1,
R3 = . . . ai+2aiai+1 . . . = σi ·R2,
R4 = . . . ai+2ai+1ai . . . = σi+1 ·R3,
R5 = . . . ai+1ai+2ai . . . = σi ·R4,
R6 = . . . ai+1aiai+2 . . . = σi+1 ·R5.
Note that |A| = m ≥ 3, therefore |L| ≥ 6 and the aforementioned linear orders always
exist in L. Then, consider the winners’ path ρL for the Lehmer distance δLω (R1, R4):
ρL = (R1, R2, R3, R4)
Then the Lehmer distance is: δLω (R1, R4) = ωi+1 + ωi + ωi+1. Note, however, that there
exists another path between R1 and R4 (in fact, the losers’ path, ρIL = (R1, R6, R5, R4)
which results in a distance of ωi+ωi+1+ωi (in fact, the inverse Lehmer distance). Obviously
the latter path induces a smaller distance 3x +  whereas the Lehmer distance is 3x + 2.
Hence δLω (R1, R4) > δ
PM
ω (R1, R4), which is a contradiction.
By Proposition 3 and Theorem 1 we have the triangular inequality result for the Lehmer
distance below. Note that this also means the Lehmer function is a “weighted distance
function” for decreasing weight vectors.:
Corollary 1. Lehmer function satisfies triangular inequality if and only if ω ∈ Ω¯, i.e., ω
is a decreasing weight vector.
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Considering the duality between the inverse Lehmer and the Lehmer functions, it is
very intuitive, after Proposition 3, that the inverse Lehmer function should also be related
to the path-minimizing distance in case the weight vector is inverted. First, we show that
if the weight vector is monotonically increasing then the inverse Lehmer function and the
path-minimizing distance are equal. Then, as a corollary, the inverse Lehmer function is a
weighted distance function if and only if the weight vector is monotonically increasing.
Proposition 4. δILω (R,R
′) = δPMω (R,R
′) for all R,R′ ∈ L if and only if ω ∈ Ω, i.e.,
the inverse Lehmer function equals the path-minimizing distance if and only if the weight
vector is increasing.
Proof. (If part) Let ω be a increasing weight vector. Let R,R′ ∈ L with pi. Suppose for
a contradiction, gω(d
pi
IL) > gω(d
pi
PM). Consider the inverse weight vector ωˆ, and the dual
permutation pˆi of pi, and the dual decompositions dpˆiL and d
pˆi
PM of (respectively) d
pi
IL and
dpiPM . By the duality argument in Section A.4, and Corollary 3, we have that gωˆ(d
pˆi
L) >
gωˆ(d
pˆi
PM). Note that ωˆ ∈ Ω¯, i.e., ωˆ is a decreasing weight vector which is a contradiction to
Proposition 3.
(Only if part) Similar duality argument as in Proposition 3 follows.
By Proposition 4 and Theorem 1 we have the triangular inequality result for the inverse
Lehmer function. Note that this also means the inverse Lehmer function is a weighted
distance function for increasing weight vectors.:
Corollary 2. Inverse Lehmer distance satisfies triangular inequality if and only if ω ∈ Ω,
i.e., ω is an increasing weight vector.
5 Conclusion
We have described a class of distance functions over linear orders that are sensitive to the
positions of elementary changes and decomposable into sums of distances between elemen-
tary changes. Note that both of these properties are essential elements of the Kemeny
distance. We have shown that only the path-minimizing distance satisfies the triangular
inequality condition for all possible weight vectors.
We have shown that if weights are monotonically decreasing (increasing) from the upper
parts of a ranking to the lower parts monotonically, then the Lehmer distance (the inverse
Lehmer distance) satisfies the triangular inequality condition and is equivalent to the path-
minimizing distance.
Note that finding the path-minimizing distance is not trivial. This is equivalent to a
short-path problem which requires implementation of algorithms such as the algorithm of
Dijkstra (1959), or finding out all possible paths between two linear orders and calculating
the sums for each elementary change on these paths to obtain the minimal one. However,
our results show that if the weights have a monotonic pattern (increasing or decreasing),
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there is an easy way out. By calculating the Lehmer code (or a dual code for the inverse
Lehmer distance), we can immediately conclude the distance of the winners’ (or losers’)
path to be the minimal one. Since most scenarios impose a monotonic pattern on the
weights, these findings are useful.
The class of weighted distance functions may also be implementable as collective pref-
erence rules, in the same fashion as the Kemeny-Young rule which assigns outcomes (strict
preferences) that minimizes the Kemeny distance to a group of individual preferences.
Since we have shown that the Kemeny distance is a particular case within this class, it
would be interesting to see the properties of a preference rule that uses other weighted
distance functions for the minimization.
Another possible line of research is to study what other conditions, the class of
weighted distances satisfies. Bogart (1973) introduced several conditions for distance
functions, among them, an additivity condition. This condition requires that for any
three preferences R1, R2, and R3 if R2 is on some path between R1 and R3 then
δ(R1, R2) + δ(R2, R3) = δ(R1, R3). It is straightforward to see that this condition can
be satisfied by all weighted distances only if weights are constant. However, one may re-
strict the betweenness requirement such that R2 is required to be on a path that gives the
distance between R1 and R3, e.g., the minimal path for the path-minimizing distance or
the winners’ path for the Lehmer distance.
Finally, we would like to point out to some work on distances over choice functions.
Consider two individual choice functions, i.e., functions that choose from each possible
subsets of alternatives. Klamler (2008) discusses distances on these choice functions, and
analyzes the connection of these distances with the Kemeny distance for preferences. It
would be interesting to extend the results therein to see a correspondence between the
class weighted distances on preferences and some class of distances on choice functions.
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A Appendix
A.1 Notation for permutation and group theory
Given any R,R′ ∈ L with pi, consider Mpi, the m ×m matrix form of pi where Mpiij = 1
if and only if pi(j) = i and Mpiij = 0 otherwise. The matrix M
pi has entries of 1 in the
intersection of the ith row and the jth column since the jth alternative in R is equal to the
ith alternative in R′. Note that this particular notation has its own advantages, e.g., when
the linear orders R,R′ are written as a m× 1 column vectors, we have R′ = Mpi ·R.
Given a permutation matrix Mpi, let us define a m ×m diagram by replacing all Mpikl
with crosses for all (k, l) with k < pi(l) and l < j for j such that pi(j) = k. Note that
such (k, l)’s are the indices with zeros that come before an entry of 1 in a row and also
before an entry of 1 in a column. Furthermore replace all entries with 1 by some dots. The
established diagram is called the Rothe diagram8 and denoted by Γ(pi) where each crossed
index refers to an inversion that is necessary to permute R to R′.
Example 4. Consider the same linear orders in Example 2, R = abcd and R′ = dcab and
pi such that pi(1) = 3, pi(2) = 4, pi(3) = 2, pi(4) = 1:
Mpi =
0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0
Γ(pi) =
x x x · 3
x x · 0 2
· 0 0 0 0
0 · 0 0 0
2 2 1 0
Definition 13. Lehmer Partition and Inversion Partition: For any k, j = 1, 2, . . .m,
let L(pi)k denote the set of crossed indices (k, j) in the k
th row of the Rothe diagram Γ(pi).
Then we call L(pi) = (L(pi)k)
m
k=1 the Lehmer partition. Similary let IL(pi)j denote the
set of crossed indices (k, j) in the jth column of the Rothe diagram Γ(pi). Then we call
IL(pi) = (IL(pi)k)
m
k=1 the inversion partition. The vector composed of cardinalities of each
component of the Lehmer partition, i.e., (|L(pi)1|, |L(pi)2|, . . . , |L(pi)m|), is known as the
Lehmer code. The vector composed of the cardinalities of each component of the inversion
partition, i.e., (|IL(pi)1|, |IL(pi)2|, . . . , |IL(pi)m|), is known as the inversion list.
The Lehmer code for pi in Example 4 is the column on the right hand side of the Rothe
diagram, i.e., (3, 2, 0, 0) whereas the inversion list is the row just below the Rothe Diagram,
i.e., (2, 2, 1, 0). The interpretation of the Lehmer code is that the alternative R′(1) has to
be raised 3 times, and R′(2) has to be raised 2 times to achieve R′ from R by elementary
changes. The interpretation of the inversion list is that the alternative R(1) has to be
lowered 2 times, and R(2) has to be lowered 2 times, and R(3) has to be lowered 1 times
to achieve R′ from R.
Note that (k, j) ∈ L(pi)k if and only if (k, j) ∈ IL(pi)j. Furthermore, each crossed
index in (k, j) ∈ Γ(pi) corresponds to a pair in R \R′ that is to be inverted. In particular,
8For the application of this diagram see Muir (1906), and Knuth (1998)
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the crossed index (k, j) ∈ Γ(pi) corresponds to the pair (R(j), R′(k)) ∈ R \ R′. Therefore
L(pi)k = R \ R′ ∩ {UC(R′(k), R) × R′(k)} = {(x, y) ∈ R \ R′ | y = R′(k)}, i.e., the
kth component of the Lehmer partition contains the pairs (a, b) ∈ R \ R′ where b is the
alternative in kth position of R′ and R = .a.b. but R′ = .b.a.. Similarly, IL(pi)j = R \
R′ ∩ {R(j)× LC(R(j), R)}, i.e., the jth component of the inversion partition contains the
pairs (a, b) ∈ R \ R′ where a is the alternative in the jth position of R and R = .a.b. but
R′ = .b.a..
Remark 4. Note that Mpi = (M p˜i)T , i.e., the permutation matrices of pi and its conjugate
(the inverse matrix) p˜i are the transpose of each other, hence for the Rothe diagrams,
Γ(pi) = (Γ(p˜i)T . This implies the following relation between the Lehmer partition and the
inverse partition: (k, j) ∈ L(pi)k if and only if (j, k) ∈ IL(p˜i)j.
A.2 Winners’ decomposition and the Lehmer distance
The winners’ decomposition introduced in Section 3.3 is also known as “canonical fac-
torization” in Garsia (2002). It is visualized with the help of a diagram in Kassel et al.
(2000), a similar diagram to that of Rothe according to Muir (1906). Remember that
the winners’ decomposition first raises the alternative in R that should be at the top
of R′. This means the inversions in L(pi)1 = {(x, y) ∈ R \ R′ | y = R′(1)} are made
beforehand. Let piL1 denote the permutation that raise R
′(1) from its position in R, i.e.,
rank(R′(1), R), to the top of R. Obviously the unique decomposition, call it {dL1} = DpiL1 ,
makes only the inversions in L(pi)1 and looks like dL1 = (σ|L(pi)1|, σ|L(pi)1|−1, . . . , σ2, σ1). For-
mally, for each component of the Lehmer partition L(pi)k, let piLk denote the permutation
that makes the inversions in L(pi)k. Then consider the decomposition dLk ∈ DpiLk such
that dLk = (σk+|L(pi)k|−1, σk+|L(pi)k|−2, . . . , σk) if |L(pi)k| > 0 and dLk = (σ0) otherwise. As
pi = piLm ·piLm−1 ·. . .·piL1 , then dL = (dL1 , dL2 , . . . , dLm) ∈ Dpi is a well-defined decomposition
of the permutation pi.
Note that each inversion (k, l) in the Lehmer partition L(pi)k is assigned an elementary
change in some position via the kth component of the winners’ decomposition dLk depending
on the number k and the amount of crosses that occur in Γ(pi) on the same row before
(k, l). In particular given dLk = (σk+|L(pi)k|−1, σk+|L(pi)k|−2, . . . , σk+1, σk), the first cross on
the kth row is assigned σk, the second cross on the k
th row is assigned σk+1 and so on. Note
however that this does not necessarily imply (k, l) is assigned σk+l. In general a crossed
entry (k, l) ∈ Γ(pi), is inverted by an elementary permutation of σk+m, whenever there are
m crosses in the kth row of Γ(pi) before (k, l).
Definition 14. A decomposition dpiL ∈ Dpi is called the “winners’ decomposition” if it has
the form: dpiL = (dL1 , dL2 , . . . , dLm) for all permutations pi ∈ Π \ {σ0} and dpiL = σ0 for
pi = σ0.
By using the values in Example 4, the elementary permutations that occur in the
winners’ decomposition can be visualized by the Rothe diagram as follows:
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x x x · 3
x x · 0 2
· 0 0 0 0
0 · 0 0 0
2 2 1 0
−→
σ1 σ2 σ3 · 3
σ2 σ3 · 0 2
· 0 0 0 0
0 · 0 0 0
2 2 1 0
Proposition 5. δLω is symmetric.
Proof. Take any R,R′ ∈ L. Let pi be the corresponding permutation and p˜i be the conjugate
of pi, i.e. pi(R) = R′ and p˜i(R′) = R. We want to show that δLω (R,R
′) = δLω (R
′, R), i.e.,
gω(d
pi
L) = gω(d
p˜i
L).
As Mpi = (M p˜i)T , the Rothe diagrams of each permutation are also the transpose of
each other. Then for any crossed index in (k, l) ∈ Γ(pi), there exists a crossed in index
(l, k) ∈ Γ(p˜i). As these crosses refer to an inversion in respective winners’ decompositions,
dpiL and d
p˜i
L, it is sufficient to show that each of such crossed indices correspond to an
elementary change in the same position. Consider now the kth component of the winners’
decomposition dpiLk , and the l
th component of the winners’ decomposition dp˜iLl which invert
respectively (k, l) ∈ Γ(pi) and (l, k) ∈ Γ. Let Kpi = {(x, y) |Mpixy = 1 and x < k and y < l}
and K p˜i = {(x, y) |M p˜ixy = 1 and x < l and y < k}. As Mpi = (M p˜i)T , we have |Kpi| = |K p˜i|.
Note also that for each (x, y) ∈ Kpi there will be one less cross in the kth row before
(k, l) ∈ Γ(pi) and one less cross in the lth row before (l, k) ∈ Γ(p˜i). Therefore (k, l) ∈ Γ(pi)
will have an elementary permutation of σk+(l−1)−|Kpi |. Similarly (l, k) ∈ Γ(p˜i) will have an
elementary permutation of σl+(k−1)−|Kp˜i |. As k + (l − 1) − |Kpi| = l + (k − 1) − |K p˜i| and
the choice of (k, l) is arbitrary, this completes the proof.
A.3 Losers’ decomposition and the Inverse Lehmer distance
Let r(j) = rank(R′(j), R) denote the position, of the jth alternative of R′, in R. Remember
that the losers’ decomposition first lowers the alternative in R that should be at the bottom
of R′. This means the inversions in IL(pi)r(m) are made beforehand. Let piILr(m) denote the
permutation that lowers R′(m) from its position in R, i.e. r(m) = rank(R′(m), R), to the
bottom of R. Obviously the unique decomposition, call it {dILr(m)}, makes only the inver-
sions in IL(pi)r(m) and looks like dILr(m) = (σr(m), σr(m)+1, . . . , σm−2, σm−1). Formally for
each component of the inversion partition IL(pi)r(k), let piILr(k) denote the permutation that
makes inversions in IL(pi)r(k). Then consider the decomposition dILr(k) ∈ DpiILr(k) such that
dILr(k) = (σk−|IL(pi)r(k)|, σk−|IL(pi)r(k)|+1, . . . , σk−1) if |IL(pi)r(k)| > 0 and dILr(k) = (σ0) other-
wise. As pi = piILr(1) ·piILr(2) ·. . .·piILr(m−1) ·piILr(m) , then dIL = (dILr(m) , dILr(m−1) , . . . , dILr(1)) ∈
Dpi is a well-defined composition of the permutation pi.
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Definition 15. A decomposition dpiIL ∈ Dpi is called the “losers’ decomposition” if it has the
form: dpiIL = (dILr(m) , dILr(m−1) , . . . , dILr(1)) for all permutations pi ∈ Π \ {σ0} and dpiIL = σ0
for pi = σ0.
Proposition 6. δILω is symmetric.
Proof. Suppose for a contradiction δILω is not symmetric, i.e., for some R,R
′ ∈ L, we have
δILω (R,R
′) 6= δILω (R′, R). Then by duality argument in Section A.4 and Corollary 3, we
have that δLωˆ (Rˆ, Rˆ
′) 6= δLωˆ (Rˆ′, Rˆ) which contradicts the symmetry of the Lehmer distance
in Proposition 5.
A.4 Duality Argument
Let us now dwell upon the duality between the Lehmer distance and the inverse Lehmer
distance. The relationship between the two distances is not only the naming but further.
In fact the winners’ decomposition of some permutations looks quite similar to anothers’
losers’ decomposition. Given any linear order R ∈ L, let Rˆ denote the inverse linear order,
e.g., for R = abcd, Rˆ = dcba. Consider the linear orders R = abcd and R′ = dcab in
Example 3 and the inverse linear orders Rˆ, Rˆ′. Let us call the corresponding permutation
of these inverse linear orders as: the dual of pi and denote by pˆi (not to be confused by p˜i,
i.e., the conjugate of pi). Below is the losers’ path of pi and the winners’ path of pˆi.
R0 R1 R2 R3 R4 R5
a a (a) c (c) d
(b) c c (a) d (c)
c (b) d d (a) a
d d (b) b b b︸ ︷︷ ︸
Losers’ path ρpiIL for pi
Rˆ0 Rˆ1 Rˆ2 Rˆ3 Rˆ4 Rˆ5
d d (b) b b b
c (b) d d (a) a
(b) c c (a) d (c)
a a (a) c (c) d︸ ︷︷ ︸
Winners’ path ρpˆiL for pˆi
As observed in the figure above, for each linear order Ri in the losers’ path for pi its
inverse linear order Rˆi occurs at the exact same point in the winners’ path for pˆi. This
duality is observed in all decompositions of pi and pˆi. We state this formally in a remark.
Remark 5. Given any d ∈ Dpi there exists a dual decomposition dˆ ∈ Dpˆi of d such that for
all x = 1, 2, . . . ,m− 1 and for all i = 1, 2, . . . , I(pi), σx = d(i) if and only if σm−x = dˆ(i).
Next we formalize the observation that the dual of a losers’ decomposition for pi is the
winners’ decomposition in pˆi. As the dual permutation of pˆi will be ˆˆpi = pi, i.e., inverting
linear orders twice will result in the original linear order, we can also conclude that the
dual of a winners’ decomposition for pi, is the losers’ decomposition for pˆi.
Proposition 7. Given R,R′ ∈ L, pi ∈ Π, and the corresponding permutation pˆi ∈ Π of the
inverse linear orders Rˆ, Rˆ′, let dpiIL = (σa1 , σa2 , . . . , σak) denote the losers’ decomposition of
pi ∈ Π. Then:
dpˆiL = (σm−a1 , σm−a2 , . . . , σm−ak).
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Proof. Note that for each Ri on the losers’ path of pi, there exists Rˆi in the winners’ path of
pˆi. Therefore for any i, if Ri, Ri+1 is an elementary change in position k, then Rˆi, Rˆi+1 is an
elementary change in position m− k, since the latter two is the inverse linear orders of the
former two. Then, the relevant elementary permutation in dpiIL(i+ 1) = σk for the former,
whereas the relevant elementary permutation in dpˆiL(i+ 1) = σm−k for the latter.
Now, given a weight vector ω ∈ Ω, let ωˆ ∈ Ω be such that for all i = 1, 2, . . . ,m − 1,
ωi = ωˆm−i, i.e., the vector ωˆ is the “inverse weight vector” of ω. Next, we remark about
the connection between the duality in decompositions and the weight vectors.
Remark 6. Given a weight vector ω, an associated weight function gω, the total sum of
weights for a decomposition d ∈ Dpi is equivalent to that of the dual decomposition dˆ ∈ Dpˆi
under the inverse weight vector ωˆ. Formally, given any weight vector ω ∈ Ω, and its
inverse ωˆ, consider a decomposition d ∈ Dpi and the dual decomposition dˆ ∈ Dpˆi. We have
the following relation:
gω(d) = gωˆ(dˆ).
Considering the remark above, an immediate corollary to Proposition 7 is about the
duality between the Lehmer and the inverse Lehmer distances:
Corollary 3. gω(d
pi
IL) = gωˆ(d
pˆi
L), and gωˆ(d
pˆi
IL) = gω(d
pi
L).
The significance of Proposition 7 and Corollary 3 is that we can carry most of the
results in the Lehmer distance to the inverse Lehmer distance by means of the corollary
above. Furthermore since Lehmer code is more often used in the literature, it also enables
one to easily calculate the inverse of it by using the Lehmer code for another permutation.
A.5 A visualization for paths and decompositions
Since Π is a permutation group on the set of alternatives A, it is well-known that when the
number of alternatives is m = |A|, a visualization of all linear orders L over A is possible
with an geometric object known as permutahedron, (see Santmyer, 2007), in anm − 1
dimensional space. For instance the set of all linear orders over A = {a, b, c} can be
visualized in R2+ as a hexagon:
Example 5. Consider the graph in Figure 1 where each vertex corresponds to some Ri
and two vertices are connected by an edge if and only if they form an elementary change.
Note that for two linear orders R1 and R3, and the corresthe sequence between them
(R1, R2, R3) is a path and induced by the decomposition d = (σ2, σ1) whereas the sequence
(R1, R4, R5, R6, R3) is not a path because it is induced by a non-reduced factorization
f = (σ1, σ2, σ1, σ2).
Example 6. For A = {a, b, c, d}, a visualization of the set of all possible linear orders L
can be achieved by a three dimensional permutohedron, known as truncated octahedron. In
Figure 2 we provide a two dimensional reduction of the truncated octahedron as a graph.
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R1 = abc
R2 = acb
R3 = cab
R4 = bac
R5 = bca
R6 = cba
Figure 1: A graph for linear orders when m = 3.
R1 = abcd R5 = adbc R9 = acdb R13 = bcda R17 = dbac R21 = dcab
R2 = abdc R6 = badc R10 = adcb R14 = cbad R18 = bdca R22 = dbca
R3 = bacd R7 = bcad R11 = dabc R15 = cadb R19 = cbda R23 = cdba
R4 = acbd R8 = cabd R12 = bdac R16 = dacb R20 = cdab R24 = dcba
Figure 2: A graph for linear orders when m = 4.
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