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Exotic symmetric space over a finite field, II
Toshiaki Shoji∗ and Karine Sorlin†
Abstract. This paper is the second part of the papers in the same title. In this
paper, we prove a conjecture of Achar-Henderson, which asserts that the Poincare´
polynomials of the intersection cohomology complex associated to the closure of
Sp2n-orbits in the Kato’s exotic nilpotent cone coincide with the modified Kostka
polynomials indexed by double partitions, introduced by the first author. Actually
this conjecture was recently proved by Kato by a different method. Our approach
is based on the theory of character sheaves on the exotic symmetric space.
Introduction
This paper is a continuation of [SS]. We basically follow the notation in [SS].
In particular, V is an 2n-dimensional vector space over k, an algebraic closure of
a finite field Fq with ch k 6= 2, and G = GL(V ), H = G
θ ≃ Sp2n for an involutive
automorphism θ on G. Let Gιθ = {g ∈ G | θ(g) = g−1} (here ι : G → G, g 7→ g−1)
and Gιθuni be the set of unipotent elements in G
ιθ. We denote X = Gιθ×V and Xuni =
Gιθuni×V , on which H acts diagonally. Xuni is isomorphic to the exotic nilpotent cone
introduced in [Ka1], and the set of H-orbits in Xuni is naturally parametrized by
the set Pn,2 of double partitions of n. Let Oλ be the orbit in Xuni corresponding to
λ ∈ Pn,2, and we consider the intersection cohomology K = IC(Oλ, Q¯l) associated
to Oλ. Achar and Henderson conjectured in [AH] that H
jK = 0 unless j ≡ 0
(mod 4) and that
(*)
∑
i≥0
(dimH4iz K)t
2i = t−a(λ)K˜λ,µ(t)
for z ∈ Oµ ⊂ Oλ, where K˜λ,µ(t) is a modified Kostka polynomial associated to
double partitions λ,µ, introduced by the first author in [S2], and a(λ) is a certain
integer (see 5.1 for the notation). The main objective in this paper is the proof of
their conjecture, based on the theory of character sheaves. Note that the conjecture
(in the case where k = C) was recently proved by Kato [Ka3], [Ka4] by a totally
different method.
Our strategy for the proof is as follows; in [SS], we have constructed a complex
KT,E on X , where T is the θ-stable maximal torus of G consisting of diagonal
matrices, and E is a tame local system on T ιθ. The construction in [SS] makes sense
if we replace T by an F -stable, θ-stable maximal torus contained in a θ-stable (not
necessarily F -stable) Borel subgroup of G. By changing the notation, let (T, E) be
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such a pair. Assume given an isomorphism ϕ0 : F
∗E ∼−→E . Then one can show that
there exists a canonical isomorphism ϕ : F ∗KT,E ∼−→KT,E . We define an H
F -invariant
function χT,E on X
F as the characteristic function χKT,E ,ϕ. Then we define a Green
function QT : X
F
uni → Q¯l as the restriction of χT,E on X
F
uni, which is shown to be
independent of the choice of E . The Green functions have a similar role as in the
theory of character sheaves by Lusztig [L3]. We prove a character formula for χT,E ,
which describes the values of χT,E in terms of various Green functions associated to
the centralizer of semisimple elements s ∈ Gιθ in G. By using the character formula,
we prove the orthogonality relations for χT,E , and also for Green functions QT .
By the Springer correspondence established in [SS], the orthogonality relations for
Green functions imply the orthogonality relations for the characteristic functions
of the intersection cohomologies IC(Oλ, Q¯l). This fits to the characterization of
modified Kostka polynomials ([S2]) in terms of certain orthogonality relations, and
(*) follows from this, combined with a certain purity result.
In the last section, we prove that the characteristic functions of F -stable charac-
ter sheaves give a basis of the space ofHF -invariant functions on X F , which supports
the conjecture in Introduction in [SS] that our character sheaves coincide with those
proposed in [HT].
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1. Green functions
1.1. Let G = GL(V ), H = Gθ ≃ Sp2n be as in Introduction. Then G, V
have natural Fq-structures, and denote by F the corresponding Frobenius maps.
The map θ commutes with F . The θ-stable pair (B, T ) in [SS, 1.2] is an F -stable
pair, which we denote in this paper by (B0, T0) to distinguish their Fq-structures.
NG(T0)/T0 is a Weyl group of G which is isomorphic to S2n. Let Wn = NH(T
θ
0 )/T
θ
0 .
Then Wn is a Weyl group of type Cn. The image of NH(T0) ⊂ NG(T0) under the
map NG(T0) → NG(T0)/T0 is isomorphic to NH(T0)/T
θ
0 ≃ NH(T
θ
0 )/T
θ
0 , and the
inclusion map NH(T0)→ NG(T0) induces an embedding Wn →֒ S2n. F acts trivially
on Wn and on S2n. Let W = NH(T
ιθ
0 )/ZH(T
ιθ
0 ), which is isomorphic to Sn. Since
Wn ≃ Sn ⋉ (Z/2Z)
n, w ∈ Wn can be written as w = στ with σ ∈ Sn, τ ∈ (Z/2Z)
n.
We write τ ∈ (Z/2Z)n as τ = (τ(1), . . . , τ(n)) with τ(i) = ±1. Let {ei, fi} be a
symplectic basis of V as in [SS], consisting of eigenvectors for T0.
The GF -conjugacy classes of F -stable maximal tori in G are parametrized by
the conjugacy classes of S2n. For each w ∈ S2n and its representative w˙ ∈ NG(T0),
choose g ∈ G such that g−1F (g) = w˙. Then Tw = gT0g
−1 gives a representative
of the GF -conjugacy class of F -stable maximal tori corresponding to the conjugacy
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class in S2n containing w. If T is an F -stable, θ-stable maximal torus contained
in an θ-stable Borel subgroup of G, then T is H-conjugate to T0, and T can be
written as T = Tw with w ∈ Wn. In this case, T
ιθ is H-conjugate to T ιθ0 , and the
HF -conjugacy classes of F -stable, θ-anisotropic maximal tori in G are parametrized
by the conjugacy classes of NH(T
ιθ
0 )/ZH(T
ιθ
0 ) ≃ Sn. For w = στ, w
′ = σ′τ ′ ∈ Wn,
T ιθw is H
F -conjugate to T ιθw′ if and only if σ, σ
′ are conjugate in Sn. Note that T
ιθ
w is
isomorphic to an F -stable maximal torus Sσ in GLn (defined for σ ∈ Sn similar to
Tw), and the correspondence T
ιθ
w 7→ Sσ is compatible with the parametrization of
GLFn -conjugacy classes of F -stable maximal tori in GLn.
1.2. In the following we denote the objects Mn,MI , etc. in [SS, 3.2] by
Mn,0,MI,0, etc. by attaching 0. For a given w ∈ Wn = NH(T
θ
0 )/T
θ
0 , take a rep-
resentative w˙ ∈ NH(T
θ
0 ). We choose an element h ∈ H such that h
−1F (h) = w˙.
Put T = hT0h
−1, B = hB0h
−1,Mn = h(Mn,0). Thus Mn is a maximal isotropic
subspace of V stable by B. Let I be a subset of [1, n] such that |I| = m. We put
MI = h(MI,0), and consider the maps ψ : Y˜ → Y , ψI : Y˜I → Y
0
m as in [SS, 3.2],
defined in terms of T,B,Mn,MI instead of T0, B0,Mn,0,MI,0. Let E be a tame local
system on T ιθ. As in [SS, 3.5], we consider the complex (ψI)∗α
∗
IE . We define a
variety Y˜• by
Y˜• = {(x, v, gT θ) ∈ Gιθreg × V ×H/T
θ | g−1xg ∈ T ιθreg, g
−1v ∈Mn},
and define a subvariety Y˜•I similarly, but by replacing Mn by MI in the above
formula. We define maps ψ• : Y˜• → Y , ψ•I : Y˜
•
I → Y
0
m by (x, v, gT
θ) 7→ (x, v).
Note that ZH(T
ιθ) ≃
∏
1≤i≤n SL2. We denote by U2 the unipotent radical of a
Borel subgroup of SL2. Then (x, v, gT
θ) 7→ (x, v, g(Bθ ∩ ZH(T
ιθ)) gives a map
γ˜I : Y˜
•
I → Y˜I , which gives rise to a vector bundle over Y˜I with fibre isomorphic
to Un2 . Let α
•
0 : Y˜
• → T ιθ be the map defined by (x, v, gT θ) 7→ g−1xg, and define
α•I : Y˜
•
I → T
ιθ by its restriction on Y˜•I . Then we have the following commutative
diagram
T ιθ
α•I←−−− Y˜•I
ψ•I−−−→ Y0m
id
y yγ˜I yid
T ιθ
αI←−−− Y˜I
ψI−−−→ Y0m.
It follows from this that we have a canonical isomorphism (ψ•I )!(α
•
I)
∗E [−2n] ∼−→ (ψI)∗α
∗
IE
for each I since dimUn2 = n, and we have
(1.2.1) ψ•! (α
•
0)
∗E [−2n] ∼−→ψ∗α
∗
0E .
Let Y˜•F (I) be a similar variety as Y˜
•
I , defined in terms of T, F (MI) instead of
T,MI . The map (x, v, gT
θ) 7→ (F (x), F (v), F (g)T θ) gives a map F : Y˜•I → Y˜
•
F (I).
(Here we use the notation F (I) just as a symbol, and it does not mean a subset of
[1, n]. In fact, F (MI) = h(w˙(MI,0)) and F (MI) 6⊂Mn in general.) Now w is written
as w = στ ∈ Wn with σ ∈ Sn, τ ∈ (Z/2Z)
n. We define τI ∈ (Z/2Z)
n for each I by
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the condition
τI(i) =
{
−1 if i ∈ I and τ(σ−1(i)) = −1 ,
1 otherwise.
Let τ˙I ∈ NH(T
θ
0 ) be a representative of τI which is a permutation of the basis
{ei, fi} of V . Then we have τ˙Iw˙(MI,0) = Mσ(I),0, where σ(I) is a subset of [1, n].
Put hI = hτ˙Ih
−1 ∈ NH(T
θ). Then hI ∈ ZH(T
ιθ). We have hIF (MI) = Mσ(I).
Hence one can define a map bI : Y˜
•
F (I) → Y˜
•
σ(I) by (x, v, gT
θ) 7→ (x, v, gh−1I T
θ), and
we obtain a map bIF : Y˜
•
I → Y˜
•
σ(I).
Note that Ym coincides with the original variety
⋃
g∈H g((T0)
ιθ
reg ×Mm,0), and
Y0m = Ym\Ym−1. Hence Ym,Y
0
m are F -stable. Let us consider the variety Y˜
+,•
m =
(ψ•)−1(Y0m). Then as in the case of Y˜
+
m (see [SS, 3.4]), we have Y˜
+,•
m =
∐
I Y˜
•
I , where
I runs over all the subsets of [1, n] such that |I| = m, and the set Y˜•I forms connected
components of Y˜+,•m . It follows from the above discussion, that one can define a map
F ′ =
∐
I bIF on Y˜
+,•
m . We have a commutative diagram (note that hI ∈ ZH(T
ιθ)),
where ψ•m is the restriction of ψ
• on Y˜+,•m .
(1.2.2)
T ιθ
α•0←−−− Y˜+,•m
ψ•m−−−→ Y0m
F
y yF ′ yF
T ιθ
α•0←−−− Y˜+,•m
ψ•m−−−→ Y0m.
Assume that E is such that F ∗E ≃ E , and fix an isomorphism ϕ0 : F
∗E ∼−→E .
Put K•m,T,E = (ψ
•
m)!(α
•
0)
∗E and Km,T,E = (ψm)∗α
∗
0E . Then by (1.2.2), ϕ0 induces an
isomorphism F ∗(K•m,T,E) ∼−→K
•
m,T,E . A similar formula as (1.2.1) holds by replacing
ψ•, ψ by ψ•m, ψm, and it induces an isomorphism ϕ
′
m : F
∗(Km,T,E) ∼−→Km,T,E .
1.3. By (3.5.2) (and the discussion in the proof of Proposition 3.6) in [SS],
(ψm)∗α
∗
0E is expressed as
(ψm)∗α
∗
0E ≃
⊕
0≤i≤n−m
Lm,i[−2i],
where Lm =
⊕
ρ∈A∧
m,E
V˜ρ ⊗ Lρ with a simple local system Lρ on Y
0
m, and Lm,i is
a direct sum of ♯{J ⊂ [1, n − m] | |J | = i} copies of Lm. It follows that ϕ
′
m
induces an isomorphism F ∗Lm,i ∼−→Lm,i for each i, and in particular, an isomorphism
ϕ′′m : F
∗Lm ∼−→Lm by taking i = n−m.
Let Xm be the variety defined in [SS, 3.1], which is the closure of Ym in X =
Gιθ × V . We consider a semisimple perverse sheaf KT,E on X defined as in (4.1.1)
in [SS],
(1.3.1) KT,E =
⊕
0≤m≤n
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Xm,Lρ)[dm],
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where dm = dimXm. Thus KT,E can be written as
KT,E =
⊕
0≤m≤n
IC(Xm,Lm)[dm],
with a semisimple local system Lm on Y
0
m. Here ϕ
′′
m is extended to a unique isomor-
phism ϕm : F
∗ IC(Xm,Lm)[dm] ∼−→ IC(Xm,Lm)[dm]. We now define an isomorphism
ϕ : F ∗KT,E ∼−→KT,E by ϕ =
⊕
0≤m≤n ϕm.
1.4. Following [SS, 4.1], we consider the diagram
T ιθ
α
←−−− X˜
π
−−−→ X ,
where X = Gιθ × V and
(1.4.1) X˜ = {(x, v, gBθ) ∈ Gιθ × V ×H/Bθ | g−1xg ∈ Bιθ, g−1v ∈Mn},
with π : (x, v, gBθ) 7→ (x, v), α : (x, v, gBθ) 7→ p(g−1xg), (p : Bιθ → T ιθ is the
natural projection). We also consider
(1.4.2) X˜uni = {(x, v, gB
θ) ∈ Gιθuni × V ×H/B
θ | g−1xg ∈ Bιθ, g−1v ∈Mn}
and a map π1 : X˜uni → Xuni = G
ιθ
uni × V by (x, v, gB
θ) 7→ (x, v). Hence X˜ , X˜uni are
the same objects as those given in [SS, 3.1, 2.4], defined by replacing B0,Mn,0 by
B,Mn. Let K˜B,E = π∗α
∗E [dimX ]. Note that K˜B,E , KT,E are respectively isomorphic
to the corresponding objects given in [SS]. Hence by [SS, Theorem 4.2] we have
K˜B,E ≃ KT,E . For each 0 ≤ m ≤ n, let Xm =
⋃
g∈H g(B
ιθ ×Mm) and put X
0
m =
Xm\Xm−1. Thus Xm,X
0
m are the same objects as those defined in [SS, 4.3]. Put
X˜+m = π
−1(X 0m). The decomposition X˜
+
m =
∐
I X˜I in [SS, Lemma 4.4] is applicable
to our setup, where X˜I are defined in terms of B,MI . More generally, we consider a
θ-stable Borel subgroup B′ containing T and B′θ-stable maximal isotropic subspace
M ′n with respect to a symplectic basis {e
′
i, f
′
i} consisting of eigenvectors for T . Then
the definition of X˜I in [SS, 4.3] makes sense in this situation, and we denote the
corresponding object by X˜I,B′ , i.e.,
X˜I,B′ = {(x, v, gB
′θ) ∈ X˜+m | (x, v, gB
′θ) 7→ I},
where we understand that X˜+m is defined in terms of B
′,M ′n. We fix I ⊂ [1, n], and
consider X˜I = X˜I,B. The Frobenius action (x, v, gB
θ) 7→ (F (x), F (v), F (g)FBθ)
gives a map F : X˜I,B → X˜F (I),FB, where X˜F (I),FB denotes the variety defined by
the symplectic basis {F (hei), F (hfi)} in V . Let hI ∈ NH(T
θ) ∩ ZH(T
ιθ) be as in
1.2. One can define an isomorphism b′I : X˜F (I),FB → X˜σ(I),B′ by (x, v, gFB
θ) 7→
(x, v, gh−1I B
′θ), where B′ = hI(FB)h
−1
I . Thus we have a map b
′
IF : X˜I,B → X˜σ(I),B′ .
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We define maps πI : X˜I,B → X
0
m, α˜I : X˜I,B → T
ιθ similar to the case X˜ . Since
hI ∈ ZH(T
ιθ), we have the following commutative diagram
T ιθ
α˜I←−−− X˜I,B
πI−−−→ X 0m
F
y b′IFy yF
T ιθ
α˜′
σ(I)
←−−− X˜σ(I),B′
π′
σ(I)
−−−→ X 0m,
where π′σ(I), α˜
′
σ(I) are defined similar to πI , α˜I , but by using B
′ instead of B. We
consider the complex (πI)∗(α˜I)
∗E on X 0m, which we denote by K˜I,B,E . Similarly
we define K˜σ(I),B′,E = (π
′
σ(I))∗(α˜
′
σ(I))
∗E . By the above commutative diagram, ϕ0 :
F ∗E ∼−→E induces an isomorphism ϕ˜I : F
∗K˜σ(I),B′,E ∼−→ K˜I,B,E . On the other hand, we
consider the complex (ψ•I )∗(α
•
I)
∗E [−2n] on Y0m, which is decomposed as in (3.4.3),
(3.5.1) in [SS]. Thus there exists a unique DGM-extension to X 0m, which we denote
by K•I,T,E . The discussion in 1.3 shows that bIF gives a map Y˜
•
I → Y˜
•
σ(I), and ϕ0
induces an isomorphism ϕI : F
∗K•σ(I),T,E → K
•
I,T,E . The proof of Theorem 4.2 in [SS],
together with (1.2.1), shows that there exists an isomorphism K•I,T,E [−2n] ∼−→ K˜I,B,E
which we denote by gB. The map gB′ is defined similarly. Then the following
diagram commutes;
(1.4.1)
F ∗K•σ(I),T,E [−2n]
ϕI−−−→ K•I,T,E [−2n]
F ∗(gB′ )
y ygB
F ∗K˜σ(I),B′,E
ϕ˜I−−−→ K˜I,B,E
1.5. Let DX be the derived category of Q¯l-constructible sheaves on a variety
X over k. Assume that X is defined over Fq with Frobenius map F : X → X .
Recall that for a given complex K ∈ DX with an isomorphism φ : F ∗K ∼−→K, the
characteristic function χK,φ : X
F → Q¯l is defined as
χK,φ(x) =
∑
i
(−1)iTr (φ∗,HixK) (x ∈ X
F ),
where φ∗ is the induced isomorphism on HixK.
Returning to our original setup, we consider a tame local system E on T ιθ such
that F ∗E ≃ E . Since the isomorphism F ∗E ∼−→E is unique up to scalar, we fix
ϕ0 : F
∗E ∼−→E by the condition that the induced map of ϕ0 on the stalk Ee at the
unit element e ∈ (T ιθ)F is identity. We consider the characteristic function χKT,E ,ϕ
induced from this ϕ0, and denote it by χT,E . Since KT,E is an H-equivariant perverse
sheaf, χT,E is an H
F -invariant function on X F = (Gιθ × V )F . We define a function
QT = Q
G
T as the restriction of χT,E on X
F
uni = (G
ιθ
uni × V )
F , and call it a Green
function on X Funi. This definition makes sense since the following proposition holds.
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Proposition 1.6. The restriction of χT,E on X
F
uni is independent of the choice of E .
Hence it coincides with the restriction of χT,Q¯l on it.
Proof. The corresponding fact in the case of reductive groups was first proved by
Lusztig in [L3, (8.3.2)]. However its proof contained a gap. The complete proof
was later given in [L5] in a more general setup for disconnected reductive groups.
(See also [Le] for the Lie algebra analogue.) In the discussion below, we modify the
argument in [L5]. Let π1 : X˜uni → Xuni be the map as in 1.4, and π1,I,B the restriction
of π1 on X˜I,B∩X˜uni. Since there is a canonical isomorphism K˜I,B,E |Xuni ≃ (π1,B,I)∗Q¯l
for any E , the diagram (1.4.1) is extended to the following commutative diagram.
K•I,T,E [−2n]|Xuni
gB−−−→ K˜I,B,E |Xuni
∼
−−−→ (π1,I,B)∗Q¯l
ϕI
x xϕ˜I xΨI
F ∗K•σ(I),T,E [−2n]|Xuni
F ∗(gB′ )−−−−→ F ∗K˜σ(I),B′,E |Xuni
∼
−−−→ F ∗(π1,σ(I),B′)∗Q¯l.
The construction of the map ϕ : F ∗KT,E ∼−→KT,E in 1.2, 1.3 shows that ϕ is deter-
mined completely from ϕI for each I. Hence in order to prove the proposition, it is
enough to show that
(1.6.1) The map ΨI is independent of the choice of E .
We show (1.6.1). In the discussion below, the objects X˜ , X˜I , etc. are referred to
T,B unless otherwise stated. Weyl groups appearing here such as S2n,Wn,W ≃ Sn
are considered with respect to T . Let ω˜ : G → T/S2n be the Steinberg map with
respect to G. We embed Sn ≃ W in S2n as in 1.1. Then we have T
ιθ/Sn →֒ T/S2n,
and ω˜ induces the Steinberg map ω : Gιθ → T ιθ/Sn. We have a commutative
diagram
(1.6.2)
X˜
α
−−−→ T ιθ
π
y yω
X
ω1−−−→ T ιθ/Sn,
where ω1 is the composite of the projection X → G
ιθ with ω. Replacing X˜ ,X by
Y˜ ,Y , we have a similar diagram
(1.6.3)
Y˜
α0−−−→ T ιθreg
ψ
y yω
Y
ω1−−−→ T ιθreg/Sn.
Let Z = Y ×R T
ιθ
reg be the fibre product of Y and T
ιθ over R = T ιθreg/Sn, and
∆ : Y˜ → Z be the natural map. Then ψ is decomposed as ψ = p ◦ ∆, where
p is the projection Z → Y . Since Y =
∐
0≤m≤n Y
0
m, we have Z =
∐
0≤m≤nZ
0
m,
where Z0m = Y
0
m ×R T
ιθ
reg. Recall that Y˜ =
∐
0≤m≤n Y˜
+
m. Then we have a similar
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commutative diagram as (1.6.3), by replacing Y˜,Y by Y˜+m,Y
0
m, and ψm : Y˜
+
m → Y
0
m
is decomposed as ψm = pm ◦ ∆m, where ∆m : Y˜
+
m → Z
0
m is the natural map and
pm : Z
0
m → Y
0
m is the projection. Now Y˜
+
m is decomposed as Y˜
+
m =
∐
I Y˜I , and we
have a map ξI : Y˜I → ŶI (see [SS, 3.2]). Then we have a commutative diagram
ŶI ✲
βI T ιθreg
❄
Y0m
❄
ω
✲ T ιθreg/Sn,
Z0m
∆̂I qm
pm
ω1
ηI
◗
◗
◗◗s ✑
✑
✑
✑✸
✑
✑
✑✑✰
(1.6.4)
where ∆̂I : ŶI → Z
0
m is the natural map and qm is the projection. Note that pm (resp.
ηI) is a finite Galois covering with group Sn (resp. SI). Since ηI is proper, ∆̂I is
also proper. Since dim ŶI = dimY
0
m = dimZ
0
m, ∆̂I(ŶI) = ∆I(Y˜I) is an irreducible
component of Z0m. Since ∆̂I(ŶI) are mutually disjoint, Z
0
m =
∐
I ∆I(Y˜I) gives a
decomposition of Z0m into irreducible components. The map ∆̂I is SI-equivariant,
and the restriction of pm on ∆̂I(ŶI) gives a finite Galois covering with group SI . It
follows that ∆̂I gives an isomorphism ŶI ≃ ∆̂(ŶI).
We consider the complex (∆I)∗α
∗
IE on Z
0
m. Since (ξI)∗α
∗
IE ≃ H
•(PI
′
1 ) ⊗ β
∗
IE
(where I ′ is the complement of I in [1, n], cf. 3.4, 3.5 in [SS]), we see that
(1.6.5) (∆I)∗α
∗
IE ≃ H
•(PI
′
1 )⊗ q
∗
mE|∆I(Y˜I).
It follows that
(1.6.6) (∆m)∗α
∗
0E|Y˜+m ≃ H
•(Pn−m1 )⊗ q
∗
mE .
Let Zm = Ym ×R T
ιθ
reg. Then Zm is closed in Z, and Z
0
m is an open dense smooth
subset of Zm. We consider the intersection cohomology IC(Zm, q
∗
mE) on Zm. By
using a similar argument as in the proof of Proposition 3.6 in [SS], (1.6.6) implies
that
(1.6.7) ∆∗α
∗
0E [dimZ] ≃
⊕
0≤m≤n
IC(Zm, q
∗
mE)[dimZm].
We now consider the fibre product Z ′ = X ×R′ T
ιθ, where R′ = T ιθ/Sn. Since
X =
∐
mX
0
m, we have Z
′ =
∐
m(X
0
m ×R′ T
ιθ). Then Z ′m = X
0
m ×R′ T
ιθ contains Zm
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as an open dense subset. We have a commutative diagram
X˜+m
α
−−−→ T ιθ
πm
y yω
X 0m −−−→ T
ιθ/Sn,
where πm is the restriction of π on X˜
+
m . Let ∆
′
m : X˜
+
m → Z
′
m be the natural map,
and p′m : Z
′
m → X
0
m be the first projection so that πm = p
′
m ◦∆
′
m. We show that
(1.6.8) (∆′m)∗α
∗E|X˜+m ≃ H
•(Pn−m1 )⊗ IC(Z
′
m, q
∗
mE).
Put K = (∆′m)∗α
∗E|X˜+m . Since ∆
′
m is proper, by the decomposition theorem K is
a direct sum of complexes of the form A[i] for a simple perverse sheaf A on Z ′m
with some shift i. Since K|Z0m ≃ (∆m)∗α
∗
0E|Y˜+m, K|Z0m is decomposed as in (1.6.6).
Hence in order to prove (1.6.8), it is enough to show that supp A ∩ Z0m 6= ∅ for any
direct summand A[i] of K. Here (πm)∗α
∗E|X˜+m ≃ (p
′
m)∗K, and (p
′
m)∗K is written
as a direct sum of (p′m)∗A[i]. Since ω is a finite morphism, p
′
m is also finite. Again
by the decomposition theorem, (p′m)∗A[i] is a direct sum of the form B[j] for a
simple perverse sheaf B on X 0m. Since p
′
m is finite, if dim supp A < dimZ
′
m, we
must have dim supp B < dimX 0m = dimZ
′
m for any B appearing in (p
′
m)∗A[i].
But Proposition 4.8 in [SS] implies that any simple perverse sheaf (up to shift)
appearing in the decomposition of (πm)∗α
∗E|X˜+m has its support X
0
m. It follows that
dim supp A = dimZ ′m for any A, and (1.6.8) holds.
Let ∆′I : X˜I → Z
′
m be the restriction of ∆
′
m on X˜I . Then ∆
′
I is proper, and
Z ′m =
⋃
I ∆
′
I(X˜I) gives a decomposition into irreducible components. By comparing
(1.6.5) and (1.6.8), we have
(1.6.9) (∆′I)∗α
∗E|X˜I ≃ H
•(PI
′
1 )⊗ IC(∆
′
I(X˜I), q
∗
mE|∆I(Y˜I )).
Put K♯I,E = (∆
′
I)∗α
∗E|X˜I . Let q
′
m : Z
′
m → T
ιθ be the second projection. Here we
note the isomorphism
(1.6.10) K♯I,E ≃ (q
′
m)
∗E ⊗K♯
I,Q¯l
.
In fact by the projection formula,
(q′m)
∗E ⊗ (∆′I)∗α
∗Q¯l ≃ (∆
′
I)∗((∆
′
I)
∗(q′m)
∗E ⊗ α∗Q¯l)
≃ (∆′I)∗(α
∗E ⊗ α∗Q¯l) ≃ (∆
′
I)∗α
∗E ,
where α∗E , α∗Q¯l are regarded as local systems on X˜I . Hence (1.6.10) holds.
The construction of K♯I,E makes sense for any θ-stable Borel subgroup B
′ con-
taining T . We denote this complex by K♯I,B′,E to denote the dependence for B
′.
Since πI = p
′
m ◦ ∆
′
I , we have K˜I,B,E ≃ (p
′
m)∗K
♯
I,B,E , and similarly, K˜σ(I),B′,E ≃
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(p′m)∗K
♯
σ(I),B′,E . In a similar way as the construction of ϕ˜I : F
∗K˜σ(I),B′,E ∼−→ K˜I,B,E ,
one can define an isomorphism ΦI : F
∗K♯σ(I),B′,E ∼−→K
♯
I,B,E such that (p
′
m)∗(ΦI) = ϕ˜I
by using (1.6.5) and (1.6.9). By (1.6.10), ΦI can be expressed as
ΦI = ΦE ⊗ Φ0 : F
∗(q′m)
∗E ⊗ F ∗K♯
σ(I),B′,Q¯l
∼−→ (q
′
m)
∗E ⊗K♯
I,B,Q¯l
,
where ΦE : F
∗(q′m)
∗E ∼−→ (q
′
m)
∗E and Φ0 : F
∗K♯
σ(I),B′,Q¯l
∼−→K
♯
I,B,Q¯l
are the natural
maps induced from F ∗E ∼−→E and F
∗Q¯l ∼−→ Q¯l. In particular, Φ0 is independent of
the choice of E . In order to prove (1.6.1), it is enough to show that ΦI |Z′uni is
independent of the choice of E . (Here Z ′uni = Xuni ×R′ T
ιθ, and Φ|Z′uni denotes, for
a map Φ on complexes on Z ′m, the map on the complexes restricted on Z
′
m ∩ Z
′
uni
induced from Φ.) We have ΦI |Z′uni ≃ ΦE |Z′uni ⊗ Φ0|Z′uni and Φ0|Z′uni is independent of
E . Here Z ′uni ≃ Xuni×R′ {e} ≃ Xuni, where e is the unit element in T
ιθ. By definition,
ϕ0 : F
∗E ∼−→E gives an identity map on the stalk Ee ≃ Q¯l. It follows that the map
ΦE |Z′uni gives an identity map on Z
′
uni, hence is independent of E . This proves (1.6.1)
and so the proposition follows. 
1.7. Take w ∈ W˜E = WE ⋉ (Z/2Z)
n. Under the embedding W˜E ⊂ W˜ ≃ Wn,
we regard w as an element of Wn = NH(T
θ
0 )/T
θ
0 = NH(T0)/T
θ
0 , and let T = Tw =
hT0h
−1 for h ∈ H such that h−1F (h) = w˙ ∈ NH(T0). We consider the complex KT,E
and the map ϕ : F ∗KT,E ∼−→KT,E . Let E0 be the tame local system on T
ιθ
0 defined
by E0 = (adh)
∗E . For later use, we shall describe the map ϕ by making use of
KT0,E0. We follow the notation in 1.2. We write the varieties Y˜
•, Y˜•I , etc. in 1.2,
as Y˜•T , Y˜
•
I,T , etc. to indicate their dependence on T . We consider the variety Y˜
•
I,T0
,
which is defined by using T0 and MI,0. Thus Y˜
•
I,T0
has a natural Frobenius action
F : (x, v, gT θ0 ) 7→ (F (g), F (v), F (g)T
θ
0 ). The map (x, v, gT
θ) 7→ (x, v, ghT θ0 ) gives an
isomorphism δI : Y˜
•
I,T → Y˜
•
I,T0
commuting with the projections to Y0m. We define
a map aI : Y˜
•
I,T0
→ Y˜•σ(I),T0 by (x, v, gT
θ
0 ) 7→ (x, v, g(τ˙Iw˙)
−1T θ0 ). Note that aI is
well-defined since τ˙Iw˙(MI,0) = Mσ(I),0. Then we have a commutative diagram
(1.7.1)
Y˜•I,T
δI−−−→ Y˜•I,T0
bIF
y yaIF
Y˜•σ(I),T
δσ(I)
−−−→ Y˜•σ(I),T0 .
Recall the complex K•I,T,E in 1.4, and define K
•
I,T0,E0
similarly. Since δ∗IK
•
I,T0,E0
is
canonically isomorphic to K•I,T,E , the isomorphism δI induces an isomorphism δ
′
I :
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K•I,T,E ∼−→K
•
I,T0,E0
. By (1.7.1), we have a commutative diagram
(1.7.2)
F ∗K•σ(I),T,E
F ∗δ′
σ(I)
−−−−→ F ∗K•σ(I),T0,E0
ϕI
y yϕ′I◦F ∗(θI )
K•I,T,E
δ′I−−−→ K•I,T0,E0 ,
where ϕ′I : F
∗K•I,T0,E0 → K
•
I,T0,E0
is the natural map induced from the Frobenius
map on Y˜•I,T0, and θI : K
•
σ(I),T0,E0
→ K•I,T0,E0 is the canonical isomorphism induced
from aI . Since K
•
m,T,E =
⊕
I K
•
I,T,E and similarly for K
•
m,T0,E0
, we have an isomor-
phism δ′m : K
•
m,T,E
∼−→K
•
m,T0,E0
induced from various δ′I . We have a commutative
diagram as in (1.7.2) with respect to F ∗K•m,T,E , F
∗K•m,T0,E0, K
•
m,TE , K
•
m,T0,E0
. Then
the map ϕm =
∑
I ϕI : F
∗K•m,T,E ∼−→K
•
m,T,E is transferred to the map ϕ
′
m ◦F
∗(θw−1) :
F ∗K•m,T0,E0
∼−→K
•
m,T0,E0
, through δ′m and F
∗δ′m, where ϕ
′
m is the isomorphism induced
from the Frobenius map on Y˜+,•m,T0 , and θw−1 =
∑
I θI .
Recall that AEI = End((ηI)∗EI) and its extended algebra A˜EI in [SS, 3.5] for
E = E0. Note that AEI ≃ Q¯l[WEI ] and A˜EI ≃ Q¯l[W˜EI ]. In [SS, 3.5], we have defined
an algebra homomorphism A˜EI → End((ψI)∗α
∗
IE0). Since (ψI)∗α
∗
IE ≃ K
•
I,T,E0
up
to shift, we have an algebra homomorphism A˜EI → End(K
•
I,T0,E0
). This action
is described as follows; for each w = στ ∈ W˜I ≃ SI ⋉ (Z/2Z)
n (σ ∈ SI , τ ∈
(Z/2Z)n), put w′ = στ ′, where τ ′ is the projection of τ on (Z/2Z)I
′
. Then the
map aw : (x, v, gT
θ
0 ) 7→ (x, v, gw
′T θ0 ) gives an isomorphism on Y˜
•
I , and w 7→ aw
gives a homomorphism W˜I → Aut(Y˜
•
I ). If w ∈ W˜EI , aw induces an isomorphism on
K•I,T0,E , and this gives the representation A˜EI → End(K
•
I,T0,E
). The representation
A˜E → End(K
•
m,T0,E
) is obtained by inducing up the representation of A˜EI on K
•
I,T0,E0
for I = [1, m] to A˜E . For each w ∈ W˜E we denote by θw ∈ Aut(K
•
m,T0,E0
) the image
of w under this map. Then it is clear that θw−1 in this context is exactly the same
as θw−1 =
∑
I θI defined before.
The isomorphism δ′m induces an isomorphism Km,T,E ∼−→Km,T0,E0. By a similar
argument as in 1.3, one can define an isomorphism δ′ : KT,E ∼−→KT0,E0 extending δ
′
m.
Let ϕT be the isomorphism ϕ : F
∗KT,E ∼−→KT,E , and ϕT0 the corresponding isomor-
phism for KT0,E0 . The automorphism θw on K
•
m,T0,E0
induces a unique automorphism
on KT0,E0 which we denote by the same symbol. Again by a similar argument as in
1.3, we have the following commutative diagram (note that T = Tw).
(1.7.3)
F ∗KT,E
F ∗δ′
−−−→ F ∗KT0,E0
ϕT
y yϕT0◦F ∗(θw−1 )
KT,E
δ′
−−−→ KT0,E0 .
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Remark 1.8. Under the setup in Section 1 of [SS], we consider the complex
π∗α
∗E [dimGιθ] on Gιθ associated to a tame local system E on T ιθ, which is isomor-
phic to the complex KT,E by Theorem 1.16 in [SS]. We denote this KT,E as K
sym
T,E to
distinguish KT,E on G
ιθ × V . By definition, we have
(1.8.1) KsymT,E [2n] ≃ KT,E |Gιθ×{0}.
As in the case of KT,E , one can define K
sym
T,E for an F -stable maximal torus T contain-
ing θ-stable maximal anisotropic torus, and an F -stable tame local system E on T ιθ.
Then for each ϕ0 : F
∗E ∼−→E , one can construct an isomorphism ϕ : F
∗KsymT,E ∼−→K
sym
T,E ,
and we define a function χsymT,E on (G
ιθ)F . Clearly, ϕ is the restriction of the cor-
responding map for KT,E under (1.8.1), hence χ
sym
T,E coincides with χT,E |(Gιθ×{0})F .
In particular, the statement in Proposition 1.6 holds also for χsymT,E . We define a
Green function QsymT as the restriction of χ
sym
T,E on (G
ιθ
uni)
F , which is an HF -invariant
function on (Gιθuni)
F .
2. Character formulas
2.1. We follow the notation in 1.2. Let ψm : ψ
−1(Ym)→ Ym be the restriction
of ψ : Y˜ → Y on ψ−1(Ym). Ym−1 is a closed subset of Ym and let j
′ : Y0m =
Ym\Ym−1 → Ym be the inclusion map. Let E˜m (resp. E˜
′
m) be the restriction of α
∗
0E
on ψ−1(Ym) (resp. on Y˜
+
m). Then (j
′
!(ψm)∗E˜
′
m, (ψm)∗E˜m, (ψm−1)∗E˜m−1) is a canonical
distinguished triangle in DYm. By [SS, (3.6.1), (3.6.3)], (ψm)∗E˜m, (ψm−1)∗E˜m−1 are
semisimple complexes, whose simple components are constructible sheaves with even
degree shifts. It follows that pH i((ψm)∗E˜m) = 0 for odd i, where
pH iK is the i-th
perverse cohomology of K ∈ DYm. The discussion in the proof of Proposition 3.6
in [SS] shows that the map R2i(ψm)∗E˜m → R
2i(ψm−1)∗1E˜m−1 is surjective. This
implies that pH i(j′!(ψm)∗E˜
′
m) = 0 for odd i. Hence the perverse cohomology long
exact sequence associated to the above distinguished triangle gives rise to a short
exact sequence for each even degree part. It follows that pH2i(j′!(ψm)∗E˜
′
m) is a
semisimple complex given as
(2.1.1) pH2i(j′!(ψm)∗E˜
′
m) ≃
⊕
ρ∈A∧
m,E
IndA˜E
A˜m,E
(H2i(Pn−m1 )⊗ ρ)⊗ IC(Ym,Lρ),
where IC(Ym,Lρ) is a constructible sheaf. Let ψ
• : Y˜• → Y and ψ•m : Y˜
+•
m → Y
0
m
be the maps defined in 2.2, and ψ
•
m be the restriction of ψ
• on (ψ•)−1(Ym). By
abbreviation we denote the restriction of α∗0E on (ψ
•)−1(Ym) and Y˜
+,•
m by the same
symbols E˜m, E˜
′
m. Then (j
′
!(ψ
•
m)∗E˜
′
m, ψ
•
mE˜m, ψ
•
m−1E˜m−1) is also a distinguished triangle.
Note that j′!(ψ
•
m)∗E˜
′
m[−2n] ≃ j
′
!(ψm)∗E˜
′
m and (ψ
•
m)∗E˜m[−2n] ≃ (ψm)∗E˜m.
Let πm be the restriction of π : X˜ → X on π
−1(Xm). Xm−1 is a closed subset
of Xm, and let j be the inclusion map from X
0
m = Xm\Xm−1 to Xm. We again
denote by E˜m (resp. E˜
′
m) the restriction of α
∗E on π−1(Xm) (resp. on X˜
+
m ). Then
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(j!(πm)∗E˜
′
m, (πm)∗E˜m, (πm−1)∗E˜m−1) gives rise to a canonical distinguished triangle
on Xm. By [SS, (4.9.1)], (πm)∗E˜m is a semisimple complex, whose components are of
the form A[2i] for a perverse sheaf A. It follows that pH i((πm)∗E˜m) = 0 for odd i. We
consider the long exact sequence of perverse cohomologies arising from the distin-
guished triangle (j!(πm)∗E˜
′
m, (πm)∗E˜m, (πm−1)∗E˜m−1). The map
pH2i(j!(πm)∗E˜
′
m) →
pH2i((πm)∗E˜m) is injective, and the map
pH2i((πm−1)∗E˜m−1)→
pH2i+1(j!(πm)∗E˜
′
m) is
surjective. Since the restriction of pH2i+1(j!(πm)∗E˜
′
m) on Ym is zero by the previous
discussion, we see that pH2i+1(j!(πm)∗E˜
′
m) = 0. It follows that the long exact se-
quence turns out to be a short exact sequence for pH2i-factors. Thus pH2i(j!(πm)∗E˜
′
m)
is a semisimple perverse sheaf, and by (4.9.1) in [SS], we have
(2.1.2) pH2i(j!(πm)∗E˜
′
m) ≃
⊕
ρ∈A∧
m,E
IndA˜E
A˜m,E
(H2i(Pn−m1 )⊗ ρ)⊗ IC(Xm,Lρ),
and pHodd(j!(πm)∗E˜
′
m) = 0.
Put dm = dimXm, and Km = j!(πm)∗E˜
′
m[dm], Km = (πm)∗E˜m[dm]. Let ϕ :
F ∗KT,E ∼−→KT,E be the isomorphism defined in 1.3. Then it follows from the dis-
cussion there, ϕ induces an isomorphism ϕm : F
∗Km ∼−→Km. It also induces an
isomorphism F ∗((πm)∗E˜
′
m) ∼−→ (πm)∗E˜
′
m. Since j commutes with F , we have an iso-
morphism F ∗Km ∼−→Km which is denoted by ϕm. Then the above distinguished
triangle is compatible with the isomorphisms (ϕm, ϕm, ϕm−1). By the property of
distinguished triangles, we have
(2.1.3) (−1)dmχKm,ϕm = (−1)
dmχKm,ϕm + (−1)
dm−1χKm−1,ϕm−1 .
On the other hand, we consider a natural spectral sequence
Ei,j2 = H
i(pHjKm)⇒H
i+jKm
in the category of mixed constructible sheaves on Xm. Taking a stalk z ∈ Xm, we
get a spectral sequence Hiz(
pHjK)⇒Hi+jz Km. The isomorphism ϕm : F
∗Km ∼−→Km
induces an isomorphism F ∗(pHjKm) ∼−→
pHjKm which we denote also by ϕm. By the
above spectral sequence, this implies that
χKm,ϕm =
∑
j≥0
χpHjKm,ϕm
Here we note, by [SS, Lemma 3.3], that
(2.1.4) dm = dimG
ιθ + 2m.
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Hence dm − dm−1 = 2, and the characteristic function χK,ϕ for K = KT,E = Kn can
be computed as
(2.1.5) χK,ϕ = χT,E =
n∑
m=0
∑
j≥0
χpHjKm,ϕm .
2.2. For a semisimple element s ∈ (Gιθ)F , we consider ZH(s)× V . We follow
the notation in [SS, 4.3]. Thus V = V1 ⊕ · · · ⊕ Vt, where Vi is an eigenspace of s
with dimVi = 2ni, and F permutes the eigenspaces. ZG(s) ≃ G1 × · · · ×Gt, where
Gi ≃ GL(Vi) is a θ-stable subgroup of G such that G
θ
i ≃ Sp(Vi). Hence
(2.2.1) (ZG(s))
ιθ × V ≃
t∏
i=1
(Gιθi × Vi),
and the natural action of ZH(s) on the left hand side is compatible with the natural
action of Gθi on G
ιθ
i × Vi of the right hand side under the isomorphism ZH(s) ≃
Gθ1 × · · · ×G
θ
t .
Let T be a θ-stable, F -stable maximal torus of G contained in a θ-stable (not
necessarily F -stable) Borel subgroup B of G. As in [SS, 1.17], we define
Ms = {g ∈ H | g
−1sg ∈ Bιθ},
on which ZH(s) × B
θ acts naturally. The set ZH(s)\Ms/B
θ is identified with
ZH(s)\M
′
s/T
θ since it is labelled by Γ = WH,s′\WH (see [SS, 1.17]), where M
′
s =
{g ∈ H | g−1sg ∈ T ιθ}. Hence F acts naturally on this set. Assume the orbit Oγ
corresponding to γ ∈ Γ is F -stable, and we choose a representative xγ ∈ O
F
γ ⊂ H
F .
Put Bγ = ZG(s) ∩ xγBx
−1
γ , and Tγ = xγTx
−1
γ . Then Bγ is a θ-stable Borel sub-
group of ZG(s) containing Tγ which is a θ-stable maximal torus of ZG(s). Let Mn
be a Bθ-stable maximal isotropic subspace of V , and put Mγn = xγ(Mn). Then
Mγn is s-stable, and is decomposed into eigenspaces of s, M
γ
n =
⊕t
i=1M
γ
ni
, where
Mγni = M
γ
n ∩Vi is a maximal isotropic subspace of Vi stable by B
i
γ. (Here we denote
by Biγ the i-th factor of Bγ under the identification ZG(s) ≃ G1 × · · · × Gt). We
define
X˜ ′γ = {(x, v, gB
θ
γ) ∈ ZG(s)
ιθ × V × ZH(s)/B
θ
γ | g
−1xg ∈ Bιθγ , g
−1v ∈Mγn},
and a map πγ : X˜
′
γ → X
′ = ZG(s)
ιθ × V by (x, v, gBθγ) → (x, v). In view of the
decomposition (2.2.1) and the decomposition ZH(s) ≃ G
θ
1 × · · · × G
θ
t , the variety
X˜ ′γ is isomorphic to the product of the varieties X˜
′
γ,i, which is a similar variety as
X˜ in 1.2, defined with respect to Gιθi × Vi, and the maps πγ is compatible with
the corresponding map for each X˜ ′γ,i. Thus one can define a complex K
ZG(s)
Tγ ,Eγ
on X ′
similar to KT,E on X (Eγ is a tame local system on T
ιθ
γ ). The results of Section 1
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can be applied for this general setting, by replacing G by ZG(s). In particular, since
Tγ is an F -stable maximal torus of ZG(s), one can define a Green function Q
ZG(s)
Tγ
on (ZG(s)
ιθ
uni × V )
F .
2.3. For an F -stable torus S, put (SF )∧ = Hom(SF , Q¯l). We consider the
map η : S → S, by t 7→ t−1F (t), which gives the Lang covering S → S/SF . Then
η∗Q¯l is decomposed as η∗Q¯l ≃
⊕
ϑ∈(SF )∧ Eϑ. Here E = Eϑ is an F -stable tame local
system on S, and it is characterized by the property that the characteristic function
χE,ϕ0 coincides with ϑ on S
F up to scalar. Thus if we choose ϕ0 : F
∗E ∼−→E so that
it induces an identity on Ee (the stalk at the identity element e ∈ S
F ), we have
χE,ϕ0 = ϑ.
The following result is an analogy of Lusztig’s character formula [L3, Theorem
8.5]. (In the following, we use the notation T ιθ,F = T ιθ ∩ T F ).
Theorem 2.4 (Character formula). Let s, u ∈ (Gιθ)F be such that su = us, with s:
semisimple and u: unipotent. Assume that E is an F -stable tame local system on
T ιθ such that E = Eϑ for ϑ ∈ (T
ιθ,F )∧. Then
χT,E(su, v) = |ZH(s)
F |−1
∑
x∈HF
x−1sx∈T ιθ,F
Q
ZG(s)
xTx−1(u, v)ϑ(x
−1sx).
The proof of the theorem will be done by chasing Lusztig’s arguments step by
step. We shall give an outline of the proof below. First we need a lemma.
Lemma 2.5. Let T ⊂ B be as in 2.2. For a semisimple element s ∈ (Gιθ)F , there
exists an open subset U of ZG(s)
ιθ such that e ∈ U and satisfying the following
properties;
(i) gUg−1 = U for any g ∈ ZH(s),
(ii) x ∈ U if and only if xs ∈ U ,
(iii) FU = U ,
(iv) If x ∈ U , g ∈ H, g−1sxg ∈ Bιθ, then g−1xsg ∈ B
ιθ, and g−1sg ∈ Bιθ.
(v) If x ∈ U , g ∈ H, g−1sxg ∈ T ιθ, then g−1xsg ∈ T
ιθ and g−1sg ∈ T ιθ.
Proof. Put U ′ = {x ∈ G | ZG(xs) ⊂ ZG(s)}. Then U
′ is stable by the conjugation
action of ZH(s). We define U by U = s
−1U ′ ∩ ZG(s)
ιθ. Then U is an open subset
of ZG(s)
ιθ containing e, and satisfies the condition (i), (ii), (iii). Assume that x ∈
U , g ∈ H, g−1sxg ∈ T ιθ. Then g−1sxsg ∈ T
ιθ ⊂ T . Since sx ∈ U ′, we have
ZG(g
−1sxsg) ⊂ ZG(g
−1sg), and so T ⊂ ZG(g
−1sg). This implies that g−1sg ∈ T
and g−1xsg ∈ T , thus (v) follows. Next assume that x ∈ U , g ∈ H, g
−1sxg ∈ Bιθ.
Then g−1sxsg ∈ B
ιθ. There exists b ∈ Bθ such that b−1(g−1sxsg)b ∈ T
ιθ. By
(v), we have b−1(g−1sg)b ∈ T ιθ and b−1(g−1xsg)b ∈ T
ιθ. Hence g−1sg ∈ Bιθ and
g−1xsg ∈ B
ιθ, which proves (iv). 
2.6. For a fixed m, and an orbit Oγ in 2.2, we define varieties
16 SHOJI AND SORLIN
Xm,U = {(sx, v) ∈ X
0
m | x ∈ U}
X˜m,U = {(sx, v, gB
θ) ∈ X˜+m | x ∈ U},
X˜m,U ,γ = {(sx, v, gB
θ) ∈ X˜m,U | g ∈ Oγ}.
Let p : X˜m,U → H/B
θ be the projection on the third factor. Then by Lemma 2.5
(iv), Im p is a subset of {gBθ ∈ H/Bθ | g−1sg ∈ Bιθ}, on which ZH(s) acts as a
left multiplication, and the set of orbits is in bijection with Γ . Moreover, each orbit
is open and closed, and X˜m,U ,γ coincides with the inverse image of p of an orbit
corresponding to γ. It follows that
(2.6.1) X˜m,U =
∐
γ∈Γ
X˜m,U ,γ,
and X˜m,U ,γ is open and closed in X˜m,U . The subvariety X˜
′+
m,γ of X˜
′
γ is defined in a
similar way as X˜+m . We define
X˜ ′m,U ,γ = {(x, v, gB
θ
γ) ∈ X˜
′+
m,γ | x ∈ U}.
Then we have
(2.6.2) the map (x, v, gBθγ) 7→ (sx, v, gxγB
θ) gives an isomorphism X˜ ′m,U ,γ ∼−→X˜m,U ,γ.
The proof is similar to [L3]. Put X ′m,U ,γ = πγ(X˜
′
m,U ,γ), and we define X
′
m,sU ,γ by
X ′m,sU ,γ = {(sx, v) ∈ sU × V | (x, v) ∈ X
′
m,U ,γ}. Recall the map ψ
•
m : Y˜
+,•
m → Y
0
m in
1.2. We define varieties
Ym,U = {(sx, v) ∈ Y
0
m | x ∈ U},
Y˜•m,U = (ψ
•
m)
−1(Ym,U),
Y˜•m,U ,γ = {(sx, v, gT
θ) ∈ Y˜•m,U | g ∈ Oγ}.
Then the map (x, v, gT θ) 7→ (x, v, gBθ) gives rise to a vector bundle Y˜•m,U →
π−1(Ym,U) with fibre isomorphic to U
n
2 , where π
−1(Ym,U) is an open dense sub-
set of X˜m,U and U2 is the maximal unipotent subgroup of SL2. Then Ym,U is open
dense in Xm,U . As in [L3], we have
Y˜•m,U =
∐
γ∈Γ
Y˜•m,U ,γ,
where Y˜•m,U ,γ is a non-empty, open and closed subset of Y˜
•
m,U . Put Ym,U ,γ =
ψ•m(Y˜
•
m,U ,γ). Then for γ, γ
′ ∈ Γ , Ym,U ,γ and Ym,U ,γ′ are either disjoint or coincide.
They coincide if and only if γ, γ′ are in the same WH,m orbit in Γ , where WH,m =
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{w ∈ WH | w(Mm) = Mm} acts on Γ from the right. Moreover, Ym,U =
⋃
γ∈Γ Ym,U ,γ
gives a decomposition of Ym,U into irreducible components.
Let Y ′ = ZG(s)
ιθ
reg × V , and put
Y˜ ′•γ = {(x, v, gT
θ
γ ) ∈ ZG(s)
ιθ
reg × V × ZH(s)/T
θ
γ | g
−1xg ∈ T ιθγ , g
−1v ∈Mγn}.
We define a map ψγ : Y˜
′•
γ → Y
′ by (x, v, gT θγ ) 7→ (x, v). The subvariety Y˜
′+,•
m,γ of Y˜
′•
γ
is defined in a similar way as Y˜+,•m for Y˜
•, We define
Y˜ ′m,U ,γ = {(x, v, gT
θ
γ ) ∈ Y˜
′+,•
m,γ | x ∈ U},
and put Y ′m,U ,γ = ψγ(Y˜
′
m,U ,γ). Then the map (x, v, gT
θ
γ ) 7→ (x, v, gB
θ
γ) gives rise to a
vector bundle Y˜ ′m,U ,γ → π
−1
γ (Y
′
m,U ,γ) with fibre isomorphic to U
n
2 . We also define
Y ′m,sU ,γ = {(sx, v) ∈ sU × V | (x, v) ∈ Y
′
m,U ,γ}.
For each WH,m-orbit Z in Γ , we define an open subset VZ of Ym,U by
VZ =
⋂
γ∈Z
(Y ′m,sU ,γ ∩ Ym,U ,γ).
Since Y ′m,U ,γ is open dense in X
′
m,U ,γ, Y
′
m,sU ,γ is open dense in X
′
m,sU ,γ. Moreover,
Ym,U ,γ is open dense in X
′
m,sU ,γ. It follows that Y
′
m,sU ,γ ∩ Ym,U ,γ is open dense in
X ′m,sU ,γ. In particular, VZ is an open dense subset of Y
′
m,sU ,γ. Here Y
′
m,U ,γ is open
dense in Y ′0m,γ , where Y
′0
m,γ is a similar variety as Y
0
m defined for ZG(s)
ιθ×V . Hence
VZ is smooth, irreducible, and by [SS, Lemma 3.3], we have dimVZ = dimZG(s)
ιθ+
2m, which is independent of Z. Moreover, we have F (VZ) = VF (Z). Put V =
⋃
Z VZ ,
where Z runs over all WH,m-orbits in Γ . Then
(2.6.3) V is an open dense smooth equidimensional subset of Ym,U and F (V) = V.
Moreover, {VZ} gives the set of irreducible components in V.
We have a commutative diagram
(2.6.4)
Y˜+,•m |V
ε˜
←−−−
∐
γ∈Γ (Y˜
′+,•
m,γ |s−1V)y y
V
ε
←−−− s−1V,
where
Y˜+,•m |V = {(sx, v, gT
θ) ∈ Y˜+,•m | (sx, v) ∈ V},
Y˜ ′+,•m,γ |s−1V = {(x, v, gT
θ
γ ) ∈ Y˜
′+
m,γ | (sx, v) ∈ VZ} (γ ∈ Z),
s−1V = {(x, v) ∈ U × V | (sx, v) ∈ V},
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and the map ε˜ is an isomorphism given by (x, v, gT θγ ) 7→ (sx, v, gxγT
θ), ε is an
isomorphism given by (x, v) 7→ (sx, v). Moreover, the vertical maps are projections
to the first and the second factors.
Recall the modified Frobenius map F ′ : Y˜+,•m → Y˜
+,•
m given in 1.2, and consider
the corresponding map F ′ on Y˜ ′+,•m,γ . Then the varieties in the upper row in (2.6.4)
are F ′-stable, those in the lower row are F -stable, and all the maps are compatible
with F, F ′ actions. It follows that we have a canonical isomorphism of semisimple
complexes (see (2.1.1))
(2.6.5) ε∗((j′!(ψ
•
m)∗E˜
′
m)|V) ≃
⊕
γ∈Γ
((j′γ)!(ψ
•
m,γ)∗E˜
′
m,γ)|s−1V
and this isomorphism is compatible with the lifting of Frobenius maps induced
from ϕ0 : F
∗E ∼−→E , where j
′
γ , ψ
•
m,γ, E˜
′
m,γ are the objects for Y˜
′+,•
m,γ corresponding to
j′, ψ•m, E˜
′
m for Y˜
+
m. Let Km be as in 2.1, and let Km,γ = (jγ)!(πm,γ)∗E˜
′
m,γ[dm,γ] the cor-
responding object on X ′m,γ , where jγ , πm,γ, dm,γ are defined similar to j, πm, dm. Then
by (2.1.1), (2.1.3), and by the corresponding formulas for Km,γ, the isomorphism in
(2.6.5) can be regarded as an isomorphism
(2.6.6) ε∗(pHj(Km)|V)[−δ] ≃
⊕
γ∈Γ
pHj(Km,γ)|s−1V
for each j, where δ = dm− dm,γ = dimG
ιθ−dimZG(s)
ιθ (see (2.1.4)). We note that
the isomorphism in (2.6.6) is the restriction of an isomorphism
(2.6.7) ε∗(pHj(Km)|Xm,U )[−δ] ≃
⊕
γ∈Γ
pHj(Km,γ)|X ′m,U,γ ,
where ε is an isomorphism from X ′m,U ,γ into Xm,U given by (x, v) 7→ (sx, v). In fact,
since
Km|Xm,U ≃ j!(πm)∗(α
∗E|X˜m,U ),
Km,γ |X ′m,U,γ ≃ (jγ)!(πm,γ)∗(α
∗
γE|X˜ ′m,U,γ
),
we obtain the isomorphism in (2.6.7) from (2.6.1) and (2.6.2), which is clearly com-
patible with the isomorphism in (2.6.6).
Now the complex pHjKm can be written as in (2.1.2), and a similar formula
holds for pHjKm,γ. In particular, the right hand side of (2.6.7) can be given, as a
semisimple complex, by the intersection cohomologies obtained from local systems
on the open dense smooth equidimensional subset of s−1V. Thus the isomorphism
in (2.6.6) is uniquely extended to the isomorphism in (2.6.7), which is automatically
compatible with the lifting of the Frobenius maps. By (2.6.7), we obtain a relation
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of the stalks of the cohomology sheaves for each i;
Hi−δ(su,v)
pHjKm ≃
⊕
γ∈Γ
Hi(u,v)
pHjKm,γ .
Under this isomorphism, the canonical map ϕm : F
∗Km ∼−→Km on the left hand side
induces an isomorphism ϕ′m,γ : F
∗Km,γ ∼−→Km,γ for each γ on the right hand side.
Thus we have
χpHjKm,ϕm(su, v) =
∑
γ∈Γ
F (γ)=γ
χpHjKm,γ ,ϕ′m,γ (u, v)
for each j. (Note that δ = dimGιθ − dimZG(s)
ιθ is even since dimGιθ = 2n2 − n
by [SS, Lemma 1.9], and similarly dimZG(s)
ιθ =
∑t
i=1(2n
2
i − ni) by 2.2.) Let
ϕm,γ : F
∗Km,γ ∼−→Km,γ be the canonical isomorphism. Then one can check that
ϕ′m,γ = ϑ(x
−1
γ sxγ)ϕm,γ . By using (2.1.5), we have
χT,E(su, v) =
∑
γ∈Γ
F (γ)=γ
Q
ZG(s)
Tγ
(u, v)ϑ(x−1γ sxγ).
Since |OFγ | = |ZH(s)
F ||T θF ||T θFγ |
−1 = |ZH(s)
F | for an F -stable Oγ , we obtain the
required formula. The theorem is proved.
In view of Remark 1.8, we obtain the character formula for χsymT,E as a corollary
to Theorem 2.4.
Corollary 2.7 (Character formula for χsymT,E ). Let the notations be the same as in
Theorem 2.4. Then we have
χsymT,E (su) = |ZH(s)
F |−1
∑
x∈HF
x−1sx∈T ιθ,F
Q
ZG(s),sym
xTx−1 (u)ϑ(x
−1sx),
where Q
ZG(s),sym
xTx−1 is the Green function Q
sym
xTx−1 for ZG(s).
3. Orthogonality relations
3.1. Let T be a θ-stable maximal torus of G contained in a θ-stable Borel
subgroup of G. Assume that T is F -stable, and let E be an F -stable tame local
system on T ιθ. We consider the complex KT,E associated to the pair (T, E) as in 1.3.
Let χT,E and QT be the functions defined in 1.5. We also consider similar objects
χsymT,E , Q
sym
T with respect to the symmetric space as in Remark 1.8. In this section,
we prove the orthogonality relations for these functions. First we prepare a lemma.
Lemma 3.2. Let T, T ′ be θ-stable maximal tori of G as above (forgetting the Fq-
structure), and E , E ′ tame local systems on T ιθ, T ′ιθ. Assume that E ′ is a constant
sheaf, and E is a non-constant sheaf.
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(i) Let K = KT,E , K
′ = KT ′,E ′ be complexes on X = G
ιθ × V with respect to
(T, E), (T ′, E ′). Then we have
Hic(X , K ⊗K
′) = 0 for all i.
(ii) Let K = KsymT,E , K
′ = K ′symT ′,E ′ be complexes on G
ιθ with respect to (T, E), (T ′, E ′).
Then we have
Hic(G
ιθ, K ⊗K ′) = 0 for all i.
Proof. We prove the proposition in a similar way as in the proof of Proposition 7.2
in [L3]. First consider the case (i). We may replace KT,E by K˜B,E , and KT ′,E ′ by
K˜B′,E ′, where B (resp. B
′) is a θ-stable Borel subgroup of G containing T (resp.
T ′). We consider the fibre product Z = X˜ ×X X˜
′, where X˜ is the variety given in
1.4 attached to B,Mn, and X˜
′ is a similar one attached to B′,M ′n. Then Z can be
written as
Z = {(x, v, gBθ, g′B′
θ
) ∈ Gιθ × V ×H/Bθ ×H/B′
θ
| g−1xg ∈ Bιθ, g′
−1
xg′ ∈ B′
ιθ
, g−1v ∈ Mn, g
′−1v ∈M ′n}.
Note that H acts on Z so that the projections Z → X˜ , Z → X˜ ′ are compatible
with H-actions on those varieties. Let L = α∗E be a local system on X˜ , and L′ a
similar local system on X˜ ′. Since K = π∗L, and similarly for K
′, up to shift, by the
Ku¨nneth formula, we have
(3.2.1) Hic(X , K ⊗K
′) ≃ H ic(Z,L⊠ L
′)
up to shift. Hence in oder to show the proposition, it is enough to see that the right
hand side of (3.2.1) is equal to zero for each i. For each H-orbit O of H/Bθ×H/B′θ,
put
ZO = {(x, v, gB
θ, g′B′
θ
) ∈ Z | (gBθ, g′B′
θ
) ∈ O}.
Then Z =
∐
O ZO is a finite partition, and ZO is a locally closed subvariety of Z.
Hence by a cohomology exact sequence, it is enough to show that H ic(ZO,L⊠L
′) = 0
for any i and any O. We define a morphism fO : ZO → O as the third and fourth
projection. Then by the Leray spectral sequence, we have
H ic(O, R
j(fO)!(L⊠ L
′))⇒ H i+jc (ZO,L⊠ L
′).
Thus it is enough to show that Rj(fO)!(L⊠L
′) = 0 for any j, which is equivalent to
Hjc (f
−1
O (ξ),L⊠ L
′) = 0 for any j and any ξ ∈ O. Since L ⊠ L′ is an H-equivariant
local system on Z, it is enough to show this for a single element ξ ∈ O. Hence we
may choose ξ = (Bθ, ωB′θ), where ω ∈ H is such that ωT ′ω−1 = T . (Note that T
and T ′ are conjugate under H .) Then f−1O (ξ) is isomorphic to Z(ω), where
Z(ω) = (Bιθ ∩ ωB′
ιθ
ω−1)× (Mn ∩ ω(M
′
n)).
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Here we have
Bιθ ∩ ωB′
ιθ
ω−1 = {su ∈ B | s ∈ T ιθ, u ∈ U ∩ ωU ′ω−1, θ(u) = su−1s−1}.
Then the map t1 ∗ u1 7→ θ(t
−1
1 )t1 · (t
−1
1 u1t1) gives an isomorphism
T ×T
θ
(U ∩ ωU ′ω−1)ιθ ∼−→B
ιθ ∩ ωB′
ιθ
ω−1.
It follows that the projection Bιθ ∩ ωB′ιθω−1 → T ιθ ≃ T/T θ gives rise to a vector
bundle over T ιθ. Hence Z(ω) is also a vector bundle over T ιθ, of rank say d. If we
denote by a : T ιθ → T ′ιθ = ω−1T ιθω, we have
H i+2dc (Z(ω),L⊠ L
′) ≃ H ic(T
ιθ, E ⊗ a∗E ′) ≃ H ic(T
ιθ, E)
since E ′ is a constant sheaf. Hence we have only to show that H ic(T
ιθ, E) = 0 for any
i. But this certainly holds since E is a non-constant tame local system on T ιθ. Thus
(i) is proved. (ii) is proved in a similar way, just ignoring the vector space part. 
3.3. For θ-stable maximal tori T, T ′ conjugate under H , put
NH(T
θ, T ′
θ
) = {n ∈ H | n−1T θn = T ′
θ
},
NH(T
ιθ, T ′
ιθ
) = {n ∈ H | n−1T ιθn = T ′
ιθ
}.
Since T, T ′ are H-conjugate, there exists h ∈ H such that h−1Th = T ′. It fol-
lows that NH(T
θ, T ′θ) = NH(T
θ)h = hNH(T
′θ), and NH(T
ιθ, T ′ιθ) = NH(T
ιθ)h =
hNH(T
′ιθ). Since one can check that NH(T
θ) ⊂ NH(T
ιθ), we have
(3.3.1) NH(T
θ, T ′
θ
) ⊂ NH(T
ιθ, T ′
ιθ
).
The following orthogonality relations are an analogy of Theorem 9.2 and The-
orem 9.3 in [L3]. (In the following, we use the notation as in Theorem 2.4, T θ,F =
T θ ∩ T F and T ιθ,F = T ιθ ∩ T F .)
Theorem 3.4 (Orthogonality relations for χT,E). Assume that T, T
′ are F -stable,
θ-stable maximal tori in G as in 3.1. Let E = Eϑ, E
′ = Eϑ′ be tame local systems on
T ιθ, T ′ιθ with ϑ ∈ (T ιθ,F )∧, ϑ′ ∈ (T ′ιθ,F )∧. Then we have
|HF |−1
∑
(x,v)∈XF
χT,E(x, v)χT ′,E ′(x, v)
= |T θ,F |−1|T ′θ,F |−1
∑
n∈NH(T
θ ,T ′θ)F
t∈T ιθ,F
ϑ(t)ϑ′(n−1tn).
(3.4.1)
(Note that n−1tn ∈ T ′ιθ,F by (3.3.1)).
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Theorem 3.5 (Orthogonality relations for Green functions).
(3.5.1) |HF |−1
∑
(u,v)∈XFuni
QT (u, v)QT ′(u, v) =
|NH(T
θ, T ′θ)F |
|T θ,F ||T ′θ,F |
.
3.6. In view of the decomposition in (2.2.1), the definition of X˜ ,X , χT,E , QT ,
etc. makes sense if we replace G by ZG(s) for a semisimple element s ∈ (G
ιθ)F , and
X = Gιθ × V by ZG(s)
ιθ × V . All the results in [SS] and the results in the previous
sections can be extended to the case of ZG(s). Thus Theorem 3.4 and Theorem 3.5
are formulated for this general setting. In order to make the inductive argument
smoothly, we shall prove Theorem 3.4 and Theorem 3.5 simultaneously under this
setting.
First we note that (3.4.1) holds when ϑ′ is the trivial character and ϑ is a non-
trivial character. In fact, by the Grothendieck’s trace formula for the Frobenius
map, the left hand side of (3.4.1) coincides with∑
i
(−1)iTr (F ∗,Hic(X , KT,E ⊗KT ′,E ′)),
where F ∗ is an isomorphism induced from ϕ : F ∗KT,E ∼−→KT,E and a similar isomor-
phism for KT ′,E ′ . Then by Lemma 3.2 (i), we see that the left hand side of (3.4.1) is
equal to zero. On the other hand, the right hand side of (3.4.1) is equal to zero by
the orthogonality relations for irreducible characters of T ιθ,F . Hence the assertion
holds.
3.7. We shall verify the equality (3.5.1) in the special case where n = 1, namely
in the case where G = GL2 and H = SL2. In this case the H-orbits in Xuni =
Gιθuni×V are parametrized by Pn,2 = {(1;−), (−; 1)}. The H-orbit corresponding to
(−; 1) (resp. (1;−) ) is represented by z0 = (e, 0) ∈ X
F
uni (resp. z1 = (e, v) ∈ X
F
uni
with v 6= 0), where e ∈ Gιθ is the unit element in G. Then π−11 (z0) = H/B
θ, and
π−11 (z1) = {B
θ
1}, where B
θ
1 is the stabilizer in H of a line determined by v ∈ V . Let
T0 be the maximal torus of G consisting of diagonal matrices. The set of F -stable
maximal tori of G conjugate to T0 under H is parametrized by W2 ≃ Z/2Z = {±1}.
T0 corresponds to 1 ∈ W2, and let T1 be a maximal torus corresponding to −1 ∈ W2.
Then |T θ,F0 | = q − 1, |T
θ,F
1 | = q + 1, and we have
QT0(z0) = (−1)
dimX (q + 1),
QT1(z0) = (−1)
dimX (−q + 1),
QT0(z1) = (−1)
dimX ,
QT1(z1) = (−1)
dimX ,
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where dimX = 2n2 + n = 3. If we put 〈QT , QT ′〉ex = |H
F |−1
∑
z∈XFuni
QT (z)QT ′(z),
one can easily compute that
〈QT0 , QT1〉ex = 0,
〈QT0 , QT0〉ex = |H
F |−1(2q2 + 2q),
〈QT1 , QT1〉ex = |H
F |−1(2q2 − 2q).
Since |NH(T
θ)F |/|T θ,F | = 2 for T = T0, T1, and |H
F | = q(q2−1), the equality (3.5.1)
holds in this case.
Next we assume that G is an r product of GL2, on which F acts transitively.
Then the formula (3.5.1) is reduced to the case where H = SL2 with F replaced by
F r. Hence it holds also in this case. Thus (3.5.1) holds in the case where G is a
product of GL2 on which F acts as a permutation of factors.
3.8. In this subsection, we show that Theorem 3.4 holds for G under the
assumption that Theorem 3.5 holds for the subgroup ZG(s) for any semisimple
element s ∈ (Gιθ)F . Let Gιθss be the set of semisimple elements in G
ιθ. By making
use of the character formula (Theorem 2.4), we have
|HF |−1
∑
(x,v)∈XF
χT,E(x, v)χT ′E ′(x, v)
= |HF |−1
∑
s∈(Gιθss )
F
x,x′∈HF
x−1sx∈T ιθ,F
x′−1sx′∈T ′ιθ,F
f(s, x, x′)|ZH(s)
F |−2ϑ(x−1sx)ϑ′(x′
−1
sx′),
where
f(s, x, x′) =
∑
(u,v)∈(X
ZG(s)
uni )
F
Q
ZG(s)
xTx−1(u, v)Q
ZG(s)
x′T ′x′−1
(u, v),
(X
ZG(s)
uni denotes the object Xuni defined for ZG(s) instead of G). By applying The-
orem 3.5 for ZG(s), we see that
f(s, x, x′) = |ZH(s)
F ||T θ,F |−1|T ′
θ,F
|−1♯{n ∈ ZH(s)
F | n−1xT θx−1n = x′T ′
θ
x′
−1
}.
It follows that the previous sum is equal to
|HF |−1|T θ,F |−1|T ′
θ,F
|−1
×
∑
s∈(Gιθss )
F
x,x′∈HF
x−1sx∈T ιθ,F
x′−1sx′∈T ′ιθ,F
|ZH(s)
F |−1
∑
n∈ZH (s)
F
n−1xT θx−1n=x′T ′θx′−1
ϑ(x−1sx)ϑ′(x′
−1
sx′).
Now put t = x−1sx ∈ T ιθ,F and y = x−1nx′. We have y ∈ HF with y−1T θy = T ′θ,
and so y−1T ιθy = T ′ιθ by (3.3.1). Then the condition for x′ is given by x′ ∈
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(xZH(t)y)
F . Under this change of variables, the above sum can be rewritten as
|HF |−1|T θ,F |−1|T ′
θ,F
|−1
∑
x∈HF
t∈T ιθ,F
|ZH(t)
F |−1
∑
y∈NH (T
θ,T ′θ)F
x′∈(xZH(t)y)
F
ϑ(t)ϑ′(y−1ty)
which is equal to
|T θ,F |−1|T ′
θ,F
|−1
∑
t∈T ιθ,F
∑
y∈NH (T θ,T ′
θ)F
ϑ(t)ϑ′(y−1ty).
Thus our assertion holds.
3.9. We shall show that Theorem 3.5 holds for G under the assumption that it
holds for ZG(s) if s is not central. Hence Theorem 3.4 holds for such groups ZG(s)
by 3.8. Put
A1 = |H
F |−1
∑
(u,v)∈XFuni
QT (u, v)QT ′(u, v),
A2 = |T
θ,F |−1|T ′
θ,F
|−1|NH(T
θ, T ′
θ
)F |.
By making use of a part of the arguments in 3.8 (which can be applied to the case
where s /∈ Z(G)ιθ,F ), we see that
|HF |−1
∑
(x,v)∈XF
χT,E(x, v)χT ′,E ′(x, v)− A1Θ
= |T θ,F |−1|T ′
θ,F
|−1
∑
t∈T ιθ,F
∑
y∈NH (T θ,T ′
θ)F
ϑ(t)ϑ′(y−1ty)− A2Θ
(3.9.1)
with Θ =
∑
s∈Z(G)ιθ,F ϑ(s)ϑ
′(s). This formula holds for any ϑ ∈ (T ιθ,F )∧, ϑ′ ∈
(T ′ιθ,F )∧. In the case where G is a product of GL2, Theorem 3.5 is verified in 3.7.
So we may assume that there exists a factor of G of the form GL2n with n ≥ 2.
Then one can find a linear character ϑ of T ιθ,F such that ϑ|Z(G)ιθ,F = id and that
ϑ 6= id. We choose ϑ′ the identity character of T ′ιθ,F . Then by 3.6, the first term
of the left hand side of (3.9.1) coincides with the first term of the right hand side.
Since Θ = |Z(G)ιθ,F | 6= 0 in this case, we obtain A1 = A2 as asserted.
3.10. We are now ready to prove Theorem 3.4 and Theorem 3.5. First note
that Theorem 3.5 holds for G in the case where G is a product of GL2 by 3.7. Thus
Theorem 3.4 holds for such G by 3.9. Next we consider the general G. By induction
on the semisimple rank of G, we may assume that Theorem 3.4 and 3.5 hold for
ZG(s) with s is not central. Hence Theorem 3.5 holds for G by 3.9, and so Theorem
3.4 holds for G by 3.8. This completes the proof of Theorem 3.4 and Theorem 3.5.
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By applying a similar argument as in the proof of Theorem 3.4 and Theorem
3.5, one can prove the orthogonality relations in the case of symmetric spaces.
Theorem 3.11 (Orthogonality relations for χsymT,E ). Let E = Eϑ, E
′ = Eϑ′ with ϑ ∈
(T ιθ,F )∧, ϑ′ ∈ (T ′ιθ,F )∧. Then we have
|HF |−1
∑
x∈Gιθ,F
χsymT,E (x)χ
sym
T ′,E ′(x)
= |T ιθ,F |−1|T ′
ιθ,F
|−1q−2r
∑
n∈NH (T
ιθ,T ′ιθ)F
t∈T ιθ,F
ϑ(t)ϑ′(n−1tn),
where r is the rank of H.
Theorem 3.12 (Orthogonality relations for Green functions QsymT ).
(3.12.1) |HF |−1
∑
u∈Gιθuni
QsymT (u)Q
sym
T ′ (u) = q
−2r |NH(T
ιθ, T ′ιθ)F |
|T ιθ,F ||T ′ιθ,F |
Proof. As in the proof of Theorem 3.4 and Theorem 3.5, we prove these two theorems
simultaneously for the groups of the form ZG(s). First we consider the case where
G = GL2. In this case, G
ιθ
uni = {e}, and T
ιθ
0 coincides with the center of G. We have
W = {1}. Let u = e. Then π−11 (u) = B
θ, where π1 : G˜
ιθ
uni → G
ιθ
uni is as in [SS, 1.10].
Thus QsymT0 (u) = (−1)
dim G˜ιθ(q + 1). We see that the left hand side of (3.12.1) for
T = T0 is equal to
|HF |−1(q + 1)2 = q−1(q + 1)(q − 1)−1.
On the other hand,
NH(T
ιθ
0 )
F/|T ιθF0 |
2 = |HF |/(q − 1)2 = q(q + 1)(q − 1)−1.
Since r = 1, we obtain the equality in (3.12.1). By a similar argument as in 3.7,
this implies that Theorem 3.12 holds for G, where G is a product of GL2. Then the
arguments in 3.6 ∼ 3.10 are applied to our situation, by using Lemma 3.2 (ii) instead
of (i), and by the character formula (Corollary 2.7). This proves the theorems. 
4. A purity result
4.1. For an θ-stable Borel subgroup of G, we denote the map π1 : X˜uni → Xuni
given in 1.4 as π1,B : X˜uni,B → Xuni to indicate the dependence on B. Let K1 =
(π1,B0)∗Q¯l[dimXuni]. By the Springer correspondence ([SS, Theorem 5.4]), we have
K1 ≃
⊕
µ∈Pn,2
ρµ ⊗Aµ,
26 SHOJI AND SORLIN
where Aµ = IC(Oµ, Q¯l)[dimOµ], and ρµ ≃ Hom(Aµ, K1) is the irreducible Wn-
module corresponding to µ by [SS, Theorem 7.1]. Since X˜uni,B0 has a natural Fq-
structure, we have an isomorphism ϕ1 : F
∗K1 ∼−→K1. Since each H-orbit Oµ is F -
stable, we have F ∗Aµ ≃ Aµ. Hence ϕ1 induces an isomorphism F
∗(ρµ⊗Aµ) ∼−→ (ρµ⊗
Aµ). It follows that there exists a unique isomorphism ϕµ : F
∗Aµ ∼−→Aµ such that
ϕ1 =
∑
µ σµ ⊗ ϕµ, where σµ is the identity map on ρµ. Let φµ : F
∗Aµ ∼−→Aµ be
the natural isomorphism induced form the Fq-structure of Oµ. Since Aµ is a simple
perverse sheaf, ϕµ coincides with φµ up to scalar. Let dµ = (dimXuni − dimOµ)/2.
We note that
(4.1.1) ϕµ = q
dµφµ. In particular, the map ϕµ gives a scalar multiplication q
dµ on
Aµ|Oµ .
In fact, for z ∈ Xuni, we have H
i
zK1 ≃ H
i+dimXuni(Bz, Q¯l), where Bz is the closed
subvariety of B = H/Bθ isomorphic to π−11,B(z). For z ∈ Oµ, we have ([SS, (5.4.3)])
H2dµ(Bz, Q¯l) ≃ ρµ ⊗H
0
z IC(Oµ, Q¯l) ≃ ρµ.
Here dµ = dimBz, and H
2dµ(Bz, Q¯l) is an irreducible Wn-module. Since the Frobe-
nius action onH2dµ(Bz, Q¯l) commutes with theWn action, we see that the Frobenius
map acts on H2dµ(Bz, Q¯l) as a scalar multiplication. In particular, all the irreducible
components in Bz are F -stable, and this scalar is given by q
dµ . It follows that ϕµ acts
as a scalar multiplication qdµ on H0z IC(Oµ, Q¯l) ≃ Q¯l. Since φµ gives the identity
map on this space, we obtain (4.1.1).
We choose a θ-stable Borel subgroup B containing T = Tw for w ∈ Wn,
and consider the complex Kw = (π1,B)∗Q¯l[dimXuni]. By 1.3, we have a canon-
ical isomorphism ϕw : F
∗Kw ∼−→Kw. Note that, by definition, we have QTw =
(−1)dimX−dimXuniχKw,ϕw . In view of (1.7.3), we have
(4.1.2) QTw = (−1)
dimX−dimXuni
∑
µ∈Pn,2
χµ(w)χAµ,ϕµ ,
where χµ is the irreducible character ofWn corresponding to ρµ. (Note that χ
µ(w) =
χµ(w−1), and that the effect of F ∗ on θw is ignored since F acts trivially on Wn.)
4.2. We shall consider a similar setting for Gιθuni. Let K1 = (π1,B0)∗Q¯l[dimG
ιθ
uni]
with respect to π1 : G˜
ιθ
uni → G
ιθ
uni. By [SS, Remark 7.5], we have
K1 ≃ H
•(Pn1)⊗
⊕
µ∈Pn
ρµ ⊗ Aµ,
where Aµ = IC(Oµ, Q¯l)[dimOµ] with respect to the H-orbit Oµ in G
ιθ
uni, and ρµ
is the irreducible Sn-module such that H
•(Pn1 ) ⊗ ρµ ≃ Hom(Aµ, K1). The natural
Fq-structure on G˜
ιθ
uni induces an isomorphism ϕ1 : F
∗K1 ∼−→K1, and it determines
an isomorphism ϕµ : F
∗Aµ ∼−→Aµ for each µ such that ϕ1 = (q + 1)
n
∑
µ∈Pn
σµ ⊗ ϕµ
with σµ the identity map on ρµ. As in (4.1.1) we see that
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(4.2.1) ϕµ = q
dµφµ, where dµ = (dimG
ιθ
uni − dimOµ)/2, and φµ is the isomorphism
F ∗Aµ ∼−→Aµ induced from the natural Fq-structure on Oµ. In particular, the map
ϕµ gives a scalar multiplication q
dµ on Aµ|Oµ.
We consider the complex Kw = (π1,B)∗Q¯l[dimG
ιθ
uni] on G
ιθ
uni with respect to a θ-
stable Borel subgroup B containing T = Tw for w ∈ Sn. By Remark 1.8, one can de-
fine an isomorphism ϕw : F
∗Kw ∼−→Kw. By definition, Q
sym
Tw
= (−1)dimG
ιθ−dimGιθuniχKw,ϕw .
A similar discussion as in 1.7 can be applied also for this case. Then the map ϕw
is described by the action of Sn on each factor ρµ and by the map ϕµ. But con-
trast to the case for Xuni, the Frobenius action on Kw permutes the factors on P
n
1
through the permutation w, and induces an action F ∗ on H•(Pn1). Here we define a
polynomial Ψν(t) for each partition ν = (ν1, . . . , νk) of n by Ψν(t) =
∏k
i=1(t
νi + 1),
and define, for each w ∈ Sn, Ψw(t) = Ψν(t) if w is of type ν. Then one sees that
χF ∗,H•(Pn1 ) = Ψw(q). Thus as in (4.1.2), we have
(4.2.2) QsymTw = (−1)
dimGιθ−dimGιθuni
∑
µ∈Pn
Ψw(q)χ
µ(w)χAµ,ϕµ,
where χµ is the irreducible character of Sn corresponding to ρµ.
4.3. We now consider the Frobenius action on Aµ more precisely. In general,
let K be a complex on a variety X defined over Fq such that F
∗K ≃ K. An
isomorphism φ : F ∗K ∼−→K is said to be pointwise pure if the eigenvalues of φ on
HixK are algebraic integers all of whose complex conjugate have absolute value q
i/2
for any x ∈ XF and for any i. Returning to our setting, we have the following result.
Proposition 4.4. Let A = IC(O, Q¯l) and φ : F
∗A ∼−→A be the isomorphism induced
from the Frobenius map F on O, where O is an H-orbit in Xuni. Then φ is pointwise
pure.
Proof. Since Gιθuni × V is isomorphic to g
−θ
nil × V , compatible with H-action (see [SS,
1.7]), the H-orbit O is isomorphic to the corresponding H-orbit in g−θnil × V . So we
may pass to the Lie algebra case, and consider an H-orbit O in g−θnil × V . In [AH,
Corrigendum, Proposition 3], Achar-Henderson constructed a transversal slice for
a G-orbit of gnil × V with a suitable one parameter subgroup action. Modifying
their argument, we will construct a transversal slice for O. Recall a closed subgroup
A ≃ GLn of G given in [SS, 1.4]. Put a = LieA and a
′ = θ(a). Thus a = gl(Mn),
a′ = gl(M ′n) with V = Mn ⊕M
′
n. Assume that O = Oµ with µ = (µ
(1), µ(2)). Take
(x, v) ∈ Oµ. We may assume that x = y − θ(y) with y ∈ a and v ∈ Mn. Put
ν = µ(1) + µ(2) with ν = (ν1, ν2, . . . , νm). Then (y, v) ∈ a ×Mn is of type µ. We
fix a normal basis {vi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ νi} of Mn with respect to (y, v), and
a basis {v′i,j} of M
′
n as in [SS, 7.2]. (Here we may choose v =
∑m
i=1 vi,µ(1)i
as in the
original setting in [AH].) Following [AH], we define a subspace U of g with basis
{zi1,i2,s,zi∗1,i2,s, zi1,i∗2,s, zi∗1,i∗2,s
| 1 ≤ i1, i2 ≤ m,max{0, νi1 − νi2} ≤ s ≤ νi1 − 1}.
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Here zi1,i2,s (resp. zi∗1,i2,s, zi1,i∗2,s, zi∗1,i∗2,s) is the map defined by sending the basis vi2,1
to vi1,s+1 (resp. vi2,1 to v
′
i1,νi1−s
, v′i2,νi2 to vi1,s+1, v
′
i2,νi2
to v′i1,νi1−s), and sending
all other basis to zero. Then U is a θ-stable subspace since θ(zi1,i2,s) = ±zi∗1 ,i∗2,s,
θ(zi∗1,i2,s) = ±zi1,i∗2,s. Achar-Henderson proved that
(4.4.1) [g, x]⊕ U = g.
Since U is θ-stable, we have U = Uθ ⊕ U−θ. Since x ∈ g−θ, we have [gθ, x] ⊂ g−θ,
[g−θ, x] ⊂ gθ, and so [g, x] = [gθ, x]⊕ [g−θ, x] Thus by taking the −θ-part in (4.4.1),
we have
(4.4.2) [gθ, x]⊕ U−θ = g−θ.
Let D be the subspace of V spanned by
{vi,j, v
′
i,j′ | 1 ≤ i ≤ m,µ
(1)
i + 1 ≤ j ≤ νi, 1 ≤ j
′ ≤ µ(2)i }.
Then D is complementary to ExGv (see [SS, 2.1] for the notation). The last space
coincides with ExHv by [SS, Lemma 2.2], where E
x
H = LieZH(x). Then one can
check that U−θ⊕D is complementary to the space {([z, x], zv) | z ∈ gθ} in g−θ⊕V ,
which is the tangent space at (x, v) of the H-orbit Oµ containing (x, v). Put S =
(x, v) + U−θ ⊕ D. Then S is a transversal slice in g−θ ⊕ V for Oµ at (x, v), in
the following sense, S ∩ Oµ = {(x, v)} and the tangent space of Oµ at (x, v) is
complementary to S.
Let ξ′ : k∗ → G be the one parameter subgroup defined by
ξ′(t)vi,j = t
j−µ
(1)
i −1vi,j, ξ
′(t)v′i,j = t
µ
(2)
i −jv′i,j.
We define an action ξ of k∗ on g ⊕ V by ξ(t)(z, w) = (Ad(ξ′(t))tz, ξ′(t)tw), where
tz, tw denote the scalar action of k∗ on g, V . Then by definition, ξ(t) fixes v =∑m
i=1 vi,µ(1)i
, and acts on D linearly with strictly positive weights. Since xvi,j = vi,j−1
or zero, and xv′i,j = v
′
i,j+1 or zero, ξ(t) fixes x. Hence ξ(t) fixes (x, v). Moreover, we
have
ξ(t)zi1,i2,s = t
µ
(1)
i2
−µ
(1)
i1
+s+1zi1,i2,s,
and similar formulas also hold for zi∗1,i2,s, zi1,i∗2,s, zi∗1,i∗2,s with the same weight. By the
condition on s, we see that k∗ acts on U linearly with strictly positive weights. (In
fact, this is clear if i2 ≥ i1. If i2 ≤ i1, we have µ
(1)
i2
−µ
(1)
i1
+ s ≥ µ
(2)
i1
−µ
(2)
i2
≥ 0.) This
implies that ξ(t) stabilizes the subspace U−θ. Summing up the above argument, we
see that k∗ acts on the transversal slice S through ξ, linearly with strictly positive
weights with the origin (x, v). Now the proposition follows by the argument due to
Lusztig [L3, V, Proposition 24.6], who proved the purity of character sheaves in the
case of reductive groups. 
Remark 4.5. Under the embedding Gιθuni ≃ G
ιθ
uni × {0} →֒ Xuni, each H-orbit in
Gιθuni is regarded as anH-orbit in Xuni, which gives an embedding G
ιθ
uni/∼H →֒ X /∼H ,
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Oλ 7→ Oλ with λ = (−;λ). This embedding preserves the closure relations, hence
the closure relations of H-orbits in Gιθuni are described from the closure relations of
H-orbits in Xuni, which is given by [AH, Theorem 6.3] (see [SS, (1.7.3)]). Thus for
Oµ,Oλ ∈ G
ιθ
uni, one sees that Oµ ⊂ Oλ if and only if µ ≤ λ with respect to the
dominance order on Pn. Moreover the purity result in Proposition 4.4 holds also for
IC(O, Q¯l) attached to an H-orbit O ⊂ G
ιθ
uni.
5. Kostka polynomials
5.1. In this section, we prove that the intersection cohomology of the closure
of H-orbits in Xuni can be interpreted in terms of Kostka polynomials introduced in
[S2].
First we review some results on Kostka polynomials. Kostka functions associ-
ated to complex reflection groups were introduced in [S3],[S2] as a generalization of
classical Kostka polynomials. In this section, we concentrate ourselves to a special
case where Kostka functions are associated to “limit symbols” ([S2]), and related
to the Weyl groups of either type Cn or type An−1. Apriori Kostka functions are
rational functions. However, in the latter case, they are just classical Kostka poly-
nomials, and in the former case, it is proved in [S2, Proposition 3.3] that Kostka
functions (and modified Kostka functions) are actually polynomials. In order to
discuss both cases simultaneously, we introduce some notations. For r = 1, 2, put
Wn,r = Sn ⋉ (Z/rZ)
n. Hence Wn,r is the Weyl group Wn of type Cn if r = 2, and
the symmetric group Sn if r = 1. In the case where r = 1 Kostka polynomials
Kλ,µ(t) associated to λ, µ ∈ Pn are nothing but the classical Kostka polynomials de-
fined as the coefficients of the transition matrix between Schur functions sλ(x) and
Hall-Littlewood functions Pµ(x; t). Similarly, for the case r = 2, Kostka polynomials
Kλ,µ(t) associated to the double partitions λ,µ ∈ Pn,2 are defined as the coefficients
of the transition matrix between Schur functions sλ(x) and Pµ(x; t), where Pµ(x; t)
is the Hall-Littlewood functions introduced in [S2]. We define a modified Kostka
polynomial K˜λ,µ(t) by
K˜λ,µ(t) = t
a(µ)Kλ,µ(t
−1),
where the a-function a(µ) is defined, for µ = (µ(1), µ(2)), by
(5.1.1) a(µ) = 2 · n(µ) + |µ(2)|.
Here n(µ) = n(µ(1)) + n(µ(2)) with the usual n-function n(µ) =
∑k
i=1(i − 1)µi for
a partition µ = (µ1, . . . , µk). Following [S2], we give a combinatorial characteriza-
tion of Kostka polynomials Kλ,µ(t) and Kλ,µ(t). For a (not necessarily irreducible)
character χ of Wn,r, we define the fake degree R(χ) by
(5.1.2) R(χ) =
∏n
i=1(t
ir − 1)
|Wn,r|
∑
w∈Wn,r
ε(w)χ(w)
detV0(t− w)
,
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where ε is the sign character of Wn,r, and detV0(t − w) means the determinant of
t−w on the Wn,r-module V0; here V0 is the reflection representation ofWn for r = 2,
and its restriction on Sn if r = 1. Note that R(χ) ∈ Z≥0[t]; if χ is irreducible, R(χ)
coincides with the graded multiplicity of χ in the coinvariant algebra R(Wn,r) of
Wn,r. We define a square matrix Ω = (ωλ,µ)λ,µ∈Pn,r by
(5.1.3) ωλ,µ = t
NR(χλ ⊗ χµ ⊗ ε),
where N is the number of reflections of Wn,r, which is also given as the maximal
degree of R(Wn,r), and χ
λ is the irreducible character of Wn,r corresponding to
λ ∈ Pn,r. Here ωλ,µ is a polynomial in t, which we denote by ωλ,µ(t). In the case
where r = 2, it is known that det(q − w) = |T θ,Fw | for each w ∈ Wn, where T
θ
w is an
F -stable maximal torus of H corresponding to w ∈ Wn. Then (5.1.3) can be written
as
(5.1.4) ωλ,µ(q) = |H
F ||Wn|
−1
∑
w∈Wn
|T θ,Fw |
−1χλ(w)χµ(w).
In the case where r = 1, a similar formula holds as above;
(5.1.5) ωλ,µ(q) = |GL
F
n ||Sn|
−1
∑
w∈Sn
|SFw |
−1χλ(w)χµ(w),
where Sw is an F -stable maximal torus of GLn corresponding to w ∈ Sn.
Recall the partial order µ ≤ λ on Pn,2 defined in [SS, 1.7]. We have the following
result.
Theorem 5.2 ([S2, Theorem 5.4]). Assume that r = 2. There exist unique matrices
P = (pλ,µ), Λ = (ξλ,µ) over Q[t] satisfying the equation
PΛ tP = Ω
subject to the condition that Λ is a diagonal matrix and that
pλ,µ =
{
0 unless µ ≤ λ,
ta(λ) if λ = µ.
Then the entry pλ,µ of the matrix P coincides with K˜λ,µ(t).
Remark 5.3. In the case where r = 1, it is known that the modified Kostka poly-
nomials K˜λ,µ(t) are characterized by a similar formula; consider a matrix equation
PΛ tP = Ω as in the theorem, where the partial order on Pn,2 is replaced by the
dominance order µ ≤ λ on Pn, and the function a(λ) is replaced by n(λ). Then
each entry pλ,µ coincides with K˜λ,µ(t).
5.4. Let Cq(Xuni) (resp. Cq(G
ιθ
uni)) be the Q¯l-space of all H
F -invariant Q¯l-
functions on X Funi (resp. on (G
ιθ
uni)
F ). We define a bilinear form 〈f, h〉ex on Cq(Xuni)
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by
〈f, h〉ex =
∑
z∈XFuni
f(z)h(z),
and similarly define a bilinear form〈f, h〉sym on Cq(G
ιθ
uni) by replacing X
F
uni by (G
ιθ
uni)
F
in the above formula. For each λ ∈ Pn,2, we define Qλ ∈ Cq(Xuni) by
(5.4.1) Qλ = |Wn|
−1
∑
w∈Wn
χλ(w)QTw .
In view of (4.1.2), we have Qλ = (−1)
dimX−dimXuniχAλ,ϕλ, where ϕλ : F
∗Aλ ∼−→Aλ is
as in 4.1. Next, under the notation in 4.2, we define Qsymλ ∈ Cq(G
ιθ
uni) by
Qsymλ = |Sn|
−1
∑
w∈Sn
χλ(w)Ψw(q)
−1QsymTw .
By (4.2.2), Qsymλ = (−1)
dimGιθ−dimGιθuniχAλ,ϕλ, where ϕλ : F
∗Aλ ∼−→Aλ is as in 4.2. We
have the following result.
Proposition 5.5. (i) For each λ,µ ∈ Pn,2, we have
〈Qλ, Qµ〉ex = |H
F ||Wn|
−1
∑
w∈Wn
|T θ,Fw |
−1χλ(w)χµ(w).
(ii) For each λ, µ ∈ Pn, we have
〈Qsymλ , Q
sym
µ 〉sym = |GL
F 2
n ||Sn|
−1
∑
w∈Sn
|T ιθ,F
2
w |
−1χλ(w)χµ(w).
Proof. We show (i). By the orthogonality relations for Green functions (Theorem
3.5), we have
〈Qλ, Qµ〉ex = |Wn|
−2
∑
w,w′∈Wn
χλ(w)χµ(w′)〈QTw , QTw′ 〉ex
= |HF ||Wn|
−2
∑
w,w′∈Wn
χλ(w)χµ(w′)δw,w′|NH(T
θ
w)
F ||T θ,Fw |
−2,
where δw,w′ = 1 if w and w
′ are conjugate in Wn and δw,w′ = 0 otherwise. Since
|NH(T
θ
w)
F |/|T θ,Fw | = |(NH(T
θ
0 )/T
θ
0 )
wF | = |ZWn(w)|, we obtain the formula in (i).
We show (ii). By the orthogonality relations for Green functions (Theorem 3.12),
a similar computation as above implies that
〈Qsymλ , Q
sym
µ 〉sym = |H
F ||Sn|
−2
∑
w,w′∈Sn
χλ(w)χµ(w′)×
× δw,w′q
−2nΨw(q)
−2|NH(T
ιθ
w )
F ||T ιθFw |
−2,
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where δw,w′ = 1 if w,w
′ are conjugate under Sn, and δw,w′ = 0 otherwise. Now
|NH(T
ιθ
w )
F |/|ZH(T
ιθ
w )
F | = |(NH(T
ιθ
0 )/ZH(T
ιθ
0 ))
wF | = |ZSn(w)|
since NH(T
ιθ
0 )/ZH(T
ιθ
0 ) =W ≃ Sn, on which F acts trivially. Moreover we have
ZH(T
ιθ
w )
F ≃ ZH(T
ιθ
0 )
wF ≃ ((SL2)
n)wF ,
where w acts on (SL2)
n by a permutation of factors. Assume that w is of type
ν = (ν1, . . . , νk). Then
|ZH(T
ιθ
w )
F | = qn
k∏
i=1
(q2νi − 1).
Since |T ιθ,Fw | =
∏k
i=1(q
νi − 1), we have
Ψw(q)
−2|T ιθ,Fw |
−2|ZH(T
ιθ
w )
F | = qn(
k∏
i=1
(q2νi − 1))−1 = qn|T ιθ,F
2
w |
−1.
By noticing that q−n|HF | = q(n
2−n)
∏n
i=1(q
2i − 1) = |GLF
2
n |, we obtain the formula
in (ii). 
5.6. For λ,µ ∈ Pn,2, we define a polynomial ICλ,µ(t) ∈ Z[t] by
(5.6.1) ICλ,µ(t) =
∑
i≥0
dimH2iz IC(Oλ, Q¯l)t
i,
where Oλ is an H-orbit in Xuni, and z ∈ Oµ ⊂ Oλ. Similarly for λ, µ ∈ Pn, we
define a polynomial ICsymλ,µ (t) by
(5.6.2) ICsymλ,µ (t) =
∑
i≥0
dimH2ix IC(Oλ, Q¯l)t
i,
where Oλ is an H-orbit in G
ιθ
uni and x ∈ Oµ ⊂ Oλ. Now we prove the following
theorem, which was conjectured by Achar-Henderson in [AH, Conjecture 6.4].
Theorem 5.7. Let λ,µ ∈ Pn,2.
(i) ICλ,µ(t) = t
−a(λ)K˜λ,µ(t).
(ii) Hi IC(Oλ, Q¯l) = 0 unless i ≡ 0 (mod 4).
(iii) The eigenvalues of φλ on H
4i
z IC(Oλ, Q¯l) are q
2i for any z ∈ Oλ.
Proof. Let Yµ ∈ Cq(Xuni) be the characteristic function on O
F
µ for each µ ∈ Pn,2, i.e.,
Yµ(z) = 1 if z ∈ O
F
µ and Yµ(z) = 0 otherwise. Then {Yµ | µ ∈ Pn,2} gives a basis of
Cq(Xuni). Since Aλ is an H-equivariant perverse sheaf, we have χAλ,ϕλ ∈ Cq(Xuni).
Hence χAλ,ϕλ is written as χAλ,ϕλ =
∑
µ pλ,µYµ, where Yµ appearing in the sum
satisfies the condition that Oµ ⊂ Oλ, which is by [AH, Theorem 6.3] (see [SS,
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(1.7.3)]) equivalent to µ ≤ λ. Here we note that
(5.7.1) dλ = a(λ)
by [SS, Lemma 2.3]. Then together with (4.1.1), we see that pλ,λ = q
dλ = qa(λ). We
consider the matrix P = (pλ,µ), and define a matrix Λ = (ξλ,µ) by ξλ,µ =〈Yλ, Yµ〉ex.
Then Λ is a diagonal matrix. Now it follows from the equation in Proposition 5.5
(i), together with the formula (5.1.4) that the matrices P, Λ,Ω satisfies the relation
PΛ tP = Ω(q), where Ω(q) denotes the matrix Ω evaluated by t = q for each entry
ωλ,µ(t). We write pλ,µ as pλ,µ(q) to indicate its dependence on Fq. Then by Theorem
5.2, we see that pλ,µ(q) = K˜λ,µ(q). On the other hand, one can write
(5.7.2) pλ,µ(q) = χAλ,ϕλ(z) =
∑
i
(−1)iTr(ϕ∗λ,H
i
zAλ)
for z ∈ OFµ , where ϕ
∗
λ is the map on H
i
zAλ induced from ϕλ. If we replace Fq by its
extension Fqm for a positive integer m, the above formula is replaced by
(5.7.3) pλ,µ(q
m) =
∑
i
(−1)iTr((ϕ∗λ)
m,HizAλ)
for a fixed z ∈ OFµ . Since dimOλ is even, pλ,µ(q) coincides with the formula obtained
from (5.7.2) by replacing Aλ by IC(Oλ, Q¯l). Thus also in (5.7.3), we may replace
Aλ by IC(Oλ, Q¯l). By (4.1.1) and by Proposition 4.4, q
−dλϕλ is pointwise pure.
This implies that pλ,µ(q
m) can be written as
(5.7.4) pλ,µ(q
m) = qmdλ
∑
i
(−1)i
ki∑
j=1
(αi,jq
i/2)m,
where ki = dimH
i
z for H
i
z = H
i
z IC(Oλ, Q¯l), and {αi,jq
i/2 | 1 ≤ j ≤ ki} are eigenval-
ues of ϕ∗λ on H
i
z such that αi,j are algebraic integers all of whose complex conjugate
have absolute value 1. Since pλ,µ(q
m) = K˜λ,µ(q
m), and K˜λ,µ(t) is a polynomial in t,
by Dedekind’s theorem, (5.7.4) implies that αi,j = 0 for odd i, and αi,j = 1 for even
i if Hiz 6= 0. This implies that H
i
z = 0 for odd i and
∑ki
j=1 αi,jq
i/2 = (dimHiz)q
i/2 for
even i. Hence by (5.7.1) we see that ICλ,µ(t) = t
−a(λ)K˜λ,µ(t) and (i) holds.
Next we show (ii). It is enough to see that
(5.7.5) t−a(λ)K˜λ,µ(t) ∈ Z[t
2].
Let D be the diagonal matrix whose (λ,λ)-entry is t−a(λ). Then by Theorem 5.2,
t−a(λ)K˜λ,µ(t) is given as the (λ,µ)-entry of the matrix DP . By Theorem 5.2, we
have a matrix equation (DP )Λ t(DP ) = DΩD. Here DP is a lower unitriangular
matrix if we consider the matrix with respect to a total order compatible with
the partial order ≤ on Pn,2. Hence DP is determined uniquely from this matrix
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equation. The (λ,µ)-entry of DΩD is given by t−a(λ)−a(µ)ωλ,µ(t). We note that
(5.7.6) t−a(λ)−a(µ)ωλ,µ(t) = (−t)
−a(λ)−a(µ)ωλ,µ(−t).
In fact, Wn contains −1 as a central element, and χ
λ(−w) = χλ(−1)χλ(w). From
the construction of χλ, we see that χλ(−1) = (−1)|λ
(2)|. Thus by (5.1.2) and
(5.1.4), we have ωλ,µ(−t) = (−1)
|λ(2)|+|µ(2)|ωλ,µ(t). By (5.1.1), we have (−t)
a(λ) =
(−1)|λ
(2)|ta(λ). Hence (5.7.6) follows. Now by the uniqueness of DP in the above
matrix equation, we see that each entry of DP is not changed by replacing t by −t.
Hence (5.7.5) holds, and (ii) is proved.
(iii) follows from the discussion in (i) and (ii). The theorem is proved. 
Remarks 5.8 (i) In [AH], Achar-Henderson suggested a way for the proof of
their conjecture. This idea was recently carried out by Kato (in the case where
k = C). He showed in [Ka3, Theorem A], for each z ∈ Oµ, that the cohomol-
ogy ring H•(Bz,C) has a De Concini-Procesi type interpretation as in the case of
GLn ([DP]), i.e., there exists a graded algebra isomorphism between H
•(Bz,C) and
Rµ = C[x1, . . . , xn]/Iµ, compatible with the action of Wn, where Iµ is the ideal of
all polynomials p(x1, . . . , xn) such that p(∂/∂x1, . . . , ∂/∂xn) annihilates the Specht
module Sµ realized in the homogeneous component of C[x1, . . . , xn] of degree a(µ).
Let Riµ be the Wn-module obtained as the i-th homogeneous part of Rµ. It was
conjectured in [S2, 3.13] that for any irreducible character χλ of Wn, we have∑
i≥0
〈Riµ, χ
λ〉Wn t
i = K˜λ,µ(t).
Kato proved this conjecture in [Ka5, Theorem A.2] and in [Ka4, Theorem A.1 8].
Thus combined with his earlier result in [Ka3], Kato’s results provide a proof of
Achar-Henderson’s conjecture.
Our approach for the conjecture is based on another idea explained in [AH].
(ii) Let G = GL(V ) with dim V = n, and gnil be the nilpotent cone of g = LieG.
The G-orbits of gnil are parametrized by Pn. The polynomial ICλ,µ(t) is defined
similar to (5.6.1) or (5.6.2), by using the intersection cohomology associated to the
nilpotent orbit corresponding to λ ∈ Pn. It is a well-known result by Lusztig [L1]
that
(5.8.1) ICλ,µ(t) = t
−n(λ)K˜λ,µ(t),
where K˜λ,µ(t) is the (modified) classical Kostka polynomial indexed by λ, µ ∈ Pn.
We now consider the variety gnil × V , which is called the enhanced nilpotent cone
by [AH]. It is known that G-orbits of gnil × V are parametrized naturally by Pn,2.
The polynomial ICenλ,µ(t) is defined similarly by using the intersection cohomology
associated the the orbit in gnil × V corresponding to λ ∈ Pn,2. In [AH, Theorem
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5.2], Achar-Henderson proved, as an analogy of (5.8.1), that
(5.8.2) ICenλ,µ(t
2) = t−a(λ)K˜λ,µ(t).
The fact that K˜λ,µ(t) is a polynomial in t and the property (5.7.5) follow also from
this.
5.9. Next we show a similar formula in the case of Gιθuni. The following theorem
was first proved by Henderson in [H1, Theorem 6.3]. However his argument depends
in part on a result from [BKS]. Our argument is independent from [BKS], and it is
proved in a similar way as the case of Xuni.
Theorem 5.10. Assume that λ, µ ∈ Pn.
(i) ICsymλ,µ (t) = t
−2n(λ)K˜λ,µ(t
2).
(ii) Hi IC(Oλ, Q¯l) = 0 unless i ≡ 0 (mod 4).
(iii) The eigenvalues of φλ on H
4i
x IC(Oλ, Q¯l) are q
2i for any x ∈ Oλ.
Proof. Let Yµ ∈ Cq(G
ιθ
uni) be the characteristic function of O
F
µ for each µ ∈ Pn.
Then {Yµ | µ ∈ Pn} gives a basis of Cq(G
ιθ
uni). Since χAλ,ϕλ ∈ Cq(G
ιθ
uni), one can write
χAλ,ϕλ =
∑
µ∈Pn
pλ,µYµ with pλ,µ ∈ Q¯l, where Yµ appearing in the sum satisfies the
condition Oµ ⊂ Oλ, which is equivalent to the condition that µ ≤ λ with respect to
the dominance order on Pn (see Remark 4.5). Here we note that
(5.10.1) dλ = 2n(λ).
Hence by (4.2.1), we have pλ,λ = q
dλ = q2n(λ). Let P = (pλ,µ) and Λ = (ξλ,µ),
where ξλ,µ =〈Yλ, Yµ〉sym. Let Ω(t) = (ωλ,µ(t)) be the matrix defined in 5.1. Then by
comparing Proposition 5.5 (ii) with (5.1.5), we have a matrix relation PΛ tP = Ω(q2).
(Note that T ιθ,Fw ≃ S
F
w for w ∈ Sn.) We write pλ,µ as pλ,µ(q) to indicate the Fq-
structure. Then by Remark 5.3, we see that pλ,µ(q) = K˜λ,µ(q
2). Now by a similar
argument as in the proof of Theorem 5.7 (the purity result such as Proposition 4.4
holds in this case, see Remark 4.5), we see that ICsymλ,µ (t) = t
−2n(λ)K˜λ,µ(t
2), which
proves (i). The statements (ii) and (iii) follows from this. 
6. HF -invariant functions on X F
6.1. We consider the complex KT,E as in (1.3.1). Then by [SS, 3.5], KT,E can
be written in the form
(6.1.1) KT,E ≃
⊕
ρ∈W˜∧
E
ρ⊗Kρ,
whereWE is the stabilizer of E inW and W˜E =WE⋉(Z/2Z)
n,Kρ is a simple perverse
sheaf of the form IC(Xm,L)[dm] for a simple local system L on Y
0
m. Assume that
T = T0, and for a tame local system E on T
ιθ
0 , let YE = {w ∈ W | (wF )
∗E ≃ E}.
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We assume that YE 6= ∅. Then there exists w1 ∈ W such that YE =WEw1. We put
Y˜E = W˜Ew1. HereWE is a Weyl subgroup ofW ≃ Sn, and we may choose w1 so that
γ = w1F acts onWE as a permutation of factors. We consider the semidirect product
W˜E ⋉〈γ〉, where 〈γ〉 is an infinite cyclic group generated by γ. Then the action of γ
onWE is extended to W˜E . We have a canonical isomorphism ϕ : (F1)
∗KT0,E ∼−→KT0,E
by a similar argument as in 1.3. If ρ ∈ W˜∧E is w1F -stable, the direct summand Kρ in
(6.1.1) is w1F -stable. We denote by (W˜E)
∧
ex the set of w1F -stable characters of W˜E ,
and denote by ϕ1 the restriction of ϕ on the whole sum of ρ ⊗Kρ for ρ ∈ (W˜E)
∧
ex.
For each representation ρ ∈ (W˜E)
∧
ex, we fix an extension ρ˜ of ρ to W˜E ⋉〈γ〉, where
the action of γ is given by γρ. We define an isomorphism ϕρ : (F1)
∗Kρ ∼−→Kρ for
each ρ ∈ (W˜E)
∧
ex by the condition that ϕ1 =
∑
ρ∈(W˜E )∧ex
γρ ⊗ ϕρ. We now consider
a pair (Tw, Ew) for w ∈ W˜ ≃ Wn, where Tw = hTh
−1 and Ew = (h
−1)∗E as in
1.2. Note that the condition Ew is an F -stable local system on T
ιθ
w is equivalent
to the condition that (w¯F )∗E ≃ E , and so to the condition that w ∈ Y˜E , where
w¯ is the image of w under the map W˜ → W. We have a canonical isomorphism
ϕw : F
∗KTw,Ew ∼−→KTw,Ew , and denote by χTw ,Ew the corresponding function. Then
by (1.7.3), the following formula holds for w ∈ W˜E .
(6.1.2) χTww1 ,Eww1 =
∑
ρ∈(W˜E )∧ex
χρ˜(wγ)χKρ,ϕρ ,
where χρ˜ is the character of ρ˜. We show the following result.
Proposition 6.2. Let E , E ′ be tame local systems on T ιθ0 such that YE 6= ∅,YE ′ 6= ∅.
Then for ρ ∈ (W˜E)
∧
ex, ρ
′ ∈ (W˜E ′)
∧
ex, we have
|HF |−1
∑
z∈XF
χKρ,ϕρ(z)χKρ′ ,ϕρ′ (z)
= |W˜E |
−1
∑
w∈W˜E
|T ιθ,Fww1 ||T
θ,F
ww1
|−1χρ˜(wγ)χρ˜′(wγ)
(6.2.1)
if E ′ is isomorphic to the dual local system E∨ of E , and is equal to zero otherwise.
(Note that if E ′ ≃ E∧, then W˜E ′ ≃ W˜E , and we regard ρ
′ as an element in (W˜E)
∧
ex.)
Proof. By (6.1.2), and by the orthogonality relations for extended irreducible char-
acters (see [L3, (10.3.1)]), we have
χKρ,ϕρ = |W˜E |
−1
∑
w∈W˜E
χρ˜(wγ)χTww1 ,Eww1
and a similar formula holds for χKρ′ ,ϕρ′ . Let ϑw (resp. ϑ
′
w′) be the character of T
ιθ,F
ww1
(resp. T ιθ,Fw′w′1
) corresponding to Ew (resp. E
′
w′). Then by Theorem 3.4, the left hand
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side of (6.2.1) is equal to
|W˜E |
−1|W˜E ′|
−1
∑
w∈W˜E
w′∈W˜
E′
|T θ,Fww1|
−1|T θ,Fw′w′1
|−1χρ˜(wγ)χρ˜′(w
′γ′)
×
∑
n∈NH (T
θ
ww1
,T θ
w′w′
1
)F
t∈T ιθ,Fww1
ϑw(t)ϑ
′
w′(n
−1tn).
(6.2.2)
Let Aw,w′ =
∑
ϑw(t)ϑ
′
w′(n
−1tn) be the second sum in (6.2.2). Then Aw,w′ = 0 unless
Tww1 and Tw′w′1 are conjugate by n ∈ NH(T
θ
ww1
, T θw′w′1
)F such that ϑ′w′ = (adn)
∗(ϑ−1w ),
in which case
Aw,w′ = ♯{n ∈ NH(T
θ
ww1, T
θ
w′w′1
)F | ϑ′w′ = (adn)
∗(ϑ−1w )}|T
ιθ,F
ww1 |
= |ZW˜E (wσρ)||T
θ,F
ww1||T
ιθ,F
ww1 |
since NH(T
θ
ww1
, T θw′w′1
)F/T θ,Fww1 ≃ ZW˜(wσρ), and the condition ϑ
′
w′ = (adn)
∗(ϑ−1w )
corresponds to the condition that the image n¯ of n to W˜ gives an isomorphism
ad(n¯−1) : W˜E ∼−→W˜E ′ , Y˜E ∼−→Y˜E ′. Under this identification, w1 is mapped to w
′
1, and
w′γ′ corresponds to an element conjugate to wγ by an element in W˜E . Thus we may
regard ρ′ as an element in (W˜E)
∧
ex. It follows that the sum in (6.2.1) turns out to be
|W˜E |
−2
∑
w,w′∈W˜E
wγ∼w′γ′
|ZW˜E (wγ)||T
ιθ,F
ww1
||T θ,Fww1|
−1χρ˜(wγ)χρ˜′(w
′γ′)
= |W˜E |
−1
∑
w∈W˜E
|T ιθ,Fww1 ||T
θ,F
ww1
|−1χρ˜(wγ)χρ˜′(wγ).
Since the condition ϑ′w′ = (adn)
∗ϑ−1w is equivalent to E
′ ≃ E∨, the proposition
follows. 
6.3. In analogy to the case of GLn(Fq), we shall give a parametrization
of HF -orbits in X F . Recall that Pn,2 is the set of double partitions of n. Let
P(2) =
∐∞
n=0Pn,2be the set of all double partitions. For λ ∈ Pn,2 we put |λ| = n.
The Frobenius map x 7→ xq acts naturally on the multiplicative group k∗ of k, and
we denote by Ξq the set of F -orbits in k
∗. For each F -orbit ξ ∈ Ξq, let |ξ| be the
length of the orbit ξ. We denote by Φn,q the set of P
(2)-valued functions Λ on Ξq
subject to the condition ∑
ξ∈Ξq
|ξ| · |Λ(ξ)| = n.
There is an embedding Pn,2 →֒ Φn,q by λ 7→ Λ, where Λ(ξ) = λ if ξ = {e} ⊂ k
∗ and
is equal to zero otherwise. We know that the set of HF -orbits in X Funi is parametrized
by Pn,2. We note that
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(6.3.1) The set of HF -orbits in X F is parametrized by Φn,q.
In fact the parametrization is done, first by parameterizing semisimple HF -orbits in
(Gιθ)F , and then by parameterizing ZH(s)
F -orbits in (ZG(s)
ιθ×V )Funi for a semisim-
ple element s ∈ (Gιθ)F (see 2.2). Since the parametrization of semisimple HF -orbits
in (Gιθ)F is equivalent to that of semisimple classes in GLFn by [BKS, Lemma 2.3.4],
(6.3.1) follows.
6.4. For a given pair (T, E), where T is a θ-stable maximal torus of G contained
in a θ-stable Borel subgroup, and E is a tame local system on T ιθ, we denote by
X̂(T,E) the set of isomorphism classes of simple perverse sheaves on X appearing in the
decomposition of KT,E . Recall that the set X̂ of (isomorphism classes of) character
sheaves on X is a union of X̂(T,E) for a various choice of (T, E) (see [SS, 4.1]). We
denote by X̂ F the set of character sheaves A such that F ∗A ≃ A. For A ∈ X̂ F , we
fix an isomorphism ϕA : F
∗A ∼−→A, and consider the characteristic function χA,ϕA
on X F . Thus χA,ϕA is an H
F -invariant function on X F , which depends only on A
up to scalar.
Let Cq(X ) be the Q¯l-space of H
F -invariant functions on X F . We have the
following proposition.
Proposition 6.5. (i) Assume that (T, E) and (T ′, E ′) are notH-conjugate. Then
X̂(T,E) and X̂(T ′,E ′) are disjoint.
(ii) {χA,ϕA | A ∈ X̂
F} gives rise to a basis of Cq(X ).
Proof. Let E be a tame local system on T ιθ0 such that YE 6= ∅. One can construct
functions χKρ,ϕρ as in 6.1 for each ρ ∈ (W˜E)
∧
ex by decomposing KTww1 ,Eww1 . We show
that
(6.5.1) The functions χKρ,ϕρ , where E runs over tame local systems on T
ιθ
0 such
that YE 6= ∅, and ρ ∈ (W˜E)
∧
ex, are linearly independent.
We define a bilinear form on Cq(X ) by
〈f, h〉 = |HF |−1
∑
z∈XF
f(z)h(z)
for f, h ∈ Cq(X ). In order to prove (6.5.1), it is enough to show by Proposition 6.2,
that the matrix Z = (〈χKρ,ϕρ , χKρ′ ,ϕρ′ 〉)ρ,ρ′ is nondegenerate for a fixed E , E
′ such
that E ′ = E∨ (here ρ ∈ (W˜E)
∧
ex, ρ
′ ∈ (W˜E ′)
∧
ex). Note that for w ∈ Wn, |T
θ,F
w | is the
order of an F -stable maximal torus in Sp2n corresponding to w ∈ Wn, and |T
ιθ,F
w | is
the order of an F -stable maximal torus Sw¯ of GLn, where w¯ is the image of w under
the map Wn → Sn. Then again by Proposition 6.2, one can write
〈χKρ,ϕρ, χKρ′ ,ϕρ′ 〉 = R(q)
−1
∑
w∈W˜E
Rw(q)χρ˜(wγ)χρ˜′(wγ
′),
where R(t), Rw(t) are polynomials in t such that Rw(t) is a monic of the same degree
for any w. Hence by the orthogonality relations for extended irreducible characters
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of W˜E , each entry of R(q)Z is a polynomial in q, the diagonal entries have the same
degree, and off diagonal entries have strictly smaller degrees. Thus Z is nondegerate
and (6.5.1) holds.
Now E determines a tame local system E0 on an F -split maximal torus S0 of GLn,
and so determines an F -stable semisimple class (s0) in the dual group GL
∗
n ≃ GLn.
Thus it determines an F -stable semisimple class (s) in Gιθ. The class (s) has the
property that W˜E is isomorphic to the Weyl group of ZH(s). It follows that the
cardinality of functions in (6.5.1) coincides with the cardinality of Φn,q. This implies
that the functions in (6.5.1) gives a basis of Cq(X ). If the pair (T, E) is F -stable, it
determines a unique E0 on T
ιθ
0 such that YE0 6= ∅, and this give a bijection between
X̂ F(T,E) and the set in (6.5.1) corresponding to E0. Hence (ii) and (i) follows from this.

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