1. Introduction. The study of sample covariance matrices is fundamental in multivariate analysis. With contemporary data, the matrix is often large, with number of variables comparable to sample size. In this setting, relatively little is known about the distribution of the largest eigenvalue, or principal component variance, especially in null cases. A second impetus for this work comes from random matrix theory, a domain of mathematical physics and probability that has seen exciting recent development -for example the long sought asymptotic distribution of the length of the longest increasing subsequence in a random permutation due to Baik, Deift and Johansson [see also Deift (1999a) and Aldous and Diaconis (1999) ]. Some of these remarkable tools can be borrowed for covariance matrices. A surprise is that the results seem to give useful information about principal components for quite small values of n and p.
Let X be an n by p data matrix. Typically, one thinks of n observations or cases x i of a p-dimensional row vector which has covariance matrix . For definiteness, assume that the rows x i are independent Gaussian N p 0 . In particular, the mean has been subtracted out. If we also do not worry about dividing by n, then we can call X X a covariance matrix. Under the Gaussian assumptions, X X is said to have a Wishart distribution W p n . If = I, the "null" case, we call it a white Wishart, in analogy with time series settings where a white spectrum is one with the same variance at all frequencies.
Large sample work in multivariate analysis has traditionally assumed that n/p, the number of observations per variable, is large. Today it is common for p to be large or even huge, and so n/p may be moderate to small and in extreme cases less than one. For example:
1. Climate studies: n might be the number of time points, and p the number of observation stations. Principal components analysis is widely used under the name "empirical orthogonal functions." Preisendorfer (1988) is a booklength treatment that emphasises n/p moderate. 2. Financial data: large covariance and correlation matrices, with p ≈ 400 financial indicators, are publicly posted daily (e.g. riskmetrics.com) and used for value-at-risk calculations. 3. Information Retrieval/search engines: A common search engine strategy forms huge term by document incidence matrices (n and p at least in the thousands) and then does a truncated singular value decomposition. This example is far from the Gaussian, but illustrates the huge matrices that arise.
Functional data analysis:
Each data point is a curve, and so typically high dimensional. In the example of Figure 1 , extracted from Buja, Hastie, Tibshirani (1995) , a small speech dataset consists of 162 instances of a phoneme "dcl" spoken by about 50 males. Each instance is calculated as a periodogram on 256 points. So here n = 162 and p = 256.
Basic notation and phenomena. The eigenvalue-eigenvector decomposition of the sample covariance matrix S = X X = ULU = l j u j u j with eigenvalues in the diagonal matrix L and orthonormal eigenvectors collected as the columns of U. There is a corresponding decomposition of the population covariance matrix = ϒ ϒ with eigenvalues λ i . A basic phenomenon is that the sample eigenvalues l i are more spread out than the population λ i . This effect is strongest in the null cases when all population eigenvalues are the same. As a simple example, consider one random draw of a 10 × 10 matrix X with i.i.d. N 0 1 entries. The ordered sample eigenvalues l i of S were l j = 3 07 1 40 1 12 0 78 0 51 0 30 0 16 0 095 0 036 0 003
In this case, extreme because n = p, the ratio of largest to smallest is about 1000.
While our focus is on eigenvalues, there are two essentially equivalent points of view that are of importance. In the singular value decomposition of a data matrix X = UDV , the singular values D = diag d j are just the square roots of the eigenvalues l j . The condition number of X is just the ratio of largest to smallest singular value. The distribution of the smallest singular value was given in certain cases by Edelman (1988 Edelman ( , 1991 and studied in detail by Forrester (2000) in the case n large and n − p fixed.
Eigenvalues also occur in principal components analysis, also widely known as the Karhunen-Loève transform. One seeks the successively orthogonal directions that maximally explain the variation in the data. In this case, l j = max u Su u u u ⊥ u 1 u j−1 j= 1 min n p
Here a key practical question emerges: how many principal components should be retained as being "significant"?
The "scree plot" [e.g., Mardia, Kent and Bibby (1979) ] is one of the many graphical and informal methods that have been proposed. One plots the ordered sample eigenvalues or singular values, and looks for an "elbow," or other break between presumably significant and presumably unimportant components. In the phoneme example, Figure 1 In the study of eigenvalue distributions, two general areas can be distinguished: the bulk, which refers to the properties of the full set l 1 > l 2 · · · > l p , and the extremes, which addresses the (first few) largest and smallest eigenvalues. To provide context for later results, here is a brief and necessarily selective account.
1.1. Bulk spectrum. For square symmetric random matrices, the celebrated semicircle law of Wigner (1955 Wigner ( , 1958 describes the limiting density of eigenvalues. There is an analog for covariance matrices due to Marčenko and Pastur (1967) , and independently, Stein (1969) .
The Marčenko-Pastur result is stated here for Wishart matrices with identity covariance = I, but is true more generally, including nonnull cases. Suppose that both n and p tend to ∞, in some ratio n/p → γ ≥ 1. Then the empirical distribution of the eigenvalues converges almost surely, and the limiting distribution has a density g t = G t ,
where a = 1 − γ −1/2 2 and b = 1 + γ −1/2 2 Compare Figure 2 (a). Thus, the smaller n/p, the more spread the eigenvalues; even asymptotically, the spread of the empirical eigenvalues does not disappear. For n = p, the largest normalized eigenvalue approaches 4 and the smallest approaches 0, which accounts for the large spread seen in the 10 × 10 example earlier. There has been a significant literature rediscovering and extending this theorem, with contributions, among others, by Bai, Girko, Grenander, Jonsson, Krishnaiaih, Silverstein, Wachter and Yin. Bai (1999) provides details in a comprehensive recent survey. For related work, see also Basor (1997) and Johansson (1998) . Wachter (1976) advocated a nice data-analytic use of this result to yield a simple, but informative, modification of the screeplot: make a probability plot of the ordered observed eigenvalues l p+1−i against the quantiles G −1 i−1/2 p of the predicted "semicircle"-type distribution, (1.1) and (1.2). Figure 2(b) shows the phoneme data (actually on the singular value scale). One sees the three large values as before, but it is notable that the bulk of the distribution in this empirical data does appear to follow the semicircle law. There is an uptick at the right hand edge, which looks like there is extra variance in the directions corresponding to the fourth through twelfth eigenvalues. Without variability information on the null distribution, one cannot say with rigor whether this is real.
Largest eigenvalue.
Consider now the right-hand edge, and particularly the largest eigenvalue. Why the interest in extremes? In the estimation of a sparse mean vector, the maximum of n i.i.d. Gaussian noise variables plays a key role. Similarly, in distinguishing a "signal subspace" of higher variance from many noise variables, one expects the largest eigenvalue of a null (or white) sample covariance matrix to play a basic role.
The bulk limit (1.2) points to a strong law for the largest eigenvalue. Indeed, Geman (1980) shows that
that is, l 1 ∼ √ n + √ p 2 . Later Bai, Krishnaiah, Silverstein and Yin established that strong convergence occurred iff the parent distribution had zero mean and finite fourth moment. Bai (1999) has more details, full citations and results on the smallest eigenvalue.
However, these results say nothing about the variability of the largest eigenvalue, let alone about its distribution. Muirhead [(1982) , Section 9.7] surveys existing results. For example, Constantine [(1963), page 1284] gives an exact expression in terms of a zonal polynomial series for a confluent hypergeometric function of matrix argument,
where d p n is a constant depending only on p and n [cf. also Muirhead (1982) , page 421]. There are explicit evaluations for p = 2 3 [Sugiyama (1972) ], but in general the alternating series converges very slowly, even for small n and p, and so is difficult to use in practice. For fixed p and large n, the classic paper by Anderson (1963) gives the limiting joint distribution of the roots, but the marginal distribution of l 1 is hard to extract even in the null case = I Muirhead (1974) gives a series approximation again for p = 2 3. In general, there are upper bounds on the d.f. using p independent χ 2 n Overall, there is little that helps numerically with approximations for large p.
Main result.
We now turn to what can be derived from random matrix theory (RMT) methods. Suppose that X = X jk n×p has entries which are i.i.d. X jk ∼ N 0 1 . Denote the sample eigenvalues of the Wishart matrix X X by l 1 > · · · > l p . Define center and scaling constants
The Tracy-Widom law of order 1 has distribution function defined by
where q solves the (nonlinear) Painlevé II differential equation
and Ai x denotes the Airy function. This distribution was found by Tracy and Widom (1996) as the limiting law of the largest eigenvalue of an n by n Gaussian symmetric matrix.
The main result states that the same limiting distribution applies to covariance matrices XX derived from rectangular data matrices X where both dimensions n and p are large. In fact, we assume that n = n p increases with p in such a way that both µ np and σ np are increasing in p. Theorem 1.1. Under the above conditions, if n/p → γ ≥ 1, then
The theorem is stated for situations in which n ≥ p However, it applies equally well if n < p are both large, simply by reversing the roles of n and p in (1.3) and (1.4). We write TW 1 n p for the law of µ np + σ np W 1 which we use to approximate the distribution of l 1 .
The mean growth of l 1 is as described earlier, except for a slight adjustment in (1.3) which is suggested by the proof and makes a distinct improvement to the quality of approximation for small n.
The scale behavior is noteworthy. A sum of i.i.d. variables with positive mean grows with mean of order n and standard deviation of order √ n. Here, the lead eigenvalue of a p × p Wishart grows with mean of order p, but with SD about that mean only of order p 1/3 Thus its distribution is relatively much more tightly clustered about its mean than in the case of sums.
From numerical work, Tracy and Widom (2000) report that the F 1 distribution, plotted in Figure 3 , has mean = −1 21, and SD = 1 27. The density is asymmetric and Section A.1 in the Appendix shows that its left tail has exponential order of decay like e Numerical table look-up for this distribution is analogous to using the traditional statistical distributions such as chi-square, normal or F. Work is in progress to provide publicly downloadable MATLAB and S-PLUS routines Remarks.
(1) Equation (1.5) is one of the six exceptional differential equations identified by Painlevé at the end of the 19th century. Further detail may be found in the expository article Deift (1999a) .
(2) A heuristic argument derives the p 1/3 scaling for l 1 from the bulk density (1.2). Indeed, let f t denote the limiting density of Theorem 1.1 relies heavily on the random matrix theory (RMT) literature. However, first we focus on some of its statistical consequences.
Statistical implications.
Quality of approximation for moderate n and p. As a check on the practical applicability of Theorem 1.1, some simulations were done, first for square cases n = p = 5 10 and 100, using R = 10 000 replications, with results shown in Table 1 and Figure 4 .
Even for 5 × 5 and 10 × 10, the approximation seems to be quite good in the right-hand tail at conventional significance levels of 10%, 5% and 1%. At 100 × 100, the approximation seems to be reasonable throughout the range.
The same general picture holds for n/p in the ratio 4 1. Even for 5 × 20 matrices, the approximation is reasonable, if not excellent, at the conventional upper significance levels.
A further summary message from these computations is that in the null Wishart case, about 80% of the distribution lies below µ np , and 95% below µ np plus one σ np .
Nonnull cases: empirical results. In practice, as in the phoneme example, there are often one or more large eigenvalues clearly separated from the bulk. This raises the question: if there were, say, only one or a small number of nonunit eigenvalues in the population, would they pull up the other values? Consider, therefore, a "spiked" covariance model, with a fixed number, say r, eigenvalues greater than 1,
Write l k n p τ for the distribution of the k th largest sample eigenvalue of the sample covariance matrix X X where the n by p matrix X is derived from n independent draws from N p 0 τ In fact, the r+1 st eigenvalue in the spiked model is stochastically smaller than the largest eigenvalue in the null model with p − r variables. This nonasymptotic result follows directly from interlacing properties of eigenvalues (Appendix, Section A.2). Use of l 1 n p − r I p−r provides a conservative p-value for testing H 0 τ 2 r+1 = 1 in the spiked model, in the sense that the correct p-value for l r+1 is always smaller. It also follows from Theorem 1.1 and the simulations that the p-value for l 1 n p − r I p−r can be numerically approximated using TW 1 n p − r In fact, empirical evidence from Figure 5 suggests that if τ 2 r is well separated from 1, then the distributions in Proposition 1.2 are approximately shifted by a constant c = c n p τ , In the phoneme data example, of particular interest is a spiked model corresponding to the three obviously separated singular values. There are 161 cases (after centering) and 256 variables, so we interchange n and p, setting p = 161 n = 256 For τ , set the top values τ 1 τ 2 τ 3 equal to the observed data, and the remaining τ i all equal to one. The dashed line in Figure 5 (d) corresponds to the fourth largest eigenvalue from this distribution, and the solid one to the largest eigenvalue from the 158 × 256 white case.
Thus Proposition 1.2 shows that the fourth eigenvalue in the data is significantly larger than would be expected under the null model, which would specify that the eigenvalues are consistent with those of the scaled Wishart distribution W p−r n τ 2 I with τ 2 a scale parameter to be estimated. Indeed the fourth largest eigenvalue of the sample covariance matrix is 3447, whereas the approximate 99th percentile of the scaled TW 1 n p − r with n = 256 and p − r = 158 is given, from (1.3), (1.4) and the last row of Table 1 , bŷ τ 2 µ n p−r + 2 02σ n p−r = 1768 Since E tr W p n τ 2 I = np τ 2 we estimateτ 2 by sum of the 158 eigenvalues divided by 256 × 158 yieldingτ 2 = 2 0932 The same argument may be applied down to the 12th eigenvalue. In summary, the uptick in the Wachter plot Figure 5 (c) appears to be a genuine departure from equal variances.
PCA on correlations. Principal components analysis is not invariant to changes in scale of the variables. For this reason, it is often recommended that principal components be calculated after standardizing the variables to have unit standard deviation. Equivalently, one performs PCA on the sample correlation matrix. This is problematic for distribution theory [e.g., Anderson (1963) ]. In particular, Theorem 1.1 does not directly apply.
An ad hoc construction may, however, be based on the Tracy-Widom approximation. Let the n × p data matrix X consist of n i.i.d. draws of a row vector x i with distribution N p 0
View the data matrix in terms of its columns X = x 1 · · · x p and standardize
Performing PCA on W W amounts to PCA on the sample correlations of the original data, with population correlations R = ρ jk . To create a test of H 0 R = I based on W, observe that under H 0 , the vectors w j are i.i.d. on the unit sphere S n−1 Now synthesize a standard Gaussian data matrix X = x 1 · · ·x p by multiplying each w j by an independent chidistributed length,x
Under H 0 the Tracy-Widom approximation then applies to the largest sample eigenvalue of S = X X so that l 1 S has approximately the TW 1 n p distribution.
Complex matrices.
We now return to the main theorem. Data matrices with complex Gaussian entries are also of interest in statistics and signal processing. Suppose now that X = X ij n×p , with Re X ij ImX ij ∼ N 0 1 2 all independently of one another. The matrix S = X * X has the complex Wishart distribution, and we again suppose that its (real) eigenvalues are ordered
While studying a random growth model of interest in probability, Kurt Johansson (2000) derived a limit theorem which could be reinterpreted as giving the limit behavior of the largest eigenvalue of a complex Wishart matrix. First, define slight modifications of (1.3) and (1.4),
Assume that n = n p increases with p so that both µ np and σ np are increasing in p.
The center and scale are essentially the same as in the real case (but see Remark 4.1), however the limit distribution is now
where q is still the Painlevé II function defined at (1.5). This distribution was also first found by Tracy and Widom in the Wigner matrix setting to be recalled below. 
It was here that Tracy and Widom (1994) identified the F 2 distribution, and showed that
This was based on determinant representations of the distributions for finite p, followed by asymptotics of Hermite polynomials H p µ p + σ p s , where µ p = 2 √ p and σ p = p 1/6 . Finally, Tracy and Widom showed that the limiting distribution satisfied the Painleve II equation.
Later, Tracy and Widom (1996) derived the F 1 distribution for real matrices as a consequence of the complex case. One cannot do justice to their method in a single sentence, but essentially they derive the square of F 1 as a low rank perturbation of the complex setting.
For the covariance matrices S = X X studied in this paper, the same broad strategy works. Although the result for complex matrices is again the easier to derive, the conclusion for real matrices is what is needed for most statistical settings. A new aspect, also important in statistics, is that in the n × p data matrix X, both p and n are separately large, which leads to nonstandard asymptotics in Laguerre polynomials L α p µ np + σ np s -large degree p, large order α = n − p and argument near the largest zero. Along the way, we give a separate proof of Johansson's result, based on Liouville-Green asymptotics of differential equations, rather than steepest descent methods applied to contour integrals.
Section 2 first describes some of the remarkable determinant formulas that have been developed in RMT and then makes some heuristic remarks about the Laguerre asymptotics. Section 3 assembles the operator theoretic tools need to complete our alternate proof of the complex case, Theorem 1.3. Section 4 establishes the main result, Theorem 1.1 by sketching how the arguments of Tracy and Widom (1996) are extended from the Gaussian to the Laguerre ensemble. Section 5 gives details of the Laguerre polynomial asymptotics. The Appendix collects certain calculations and proof details.
1.7. Discussion. The main conclusion of this paper is that the TracyWidom distribution F 1 provides a usable numerical approximation to the null distribution of the largest principal component from Gaussian data even for quite moderate values of n and p. In particular, we have the following simple approximate rules of thumb:
1. About 83% of the distribution is less than µ np = √ n − 1 + √ p 2 . 2. About 95% and 99% lie below µ np + σ np and µ np + 2σ np respectively.
A second important conclusion is that, in nonnull cases in which the population covariance has precisely r eigenvalues greater than 1, the distribution of the r + 1 st sample eigenvalue l r+1 can be approximately bounded above by the Tracy-Widom law appropriate to an n × p − r matrix, leading to approximately conservative P-values.
Practical problems of data analysis often have covariance matrices with much more structure than assumed here. It may be, however, that such structure can be decomposed into subparts to which the Tracy-Widom approximation is relevant. For example, separate spherical Gaussian models can be appropriate for subsets of coefficients in an orthogonal wavelet decomposition of nonwhite Gaussian process data. In this respect, it is encouraging that the sizes of the subparts would not need to be particularly large. Specific examples must, however, await future work. This paper raises other issues for future work, among which we mention the following.
(1) What happens if the elements of the data matrix X are i.i.d. from a non-Gaussian distribution? Soshnikov (1999) established "universality" of the Tracy-Widom limit for square Wigner matrices. Does the same hold for X X for large n and p? Preliminary simulations are encouraging, though the quality of approximation naturally appears to depend on the specific parent distribution.
Note in proof: Soshnikov (2001) has established universality for X X when X is nearly square, n − p = O p 1/3 , with symmetric entries that are sub Gaussian.
(2) RMT has a formalism for deriving the distribution of the kth largest eigenvalue (k fixed); see, for example, Widom (1998, 1994) , where the latter carries this through for Gaussian Hermitian Wigner matrices. It is likely that these formulas continue to apply in the Wishart case.
Note added in proof: This has now been established for both real and complex cases by Soshnikov (2001) .
Thus, let q x λ be the solution of (1.5) with the boundary condition modified to q x ∼ √ λAi x as x → ∞ Set
s denotes the distribution function of the k−th largest eigenvalue of a complex Wishart matrix, then Further work remains to give effective computational algorithms for these distributions [Tracy and Widom (1994) plot the density of F 2 2 ] and their real analogs.
(3) Many techniques of classical multivariate analysis are based on the roots of determinantal equations such as det A 1 − l A 1 + A 2 = 0 with A i ∼ W p n i I independently. Thus, one might ask, for example, for an approximation to the distribution of the largest canonical correlation when p n 1 and n 2 are large.
2. Determinant formulas, Laguerre heuristics. The joint density of the latent roots of a real Wishart matrix was found in 1939, in a remarkable instance of simultaneous publication, independently by each of Fisher, Girshick, Hsu, Mood and Roy; see Wilks (1962) for citations, Anderson (1996) for some history and Section 4 below. For reasons just given, we start with the complex version of this density. So, let X be an n × N complex normal matrix with Re X ij ImX ij all independently and identically distributed as N 0 1 2 [Eaton (1983) ]. The cross products matrix X * X then has the complex Wishart distribution with identity covariance matrix. The eigenvalues x = x 1 x N of X * X are real and nonnegative, and have density [James (1964) ]
α= n − N (2.1) (Warning! Notation change: in accordance with the RMT literature, we henceforth write the sample eigenvalues as x 1 > · · · > x N , rather than l 1 > · · · > l p .) Here c N n is a constant depending only on N and n.
Efforts to use density (2.1) directly to get information on the largest eigenvalue are frustrated by the high dimensionality and the Jacobian term j<k x j − x k 2 Random matrix theory (RMT) addresses this by starting with the Vandermonde determinant identity 1≤j k≤p
Let w x = x α e −x be the Laguerre weight function, and φ k x = φ k x α be functions obtained by orthonormalizing the sequence
where L α k x are the Laguerre polynomials, defined as in, for example, Szegö (1967) .
A standard argument [e.g., Mehta (1991) , Chapter 5; Deift (1999b), Chapter 5] yields a remarkable determinant representation for the joint density The choice f = −χ where χ = I x x ≥ t yields the determinantal expression for the distribution of x 1 ,
[The subscript 2 recalls the exponent 2 in (2.1). In fact F N2 = F N n 2 depends on n also, but this will not always be shown explicitly.]
Tracy and Widom showed that these operator determinants satisfy differential equations which in the large N limit involve the Painlevé functions. We refer to Widom (1994, 1996) [and the expositions in Widom (1999, 2000) ] for the full story and turn to indicating where the centering and scaling constants come from, as well as the Airy functions.
Laguerre Heuristics. Consider the mode x * of the density P N , with components x * 1 > x * 2 > · · · > x * N in decreasing order. According to Stieltjes' "electrostatic interpretation" [Szegö (1967) , page 141], these components are precisely the zeros L α−1 N x * i = 0 of the degree-N Laguerre polynomial of order α − 1 Thus, the "typical" positions of the eigenvalues correspond to the zeros of orthogonal polynomials, and in particular the largest eigenvalue should be sought in the neighborhood of the largest zero of L α−1 N The largest zero of an orthogonal polynomial of high degree marks a transition in the behavior of the polynomial from oscillation (x < x * 1 ) to rapid growth x > x * 1 . In turn, this can be studied using the differential equations that characterize the Laguerre polynomials.
Begin with the Airy equation Ai ζ = ζAi ζ . This has a turning point at 0: ζ positive corresponds to the region of exponential behavior of the solution and ζ negative to the oscillatory zone. Figure 6 shows that an appropriately weighted Laguerre polynomial w N x = x α+1 /2 e −x/2 L α N x looks very similar to the Airy function near the largest zero: the polynomial passes from oscillation to exponential decay (because of the damping factor e −x ). Although the similarity does not extend The center and scaling constants µ N σ N arise through aligning these two functions. Laguerre polynomials and hence the function w N satisfy a secondorder differential equation [e.g., Szegö (1967) , Chapter V) and Section 5 below]. We write this in a form with a large parameter κ = N + where ξ = x/κ, w ξ = w N κξ and
The function f ξ has upper turning point at ξ 2 = 2 + 4 − α/κ 2 and it is easily verified that µ N ∼ √ n + √ N 2 . On the x scale, this occurs at x = κξ 2 = µ N , and this fixes the centering constant. Now, transform the independent variable ξ into ζ so that if g is ignored, then the Laguerre equation turns into the Airy equation, using ζ 1/2 dζ = f 1/2 ξ dξ. Then w N can be approximated by the Airy function in the new variable ζ, w ξ = c κ Ai κ 2/3 ζ + error
On the x scale, we are interested in values x = µ N + σ N s close to the turning point. On the ξ scale, ξ = ξ 2 + σ N /κ s and we linearize ζ ξ about ζ ξ 2 = 0. The scale σ N is then chosen so that κ 2/3 ζ ξ = s. Calculations at (5.21) and (5.22) below show that σ N = κ 1/3 /ζ ξ 2 and so in particular σ N is of order N 1/3 This is certainly not a stochastic argument, but the picture does give some of the flavor of an approximation valid for quite small N.
There is an explicit error term from the Liouville-Green method for asymptotic approximation of ordinary differential equations [Olver (1974) ] and this allows rigorous operator theoretic proofs to go through as in the Wigner matrix case.
3. Complex case. The goal of this section is to establish Theorem 1.3, the Tracy-Widom limit for the largest eigenvalue of a large complex Wishart matrix. First, the strategy: the starting point is the fixed N formula (2.6) which we write as det I − S , regarding S as an operator on L 2 t ∞ . To show the existence of a limit, adopt the scaling t = τ s = µ N + σ N s suggested earlier. Define therefore
As an operator on L 2 s ∞ , S τ has the same eigenvalues as does S on L 2 t ∞ . Hence
Let S denote the Airy operator on L 2 s ∞ with kernel S x y = Ai x Ai y − Ai y Ai x x − y (3.1) Tracy and Widom (1994) showed that the distribution F 2 satisfies F 2 s = det I − S , so that Theorem 1.3 follows if we show
Since the Fredholm determinant det I − A is a continuous function of A in the trace class norm on operators [e.g., Gohberg and Krein (1969) , page 160], it suffices to show that S τ → S in trace class norm. Now for the details. Let D denote the differentiation operator, Df x = f x . Widom (1999) derives a formula for the commutator D S = DS − SD in a class of unitary ensembles: for the Laguerre ensemble (2.1), this operator has kernel ∂ ∂x
Here φ is a function required to belong to N = span φ 0 φ 1 φ N−1 and ψ turns out then to be orthogonal to N and to satisfy 
[of course φ x = φ x α N N and ψ x = ψ x α N N depend on N and α N but this is not shown explicitly].
From (3.3) follows a useful integral representation,
This is proved in the same manner as the formula for Gaussian unitary ensembles [Tracy and Widom (1996) , Section VII]. where S is shown in Tracy and Widom (1994) to be the Airy kernel (3.1).
In terms of operators on L 2 s ∞ , the integral formulas (3.9) and (3.10) may be written
where the corresponding kernels are defined as follows:
Write A 1 for the trace class norm on operators ( 1 norm on singular values), and A 2 for the Hilbert-Schmidt norm ( 2 norm on singular values). Then by a standard inequality (Cauchy-Schwarz on singular values),
since (3.7) and (3.8) show that G τ and H τ → G in Hilbert-Schmidt norm on L 2 s ∞ . This completes the proof of (3.2) and hence of Theorem 1.3. ✷ Remark 3.1. The scaling limit (3.1) for S τ x y was stated by Johansson (2000) , and for fixed α by Forrester (1993) .
4. Real case. In this section, suppose that X is an N × n real normal matrix with X ij all independently and identically distributed as N 0 1 . The cross products matrix A = XX has the real Wishart distribution W N n I . The eigenvalues x 1 x N of A are real and nonnegative, and according to the classical formula of Fisher, Girshick, Hsu, Mood and Roy [see Wilks (1962) ] have density [e.g., Muirhead (1982) , page 106]
This is again an example of a Laguerre ensemble, now corresponding to the orthogonal case (sometimes abbreviated LOE), with the differences x j − x k raised to power β = 1, in contrast with the complex Wishart case, which corresponds to the Laguerre unitary ensemble (LUE) with β = 2.
A determinant representation for β = 1 analogous to (2.5) was developed by Dyson (1970) . We refer to Tracy and Widom (1998) , which gives a selfcontained derivation of the formula
where the 2 × 2-matrix valued operator K N is described more fully at (4.4) below. In consequence, for f = −χ
Remark 4.1. As in the complex case, F N1 depends on n also, and should be written more carefully as F N n−1 1 to emphasize that the exponent in (4.1) is α = n−1−N. Here, the appropriate complex distribution is F N n−1 2 and so in determining the centering and scaling constants µ N and σ N , the indicated value for γ = n − 1 /N. The major differences from (3.3) are the appearance of the square root, and the fact that K N is now an operator with kernel a 2 × 2 matrix. Building on Tracy and Widom (1998) , Widom (1999) 
Here S ψ and φ are as defined earlier at (2.4), (3.5) and (3.4), respectively. The function ε x = 1 2 sgn x and the operator ε denotes convolution with the kernel ε x − y . The notation α ⊗ β denotes the rank one operator defined by α ⊗ β f = β f α.
Formula (4.4) has exactly the same form as that derived for the Gaussian orthogonal ensemble in Tracy and Widom [(1996) , Section V], hereafter [TW96] . Indeed, it turns out that much of the limiting argument can be made to follow the pattern of [TW96] exactly, so only a brief summary is given here.
The strategy is to derive the real case from the complex. Thus the complex Wishart probability F N2 t = det I − Sχ is treated as "known". The same manipulations as in [TW96] convert the matrix determinant appearing in (4.3) and (4.4) into a scalar determinant. After factoring out I − Sχ one obtains a rank two perturbation of the identity:
To write out this determinant explicitly, we define certain quantities associated with the operator I − Sχ −1 . The notation is patterned after [TW96], though the formulas now refer to the Wishart setting.
Let R x y be the kernel of the resolvent operator for Sχ; thus I − Sχ
Then (4.5) is given by
Note that all the quantities just defined depend on t (with the exception of c φ ), though this is not shown explicitly. The right side of (4.8) is a finite N formula, although we do not have a more explicit evaluation for it. Nevertheless, by using the same scaling t = µ N + σ N s, s fixed, as in the complex case, we may evaluate the large N limit. Indeed, there is an invariance principle: (4.8) converges to the same limit as occurs in the GOE setting.
Define
and similarly, → and → , where in view of (3.7) and (3.8) and what has been said, the barred quantities are exactly those occurring in the GOE case. A separate argument (Section A.7) is required to establish that c φ → 2 −1/2 as N → ∞ through even values. It follows then that
and so
Remark 4.2.
[TW96] derive systems of differential equations satisfied by the functions in (4.6) and (4.7). The scaling limit of these finite N equations is then shown to exist and is solved to yield explicit formulas for the scaling limit of (4.6). In the Wishart-Laguerre setting, similar finite N differential equations could be derived, though this is not necessary for this proof; all we need is to show that the limit of (4.6) is the same as the GOE limit, which is already identified. [Of course, if the finite N equations, including those for F N2 t could be solved exactly or numerically, then one would have a direct evaluation of F N1 t .] 5. Laguerre polynomial asymptotics. In this section, we establish (3.7) and (3.8). The key to these results are certain asymptotics for Laguerre polynomials of both large order and large degree, in the neighborhood of the largest zero. These asymptotics are nonstandard since statistical applications require α N = n − N large, as well as N.
Specifically, consider the Laguerre polynomials L α N x , as defined in Szegö (1967) , but with α = α N ∼ γ − 1 N for N large and γ ≥ 1 fixed. With the abbreviations N + = N + 1/2 and n + = n + 1/2 = N + α N + 1/2 define a rescaling x = µ N + σ N s with
Writing ρ = γ −1/6 1 + √ γ 4/3 we show that, as N → ∞ with x = µ N + σ N s, Also helpful for fixed α is Erdélyi (1960) .
We use a standard differential equation approach, based on heuristics sketched in Section 2 and exploiting existing literature. Indeed, pointwise convergence was studied by Temme (1990) , based on work of Dunster (1989) , in turn building on Olver (1974) . We give an account starting from Olver (1974) (1) to correct a consequential typographical error in the first two references, (2) to derive the uniform bound in (5.1), which is needed for the operator theoretic arguments of Section 3 and (3) to focus on real asymptotics for Laguerre polynomials rather than the more general setting of Whittaker functions in the complex domain of Dunster (1989) .
Remark 5.1. The pointwise analog of (5.1) for expansions about the smallest zero was given by Baker, Forrester and Pearce (1998) , also using the differential equation (5.3) below. If n N /N → γ > 1, then the centering and scaling for the smallest zero are given bỹ
Rescaling the x axis via ξ = x/κ and writing w ξ = w N x puts this equation into the form
The turning points of the equation are given by zeros of f, namely
Since N and n = γN are large, κ ∼ 1 2 1 + γ N will be a large parameter, while ω approaches a finite limit, ω → 2 γ − 1 / γ + 1 ∈ 0 2 . Liouville-Green. This classical method, modified to the case of turning points, describes how the solutions of equations such as (5.4) and (5.5) are approximated by Airy functions. This theory, along with error bounds, is described in detail by Olver (1974) , referred to as [O] below. We summarize and specialize the part we need here. A change of independent variable in (5.4) is made by the Liouville-Green transformation ζ ξ defined on an interval containing ξ 2 [say 2 ∞ ] by 2 3
Define also a new dependent variable W by w = dζ/dξ −1/2 W. These choices put (5.4) into the form
where the perturbation term
with the second equality following from (5.8).
[O], Lemma 11.3.1, guarantees that ζ ξ / ξ − ξ 2 is positive and twice continuously differentiable for ξ ∈ 2 ∞ .
If the perturbation term ψ ζ in (5.9) were absent, the equation d 2 W/dζ 2 = κ 2 ζ W would have linearly independent solutions in terms of Airy functions, traditionally denoted by Ai κ 2/3 ζ and Bi κ 2/3 ζ . Our interest is in approximating the recessive solution Ai κ 2/3 ζ , so write the relevant solution of (5.9) as W 2 ζ = Ai κ 2/3 ζ + η ζ In terms of the original dependent and independent variables ξ and w the solution W 2 becomes
[O], Theorem 11.3.1, provides an explicit bound for η ζ and hence ε 2 in terms of the function ζ = (5.12) and the asymptotics as x → ∞ are given by
The key bound of [O] , Theorem 11.3.1, is then
where λ 0 = 1 04. For ξ ≥ ξ 2 , (5.12) shows that the coefficient is just
Identifying Laguerre polynomials. Equation (5.14) has a useful double asymptotic character in κ and ξ. First, suppose that N and hence κ are held fixed. As ξ → ∞, we have ζ → ∞ also, since f ξ ∼ 1/4. Consequently ζ → 0 and so from (5.14) and its following remark, We now choose the scale σ N so that Ai κ 2/3 ζ → Ai s Expand ζ ξ about the turning point ξ 2 at which ζ ξ 2 = 0 and putζ =ζ ξ 2 For s fixed, we have the approximation
Equating the right side with s yields the N 1/3 scaling,
where the final limit follows from explicit evaluation ofζ ξ 2 in Section A.6. As noted earlier, ξ → ζ ξ / ξ − ξ 2 is positive and C 2 near ξ 2 , and from this it follows that uniformly in s ≤ δN 2/3 we have κ 2/3 ζ = s
Since Ai is continuous, for each fixed s,
Negligibility of error term. Return to the error term in Olver's bound (5.14). First note that s ≥ s 0 is equivalent to ξ ≥ ξ 2 + s 0 σ N /κ = ξ 2 + O N −2/3 . On the ζ scale, this means for any fixed ζ 0 < 0 and for N large enough, that s ≥ s 0 entails ζ ≥ ζ 0 Letting c 1 = λ ζ 0 , the final term in (5.14) can be bounded
Consequently, (5.14) becomes, uniformly in s ∈ s 0 ∞ , 
As remarked earlier, the definition of φ N shows that this is (5.1).
Uniform bound in 5 1 . From (5.20) and (5.24), and recalling that Ai ≤ ME −1 we have
It remains to show that the right side, which we denote by T N s , satisfies T N s ≤ Ce −s for s ≥ s 0 . This is done in A.8. We remark here only that for ζ > 0 (5.13) shows that E −1 κ 2/3 ζ ≤ c 0 e
and a (by no means sharp) argument shows that 2/3 κζ 3/2 ≥ s for s large enough.
Large N asymptotics of φ τ and ψ τ needed for Section 3, are now straightforward to derive from (5.25). Returning to (3.4) and (3.5), write
where, for example,
As N → ∞, it is easily seen that x/µ = 1 + sσ N /µ N → 1 and
Using (5.25), this establishes the first part of
The second part follows from (5.27), the second part of (5.1) and the simple bound A.2. Proof of Proposition 1.2. For a square symmetric p × p matrix A write l 1 A ≥ l 2 A ≥ · · · ≥ l p A for the ordered eigenvalues. Let r be an integer with 1 ≤ r ≤ p and let A p−r be a p − r × p − r submatrix obtained by deleting r rows and the corresponding columns from A. Then the "inclusion principle" [e.g., Horn and Johnson (1985) , Theorem 4.3.15] states that for each integer k such that 1 ≤ k ≤ p − r,
Now let Y be an n × p data matrix with rows independently drawn from N 0 τ , where τ = diag τ 
To evaluate this limit, we need the large ξ asymptotics of ζ ξ . Set R ξ = ξ − ξ 1 1/2 ξ − ξ 2 1/2 . According to Dunster [(1998) , formula (4.6)], (5.8) is given by
Noting that R ξ = ξ − ξ 1 + ξ 2 /2 + O ξ −1 and that ξ 1 + ξ 2 = 4, we arrive at
where
(The value of c 0 corrects Dunster [(1989) , formula (4.7)], which omits the −1.) Since f ξ ∼ 1/4 as ξ → ∞ the previous display and (A.2) yield
which reduces to (5.17).
A.5. Proof of (5.19). We first rewrite the constant c 0 , using (5.6) along with ω 2 = ξ 1 ξ 2 (5.7) and (5.3) and n = N + α to obtain 2ξ 2 − ω where, on setting p t = log t 1 − t 2 β and q t = t −1 1 − t −1 , I N = e −Np t q t dt
The saddlepoints, being the (simple) zeros of p t , are given by t ± = ±γ −1/2 . On the circular contour t = t u = γ −1/2 e iu , traversed counterclockwise, 2 Rep t = − log γ + β log 1 + γ −2 − 2γ −1 cos 2u has equal global minima at t ± . Consequently, the saddlepoint approximation [e.g., Olver (1974) where the sum is over the two cases t + and t − . In forming p t ± 1/2 the branches ω 0 ± of arg p t ± are chosen to satisfy ω 0 ± +2ω ± ≤ π/2, where ω ± = ±π/2 are limiting values of arg t − t ± as t → t ± clockwise along the contour. Thus, since p t ± = −2γ 2 / γ − 1 , we have ω 0 ± = ∓π and so p t ± −1/2 = ±i γ − 1/γ √ 2. Since e 2p t ± = γ − 1 γ−1 γ −γ and q t ± = ±γ √ γ ± 1 −1 , we have, for large even N, after combining the two terms in (A.14), A.8. Uniform bound for T N s In the following, the constant c = c γ is not necessarily the same at each appearance.
(1) We first construct s 1 such that if N is large and s ≥ 2s 1 , then E −1 κ 2/3 ζ ≤ Ce −s . Indeed, writing ξ = ξ 2 + sσ N /κ and using the definition of f, we find Combining with (1) we obtain the bound for T N s for s ≥ 2s 1 (3) For s ∈ s 0 2s 1 , we have ξ ∈ ξ 2 +s 0 σ N /κ ξ 2 +2s 2 σ N /κ = ξ 2 +O N −2/3 . But lim ξ→ξ 2f ξ =ζ 2 , so for large N,f ξ −1/4 ≤ cζ −1/2 . Since M ≤ 1 and E ≥ 1 we obtain from the definition of T N that T N ξ ≤ cζ −1/2 ≤ C
