Multi-criteria Quadratic Programming model (MCQP) has been proved to be an effective and scalable classifier. However, the performance of MCQP drops when a dataset is imbalanced, favoring the class with larger number of data. This paper proposes a Cost-sensitive Multi-criteria Quadratic Programming model (CS-MCQP), which distinguishes different misclassification cost and utilizes the cost as penalty coefficient, to deal with class imbalance problem. The experimental study utilizes 10 imbalanced UCI datasets and the results show that the proposed CS-MCQP model can greatly improve the performance of MCQP and achieve competitive results compared with some well-known classifiers.
Introduction
Classification is an important topic and has been studied for years. Mathematical programming, such as Support Vector Machine (SVM) and linear programming (LP) [19-22, 23-27, 28-32, 41-44] , represents one of the major categories of classification methods.
In recent years, Multiple Criteria Linear Programming (MCLP) and Multiple Criteria Quadratic Programming (MCQP), a type of optimization technique, have been proposed [16] [17] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] . The basic idea of multiple criteria mathematical programming models is to maximize the external distance between groups and minimize the internal distance within each group. The MCQP model has been proved to be effective and scalable to massive problems [16] . However, the performance of MCQP model drops when a dataset is imbalanced, favoring the class with larger number of data.
Cost-sensitive learning is a commonly used approach to deal with class imbalance. The concept of costsensitive classification comes from the recognition that different types of misclassifications have varying costs in real-life applications [1, 45] . A is misclassified as negative class, respectively. An experiment using 10 imbalanced UCI datasets is designed to test the CS-MCQP model. The rest of this paper is organized as follows. Section 2 presents the CS-MCQP model. Section 3 describes the experiments and Section 4 concludes the paper.
Cost-sensitive Multi-criteria Convex Quadratic Programming model
This section presents a CS-MCQP model based on the idea of maximizing the external distances between groups and minimizing the internal distances within a group [16] . We can establish linear equations for a linearly separable dataset [35] . Let 
To simplify the model, we redefine the parameters 
Experiments

Datasets
The proposed CS-MCQP models were tested on 10 imbalanced UCI datasets. The imbalance ratio (IR) is the number of minority class data to the overall instances. 
Cost-sensitive test
Suppose that the costs of TP and TN are 0, and the cost ratio (CR) of FN and FP is 1, 2, and 5. In particular, if cost ratio (CR) is equal to 1, i.e. C C , the model converts to MCQP. Table 2 and 3 summarize 10-fold cross-validation results of CS-MCQP with different cost ratios (CR) using UCI Breast and Echo datasets. The results show that accuracy and geometric mean were improved when the cost ratio changes from 1 to 5. And Total costs decreased when the cost ratio increased. 
Comparative test
This part of the experiment compares the proposed CS-MCQP with well-known classifiers on 9 imbalanced UCI datasets. The results in Table 4 show that the CS-MCQP model has the highest TN-rates in 8 out of 9 datasets. In addition, the CS-MCQP model achieves competitive results in terms of GM. The proposed model was tested using 10 imbalanced datasets from UCI in the experimental study. The results show that the model can not only decrease error ratios of high cost class and total cost, but also improves TN-rates and the overall performance compared with MCQP and other classifiers.
