ProIO is a new event-oriented streaming data format which utilizes Google's Protocol Buffers (protobuf) to be flexible and highly language-neutral. The ProIO concept is described here along with its software implementations. The performance of the ProIO concept for a dataset with Monte-Carlo event records used in high-energy physics was benchmarked and compared/contrasted with ROOT I/O. Various combinations of general-purpose compression and variable-length integer encoding available in protobuf were used to investigate the relationship between I/O performance and size-on-disk in a few key scenarios.
Introduction
Google's Protocol Buffers (protobufs) [1] are an attractive tool for the persistence of data due to their ability to provide efficient serial encoding of user-defined data structures. Variable-length encoding for integers (varints) is built into protobufs, and can be used as a physics-motivated compression technique that in some scenarios can lead to significant improvements in comparison to the application of general-purpose compression alone [2] . The use of field identifiers in protobufs also leads to compression of sparse data and a welldefined mechanism for ensuring forwards and backwards compatibility (i.e. fields can be added or removed as a data model evolves without breaking compatibility with older versions of the data model).
The way protobufs are created is also unique and powerful. A protobuf language specification is used to describe data structures in a way that is programminglanguage neutral, and a protobuf "compiler" (protoc) is used to generate code in a desired programming language (see Figure 1 ). This generated code creates representations of the data structures in the desired programming language, and these representations are able to self-serialize and deserialize. Not only does this process produce a performant method of data serialization that can be optimized at compile time, but it also allows the serialization to be implemented in any language from a single source. In fact, industry-supported languages are numerous, and include most commonly-used modern languages.
On the other hand, protobufs suffer for being lowlevel and lacking in features that are important in high- Figure 1 : Protocol Buffers -Google's Protocol Buffers (protobufs) provide a performant and language-neutral method of serializing data structures. Data structures are described in a programming-language neutral protobuf "language", and language-specific code is generated automatically. energy and nuclear physics (HEP and NP) [3] . A single protobuf message can in principle define a file format itself, but this file would then have to be serialized or deserialized all at once, typically on a single thread. For protobufs to be used to describe large numbers of rich events, structure must be added on top of protobufs that implements features like direct event access, lazy event decoding, additional general-purpose compression, and data self-description.
Previous work on utilizing protobufs for persistence of high-energy physics data gave rise to the ProMC file format [2] , which was designed for archiving event records from Monte-Carlo event generators [4] . The main motivation for the ProMC format was in reduction of file sizes by taking advantage of variable-length encoding. The format proposed in this paper also inherently takes advantage of this protobuf feature. In contrast to ProMC, it is designed from the ground up to be more general in application and to allow greater flexibility in the use of compression algorithms. ProIO is intended to be used with arbitrary event structure, such as Monte-Carlo events after detector simulation and event reconstruction, as well as experimental data.
ProIO is defined as an event-based stream format for protobuf messages. For one, this means that it is focused on being stream compatible, and is not exclusively an archival file format. For example, ProIO can be used as a serialization layer between processes without writing to disk. Secondly, this definition indicates that ProIO is not inherently columnar, but instead event-or roworiented. Data are written and read as events that are effectively containers for arbitrary protobuf message entries, where the message entries represent parts of an event, e.g. detector hits. However, this is not to say that entire events must be deserialized at once, and we will come back to this in discussion about lazy decoding. Finally, note that ProIO itself is a format, and not an implementation of the format. Libraries for reading and writing the ProIO format are already written in several programming languages, and command-line tools exist for inspecting and manipulating streams. This collection of libraries and tools will also be outlined in this document.
The Format

Buckets
ProIO streams are segmented into what are called buckets (see Figure 2) . A bucket is a collection of consecutive events that are optionally compressed together, and each bucket has a header. Buckets are intended to be O(MB)-sized, i.e. large enough for efficient compression and also much larger than the header data. On disk, this also translates to bucket headers occupying a very small fraction of the total number of disk sectors used by the file. This is important for reasonably fast direct access of events with a cold disk cache, since ProIO streams do not contain global locations of events.
Header. Each bucket has a header that describes the bucket (see Figure 3 ). This header is also an opportunity to resynchronize/recover the stream so that in principle corruption within a bucket is isolated. This synchronization is achieved with a magic number. This is a special sequence of 128 bits that identifies the start of the bucket header, and also serves to identify ProIO stream compatibility. The magic number is 0xe1, 0xc1, followed by 14 bytes of zeros. If ProIO stream compatibility is ever broken, this magic number will be changed. Following the magic number is an unsigned 32-bit little-endian integer that states the size of the remaining header in bytes. The remaining header is in protobuf wire format and described in protobuf language. The exact protobuf structure for the header is described in [5] .
Metadata. The bucket header protobuf structure can contain metadata entries which are key-value pairs with strings as keys and byte arrays as values. These metadata are inserted into the stream at a certain point via a bucket header, and are to be associated with all events that follow until new metadata entries with the same keys as older entries override the older entries, or until the stream ends (see Figure 2 ). "FileDescriptorProto"s. Bucket headers can store serialized, uncompressed "FileDescriptorProto"s for describing protobuf messages. A "FileDescriptorProto" is a protobuf message included in the protobuf libraries that is used to describe the language-neutral protobuf structure. This is a critical ingredient of self description for ProIO. ProIO streams are required to contain bucket headers with serialized "FileDescriptorProto"s before the corresponding message types appear in the stream.
Bucket Contents. The contents of a bucket immediately follow the bucket header, and consist of an optionallycompressed set of consecutive event protobuf messages (described below and in protobuf language in [5] ), each preceded by an unsigned, 32-bit value stating the number of bytes to grab for that event message.
Compression. If the bucket is compressed as indicated by the protobuf header data, the entire bucket is compressed together, and must be uncompressed prior to deserializing events. Note, however, that the bucket does not necessarily need to be uncompressed all at once, and events may be accessed directly by uncompressing the bucket from the beginning of the bucket to the end of the event. For LZ4 compression, the format is that of an LZ4 "frame", and in general each compression algorithm is written in its corresponding high-level format. ProIO implementations are not required to support all compression types, but should handle unknown compression types gracefully.
Events
ProIO events are self-serializing containers for arbitrary protobuf messages. In a ProIO stream, events themselves are represented by protobuf messages, and the protobuf structure is described in [5] . As shown in Figure 4 , an event has three main attributes: entries, types, and tags.
Entries and types. The main purpose of a ProIO event is to store entries, which are arbitrary protobuf messages. When an entry is added to an event, a string representing the entry message type is also added to the event's list of types if it is not already there. The entry is stored in its serialized form as an array of bytes, which are associated with a pointer to its type string. The protobuf description of the event does not know the structure of the entry, only that it is an array of bytes. When an event is read, the code responsible for reading (a library implementation) looks up the entry's associated type and uses the appropriate precompiled protobuf code to deserialize the entry, or a dynamic protobuf message representation is used which takes information from the stream's accumulated "FileDescriptorProto"s. This type specification is the other critical ingredient of ProIO self-description.
Tags. Each event also stores a list of tags for organizing the entries. A tag is a mapping from a human-readable string to a list of entries. Any number of tags may point to a particular entry.
Implementations
There are currently native ProIO library implementations in C++, Python, Go, and Java (though Java is read-only at the time of this writing). The home of these projects is the "proio-org" GitHub organization which serves to organize the four code bases along with the language-independent files that describe the header and event structure ( [5] ).
Library Usage
In each implementation, there is a stream reader type, a stream writer type, and an event type. The reader acts as an iterator over events in a stream, handles general-purpose decompression of bucket contents, and manages the association of events with metadata as well as the available entry type descriptors (from the bucket headers' "FileDescriptorProtos") collected from the stream. The writer facilitates pushing events into a stream and injecting metadata and entry type descriptors for stream self description, and handles general-purpose compression of bucket contents. Finally, the event type is a language-specific handle for manipulating the event data, e.g. adding and retrieving entries, assigning tags, etc.
Adding an entry to an event typically involves 1. creating an entry protobuf message and assigning its data members, 2. calling an add-entry method on the event handle and assigning at least one human-readable tag to the entry, 3. and holding onto the numeric identifier returned by the add-entry method for further persistent referencing of the entry (such as by another entry).
An example of writing an event in Python (py-proio [6]) is given below. Retrieving entries from an event typically involves 1. getting a list of numeric entry identifiers for a particular tag, 2. calling a get-entry method for each identifier to obtain the deserialized entry, 3. and casting the returned entry into a known type in statically-typed languages.
An example of reading events in Python is given below. In ROOT. In the C++ implementation (cpp-proio [7] ) installation, ROOT "rootmap" files are included. Because of this, simply using "#include" statements on cpp-proio headers will automatically link the installed libraries. For example, the following code can be executed in ROOT's Cling environment following proper installation of cpp-proio:
1 #include "proio/reader.h" 
Tools
A set of command-line tools are available for inspecting and manipulating ProIO streams. These tools are written in Go for a powerful combination of portability and speed, and can be found in [8] . Pre-compiled binary versions of the tools for Linux, Mac OS, and Windows can be found under the releases tab at the cited URL.
• proio-summary: scans a stream until the end and gives a brief summary of the contents
• proio-ls: dumps string representations of entry data that are tagged with specific tags and/or in a specific event
• proio-strip: removes entry data from the stream matching (or not matching) specific combinations of tags -An example use case is to separate a stream of data into two parts for separate processing.
• lcio2proio: converts data from the LCIO format [9] to ProIO using Go-HEP [10] for LCIO input A GUI browser implemented in Java has also been developed for easier browsing of data, and is contained in [11] .
Benchmarks
In order to assess the performance of ProIO streams for use in HEP and NP, we use ROOT as a standard for comparison. We focus on a particular use case that is a reasonable application of both ProIO and ROOT [12] . This is the case of Monte-Carlo generator output with particles described with each attribute as an array where the index of the array refers to a particular particle. We refer to this format as a packed particle format.
We used Pythia8 [13] to generate proton-proton collision events at 13 TeV. Each generated event contains a dynamic number of particles. In ROOT, each particle attribute was stored as a separate branch, with one branch dedicated to specifying the number of particles for each event. The attribute branches each have a single C-style array leaf. In ProIO, each event stores a single protobuf message representing a list of particles (this is the 'PackedParticles' message type of the 'example' data model in [5] ). This message has a repeated, packed field for each particle attribute. For the ProIO implementation, we used cpp-proio [7] . 16000 events were generated, each with an average of ∼ 1500 particles. This dataset was reencoded with each available compression algorithm applied at a high compression level. For ROOT, the encodings are uncompressed, LZ4-9, ZLIB-7, and LZMA-9, where the number indicates the compression level. For cpp-proio, the configurations are uncompressed, LZ4-9, and GZIP-7. For each configuration, we have generated lossless, floating-point precision representations, as well as lossy, fixed-point precision representations using integers where applicable. For the fixed-point precision representations, the least-significant digit was in units of 10 keV for energy, and 1 micron for spacetime coordinates. This is to examine the efficiency of varint compression in protobufs compared to the use of fixedlength integer encoding in ROOT with general-purpose compression applied on top. The idea here is not so much to compare the most compact possible representations, but to examine I/O overhead as a function of size-on-disk.
These benchmarks were performed using Linux 4.18 on an Intel Core i5 6400 CPU with an NVMe solidstate drive. The benchmarks were containerized using Docker, and all code including Dockerfile source can be found in [14] , enabling precise replication of results shown here.
Reencoding
In order to produce the various compression configurations, the "uncompressed" data were read and rewritten (reencoded) with the appropriate compression settings. It is useful to compare the performance of this process between ProIO and ROOT in order to highlight some fundamental differences. In Figure 5 , reencoding speed in terms of event rate is shown as a function of the resulting file size. Note that each point represents one of the compression configurations described above, but only the resulting size-on-disk is indicated, rather than the algorithm. ProIO and ROOT files are distinguished from one another, and we additionally distinguish between the lossless, floating-point precision data and the lossy, fixed-point precision data. Note also that even for the non-integer, "uncompressed" cases, the file sizes are different between ROOT and ProIO because of ProIO varint compression of the parts of the data that are already naturally integers.
For these measurements, the source data were stored in memory via a tmpfs filesystem in order to remove storage read overhead, and written to an NVMe SDD. Therefore, the measured rates primarily indicate the In all cases, the source data were stored in memory via tmpfs. On the LEFT, the event rates are measured using the total userspace CPU time used. On the RIGHT, the rates are measured using the total wall time.
speed of the decoding and subsequent encoding process. Rates measured using both userspace CPU time and wall time are given. These rates are very similar because of write caching. Write caching was left enabled for these measurements since disabling it may introduce a bias that is not meaningful in a realistic scenario.
As seen in Figure 5 , the rates for ProIO reencoding are much higher than for ROOT. A significant reason for this is the ProIO lazy decoding mechanism. Because of lazy decoding, the actual physics data are not decoded and reencoded in the process of reencoding the file. The data are read and rewritten largely untouched. From profiling data, we know that for the case of the integer ProIO reencoding process with LZ4 compression applied, the code spends approximately 98% of its time applying the 'LZ4HC' compression algorithm. Interestingly, this number only drops to about 88% for the integer ROOT encoding, but about 3x the time is spent applying the algorithm. This extra time spent in the 'LZ4HC' algorithm with the ROOT data makes sense given the much smaller intrinsic size of the varintencoded ProIO data.
Sequential Access
One of the most important measurements to make is simple sequential read rates of the entire event data. For these measurements, the files are stored on an NVMe SSD and read with a cold filesystem cache. Rates measured using both userspace CPU time and wall time are given in Figure 6 .
Though we would not expect major differences between ProIO and ROOT in this benchmark, it is important for informing the choice of compression as well as to assess whether or not there is improvement in CPUtime efficiency from varint encoding. As seen on the left of Figure 6 , there is no CPU-time advantage to using varint encoding in sequential reads. In fact, for this dataset, there appears to be no practical performance difference between the two formats. In all ProIO data points, there is some degree of varint compression overhead. The varint compression appears to reduce file sizes at a cost that is comparable to general-purpose compression.
Columnar Access. Of course, a common use case in ROOT is to access a particular column of the dataset. This is not directly benchmarked here because the comparison is highly dependent on the particular scenario. It suffices to say that ProIO tends to suffer in this type of access in cases where storage read speeds are a limiting factor. In ProIO, all event entries are read from storage together. However, entries are only decoded upon access (i.e., the the event is lazily decoded). This means that data that are not part of a "column" do not contribute to the decoding (including varint decoding) overhead. Additionally, ProIO metadata can be another means of mapping data into columns. By filtering On the LEFT, the event rates are measured using the total userspace CPU time used. On the RIGHT, the rates are measured using the total wall time.
events by metadata in order to map into columns, ProIO files are expected to have similar performance to ROOT in columnar access.
Dynamic
Decoding. An important feature of ProIO is the self-descriptive nature of streams. The preferred method of reading streams is to have precompiled and optimized code for a particular data model. However, ProIO claims to be self-descriptive because of the fact that data can also be decoded without knowledge of the data model at compile time. The cpp-proio library takes advantage of the 'DynamicMessage' feature of the C++ protobuf library and the "FileDescriptorProto"s provided by the ProIO stream in order to dynamically decode the data. The performance of this mode of operation is shown in Figure 7 .
As seen in Figure 7 , the performance penalty from dynamically decoding the data is significant. It is worth noting, however, that for future work there is a reasonably straightforward path to introducing just-in-time (JIT) compilation of code for decoding unknown data. The same "FileDescriptorProto"s that are currently used with the 'DynamicMessage' protobuf feature can be used to generate code on the fly to be JIT compiled. This code generation process can tap in directly to the existing process of generating protobuf code. The rates are measured using the total wall time in a scenario that simulates fully cached files. It is important to note that the scales of these values are highly dependent on bucket/buffer sizes, which can be tuned.
Random Access
The performance of general-purpose compression has been found above to be on par with varint compression for sequential access of whole events. However, the fact that varint compression is a kind of local or intrinsic compression to the encoding can provide a performance benefit in other scenarios. As touched on above, one of these scenarios is the partial decoding of an event. Another scenario is in the direct, or random access of an event (Figure 8) .
In direct access of an event, any general purpose compression that is applied to a bucket/buffer introduces extra overhead from the decompression of surrounding data. Varint compression does not have this drawback. To examine the effect that this has, Figure 8 gives rates for decoding entire events chosen at random throughout the entire dataset. Since caching can influence this heavily, the measurements were made from files stored in memory via tmpfs. The results show that the protobuf varint compression used in the ProIO files in fact does improve the rate of random access. The sizes of the buckets/buffers can scale these data points to a large extent, and this is a tunable parameter. However, the defaults for both cpp-proio and ROOT happen to provide similar performance here.
Summary and Discussion
In this document, the ProIO format and software written for implementing this format have been described. This serves to help define the format as well as to help the reader become familiar with how to use ProIO in a project. Since ProIO is not inherently a columnar data format, there is a degree of orthogonality with respect to ROOT I/O. Additionally, ProIO was developed with stream compatibility in mind, which further separates it.
The performance of the ProIO concept has been benchmarked in comparison with ROOT I/O. We have shown that ProIO performs well when applied to a benchmark dataset based on Monte Carlo event records. The benchmarks were designed to be as fair as possible in the comparison between ProIO and ROOT I/O. Additionally, it should be pointed out that the comparison made in this document is not to suggest ProIO as a replacement for ROOT I/O. Instead, it aims to provide some contrast to what is a highly ubiquitous method of storing data in HEP and NP.
Ultimately, the main motivator of and benefit to the development and use of ProIO is language neutrality. It is becoming more and more clear that there is real benefit in bringing HEP and NP analysis to new programming languages that support highly portable and transparent code with fast development cycles. While some efforts to bring native ROOT I/O capability to languages other than C++ (in Go [10] and Python [15], e.g.) are quite successful, there is an inherent barrier to language neutrality introduced by defining a complex file format in a particular programming language. Leveraging Protocol Buffers, where the structure of the data is described in a way that is purposefully languageneutral, has the potential to remove much of this barrier. Additionally, Protocol Buffers are widely used and supported by industry in many languages already, making their use in HEP and NP a relatively small task.
Another benefit of ProIO is due to its focus on streaming data. In the Electron-Ion Collider (EIC) Software Consortium (ESC), it has been found that collaboration between institutions on common software projects may be enhanced by the development of a common data model at various points in the process of simulation, reconstruction, and analysis of EIC physics events [16] . These common data model points encourage interoperability between software, making the replacement of part of the software chain easier. However, without a streaming data format this kind of practice could quickly make I/O a bottleneck. Using ProIO streams to mediate the flow of data in the simulation, reconstruction, and analysis software is currently in practice at Ar-gonne National Laboratory.
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