Abstract. A resistance network is a connected graph (G, c). The conductance function cxy weights the edges, which are then interpreted as conductors of possibly varying strengths. The Dirichlet energy form E produces a Hilbert space structure HE on the space of functions of finite energy.
This paper gives a brief account of a new type of boundary (denoted bd G), 22 as developed in [JP09b, JP09c, JP09a] and [JP09d] . We call this bd G the resistance 23 boundary. It bears many similarities to the Martin and Poisson boundaries, but 24 pertains to a different class of functions: the functions of finite energy. Let G be a 25 network (i.e., a connected simple graph) with vertex set G 0 and edges determined 26 by a symmetric conductance function c which weights the edges: c xy = c yx ≥ 0, 27 and c xy = 0 iff there is no edge from x to y. The energy of a function u : G → C 28 is then defined to be 29 E(u) := 1 2
x,y∈G 0 c xy |u(x) − u(y)| 2 .
(1.1)
Roughly speaking, if h is a bounded harmonic function on X, then Poisson bound-30 ary theory provides a space ∂X with respect to which one has an integral repre-31 sentation of h in terms of a kernel k : X × ∂X → C:
2)
The space H E consists of potentials (functions on the vertices of G, mod-1 ulo constants) and enjoys an orthogonal decomposition into the subspace Fin of 2 finitely supported functions and the subspace Harm of harmonic functions; this 3 is given precisely in Definitions 2.9-2.11 and Theorem 2.12. It turns out that H E 4 has a reproducing kernel {v x } x∈G 0 : for any u ∈ H E , one has
where o ∈ G 0 is a fixed reference point. Since the reproducing kernel behaves 6 well with respect to (orthogonal) projections P , we also have reproducing kernels 7 {f x } x∈G 0 for Fin and {h x } x∈G 0 for Harm, where 8 f x := P Fin v x , and h x := P Harm v x .
In Theorem 5.1, we apply (1.6) to the reproducing kernels {h x } x∈G 0 for 9 Harm, and find that for all h ∈ Harm,
This direct analogue of (1.2) first appeared in [JP09b, Cor. 3 .14]. Formula (1.7) 11 gives a boundary sum representation of harmonic functions, but the boundary 12 sum in (1.7) is understood only as a limit of sums taken over boundaries of finite 13 subnetworks. Comparison of (1.7) and (1.2) makes one optimistic that bd G can 14 be realized as a measure space which supports a measure corresponding to ∂hx ∂Ò , 15 thus replacing the sum in (1.7) with a integral. In Corollary 6.1, we extend (1.7) 16 to such an integral representation, and in §6.1 we discuss a kernel analogous to 17 k(x, ξ) in (1.2).
18
The difference between our boundary theory and that of Poisson and Martin 19 is rooted in our focus on H E rather than ℓ 2 : both of these classical theories concern 20 harmonic functions with growth/decay restrictions. By contrast, provided they 21 neither grow too wildly nor oscillate too wildly, elements of H E may remain positive 22 or even tend to infinity at infinity. See [JP09d, Ex. 13 .10] for a function h ∈ Harm 23 which is unbounded. Note, however, that functions of finite energy can always be 24 approximated in H E by bounded functions; cf. [Soa94, §3.7] .
25
The resistance boundary essentially consists of (equivalence classes of) infinite 26 paths which can be distinguished by monopoles, i.e., two paths are not equivalent 27 iff there is a monopole w with different limiting values along each path. It is an 28 immediate consequence that recurrent networks have no boundary, and transient 29 networks with no nontrivial harmonic functions have exactly one boundary point 30 (corresponding to the fact that the monopole at x is unique). In particular, the 31 integer lattices (Z d , 1) each have 1 boundary point for d ≥ 3 and 0 boundary points 32 boundary sum bd G u ∂v ∂Ò , as a limit of sums. Some implications of the discrete 10 Gauss-Green identity are given, including several characterizations of transience 11 of the random walk on the network.
12 §4 gives the definition of effective resistance, and discusses how this metric
13
can be extended to infinite networks in different ways. In particular, the free re-14 sistance R F (x, y) and wired resistance R W (x, y), which are given in terms of the 15 reproducing kernels {v x } and {f x }, respectively.
16 §5 discusses the boundary sum representation for elements of Harm as in-
17
troduced in (1.7). This section also gives an overview of the theory of Gel'fand 18 triples, Minlos' theorem, and Wiener's theorem, and how these enable one to ob-
19
tain a Gaussian probability measure on the space S ′ alluded to in (1.4).
20 §6 gives the boundary integral representation of elements of Harm: an inte-
21
gral version of (1.7) which is an H E -analogue of (1.2). This section also contains 22 an explicit representation of bd G in terms of equivalence classes of paths.
23 §7 contains several examples which illustrate our results.
24
Boundary theory is a well-established subject; the deep connections between 25 harmonic analysis, probability, and potential theory have led to several notions of 26 boundary and we will not attempt to give complete references. However, we recom- We now proceed to introduce the key notions used throughout this paper: resis-34 tance networks, the energy form E, the Laplace operator ∆, the energy space H E ,
35
the reproducing kernel {v x }, and their elementary properties.
36
Definition 2.1. A resistance network is a connected graph (G, c), where G is a graph 37 with vertex set G 0 , and c is the conductance function which defines adjacency by 38
x ∼ y iff c xy > 0, for x, y ∈ G 0 . We assume c xy = c yx ∈ [0, ∞), and write 6 P. E. T. Jorgensen and E. P. J. Pearse c(x) := y∼x c xy . We require c(x) < ∞ (note that we allow vertices of infinite 1 degree), but c(x) need not be a bounded function on G 0 . The notation c may be 2 used to indicate the multiplication operator (cv)(x) := c(x)v(x), i.e., the diagonal 3 matrix with entries c(x) with respect to the (vector space) basis {δ x }.
4
In this definition, connected means simply that for any x, y ∈ G 0 , there is 5 a finite sequence {x i } n i=0 with x = x 0 , y = x n , and c xi−1xi > 0, i = 1, . . . , n.
6
Conductance is the reciprocal of resistance, so one can think of (G, c) as a network . Also, we 10 assume c xx = 0 so that no vertex has a loop, as electric current will never flow 11 along a conductor connecting a node to itself.
12
Definition 2.2. The Laplacian on G is the linear difference operator which acts on 13 a function v :
15
We adopt the physics convention (so that the spectrum is nonnegative) and 16 thus our Laplacian is the negative of the one commonly found in the PDE litera-17 ture; e.g., [Kig01, Str06].
18
Definition 2.3. An exhaustion of G is an increasing sequence of finite and connected 19 subgraphs {G k } ∞ k=1 , so that G k ⊆ G k+1 and G = G k . Since any vertex or edge 20 is eventually contained in some G k , there is no loss of generality in assuming they 21 are contained in G 1 , for the purposes of a specific computation.
22
Definition 2.4. The notation
is used whenever the limit is independent of the choice of exhaustion {G k } of G. 24 This is clearly justified, for example, whenever the sum has only finitely many 25 nonzero terms, or is absolutely convergent as in the definition of E just below.
26
Definition 2.5. The energy of functions u, v : G 0 → C is given by the (closed, 27 bilinear) Dirichlet form
3) with the energy of u given by E(u) := E(u, u). The domain of the energy is
Since c xy = c yx and c xy = 0 for nonadjacent vertices, the initial factor of ker E = C1. The energy form E is symmetric and positive definite on dom E. Then 4 dom E/C1 is a vector space with inner product and corresponding norm given by 5 u, v E := E(u, v) and
(2.5) The energy Hilbert space H E is dom E/C1.
6
Definition 2.7. Let v x be defined to be the unique element of H E for which corresponds to a constant function, since v o , u E = 0 for every u ∈ H E . Therefore,
10
v o is often ignored or omitted.
11
Definition 2.8. A dipole is any v ∈ H E satisfying the pointwise identity ∆v = δ x −δ y 12 for some vertices x, y ∈ G 0 . One can check that ∆v x = δ x − δ o ; cf. [JP09b,
13
Lemma 2.13].
14 2.1. The finitely-supported functions and the harmonic functions
15
Definition 2.9. For v ∈ H E , one says that v has finite support iff there is a finite 
Remark 2.16. Note that w o ∈ Fin, whenever it is present in H E , and similarly 21 that w f x is the energy-minimizing element of M x . To see this, suppose w x is any 22 monopole at x. Since w x ∈ H E , write w x = f + h by Theorem 2.12, and get 23 E(w x ) = E(f ) + E(h). Projecting away the harmonic component will not affect the 24 monopole property, so w f x = P Fin w x is the unique monopole of minimal energy. 25 The Green function is g(x, y) = w 3. The discrete Gauss-Green formula The interior of a subgraph H consists of the vertices in H whose neighbours also 18 lie in H:
For vertices in the boundary of a subgraph, the normal derivative of v is
Thus, the normal derivative of v is computed like ∆v(x), except that the sum 21 extends only over the neighbours of x which lie in H.
22
Definition 3.1 will be used primarily for subgraphs that form an exhaustion 23 of G, in the sense of Definition 2.3.
24
Definition 3.2. A boundary sum is computed in terms of an exhaustion {G k } by
whenever the limit is independent of the choice of exhaustion, as in Definition 2.4.
Theorem 3.3 (Discrete Gauss-Green Formula). If u ∈ H E and v ∈ M, then
Gauss-Green formula (3.5) is independent of choice of representatives.
3
Remark 3.5. The key point of the proof of Theorem 3.3 is that for u, v in the 4 specified domain, the two sums are both finite. The decomposition is true for all 5 u, v ∈ H E by taking limits of
but is meaningless if it takes the form ∞ − ∞.
7
It is also clear that (3.5) remains true much more generally than under the 8 specified conditions; certainly the formula holds whenever x∈G 0 |u(x)∆v(x)| <
9
∞. Unfortunately, given any hypotheses more specific than this, the limitless va-10 riety of infinite networks almost always allows one to construct a counterexample; 11 i.e. one cannot give a condition for which the formula is true for all u ∈ H E , for all 12 networks. Nonetheless, the formula remains true and even useful in many specific 13 and general contexts. For example, it is clearly valid whenever v is a dipole, includ-14 ing all those in the energy kernel. We will also see that it holds for the projections 15 of v x to Fin and to Harm. Consequently, for v which are limits of elements in M, 16 we can use this result in combination with ad hoc arguments.
17
A formula similar to (3.5) appears in [DK88, Prop 1.3]; however, these au-18 thors apparently do not pursue the extension of this formula to infinite networks. 19 Another similar result appears in [KY89, Thm. 4.1], where the authors give some 20 conditions under which (1.5) extends to infinite networks. The main differences 21 here are that the scope of Kayano and Yamasaki's theorem is limited to a subset 22 of what we call Fin, and that Kayano and Yamasaki are interested in when the 23 boundary term vanishes; we are more interested in when it is finite and nonvanish-24 ing; see Theorem 3.10, for example. Since Kayano and Yamasaki do not discuss the 25 structure of the space of functions they consider, it is not clear how large the scope 26 of their result is; their result requires the hypothesis x∈G 0 |u(x)∆v(x)| < ∞, but 27 it is not so clear what functions satisfy this. By contrast, we develop a dense sub-28 space of functions on which to apply the formula. Furthermore, in the forthcoming 29 paper [JP09c] , we show that these functions are relatively easy to compute.
30
Remark 3.6. We refer to bd G u ∂v ∂Ò as the "boundary term" by analogy with 31 classical PDE theory. This terminology should not be confused with the notion 32 of boundary that arises in the discussion of the discrete Dirichlet problem, where 33 the boundary is a prescribed set of G 0 . As the boundary term may be difficult to 34 contend with, it is extremely useful to know when it vanishes, for example: 
19
The general theme of this section is the ability of monopoles to "bridge" the finite 20 and the harmonic. (ii) f k := (ε k + ∆) −1 δ x is weak- * convergent for some sequence ε k → 0, or There is a natural notion of distance on finite networks, which is defined in terms 14 of resistance. Consider each edge of the network to be an electrical resistor of 15 resistance c −1 xy . The effective resistance metric R(x, y) is the voltage drop between 16 the vertices x and y if a current of one amp is inserted into the network at x and 17 withdrawn at y. It is a bit surprising that this actually gives a metric, and there 18 are several other equivalent formulations, most of which are well-known.
Theorem 4.1. The resistance R(x, y) has the following equivalent formulations:
Remark 4.2 (Resistance distance via network reduction). Let G be a finite planar 21 network and pick any x, y ∈ G 0 . Then G may be reduced to a trivial network 22 consisting only of these two vertices and a single edge between them via the use 23 of three basic transformations: (i) series reduction, (ii) parallel reduction, and (iii) 24 the ∇-Y transform [Epi66, Tru89] . The effective resistance between x and y may 25 be interpreted as the resistance of the resulting single edge; see all but finitely many G k , we may always assume that x, y ∈ G k , ∀k. 
where {G k } is any exhaustion of G.
3
The name "free" comes from the fact that this formulation is free of any 4 boundary conditions or considerations of the complement of H; see [LP09, §9].
5
Theorem 4.6 is the free extension of Theorem 4.1 to infinite networks.
6
Theorem 4.6 ( [JP09c, Thm. 2.14]). For an infinite network G, the free resistance 7 R F (x, y) has the following equivalent formulations:
(4.10)
Then (4.11)-(4.12) are equivalent to R F (x, y) = L xy . The identification of vertices in G ∁ k may result in parallel edges; then (4.13) cor-17 responds to replacing these parallel edges by a single edge according to the usual 18 formula for resistors in parallel.
19
Let R H W (x, y) denote the effective resistance between x and y as computed 20 in H W , as in Definition 4.3. The wired resistance is then defined to be
14)
where {G k } is any exhaustion of G. 
von Neumann construction of the energy space H E 6
The discussion of the effective resistance is important in this paper in two respects.
7
(i) Theorem 4.11 shows that H E is the natural Hilbert space for studying the 8 metric properties of (G, c).
9
(ii) The function R(x, y) (where R = R F or R = R W ) allows us to construct a 10 probability measure in Theorem 5.14.
Both of these results stem from the fact that the (free or wired) effective resistance 1 is a negative semidefinite function. 
where F is any finite subset of X. We are motivated by the following result, which follows readily from Theorem 3.3 23 and may be found in [JP09b, Cor. 3.14].
24
Theorem 5.1 (Boundary representation of harmonic functions). For u ∈ span{h x }, 25
(5.1) to support a Gaussian measure P (i.e., it is not possible to have 0 < P(H) < ∞ 6 for a σ-finite measure); see also 
where f (n) is the n th derivative of f . Then S ′ is the dual of S with respect to this 1 Fréchet topology. One can equivalently express S as The duality between S and S ′ allows for the extension of the inner product 8 on H to a pairing of S and S ′ :
In other words, one obtains a Fourier-type duality restricted to S.
10
As a prelude, we begin with Bochner's Theorem, which characterizes the 11 Fourier transform of a positive finite Borel measure on the real line. The reader 12 may find [RS75] helpful for further information. For our representation of the energy Hilbert space H E in the case of general 18 electrical resistance network, we will need Minlos' generalization of Bochner's the-19 orem from [Min63, Sch73] . This important result states that a cylindrical measure 20 on the dual of a nuclear space is a Radon measure iff its Fourier transform is 21 continuous. In this context, however, the notion of Fourier transform is infinite-22 dimensional, and is dealt with by the introduction of Gel'fand triples [Lee96].
23
Theorem 5.4 (Minlos) . Given a Gel'fand triple S ⊆ H ⊆ S ′ , Bochner's Theorem 24 may be extended to yield a bijective correspondence between the positive definite 25 functions on S and the Radon probability measures on S ′ . Moreover, in a specific 26 case, this correspondence is uniquely determined by the identity states that such an extension exists.
Definition 5.6. The (Schwartz) space of potentials of rapid decay is
for which ∆ * 
16
For each p ∈ N, there is a seminorm on S E defined by
is a Hilbert space for each p ∈ N, the subspace S E is a Fréchet 18 space.
19
Remark 5.7. If deg(x) is finite for each x ∈ G 0 , or if c < ∞, then one has v x ∈ S E .
20
In the first case, this can be proved from the identity δ x = c(x)v x − y∼x c xy v y 21 which is given in [JP09b, Lem. 2.22]. In the second case, the bound on c implies 22 ∆ * V is bounded and hence everywhere-defined.
23
When S E contains {v x }, it should be noted that span{v x } is dense in S E 24 with respect to E, but not with respect to the Frechet topology induced by the 25 seminorms (5.9), nor with respect to the graph norm. One has the inclusions
where s ∈ S E and u ∈ H E . The second inclusion is dense but the first is not. 
Lemma 5.10. With respect to E, S E is a dense analytic subspace of H E .
5
Proof. This essentially follows immediately once it is clear that E n maps H E into 6 S E . For u ∈ H E , and for any p = 1, 2, . . . ,
So E n u ∈ S E . It follows that u − E n u E → 0 by standard spectral theory.
8
Theorem 5.11. S E ⊆ H E ⊆ S ′ E is a Gel'fand triple, and the energy form ·, · E 9 extends to a pairing on
where the limit is taken in the topology of S
14 Corollary 5.12. E n extends to a mappingẼ n : S ′ E → H E defined via u,Ẽ n ξ E := ξ(E n u). Thus, we have a pointwise extension of · ,
(5.14)
The Wiener embedding and the space S ′ E 15
With Theorem 5.11, we have a Gel'fand triple and we are ready to apply the 16 Minlos Theorem to a particularly lovely positive definite function on S E , in order 17 that we may obtain a particularly nice measure on S ′ E .
18
In [JP09c, §5], we constructed H E from the resistance metric by making use 19 of negative definite functions. We now apply this to a famous result of Schoenberg 20 which may be found in [BCR84, SW49] .
21
Theorem 5.13 (Schoenberg) . Let X be a set and let Q : X × X → R be a function. 22 Then the following are equivalent. 2. ∀t ∈ R + , the function p t (x, y) := e −tQ(x,y) is positive definite on X × X.
3. There exists a Hilbert space H and a function f :
In the proof of the following theorem, we apply Schoenberg's Theorem with
2 to the resistance metric in the form
which appears in [JP09c, Thm. 2.13]. The proof of Theorem 5.14 also uses the
Theorem 5.14 (Wiener embedding). The Wiener transform W :
is given by 16) and is an isometry. The extended reproducing kernel {ṽ x } x∈G 0 is a system of 9
Gaussian random variables which gives the resistance distance by
Moreover, for any u, v ∈ H E , the energy inner product extends directly as 
16
Moreover, (5.6) gives
whence one computes implies E ξ (1) = 1, so that P is a probability measure, and E ξ ( u, ξ ) = 0 and
Finally, use polarization to compute
This establishes (5.18) and completes the proof.
5
We have taken pains to keep everything R-valued in this section (especially 6 the elements of S E and S ′ E ), primarily to ensure the convergence of S ′ e u,ξ W dP(ξ) 7 in (5.19). However, now that we have established the fundamental identity u, v E = 8 S ′ũṽ dP in (5.18) and extended the pairing ·, · W to H E × S ′ E , we are at liberty 9 to complexify our results via the standard decomposition into real and complex 10 parts: u = u 1 + u 2 with u i R-valued elements of H E , etc.
11
Observe that Theorem 5.14 was carried out for the free resistance, but all 12 the arguments go through equally well for the wired resistance; note that R W is 13 similarly negative semidefinite by Theorem 5.13 and [JP09c, Cor. 5.5]. Thus, there 14 is a corresponding Wiener transform W :
Again, {f x } x∈G 0 is a system of Gaussian random variables which gives the wired 16 resistance distance by R W (x, y) = E ξ ((f x −f y ) 2 ).
17
Remark 5.15. For u ∈ Harm and ξ ∈ S ′ E , let us abuse notation and write u forũ. 18 That is, u(ξ) :=ũ(ξ) = u, ξ W . Unnecessary tildes obscure the presentation and 19 the similarities to the Poisson kernel in §6.
20
Remark 5.16. The polynomials are dense in L 2 (S ′ E , P): let ϕ(t 1 , t 2 , . . . , t k ) denote 21 an ordinary polynomial in k variables. Then
is a polynomial on S ′ E and 23
is the collection of polynomials of degree at most n, and {Poly n } ∞ n=0 is an increas- 
and then apply the Schwarz inequality.
5
To see why the polynomials
that the sequence {P Poly n } ∞ n=0 of orthogonal projections increases to the identity, 7 and therefore, {P Poly nũ } forms a martingale, for any u ∈ H E (i.e., for anyũ ∈ 8 L 2 (S ′ E , P)).
9
Denote the "multiple Wiener integral of degree n" by 10
for each n ≥ 1, and H 0 := C1 for a vector 1 with 1 2 = 1. Then we have an that H n has a natural (symmetric) tensor product structure: H n ∼ = H ⊗n E , the n-15 fold symmetric tensor product of H E with itself. Observe that 1 is orthogonal to 16 Fin and Harm, but is not the zero element of L 2 (S ′ E , P).
Familiarity with these ideas is not necessary for the sequel, but the decom-18 position (5.26) is helpful for understanding two key things:
is the second quantization of H E .
22
(ii) The constant function 1 is an element of L 2 (S ′ E , P) but does not correspond 23 to any element of H E . In particular, 1 is not equivalent to 0 in L 2 (S ′ E , P) (as 24 it was in H E ).
25
It is somewhat ironic that we began this story by removing the constants (via the 26 introduction of H E ), only to reintroduce them with a certain amount of effort, 27 much later. Item (ii) explains why it is not nonsense to write things like P(S ′ E ) =
28
S ′ E 1 dP = 1, and will be helpful when discussing boundary elements in §6.1. 
In this section, we replace the sum with an integral and complete the parallel.
6
Corollary 6.1 (Boundary integral representation for harmonic functions).
7
For any u ∈ Harm and with h x = P Harm v x ,
Proof. Starting with (2.6), compute
where the last equality comes by substituting v = h x in (5.18). It is shown in 10 [JP09b, Lem. 2.24] that h x = h x .
11
Remark 6.2 (A Hilbert space interpretation of bd G). In view of Corollary 6.1, we 12 are now able to "catch" the boundary between S E and S ′ E by using ∆ M and its 13 adjoint. The boundary of G may be thought of as (a possibly proper subset of) 14 S ′ E . Corollary 6.1 suggests that (x, dξ) := h x (ξ)dP is the discrete analogue in H E 15 of the Poisson kernel k(x, dy), and comparison of (1.7) with (6.1) gives a way of 16 understanding a boundary integral as a limit of Riemann sums: We are finally able to give a concrete representation of elements of the boundary. 23 We continue to use the measure P from Theorem 5.14. Recall the Fock space 24 representation of L 2 (S ′ E , P) discussed in Remark 5.16:
where H ⊗0 E := C1 for a unit "vacuum" vector 1 corresponding to the constant 1 function, and H ⊗n E denotes the n-fold symmetric tensor product of H E with itself.
2
Observe that 1 is orthogonal to Fin and Harm, but is not the zero element of
1v dP is the inner product of two elements in 
11
Definition 6.4. Denote the measure appearing in Corollary 6.1 by
(6.5) The function 1 does not show up in (6.1) because it is orthogonal to Harm:
where we used Lemma 6.3. Nonetheless, its presence is necessary,
again by Lemma 6.3.
15
Remark 6.5. We have shown that as a linear functional, µ x [1] = 1. It follows by 16 standard functional analysis that µ x ≥ 0 P-a.e. on S ′ E . Thus, µ x is absolutely 17 continuous with respect to P (µ x ≪ P) with Radon-Nikodym derivative
19
Definition 6.6. Recall that a path in G is an infinite sequence of successively 20 adjacent vertices. We say that a path γ = (x 0 , x 1 , x 2 , . . . ) is a path to infinity, and 21 write γ → ∞, iff γ eventually leaves any finite set F ⊆ G 0 , i.e.,
If γ 1 = (x 0 , x 1 , x 2 , . . . ) and γ 2 = (y 0 , y 1 , y 2 , . . . ) are two paths to infinity,
23
define an equivalence relation by
In particular, all paths to infinity are equivalent when Harm = 0. bounded iff u ∞ < ∞.
10
Lemma 6.8. If v ∈ H E is bounded, then P Fin v is also bounded. Moreover, every 11 v ∈ M is bounded.
12
Theorem 6.9. Let β ∈ bd G and let γ = (x 0 , x 1 , x 2 , . . . ) is any representative of β. 13 Then β ∈ bd G defines a continuous linear functional on
In fact, the action of β is equivalently given by
Remark 6.10. In light of (6.12), one can think of ν β in (6.8) as a Dirac mass. Thus, 16 β ∈ bd G is a boundary point, and integrating a function f against ν β corresponds 17 to evaluation of f at that boundary point.
Examples

1
In this section, we introduce the most basic family of examples that illustrate our Fix o = 0. On this network, the energy kernel is given by
and similarly for n < 0. Furthermore, the function
defines a monopole, and h(n) = sgn(n)(1 − w o (n)) defines an element of Harm.
11
Example 7.2 (Geometric half-integer model). It is also interesting to consider
12
(Z + , c n ), as this network supports a monopole, but has Harm = 0. with lim j→∞ h(x j ) = lim j→∞ h(y j ).
18
For k = 2, 3, . . . , the network (Z + , k n ) can be thought of as the "projection"
19
of the homogeneous tree of degree k (T k , 1 k 1) under a map which sends x to n ∈ Z 20 iff there are n edges between x and o. m copies of (Z + , c n ) by identifying the origins of each; let o be the common origin.
4
Recall from Theorem 3.10 that the boundary term is nontrivial precisely 5 when bd G = ∅; the presence of a monopole indicates that bd G contains at least 6 one point. If Harm = 0, then there are at least two boundary points; see [JP09b, 7 Lem. 5.5] and Corollary 3.8.
8
Example 7.4 shows how to construct a network which has a boundary with 9 cardinality m. Note that these boundary points can be distinguished by monopoles, 10 by constructing a monopole which is constant everywhere except on one branch.
11
Example 7.5 (The reproducing kernel on the tree). Let (T , 1) be the binary tree 12 network as in the top of Figure 2 with constant conductance c = 1. Figure 3 13 depicts the embedded image of a vertex v x , as well as its decomposition in terms 14 of Fin and Harm. We have chosen x to be adjacent to the origin o; the binary 15 label of this vertex would be x 1 .
16
In Figure 3 , numbers indicate the value of the function at that vertex; artistic 17 liberties have been taken. If vertices s and t are the same distance from o, then 18 |f x (s)| = |f x (t)| and similarly for h x . Note that h x provides an example of a 19 nonconstant harmonic function in H E . It is easy to see that lim z→±∞ h x (z) = We can use h x of Figure 3 to describe an infinite forest of mutually orthogonal 22 harmonic functions on the binary tree. Let z ∈ T be represented by a finite binary 23 sequence: the root o corresponds to the empty sequence ∅, and the two vertices 24 connected to it are 0 and 1. The neighbours of 0 are ∅, 00 and 01; the neighbours 25 of 01 are 0, 010, and 011, etc. Define a mapping ϕ z : T → T by prepending, 26 i.e., ϕ z (x) = zx. This has the effect of "rigidly" translating the the tree so that 27 the image lies on the subtree with root z. Then h z := h x • ϕ z is harmonic and is 28 supported only on the subtree with root z. The supports of h z1 and h z2 intersect if 29 and only if Im(ϕ zi ) ⊆ Im(ϕ zj ). For concreteness, suppose it is Im(ϕ z1 ) ⊆ Im(ϕ z2 ). 30 If they are equal, it is because z 1 = z 2 and we don't care. Otherwise, compute the 31 dissipation of the induced currents 32 dh z1 , dh z2 D = 1 2 (x,y)∈ϕz 1 (G 1 ) Ω(x, y)dh z1 (x, y), dh z2 (x, y).
Note that dh z2 (x, y) always has the same sign on the subtree with root z 1 = o, 33 but dh z1 (x, y) appears in the dissipation sum positively signed with the same 34 multiplicity as it appears negatively signed. Consequently, all terms cancel and 35 0 = dh z1 , dh z2 D = h z1 , h z2 E shows h z1 ⊥ h z2 .
36
This family of harmonic functions can be heuristically described in terms of 37 Haar wavelets. Consider the boundary of the tree as a copy of the unit interval with 38 h x as the basic Haar mother wavelet; via the "shadow" cast by lim n→±∞ h x (x n ) = 39 ±1. Then h z is a Haar wavelet localized to the subinterval of the support of its 1 shadow, etc. Of course, this heuristic is a bit misleading, since the boundary is 2 actually isomorphic to {0, 1} N with its natural cylinder-set topology.
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