Abstract. The foremost nonlinear dimensionality reduction algorithms provide an embedding only for the given training data, with no straightforward extension for test points. This shortcoming makes them unsuitable for problems such as classification and regression. We propose a novel dimensionality reduction algorithm which learns a parametric mapping between the high-dimensional space and the embedded space. The key observation is that when the dimensionality of the data exceeds its quantity, it is always possible to find a linear transformation that preserves a given subset of distances, while changing the distances of another subset. Our method first maps the points into a high-dimensional feature space, and then explicitly searches for an affine transformation that preserves local distances while pulling non-neighbor points as far apart as possible. This search is formulated as an instance of semi-definite programming, and the resulting transformation can be used to map outof-sample points into the embedded space.
Introduction
Manifold discovery is an important form of data analysis in a wide variety of fields, including pattern recognition, data compression, machine learning, and database navigation. In many problems, input data consists of high-dimensional observations, where there is reason to believe that the data lies on or near a lowdimensional manifold. In other words, multiple measurements forming a highdimensional data vector are typically indirect measurements of a single underlying source. Learning a suitable low-dimensional manifold from high-dimensional data is essentially the task of learning a model to represent the underlying source. This type of dimensionality reduction 1 can also be seen as the process of deriving a set of degrees of freedom which can be used to reproduce most of the variability of the data set.
Several algorithms for dimensionality reduction have been developed based on eigen-decomposition. Principal components analysis (PCA) [4] is a classical method that provides a sequence of the best linear approximations to the given high-dimensional observations. Another classical method is multidimensional scaling (MDS) [2] , which is closely related to PCA. Both of these methods estimate a linear transformation from the training data that projects the highdimensional data points to a low-dimensional subspace. This transformation can then be used to embed a new test point into the same subspace, and consequently, PCA and MDS can easily handle out-of-sample examples.
The effectiveness of PCA and MDS is limited by the linearity of the subspace they reveal. In order to resolve the problem of dimensionality reduction in nonlinear cases, many nonlinear techniques have been proposed, including kernel PCA (KPCA) [5] , locally linear embedding (LLE) [6] , Laplacian Eigenmaps [1] , and Isomap [12] . It has been shown that all of these algorithms can be formulated as KPCA [3] . The difference lies mainly in the choice of kernel. Common kernels such as RBF and polynomial kernels generally perform poorly in manifold learning, which is perhaps what motivated the development of algorithms such as LLE and Isomap.
The problem of choosing an appropriate kernel remained crucial until more recently, when a number of authors [9, 10, 11, 13, 14] have cast the manifold learning problem as an instance of semi-definite programming (SDP). These algorithms usually provide a faithful embedding for a given training data; however, they have no straightforward extension for test points 2 . This shortcoming makes them unsuitable for supervised problems such as classification and regression.
In this paper we propose a novel nonlinear dimensionality reduction algorithm: Embedding by Affine Transformation (EAT). The proposed method learns a parametric mapping between the high-dimensional space and the embedding space, which unfolds the manifold of data while preserving its local structure. An intuitive explanation of the method is outlined in Section 2. Section 3 presents the details of the algorithm followed by experimental results in Section 4.
The Key Intuition
Kernel PCA first implicitly projects its input data into a high-dimensional feature space, and then performs PCA in that feature space. PCA provides a linear and distance preserving transformation -i.e., all of the pairwise distances between the points in the feature space will be preserved in the embedded space. In this way, KPCA relies on the strength of kernel to unfold a given manifold and reveal its underlying structure in the feature space.
We present a method that, similar to KPCA, maps the input points into a high-dimensional feature space. The similarity ends here, however, as we explicitly search for an affine transformation in the feature space that preserves only the local distances while pulling the non-neighbor points as far apart as possible.
In KPCA, the choice of kernel is crucial, as it is assumed that mapping the data into a high-dimensional feature space can flatten the manifold; if this assumption is not true, its low-dimensional mapping will not be a faithful representation of the manifold. On the contrary, our proposed method does not expect the kernel to reveal the underlying structure of the data. The kernel simply helps us make use of "the blessing of dimensionality". That is, when the dimensionality of the data exceeds its quantity, a linear transformation can span the whole space. This means we can find a linear transformation that preserves the distances between the neighbors and also pulls the non-neighbors apart; thus flattening the manifold. This intuition is depicted in Fig. 1.   Fig. 1 . A simple 2D manifold is represented in a higher-dimensional space. Stretching out the manifold allows it to be correctly embedded in a 2D space.
Embedding by Affine Transformation (EAT)
We would like to learn an Affine transformation that preserves the distances between neighboring points, while pulling the non-neighbor points as far apart as possible. In a high dimensional space, this transformation looks locally like a rotation plus a translation which leads to a local isometry; however, for nonneighbor points, it acts as a scaling.
Consider a training data set of n d-dimensional
We wish to learn a d × d transformation matrix W which will unfold the underlying manifold of the original data points, and embed them into {y i } n i=1 by:
This mapping will not change the dimensionality of the data; y has the same dimensionality as x. Rather, the goal is to learn W such that it preserves the local structure but stretches the distances between the non-local pairs. After this projection, the projected data points {y i } n i=1 will hopefully lie on or close to a linear subspace. Therefore, in order to reduce the dimensionality of {y i } n i=1 , one may simply apply PCA to obtain the ortho-normal axes of the linear subspace. In order to learn W, we must first define two disjoint sets of pairs:
The first set consists of pairs of neighbor points in the original space, for which their pairwise distances should be preserved. These pairs can be identified, for example, by computing a neighborhood graph using the K-Nearest Neighbor (KNN) algorithm. The second set is the set of pairs of non-neighbor points, which we would like to pull as far apart as possible. This set can simply include all of the pairs that are not in the first set.
Preserving Local Distances
Assume for all (i, j) in a given set S, the target distances are known as τ ij . we specify the following cost function, which attempts to preserve the known squared distances:
Then we normalize it to obtain 3 :
By substituting (1) into (3), we have:
where δ δ δ ij = xi−xj τij and A = WW T is a positive semidefinite (PSD) matrix. It can be verified that:
where vec() simply rearranges a matrix into a vector by concatenating its columns, and
For a symmetric matrix A we know:
where vech(A) is the half-vectorization operator, and
duplication matrix. Similar to the vec() operator, the half-vectorization operator rearranges a matrix into a vector by concatenating its columns; however, it stacks the columns from the principal diagonal downwards in a column vector. In other words, a symmetric matrix of size d will be rearranged to a column vector of size d 2 by the vec() operator, whereas vech() will stack it into a column vector 3 (2) corresponds to the assumption that noise is additive while (3) captures a multiplicative error, i.e. if yi − yj 2 = τ 2 ij + εij, where εij is additive noise, then
. The latter one makes the summation terms comparable.
of size
. This can significantly reduce the number of unknown variables, especially when d is large. D d is a unique constant matrix. For example, for a 2 × 2 symmetric matrix A we have:
Since both A and Δ Δ Δ ij are symmetric matrices, we can rewrite (5) using vech() and reduce the size of the problem:
where
Using (7), we can reformulate (4) as:
ξ ξ ξ ij , and |S| in (8) denotes the number of elements in S, which is constant and can be dropped from the optimization. Now, we can decompose the matrix Q using the singular value decomposition technique to obtain:
× r matrix with r orthonormal basis vectors.
We denote the null space of Q by U. Any vector of size
, including vector vech(A), can be represented using the space and the null space of Q:
α α α and β β β are vectors of size r and
− r respectively. Since Q is the summation of ξ ξ ξ ij ξ ξ ξ T ij , and p is the summation of ξ ξ ξ ij , it is easy to verify that p is in the space of Q and therefore U T p = 0. Substituting (9) and (10) in (8), the objective function can be expressed as:
The only unknown variable in this equation is α α α. Hence, (11) can be solved in closed form to obtain:
Interestingly, (11) does not depend on β β β. This means that the transformation A which preserves the distances in S (local distances) is not unique. In fact, there is a family of transformations in the form of (10) that preserve local distances for any value of β β β. In this family, we can search for the one that is both positive semi-definite, and increases the distances of the pairs in the set O as much as possible. The next section shows how the freedom of vector β β β can be exploited to search for a transformation that satisfies these conditions.
Stretching the Non-local Distances
We define the following objective function which, when optimized, attempts to maximize the squared distances between the non-neighbor points. That is, it attempts to maximize the squared distances between x i and
Similar to the cost function Err in the previous section, we have:
where s = (i,j)∈O ξ ξ ξ ij . Then, the optimization problem is:
Recall that vech(A) = Uα α α + Uβ β β, and α α α is already determined from (12) . So the problem can be simplified as:
Clearly if Q is full rank, then the matrix U (i.e. the null space of Q) does not exist and therefore, it is not possible to stretch the non-local distances. However, it can be shown that if the dimensionality of the data is more than its quantity, Q is always rank deficient, and U exists. The rank of Q is at most |S|, which is due to the fact that Q is defined in (8) as a summation of |S| rank-one matrices. Clearly, the maximum of |S| is the maximum possible number of pairs i.e.
n×(n−1) 2
; however the size of Q is
. Q is rank deficient when d ≥ n. To make sure that Q is rank deficient, one can project the points into a high-dimensional space, by some mapping φ(); however, performing the mapping is typically undesirable (e.g. the features may have infinite dimension), so we employ the well-known kernel trick [8] , using some kernel K(x i , x j ) function that computes the inner products between the feature vectors without explicitly constructing them.
Kernelizing the Method
In this section, we show how to extend our method to non-linear mappings of data. Conceptually, the points are mapped into a feature space by some nonlinear mapping φ(), and then the desired transformation is learned in that space. This can be done implicitly through the use of kernels.
The columns of the linear transformation W can always be re-expressed as linear combinations of the data points in the feature space, W = XΩ Ω Ω. Therefore, we can rewrite the squared distance as:
We have now expressed the distance in terms of a matrix to be learned, A A A, and the inner products between the data points which can be computed via the kernel, K.
is the i th column of the kernel matrix K. The optimization of A A A then proceeds just as in the non-kernelized version presented earlier, by substituting X and W by K and Ω Ω Ω respectively.
The Algorithm
The training procedure of Embedding by Affine Transformation (EAT) is summarized in Alg.1. Following it, Alg.2 explains how out-of-sample points can be mapped into the embedded space. In these algorithms, we suppose that all training data points are stacked into the columns of a d × n matrix X. Likewise, all projected data points {y i } n i=1 are stacked into the columns of a matrix Y and the d × n matrix Z denotes the low-dimensional representation of the data. In the last line of Alg.1, the columns of C are the eigenvectors of YY T corresponding to the top d eigenvalues which are calculated by PCA. After the training phase of EAT, we have the desired transformation W for unfolding the latent structure of the data. We also have C from PCA, which is used to reduce the dimensionality of the unfolded data. As a result, we can embed any new point x by using the algorithm shown in Alg.2.
Alg. 1. EAT -Training

Alg. 2. EAT -Embedding
Input: out-of-sample example x d×1 , and the transformations W (or Ω Ω Ω) and C Output: vector z d ×1 which is a low-dimensional representation of x
Experimental Results
In order to evaluate the performance of the proposed method, we have conducted several experiments on synthetic and real data sets. To emphasize the difference between the transformation computed by EAT and the one that PCA provides, we designed a simple experiment on a synthetic data set. In this experiment we consider a three-dimensional V-shape manifold illustrated in the top-left panel of Fig. 2 . We represent this manifold by 1000 uniformly distributed sample points, and divide it into two subsets: a training set of 28 well-sampled points, and a test set of 972 points. EAT is applied to the training set, and then the learned transformation is used to project the test set. The result is depicted in the top-right panel of Fig. 2 . This image illustrates Y = W T X, which is the result of EAT in 3D before applying PCA. It shows that the third dimension carries no information, and the unfolding happens before PCA is applied to reduce the dimensionality to 2D.
The bottom-left and bottom-right panels of Fig. 2 show the results of PCA and KPCA, when applied to the whole data set. PCA computes a global distance preserving transformation, and captures the directions of maximum variation in the data. Clearly, in this example, the direction with the maximum variation is not the one that unfolds the V-shape. This is the key difference between the functionality of PCA and EAT. Kernel PCA does not provide a satisfactory embedding either. Fig. 2 shows the result that is generated by an RBF kernel; we experimented KPCA with a variety of popular kernels, but none were able to reveal a faithful embedding of the V-shape.
Unlike kernel PCA, EAT does not expect the kernel to reveal the underlying structure of data. When the dimensionality of data is higher than its quantity, a linear transformation can span the whole space. This means we can always find W to flatten the manifold.
When the original dimensionality of data is high (d > n, e.g. for images), EAT does not need a kernel in principal; however, using a linear kernel reduces the 4 . In all of the following experiments, we use a linear kernel when the original dimensionality of data is high (e.g. for images), and RBF in all other cases. In general EAT is not that sensitive to the type of kernel. We will discuss the effect of kernel type and its parameter(s) later in this section.
The next experiment is on a Swiss roll manifold, depicted in the bottom-left panel of Fig. 3 . Although Swiss roll is a three-dimensional data set, it tends to be one of the most challenging data sets due to its complex global structure. We sample 50 points for our training set, and 950 points as an out-of-sample test set. The results of Maximum Variance Unfolding (MVU), Isomap, and EAT 5 are presented in the first row of Fig. 3 . The second row shows the projection of the out-of-sample points into a two-dimensional embedded space. EAT computes a transformation that maps the new data points into the low-dimensional space. MVU and Isomap, however, do not provide any direct way to handle out-ofsample examples. A common approach to resolve this problem is to learn a non-parametric model between the low and high dimensional spaces.
In this approach, a high-dimensional test data point x is mapped to the low dimensional space in three steps: (i) the k nearest neighbors of x among the train- ing inputs (in the original space) are identified; (ii) the linear weights that best reconstruct x from its neighbors, subject to a sum-to-one constraint, are computed; (iii) the low-dimensional representation of x is computed as the weighted sum (with weights computed in the previous step) of the embedded points corresponding to those k neighbors of x in the original space. In all of the examples in this paper, the out-of-sample embedding is conducted using this non-parametric model except for EAT, PCA, and Kernel PCA which provide parametric models. It is clear that the out-of-sample estimates of MVU and Isomap are not faithful to the Swiss roll shape, especially along its border. Now we illustrate the performance of the proposed method on some real data sets. Fig. 4 shows the result of EAT when applied to a data set of face images. This data set consists of 698 images, from which we randomly selected 35 as the training set and the rest are used as the test data. Training points are indicated with a solid blue border.
The images in this experiment have three degrees of freedom: pan, tilt, and brightness. In Fig. 4 , the horizontal and vertical axes appear to represent the pan and tilt, respectively. Interestingly, while there are no low-intensity images among the training samples, darker out-of-sample points appear to have been organized together in the embedding. These darker images still maintain the correct trends in the variation of pan and tilt across the embedding. In this example, EAT was used with a linear kernel.
In another experiment , we conducted an experiment on a subset of the Olivetti image data set [7] . Face images of three different persons are used as The key difference between the algorithms is the way they embed the images of the new person (represented by blue circles). MVU, LLE, Isomap, PCA, and Kernel PCA all superimpose these images onto the images of the most similar individual in the training set, and by this, they clearly lose a part of information. This is due to the fact, that they learn a non-parametric model for embedding the out-of-samples. EAT, however, embeds the images of the new person as a separate cluster (chain), and maintains a smooth gradient between the frontal and side views.
Finally, we attempt to unfold a globe map (top-left of Fig. 6 ) into a faithful 2D representation. Since a complete globe is a closed surface and thus cannot be unfolded, our experiment is on a half-globe. A regular mesh is drawn over the half-globe (top-right of Fig. 6 ), and 181 samples are taken for the training set. EAT is used to unfold the sampled mesh and find its transformation (bottomright of Fig. 6 ).
Note that it is not possible to unfold a globe into a 2D space while preserving the original local distances; in fact, the transformation with the minimum preservation error is the identity function. So rather than preserving the local distances, we define Euclidean distances based on the latitude and longitude of the training points along the surface of the globe; then the 2D embedding becomes feasible. This is an interesting aspect of EAT: it does not need to operate on the original distances of the data, but can instead be supplied with arbitrary distance values (as long as they are compliant with the desired dimensionality reduction of the data).
Our out-of-sample test set consists of 30,000 points as specified by their 3D position with respect to the center of the globe. For this experiment we used an RBF kernel with σ = 0.3. Applying the output transformation of EAT results in the 2D embedding shown in the bottom-left of Fig. 6 ; color is used to denote elevation in these images. Note that the pattern of the globe does not change during the embedding process, which demonstrates that the representation of EAT is faithful. However, the 2D embedding of the test points is distorted at the sides, which is due to the lack of information from the training samples in these areas. 
The Effect of Type and Parameters of the Kernels
The number of bases corresponding to a particular kernel matrix is equal to the rank of that matrix. If we use a full rank kernel matrix (i.e. rank (K) = n), then the number of bases is equal to the number of data points and a linear transformation can span the whole space. That is, it is always possible to find a transformation W that perfectly unfolds the data as far as the training data points are concerned. For example, an identity kernel matrix can perfectly unfold any training data set; but it will fail to map out-of-sample points correctly, because it cannot measure the similarity between the out-of-sample points and the training examples. In other words, using a full rank kernel is a sufficient condition in order to faithfully embed the training points. But if the correlation between the kernel and the data is weak (an extreme case is using the identity matrix as a kernel), EAT will not perform well for the out-of-sample points.
We define r = rank (K) n . Clearly r = 1 indicates a full rank matrix and r < 1 shows a rank deficient kernel matrix K. The effect of using different kernels on the Swiss roll manifold (bottom-left of Fig. 3 ) are illustrated in Fig. 7 . Two different kernels are demonstrated. In the first row polynomial kernels of different degrees are used, and the second row shows the result of RBF kernels which have different values for their variance parameter σ. The dimensionality of the feature spaces of the low degree polynomial kernels (deg = 2, 3) is not high enough; thus they do not produce satisfactory results. Similarly, in the experiment with RBF kernels, when σ is high, EAT is not able to find the desired affine transformation in the feature space to unfold the data (e.g. the rightmost-bottom result).
The leftmost-bottom result is generated by an RBF kernel with a very small value assigned to σ. In this case, the kernel is full rank and consequently r = 1. The training data points are mapped perfectly as expected but EAT fails to embed the out-of-sample points correctly. Note that with such a small σ the resulted RBF kernel matrix is very close to the identity matrix, so over-fitting will happen in this case. Experiments with a wide variety of other kernels on different data sets show similar results. Based on these experiments, we suggest that an RBF kernel can be used for any data set. The parameter σ should be selected such that (i) the kernel matrix is full rank or close to full rank (r ≈ 1), and (ii) the resulting kernel is able to measure the similarity between non-identical data points (σ is not too small). This method is not sensitive to type of kernel. For an RBF kernel a wild range of values for σ can be safely used, as long as the conditions (i) and (ii) are satisfied. When the dimensionality of the original data is more than or equal to the number of the data points, there is no need for a kernel, but one may use a simple linear kernel to reduce the computational complexity 6 .
Conclusion
We presented a novel dimensionality reduction method which, unlike other prominent methods, can easily embed out-of-sample examples. Our method learns a parametric mapping between the high and low dimensional spaces, and is performed in two steps. First, the input data is projected into a high-dimensional feature space, and then an affine transformation is learned that maps the data points from the feature space into the low dimensional embedding space. The search for this transformation is cast as an instance of semi-definite programming (SDP), which is convex and always converges to a global optimum. However, SDP is computationally intensive, which can make it inefficient to train EAT on large data sets. Our experimental results on real and synthetic data sets demonstrate that EAT produces a robust and faithful embedding even for very small data sets. It also shows that it is successful at projecting out-of-sample examples. Thus, one approach for handling large data sets with EAT would be to downsample the data by selecting a small subset as the training input and embedding the rest of the data as test examples.
Another feature of EAT is that it treats the distances between the data points in three different ways. One can preserve a subset of the distances (set S), stretch another subset (set O) and leave the third set (pairs that are not in S and O) unspecified. This is in contrast with methods like MVU that preserve local distances but stretch any non-local pairs. This property means that EAT could be useful for semi-supervised tasks where only partial information about similarity and dissimilarity of points is known.
