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Indutive learning with orroboration
Phil Watson
Computing Laboratory







The basis of indutive learning is the proess of generating and refuting hypothe-
ses. Natural approahes to this form of learning assume that a data item that auses
refutation of one hypothesis opens the way for the introdution of a new (for now
unrefuted) hypothesis, and so suh data items have attrated the most attention.
Data items that do not ause refutation of the urrent hypothesis have until now
been largely ignored in these proesses, but in pratial learning situations they play
the key role of orroborating those hypotheses that they do not refute.
We formalise a version of K.R. Popper's onept of degree of orroboration for
indutive inferene and utilise it in an indutive learning proedure whih has the
natural behaviour of outputting the most strongly orroborated (non-refuted) hy-
pothesis at eah stage. We demonstrate its utility by providing haraterisations of
several of the ommonest identiation types. In many ases we believe that these
haraterisations make the relationships between these types learer than the stan-
dard haraterisations. The idea of learning with orroboration therefore provides
a unifying approah for the eld.
Keywords: Degree of Corroboration; Indutive Inferene; Philosophy of Siene.
1
1 Introdution
The eld of mahine indutive inferene has developed in an ad ho manner, in
partiular in the haraterisations of identiation types whih have been ahieved.
In this paper we wish to propose a new unifying framework for the eld based on
the philosophial work of K. R. Popper, and in partiular his onept of degree of
orroboration. We will demonstrate that many of the existing identiation types in
the ase of learning from text allow an alternative haraterisation using the onept
of learning with orroboration; in partiular this approah reveals the existene of
anonial learning algorithms for the various types.
In the next setion we over the basis of indutive learning. In Setion 3 we
over as muh of Popper's logi of sienti disovery as neessary for our purposes,
and in Setion 4.1 we treat his onept of degree of orroboration in more detail.
In Setion 5 we dene the basis of an indutive learner with orroboration, and
in Setion 6 we give haraterisations of many of the standard identiation types
using these learners. Setion 7 ontains some examples of the use of learning with
orroboration in pratie. Setion 8 disusses some reent work of Gillies whih has
relevane, while Setion 9 ontains our onlusions and diretions for further work.
2 Preliminaries
As usual IN will denote the set of natural numbers, [ and \ will be set union
and intersetion respetively, while  and  will be the subset and proper subset
relations respetively. We write A 
fin
B ifA is a nite subset of B. The ardinality
of the set A is written j A j and the length of a sequene t is written j t j. Ambiguity
will be resolved by ontext.
By  we denote any xed nite alphabet of symbols. Let 

be the free monoid
over , i.e. the set of all nite words (strings) produed using that alphabet. Any
subset L  

is alled a language. We set L = 








; : : : an innite sequene (possibly with repetitions) of strings from 

suh that L = fs
k
j k 2 INg; then t is said to be a text for L (or, synonymously,
a positive presentation of L) written t 2 Txt(L). If L is a lass of languages and
(9L 2 L)t 2 Txt(L) then we write t 2 Txts(L). We refer to the initial segment of























g. We will write (





In all that follows, we assume a xed underlying alphabet . Note that here we
will only be onerned with the ase of learning from text.
We will be onerned with the learnability of indexable families of uniformly
reursive languages, dened as follows.
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; ::: is said
to be an indexing of C (written L 2 Index(C)) i C = fL
j
j j 2 INg and there
is a total reursive funtion p over IN  

suh that, for all j 2 IN and s 2 

,
p(j; s) = 1 if and only if s 2 L
j
.
A lass C of non-empty languages is said to be an indexable family i there exists
an indexing of C.




; ::: by whih we mean
a partiular indexing L of C where eah hypothesis H
i
is typially a harateristi
funtion for some L 2 C (when i is alled an L-index for L). We will blur the














funtions for the same L 2 C.
We will be onerned with the relationship between data streams (here texts)
and underlying onepts (here languages).
















Following Gold [Go67℄ we dene an indutive inferene mahine (abbr. IIM)
to be a Turing mahine working as follows. The IIM takes as its input larger and
larger initial segments of a text t and it either requests the next input string, or it
outputs a hypothesis, i.e. a positive integer whih will be interpreted with respet





of numbers is said to be onvergent in the limit i there is
a number j suh that j
x
= j for almost all numbers x.
Now we dene some onepts of learning. We start with learning in the limit.




2 Index(C), and L 2 C.
An IIM M LIM-TXT-identies L w.r.t. L i on every text t for L M almost




onverges in the limit to
a number j suh that L = L
j
.
An IIM M LIM-TXT-identies C w.r.t. L i M LIM-TXT-identies every
L 2 C w.r.t. L.
Let LIM-TXT denote the olletion of all C suh that there exists L 2 Index(C)
and an IIM M LIM-TXT-identifying C w.r.t. L.
We regard this form of identiation and its variants as varieties of learning, and
indeed use the terms infer and learn as synonyms for identify.
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Note that our learner uses the sequene t
m
as its input. If the natural restrition
is made that the learner's behaviour should be independent of hanges in the order
of the sequene and the number of repetitions, we have set-driven learning.
Denition 4 (WC80) An IIM is said to be set-driven i its output depends only












We prex the name of an identiation riterion by s- if in addition we require
the learner to be set-driven, e.g. s-LIM-TXT, et.
An alternative form of learning is behaviourally-orret learning, dened as fol-
lows.





L 2 C. An IIMM BC-TXT-identies L w.r.t. L i on every text t for LM almost




is an index for L.
An IIMM BC-TXT-identies C w.r.t. L iM BC-TXT-identies every L 2 C
w.r.t. L.
Let BC-TXT denote the olletion of all C suh that there exists L 2 Index(C)
and an IIM M BC-TXT-identifying C w.r.t. L.
Note that, in general, it is undeidable whether or not an IIM has already
suessfully nished its learning task. If this is deidable, then we obtain nite
learning.




; ::: 2 Index(C), and L 2 C. An
IIM M FIN-TXT-identies L w.r.t. L i on every text t for L M outputs only a
single hypothesis j whih is an L-index for L, and stops.
An IIM M FIN-TXT-identies C w.r.t. L i M FIN-TXT-identies every
L 2 C w.r.t. L.
Let FIN-TXT denote the olletion of all C suh that there exists L 2 Index(C)
and an IIM M FIN-TXT-identifying C w.r.t. L.
A natural property of learning is that the learner should not hange its mind
without good reason.




; ::: 2 Index(C), and L 2 C. An
IIM M CONSERV-TXT-identies L w.r.t. L i on every text t for L M learns L
in the limit and for all n ifM(t
n








An IIMM CONSERV-TXT-identies C w.r.t. L iM CONSERV-TXT-identies
every L 2 C w.r.t. L.
Let CONSERV-TXT denote the olletion of all C suh that there exists L 2
Index(C) and an IIM M CONSERV-TXT-identifying C w.r.t. L.
Various forms of monotoniity requirements on the learner, i.e. that the learner
should in some sense output inreasingly `good' hypotheses, are also known.




; ::: 2 Index(C), and








; ::: is the































We denote by SMON-TXT, MON-TXT and WMON-TXT those olletions of
lasses C for whih there exists L 2 Index(C) and a learner M whih learns every
member L of C strong monotonially, monotonially, and weak monotonially w.r.t.
L, respetively.
We will not onern ourselves with WMON-TXT or MON-TXT in this paper.
There exists the possibility that the learner may be able to reognise that the
text whih it is being fed does not represent a text for any language in C, the lass
whih it is trying to learn. Its behaviour in this ase should be to output a speial
symbol ? `refuting' the lass; otherwise it should learn the lass in the limit.
Denition 9 (MA93) A refuting indutive inferene mahine (RIIM) is a Turing
Mahine that on any input either behaves like an IIM or outputs the symbol ? and
immediately halts.
Denition 10 (LW94) Let t be a text for any language. t is alled an unrepre-
sentative text for C if there exists n suh that (8L 2 C)t
n
refutes L. The least suh
n is alled the refutation point of t for C, written ref(t; C).
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; ::: 2 Index(C). A RIIM M JREF-TXT-
identies L i on any text t for L 2 C M identies L in the limit and for all
unrepresentative texts t for C we have (9m  ref(t; C))M(t
m
) = ?.
We write C 2 JREF-TXT if there exists L 2 Index(C) and an IIM M whih
JREF-TXT-identies C w.r.t. L.
3 Popper's Logi of Sienti Disovery - a
Preis
In this setion we will summarise as muh of Popper's philosophial system as we
need for our purposes. Even this is quite a task, as this was the major ahievement
of Popper's professional life and extended to two books [Po34, Po63℄, and a large
number of published papers.
Before Popper the philosophy of siene ould trae an unbroken line of devel-
opment bak to Baon. The dominant shool, indutivism, held that sienti ideas
are gradually proved indutively, by experiene - when the idea in question has
passed a large number of tests, it may be regarded as eetively proved.
Einstein's overthrow of Newtonian mehanis in the early Twentieth Century
provided the intelletual bakground for Popper's work. If suh an established sys-
tem of sienti law ould be disproved
1
then it must have seemed that no sienti
idea ould ever truly be proved; so indeed Popper reasoned.
Popper built his philosophy of siene rigorously from the ground up. He pos-
tulated that sienti theories have the harater of `all-statements'; they attempt
preisely to speify behaviour of all entities of a ertain kind in all irumstanes
of a ertain kind: for example, all planets in rotation about a star. Further, the
observations of whih empirial siene is apable are of a dierent harater; they
observe the behaviour of individual entities in individual irumstanes.
Popper's rst key ontribution was to note the asymmetry whih arises from
this: no number of observations is suÆient to exhaust all the possibilities of an
all-statement, even if all these observations are in aord with the preditions of
the theory. By ontrast, a single observation (allowing for the usual aveats of
reliability and inter-subjetive repeatability) is enough to refute a theory one and
for all, if it onits with that theory's preditions. While the theory may be orret
in some irumstanes, and a useful approximation in others, it does not provide
the ultimate, preise truth to whih siene aspires. An inesapable onsequene
of this is that sienti theories are never truly proven by observations, for among
those observations never, or not yet taken, may be one that disproves the theory.
1
Newton's laws of ourse remain useful approximations for many pratial purposes.
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This demolition of indutivism raises other problems. It was ertainly not Pop-
per's intention to suggest that we should stop doing siene; but if no theory an
be proven, then what may we rationally believe? Popper's answer to this problem
forms the starting point for our work.
Those observations whih do not refute a partiular theory nevertheless play the
important role of orroborating that theory. Eah observation, partiularly those
whih are deisive between theories in the sense that they refute some while orrob-
orating others, may be seen as a test of these theories. When a theory has survived
a number of suh tests without being refuted, we may say it is well orroborated
(though not immune to later refutation) and we may tentatively believe it, for now.
It is a small step to Popper's ditum that we should believe the best orroborated
theory at any partiular time.
Popper formalised the idea of orroboration further by equating the orrobora-
bility of a theory with its ontent, or sienti interest, and further with its logial
falsiability. This will be a key idea for us: a theory whih has a large number of
potential falsiers (refuting observations) is also potentially more strongly orrob-
orable (in the ase that none of these behaviours is ever observed) than a theory
with fewer falsiers.
Popper states in [Po34℄ (p.395 - all page referenes to [Po34℄ are to the 1997
Routledge edition) that:
I believe that these two ideas - ontent and degree of orroboration - are
the most important logial tools developed in my book. (Emphasis in
original)
In Setion 4.1 we will look in detail at Popper's formulation of the degree to whih
data orroborates a theory, prior to formulating our own laws of orroboration for
use in the more restrited eld of mahine indutive inferene.
4 Degree of Corroboration
4.1 Popper's Denition
4.1.1 Disussion
In [Po34℄ (also [Po54℄), Popper went some way towards formalising his key idea of
the orroboration lent by examples (or theory) y to theory (synonymously onept or
hypothesis) x, alling it C(x; y). We will further formalise the denition of C(x; y),
while modifying or disarding some features where neessitated in the light of the
following disussion.
It must be mentioned that in [Po34℄ Popper ties his denition C(x; y) rather
rigidly to the notion of absolute logial probability, whih has ertain unhelpful
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onsequenes for our purposes. This is largely beause both in [Po34℄ and in [Po54℄
he was onerned to distinguish his idea of degree of orroboration from any proba-
bilisti denition and needed to demonstrate that to impose the laws of probability
on C(x; y) leads to a ontradition. In later work [Po57℄ he aepted ritiism by
various authors of this linkage and loosened the denition of C(x; y) aordingly.
Popper remarks [Po54℄ that
The partiular way in whih C(x; y) is here dened I onsider unimpor-
tant. What may be important are the desiderata, and the fat that they
an be satised together. (Emphasis in original)
We will take this as liene to dene a funtion, (x; y), whih diers in some
small ways from Popper's C(x; y), while satisfying his desiderata as far as possible.
In the next two setions we present rst Popper's desiderata for a orroboration
funtion, then our own version, and disuss the dierenes between them.
4.1.2 Popper's Desiderata
In [Po54℄ Popper lists nine points whih should be satised by a orroboration
funtion, and he adds a further one in [Po57℄.
C(x; y) is in all ases the degree to whih y supports or orroborates x, C(x)
is the maximum degree to whih x may be orroborated, while P (x) is the logi-
al probability of x and P (x; y) is the logial probablity of x given y. E(x; y) is
the explanatory power of x with respet to y, and its value is dened based on
P (x); P (y); P (x; y) and P (y; x) - we will not be muh onerned with this onept.
Finally x is the logial negation of x.
Popper's desiderata as stated in [Po54℄ and [Po57℄ are as follows.
1. C(x; y) is respetively greater than, equal to, or less than 0 i y supports x,
is independent of x, or undermines x.
2.  1 = C(y; y)  C(x; y)  C(x; x)  1
3. 0  C(x; x) = C(x) = P (x)  1
4. If y entails x then C(x; y) = C(x; x) = C(x)
5. If y entails x then C(x; y) = C(y; y) =  1
6. Let x have a high ontent, so that C(x; y) approahes E(x; y), and let y support
x. Then for any given y, C(x; y) inreases with the power of x to explain y (i.e.
to explain more and more of the ontent of y and therefore with the sienti
interest of x).
7. If C(x) = C(y) 6=  1 then C(x; u) is respetively greater than, equal to or less
than C(y;w) whenever P (x; u) is greater than, equal to, or less than P (y;w).
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8. If x entails y then: (a) C(x; y)  0; (b) for any given x, C(x; y) and C(y)
inrease together; and () for any given y, C(x; y) and P (x) inrease together.
9. If x is onsistent and entails y, then (a) C(x; y)  0; (b) for any given x,
C(x; y) and P (y) inrease together; () for any given y, C(x; y) and P (x)
inrease together.
10. If x is onrmed, supported or orroborated by y so that C(x; y)  0, then (a)
x is always undermined by y, i.e. C(x; y) < 0, and (b) x is always undermined
by y, i.e. C(x; y) < 0.
4.2 Our Dierenes from Popper's Approah - Disus-
sion
4.2.1 Restrited Domain
We wish to dene a orroboration funtion analogous to Popper's but for use in the
domain of indutive learning theory. This restrited domain enables us to make a
number of simplifying assumptions ompared to Popper's version above.
First we note that we always wish to state how well a hypothesis is orrobo-
rated by data. This is already more spei than Popper's approah, in whih he
speially allows the orroboration of, for example, one theory by another. Our
hypotheses will be those of an indutive learning mahine (see Setion 2) and will
ome from a partiular hypothesis spae, within whih we aim to nd a true desrip-
tion of the phenomenon produing the data, whih will be a reursive language. The
data will be a sequene of examples forming a text (or stritly speaking, an initial
segment of a text) for the phenomenon. To distinguish our orroboration funtions
from Popper's, we will use lower ase. Thus (H; t) will be the degree to whih
example text t orroborates hypothesis H.
4.2.2 Fixed Values
Now that we distinguish between theory and data, we are able to simplify further.
We assume that data is free of noise, and that we aim to nd a hypothesis whih
exatly desribes or explains the onept produing the data. Now the idea that
data undermines (Popper's hoie of word) a theory an be replaed by outright
refutation in the ase that data disagrees with the preditions of the theory. Thus
all the possible negative values in Popper's sheme may be replaed in ours by  1,
the orroboration value of refuted hypotheses.
Similarly the value 0, reserved by Popper for the degree of orroboration oered
to x by an independent theory y, subtly hanges its meaning when we restrit our-
selves to orroboration of hypotheses by data. The value 0 is now the orroboration
given to any theory
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 by the empty data set ;
 by vauous data whih gives us no help in hoosing between ompeting hy-
potheses in our spae
 in the ase that the theory itself is tautologial, metaphysial or otherwise not
logially refutable.
4.2.3 Referenes to Probability
For historial reasons, Popper's desiderata are tied losely to denitions in proba-
bility; speially, Popper sets out to demonstrate that degree of orroboration is
in no sense a measure of probability. For our purposes, we have no need of any
diretly dened probabilisti measures and so we are able to drop referenes to
P (x); P (x; y); E(x; y), et. We ontinue to use (H) to mean the highest degree of
orroboration of whih H is apable; however we drop the referene to P (x) in the
denition of C(x) and instead add some natural restritions on (H).
Popper's dependene on probabilisti denitions leads him to restrit the maxi-
mum degree of orroboration in any ase to the value 1. Objetions to this unne-
essary restrition led him to drop it in [Po57℄, and we do likewise. Further, we may
drop the restrition of degrees of orroboration to real number values altogether,
and use any partially ordered set S with a minimum element  1 suh that S f 1g
has a minimum element 0 and deidable (reursive) relations ; and ./.
These points having been made, we proeed to our own desiderata.
4.3 Our Denition of Degree of Corroboration
Let H range over hypotheses from our spae L, and t over texts and nite initial
segments of texts. We assume that (H; t) ranges over some partially ordered set
S with minimum element  1 and an element 0 minimal in S   f 1g. Similar to
Popper, we use (H) as shorthand for (H;H), the maximum degree of orroboration
possible for H. Falsiers(H) is the set of potential data items in 

whih refute
H, and we write H = H
0
in the ase that H and H
0
desribe the same onept.
First we formally dene our orroboration funtions.
Denition 11 A orroboration funtion  : L (

)! S over L maps hypotheses
and texts to some set S with minimum element  1 and an element 0 minimal in
S f 1g suh that S has a deidable partial ordering , and satises the following
desiderata for all hypotheses H;H
0





1. (H; t) =  1 i there exists data in t whih refutes H.
2. (H; t)  0 i t does not refute H
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3. (H; t) = 0 if t is empty or ontains no data apable of refutation of any
hypothesis in our spae.




) j t is a text for Hg





6. If t is a nite initial subsequene of t
0
then either (H; t)  (H; t
0




Our denition of degree of orroboration is simpler than Popper's beause we
have dropped all referene to probability and this gives us greater freedom when
atually assigning values to our funtions (H) and (H; t). We will see in the next
setion that ertain indutive learning identiation riteria will require orrobora-
tion funtions with additional properties to those speied above.
Our rst three points ome from Popper's rst four and tenth desiderata. Our
fourth and fth points apture Popper's sense that a high degree of refutability
and a high degree of orroborability are synonymous. Our sixth point aptures
the natural expetation that degree of orroboration of H annot be dereased
by further non-refuting examples (although these same examples may ause an
alternative hypothesis H
0
to beome better orroborated than H).
5 Learning with Corroboration
In this setion we over the remaining assumptions and denitions neessary to
dene a theory of indutive learning with orroboration.
5.1 Hypotheses and Hypothesis Spaes




. Note that this




) and may be treated as a shorthand









the natural Popperian sense thatH
j
is more easily refuted (potentially more strongly
orroborable) that H
i
. None of these relations is neessarily reursive.
We will restrit our attention to lass-preserving hypothesis spaes, i.e. those




; ::: for C suh that for every L 2 C there exists at
least one (and possibly many) i suh that L = H
i
.
Our model of learning requires that (H; t) and omparison () between de-
grees of orroboration are both reursive, but not neessarily that (H) is reursive.









All forms of indutive inferene suer from the problem that the learner is re-
quired to hoose one from among (typially) innitely many hypotheses at eah
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stage. Clearly no learner an onsider all these hypotheses before it outputs a hy-
pothesis or requests further data, so in eet there are only a limited number of
hypotheses in play at any given time. Most authors gloss over this question as
a matter of detail, or deal with it impliitly, but as we intend to propose a new
unifying model for mahine indutive inferene, we feel onstrained to deal with it
expliitly.




; ::: we have a
reursive, monotonially inreasing funtion ip : IN ! IN with Lim
n!1
ip(n) = 1
whih gives the number of hypotheses in play at stage n of any learning proedure
with this hypothesis spae. This leads to one slight onession with respet to
our desiderata: hypotheses H
j
whih are not yet in play at stage n need not be
onsidered to be either refuted or orroborated by t
n
, the examples seen to that




) = 0 for suh n; j. This annot ause
onfusion as these hypotheses are (by denition) not onsidered by any algorithm;
it serves only to simplify some algorithms dened later.
5.2 Corroboration Funtions and Canonial Learners
with Corroboration
In the following setion (Setion 6) we examine the use of orroboration in indutive
learning and prove that many of the most natural indutive learning identiation
types an be haraterised by an existene ondition for a suitable orroboration
funtion over the hypothesis spae. Our intention is that this orroboration funtion
(whih is invariably reursive so no undeidability results are implied, nor is any
additional omputing power gained illiitly) will be used as an orale by a anon-
ial learner for the appropriate type; this demonstrates that there is eetively a
single best learning strategy for eah identiation type, and only the details of the
orroboration funtion hange depending on the hypothesis spae.
The behaviour of a learner with orroboration is dened as follows.
Denition 12 Turing mahine M, with orale (H; t) is alled a learner with or-





in play, M outputs some i  p suh that (H
i
; t) > 0 is maximal
among the (H
j
; t); j = 1; :::; p, if dened, and requests more input otherwise.
If additionally M learns within identiation type , we all M a -learner with
orroboration.
Clearly suh a learner is onsistent with Popper's ditum that we should prefer
the most strongly orroborated hypothesis among ompeting hypotheses.
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6 Charaterising TXT-Identiation Types in
Learning with Corroboration
In this setion we are onerned only with learning from text, and often abbreviate
the names of identiation types by dropping the -TXT.
6.1 BC- and LIM-learning
Denition 13 A orroboration funtion  over L is alled yling i
(8H 2 L)(8t 2 Txt(H))(9n)(9D  IN)[(8i 2 D)H
i
= H^
















) ^ i  j℄℄℄
Theorem 1 C 2 BC-TXT i there exists L 2 Index(C) suh that there is a reur-
sive yling orroboration funtion  over L.
Proof
(()
We dene a learner M whih uses suh a reursive yling  to BC-learn any
H 2 L.





At the mth stage (i.e. on input t
m





























) for i = 1; :::; p and forms the




) > 0 is maximal under the reursive relation
. M now outputs the minimum suh i, unless the set is empty, in whih ase it
requests more input.
On presentation of a text for H 2 C there exists a stage n after whih M always
outputs an L-index for H: let t be a text for H. By assumption,  is a yling
orroboration funtion, so there exists a set D suh that (8i 2 D)H
i
= H and a
stage n suh that (8m  n)min(Best
m
) 2 D. The result follows from the denition
of M.
())





; ::: and let t be a text. We dene a reursive  whih produes values (for




























, and by assumption
M is a Turing mahine whih always outputs a hypothesis or requests further input.
 is a yling orroboration funtion over L: let t be a text for H 2 C. By
assumption there exists a set D suh that for all i 2 D we have H
i
= H, and
a stage n suh that for all m  n our learner M outputs an index i suh that









) for all j 6= i, whih satises the requirements of Denition 13.
2
Corollary 1 If C 2 BC-TXT then there exists L 2 Index(C) and a reursive yling
orroboration funtion  over L with the property that
(8H 2 L)(8t 2 Txt(H))(9n)(9D  IN)[(8i 2 D)H
i
= H^










Immediate from proof of Theorem 1 ()).
2
Corollary 2 There is a anonial BC-learner with orroboration whih will learn
any C 2 BC-TXT w.r.t. any L 2 Index(C) using any reursive yling orroboration
funtion  over L as an orale.
Proof
Immediate from the ( diretion of the proof of Theorem 1 as the denition of
M does not depend on C exept via .
2
Denition 14 A orroboration funtion  over L is alled limiting i



















) ^ i  j℄℄℄
Clearly a limiting orroboration funtion is also a yling orroboration funtion
with j D j= 1.
Theorem 2 C 2 LIM-TXT i there exists L 2 Index(C) suh that there is a




We dene a learner M whih uses suh a reursive limiting  to LIM-learn any
H 2 L.




. At the mth
stage (i.e. on input t
m





























) for i = 1; :::; p and forms




) is maximal under the reursive relation
. M now outputs the minimum suh i, unless the set is empty, in whih ase it
requests more input.
On presentation of a text t for H, M onverges to some j suh that H
j
= H:
x t, an arbitrary text forH. Let n be that stage dened in Denition 14. Now there
is some j with H
j
= H suh that at stage n and all subsequent stages m M will
output j beause j = min(Best
m
) by assumption that  is a limiting orroboration
funtion and the denition of M.
())
Suppose M is an indutive learning mahine whih LIM-learns C w.r.t. L. We
dene a reursive  whih produes values (for degree of orroboration) ranging over



























, and by assump-
tion M is an IIM.
 is a limiting orroboration funtion over L: let t be any text for H 2 C. By
assumption there exists an index j suh that H
j
= H and a stage n after whihM









all k 6= j, whih satises the requirements of Denition 14.
2
Corollary 3 If C 2 LIM-TXT then there exists L 2 Index(C) suh that there is a
reursive limiting orroboration funtion  over L with the property that
(8H 2 L)(8t 2 Txt(H))(9i)[H
i











Immediate from proof of Theorem 2 ()).
2
Corollary 4 There is a anonial LIM-learner with orroboration whih will learn
any C 2 LIM-TXT w.r.t. any L 2 Index(C) using any reursive limiting orrobo-
ration funtion  over L as an orale.
Proof
Immediate from the ( diretion of the proof of Theorem 2 as the denition of
M does not depend on C exept via .
2
Corollary 5 There is a anonial (LIM[BC)-learner with orroboration whih will
BC-learn any C 2 BC-TXT w.r.t. any L 2 Index(C) using any reursive yling
orroboration funtion  over L as an orale and will LIM-learn any C 2 LIM-TXT
w.r.t. any L 2 Index(C) using any reursive limiting orroboration funtion  over
L as an orale.
Proof
The same anonial learner is used in Corollaries 2 and 4.
2
Our approah of learning with orroboration allows us to prove the known result
(it appears to be a `folk theorem') that BC-TXT = LIM-TXT as follows.
Theorem 3 BC-TXT = LIM-TXT
Proof
That LIM-TXT  BC-TXT is obvious from the denitions.
We show that any learnerM whih BC-learns C w.r.t. L permits the onstru-
tion of a learner M
0
whih LIM-learns C w.r.t. L. Our proof method is to build
M
0
to opyM until, by enumerating longer and longer initial segments of the har-
ateristi funtions for H, the hypothesis of M, and H
0
, the hypothesis of M
0
, we
have proof that M has `really' hanged its hypothesis, instead of just swithing to
another hypothesis desribing the same language.
Dene the unhanged length UL(M; t
n+1
) of a learner M at stage n + 1 to be










































) is undened _











































The seond and third ases above are mutually exlusive in the sense that at most
one of these ases will apply to at most one i at any stage. They have been separated













































are reursive. It is easily heked that ifM BC-learns L then
 is a limiting orroboration funtion over L and onsequently by Theorem 2 M
0
LIM -learns L, as required.
2
6.2 Set-driven learning
When onsidering the philosophial bakground for our model of learning, it seems
lear that the order in whih examples are presented to the learner, or the number
of times the same example is repeated, has no signiane. This leads us to the
following denition.




; ::: is alled natural if
















It might be objeted that orroboration funtions laking the naturalness prop-
erty should be disallowed. However, they are no more unnatural than non-set-driven
learners (it is known [LZ94℄ that s-LIM-TXT  LIM-TXT).
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Theorem 4 C 2 s-LIM-TXT i there exists L 2 Index(C) suh that there exists a
reursive natural limiting orroboration funtion  over L.
Proof
(()
Let  be a reursive natural limiting orroboration funtion over L. Let M be
the learner from the( proof of Theorem 2, in whih it has already been shown that





be dened similarly to Best
m
in the ( proof of Theorem





















) and C 2 s-LIM-TXT as required.
())
Let C 2 s-LIM-TXT via set-driven learner M working w.r.t. L. Let  be the










































Corollary 6 There is a anonial s-LIM-learner with orroboration whih will learn
any C 2 s-LIM-TXT w.r.t. any L 2 Index(C) using any reursive natural limiting
orroboration funtion  over L as an orale.
Proof
Immediate from the ( diretion of the proof of Theorem 4 as the denition of
M does not depend on C exept via .
2
6.3 Conservative and Strong Monotoni learning
Denition 16 A orroboration funtion  : L(

)! S over L is alled attaining
if
(8H 2 L)(8t 2 Txt(H))[(9j)(9n)[H
j


















































































) and that (H; ;) = 0
implies (8s 2 
0
(H))s  0.
Theorem 5 C 2 CONSERV-TXT i there exists L 2 Index(C) suh that there
exists a reursive attaining orroboration funtion  over L.
Proof
(()
Let (H; t) be a reursive, attaining orroboration funtion over L. We dene a



















) if dened and (t
m









































are the hypotheses in play at stage m.
M is reursive: it is not diÆult to see that Best
m
is a reursive set as its ompu-














both of whih are reursive by assumption. The result follows.
For all m suh that M(t
m











: immediate from the denition of M.
On any text t for H 2 L, M onverges to some j with H
j
= H: let j be
























= H _ (9m
0

















is never refuted by t (if H
k






























), and we are done.





















) = k andH
k
= H. Then learlyH
k
will never be refuted by t, so








k  j with H
k
= H from above, so again we are done. The only remaining
ase is when M(t
m
0
) = k and H
k















by Denition 16. Now













) = k  j with H
k





= H. In all ases M
onverges on t to an index for H as required.
())
Let M be a learner that learns C onservatively w.r.t. L. We dene a reursive
attaining orroboration funtion  :L(

)!f 1; 0; 1g with 
0























(H; t) is reursive: follows immediately from the reursiveness of M and the





We now prove the two properties neessary to prove  is an attaining orrobo-
ration funtion (Denition 16). Fix H 2 C and t 2 Txt(H).
(i) (9j)(9n)[H
j




) = 1℄: by assumption there exists some j with
H
j
= H and (9n)(8m  n)M(t
m





































) = 1. Then by denition of (H; t) we have thatM(t
n
) = i. By assumption








there were then we would be able to extend t
n














Corollary 7 There is a anonial CONSERV-learner with orroboration whih will
learn any C 2 CONSERV-TXT w.r.t. any L 2 Index(C) using as an orale any
reursive attaining orroboration funtion  over L.
Proof
Immediate from the ( diretion of the proof of Theorem 5 as the denition of
































































are total and reursive.
Theorem 6 C 2 SMON-TXT i there exists L 2 Index(C) suh that there exists
a reursive strit attaining orroboration funtion  over L.
Proof




















) if dened and (t
m










































are the hypotheses in play at stage m.
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)) are needed on input t
m
.
For all stages m at whih M(t
m



















, beause  is
strit. Refuted hypotheses remain refuted, so if M(t
m+1





Finally it is lear from the denition of M that M(t
m+1
) is dened.
On any text t for H 2 C M onverges to some j with H
j
= H: beause  is
attaining, this is idential to the same part of the proof of Theorem 5 (().
()) Let C 2 SMON-TXT, and suppose M is a learner whih learns C strong




























 is reursive: immediate from the reursiveness of M.
Fix H 2 C and let t be a text for H.
 is attaining: by assumption, there exists a stage m suh that M(t
m
) = i for
some H
i












a total reursive funtion.








) and there exists






does not refute H
j







and M fails to learn H
j
strong monotonially on t
0
, ontrary to our
assumption.
2
Corollary 8 There exists a anonial SMON-learner with orroboration whih SMON-
learns any C 2 SMON-TXT w.r.t. any L 2 Index(C) using any reursive strit
attaining orroboration funtion over L as an orale.
Proof
Immediate from the proof of Theorem 6 (().
2
Corollary 9 There is a anonial (CONSERV[SMON)-learner with orroboration
whih will CONSERV-learn any C 2 CONSERV-TXT w.r.t. any L 2 Index(C)
using any reursive attaining orroboration funtion  over L as an orale and will
SMON-learn any C 2 SMON-TXT w.r.t. any L 2 Index(C) using any reursive
strit attaining orroboration funtion  for L as an orale.
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Proof
The same anonial learner is used in Corollaries 7 and 8.
2
It is known [LZ93℄ that CONSERV-TXT = WMON-TXT and so immediately
from Denition 8 we have the following fat. The learning with orroboration ap-
proah allows an alternative proof.
Corollary 10 SMON-TXT  CONSERV-TXT
Proof
A neessary and suÆient ondition for membership of SMON-TXT is the ex-
istene of a reursive, strit attaining orroboration funtion over L (Theorem 6),
whih is stronger than the neessary and suÆient ondition for membership of
CONSERV-TXT given in Theorem 5.
2
Stritness of this ontainment is proved by example [LZ93℄.
6.4 FIN- and refuting learning




; ::: be a hypothesis spae. Then f : (

)IN!f0; 1g
is alled a suÆieny funtion over L if
(8t)(8m)(8n)[f(t
m





















(8t)(8j)(8k  j)(8n)(8m  n)[f(t
j
; n) = 1) f(t
k
;m) = 1℄
Denition 19 Let f be a suÆieny funtion over L.
f is alled an inner suÆieny funtion over L if it additionally holds that for
every text t 2 Txts(L), (9m;n)f(t
m
; n) = 1:
If instead it holds that for every text t 62 Txts(L), (9m;n)f(t
m
; n) = 1, then f is
alled an outer suÆieny funtion over L.
Intuitively, a suÆieny funtion f(t; n) monitors whether there are hypotheses
in L whih are not yet in play (i.e. have no index less than or equal to n), and
whih would not be refuted by E if they were in play. When it returns 1 then this





) and further, at most one H 2 L has indies less than or equal to n whose
aompanying hypothesis is unrefuted by t.
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An inner or outer suÆieny funtion ensures that (under ertain irumstanes
to do with the limiting behaviour of the data stream) if the ondition eases to be
true then 1 will be returned at some later time.
Naturally the existene of a reursive (inner or outer) suÆieny funtion over
L is a very strong ondition and allows partiularly strong forms of learning.
Theorem 7 C 2 FIN-TXT i there exists L 2 Index(C) suh that there exists a
reursive inner suÆieny funtion over L.
Proof
(()















= i (and halt) if f(t
m





^ j  pg
requests more input otherwise
M is reursive: immediate from the reursiveness of f and the niteness of t
m
.
Fix H 2 C and t 2 Txt(H).
M only ever outputs one hypothesis, whih is an L-index for H, then halts:
beause f is an inner suÆieny funtion, there exists m suh that f(t
m





are the hypotheses in play at stage m. Then there exists only one
H 2 C whih has indies i  p suh that t
m
does not refute H
i
; M outputs suh an
index and halts at stage m.
())




; ::: and supposeM is an indutive learning mahine whih LIM-
learns C w.r.t. L. Let t be a text.







) = i  n
0 otherwise
f is a suÆieny funtion over L: suppose M rst outputs i at stage m, when



















℄ beause otherwise we ould extend the initial segment
t
m




andM would fail to FIN-learn H
k










℄ as required for the rst ondition
in Denition 18. The seond ondition is easily heked.
f is an inner suÆieny funtion over L: by assumption, any text t for any
H 2 C results in the output of some k with H
k
= H at some stage n when the
24




. Then by denition of f , we have f(t
n
; j) = 1, as
required.
f is reursive: to reursively ompute f(t
m
; n), we run the Turing Mahine M
on t
m




in play. If M outputs a hypothesis i on input
t
m
then (obviously i  n) set f(t
m
; n) = 1. If M requests more input then set
f(t
m
; n) = 0.
2
Corollary 11 There exists a anonial FIN-learner whih FIN-learns any C 2 FIN-
TXT w.r.t. any L 2 Index(C) using any reursive inner suÆieny funtion over
L as an orale.
Proof
The Turing Mahine M onstruted in the ( proof of Theorem 7 is suh a
learner as the denition of M does not depend on C exept via f .
2
We may use a suÆieny funtion to dene a partiularly strong form of orrob-
oration funtion.
Denition 20 (H; t) is alled a suÆient orroboration funtion over L if there






























































are total and reursive.
Theorem 8 C 2 FIN-TXT i there exists L 2 Index(C) suh that there exists a
reursive suÆient orroboration funtion  over L.
25
Proof
(() We dene a reursive inner suÆieny funtion f
0
over L based on . The






































)) are needed to test the ondition above.
f
0
is an inner suÆieny funtion: let f be the suÆieny funtion over L whih
we know to exist from Denition 20. Let t be a text for some H
i
2 L. There exist
n  i and m suh that f(t
m













; n) = 1 by our onstrution of f
0
.
()) Suppose L 2 FIN-TXT. Let M be a learner whih FIN-learns C w.r.t. L
and f be the reursive inner suÆieny funtion from the ()) proof of Theorem 7.




























 is a suÆient orroboration funtion over L: it is easily heked that the
onditions of Denition 20 are satised.
2
Corollary 12 There exists a anonial FIN-learner with orroboration whih FIN-
learns any C 2 FIN-TXT w.r.t. any L 2 Index(C) using any reursive suÆient
orroboration funtion over L as an orale.
Proof
Immediate from proof of Theorem 8 (() as the denition ofM does not depend
on C exept via .
2
The existene of a reursive suÆient orroboration funtion over some L 2
Index(C) for FIN-learning of C to sueed is a very strong requirement. This should
not surprise us. FIN-learning is an identiation riterion far removed from Popper's
ditum that although a hypothesis may be very strongly orroborated, it is never (in
normal irumstanes) safe from later refutation. Only when the hypothesis spae
is unusual in some respet an suh a orroboration funtion exist.
26
Theorem 9 C 2 JREF-TXT i there exists L 2 Index(C) suh that there exists a
reursive outer suÆieny funtion f over L and a reursive limiting orroboration
funtion  over L.
Proof




; ::: 2 Index(C) and let f and  be a reursive outer suf-
ieny funtion over L and a reursive limiting orroboration funtion over L,
respetively. We dene our indutive JREF-learner M
0
based on the anonial
learnerM from the proof of Theorem 2((), as follows. Reall that ? is the speial




















are the hypotheses in play at stage m.
M
0
is reursive: follows immediately from the reursiveness of f and M.
On presentation of a text t for H 2 C, M onverges to some j suh that
H
j
= H: in this ase there are no n;m on whih f(t
m
; n) = 1 so the behaviour of
M
0
is idential to that ofM on the same text. The result follows from the( proof
of Theorem 2.
On presentation of a text t 62 Txts(L), M
0
eventually outputs the symbol ? and
halts: by assumption f is an outer suÆieny funtion so by Denition 19, there
exist m;n suh that f(t
m










, so we are done.
())





















where p  n℄
0 otherwise
f is reursive: immediate from reursiveness of M.
f is an outer suÆieny funtion for L: by assumption thatM JREF-learns C
w.r.t L, on any text t 62 Txts(L), M outputs the symbol ? and halts, say at stage






; p) = 1, as required. The
onditions of Denition 18 are trivially satised.
Finally, the reursive limiting orroboration funtion from the proof of Theorem
2()) has the desired properties for our .
2
As in the disussion of FIN-TXT, the learning riterion JREF-TXT has a very
un-Popperian aspet, and onsequently the neessary and suÆient ondition for
C 2 JREF-TXT is very strong.
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We have not found it possible to give an analogous ondition for the form of
refutational learning (REF-TXT) in [MA93℄, as that identiation riterion has a
non-eetive element to its denition.
7 Examples
The orroboration funtions onstruted in the) proofs in Setion 6 were simplisti.
However in pratial use, the existene or non-existene of appropriate orroboration
funtions may be suggested naturally by the spae of hypotheses in use. We give
some examples of the use of orroboration funtions to prove the learnability or
otherwise under ertain identiation riteria of some simple examples.
Our example languages will be sets of points in the rational plane Q
2
, so  =
f(a; b) j a; b 2 Qg.
Example 1 Let C be the set of all losed irles of nite radius. Let <;> be a
xed reursive bijetion between Q
2
and IN and <<;>> a xed reursive bijetion
between Q
2




; ::: is given by
H
<a;b>







It is easily seen that L is an indexing of C.
Consider the following orroboration funtion  : L  (

) ! Q [ f1g, whih
is based on the naturalisti idea that the further away a point is from a, the more
severe a test it is of hypothesis H
<a;b>
. For irles of non-zero radius b we also
inlude a saling multiplier of 1=b
2
into the orroboration funtion, so that smaller































i.e. [a =<< x; y >>
































With a little heking we see that  is indeed a orroboration funtion under
Denition 11, and is reursive and natural.  is limiting beause on any text t for
H
i
we have a stage m at whih t
m
ontains two diametrially opposed points on the
irumferene of the irle dened by H
i
. Then if we let i =< a; b >:
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These are the only ases, so at all stages n  m we have that H
<a;b>
is the
most strongly orroborated hypothesis (exept for H
<a; b>
, whih is equally strongly
orroborated and desribes the same irle).
 is also attaining beause
 if b = 0 then (8a)(H
<a;0>
) =1










) where t = (x + b; y); ::: is a text for
H
<a;b>
and a =<< x; y >>.
The above suÆes to prove that C 2 s-CONSERV-TXT, by Theorem 5.
Finally we an see that  is not strit beause for example (let b > 0) t =















remain unrefuted. Nevertheless it is possible
to nd a reursive, strit, attaining, limiting, set-driven orroboration funtion over
L by requiring that two diametrially opposed points on the irumferene of H
i






). This proves that C 2
s-SMON-TXT. The details are left as an exerise for the reader.
Example 2 Now let C be the set of all open irles of nite radius. We show that
C 62 LIM-TXT as follows.
Let L be an indexing of C and suppose for a ontradition that  is a reursive




be a hypothesis for the irle entre a, radius b > 0. We onstrut a text
t for H
i












. Now however there exists a irle H
k
with entre a, radius b   "









There are two ases. If (8n  m)Best
n
= j, then t is a text for H
k
on whih M
fails to onverge to an index for H
k
. Otherwise at some stage n > m, Best
n
6= j.
In this ase t resumes enumerating H
i
. This onstrution an be repeated innitely
often, so Best
m
fails to onverge on t, a text for H
i
. In either ase M fails to LIM-
learn C w.r.t. L, a ontradition by Corollary 4. We onlude that C 62 LIM-TXT.
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8 Artiial Intelligene and Indution
We will briey disuss a reent body of work by Gillies [Gi93, Gi96℄ whih puts a
`Baonian' interpretation on ertain suessful developments in mahine learning.
Gillies ontends, ontra Popper's belief that the reation of sienti theories is
not mehanisable, nor even amenable to logial (as opposed to psyhologial) study,
that modern mahine learning algorithms behave in a highly Baonian manner; this
he desribes as mehanial falsiation. In short, suh learners synthesise hypothe-
ses from bakground knowledge and existing evidene before subjeting them to
the risk of Popperian refutation by later evidene. This rolls bak the reative ele-
ment of disovery to the higher level problem of deiding whih is the appropriate
bakground knowledge to use - in our parlane, whih is the appropriate hypothesis
spae. He posits, furthermore, that this is the rst time in the history of siene
that Baon's indutivism has really been used, for prior to mahine learning no gen-
eral method was given to enable the learner/disoverer to mehanially (ie. without
intelligene) produe hypotheses - one of Baon's stated aims.
It is diÆult to deny that mahine learners (e.g. ID3 [Qu79℄, GOLEM [MF92℄)
do indeed behave in this way. Gillies's theme throughout [Gi96℄ is that logi has
both inferential and ontrol omponents - in learning or disovery the inferene
orresponds to Popperian falsiation from data, while the ontrol element lies in the
prodution of new hypotheses. Gillies speially mentions degree of orroboration
as just suh a ontrol element.
Our work in this paper is entirely in aord with Gillies's view, partiularly our
use of orroboration funtions as a ontrol element (indeed given the haraterisation
results with anonial learners whih we have obtained, as the sole ontrol element)
in indutive learning.
The results obtained in the ase of refuting learning are partiularly interesting
viewed from this angle. Classi examples from the history of siene suh as Kepler's
laws of planetary motion (see again [Gi96℄) demonstrate that it is not the synthe-
sising of a hypothesis from data and bakground knowledge that onstitutes great
siene, but the paradigm shift that results from a hange in bakground knowl-
edge or assumptions. This orresponds to the various forms of refuting indutive
inferene whih have been dened (Setion 6.4) and suggests that the truly reative
mahine learner will not only be able to learn within or refute an existing hypothesis
spae, but also to propose a new one. Suh a learner is unlikely to be developed
soon.
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9 Conlusions and Future Work
We have proposed a unifying model for mahine indutive inferene based on the
philosophial work of K.R. Popper, and obtained haraterisations of many of the
standard identiation types in learning indexed families of reursive languages from
text. In our model anonial learners use reursive orales whih ompute a version
of Popper's degree of orroboration. These learners then follow the natural strategy
of preferring the most strongly (or at least a maximally strongly) orroborated
hypothesis at any given time. Membership of a lass of onepts within a partiular
identiation riterion is then equivalent to the existene of a reursive orroboration
funtion with ertain properties depending on the identiation type.
We intend to extend this unifying model of learning to inlude language learning
from informant and related problems suh as learning of reursive funtions. An
extension of our approah to learning from noisy data would be partiularly inter-
esting; in this ase it is no longer ertain that a single adverse data item refutes a
hypothesis and we would be obliged to allow negative orroboration values other
than  1, as in Popper's original model. Given the ruial role played by the hy-
pothesis spae in our model, it would also be interesting to extend this approah to
over exat and lass omprising learning.
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