Let M ! k (Γ + 0 (3)) be the space of weakly holomorphic modular forms of weight k for the Fricke group of level 3. We introduce a natural basis for M ! k (Γ + 0 (3)) and prove that for almost all basis elements, all of their zeros in a fundamental domain lie on the circle centered at 0 with radius
Introduction
Rankin and Swinnerton-Dyer studied the location of the zeros of the Eisenstein series E k (z) := 1 − 2k B k ∞ n=1 σ k−1 (n)q n of weight k for the full modular group SL 2 (Z), where q = e 2πiz , B k is the kth Bernoulli number, and σ k−1 (n) = d|n d k−1 . They showed that the zeros of E k lie on the lower boundary arc of a fundamental domain for SL 2 (Z) [5] . Next, Duke and Jenkins showed that the zeros of certain natural basis for the space of weakly holomorphic modular forms for SL 2 (Z) lie on the arc of the fundamental domain [3] . Recently, the locations of the zeros of weakly holomolphic modular forms for congruence subgroups or Fricke groups have been studied for various levels. In 2016, Choi and Im studied for the Fricke group of level 2 and obtained a similar result in the case of SL 2 (Z) [1] . In this paper, we study the location of the zeros of natural basis for the space of weakly holomorphic modular forms for the Fricke group of level 3. f has the q-expansion of the form f (z) = ∞ n≥n f a n q n .
We define f is holomorphic if n f ≥ 0, a cusp form if n f ≥ 1. We denote the space of weakly holomorphic modular forms of weight k on Γ ∞ n=1 (1−q n ) be the Dedekind eta function. To construct the canonical basis for M ! k (3), we now define some weakly holomorphic modular forms as follows.
). Furthermore, we define the holomorphic forms ∆ 3,r k ∈ M r k (Γ + 0 (3)) as follows.
. Referring to [2, Remark 2.2], ∆ 3,r k can also be defined as the unique holomorphic form of weight r k with q-expansion of the form
Hence, ∆ 3,r k ∆ 3,14−r k = ∆ 3,14 for any r k ∈ {0, 4, 6, 8, 10, 14}. Then, we can construct the canonical basis
where F f is the monic polynomial with integer coefficients of degree 2ℓ k +ε k +m determined by f . Now, our main theorem is following.
2 Out line of the proof of Theorem 1.1
In this section, we introduce four propositions to prove the main theorem and its proof.
]. In particular, e ikθ 2 f k,m (
].
Proof. For all z ∈ H, we note that
and
), then
Thus, we obtain
, which is not identically zero. We have
where v ρ (f ) is the order of f at ρ, and
. (see [6] )
Proof. The claim is true for k ≥ 4 and (1) implies that f can be written as the product of
Hence, the claim is also true for f . Proposition 2.4.
We will prove Proposition 2.4 in 4 and 5.
(The proof of Theorem 1.1)
). Then, Proposition 2.1 implies h(θ) is a real valued function. α(θ) is monotonically increasing on the interval [ 
Let ⌊·⌋ be the floor function and ⌈·⌉ be the ceiling function. When α(θ) moves from ⌈ 
⌋ + m − 1)π ) where 2 cos α(θ) has absolute value 2, alternating between 2 and −2 as θ increase. ).
We note that ⌊ 5k 12 ⌋+m−⌈ k 4 ⌉ = 2ℓ k +m+ε k , the main theorem follows from Propositions 2.2, 2.3, and a simple calculation.
Integral formula for f k,m
Referring to [2, p. 756] we have the following integral formula of f k,m which plays an important role in the proof of Proposition 1.2.
where q ′ := e 2πiτ and C is the circle centered at 0 in the q ′ -plane with a sufficiently small radius.
, we can rearrange the integral formula of f k,m as follows.
where A > 0 is sufficiently large. We write briefly
4 The case of ) and A ′ = 0.35. We move the countor of integration given in (4) downward to a height A ′ . As we do so, each pole τ 0 of G(τ, z) in the region defined by
will contribute a term 2πi · Res τ =τ 0 G( · , z) to the equation. The pole of G( · , z) occurs only when τ = z or
which are equivalent to z under the action of Γ + 0 (3). Then the residue theorem yields
By using (5), we can calculate Res z G( · , z) and Res−1
Res−1
By substituting (7) and (8) for (6), we have
sin θ e −2πim
cos θ e −ikθ ).
Multiplying the both side by e −2πm
sin θ e ikθ 2 , we have
Hence, the absolute value of the left hand side of (9) is bounded above by
To prove the Proposition 2.4 (a), we show the next lemma. Proof. We have used MATHEMATICA 11 for the following computation.
(a) and (b)
By Euler's pentagonal number theorem,
and by the triangle inequality,
(
, we have
sin ( and , we have
First, we estimate |j
Hence, we have
where q = e 2πiτ . Then, Euler's pentagonal number theorem implies that |α n |, |β n | ≤ 1. We show that |a n |, |b n | ≤ 2 n for all n ∈ Z ≥0 . Since, α n = n k=0 a k β n−k , we have
Then, induction on n implies |a n | ≤ 2 n . Similarly, we also have |b n | ≤ 2 n .
To calculate a lower bound for j
, we bound the derivative of <4.0200.
If we evaluate
| at the points τ 0 = n 2000 + 0.35i for −1000 ≤ n ≤ 1000, the spacing between the points is small enough that on the entire interval. When |x − 
|. Hence, we have
Second, we estimate |j
6 ) = −42, and j
e iθ ) must be monotonically increasing. Hence, we have
i ) < 106.01791
In conclusion, |j 
Then,
Hence, we can get upper bounds of s k,n and t k 1 ,k 2 ,n as follows.
(n + 1)
Therefore, we can get an upper bound of ∆ 3,r k at z and τ as follows. Hence, we have |∆ 3,r k (z)||∆ 3,14−r k (τ )| < 3.1448.
(The proof of Proposition2.4(a))
Proof. When ℓ k ≥ 0, the value of the right hand side of (10) is bounded above by e −2π(7ℓ k +18)( ) and A ′ = 0.15. We move the countor of integration given in (4) downward to a height A ′ . As we do so, each pole τ 0 of G(τ, z) in the region defined by 
By the same calculation as 4, we have
where
Res τ G( · , z)
Hence, the absolute value of the left hand side of (11) is bounded above by
To prove the Proposition 2.4 (b), we show the next lemma. (c)
To calculate a lower bound for j i ) < 1.9821
