We investigate the evolution of vortex-surface fields (VSFs) in compressible Taylor-Green flows at Mach numbers (M a) ranging from 0.5 to 2.0 using direct numerical simulation. The formulation of VSFs in incompressible flows is extended to compressible flows, and a mass-based renormalization of VSFs is used to facilitate characterizing the evolution of a particular vortex surface. The effects of the Mach number on the VSF evolution are different in three stages. In the early stage, the jumps of the compressive velocity component near shocklets generate sinks to contract surrounding vortex surfaces, which shrink vortex volume and distort vortex surfaces. The subsequent reconnection of vortex surfaces, quantified by the minimal distance between approaching vortex surfaces and the exchange of vorticity fluxes, occurs earlier and has a higher reconnection degree for larger M a owing to the dilatational dissipation and shocklet-induced reconnection of vortex lines. In the late stage, the positive dissipation rate and negative pressure work accelerate the loss of kinetic energy and suppress vortex twisting with increasing M a.
I. INTRODUCTION
The effects of the Mach number (Ma) or compressibility on vortex dynamics are important for the investigation of compressible flows [1] , such as compressible hydrodynamic instability [2] and turbulence [3, 4] . In general, the vortex dynamics in compressible flows, in which the velocity field and thermodynamic properties are coupled [5] , is more complex than that in incompressible flows owing to the strong nonlinear interactions of vortices and compressing processes such as shock waves [6] .
In early studies, the compressibility effects on the geometry of simple vortical structures were mainly investigated using experiments and theoretical analysis [7] [8] [9] . In recent decades, the Mach-number effects on the dynamics of complex vortical structures were studied facilitated by the development of numerical simulation. Moore and Pullin [10] presented that the compressibility effects reduce the speed of propagation of a vortex pair and distort vortex boundaries using the hodograph-plane numerical method. This method was then applied to the study of vortex arrays in a shock-free shear layer, and showed that the vortices shrink in size and become closer with increasing Ma [11] . Sandham [12] demonstrated that the compressibility effects delay the vortex pairing process and elongate vortex trajectories in a mixing layer using direct numerical simulation (DNS).
In particular, some important processes of compressible vortex dynamics, such as the shocklet-vortex interaction and the compressibility effects on vortex reconnection, can be investigated in detail using DNS. Virk et al. [13] studied compressible vortex reconnection of two antiparallel vortex tubes, and found that the shocklets induce the earlier occurrence of the vortex reconnection in larger Ma flows, and reduce the reconnection degree and curvature of isosurfaces of the vorticity magnitude. Hickey et al. [14] found that the compressibility effects inhibit the streamwise communication and increase the cross-wake communication of neighboring vortices in transitional high-speed planar wakes. In compressible turbulence, a series of studies of Lee et al. [15] [16] [17] showed that shocklets change the vorticity and dilatation distribution in high-Ma turbulent flows, which leads to strong shocklet-vortex interactions.
However, most of the existing studies identify the 'vortex cores' using the Eulerian vortexidentification criteria such as the vorticity magnitude and the others based on the local velocity gradient tensor. These methods can identify nonunique vortical structures owing to the subjective selection of the isocontour level, and the structures identified at different times do not have strong temporal coherence in principle.
To tackle the long-standing issue of characterizing the evolution of vortical structures, Yang and Pullin [18, 19] developed the vortex-surface field (VSF), whose isosurfaces are vortex surfaces consisting of vortex lines. This method is rooted in the Helmholtz vorticity theorem, but it can describe the Lagrangian-like evolution of vortex surfaces in viscous flows with numerical regularization. The VSF method has been applied to incompressible viscous highly-symmetric flows [19] , and transitional channel flow [20, 21] and boundary layer [22] . Numerical results on the evolution of VSFs clarify the continuous vortex dynamics in these transitional flows including vortex reconnection, rolling-up of vortex tubes, vorticity intensification, and vortex stretching and twisting from a Lagrangian perspective in terms of topology and geometry of vortex surfaces.
In order to extend the capability of the VSF, the compressible Taylor-Green (TG) flow is a good candidate for the first study of the evolution of VSFs in compressible flows, because the TG flow has the symmetries facilitating to construct exact initial VSFs, and it is a transitional flow with the major vortex dynamics such as vortex stretching, reconnection, rolling-up, and twisting. The incompressible TG flow was proposed and analyzed by Taylor and Green [23] , and investigated in detail by Brachet et al. [24, 25] using DNS. Shu et al.
[26] added the weak compressibility to the TG flow to verify the convergence of numerical schemes. Then the compressible TG flow has become a popular benchmark case for comparing accuracy and efficiency of numerical schemes [27] [28] [29] [30] [31] in the last decade. On the other hand, the Mach numbers are relatively low as the order of 10 −1 in the existing studies, so the vortex dynamics in the weakly compressible TG flows is not distinguished from that in incompressible TG flows.
In the present study, we apply the VSF to investigate the compressibility effects on the vortex dynamics in compressible TG flows at a range of Mach numbers from 0.5 to 2.0. First, we extend the formulation of the VSF method in incompressible flows to compressible flows.
Then we address three specific issues in compressible TG flows: (1) how to elucidate the interaction mechanism of the generation of shocklets and the deformation of vortex surfaces;
(2) how the compressibility affect the process of vortex reconnection; (3) how to explain the difference of the geometries of vortex tubes in low-and high-Ma flows in the late, nearly turbulent stage.
The outline of this paper is as follows. In Sec. II, we describe the VSF method in compressible flows. In Sec. III, we present the numerical method for the DNS of compressible TG flows and validate the effectiveness of the two-time method for solving the VSF equations.
In Sec. IV, we quantitatively investigate the effects of the Mach number on the evolution of VSFs in different stages. Some conclusions are drawn in Sec. V.
II. VSF METHOD IN COMPRESSIBLE FLOWS
A. Governing equations for compressible flows
The compressible flow of ideal gas without body force is governed by the three-dimensional compressible Navier-Stokes (N-S) equations
where the vector-valued quantities are
Here, the subscript j = 1, 2, 3 denotes indices in three-dimensional Cartesian coordinates, i.e., x 1 , x 2 , and x 3 are equivalent to x, y, and z, respectively, and u 1 , u 2 , and u 3 are equivalent to u, v, and w, respectively; δ ij is the Kronecker delta function, and the Einstein summation convention is applied; ρ is the density, p is the static pressure, κ is the thermal conductivity,
T is the temperature, and R is the universal gas constant. Under the perfect gas assumption, the total energy is
where γ ≡ C p /C v is the adiabatic exponent of gas as the ratio of the heat capacity C p at constant pressure to the heat capacity C v at constant volume. For compressible Newtonian flows, the viscous stress tensor is
where θ ≡ ∇·u is the dilatation, and the dynamic viscosity µ is assumed to obey Sutherland's law [32] µ = 1.4042T
with µ ∞ = 1.716 × 10 −5 kg/(m·s).
The evolution equation of the vorticity ω ≡ ∇ × u in compressible flows [6] is
where the material derivative is defined as
and ν ≡ µ/ρ is the kinematic viscosity. The dilatational term θω and baroclinic term (∇ρ × ∇p)/ρ 2 in Eq. (6) can create vorticity in compressible flows, while they are vanishing in incompressible flows.
B. Evolution equations of the VSF
The VSF φ v is defined to satisfy the constraint ω · ∇φ v = 0, so that every isosurface of φ v is a vortex surface consisting of vortex lines. The evolution equations of the VSF have been derived in incompressible flows [18] , and we extend the derivation to compressible flows.
Based on Eq. (6) and the constraint equation for the VSF [18] 
we obtain the evolution equations of the VSF for viscous compressible flows as
after some algebra, where L ν (x, t) and L c (x, t) are assumed to be regular scalar fields, and they represent the effects of viscosity and baroclinicity on the evolution of VSFs, respectively.
It is noted that Eq. (9) can be simplified to the VSF equations in incompressible barotropic flows with vanishing ∇ρ × ∇p and L c as [18] 
Then for inviscid flow with vanishing ν, Eq. (10) can be further simplified as
where φ v remains a Lagrangian scalar field in the temporal evolution and Eq. (11) represents the Helmholtz vorticity theorem [18, 33] .
The baroclinic term (∇ρ × ∇p)/ρ 2 in Eq. (9) contains the effect of compressibility on the evolution of VSFs, and the dilatation-vorticity term θω in Eq. (6) has no effect on the VSF evolution. Therefore, if we track the Lagrangian scalar as Eq. (11) Additionally, the existence and uniqueness of the solution of Eq. (9) are not satisfied [18, 34] , so appropriate numerical regularization must be introduced to restore the uniqueness of the VSF solution, which will be discussed in Sec. III B.
III. NUMERICAL METHODS

A. DNS of compressible TG flows
In the numerical implementation, Eq. (1) is non-dimensionalized by the characteristic length L, velocity U, time L/U, density ρ ∞ , temperature T ∞ , pressure ρ ∞ RT ∞ , kinetic energy ρ ∞ U 2 , sound speed c ∞ = √ γRT ∞ , dynamic viscosity µ ∞ , and heat conductivity coefficient κ ∞ . The dimensionless variables with the superscript asterisk are introduced as 
with α = P rRe(γ − 1)Ma 2 and dimensionless viscous stress tensor
and total energy
We remark that all the quantities are in the dimensionless form in following expressions.
Thus Eq. (13) is governed by four dimensionless parameters, including the Reynolds num-
adiabatic exponent of gas γ. We set P r = 0.7 and γ = 1.4, and the system is then only affected by Re and Ma.
The TG flow is a simple transitional flow in a three-dimensional periodic box [23] . The periodic box lies in 0 ≤ x, y, z ≤ 2π and the initial solenoidal velocity field [24] is
where the subscript '0' denotes the quantity at the initial time t = 0. The initial pressure
is calculated from the pressure Poisson equation with Eq. (16) . The initial temperature is set as T 0 = 1, and the initial density is ρ 0 = p 0 /T 0 .
In the DNS of compressible TG flows by solving Eq. (13), the convective terms are discretized by the hybrid compact eighth-order finite difference and seventh-order weighted essentially non-oscillatory (FD-WENO) scheme with hyperviscosity, the diffusion terms are discretized by the compact eighth-order finite difference scheme [35] , and the time integration is advanced by the third-order total-variation-diminishing (TVD) Runge-Kutta scheme [36] .
These numerical schemes have been validated to be stable and reasonably accurate for the DNS of compressible isotropic turbulence at high Ma [35] .
In the present study, the numerical cases of compressible TG flows are chosen at a moderate Reynolds number Re = 400, which is the same as that in the former study of VSFs in incompressible TG flows [19] , and at four Mach numbers Ma = 0.5, 1.0, 1.5, and 2.0 varying from weak to strong compressibility. The DNS of Eq. (13) in the periodic box is on uniform grids N 3 , and in a time period from t = 0 to t max = 10 with the time step ∆t = 5 × 10
satisfying the Courant-Friedrichs-Lewy (CFL) condition.
In order to check the grid convergence, we set the Mach number at the highest value Ma = 2.0 and test the DNS on three different numbers of grids N 3 = 128 3 , 256 3 , and 512 3 .
Flow statistics of the three runs are compiled in Table I , where the viscous dissipation ε is defined as
For an arbitrary quantity f , f denotes the volume averaging of f , f ′ denotes the rootmean-square (rms) of f in the volume, and f denotes the time averaged value from t = 0 to t = t max . Furthermore, the kinetic energy spectra E k (k) at t = 7, where k is the wavenumber, and the temporal evolution of kinetic energy E tot (t) with the three grid resolutions are plotted in Fig. 1 . We find that all the statistics in Table I 
B. Two-time method for calculating VSFs
Owing to the non-existence and non-uniqueness of the VSF solution of Eq. (9) [18, 34] , the two-time method has been developed to solve Eq. (9) with numerical regularization, which is described in Ref. [19] in detail. In this method, each time step is divided into prediction and correction steps. In the prediction step, the temporary VSF solution φ * v (x, t) that is evolved as a Lagrangian field is calculated in physical time t as
where u(x, t) is the Eulerian velocity obtained from DNS, and the temporary φ * v (x, t) can slightly deviate from an accurate VSF at each physical time step owing to the breakdown of the Helmholtz vorticity theorem in compressible viscous flows.
Then in the correction step, at a fixed physical time t, the temporary VSF φ * v (x, t) is projected on the desired accurate VSF solution φ v (x, t; τ ) and it is transported along the frozen vorticity ω(x, t) in pseudo-time τ as
where the initial condition is φ v (x, t; τ = 0) = φ * v (x, t). Finally, φ v is updated by φ v (x, t; τ = T τ ) from Eq. (20) for each physical time step, where T τ is the maximal value of the pseudotime when φ v (x, t; τ ) is converged in Eq. (20) .
In the numerical implementation of Eqs. (19) and (20) , integrations in t and τ are marched by the TVD Runge-Kutta scheme [36] , and the pseudo-time step satisfies the CFL condition based on ω [19] . The convection terms are approximated by the fifth-order WENO scheme [37] . The numerical diffusion in the WENO scheme serves as a numerical dissipative regularization for removing small-scale, nearly singular scalar structures in Eqs. (19) and (20) .
The initial VSF [19] for TG flows is φ v0 = (cos 2x − cos 2y) cos z
that satisfies the VSF constraint ω 0 · ∇φ v0 = 0. Periodic boundary conditions are applied for Eqs. (19) and (20) . The grids 512 3 for VSFs are the same as those of DNS, and TG symmetries are used to significantly reduce the computational cost for VSFs [18] .
In general, the numerical VSF solution φ v has a slight deviation from the exact VSF, and the deviation is defined by the cosine of the angle between the vorticity and the gradient of VSF solution as [18] 
In different incompressible transitional flows [19, 20] , it has been shown that |λ ω | can be controlled below 5% in the temporal evolution of VSFs from theoretical approximation and numerical experiments. In the present compressible TG flows, the temporal evolution of |λ ω | and the volume-averaged baroclinic term that can cause the violation of the Helmholtz theorem in Eq. (9) are plotted in Fig. 2 with different Mach numbers. Although the baroclinic effect becomes notable with increasing Ma, as the magnitude of |∇ρ × ∇p| is O(1) at Ma = 2.0, |λ ω | is still less than 3%. Hence, the two-time method can effectively reduce the VSF deviation to achieve reasonably accurate VSF solutions in compressible flows at high Ma.
In addition, the isosurfaces of φ v with the same isocontour level at different times should have strong time coherence to display the temporal evolution of a vortex surface. However, the boundness of φ v in the numerical implementation is not ensured for long times owing to the numerical dissipative regularization in the two-time method. Thus we renormalize the VSF for postprocessing, so that the mass of the fluid enclosed in each isosurface of the normalized VSF is enforced to be conserved during the temporal evolution. This renormalization is consistent with the Helmholtz theorem, and can be a good approximation for the flow conditions that are not very far from the requirement of the Helmholtz theorem. The normalized VSFφ v is implicitly determined from
by searching the isocontour valuesφ v = ϕ at a given time t and φ v0 at the initial time which correspond to the same fluid mass. Here, the fluid mass within an isosurface of φ v = ϕ is calculated asM
and the discretized Heaviside function [38] is
with a smoothing parameter ǫ = 1 × 10 −6 . In numerical experiments, we find that the isosurface ofφ v with a given isocontour value can reasonably describe the continuous temporal evolution of a particular vortex surface.
IV. RESULTS AND DISCUSSION
The temporal evolution of isosurfaces of the renormalized VSFφ v = 0.5 in the TG flow at Ma = 2.0 is shown in Fig. 3 . The extracted vortex surfaces are color coded by 0 ≤ |ω| ≤ 9 from blue to red. Some vortex lines are integrated from points on the isosurfaces, and we can see that they almost lie on the surfaces, which agrees with the small VSF deviation in the simulation. From the observation in Fig. 3 , we roughly divide the entire evolution of VSFs into three stages based on topological and geometrical features of vortex surfaces: (1) vortex deformation in the early stage in Figs The visualizations of the temporal evolution of VSF isosurfaces at lower Ma and in incompressible TG flows [19] also show the three stages in the VSF evolution, but they have notable differences in the quantified geometry and topology owing to the Mach number effects on vortex evolution, which will be discussed in detail in this section.
In addition, the evolution of the isosurfaces of |ω| in compressible TG flows only have slight geometric differences (not shown) from those in incompressible TG flows [24] . In the early stage of the VSF evolution during the time period of 0 ≤ t < t * , where t * is the estimated time when the vortex reconnection occurs, vortex surfaces only have geometrical deformation without topological changes. Considering the symmetries in TG flows [24] , we extract the minimum subdomain within π/2 ≤ x, y, z ≤ 3π/2 to visualize vortex surfaces for Ma = 0.5 and 2.0 at t = 2.2 in Fig. 4(a) . We find that the geometry of the vortex surfaces of Ma = 0.5 is almost identical to that in the incompressible TG flow [19] , but the vortex surfaces of Ma = 2.0 appear to be squeezed by the compressibility effect.
In order to quantify the deformation of vortex surfaces, we calculate the volume change of the fluid enclosed in closed vortex surfaces, and plot the temporal evolution of the normalized Fig. 4(b) . Here,
dV is the volume of the fluid enclosed in the isosuface ofφ v = ϕ, and V 0 is the initial volume of the fluid enclosed in the isosurface ofφ v0 = ϕ. For a VSF isosurface, V φ < 1 characterizes the volume shrinkage of a vortex surface in compressible flows. We find thatV φ is decreased with increasing Ma for a typical VSF isosurface of ϕ = 0.5, and V φ reaches the minimum at t = 2.2 for Ma = 2.0 with strong compressibility.
In high-Ma flows, shocklets with finite thickness can be generated and their dynamics are coupled with vortex surfaces, where the shocklets can be defined as the domain with θ/θ ′ < −3 [3, 13] . The evolution of shocklets during 0 ≤ t ≤ 3 at Ma = 2.0 is shown in Fig. 5 .
We find that the shocklets gradually expand and become curved. The interaction of shocklets and vortex surfaces is shown on the symmetric plane within 0 ≤ x ≤ 2π, π/2 ≤ z ≤ 3π/2 at y = π during 0 ≤ t ≤ 3 for Ma = 2.0 in Fig. 6 . The dark red region of θ/θ ′ < −3 depicts shocklets, and the solid lines represent the boundary of vortex surfaces ofφ v = 0.5. As shown in Fig. 6 , a pair of shocklets are generated near the symmetric plane at x = π, and they move in opposite directions during 0 ≤ t ≤ 3. Their major dynamics can be explained by a simplified one-dimensional model, which is discussed in detail in Appendix A. At the mean time, a pair of vortex surfaces approach to each other, which is qualitatively In order to elucidate the deformation of vortex surfaces, we apply the Helmholtz decomposition [39] to the velocity field as
where the compressive component u c is irrotational satisfying ∇×u c = 0, and the solenoidal component u s satisfies ∇·u s = 0. Fig. 7 shows the velocity component u with its compressive and solenoidal components u c and u s on the symmetric line intersected by the planes x = π and y = π at t = 2.5 for Ma = 0.5 and 2.0. In Fig. 7(a) for Ma = 0.5, u is dominated by u s , which is similar to that in incompressible TG flows. In Fig. 7(b) for Ma = 2.0, the magnitudes of u c and u s are comparable near the shocklet represented by the jump of u c or u. The opposite signs of u c near the jump imply that the shocklet appears to be a velocity sink to contract surrounding vortex surfaces during 1.5 ≤ t ≤ 2.5. 
B. Vortex reconnection during transition
Vortex reconnection is the topological change of vortex lines or surfaces by cutting and connecting in the vortex evolution [40] , and it is a critical process in transitional flows [19, 20] . In the VSF evolution, the end of the approaching vortex pair in Fig. 6 signals the incipient vortex reconnection. To quantify the reconnection, we plot the temporal evolution of the minimal distance d min [20] between the approaching vortex surfaces ofφ v = 0.5 for different Ma in Fig. 8 . We find that d min decreases as the approaching vortex motion shown in Fig. 6 , and d min = 0 occurs at the reconnection time t * = 2.75 ∼ 2.9 for different Ma when the pair of vortex surfaces merges. Moreover, we find that the reconnection occurs earlier with smaller t * for larger Ma in Fig. 8(b) , which appears to be contributed to the additional deformation of vortex surfaces induced by shocklets.
Another metric of vortex reconnection is the vorticity flux through the cross section of a closed vortex surface [20] . Without loss of generality, we consider the vorticity flux across the x-z symmetric plane at y = π between a pair of merging VSF isosurfaces of regions enclosed by VSF isosurfaces ofφ v = 0.5 on their corresponding symmetric planes.
The temporal evolution of F y and F x in Fig. 9 shows that F y decreases and The temporal evolution of the dissipation rate ε defined by Eq. (18) at different Ma is plotted in Fig. 10 , as well as its two components, namely the dilatational dissipation
µθ 2 /Re and solenoidal dissipation ε s ≡ µ|ω| 2 /Re. The dissipation rate reaches a plateau around t = 6 for Ma ≤ 1 in Fig. 10(a) , which is consistent with that in the incompressible TG flow at the same Re [19] , and the peak value of ε decreases with increasing Ma. A secondary peak of ε occurs at t ≈ 2.2 for Ma > 1, and the peak value increases with increasing Ma. The major contribution to the secondary peak for Ma > 1 is from 
Fig. 9(a).
Besides the reconnection of approaching vortex surfaces in Fig. 11(a) , we find the reconnection of vortex lines occurring on the vortex surface at Ma = 2.0 in Fig. 11(b) . The slight double arch-shaped discontinuity in the middle of the vortex surface is generated by the shocklets in Fig. 4(a) . As the shocklets move out of the vortex surface as shown in Fig. 6 (e), the discontinuity shrinks to two circles in Fig. 11(b) , and a critical point of vortex lines forms at the center of the vortex surface.
We elucidate the mechanism of the reconnection of vortex lines in Fig. 12 , where the black contour lines for the boundaries of the VSF isosurface ofφ v = 0.5, red contour line for the shocklet boundary with θ/θ ′ = −3, contours of the vorticity component ω y , and streamlines are plotted in the subdomain of π/2 ≤ x, y ≤ π on the x-z symmetric plane at y = π for Ma = 0.5 and 2.0 at t = 3. The contour of ω y is color coded by −3 ≤ ω y ≤ 3 from blue through white to red. For Ma = 0.5 in Fig. 12(a) , the streamlines are smooth and ω y is positive everywhere; for Ma = 2.0 in Fig. 12(b) , the streamlines crossing the shocklet are kinked owing to the discontinuity of the velocity normal to the shocklet. This kink changes the concavity or convexity of the streamlines at the edge of vortex surfaces at Ma = 2.0, which creates negative ω y shown by the blue contour in Fig. 12(b) and leads to the reconnection of vortex lines in Fig. 11(b) . Therefore, the change of signs of the vorticity normal to the x-z symmetric plane also diminishes the vorticity flux F y before t = t * in Fig. 9(a) , though this reconnection of vortex lines does not change the topology of vortex surfaces.
C. Vortex twisting in the late stage
After the vortex reconnection, the edge of the merged vortex surface is rolled up into vortex tubes around t = 5 for moderate and high Re, and then the tubes are persistently stretched and twisted in the late stage. The typical vortex tubes ofφ v = 0.5 at Ma = 0.5 and 2.0 at t = 7 are visualized in Fig. 13(a) , where the surfaces with small vorticity |ω| < 1, which have minor influence on flow dynamics, are cut off for clarity. We find that the geometry of the vortex tubes of Ma = 0.5 are almost identical to those in the incompressible TG flow [19] , while the vortex tubes of Ma = 2.0 are less twisted and have smaller |ω| than those in lower-Ma flows. The averaged magnitude of the scalar gradient |∇φ v | conditioned on the isosurface ofφ v = 0.5 is used to quantify the deformation of vortex surfaces. In Fig. 13(b) , the temporal evolution of |∇φ v | |φ v = 0.5 shows that the deformation of vortex surfaces is larger in the early stage at t < 4 for higher Ma owing to the additional deformation induced by shocklets, while the deformation is generally smaller in the late stage at t > 6 for higher
Ma.
The mitigation of vortex twisting is consistent with the increasing energy conversion from the kinetic energy to intrinsic energy in high-Ma flows. Taking the volume average of the energy equation in Eq. (13) yields the evolution equations of the conversion between the volume averaged kinetic energy ρk and intrinsic energy ρe as
where pθ /(γMa 2 ) is the average pressure work. The temporal evolution of ρk and pθ /(γMa 2 ) is plotted in Fig. 14 . Fig. 14(a) shows that the averaged kinetic energy decreases more rapidly for larger Ma, and the fluctuating ρk at Ma = 0.5 is caused by the fluctuating pθ in Fig. 14(b) , because the compressibility in weakly compressible flows behaves as a noise source [41] . For Ma ≥ 1.0 in Fig. 14(b) , pθ /(γMa 2 ) is negative during the generation of shocklets with 0 < t ≤ 2, and the negative peak value is comparable with ε shown in Fig. 10(a) . Then pθ /(γMa 2 ) converges to zero with small fluctuations around t > 4 after a slight positive overshoot during 2 < t < 4. Therefore, the positive averaged dissipation rate and the overall negative averaged pressure work accelerate the conversion from kinetic energy to intrinsic energy in Eq. (27) with increasing Ma. The loss of kinetic energy in high-Ma flows cannot sustain the energy cascade to small scales or the dynamical process of twisting vortex tubes.
V. CONCLUSIONS
We investigate the evolution of VSFs in compressible TG flows at different Mach numbers ranging from Ma = 0.5 to 2.0 and at Re = 400 using DNS. The evolution equation for
VSFs in viscous compressible flows shows that both viscous and baroclinic terms can drive the Lagrangian scalar evolution to deviate from the VSF evolution as the violation of the Helmholtz vorticity theorem, but the two-time method can effectively reduce the deviation to achieve very small VSF errors |λ ω | < 3% in numerical VSF solutions even in high-Ma The present study demonstrates that the VSF method is applicable to compressible flows.
In future work, this method can be applied to investigate the continuous evolution of vortical structures in hydrodynamic instabilities in compressible flows, such as the RichtmyerMeshkov instability. [24] , is simplified as
by ignoring the viscous term, where the vector-valued quantities are
with θ yz (x, t) = ∂v ∂y (x, t) + ∂w ∂z (x, t).
Here the subscripts 't' and 'x' denote partial derivatives of t and x, respectively. Compared with the one-dimensional Euler equations, the nonhomogeneous term f in Eq. (A1) represents the three-dimensional effects in the compressible TG flow on the one-dimensional model.
We divide the time period [0, t] into N t uniform intervals δt = t/N t = t j+1 − t j , j = 0, 1, 2, · · · , N t . Letting U (x, t j ) be the solution of Eq. (A1) at t = t j , we use the operator splitting method [42] to solve Eq. (A1) at t > t j . First ignoring the nonhomogeneous term f yields the one-dimensional Euler equations as    U t + F x = 0, U (x, t = t j ) = U (x, t j ).
Its solution
at t = t j+1 can be obtained by numerical calculation.
Next, we add the nonhomogeneous term f into Eq. (A4) and update the initial condition
U (x, t = t j ) = U (x, t j+1 ).
Assuming θ yz (x, t) is a known source term, which can be extracted from the DNS result, the solution of Eq. (A6) is U (x, t j+1 ) = U (x, t j+1 )e −θyz(x,t j )δt .
Finally, we obtain the solution of Eq. (A1) as U (x, t) = lim 
by the superposition principle [43] . In Eq. (A8), U (x, t) is contributed from the product of U (x, t) and a decaying function e −θyz(x,t)δt . Compared with the one-dimensional Euler equations, the temporal evolution of Eq. (A1) is inhibited in the domain with positive θ yz (x, t), or enhanced with negative θ yz (x, t). 
In the domain of π/2 ≤ x ≤ 3π/2, ∂u 0 (x)/∂x < 0 implies that the fluid tends to move towards the center at x = π in Eq. (A4). This converging motion generates a shock wave at the center x = π, and then the accumulated pressure and density at the center drive the central shock wave to split into two moving in opposite directions.
We compare the temporal evolutions of the velocity component u calculated from DNS and modeling at Ma = 2.0 on the symmetric line intersected by x = π and y = π planes. 
