In the strongly connected spanning subgraph (SCSS) problem, the goal is to find a minimum weight spanning subgraph of a strongly connected directed graph that maintains the strong connectivity. In this paper, we consider the SCSS problem for two families of geometric directed graphs; t-spanners and symmetric disk graphs. Given a constant t ≥ 1, a directed graph G is a t-spanner of a set of points V if, for every two points u and v in V , there exists a directed path from u to v in G of length at most t · |uv|, where |uv| is the Euclidean distance between u and v. Given a set V of points in the plane such that each point u ∈ V has a radius r u , the symmetric disk graph of V is a directed graph G = (V, E), such that E = {(u, v) : |uv| ≤ r u and |uv| ≤ r v }. Thus, if there exists a directed edge (u, v), then (v, u) exists as well.
Introduction
A directed graph is said to be strongly connected if it contains a directed path from every node to any other node. Given a directed graph 
G.
In the strongly connected spanning subgraph (SCSS) problem, one has to find a minimum weight spanning subgraph of a strongly connected directed graph that maintains the strong connectivity. The SCSS problem is a basic network design problem [6] and is known to be NP-hard [4, 8] . The NP-hardness can be shown by a simple reduction from the Hamiltonian cycle problem.
For unweighted directed graphs (i.e., all edges have weight 1), Khuller et al. [10, 11] proposed a polynomialtime 1.61-approximation algorithm for the SCSS problem. Later, Vetta [16] presented a polynomial-time approximation algorithm achieving an approximation ratio of 3/2. Zhao et al. [17] gave a linear-time 5/3-approximation algorithm. For weighted directed graphs, Frederickson and JáJá [6] studied the SCSS problem and presented a linear-time algorithm achieving an approximation ratio of 2.
Given a set V of points in the plane such that each point u ∈ V has a radius r u , the symmetric disk graph of V is a directed graph → G= (V, → E), such that → E= {(u, v) : |uv| ≤ r u and |uv| ≤ r v }, where |uv| is the Euclidean distance between u and v. The weight of an edge (u, v) ∈ → E (denoted by wt(u, v)) is some polynomial function on |uv|. This weight function is typically used in wireless networks, where wt(u, v) = |uv| α , for 1 ≤ α ≤ 5.
Given a set V of points in the plane and a constant t ≥ 1, a directed graph → G is a (geometric) t-spanner of V if, for every two points u and v in V , there exists a directed path from u to v in → G of length at most t · |uv|. In this paper, we focus on the SCSS problem for symmetric disk graphs and t-spanners. We present a 3 2 -approximation algorithm for the SCSS problem for symmetric disk graphs. Then, we extend this algorithm to obtain a 3 4 (t + 1)-approximation algorithm for the SCSS problem for t-spanners. Our approximation algorithms are based on Christofides' algorithm for the traveling salesman (TSP) problem.
Actually, our approach provides a G that is strongly connected, the goal is to find a minimum weight strongly connected spanning subgraph of
The TSP is defined as follows. Given a weighted complete graph on n nodes, the goal is to find a tour, i.e., a th Canadian Conference on Computational Geometry, 2015 simple cycle spanning all the nodes, of minimum weight. Shani and Gonzalez [14] proved that the TSP problem is NP-Complete. In the metric TSP, the weight function of the edge set forms a metric, i.e., the weight function satisfies the triangle inequality; despite this restriction the problem remains NP-hard. A 2-approximation algorithm based on utilizing a minimum spanning tree was proposed in [13] . Christofides [1] improved the algorithm by also utilizing a minimum weight perfect matching, and achieved a 3/2-approximation algorithm.
A connected graph G = (V, E) is called k-edgeconnected if, for each subset E ⊆ E of size at most k − 1, the graph G = (V, E \ E ) is also connected. In the k-edge-connectivity problem, the goal is to find a minimum weight spanning subgraph of G that is kedge-connected. The k-edge-connectivity problem has applications in network reliability (besides its theoretical interest), since it ensures that even when k − 1 links fail , the network remains connected.
The 2-edge-connectivity problem is known to be MAX-SNP-hard [2, 5] , as is the unweighted version in which the objective is to minimize the number of edges of the subset. For unweighted graphs, Vempala and Vetta [15] presented a 4/3-approximation algorithm for the 2-edge-connectivity problem. Jothi et al. [9] improved this result by describing a 5/4-approximation algorithm for the 2-edge-connectivity problem. The 3-approximation algorithm for the 2-edge-connectivity problem in weighted graphs that follows from the approximation algorithm of Frederickson and JáJá [6] for the bridge augmenting connectivity problem, was afterwards improved to 2 by Khuller and Vishkin [12] . For weighted complete graphs whose cost function satisfies the triangle inequality, Frederickson and JáJá [7] presented 3/2-approximation algorithm for the 2-edgeconnectivity problem. For complete Euclidean graphs in R d this problem admits a PTAS [3] .
At first glance, the SCSS problem in symmetric disk graphs looks equivalent to the 2-edge-connectivity problem in undirected graphs, since any solution for the 2-edge-connectivity problem is also a solution for the SCSS problem. However, the weight of an optimal solution for the 2-edge-connectivity problem can be Ω(n α−1 ) times the weight of an optimal solution for the SCSS problem, where the weight of an edge (u, v) is |uv| α and α ≥ 1., as illustrated in Figure 1 .
The rest of this paper is organized as follows. In Section 2, we give a α , where wt(u, v) = |uv| α .
The SCSS problem in symmetric disk graphs
Given a strongly connected symmetric disk graph
is strongly connected. Let OP T denote the weight of R * , i.e., the total weight of the edges in R * . In this section,
we present an algorithm that computes a set R ⊆ → E, such that the graph G R = (V, R) is strongly connected and the weight of R is at most G contains a cut pair, then this pair separates the SCSS problem into two independent SCSS subproblems that can be approximated by the proposed algorithm. Moreover, cut pairs must be in any feasible solution for the SCSS problem, and, in particular, in any optimal solution. Therefore, from now on, we assume that no cut pairs exist in
, is an undirected complete graph over V , where the weight of an edge {u, v} is wt(δ→ u) ), and therefore, the weight function of the SP G( → G) is well defined, and it forms a metric.
Our algorithm applies the well known Christofides' algorithm (for the TSP problem) on SP G(
Christofides' algorithm finds two edge sets, a minimum spanning tree of SP G( → G) and a minimum weight perfect matching in the complete graph over the nodes of odd degree in the minimum spanning tree. The graph that consists of these two edge sets is connected and all its nodes are of even degree, therefore, it contains an Eulerian cycle. Due to the triangle inequality, the Eulerian cycle can be relaxed into a Hamiltonian cycle (by "shortcutting" whenever a node is revisited) without increasing its weight. It has been shown that the approximation ratio of this algorithm is 3/2 [1] .
Then, in Section 2.1 we bound the weight of R with respect to OP T .
2: compute a solution T for the TSP in SP G( → G) using Christofides' algorithm 3: direct T arbitrarily and denote this directed tour by
It is not hard to see that the running time of Algorithm 1 is polynomial (O(n 3 )), and the resulting graph G R = (V, R) is strongly connected.
Approximation ratio
Let R * be an optimal solution for the SCSS problem
, let OP T denote the weight of R * , and let R be the set obtained by Algorithm 1. In this section, we prove that the weight of R (i.e., wt(R)) is at most
Lemma 1 If all the nodes in G R * are of even degree, then wt(R) ≤ In general, the inequality wt(T * ) ≤ OP T does not hold without the restriction of even degree on the nodes in G R * . To see this, consider the example in Figure 2 . The weight of any optimal solution T * for the TSP in Lemma 2 Let G ∆≤3 = (V, E) be a 2-edge-connected undirected graph whose maximum degree is 3. Then, G ∆≤3 contains a path composed of edges
We call such a path a chord.
Proof. We show the existence of such a chord using a constructive method. In each iteration i, we maintain a 2-edge-connected component C i and extend C i via an unexplored node v * ∈ C i of degree 3. Initially, i = 0, C i is a cycle, and v * ∈ C i is a node of degree 3. Let P i be a path connecting v * to a node u ∈ C i that is edge disjoint from C i (such a path exists since otherwise G ∆≤3 is not 2-edge-connected). If the inner nodes of P i are of degree 2 then P i is a chord, and we are done. Otherwise, P i contains a node w of degree 3. Let C i+1 = C i ∪ P i and set v * to be w. Repeat this procedure until a chord is th Canadian Conference on Computational Geometry, 2015
found. This procedure halts, since in each iteration a new node v * of degree 3 is explored.
Lemma 3 Let P be a simple path composed of vertices V p = {v 1 , v 2 , . . . , v k } and edges
There exists a perfect matching M p in P of the nodes in V p except for at most the two end-vertices v 1 and v k , i.e., V p \ W , where W ⊆ {v 1 , v k }, such that the weight of M p is at most half of the weight of P .
Proof. The correctness follows from the pigeonhole principle for both cases of the parity of k.
• If k is odd, then one of the two matchings
half of the weight of P .
• If k is even, then one of the two matchings
)} is at most half of the weight of P .
Lemma 3 yields the following corollary.
Corollary 4 Let P , E p , and V p be as in Lemma 3, and let V p ⊆ V p . There exists a perfect matching M p of the nodes in V p ∪ {v 1 , v k } \ W , where W ⊆ {v 1 , v k }, such that the weight of M p is at most half of the weight of P , where the weight of an edge {v i , v j } in M p is the weight of the subpath between v i and v j in P .
Let T be the minimum spanning tree of SP G( → G) that is found during Christofides' algorithm. Let V odd be the set of nodes of odd degree in T , let G odd = (V odd , E odd ) be the (complete) subgraph of SP G( → G) induced by V odd (E odd is the set of all edges of SP G( → G) having both endvertices in V odd ), and let M denote a minimum weight perfect matching of G odd . Recall that R * is an optimal solution for the SCSS problem in → G of weight OP T . In the following, we bound the weights of T and M with respect to OP T .
Lemma 5 wt(T ) ≤ OP T .
Proof. Since the graph G R * = (V, R * ) is a spanning subgraph of → G that is strongly connected, the undirected graph G R * of G R * contains a spanning tree T of weight at most OP T . Let {u, v} be an edge in T such that, w.l.o.g., it is the undirected edge of (u, v) in G R * . Since Proof. Let G = (V , R ), where V ⊆ V and R ⊆ R * , be the minimum weight subgraph of G R * = (V, R * ), in which the nodes of V odd are strongly connected. Clearly, wt(R ) ≤ OP T . We first show that G can be converted to a graph G ∆≤3 (i.e., a 2-edge connected undirected graph with degree at most 3) whose weight is equal to wt(G ), and thus, wt(G ∆≤3 ) ≤ OP T . Then, we show that there exists a perfect matching M of V odd in G ∆≤3 , such that wt(M ) ≤ u, v) . Notice that G is a 2-edge connected undirected graph with the same weight as G , and the minimum degree of each node in G is 2. Moreover, if G contains two edges {u, v} and {u, v} , then the nodes u and v are a cut pair in G . We show how to convert G to G ∆≤3 . First, while there exists a node u of degree greater than 3 in G that is incident to two edges {u, v}, {u, v} , select an adjacent node w = v of u in G . Add the edge {v, w} of weight wt({u, v}) + wt({u, w}) to G , and remove the edge {u, w} and {u, v} from G . At this stage, G does not contain any cut pairs, i.e., if the number of vertices in G is greater than two, then there is no node u in G that is incident to two edges {u, v}, {u, v} .
Next, while there exists a node u of degree greater than 3 in G , select an adjacent node w of u in G . Since G is 2-edge connected undirected graph, there is a path P wu = (w, . . . , w , u) in G from w to u which is different from the edge {w, u}. Notice that w is the last node before u in this path P wu , and let v / ∈ {w , w} be a node that is adjacent to u in G . Add the edge {v, w} of weight wt({u, v}) + wt({u, w}) to G , and remove the edges {u, v}, {u, w} from G .
The obtained graph is 2-edge connected undirected graph. Since, in each iteration, the degree of one node is reduced (by two), and the degree of the other nodes remains the same, this routine ends. Moreover, for each edge that is added to the graph, two edges with equal total weight are removed and, thus, the weight of the graph G is preserved. At the end of this routine, set G ∆≤3 to be G .
We now show that there exists a perfect matching M of V odd in G ∆≤3 , such that (i) each edge in M corresponds to a path in G ∆≤3 ; (ii) the weight of each edge e ∈ M is equal to the weight of the corresponding path of e in G ∆≤3 ; and (iii) wt(M ) ≤ let P = (V P , E P ) be a chord in G temp /* Such P exists by Lemma 2 */
4:
let U be the set of the two endvertices of P 5:
let M chord be a perfect matching in P of the nodes in V P ∪ U \ W , where W ⊆ U , such that wt(M chord ) ≤ 
/* Remove all inner nodes of P and their incident edges from Gtemp */
9:
for each v ∈ U such that {v i , v} ∈ M chord do 10: let p and q be the two nodes adjacent to v that are not in P 11:
add the edge {p, q} to G temp
13:
set wt({p, q}) to be wt({p, v}) + wt({v, q}) 14: remove v and its incident edges from G temp
15:
else 16: let P vi,v be the path from v i to v in P that corresponds to the edge {v i , v} return M a 2-edge-connected graph with nodes of degree 2, i.e., a cycle C. The number of nodes in V odd is even, and while removing a chord from G temp , an even number of nodes from V odd are removed. Therefore, C contains an even number of nodes from V odd . In the following we bound the weight of M obtained by Procedure 2. The weight of the matching found at Line 6 is at most 1 2 · wt(P ). Thus, at Line 7, we add to M at most half of the weight of the path P . Then, at Line 8, the edges of P are removed from G temp , and these edges are not charged again. Clearly, the same bound holds for the matching that is found at Line 20. Thus, the weight of M is bounded by half of the weight of the edge set of G ∆≤3 , i.e., wt(M ) ≤ 1 2 · wt(G ∆≤3 ). Consider a node v / ∈ V odd such that {v i , v} ∈ M chord in some iteration j of the while loop. Notice that the weight wt({v i , v}) is charged in this iteration, even though the edge {v i , v} is not added to M . This is done to compensate that later, in some iteration j > j, the node v i is matched to some node v l ∈ V odd , and the weight wt({v i , v l }) corresponds to the weight wt({v, v l }) (see Lines 18 or 19). Therefore, the weight wt({v i , v l }) might not include the weight wt({v i , v}). However, as mentioned, this does not affect the bound on the weight of the matching M , since the weight wt({v i , v}) has already been charged in the iteration j.
In order to prove the lemma, we generate a perfect matching M * in G odd based on M . For each edge {v i , v j } ∈ M , we add to M * the edge {v i , v j } of G odd . Each edge {v i , v j } has a corresponding path from v i to v j in G ∆≤3 , i.e., an equivalent (in weight) path from v i to v j in → G, and, therefore, the weight of the edge {v i , v j } in M is an upper bound on the weight of the edge {v i , v j } in G odd , so, wt(M * ) ≤ wt(M ). Recall that wt(G ∆≤3 ) ≤ OP T . To sum up, we found a perfect matching in G odd of weight at most half of the weight of R * . Clearly, the weight of the perfect matching found is an upper bound on the weight of a minimum one, M. Thus, we have wt(M) ≤ wt(M * ) ≤ wt(M ) ≤ 
