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We report on the kinetics of a low-temperature gas of indirect excitons in the optically-induced
exciton trap. The excitons in the region of laser excitation are found to rapidly — within 4 ns — cool
to the lattice temperature T = 1.4K, while the excitons at the trap center are found to be cold —
essentially at the lattice temperature— even during the excitation pulse. The loading time of excitons
to the trap center is found to be about 40 ns, longer than the cooling time yet shorter than the lifetime
of the indirect excitons. The observed time hierarchy is favorable for creating a dense and cold exciton
gas in optically-induced traps and for in situ control of the gas by varying the excitation profile in
space and time before the excitons recombine.
PACS numbers: 73.63.Hs, 78.67.De, 05.30.Jp
The modern advent of optical and magnetic trapping
of atomic gases [1, 2, 3, 4] has led to the observation
of new states of matter such as Bose-Einstein conden-
sates (BEC) in atomic gases [5, 6] and atomic degenerate
fermi-gases [7]. Optical trapping allowed the creation of
a variety of potential reliefs for atoms, including optical
lattices [8, 9], and control of these reliefs in situ. One of
the most important characteristics, which is crucial for
the observation, probe, and control of these new states,
is the trap loading time. Apparently, studies of the de-
generate gases in the traps require the fast loading of
the gases to the trap, preferably on a timescale less than
their lifetime in the trap. For the typical optical traps,
the loading times of the degenerate atomic gases are on
the order of a few tens of seconds while their lifetimes in
the trap are on the order of a few seconds [10, 11].
The system of excitons offers an opportunity to study
degenerate Bose-gases in trap potentials in semiconduc-
tor materials. Their low mass results in a high temper-
ature of quantum degeneracy for excitons TdB, on the
order of 1 K [12]. For instance, for excitons in a quan-
tum well TdB = 2pi~2n2D/(mgkB) ≃ 3K at the exciton
density per spin state n2D/g = 1010 cm−2. Exciton gases
with temperatures well below 1 K and densities higher
than 1010 cm−2 can be realized in coupled quantum well
(CQW) structures [13]. The indirect excitons in CQWs
can cool down to these low temperatures due to their
long lifetimes and high cooling rates [14].
Indirect excitons in CQW can be confined by a vari-
ety of trapping potentials including strain-induced traps
[15, 16, 17], traps created by laser-induced interdiffusion
[18], electrostatic traps [19, 20, 21, 22], magnetic traps
[23], and optically-induced traps [24]. Two of these trap
types — the electrostatic and optically-induced traps —
show promise of rapid and effective control of the exci-
tons by varying in space and time the gate voltage pat-
tern and the laser intensity pattern, respectively. Con-
trol of excitons by varying the electrostatic potential on
a time scale much shorter than the exciton lifetime was
recently demonstrated [25]. This indicates the feasibil-
ity of studying excitons in controlled electrostatic traps.
However, the timescale of exciton control in an optically-
induced trap remained unknown before this work.
In this paper, we present the first studies of the spatial
and spectral kinetics of excitons in the optically-induced
trap. The results demonstrate a rapid loading of the trap
by cold excitons on a timescale less than the exciton life-
time and prove the feasibility of accumulating a spatially
confined dense and cold exciton gas as well as the rapid
in situ control of excitons in the traps.
The experimental measurements were performed us-
ing time-resolved imaging with 4 ns time-resolution and
2µm spatial resolution. The excitons were photogener-
ated using rectangular laser excitation pulses emitted by
a pulsed semiconductor laser diode at 635nm. The pulse
duration was 500 ns, the edge sharpness < 1 ns, and the
repetition frequency 1MHz. The period and duty cy-
cle were chosen to provide ample time for the exciton
gas to reach equilibrium during the laser pulse and to
allow complete decay of the indirect exciton photolu-
minescence (PL) between the pulses. The pulses were
patterned into a laser excitation ring with a diameter of
30µm and a ring thickness following a Gaussian profile
of FWHM = 2σ ≃ 10µm using a shadow mask. This
ring-shaped laser excitation created the in-plane spatial
confinement of cold indirect excitons by exploiting their
mean-field repulsive interaction, which forms the trap-
ping profile [24]. Time-dependent spatial x–y and spec-
tral Energy–y PL images were acquired by a nitrogen-
cooled CCD camera after passing through a time-gated
PicoStar HR TauTec intensifier with a time-integration
window of 4 ns. For x–y imaging, an interference filter,
chosen to match the indirect exciton energy exclusively,
is placed in the optical path before the time-gated inten-
sifier. In this manner, both the high intensity low-energy
bulk emission and direct exciton emission are removed.
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Fig. 1 FIG. 1: Time resolved images of laser-induced trapping of ex-
citons collected by a photogated CCD. (a)-(d) x–y plots of the
PL intensity from indirect excitons collected at delays of 4,
16, 28, and 40 ns relative to the start of 535 nm pulsed laser
diode excitation in a 30µmdiameter ring on the CQW sample.
The time-integration window for each image is 4 ns. Average
excitation power Pex = 75µW. Bath temperature Tb = 1.4K.
Vg = 1.2V.
The spectral filtering and time-gated imaging combine
to allow the direct visualization of the intensity profile of
the indirect exciton emission in spatial coordinates as a
function of delay time τ (see Fig. 1a-d). The time depen-
dent measurements of the indirect exciton spectra were
acquired by placing the time-gated intensifier and CCD
after a single grating spectrometer.
The CQW structure used in these experiments was
grownbymolecular beamepitaxy and contains two8 nm
GaAs QWs separated by a 4nm Al0.33Ga0.67As barrier
(details on the CQW structures can be found in [13]).
Indirect excitons in the CQW structure are formed from
electrons and holes confined to different QWs. Separa-
tion between the electron and hole layers in the CQW
structure causes the optical lifetime τopt of the indirect
excitons to exceed that of regular direct excitons by or-
ders of magnitude and is τopt ≃ 50 ns at Vg = 1.2V for
the studied CQW sample. The exciton density profile
was estimated from the measured exciton energy pro-
files in E–y coordinates using the relation between the
energy and density of the indirect excitons δE = u0n2D,
where u0 = 4pie2d/εb [26, 27, 28, 29]. For the studied
CQW sample εb = 12.9 and d = 11.5nm [13].
The kinetics presented in Fig. 2c-d demonstrate that
the exciton pattern reaches a stationary state and, there-
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FIG. 2: Kinetics of the indirect exciton PL profile following the
onset of the ring-shaped laser excitation pulse. The measured
(a) and calculated (b) cross-sections of the indirect exciton PL
across the diameter of the laser excitation ring as a function of
time. The measured (c) and calculated (d) indirect exciton PL
intensity at the ring center (blue circles) and in the area of the
laser excitation ring (red triangles) as a function of time. The
time-integration window for each profile (a,b) and point (c,d)
is 4 ns. τ = 0 and τ = 500 ns correspond to the onset and ter-
mination of the rectangular laser excitation pulse, respectively.
Left inset: The ring-shaped laser excitation profile. Right in-
set: The calculated radial dependence of the exciton diffusion
coefficient for different time delays. Average excitation power
Pex = 75µW. Bath temperature Tb = 1.4K. Vg = 1.2V.
fore, the trap loading is completed within about 40 ns.
Thus the trap loading time is about the lifetime of in-
direct excitons in this CQW sample (see Fig. 3c). Note
that in another CQW sample with a larger separation
between the electron and hole layers the lifetime of in-
direct excitons reaches several microseconds [25], which
is much larger than the trap loading time reported here.
However, trap loading on a time scale comparable to
the lifetime in the trap is already favorable for studies of
confined degenerate gases [10, 11].
Furthermore, for the excitation power used in the ex-
periments, the density of excitons at the trap center
reaches n2D ≃ 1.4 × 1010 cm−2 within 40 ns. As shown
below, the exciton gas is cold, essentially at the lattice
temperature, within the area ∼ 100µm2 around the trap
center. Therefore, ∼ 104 cold excitons are loaded to the
trap over the course of 40 ns. The corresponding collec-
tion rate of cold excitons to the optically-induced exciton
trap exceeds 1011 excitons/second.
In order to model the experimental data we use the
coupled drift-diffusion and thermalization equations for
3the exciton effective temperature T and density n2D:
∂n2D
∂t
= ∇
[
Dx∇n2D + µxn2D∇(u0n2D)
]
−
n2D
τopt
+ Λ, (1)
∂T
∂t
=
(
∂T
∂t
)
n2D
+ Spump + Sopt , (2)
where Dx, µx, τopt = τopt(n2D,T) and Λ = Λ(r‖, t) are
the diffusion coefficient, mobility, optical lifetime and
generation rate of indirect excitons, respectively [29, 30].
The term (∂T/∂t)n2D describes cooling of indirect excitons
due to their couplingwithbulkLA-phonons [31], and the
terms Spump and Sopt refer to heating of indirect excitons
by the laser field and recombination heating or cooling
of the particles, as detailed in Ref. [30]. The stationary
solution of these equations for laser induced traps is
discussed in Ref. [30]. In the present work, Eqs. (1)-(2)
are analyzed to model the trapping kinetics, i.e., in the
space and time domain.
The effective n2D-dependent screening of the disorder
potential Urand(r‖) by dipole-dipole interacting indirect
excitons is crucial for the drastic decrease of the time
needed to fill up the optically-induced trapwith indirect
excitons. The thermionic model, derived from Eq. (1)
for a long-range correlated disorder potential, yields the
effective diffusion coefficient:
Dx = D
(0)
x exp
[
−
U(0)
kBT + u0n2D
]
, (3)
where U(0) = 2〈|Urand(r‖) − 〈Urand(r‖)〉|〉 and D
(0)
x is the
in-plane diffusion coefficient in the absence of CQWdis-
order [29].
By using Eq. (3), the time τtrav required for an indirect
exciton to travel from the boundary of an annular trap
of radius R to its center is estimated as
τ(1)trav =
R2
D
(0)
x
eU
(0)/kBT for kBT ≫ u0n2D , (4)
τ(2)trav =
R2
D
(0)
x
kBT
u0n
(0)
2D
eU
(0)/(u0n
(0)
2D
) for kBT ≪ u0n2D , (5)
where n
(0)
2D
is the density of photoexcited indirect ex-
citons at the boundary of the trap, and the first, low-
density limit (n2D < 109 cm−2) refers to the unscreened
disorder potential, while the second, high-density limit
(n2D ≥ 10
10 cm−2) deals with effective mean-field screen-
ing of Urand(r‖). In the low-density limit, the excitons are
essentially localized by disorder, the diffusion coefficient
is small, Dx = D
(0)
x exp[−U
(0)/(kBT)] ∼ 0.1 cm2/s, and the
in-plane transport of excitons out of the excitation spot
cannot be seen because in this case τ(1)trav ≫ τopt. In con-
trast, for kBT ≪ u0n2D the diffusion coefficient is large,
Dx = D
(0)
x exp[−U
(0)/(u0n2D)] ∼ 10 cm2/s, giving rise to
the drastic decrease of the characteristic travel time τtrav:
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FIG. 3: Indirect exciton PL following the termination of the
ring-shaped laser excitation pulse. The measured (a) and cal-
culated (b) cross-sections of the indirect exciton PL across the
diameter of the laser excitation ring as a function of time. The
measured (c) and calculated (d) indirect exciton PL intensity
at the ring center (blue circles) and in the area of the laser
excitation ring (red triangles) as a function of time. The time-
integrationwindow for each profile (a,b) and point (c,d) is 4 ns.
τ = 0 and τ = 500 ns correspond to the onset and termination
of the rectangular laser excitation pulse, respectively. Inset:
The calculated temperature across the ring diameter in the be-
ginning of the laser excitation pulse at τ = 4 ns (blue), in the
stationary regime achieved during the 500 ns-long excitation
pulse about 40 ns after its start τ = 48 to 500 ns (black), and 4 ns
after the termination of the laser excitation pulse at τ = 504 ns
(green). Average excitation power Pex = 75µW. Bath tempera-
ture Tb = 1.4K. Vg = 1.2V.
According to Eqs. (4)-(5), τ(2)trav = βτ
(1)
trav ≪ τ
(1)
trav with the
dimensionless smallness parameter β ∼ 10−3 − 10−5 (for
T ∼ 1K, U0 ∼ 1meV, and n2D ∼ 10
10 cm−2). The tran-
sition from localized to delocalized indirect excitons is
indeed observed with increasing density [24, 30, 32].
The calculated change of the exciton diffusion coeffi-
cient, due to screening of CQWdisorder, is shown in the
right inset of Fig. 2. A drastic increase ofDxwith increas-
ing n2D is consistent with the above estimates. For our
experiments, evaluations with Eq. (5) yield τ(2)trav ≃ 4.6 ns
against τopt ≃ 50 ns, i.e., the condition τ
(2)
trav ≪ τopt is
clearly met.
The numerical simulations were done by using con-
trol parameters consistent with those found in our
previous studies [14, 24] of similar structures: u0 =
1.6 × 10−10meVcm2, U(0) = 1.2meV, D(0)x = 35 cm
2/s,
m = 0.215m0 (m0 is the free electron mass), Ex = 1.55 eV,
and the deformation potential of exciton – LA-phonon
4interaction DDP = 6.5 eV. As can be seen in Figs. 2 and
3, the measured and calculated kinetics of the exciton
spatial patterns are in quantitative agreement.
When the laser pulse is switched off, a jump in the exci-
tonPL is observed in the regionof laser excitation (Fig. 3).
As shown in the previous studies [33], only low-energy
excitons with the kinetic energy from the radiative zone,
E < E0 ≃ E2xεb/(2mc
2), are optically active. The PL-jump
is caused by the increase of the radiative zone popula-
tion, due to the cooling of high-energy optically-dark
excitons after abruptly switching off the laser excitation
[14]. The time-resolved imaging experiments show that
the PL-jump is observed only in the region of laser ex-
citation, where indirect excitons are effectively heated
by the laser field. In this region, after switching off the
laser excitation (Fig. 3), the excitons rapidly cool down
to the lattice temperature Tb = 1.4Kwithin 4 ns, the time
resolution of the current experiments. The calculated
cooling (i.e. thermalization) time is τth ≃ 0.2 ns. Both
the experiment and calculations show that the exciton
cooling time to the lattice temperature is much shorter
than the exciton lifetime τopt ≃ 50 ns.
More importantly, the data show no PL-jump at the
trap center (Fig. 3). This proves that the excitons at the
trap center are cold, essentially at the lattice temperature
Tb, even in the presence of the excitation pulse. The nu-
merical simulations of the exciton temperature profile,
T = T(r‖), plotted in the inset of Fig. 3 for various time
delays, are consistent with this observation. The hierar-
chy of times, τth ≪ τtrav ≪ τopt, results in complete ther-
malization of indirect excitons during their travel from
the boundary of the optically-induced trap to its center,
where heating from the laser excitation is negligible.
In conclusion, we have found that the characteristic
loading time of an optically-induced trap with cold ex-
citons is on the scale of tens nanoseconds. The observed
hierarchy of times (exciton cooling time) < (trap load-
ing time) < (exciton lifetime in the trap) is favorable for
creating a dense and cold exciton gas in the optically-
induced traps and its in situ control by varying the ex-
citation profile in space and time before the exciton re-
combination.
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