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Abstract
The theoretical design and photophysical characterization of fully-organic material con-
cepts, pushing future white organic light-emitting diode (OLED) applications under the
aspects of performance, lifetime and intellectual property, were the pursued prime topic
of this work.
As the third generation of luminescent materials, thermally activated delayed fluorescence
(TADF)-type compounds have great potential as emitter molecules in OLEDs allowing for
electro-fluorescence with 100% internal quantum efficiency.
For organic electronics, the general wide range of applications from OLEDs, bio-
fluorescence imaging to sensor technologies and photonic energy storages roots on
the enormous variety of organic materials. Especially in the field of metal- free aromatic
designs, the range of possible materials showing diverse triplet harvesting effects is im-
mense, making material development a highly complex task.
Firstly, initial efforts in the understanding of the basic concepts behind TADF will be high-
lighted. A rational design strategy for TADF materials will be illustrated on an innovative
material series based on phenylcarbazoles. A reasonable branch of isomers are theoret-
ically constructed and slight stoichiometric modifications are performed to understand
how molecular structure and intramolecular steric hindrance affects reverse intersystem
crossing (RISC), while simultaneously revealing the strategy for deep blue TADF. An in-
depth analysis of the photophysical properties reveal the density of charge-transfer states
as a key-parameter for emerging TADF, enabling to out-compete non-radiative decay pro-
cesses while providing sufficient radiative strength in the singlet manifold. The rational
design of a bluish green TADF material called 5CzCF3Ph providing CIEy ≤ 0.4 is demon-
strated, enabling peak EQE values of 12.1 % with a promising LT50 of 2 hrs at 500 cd ·m−2
(cf. Notation).
The photophysics of five newly designed trimeric donor (D)-acceptor (A)-donor (D) type
material compounds (cf. Abbreviations), analogue concepts to the known emitter DMAC-
DPS (cf. Chemical Abbreviations), highlight the importance of intramolecular electronic
couplings between adjacent triplet states for adiabatically-driven TADF, revealing the
mechanism of local type triplet state perturbations on 3CT states. The most promising
candidate (DMAC-PTO-DMAC) is disclosed and in turn optimized to meet required con-
ditions for deep blue TADF light emission. Ultimately, a deep blue luminescent material
called isoDMAC-PTO is developed, featuring CIE coordinates of (0.16, 0.14) with an overall
quantum yield of ΦPL = (86.4±0.5)%.
Subsequently, the focus switches to the fundamental understanding of the underlying
mechanism giving rise to TADF in small molecules, leaving the scope of deep blue emis-
sion. While investigating the photophysical properties of a synthesized donor (D)-acceptor
(A) type thermally activated delayed fluorescence (TADF) emitter named methyl 2-(9,9-
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dimethylacridin-10-yl)benzoate (DMAC-MB), it is possible to identify the excited state dy-
namics mediating the spin-flip process and hence the reutilization of non-radiative triplet
states allowing for an internal quantum efficiency approaching unity. As experimentally
observed by detailed temperature- and time-dependent transient photoluminescence (PL)
measurements and consolidated by comprehensive quantum-chemical considerations,
excited state configuration interaction by non-adiabatic couplings are anticipated as key
property behind triplet upconversion in the vicinity of conical intersections, contributing
to recent research facing the exciton management within the auspicious field of TADF.
For the first time, this thesis reports that even a TADF-silent molecule can be converted into
efficient TADF systems by increasing the donor π- conjugation length through polymeriza-
tion of the building block itself. With a total photoluminescence quantum yield up to 71%,
comprehensible research illustrates an efficient thermally activated delayed fluorescence
polymer, based solely on non-TADF chromophores represented by a model compound 2
(ΦPL = 3 % at RT). Finally, as predicted by TDDFT calculations and shown for the first time
in the aspiring field of TADF, a thermally activated delayed fluorescence polymer based on
a merely radiative, solely phosphorescent repeating unit is demonstrated. Intramolecular
π-conjugation is exploited to trigger the charge-transfer excited state energy, revealing a
general design tool to provoke TADF, reserved in particular for polymers.
After decrypting the mechanism behind TADF, controllable triplet excitonics in chem-
ical analogues are discussed. While the already introduced twisted methyl 2-(9,9-
dimethylacridin-10-yl) benzoate (DMAC-MB) reveals efficient thermally activated de-
layed fluorescence (TADF), a modified analogue 9,9-Dimethyl-5H,9H-quinolino[3,2,1-
de]acridin-5-one (DMAC-ACR) shows emerging room temperature phosphorescence
(RTP). As for TADF, intramolecular non-adiabatic couplings are unlocked as key feature
actuating persistent RTP, linking photophysical analogies between TADF and RTP to struc-
tural self-similarities.
Last but not least, degradation processes in TADF materials will be addressed. A correlation
between theoretically calculated bond-dissociation energies (BDEs) and phenomenolog-
ical observations reveals that low BDEs, in particular along pronounced charge-transfer
bonds, ultimately lead to irreversible TADF material degradation induced by bi-molecular
processes comprising TPQ as well as TTA (cf. Notation).
This thesis reveals the photophysics of 24 newly designed, synthesized and characterised
TADF materials and demonstrates a fundamentally new approach for RTP, based on struc-
tural analogues to TADF. Far reaching design principles as conjugation induced TADF in
polymers, as well as new design strategies selectively incorporating vibronic couplings yield
device performances comprising LT50 of 2 hrs at 500 cd ·m−2 and targeted deep blue emis-
sion at CIE (0.16, 0.14).
While lighting the way for TADF as future luminescent OLED materials, intrinsic material
instabilities due to low bond-dissociation energies are disclosed as key-issues for tomor-
rows research.
Keywords: Thermally activated delayed fluorescence (TADF), Polymerization induced
TADF, Vibronic couplings, Adiabatic and non-adiabatic TADF, Intramolecular charge trans-
fer, Crystal TADF, NBMOs.
Kurzfassung
Das theoretische Design und die photophysikalische Untersuchung organischen Mate-
rialien, welche zukünftige OLED-Anwendungen hinsichtlich Leistung, Lebensdauer und
neuer gewerblicher Anwendungen (IP) vorantreiben, waren das vorrangig angestrebte Ziel
dieser Arbeit.
Als die nun bereits dritte Emitter-Generation organischer Leuchtdioden (OLEDs), haben
thermisch aktivierte Verbindungen mit verzögerter Fluoreszenz (TADF) das große Poten-
zial, heutige phosphoreszierende Materialklassen in OLED Applikationen abzulösen.
TADF ermöglicht prinzipiell eine interne Quantenausbeute von 100 % unter elektrolu-
mineszentem Betrieb einer OLED, wodurch TADF Materialien mit der zumeist teureren,
schwer- und edelmetallhaltigen Emittergeneration der phosphoreszierenden zweiten
OLED Materialgeneration konkurrieren.
Das allgemein breite Anwendungsspektrum der organischen Elektronik, ausgehend von
der Bio-Fluoreszenz-Bildgebung über OLEDs, bis zu Sensortechnologien und photonis-
cher Energiespeicher, ist in der enormen Vielfalt organischer Materialien verwurzelt.
Insbesondere im Bereich metallfreier Kohlenwasserstoffe ist die Palette der theoretisch
synthetisierbaren Materialien mit unterschiedlichen Singulett-Triplett Anregungsprofilen
immens. Obwohl diese Vielfalt den wesentlichen Vorteil der organischen Elektronik
beispielsweise gegenüber etablierten Technologien wie LEDs darstellt, offenbart die
enorme Breite an möglicher Strukturen ebenso ein großes Problem für die Materialen-
twicklung.
Zunächst werden deshalb erste Bemühungen um das Verständnis des grundlegenden
Konzepts hinter TADF eingeführt. Eine nachvollziehbare Strategie zur Entwicklung von
TADF-Strukturen wird anhand einer Phenylcarbazol-basierenden Emitterklasse ver-
anschaulicht. Hierbei werden mehrere Isomere mit geringfügigen stöchiometrischen
Modifikationen konzipiert, um darzulegen, wie sich die molekulare Struktur und eine
intramolekulare sterische Einschränkung auf den reverse intersystem crossing (RISC)
Prozess, dh. die Zurückgewinnung der nicht-strahlenden Tripletts, auswirken. Gleichzeitig
wird eine Strategie offenbart, wie TADF-Emitter prinzipiell konstruiert werden können,
um die Farbemission ins Tiefblau zu schieben, das insbesondere von der Display- und
Beleuchtungsindustrie für ideale Farbwiedergabewerte händeringend benötigt wird. Eine
eingehende Analyse der photophysikalischen Eigenschaften zeigt, dass die Dichte an
Triplett-Zuständen ein Schlüsselparameter für auftretendes TADF ist, da ermöglich wird,
konkurrierende nicht-strahlende Zerfallsprozesse aus dem Triplett-Zustand auszubieten.
Letztendlich wird ein blaugrünes TADF-Material namens 5CzCF3Ph in den Fokus gestellt,
das CIEy ≤ 0.4 aufweist, mit EQE-Werten von 12.1 % und einer vielversprechenden LT50
von 2 Stunden bei 500 cd ·m−2 (vgl. Notation).
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Darauf folgend, wird ausgehend von der photophysikalischen Untersuchung von insge-
samt fünf neu konzipierten Donor (D)-Akzeptor (A)-Donor (D) Trimerstrukturen (vgl. Ab-
breviations), welche einem analogen Designkonzept des bereits bekannten und veröf-
fentlicheten DMAC-DPS (vgl. Chemical Abbreviations) Emitter entsprechen, die Be-
deutung intramolekularer elektronischer Kopplungen zwischen benachbarten Triplett-
Zuständen für adiabatisch getriebene TADF hervorgehoben. Dabei wird insbesondere
die Notwendigkeit quantenmechanischer Störungen des Ladungstransfer (CT)-Triplett-
Zustands (3CT) durch lokale Triplett-Zustände hervorgehoben. Der vielversprechend-
ste Kandidat (DMAC-PTO-DMAC) wird identifiziert und seinerseits optimiert, um die er-
forderlichen Bedingungen für tiefblaue TADF zu erfüllen, woraus isoDMAC-PTO resul-
tiert, ein tief blau emittierender Emitter mit CIE-Koordinaten von (0.16, 0.14) und einer
Gesamtquantenausbeute von ΦPL = (86.4 ± 0.5)%. Im Vergleich zu dem ursprünglichen
DMAC-PTO-DMAC beruht isoDMAC-PTO auf einem geänderten Subsitutionsmuster bzgl.
der D-A Verknüpfung, welches insbesondere zu einer höheren intramolekularen elektro-
nischen Kopplung (adiabatische Kopplung) führt und die Effizienz der verzögerten Fluo-
reszenz maßgeblich steigert.
Anschließend wird der Fokus auf eine kleinere Donor (D)-Akzeptor (A) Materialklasse
gerichtet - die Methylbenzoate (MBs) - um insbesondere nicht-adiabatische, vibronische
Effekte hinter TADF zu erforschen und mit Hilfe von post-Hartree-Fock Rechnungen zu
festigen.
Bei der Untersuchung der photophysikalischen Eigenschaften eines synthetisierten Donor
(D) -Akzeptor (A) TADF Emitters namens Methyl-2- (9,9-dimethylacridin-10-yl) benzoat
(DMAC-MB), wird die Dynamik der angeregten Zustände genauer betrachtet und beson-
ders der Mechanismus des Spin-Flips erläutert, welcher die Wiederverwendung der nicht-
strahlenden Triplett-Zustände ermöglicht. Wie durch detaillierte temperatur- und zeitab-
hängige Messungen der Photolumineszenz (PL)- Transienten experimentell beobachtet
und durch umfassende quantenchemische Erwägungen konsolidiert, wird eine Wech-
selwirkung angeregter Zuständen durch nicht-adiabatische Kopplungen als komplemen-
täre Schlüsseleigenschaft für die Triplett-Konvertierung ermittelt und die Notwendigkeit
schwingungsbedingter Störungen isoenergetischer CT-Zustände durch nichtbindende
Molekülorbitale (NBMOs) antizipiert.
Im Weiteren berichtet diese Arbeit erstmals, dass sogar nicht-TADF Molekül in effiziente
TADF-Systeme umgewandelt werden können, indem die Donor-(D) Konjugation durch
Polymerisation des einzelnen Bausteins erhöht wird. Mit einer Photolumineszenz-
Quantenausbeute von bis zu 71 % wird ein effizientes thermisch aktiviertes Polymer mit
verzögerter Fluoreszenz gezeigt, das auf einer an sich ausschließlich phosphoreszieren-
den Repetitionseinheiten 2 basiert (ΦPL = 3 % bei RT). Wie durch TDDFT-Berechnungen
vorhergesagt und zum ersten Mal im aufstrebenden TADF Forschungsfeld gezeigt, wird ein
thermisch aktiviertes Polymer mit verzögerter Fluoreszenz auf der Grundlage einer kaum
strahlenden, ausschließlich phosphoreszierenden Einheit synthetisiert. Die intramoleku-
lare π-Konjugation wird zur Justierung der Zustandsenergie des CT-Zustands ausgenutzt,
wodurch ein sehr allgemeines, wenn auch insbesondere für Polymere nutzbares Werkzeug
zur Aktivierung von TADF offenbart wird.
Nachdem der TADF-Mechanismus in all seinen Facetten entschlüsselt wurde, wer-
den chemische Analoga zu TADF-Materialien als potentielle Phosphoreszenzemitter bei
Raumtemperatur (RTP) diskutiert. Während das bereits eingeführte verdrehte 2- (9,9-
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Dimethylacridin-10-yl) Benzoesäuremethylester (DMAC-MB) eine effiziente thermisch
aktivierte verzögerte Fluoreszenz (TADF) zeigt, weist sein modifiziertes Analogon 9,9-
Dimethyl-5H, 9H-chinolino [3,2,1-de] acridin-5-on (DMAC-ACR) Phosphoreszenz bei
Raumtemperatur (RTP) auf. Mit Bezug zu TADF, das insbesondere vibronisch durch
Schwingungsdeformationen vermittelt wird, werden intramolekulare nicht-adiabatische
Kopplungen ebenso als Schlüsselmerkmal für persistente RTP offenbart, wodurch ins-
besondere photophysikalische Analogien zwischen TADF und RTP mit strukturellen Selb-
stähnlichkeiten verknüpft werden.
Zu guter Letzt werden Degradationsprozesse in TADF-Materialien begutachtet. Eine
Korrelation zwischen Bindungsdissoziationsenergien (BDEs) und phänomenologischen
Degradationsbeobachtungen verdeutlicht, dass niedrige Bindungsdissoziationsenergien
(BDEs), insbesondere entlang dominanter Ladungstransferbindungen, zu irreversiblen
Materialbrüchen oder Ringschlüssen führen, welche durch bi-molekulare Prozesse, die
sowohl TPQ als auch TTA umfassen, induziert werden.
Zusammenfassend beruht die vorliegende Arbeit auf 24 neuartig designten TADF-
Materialien, welche zunächst computergestützt entwickelt, in der Folge synthetisiert und
photophysikalisch untersucht wurden. Weitreichende Konstruktionsprinzipien wie konju-
gationsinduziertes TADF in Polymeren sowie neue Konstruktionsstrategien, bei denen se-
lektiv virbonische Kopplungen in die Materialstruktur eingebracht werden bzw. D-A Sub-
stitutionsmuster variiert, führen zur Realisierung von OLED Bauteilen, die eine LT50 von 2
Stunden bei 500 cd ·m−2 als auch eine insbesondere industriell geforderte tief blaue Emis-
sion bei CIE (0,16, 0,14) gewährleisten. Des Weiteren wird ein grundlegend neuer Ansatz
für RTP, der auf strukturellen TADF Analoga basiert, entwickelt.
Während TADF in seinem grundlegenden Formalismus entschlüsselt und der Weg für
zukünftige Materialentwicklung geebnet wird, enthüllen derzeitig vorliegende Materialin-
stabilitäten aufgrund zumeist niedriger Bindungsdissoziationsenergien das Forschungs-
thema von morgen.
Schlüsselwörter: Thermisch aktivierte verzögerte Fluoreszenz (TADF), Polymer-induzierte
TADF, Vibronische Kopplungen, Adiabatisch und nicht-adiabatisch induzierte TADF, In-
tramolekularer Ladungstransfer, Kristall TADF, Nicht bindende Molekülorbitale (NBMOs).
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Since beginning of the modern age, artificial lighting is inevitably linked to general eco-
nomical needs and scientific achievements in the fields of physics, chemistry and material
science. Based on a patent from Philippe Lebon in the year of 1799 (Paris), the streets of
London were started to be artificially illuminated with gas lamps, exploiting fossil fuels for
light generation. Simultaneously, it was especially Wilhelm August Lampadius who pushed
the new technology’s success in Germany. The versatile scientist not only installed the first
gas lamp 1812 in Freiberg (Germany), but was also considered as pioneer of the starting
industrialized gas industry, when he founded the first hard coal gas plant in 1816. With
the progressive public expansion of gas lamp lighting, gradual innovations yielded the ori-
gin of the nationwide used incandescent gas mantle technology invented by Carl Auer von
Welsbach (1885), another important guidepost of the lighting technology.1 In principle,
rare-earth oxides used in the respective mantel allows for intense radiation in the visible
light range when heated by gas flames, enabling an increasing luminous efficiency with
respect to simple gas lamps providing a vanishingly small emissivity in the visible electro-
magnetic spectrum. An important step towards thoughtful behaviour with limited fossil
fuels. Due to its urban impact and historical influence, the gas mantle technology is still
illuminating parts of San Francisco or Berlin, mirroring its aesthetics of artificial lighting.
This short historical summary of the beginning of artificial lighting sources points out the
balance between economics, social needs and scientific knowledge, paving the way for fu-
ture technology concepts and lighting applications. Successively, scientific progress within
the 19th century heralded the gradual decline of the gas lamp era. Already in 1801, first
metal wires were proven as potential light sources by Louis Jacques Thénard. Yet, essential
parameters as device lifetime and luminous efficacy had still to be optimized in order to
compete with the established gas lamp technology. The final market maturity of the light
bulb is attributed to Thomas Alva Edison, favoured by resolute patent procedures confirm-
ing his invention with respect to essential modifications.2 In essence, the improvements
consisted of an optimized vacuum within the light bulb consisting of charcoal filaments
made from charred bamboo fibers. Nevertheless, the initial Edison patent only covered life-
times of up to 40 hours. Additionally, the Edison lamps provided low light output (1.4 lm/
W) with the disadvantage of strong blackening of the piston due to insufficient evacuation,
not only resulting in the short lifetime but above all also in strong vibration and breakage
susceptibility.3 Essentially, both the gas lamps and Edison’s invented bulb were still thermal
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the 1950s. In general, semiconducting materials might be classified by two distinct kinds:
direct and indirect band gap materials. Both the states in the conduction and valence band
are discretized by a momentum in k-space (Brillouin zone). If both momentums of electron
and hole are identical, the respective bandgap is called "direct". Otherwise its an "indirect"
semiconductor material. [4] Due to momentum conservation, the photon emission is highly
restricted in case of indirect bandgap materials, because the exciton (elcectron-hole pair)
has to couple to phonons in order to transfer momentum to the lattice for momentum
conservation. Initial light-emitting diodes, as investigated by H. J. Round, were based on
such indirect bandgap materials (e.g. SiC), drastically limiting the device performance. It
was basic material science advancing the LED technology by growing artificially produced
single-crystal binary III-V semiconductors. Finally, in 1962, the first visible-spectrum LED
emitting in the visible-spectrum (red) was developed by Nick Holonyak, based on a direct
bandgap alloy GaAs. With the invention of GaN an InGaN- based blue LEDs, the 2014 Nobel
prize winners Shuji Nakamura, Isamu Akasaki and Hiroshi Amano paved the way for coated
phosphor-based white light LEDs nowadays reaching up to 300 lm/W. With their high ef-
ficiencies and long device lifetimes, LED technology is expected to shape lighting appli-
cations over the next decades. Simultaneously, the development of semiconducting opto-
electronic devices yielded a complementary technology: organic light-emitting diodes.
In organic light-emitting diodes (OLEDs), the emissive electroluminescent layer is replaced
by organic molecular compounds. Although OLED technology is not yet expected to com-
pete with the speed and small-size of LEDs, it enables mechanical flexible optoelectronic
devices.11 Furthermore, due to the virtually unlimited amount of possible molecular
structures addressing specific optoelectronic needs, OLEDs might allow for future low-cost
large-area lighting productions complementary to the existing inorganic LED technology.
While the past centuries were shaped by altering lighting technologies, all of them have one
essential commonality: their success and economical enforceability were realized by the
inalienable development of novel materials and material concepts. Correspondingly, the
research and development of novel materials will determine the future viability of OLED
technology.
1.1. The future of artificial lighting
Today, OLEDs are already used in industry, whether as LCD back-lights or within design
studies for future automotive lighting applications. Even in the large sector of general
lighting, OLEDs are slowly catching up. The steadily growing electronics market has a
significant share here. Miniaturization and the desire for flexibility and modern design
made it possible for organic emitters to quickly enter electronic everyday objects such
as smartphones, digital cameras or TVs. The great potential of OLED technology is also
evident in the strategy of global active companies, which are gradually turning to the new
technology. Whether Samsung, LG or even Apple: smart watches and mobile phones like
the Samsung Galaxy 6/6 Edge rely on the advantages of complementary LED technology.
The hurdle that OLED technology has to overcome is well described by comparing it to
established LCD technology. For flat panel displays, LCD technology is the reference for
new approaches. Companies such as MERCK have made this technology a non-irrelevant
part of their material business. Since the LCD technology is a passive technology that
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does not self-illuminate, it is usually based on an LED back-light. By polarizing the liquid
crystals, the background light is either blocked or transmitted. In contrast, each individual
OLED emits pixels independently, making polarization filters and additive background
lighting unnecessary. Here, the most important conclusion from OLED technology is
energy saving. Because dark, non-addressed pixels are actually inactive on OLEDs, they
are very energy efficient and consume up to 50 % less power than LCD modules. In LCDs
on the contrary, only a fraction of the back-light passes through the desired, addressed
pixels. Especially due to the efficiency, market analysts expect a steep increase in OLED
technology within the next few years.
Recent studies show a rising value for global lighting systems up to 110 billion in 2020. [5]
Similarly, the market for TVs is estimated to have a comparable volume. Above all, the
growing world population and advancing urbanization are driving the market. For conven-
tional LEDs, general lighting, the automotive sector and back-lighting are the main sectors.
The earlier market entry of LED technology ultimately represents a major hurdle for future
shares of OLEDs. Established production lines push the costs down compared to rather
customized first OLED applications. Nevertheless, OLEDs convince with efficient warm
white surface emission, introducing new form factors into the lighting sector with regard
to LEDs. Essentially, the form factor is a unique feature of the OLEDs compared to LED
point sources. Especially in terms of efficiency OLED technology has yet to catch up with
the established LEDs in order to ultimately exploit their advantage of large-area emission.
Therefore, in order to make use of such a unique selling point as potential flexible light
sources, OLEDs must first have minimum standards in efficiency (around 20% EQE) to be
generally marketable. Thus, when the efficiency and lifetime of OLED devices are in the
range of established LEDs, the benefits and flexibility of the OLEDs will ensure a fast mar-
ket success. For this reason, the present thesis deals with the topic of colour rendering,
efficiency and lifetime of TADF materials for their application in future OLED devices.
1.2. Organic light-emitting diodes (OLEDs)
Organic LEDs are of great importance for the growing lighting market as well as the ad-
vancing display industry. Since a typical layer thickness of an active substance comprises
only a few hundred nanometers, OLEDs stand out particularly by their flexibility, lightness
and low material and manufacturing costs. Properties that distinguish them from LEDs at
an early stage. In general, OLEDs provide layer systems where active emission and trans-
mitter layers are applied between a mostly semi-transparent and reflective electrode. By
an external voltage, the introduction of free charge carriers takes place in the component,
which recombine and decay radiative. This phenomenon of electroluminescence was al-
ready described in 1963 by Pope. [6] At this early stage, however, the property was detected
on anthracene crystals up to 5 mm thick, which required voltages in the kV range. By evapo-
ration of small organic molecules, it was finally Tang and van Sylke in 1987 who realized the
first low-voltage OLED. [7] In the same breath, in 1990 the first solution-processed polymer-
based OLED was developed by Burroughes and colleagues. [8] In general, OLEDs differ in
this early classification: OLEDs which comprise small molecules (SMOLEDs) and polymer-
based OLEDs (also called PLEDs). Due to the nature of these materials, two different types
of processing techniques are needed. While OLEDs comprising small molecules are typi-
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100% internal quantum efficiency. For conventional fluorescent materials, the intrinsic
molecular efficiency is limited to 25 %. Typically, phosphorescent materials are based on
iridium(III) and platinum(II) or copper(I) complexes. Due to high self-quenching effects
in case of triplet harvesting emitters as both phosphorescent and TADF emitters, conven-
tional OLEDs focus on low emitter concentrations. Only a few wt% of the emitter material
is doped into the host. Therefore, concentrations are mostly in the range of 1-5 wt% to
suppress intermolecular interactions via triplet-triplet annihilation or other bi-molecular
annihilation. In the simplest of all possible cases, the emission layer (EML) is just directly
sandwiched between two electrodes. In general, a semi-transparent anode is given by in-
dium tin oxide (ITO). The cathode is typically formed by metals of low work function, such
as aluminum. The total layer thickness of an OLED stack is the µm range, usually evapo-
rated on a quartz substrate for further analysis.
OLED operation OLEDs are operated by applying an external voltage to the electrodes.
As schematically illustrated in Figure 1.2, electrons are injected into the LUMO (lowest
molecular orbital) of an electron transport layer. Simultaneously, holes are injected into
the HOMO of a complementary hole-conducting material. Driven by the generated
internal electric (E) field, the charge carriers are conducted through the respective layers.
By trapping of such mobile carriers on the emitter molecule (or host) and the mutual elec-
trostatic interaction with the complementary charge carrier, the formation of an exciton
on the emitter molecule occurs. This model of exciton formation on the emitter species is
a bit simplified because the probability of exciton formation on the host and subsequent
energy transfer to the emitter is more likely due to low doping concentration of the
emitter itself. Nonetheless, at this stage the exact knowledge on exciton formation in the
OLED device is not relevant. In any case the formation of an exciton and the subsequent
radiative recombination ultimately leads to the observation of electroluminescence. The
overall parameter describing the efficiency of exciton formation and subsequent radiative
emission leaving the OLED device, is represented by the external quantum efficiency
(EQE), explained in Chapter 2.3.5.
The EQE is basically composed of the internal quantum efficiency IQE ηint and the
out-coupling efficiency ηout. The IQE itself is in turn composed of a spin-factor ηST,
the intramolecular photoluminescence quantum yield (ΦPL) and the charge balance γ.
The first generation of OLED materials represented fluorescent dopants, for instance as
Alq3 discussed in the ground-breaking paper by Tang and Van Slyke.
[7] Such fluorescent
dopants only allow radiative decay from singlet excited states, limiting the spin-factor
and thus the EQE. Such an efficiency limitation due to intrinsic spin-statistics marked
a big issue. Therefore, an up to four times larger spin-factor was initially realized by
phosphorescent and is finally reached by TADF materials, providing spin-factors of unity,
while ensuring radiative decay from both singlet and triplet manifolds. The spin-factor
represents a material property, as the photoluminescence quantum yield (PLQY; ΦPL),
also shaping the EQE (Equation 2.89). The PLQY describes the ability of the dopant to
re-emit absorbed photons, or mirrors the ratio of radiative to the sum of radiative and
non-radiative processes.Additionally, the EQE of an OLED is influenced by the balance
of the injected charges γ. The charge balance γ indicates how many charge carriers
are injected and finally forming excitons in the EML. While molecular properties as the
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spin-factor ηST and the photoluminescence quantum yield ΦPL are essentially linked to
material design, other parameters as the charge balance and out-coupling efficiency γ are
linked to OLED layer and stack architecture. [9,10] Consecutively, to optimize the device
EQE, both the complexity of OLED materials, as well as device architectures increased over
the past decades. Already in the beginning, Tang et al. [7] enhanced the OLED performance
by introducing an addition device layer: the hole transport layer (HTL). However, while
additional layers as the HTL manage to optimize the charge balance γ, multilayer device
structures often lead to increasing driving voltages of OLEDs. Therefore, doping concepts
of transport layers with electron donors (for electron transport materials) or electron
acceptors (for hole transport materials) were introduced to reduce driving voltage issues.
Here, Karl Leo et al. [11] developed the concept of p-doped HTL and n-type doped ETL
layers. Such doped p-i-n structures show high luminance and efficiencies at extremely low
operating voltages. In terms of charge balance and operating voltages, the p-i-n concept
enables the general use of OLEDs in current low voltage devices such as smart phones
or tablets, advancing their usability while corresponding device architectures are getting
versatile.
Beyond internal molecular properties as the PLQY and spin-factor, device properties as the
out-coupling efficiency crucially influence the EQE. Typical out-coupling efficiencies are
in the range of 20 %. [9] That means, only 20 % of the excitons generated in the EML actually
leave the OLED device. The main problem lies in the refractive indices of the organic lay-
ers or the glass substrate. With a refractive index n > 1.0, total reflection of the emission at
transitions between the organic layers and in particular at the transition between substrate
/ air occurs. Here, recent research shows great progress through structuring of the sub-
strate surface, for instance by attaching spheres or constructing randomly structured sub-
strate profiles, [12] enhancing the out-cpupling efficiency. Additionally, the radiative dipole
of an emitter molecule can couple to the metal cathode. These so-called surface plasmons,
which describe electron oscillators in the cathode, can be reduced very efficiently by orien-
tation of the emitter molecules. [13] Today, OLEDs are a complex system whose complexity
also increases the versatility of accompanying problems to be solved. [14]
1.2.2. Highly efficient organic LEDs: Material design for OLED lighting ap-
plications
The electrons and holes injected via the electrodes ideally form excitons, which according
to the spin-statistics split into 25% singlet and 75% triplet excitons. For fluorescent
emitters, only emission from excited singlet states (the respective 25% of the excitons)
contributes to the overall quantum efficiency (fluorescence; PF). The radiative decay
of triplet excitons (75% of the formed excitons) into the ground state is forbidden by
quantum theory. Since the internal quantum efficiency is thus limited to 25% under
electroluminescence, phosphorescent or thermally activated delayed emitter molecules
allow a fourfold increase in emission quantum yield through the contribution of triplet
emission (phosphorescence; PH) or its up-conversion to singlet states and subsequent
delayed fluorescence (DF). In the following, the exciton formation in device will be briefly
discussed and subsequently the different material classes and underlying mechanisms of
the radiative emission processes will be illustrated. Let’s suppose an EML consists of a
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them representing a triplet state. Since the removal of the degeneracy occurs subsequently
to the exciton formation, an equal distribution of the four spin states is assumed.
Now, due to the correlated formation of excitons, the exchange interaction between the
two former uncorrelated charge carriers cannot be neglected anymore. As a result, the
degenerate singlet and triplet states are energetically split by twice the exchange integral
of the interacting charge carriers. It is emphasized that from exciton formation starting in
the organic layers, to the population of the excited emitter states, the spin always remains
conserved. This means that singlet excitons can only populate singlets and triplet excitons
only triplet states of the respective emitter molecule in the EML. As a consequence, 75% of
the emitter molecules will be excited to their lowest excited triplet while only 25% will be
promoted to their lowest excited singlet state. When the emitter molecule is finally excited,
further radiative and non-radiative relaxation processes decisively depend on the emitter
material class. A graphical representation of possible excited state transitions is displayed
in Figure 1.3, mapping three different emitter types.
In conventional purely organic molecules, the population of the first excited singlet state
S1 typically result in an efficient radiative deactivation to the ground state via fluorescence,
which typically occurs at a time scale in the order of several ns, easily reaching quantum
yields of up to 100 %. However, the populated singlet state might also lead to triplet popu-
lation by an intersystem crossing process (ISC) from the S1 to the T1 state. Due to the ab-
sence of effective spin-orbit coupling (SOC) in purely organic molecules the time scale for
this process is significantly longer (up to several milliseconds) than the fluorescence decay
time. Especially the reverse process is highly unlikely. Therefore, the contribution of ISC to
the deactivation of the S1 state can be neglected. In contrast to the allowed S1 → S0 transi-
tion, T1 → S0 transition is strongly spin-forbidden. This results in phosphorescence decay
times which can be as long as several seconds. In principle, triplet states are always below
the complementary singlet states. Therefore, the triplets always represent traps in the or-
ganic molecules, and these have to be depopulated. While singlet states can recombine by
fluorescence, they only account for 25% to the electroluminescence. Thus, to increase the
EQE of an OLED fourfold, the triplet states have to participate in the emission process. The
birth of triplet managing emitter materials.
From fluorescence to phosphorescence: heavy-atom induced triplet harvesting Fluo-
rescent emitter systems remained mandatory till 1998, when Baldo, Forrest and Thompson
optimized the luminescence quantum efficiency by doping phosphors into appropriate
host materials. [19] They reported for the first time about the use of iridium and platinum
complexes to harvest triplet excitons via phosphorescence. Currently, this represents the
standard in OLED material development in order to increase internal quantum efficiencies
and to incorporate triplet states in the emission process. By incorporating heavy metals
into the organic aromatic framework, the spin-orbit coupling is enhanced and intersystem
crossing increased, allowing triplet states to transition to the ground state while preserving
the angular momentum. By doing so, internal efficiencies of up to 100% can be achieved.
The problem is, however, the long lifetime of the excited triplet states, which outdo the
complementary fluorescence by a thousandfold. Particularly at high current densities, and
thus high brightness of OLEDs, bimolecular annihilation processes (eg. triplet-triplet an-
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nihilation (TTA) and triplet polaron quenching (TPQ); Chapter 9) occur, which contribute
negatively to the energy efficiency and are suspected to reduce the lifetime of the emitter
and host materials. [20]
Although phosphorescent emitters are state of the art, they also present drastic problems.
First, their costs should be mentioned. By incorporating rare metals such as iridium or
platinum complexes, phosphorescent emitters are much more expensive than conven-
tional fluorescence emitters. In addition, the use of rare metals for lighting is in the long
term in a questionable light. Luminous media should not exploit the scarce resources of
our earth. Second, the stability of the phosphorescent materials remains a major problem.
Recent light-blue (CIE (0.18, 0.42)) OLEDs show lifetimes around 20.000 h at LT50. [21]
This also prevents the success of white OLEDs in lighting, because the blue component
degrades faster than their complementary green and red fractions and thus leads to the
loss of luminous quality. Manufacturers therefore typically rely on less efficient blue
fluorescent emitters with phosphorescent green and red OLEDs to realize white displays
and light sources. There are several possible mechanisms that drastically reduce the
lifetime of high blue, heavy metal conaining emitter materials. Due to their large band
gaps (E(S1) > 3 eV), the charge injection from the adjacent layers is often difficult, so that
high external voltages are necessary.
This makes it difficult to place free charge carriers on the phosphorescent emitters and
capture the excitons on the respective ones. As current research indicates, electron
transfer between the phosphorescent emitter and adjacent host leads to intermolecular
charge recombination, which interacts with bond dissociation and thus contributes to the
degradation of the materials. [22] However, phosphorescent materials also show intrinsic
limitations, namely the proximity of the intramolecular CT state to the metal-centered
dd∗ state. [23] Due to this energetic proximity, the phosphorescence of the metal-ligand
charge-transfer state (3MLCT) is quenched by the dd∗ state of the metal complex, [24]
enhancing non-radiative decay processes and subsequent heat dissipation to the ground
state. As a result, photo-instability and efficiency drops are basically unavoidable.
Blue phosphors not only reduce the overall device lifetime, but their instability also cause
poor colour performance for white light in general.
Thermally activated delayed fluorescence (TADF) by fully-organic materials Under
electroluminescence, about 75% of excitons formed in organic light-emitting diodes
(OLEDs) come to life as triplets. Therefore, as described above, phosphorescent OLEDs
make use of expensive rare metal complexes to increase triplet harvesting from non-
radiative dark states via efficient spin-orbit coupling, allowing to overcome internal
quantum efficiency limitations of 25% for fluorescent OLEDs. However, especially the
stability and substantial efficiency roll-off at higher current densities remain open issues,
in particular for blue phosphorescent materials. Here, the concept of thermally activated
delayed fluorescence (TADF) opened new pathways for purely organic material designs to
face these fundamental problems. TADF enables triplet states to be redirected to emissive
singlet states via effective reverse intersystem crossing (RISC), allowing ideally for 100%
exciton utilization. From the perspective of material development for OLED components,
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a new era was ushered in 2012 by the group of Chihaya Adachi. Although the mechanism
has been observed as E-type fluorescence for several years, the scientists were able to
highlight the possibility of TADF solving the seemingly unobjectionable problems of the
phosphorescent blue emitter materials. TADF is based on emitter molecules, which have
a small energy difference between their lowest singlet and triplet states. The archetypical
publication from 2012 discusses the photophysics of an emitter called 4CzIPN. [25] OLEDs
containing 4CzIPN as emitter show maximum EQE of 19.3% in the green spectral range.
Already in two years later, in 2014, Zhang et al. presented a first blue TADF emitter named
DMAC-DPS, showing maximum EQE of 19.5%. [26] However, as for their phosphorescent
blue counterparts, reaching deep-blue colour coordinates while retaining efficiency at
high current densities remained an unsolved issue.
In general, TADF materials are designed as sterically repulsive donor (D)- acceptor (A) type
structures (cf. Figure 1.3c), breaking the electron conjugation between HOMO (highest
occupied molecular orbital; H) and LUMO (lowest unoccupied molecular orbital; L). [27]
Consequently, the exchange energy is minimized and virtually degenerate CT spin states
are expected to allow for efficient reverse intersystem crossing (kRISC) and substantial
reutilization of triplet states. Mainly, these conditions are attainable via the formation of
intramolecular charge transfer (CT) states, vastly dominated by πHπ
∗
L-type transitions.
Up-converting the energetically lower lying triplets to the radiative singlet state enables
to circumvent the limiting spin-factor of only 25 %. To promote the reverse intersystem
crossing (RISC), several intermediate processes play a decisive role in order to allow the
redirection of non radiative triplet states to singlets (Figure 1.3). Besides the singlet-triplet
energy gap ∆EST (cf. Figure 1.3), TADF describes a vibronic coupling process, thus non-
adiabatic effects are assumed to promote non-vanishing spin-orbit couplings to enable
angular momentum conservation and spin-flips, even in case of fully organic material
complexes. [28]
Recently, the focus has been addressed to a detailed understanding and theoretical for-
mulation of the TADF process. In fact, TADF is a multi-step mechanism. As illustrated
in Figure 1.3c, the phenomena of delayed fluorescence is a consequence of the retarded
reverse intersystem crossing from the triplet to singlet state with subsequent radiative
decay from the respective state. Assuming thermal equilibrium between the populated
lowest singlet S1 and triplet state T1,
[29] the up-conversion is crucially determined by a
vanishingly small energy gap. However, as will be highlighted within this thesis, the reverse
intersystem crossing a highly complex process, rather described as vibronic second order
perturbation process. As theoretically formulated by Penfold et al. [29,30] and experimen-
tally shown by Etherington et al., [28] the reverse intersystem crossing process is promoted
by non-adiabatic couplings between the lowest 3CT to local 3LE triplet state, subsequently
coupling to the S1 state. Because of isoenergetic conditions, a subsequent adiabatic
process is very efficient, even pushing the spin-flip in case of only small spin-orbit cou-
pling constants. [31] In the following Chapters it will be illustrated how both adiabatic and
non-adiabatic couplings promote TADF. While adiabatic couplings induce triplet state
perturbations in first order Rayleigh-Schrödinger perturbation theory in case of close
to resonant charge-transfer spin states, vibronic couplings beyond Born-Oppenheimer
approximations promote TADF non-adiabatically even for larger energy gaps. [32]
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TADF, as well as general triplet harvesting effects as room temperature phosphorescence
(RTP) are the main scope of the present thesis. In Chapter 4, a new TADF material class
is developed started from the archetype TADF material 4CzIPN published in 2012 by the
Adachi group, providing basic insights into TADF material designs and approaches for
deep-blue TADF. Deep-blue TADF is designed in Chapter 5, providing evidence for the
importance of electronic couplings in an adiabatic limit, while the non-adiabatic charac-
teristic of TADF is shown in Chapter 6, studying methyl benzoate based D-A type emitter
systems, partially featuring internal quantum efficiencies close to 100%. While these first
chapters are based on small D-A type TADF molecules, Chapter 7 finally deals with poly-
mers. For the first time a new mechanism is revealed, namely conjugation induced TADF,
spreading the diversity of potential TADF material design. While the general scope of this
thesis is the revelation of TADF and the design of deep-blue TADF materials in particu-
lar, Chapter 8 highlight the related phenomenon of room temperature phosphorescence
(RTP). Minor structural changes are applied to TADF materials, resulting in emerging RTP
consecutively illustrating the structural similarity between both triplet harvesting mecha-
nisms. While the mechanism beyond TADF is revealed and deep-blue TADF is obtained,
similar obstacles as observed for phosphorescent emitters hold true for TADF materials.
Efficient compounds with reasonable EQEs of around 10 % and CIE (0.15,0.15) (Chapter 5)
were realized, while similar approaches only provide device lifetimes with LT50 of only 2
hrs at 500 nits (Chapter 4). Subsequently, Chapter 9 discusses various degradation mecha-
nisms and ultimately results in an outlook of Chapter 10 on future TADF research perspec-
tives, which urgently needs to be addressed to establish TADF based material designs in
upcoming OLED applications.
1.2.3. Organic material designs beyond light-emitting diodes: towards
triplet dynamics for sensing applications
In contrast to inorganic semiconductors, excited species of organic materials are in general
localized on single molecules, in turn defining Frenkel-type excitations. [14] Here, the
locally formed triplet excitations are actually non-radiative, as their phosphorescence is
in general spin-forbidden. However, suppression of non-radiative decay channels might
enhance its appearance, even at room temperature. [33]
In general, the photophysics of organic molecules are determined by their lowest singlet
and triplet excited state species and their interaction. Typically, only efficient fluorescence
from the lowest excited singlet state is observed (fluorescence). In contrast, the triplet emis-
sion (phosphorescence) is highly restricted due to spin-restrictions, therefore barely radia-
tive and in turn sometimes called a dark state. More precisely, the triplet exciton has to
undergo a spin-flip for angular momentum conservation when switching from the triplet
to the singlet ground state configuration. A rather retarded or even hindered process. Fully
organic materials, which do not consist of heavy atoms, thus show low rates of radiative
transition in the triplet manifold due to the weak spin-orbit couplings. [31] As the yield of
phosphorescence is defined by its competition to non-radiative triplet decay processes, [34]
enhanced phosphorescence of organic molecules is achieved either by an enhancement of
the radiative triplet decay rate or suppression of the competing non-radiative processes. [33]
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criteria potential RTP materials must provide to actually portray useful candidates. It is
known, that a rigid environment of the phosphor enables the suppression of non-radiative
deactivation pathways quenching the triplet population. [33,38,44] But besides such external
intermolecular effects, efficient intramolecular spin-orbit coupling has to be present
to induce the spin-forbidden intersystem crossing by phosphorescence, finally linking
prerequisites of TADF to RTP and vice versa. [28,45]
Finally, in Chapter 8, two metal-free aromatic carbonyl materials are studied time-resolved
with respect to their excited state dynamics. For both triplet harvesting material concepts,
non-adiabatic couplings as mediated by an aromatic carbonyl unit are unlocked as key
feature selectively actuating persistent RTP or TADF, providing serious motives for future














The following lines will discuss the essential theoretical models of the thesis on hand. The
basic principles of organic semiconductors are explained, while discussing the optical
properties and quantum-chemical models of organic molecules.
The nature of matter is determined by the interaction of electrons and nuclei. They define
the skeletal structure of all organics and our matter. [46] The history of electronic structures
begins in the 1890s with the scientific discovery of the electron, historically known as the
so-called "quantum glue". In 1896 Pieter Zeeman, a student of Hendrick A. Lorentz, [47]
observed the spectral splitting of atoms placed in an external magnetic field, which Lorentz
subsequently concluded as atomic radiation as a consequence of the motion of negatively
charged particles. The observation of Lorentz and Zeeman finally led to their Nobel Prize
in 1902. The counterpart, compensating positive charges of the nuclei, were observed in
1911 in the laboratories of Rutherford. [48] Thus, the general framework of our structure has
been decrypted. But the essential answer to the issue, how the opposite building blocks
of matter stick together stably, was ultimately contributed by the work of Nils Bohr. He
moved to Rutherford in Manchester and wrote down his postulates, which were not yet
correct in content, but the observation of discrete atomic states significantly contributed
to the burgeoning quantum mechanics in the years between 1923-1925. The model of
quantum mechanics, basically set up by de Broglie, Schrödinger, Pauli and Heisenberg, [46]
provides access to the underlying physical process and functionality of every organic
semiconductor.
Correspondingly, quantum mechanics also builds the fundamental starting point for TADF
material development.
2.1. Molecular quantum mechanics
Organic semiconductors are materials giving rise to the hope of combining chemical and
mechanical advantages of organic compounds with the electronic properties of common
inorganic semiconductors. Photophysical properties such as the ability to emit light and
conduct charge are closely linked to molecular structures in organic semiconductors.
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Electronic properties such as emission energy, but also their pre-processability, solubil-
ity, mechanical robustness or simply their molecular weight can be addressed through
targeted material design. Whether displays, lighting panels or solar cells: the diversity
of organic materials enables customised optimization of compounds, relying on solid
material research. [49]
The conductivity of organic semiconductors, in contrast to the complementary inorganic
semiconductor technology, results from individual organic molecules. The dissociation of
electron-hole pairs in organic semiconductors is mainly determined by their low dielectric
constant of about ǫr ≈3. Therefore, electron-hole pairs which are optically generated
are bound by a Coulomb interaction energy of typically 0.5-1.0 eV, when assuming a
charge separation of about 1 nm. This scenario pictures the nature of strongly localized
Frenkel-type excitons in organic semiconductors. At room temperature and subsequently
an accessible thermal energy of 25 meV, the excitons are trapped on molecular species.
Indeed, organic semiconductors are also called excitonic semiconductors because of
the small spatial extent of the electron-hole pairs. A stroke of luck for organic semicon-
ductors, as smaller spatial expansion leads to a lower susceptibility to impurities, and
simultaneously the respective molecules ultimately dictate the decisive photophysics of
the semiconductor. Since these π-conjugated organic molecules show strong absorption
and emission properties mostly in the range of 2-3 eV (about 400-600 nm), organic
semiconductors, comprising small molecules and polymers featuring conjugated electron
configurations, are finally ideal for tunable optoelectronics. [49]
The semiconducting properties as well as the behaviour of excited organic molecules are
crucially determined by their π-conjugated system. Therefore, both for small molecules,
as well as polymers, knowledge about the fundamental electronics triggers future possible
perspectives of organics, and in particular TADF materials, for lighting applications.
2.1.1. Molecular orbitals of organic molecules
Organic semiconductors are usually classified into small molecules of low molecular
weight and conjugated polymers. While both approaches differ especially in their process-
ability, the essential optoelectronics remain the same. In both cases, the electrical con-
ductivity is based on the properties of their carbon skeleton based π-conjugated electron
system. [49] Taking just the existence of π-conjugated carbon atoms as a key-criterion for
potential organic emitters, an unbelievable variety of possible molecules appears.
In order to illustrate the dimension of the underlying problem for material scientist in the
field of organic electronics, a short calculation should be demonstrated: If one searches
for a molecule which contains a maximum of 13 atoms and consists exclusively of carbon,
nitrogen, sulfur, oxygen and chlorine, then 1 billion potential molecules are created. [50]
Hybridization Despite diversity, a common feature of all organic semiconductor mate-
rials remain their structural backbone consisting of carbon atoms. A neutral carbon atom
has four valence electrons in its outer shell, which can be form chemical bonds with its
neighbouring atoms, cf. Figure 2.1a. The ground state electron configuration of an isolated
carbon (C) atom is given by 1s2 2s2 2p1x 2p
1
y. Two valence electrons occupy the 2s atomic
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lar orbital features rotational symmetry with respect to the binding axis (2.2a), namely σ
character. The remaining 2pz orbital remains unaffected by sp
2 hybridization and has an
increased electron density perpendicular to the nucleus of the molecule. These 2pz orbitals
have less overlap and thus form weaker bonding and anti-bonding orbitals, resulting in mi-
nor energy splitting of the linearly combined atomic orbitals as for instance illustrated in
the molecular orbital scheme of Figure 2.2a, explicitly for ethene.
Conjugation Hybridization within ethene results in a bonding π- type molecular orbital,
featuring occupied orbitals with electrons delocalized over the participating binding part-
ners, respectively above and below the molecular plane. Leaving the simplified ethene case,
molecular structures as benzene, representing multiple sp2 hybridized carbon atoms (Fig-
ure 2.2), demonstrate altering single and double bonds throughout the molecule, defining
a conjugated electron system, which builds the backbone of organic electronics. The elec-
trons within this conjugated system are delocalized over the molecule, only weakly bound
to a certain atomic nuclei. In the ground state of the benzene molecule, all binding molec-
ular orbitals are filled with two electrons (antiparallel spin alignment), up to the highest oc-
cupied molecular orbital (HOMO), see Figure 2.2. The lowest unoccupied molecular orbital
(LUMO) is represented by the anti-bonding π∗ orbital. As illustrated in 2.2b, linear combi-
nation of the hybridized atomic orbitals (AOs) lead to multiple molecular orbitals (MOs),
which form distinct energetically separated electronic configurations of benzene. Optical
excitations lead to the redistribution of the occupation of molecular orbitals. For example,
in the above example, the lowest excitation is a HOMO-LUMO excitation. The energy gap
to be overcome depends on the degree of delocalization of the π-electron system and is
typically in the range of 1.5 eV to 4 eV for small conjugated molecules, allowing organics
for their use in optoelectronic applications. In fact, the optical and electronic properties,
as well as the charge transport of an organic semiconductor is based on the degree of delo-
calized, easily accessible, excitable and polarizable π-electrons of the molecules.
The increase in the number of sp2-hybridized carbon atoms leads to quasi-continuous
bands of occupied and unoccupied states. In fact, electrons are free to move along the
carbon backbone as long as such an electronic resonance between the π-bonds exists.
It is therefore apparent that the conjugation length affects both the electrical conduc-
tivity and the optical properties of the molecule. Thus, the π-conjugation influences
the excitation profile of the molecule and also the interplay of the individual molecular
orbitals participating on the conjugated electron system. As a key-property of organic
electronics, conjugation will essentially modulate the photophysics discussed in Chapter
5 and Chapter 7, ultimately pushing the appearance of TADF.
The conjugated segments of an organic semiconductor are called chromophores. Poly-
mers are the sequence of chromophores of specific conjugation length with strong
intramolecular electronic interaction. To modulate the photophysics of organic materials,
the dynamics of conjugated π-electrons have to be controlled. Therefore, the theoretical
description of the electrons in the organic semiconductors will be discussed in the follow-
ing Section 2.1.2.
In conclusion, both hybridization and intramolecular formation of conjugated molecu-
lar orbitals can be formulated in terms of a linear combination of atomic orbitals (LCAO,
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tum objects described by the wavefunctions Ψ({RI }, {ri }) as a multi-dimensional probabil-
ity distribution of the electrons and nuclei. The wavefunction is hence a function of the
electron coordinates r = {ri } = {r1,r2, . . . } an the coordinates R = {Ri } = {R1,R2, . . . } of all
nuclei.
Because of the large number of conjugated atoms, it is immediately apparent that nu-
merous approximations are needed to adequately describe the many-body perturbation
problem.
































where the lower case subscripts represent electrons and upper case subscripts with charge
ZI and mass MI stand for the nuclei. The first term in Equation 2.2 describes the kinetic
operator of the electrons, the fourth the kinetic operator of the nuclei. While the second
term corresponds to the Coulomb attraction between electrons and nuclei, the third and
fifth term represent the repulsion between electrons and nuclei, respectively.
Htot = Te +Vee +VeN +TN +VNN (2.3)
For the sake of clarity, the system of Equation 2.2 can be summarized in the form of
Equation 2.3, so that coupling terms between electron and nuclear or electron correlations
are immediately apparent. In other words, Equation 2.3 comprises the kinetic energies of
the electrons (Te) and nuclei (TN), the Coulomb interaction between nuclei to nuclei (VNN)
and electrons to nuclei (VeN), as well as the electron-electron correlation potential (Vee).
In the following Section, a first adiabatic approximation will be introduced, where the ki-
netics of the nuclei are treated perturbatively on the electronic part. [51,52] As will be shown,
the derivation illustrates a general route, as any other potential fluctuation as function of
the electronic coordinates can be treated in an exemplary perturbation potential V(r,R), e.g.
spin-orbit couplings.
2.1.3. The adiabatic Born-Oppenheimer approximation
In the following sections approximations to the full Hamiltonian of Equation 2.2 are high-
lighted. In general, the eigenstates of
[H −Ei]Ψ(r,R) = 0 (2.4)
can not be solved directly, [51] as no separation of variables is possible. Therefore, the elec-
tronic contributions are separated
Hel(r,R) = Te(r )+Vee(r,R)+VeN(r,R)
= Te(r )+V (r,R0)+∆V (r,R). (2.5)
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Following this assumptions, two separate Hamiltonians, namely a dynamic (Equation 2.6)
[Te(r )+V (r,R)−Ei(R)]Ψi(r,R) = 0 (2.6)
and static version
[Te(r )+V (r,R0)−Ei(R0)]Ψ0i (r,R0) = 0 (2.7)
is formulated (Equation 2.7), resulting in dynamic Ψi(r,R) and static Ψ
0
i (r,R0) wavefunc-
tions. [53] Now, both set of eigenfunctions form a complete set, with different expansion







Starting from Equation 2.8, coupled differential equations in form of Equation 2.9 are found
for the expanding coefficients, namely the vibrational wavefunctions.














































= 0 for k 6= j, (2.10)






The coefficients χjt are eigentstates of the Schrödinger equation















−Ejt]χjt(R) = 0. (2.12)
State functions of Equation 2.11 are sometimes called vibronic state with electronic state
j and vibrational configuration jt. [51] However, as described in Equation 2.10, the crude
adiabatic approximation, or sometimes rather called Born-Oppenheimer crude approx-
imation, does not allow any energy from the ionic kinetics to be transferred between
two electronic eigenstates. The adiabatic wavefunction of Equation 2.11 fully decouples
electronic Ψ and vibrational contributions χ. In general the total state function of an
molecular system is given by a vibronic state Ψ allowing such couplings. However, to
explain and understand the photophysical principles giving rise especially to TADF, the
effects of adiabatic and non-adiabatic perturbations on the electronic wave functions
are explicitly separated. Therefore, in the following chapters, it is always explicitly stated
in which approximation assumptions are made and whether they are adiabatic or non-
adiabatic. It is essential to always pay attention to the indexing of the wave functions. In all
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cases where it is of importance, the adiabatic wavefunction ΨCA will be explicitly marked
to emphasize its distinction from the vibronic state Ψ. Otherwise, the assignment results
from the context or is not relevant for the discussion or interpretation.
The derivation of the adiabatic approximation just described is somewhat untypical
and deviates from most textbooks. Originally, the adiabatic approximation according to
Born-Oppenheimer was based on the separation of mass fractions between the electrons
and nuclei. Due to the large mass difference, the contributions of the kinetic components
differ by a factor me
MI
≈ 10−4−10−5. [54] Therefore, in lowest order, one can regard the motion
of the nuclei as fixed with respect to the nuclei. However, in order to better understand
the perturbation approach used throughout this thesis, the derivation described suits way
better.
Now, the next sections take a closer look on electronic perturbations and interactions of
the adiabatic electronic wavefunctions in molecular systems, neglecting any vibrational
couplings. Afterwards, when understanding the electronic perturbations in the adiabatic
picture, vibrations of the nuclei are introduced perturbatively, and non-adiabatic (vibronic)
couplings are accentuated in Chapter 2.1.9.
2.1.4. Conjugated organic molecules
At this stage, the electronic part of an molecular wavefunction is separated from the motion
of the nuclei in terms of the crude Born-Oppenheimer approximation described in Chapter
2.1.3 above. However, to find solutions for the electronic molecular wavefunctions, addi-
tional approximations have to make use of quasi-free isolated atomic orbitals, as even H+2
can not be solved analytically. [54]
Linear combination of atomic orbitals (LCAO) In order to obtain appropriate molecular
state functions, linear superpositions of localized atomic state functions are used as initial
configuration to construct molecular orbitals. [55] This molecular orbital theory (MO the-
ory) based on the linear combination of atomic orbitals (LCAO), developed by Mulliken
and Hund in 1928, represents a holistic electron system of molecules. [55] The electrons do
not remain localized to individual atoms, but are delocalized over the entire molecule, ex-
tended over various nuclei. The derivation of the model is based on a simple scenario: with
a small distance of an electron to a nucleus, it behaves almost like within a solid atomic
orbital, assuming minor perturbations of the neighbouring nuclei. In the vicinity of an
neighbouring nucleus, the electron again has characteristic properties of the neighbour-
ing atomic orbital. In the simplest approximation, therefore, molecular orbitals are linear





each molecular orbital Φi (MO) is expressed as linear combination of the atomic orbitals
(AOs) φj. In Equation 2.13, the atomic orbitals constitute the basis set for quantum chem-
ical calculations described explicitly in Chapter 2.2. The coefficients are determined by
2.1. Molecular quantum mechanics 23
variational principles. This means, the secular Equations 2.14
∑
i
ci [Hkl −E ·Skl] = 0 (2.14)
corresponding to the secular determinant
|H−ES| = 0 (2.15)
have to be solved. In Equation 2.15, H is the Hamiltonian, while S represents the overlap













with the Coulomb integral
α= Hii = 〈Φi|H |Φi〉 , (2.17)
resonance integral













Neglecting the overlap integral S (the overlap anyway only contributes to the normaliza-



















As illustrated in Equation 2.21, the molecular orbitals are represented by linear combina-
tions the atomic orbitals, while the Coulomb integral α and resonance (or transfer) integral
β decisively trigger the respective molecular orbital energies. Figure 2.2 depicts such a for-
mation of molecular orbitals out of atomic orbitals, where non-vanishing transfer integrals
(or resonance integrals β in terms of the Hückel notation) manifest delocalized molecular
orbitals featuring shifted energy levels.
The LCAO method is an essential tool to understand intramolecular conjugation. In-
deed, charge delocalization by intramolecular conjugation induces new energy schemes
in molecules or compared to isolated molecular building blocks or the smallest subunits,
mostly described by the atomic units. As revealed in this thesis, delocalization effects and in
particular conjugation is revealed as unique tool to trigger TADF, alowing to manipulate the
energy levels of molecules by altering their substitution pattern (Chapter 5) or constructing
polymeric networks (Chapter 7).
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Pauli’s Exclusion Principle: spin orbitals The electronic Hamiltonian, which describes
the motion of electrons, depends on the spatial coordinates of the electrons. However,
electrons are fermions, which are antisymmetric with respect to the interchange of the co-
ordinates of any two electrons, comprising both spin and spatial degrees of freedom. This
antisymmetry principle is referred to as the Pauli exclusion principle, representing a inde-
pendent postulate of quantum mechanics.
Ψ(r1, . . . ,ri, . . . ,rj, . . . ,rN) =−Ψ(r1, . . . ,rj, . . . ,ri, . . . ,rN) (2.22)
In turn, a solution of any quantum mechanic system describing the motion of fermions
both has to satisfy Equation 2.4 as well as Equation 2.22.
As the Hamiltonian mentioned in Equation 2.4 only depends on the spatial coordinates
of the electrons, a complete description still lacks of the spin degree of freedom. This is
solved by introducing spin functions α(ω) and β(ω), representing electrons with spin up
and down, respectively. In addition, ω describes any unspecified spin variable. Now, from
each spatial orbital solving Equation 2.4, one can form two different orthogonal spin or-
bitals, corresponding to spin up and down, by just multiplying the spatial orbitals by α or
β spin function to the spatial electronic wavefunction Φ(r ), cf. Equation 2.23. [52]
Ψβ(r ) =α(ω)Φ(r )
Ψβ(r ) =β(ω)Φ(r ) (2.23)
From Hartree products to Slater determinants To the present point, single electrons in
the vicinity of nuclei have been modelled. For a molecular system consisting of N elec-
trons, however, the collective behaviour and the electronic interaction decisively dictates
photophysical properties. Not only the Coulomb interaction of electrons, but also their
correlation determine the electronic behaviour of the overall molecule. In the following
sections, the transition to many-body systems and their theoretical effects are illustrated.
In a first approach, the N-particle system is going to be modelled by the superposition of
the non-interacting one-particle systems derived above.






with Hi representing the Hamiltonian of electron i. Because finally H (Equation 2.24) is the
product of the isolated single particle eignenfunctions, the total Hamiltonian is solved just
by the simple product
Ψ(r ) =Ψ(r1,r2, . . . ,rN) =Ψi(r1)Ψ j (r2) . . .Ψk(rN), (2.25)
with respective isolated spin orbitals populated by N electrons. Equation 2.25 is called
Hartree product, representing a first approach to the Ne particle system. However, it is
apparent that the Hartree product does not fulfil Pauli’s exclusion principle. Therefore, the
Hartree product has to be fully antisymmetrized. An antisymmetric wavefunction can be
written as
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providing a solution in the N-particle Fock space F =⊕H (N). [52] Due to the antisymmetric
nature of fermions, [56] every element in F represents a Slater determinant. Equation 2.26
represents the Slater determinant of a N-electron system, with normalization (N!)−1/2. The
Slater determinant represents the N-electron configuration for non-interacting electrons,
ensuring Pauli’s exclusion principle.
To get started with electron-electron interactions, one has to go back to the Hamiltonian of
Equation 2.4. Interestingly, introducing a dimensionless position~xi =~ri/d with d = n1/d , n
representing the electron density and d the dimension of space, the Hamiltonian might be


















In Equation 2.27, α = d
aB




For molecular systems providing a high electron density, the electron-electron interac-
tion might be finally treated perturbatively. Equation 2.27 formulates the well-known Lan-
dau–Fermi liquid theory. Therefore, to find an accurate theoretical treatment of the elec-
tronic motions in organic molecules, the so far non-interacting electrons have to be renor-
malized in terms of an emerging perturbation Vee.
2.1.5. The Hartree-Fock approximation: a mean-field approach to inter-
acting particles
The finding of approximate solutions to the many-particle electronic Schrödinger Equation
2.4 remains a major activity of quantum chemists since the birth of quantum mechanics.
The Hartree-Fock method constitutes a first attempt to include electron-electron interac-
tion terms to the wavefunctions, generating the interacting system in first order of the per-
turbation potential Vee. In this approximation the dynamics of the interacting problem are
replaced by an effective one-electron problem. Hence, dynamics and direct correlations
are neglected by explicitly considering only a single Slater determinant for the ground state
configuration. It should be noted that it is in general not valid to express the many-particle
wavefunction as single Slater determinant build from single-particle wavefunctions. How-
ever, exactly this approach portrays the Hartree-Fock method. Assuming the N-particle
ground state as single Slater determinant with













the Hartree-Fock total energy is consecutively given by
E [Ψ] = 〈Ψ|H |Ψ〉 = 〈Ψ|T +Vee +Vext |Ψ〉 . (2.29)
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resulting in
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For a particular molecular system, the Hartree-Fock energy and corresponding wavefunc-
tion is found with use of the Rayleight-Ritz variational principle.
EHF = minΨE [Ψ]. (2.31)
The variational flexibility of Equation 2.29 is given by the spin orbitals. By minimizing the
total energy EHF under the condition of orthogonal single particle wavefunctions, Equation
















|r − r ′|
Ψi(r
′)Ψj(~r )
= EiΨi(r ). (2.32)
The Hartree-Fock Equations of 2.32 comprise the kinetic term of the N non-interacting
particles, the Hartree and Fock term as well as the potential energy of the electron-nuclei








r − r ′
, (2.33)
indicating its nature as electrostatic interaction term between the single particle charge
densities ρ(r ). Each electron of the single particle wavefunction causes a charge density
and electrostatic potential, which is interacting with the densities of the surrounding elec-
trons. Hence, each electron interacts with the mean-field of their neighbouring particles.
In turn, the Hartree-Fock equations have to be solved self-consistently.
On the opposite, the Fock term represents a non-local functional of the orbitals. The
Fock term is a direct consequence of the indistinguishability of the electrons in Equation
2.32. In case of simple Hartree products (Equation 2.25), the Fock term would not appear.
The exchange interaction (Fock term) has a major effect on the theory behind thermally
activated delayed fluorescence (TADF). As seen in the energy functional, the Fock term is
only non-zero, for orbitals comprising the same spin configuration. In turn, the energy of
triplet configurations is always lower in energy as a singlet configuration with same charge
density. Simultaneously, a minimized exchange interaction results in almost iso-energetic
spin configurations. An ultimate goal to reach TADF.
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While this is essential for general material design discussed in this theses, Equation 2.32
comprises another issue, rather related to the computational techniques used throughout
this work. Even in case of an idealized system only comprising a single electron N=1,
the Hartree term is non-vanishing. That means, K is non-zero, which represents a self-
interaction of the electron. While in case of Hartree-Fock the self-interaction error exactly
cancels out due to the corresponding exchange-term, self-interaction issues remain
serious for DFT (Chapter 2.2.2).
Finally, the Hartree-Fock method allows to replace the many-electron by an effective one-
electron problem where the electron-electron correlation is substituted on an average way.
The mean-field of the ith electron depends on the spin orbitals of all other remaining elec-
trons. Therefore the Hatree-Fock equations are non-linear and have to be solved iteratively.
In Chapter 2.2.1 the procedure of the underlying self-consistent field (SCF) method will be
explained in detail.
2.1.6. The challenge of electronic correlation: post Hartree-Fock tech-
niques for physics beyond single Slater determinants
The Hartree-Fock method consist of a single Slater determinant. Accordingly, no electron
correlations are taken into account and the electron interaction is treated in an electro-
static mean-field fashion. To circumvent the missing electron-electron correlation, several
post-Hartree-Fock techniques exist.
The Møller–Plesset perturbation theory (MP) is such a well-known post-Hartree–Fock
ab initio method in the field of computational chemistry. Based on the described
Hartree–Fock method, electron correlations are treated by means of Rayleigh–Schrödinger
perturbation theory. Thus, the The Møller–Plesset perturbation theory models a perturba-
tion expansion of the correlation energy, essentially explained by the principles outlined in
Chapter 2.1.7. In case the perturbation of explicit electron-electron correlation is treated
till second order, one speaks about MP2 approach. [52,54]
In addition to other methods, [55] which try to incorporate the correlation of electrons, the
coupled cluster (CC) is a particularly promising method in terms of feasibility and accuracy
going beyond the self-consistent-field method of Hartree-Fock. The coupled cluster (CC)
is generally used for describing many-body systems and is implemented in most quantum
chemistry programs as TURBOMOLE. [57,58] It is essentially based on the Hartree–Fock
orbitals, while constructing multi-electron wavefunctions using an exponential cluster
operator to explicitly account for electron-electron correlations. As the CC will be explicitly
used in Chapter 6 to reveal TADF in all its diversity, the principles behind CC are going to
be independently discussed in Chapter 2.2.3.
2.1.7. The adiabatic Rayleigh-Schrödinger perturbation theory
So far, the wavefunctions discussed model rather pure molecular chromophores in the
gas phase, which do not interact with neighbouring molecules. Due to feasibility, even
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polymeric systems are mostly cut into single repeating units on the cost of accuracy, lead-
ing to major changes in the modelled electronic properties. When dealing especially with
linked D-A type systems as TADF emitters, essential deviations might result both in the
ground and excited state due to the electronic interaction of the D and A building blocks,
depending on the mutual D-A interaction. As highlighted in Chapter 5, the substitution
pattern decisively manipulates the intramolecular D-A perturbation and hence excited
state profile of TADF materials. However, not only intramolecular interactions as for
instance due to D-A patterning (Chapter 5), but also external perturbations between host
and guest molecules might essentially trigger the photophysics of TADF compounds. [59]
To understand the quantum chemical differences introduced by substitution patterning
or external interactions, perturbation theory is indispensable to gradually understand the
quantum chemistry of D-A molecules.
This Chapter highlights electronic perturbations in the adiabatic limit in sense of Rayleigh-
Schrödinger. Therefore, non-adiabatic perturbations are neglected, i.e. non-diagonal
coupling terms as given in Equation are still negligible. As shown, electronic perturbations
in the adiabatic limit might cause significant changes in the electronic configuration with
respect to the unperturbed system. For example, as shown in Chapter 5, such a perturba-
tion can occur through a modified substitution pattern of organic D-A compounds.
First of all, time-independent perturbations will be discussed to first order. Afterwards,
time-dependent perturbations are introduced, resulting to first order in Fermi’s golden
rule. Following adiabatic perturbations (Equation 2.34), the influence of potential mod-
ulations due to vibrational modes are discussed. For this purpose, Chapter deals with
vibrational states beyond crude Born-Oppenheimer approximations (CA). That is, non-
diagonal coupling elements between electronic states caused by potential fluctuations due
to vibration states are explicitly considered. All perturbations are treated by means of the
Rayleigh-Schrödinger perturbation theory.
Finally, in Chapter 2.3.3, a conclusion is drawn in which the intramolecular RISC rate as
fundamental property judging TADF is developed under both adiabatic and non-adiabatic
perturbations. As it turns out, TADF is a highly complex vibronic process, wherein TADF
can be promoted both adiabatically (Chapter 2.1.7) and non-adiabatically (Chapter 2.1.9).
Let’s start with the crude Born-Oppenheimer approximation derived in Chapter 2.1.3.
Hence, the initial eigenfunctions are adiabatic configurations Ψ0, for which the corre-
sponding eigenvalues should be known. Assuming a small perturbation V acting on the
unperturbed Hamiltonian H0, the Hamiltonian of the total system is provided by
H = H0 +λ∆V (r,Q0). (2.34)
The perturbation theory provides an approximation scheme which tries to represent a
complex quantum system in the sense of a simpler system. The basic idea is thus to
start with a known system for which a mathematical solution is in hand, and to add an
additional "annoying" Hamiltonian which represents a weak perturbation or just any
kind of an deviation from the initial system. If the perturbation is not too large, the
perturbed physical system features its own energies and eigenstates, which differ to those
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of the initial unperturbed system. The comparatively small corrections can be calculated
using approximate methods such as asymptotic series, a Taylor series. Finally, more
complicated system can ultimately be modeled based on simpler ones, allowing to gain
important knowledge about the influence of the respective perturbation on the eigenstates.
In time-independent perturbation theory, the perturbation is static with respect to time.
The perturbation theory was published in 1926 by Erwin Schrödinger and was based in
part on work by Lord Rayleigh, giving the reason why quantum mechanical perturbation
theory is often referred to as Rayleigh-Schrödinger perturbation theory.
In general, solutions to H0 are expected to be known, and V is assumed to be time-
independent. Especially with respect to this thesis, time-independent perturbations might
also be represent by deviations in the electrostatic potentials of two distinct substitution
patterns, eg.
∆V (r,Q0) = H −H0, (2.35)
allowing to study the changing excited state energy profile of distinct molecular structures
with respect to each other by trying to express the eigenfunctions of a certain structure in
terms of its chemical analogue (cf. Chapter 5).
By expressing the new eigenvalues and eigenfunctions in terms of a power series in λ,
























































to the eigenstate . [52,54]
However, the time-independent perturbation theory fails to describe perturbations that
are not generated adiabatically, making it necessary to dive into time-dependent perturba-
tions V(t). Here, time-dependent potential fluctuations not only allow to introduce non-
adiabatic perturbations, but also to describe intramolecular transition processes.
2.1.8. Time-dependent perturbation theory
This Section deals with time-dependent perturbations V(t). The time-dependent perturba-
tion theory describes problems such as incoherent radiation of atoms by photons, or serves
for the understanding of induced absorption or emission of photons.
H = H0 +∆V(t) (2.40)
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Assuming a time independent Hamiltonian H0, the system can only interfere with states
that have the same energy as the initial state. However, if there is a time-dependent
perturbation which oscillates at an angular frequency ω, the transition between energy
states, which differ by ħω, is quantum mechanically possible. If one now assumes such
a time-dependent perturbation V(t), the corresponding energy levels and eigenstates are
also time-dependent. Therefore, the fundamental goal of time-dependent perturbation
theory is to determine the time-dependent expectation values of an observable for a given
initial state, or the respective time-dependent probability for any non-identical state to
become occupied with respect to the initial population. These transition probabilities
are mainly responsible for the intramolecular transitions, explained in Chapter 3.3, with
decisive importance for the general statements of this work. Essentially, time-dependent
phenomena allow the interpretation of spectral lines and the general decay properties of
excited state species. [52]
Fermi’s golden rule, which is now derived from time-dependent perturbation theory, ap-
plies to arbitrary, constant but also explicitly time-dependent perturbation operators. In
general, these may be either classical interactions with a constant external field or time-
dependent external perturbations such as couplings to photons. [46,54]
Fermi’s golden rule: transition rates in first order Irrespective of the perturbation, the
transition rate between two eigenstates |Ψi〉 and |Ψf〉 is essentially independent of time.
As shown in the following, in first order, the transition probability between two distinct





with ρ representing the density of final states (total number of continuum states per
energy unit) and 〈Ψf|∆V (t ) |Ψi〉 mirroring the transition matrix element of the perturbed
system H between final and initial states. With respect to the ground state, the transition
probability in Equation 2.41 represents the decay probability and is therefore related to the
inverse of the excited state lifetime τ of the initially populated eigenstate.
Now, a short summary will be given to illustrate how Fermi’s golden rule (Equation 2.41) is
derived from time-dependent perturbation theory.
In general, it’s quite simple, because only the Schrödinger equation
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an(t )|Ψn〉e−itEn/ħ = 0 (2.42)





−itEn /ħ |Ψn〉 , (2.43)
defined as superposition of each eigenstate at time t with amplitudes cn(t ).
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The golden rule appears as direct consequence of the Schrödinger equation, when solved
to the lowest order in perturbation V(t) of the Hamiltonian H,
(






an(t )|Ψn〉e−itEn/ħ = 0. (2.44)






〈Ψk|H |Ψn〉an(t )eit (Ek−En)/ħ. (2.45)
with En and |Ψn〉 representing the stationary eigenvalues and eigenfunctions of the unper-
turbed H0 system. So far, no assumption are made. However, these are necessary because
the system described in Equation 2.45 is not solvable.
Let’s assume a weak perturbation ∆ V(t), which is switched on at t=0. Finally, it is straight-
forward to show that in zeroth order cn(t ) = δn,i, resulting in
iħdak(t )
dt
= 〈Ψk|∆V |Ψi〉eit (Ek−Ei)/ħ (2.46)
for the corrected amplitudes. When integrated over time, Equation 2.46 yields




for ω = (Ek −Ei)/ħ, for ck(t ) with ci(0) = 1 and ck(0) = 0. That means for states k6=i, ck(t )
is non-zero due to V(t) 6=0. Finally, the rate for transitions between the initially populated






















when integrated over the density of states and using the Dirichlet integral. [52]
As illustrated, the time dependence vanishes, and the transition rate is given by a constant,
expressing the exponential decay regime of radiative transitions.
2.1.9. Vibronic couplings
For thermally activated delayed fluorescence, vibronic couplings (non-adiabatic perturba-
tions) are indispensable. The consideration of vibronic couplings on TADF were ignored
for the first years after Uoyama et al.’s milestone publication in the year 2012. [25] Rapid
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progress in material development has diminished its need. But slowly the consciousness
awoke that non-adiabatic couplings and their understanding are indispensable, in order to
advance further progress in the field of TADF. [28,30,60] For sure, this development was also
linked to increasing issues surrounding the lack of stability even for efficient TADF emitters.
In the following, the approximated crude adiabatic system studied in Chapter 2.1.3 be-
comes subjected to vibrationally induced perturbations. While Chapter 2.1.3 separated the
electronic and nuclei motion, this Chapter is going to highlight the first order corrections
of the vibrational motions of molecular systems on the electronic configurations. Above,
electronic perturbations were introduced in terms of the Rayleigh-Schrödinger perturba-
tion concept (Equation ), ignoring any vibrational contributions in terms of the crude adi-
abatic (CA) Born-Oppenheimer approximation (Equation 2.39). However, transition rates
between distinct electronic levels might not only be driven by electronic perturbations as
described in Chapter 2.1.7, but also potential fluctuations by ionic motions might lead to
intramolecular transitions in terms of Equation 2.57. This will be shown explicitly in Chap-
ter 2.3.3, expressing adiabatic and non-adiabatic perturbations on the reverse intersystem
crossing rate, pushing TADF and paving the way for rational material design.
2.1.10. Non-adiabatic corrections: vibronic couplings beyond crude
Born-Oppenheimer perspectives
Starting from the Born-Oppenheimer approximation introduced in Chapter 2.1.3, non-
adiabatic perturbations are introduced. In general, it is possible to solve the coupled
differential Equation 2.9 to extract the expansion coefficients. [51] However, while this is
possible for small atomic systems, it is not straightforward for larger molecular systems.
In contrast, the so-called type b vibronic correction or non-adiabatic coupling corrections,
named by Herzberg-Teller, [51] enable a way better approach to correct adiabatic wave-
functions by the motion of the nuclei.







representing a perturbation series with the crude adiabatic Born-Oppenheimer states ΨCAir ,
with the indices indicating the electronic and separated vibrational quantum states. Hence,

















in first order, with the perturbation series defined by the perturbation operator















finally reducing the development of non-adiabatic states to the approximation of the
coupling matrix elements given in Equation 2.51. H ′(r,Q) is acting on the crude Born-
2.2. Computational quantum chemistry 33




















































































































for k 6= i.














Therefore, the vibrational motions induce potential fluctuations and one may regard the
perturbation operator as H ′(r,Q) =∆V (r,Q), allowing for the crossing of adiabatic surfaces
and consecutively the vibrationally assisted switch of electronic eigenstates. Finally, the



















































As will be shown in Chapter 6, Equation 2.57 plays a major role in the thermally acti-
vated delayed fluorescence mechanism, allowing to understand and manipulate molecular
structures to enhance their TADF or RTP behaviour, respectively (cf. Chapter 8).
2.2. Computational quantum chemistry
The essential goal of molecular quantum mechanics is the solution of the time-dependent
Schrödinger Equation 2.42 to represent the electronic states of the molecules. Therefore,
this Section will start from Chapter 2.1.5, while introducing computational techniques that
have been established over the last past decades to model quantum chemical system effi-
ciently.
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2.2.1. The Hartree-Fock (HF) self-consistent field
Going back to the Hartree-Fock equations 2.32, the variational flexibility of the Hartree-
Fock approach remains in the spin orbitals of each single particle. By minimizing the total
energy of the system with respect to these spin orbitals, a set of self-consistent equations,
the so-called Hartree-Fock equations, can be derived as an eigenvalue problem
f (i)Ψ(ri) = ǫiΨ(ri), (2.58)










VHF(i) represents the Hartree-Fock potential of the i-th electron, as an average potential
which the electrons interact with due to the existence of their neighbouring electrons.
Intrinsically, this potential depends on the charge distribution of all other electrons,
i.e. the Fock operator depends on its own eigenfunctions. Therefore, the Hartree-Fock
equation must be solved self-consistently. This algorithm is called self-consistent field
(SCF) method. [52]
The computational process in order to solve Equation 2.58 is very simple and easy to un-
derstand. By adopting a set of spin orbitals, the effective one-particle state is solved in the
electronic field of the other electrons. With the new spin orbitals, a new potential is gener-
ated again and the one-particle states in this environment are solved, which in turn results
in new spin orbitals and a resulting potential. This is repeated until convergence is reached.
The solution of the Hartree-Fock equation yields a set of orthonormal spin orbitals Ψi with
eigenvalues ǫi. The lowest N orbitals are called occupied. The resulting Slater determinant
constructed from these occupied orbitals is the best possible ground state configuration in
the Hartree-Fock approach. The unoccupied orbitals are called virtual or simply unoccu-
pied orbitals. The influence of the initial choice of a basic sets should be also mentioned
shortly. The larger this respective set is chosen, the greater the flexibility of the expansion
and the lower the Hartree-Fock energy of the ground state. This happens with increasing
size of the base set until reaching the Hartree-Fock limit. In general, any limitation of the
basis set will result in an energy value slightly above the Hartree-Fock limit. For this reason,
always a sensible choice of the basis set should be made and a sufficient size be chosen.
2.2.2. Density functional theory (DFT): density as basic variable
In the 1960’s, the pioneers Pierre Hohenberg, Walter Kohn and Lu Jeu Sham developed the
density functional theory (DFT), as based on early works of Thomas Fermi. [61] It was indeed
Thomas Fermi, raising the question if it is possible to substitute the complete Schrödinger
equation in terms of a theory only involving the charge density as basic variable. As the
Hartree-Fock method derived in the previous Chapter 2.2.1, DFT provides solutions to the
electronic wavefunction in the potential of static nuclei. [62] So far, electron correlations are
treated either by expanding the wavefunction in a linear combination of several Slater de-
terminants or using explicit perturbation theory. In any way, the many body wavefunction
remains a profoundly complex object. DFT allows to keep all physical information of the
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quantum system while replacing the multidimensional Schrödinger equation by a three
dimensional density functional. One major benefit of DFT is that its complexity does not
increase with the number of particles, rather than the exact solution in terms of Hartree-
Fock, which grows factorially with the particle number.
Hohenberg-Kohn theorem Hohenberg and Kohn illustrated that any non-degenerate
ground state of the Schrödinger equation is inevitably linked to a unique charge density. [54]
Moreover, the Hohenberg-Kohn variational principle states that the exact electron density
yields the lowest ground state energy E0 = minE [ρ] and therefore any operator, eg. the total
energy
E [ρ(~r )] = T [ρ(~r )]+Vext[ρ(~r )]+Vee[ρ(~r )] (2.60)
might be expressed by the charge density ρ(~r ). Especially the proof of existence for such a
density functional is the achievement of the Hohenberg and Kohn theorem, in turn repre-
senting the core of the density functional theory (DFT).
Kohn-Sham equation In density functional theory, the quantities of Equation 2.60 are
expressed in terms of the specific charge density of each molecular state. To face this
problem, Kohn and Sham introduced a hypothetical system assuming no any interactions,





Equation 2.61 is one of the most important equations in the exact density functional theory,
stating that from the exchange-correlation potential one can find the effective Kohn-Sham
potential. This assumptions defines the Kohn-Sham (KS) DFT approach. Such an effective
potential is not linked to a mean-field approach as derived in the Hartree-Fock method
but only corrects for the missing explicit correlation between the non-interacting parti-
cles by a exchange-correlation potential. In case of non-interacting particles, the ground
state is a Slater determinant of the single electron orbitals Ψi, causing the charge density








|φi(~r )|2. The Kohn-Sham approach is to map the
interacting system exactly onto an auxiliary system of non-interacting particles with the
same charge density ρ(r ), assuming the existence of a potential V = Vext +Vee which is
able to do this. This question of whether there exists such a potential V is known as the
non-interacting representability problem. The Kohn-Sham approach assumes now a total
energy of the interacting system as the sum of the kinetic energy of the non-interacting
auxiliary particles








d3rΨ∗(~r )∇2Ψ(~r ) (2.62)












and also the external (at least the Coulomb interaction between electrons charge density
with the nuclei) potential
Vext[ρ(~r )] =
∫
d3r VeN(~r )ρ(~r ). (2.64)
The remaining issue is to find an accurate density functional to correct for both the kinetic
and the exchange-correlation energies.
The exchange-correlation energy Exc consists both of the missing exchange (Fock) part, the
correlation contributions and the interaction corrections to the kinetic energies. [62,63] By
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= 0 (2.65)














Ψi(~r ) = ǫiΨi(~r ), (2.66)
which can be used to determine the ground state configuration self-consistently. The func-
tions Ψi(~r ) determined by Equation 2.66 are called Kohn-Sham orbitals, used throughout
this thesis to visualize the molecular orbitals of the electronic configurations. One should
note that there is nothing approximate in the Kohn-Sham wave functions. They are
uniquely defined for every interacting system. Interestingly, the Kohn-Sham DFT scheme
is based on a density functional theory where the kinetic energy does not show an explicit
density functional form. But this finally made KS-DFT so successful, as the kinetic energy
of the non-interacting auxiliary particles is very nearly equal to the interacting kinetic
energy, and any remainder can be reasonably approximated as a local or semi-local
functional within the xc-part.
The remaining task is to find a reasonable approximation Exc[ρ(~r )] for the exchange-
correlation functional, acting on the non-interacting auxiliary system to match the molec-
ular charge density.
Exchange-correlation functionals At this point it is worth to emphasise once more that
the KS-DFT is a formally exact many-body theory. In practice however, suitable density-
functional approximations to Exc[ρ(~r )] has to be generated.
[52] [54] Finding of convenient
XC functionals remain the holy grail of DFT. Therefore there exists a huge variety of differ-
ent exchange-correlation functionals adapted to different needs. In general, two distinct
approximations for the construction of functionals are used, namely the local-density ap-
proximation (LDA) and the generalized gradient approximation (GGA). In case of the LDA
approach, the exchange-correlation functional explicitly depends on the local charge den-
sity ρ(r ) and finally is treated as an exchange-correlation potential. [62] Oppositely, GGA
functionals additionally depend on the charge densities first spatial derivative. Neverthe-
less, LDA and GGA functional are known to suffer from self-interaction errors and wrong
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dissociation behaviour, causing band-gap underestimations and failures in electron local-
izations on molecules. [64] Especially for explicitly charged species this can ultimately lead
to convergence issues. That’s way hybrid functionals are commonly used, comprising con-
tributions of explicit exchange energy from the Hartree-Fock theory. Finally, this allows
for more realistic energy gaps especially for organic molecules. Throughout this thesis ei-
ther the default BP86 functional or most likely the hybrid B3LYP functional is used. Here,
BP86 defines a combination of Becke’s exchange functional [65] and the Perdew 86 correla-
tion functional. [66] Especially the reliability of the B3LYP functional has contributed signif-
icantly to the triumph of DFT in recent years. B3LYP is a hybrid functional defined as
Exc = 0.2Ex(HF)+0.72Ex(GGA)+0.08Ex(LDA)
+0.81Ec(GGA)+0.19Ec(LDA) (2.67)
with explicit Hartree-Fock exchange Ex(HF), Ex(LDA) exchange functional contributions by
Becke et al., and correlation contributions Ec(GGA) derived by Lee, Yang and Parr
[67] and
Ec(LDA) is a LDA correlation functional contributions by Vosko et al..
[68]
The basis sets Both Hartree-Fock and DFT rely on the wave functions of quasi-particles
constructed as linear combinations of atomic functions. In general, these are envelope
functions of the hydrogen wave functions. However, as these Slater-type orbitals (STOs)
are computationally expensive to integrate numerically, Gaussian orbitals are used instead
to simplify the integration. Therefore, STOs are commonly approximate by a certain num-
ber of Gaussian functions, defining the accuracy of the underlying basis set. In this the-
sis, mostly two extended basis sets are used, described in the following. Firstly, the stan-
dard SV(P) and SVP basis, namely the split-valence basis set with polarization functions
for all atoms except of hydrogen (SV(P)), which is the default in TURBOMOLE. [57] And
secondly the more accurate SVP, split-valence basis set with polarization functions for all
atoms. [52] [62] Beyond this approach, more complex approaches exist, such as split-valence
basis sets X-YZg or X-YZWg, following the notation of John Pople. [69] Actually, X represents
the number of used Gaussian functions to approximate the Slater-type orbital (STOs) used
for core orbitals. Additionally, the valence orbitals are given by 2 (X-YZg), 3 (X-YZWg) or
even more Slater-type orbitals. The presence of two symbols after the hyphen implies a
split-valence double-zeta (double-ζ) basis set. Likewise, split-valence triple- (triple-ζ) and
quadruple-zeta basis sets are denoted as X-YZWg, X-YZWVg, . . . . In addition, basis func-
tions are used to model polarization effects, represented by X-YZg* or X-YZWg*. [70]
2.2.3. The single-reference coupled-cluster post Hartree-Fock method
The Hartree-Fock method (Chapter 2.1.5) explicitly uses only a single Slater determinant
as ground state configuration, ultimately leading to a vanishing electron correlation. The
HF method yields in general a set of around Ne molecular orbitals, which are ordered
energetically and 12 Ne of the determined orbitals is populated by electrons, to form the
HF ground state configuration Ψ0. However, the exact ground state wave function is
expressed as a linear combination of all possible Ne-electron Slater determinants, finally
allowing for the appearance of electron-electron correlations. Configuration interaction
(CI) calculations go beyond the crude HF approach, by including determinants including
virtual orbitals that are successively singly excited, doubly excited , triply excited and
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so on. [55] CI is in general variational, but lacks of size.consistency. An alternative is the
application of perturbation theory to include e-e-interaction (Chapter 2.1.7), which results
in a size-consistent approach. However, perturbation approaches suffer from the varia-
tional principle, where the energies can not be regarded as upper boundary to the exact
energy. [55] The second order Møller-Plesset perturbation theory (MPPT) is a rather simple
and technically easy ab initio method. [55]. The perturbation corrections are obtained
from the Rayleigh–Schrödinger theory with the perturbation defined as deviations from
the unperturbed Fock operator as given by the HF-SCF method (Chapter 2.2.1), in turn
representing a Taylor series in the fluctuation potential. [55] The inclusion of second-order
energy correction in MPPT is designated MP2, where higher extensions including third-
and fourth-order energy corrections are labelled by MP3 and MP4. [58] MPPT is a concep-
tually simple and technically the most simplest ab initio correlation method. As shown,
MPPT can be derived by expanding the solution of the electronic Schrödinger equation
as a Taylor series in the fluctuation potential. While this can be done in the framework of
configuration interaction (CI) theory, also a single-reference coupled-cluster ansatz might
be used for the overall exact wavefunction. [58]






with the cluster operator






















The coefficients labelled in Equation 2.70 are cluster amplitudes with the excitation oper-
ators τ̂µi generating all possible single, double and higher excited state determinants ap-
plied on the Hartree-Fock ground state determinant. Occupied orbitals labelled by i,j,. . .
are excited to the virtual orbitals labelled by a,b,. . . . Using the exponential cluster-operator


























|HF 〉 = 0, (2.72)
determining the amplitudes tµi introduced above. Finally, truncating the cluster operator
after the single (T̂1), double (T̂2) or even higher excitations results in the coupled-cluster
singles-and-doubles (CCSD), CCSDT method, and so on. For sure, the computational
costs of wavefunction based correlated ab initio methods explicitly treating the elec-
tron–electron interaction correctly to second order are dominated by huge computational
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times for the calculation of the four-index electron repulsion integrals in the AO basis and
their subsequent transformation to the MO basis. However, in this theses the TURBO-
MOLE software is used, allowing to reduce the computational costs for CC methods by
about one order of magnitude just by applying the resolution-of-the-identity approxima-
tion for the electron repulsion integrals. Further on, parallel implementations of RI-CC2
ensure feasible computations for molecules with more than 30 atoms and many hundred
basis functions if the molecular structure has no point group symmetry. Therefore, small
organic compounds were studied in detail by the CC2 method, while still the focus is
directed towards SCF and DFT schemes to focus on feasible molecular design techniques.
CC2 does in general not out-compete the accuracy of MP2 in terms of ground state ener-
gies, structures, or properties. However, its advantage upon MP2 lies in the combination
with coupled-cluster response theory, where it can be applied successfully to excited state
calculations. CC2 was explicitly used for excited state calculations of smaller organic
compounds (Chapter 6) to obtain a deep understanding of TADF while not suffering from
to excessive computations. [58]
For further reading discussing highlighting excited state calculations using CC2 and de-
tailed computational aspects please see reference [58].
2.3. Molecular electronic transitions and optical properties:
excited state dynamics of organic solids
Molecular subunits strongly determine the properties of the overall organic solid. Their
photophysics are dictated by the individual optical properties and intramolecular tran-
sitions. This Chapter illustrates the excited state and transition properties of organic
molecules, as experimentally determined by optical spectroscopy explained subsequently
in Chapter 3.
2.3.1. Vibronic transitions: The Franck-Condon principle
Excitations of organic molecules are caused by charge redistributions. Explicitly, the lowest
excitation is given by an electron promotion from the highest occupied molecular orbital
(HOMO) to the lowest unoccupied molecular orbital (LUMO). The bound quasi-particle
(Coulomb interaction) finally forms an exciton. To reveal the photophysics and hence exci-
ton dynamics of an organic solid, the motion of electrons under excitation have to retraced.
Electrons are fermions, defined by their anti-symmetrical wave function. Due to Pauli’s
principle (Chapter 2.1.4), each orbital of a molecule is filled by two electrons, differing by
their spin quantum number. The spin momentum is s =±12 , donated as up (|↑〉) and down




) spin wave function. After excitation, the respective
simplified two electron system might result in an antisymmetric single state with total
spin angular momentum S=0, or symmetric triplet state with S=1. As reflected in the spin
multiplicity M = 2S+1, the electrons might either couple in three positions resulting in a
triplet manifold defined by the overall spin S=1 with M=3 (triplet), of a singlet spin state
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with S=0, only provided by anti-parallel spin orientation of the partially occupied spin
orbitals with M=1 (singlet). Under electroluminescent excitation of the ground state, the
ratio between generated triplets to singlets is given by their multiplicity with 3:1, while spin
restrictions only allow singlet excitations when the ground state is excited optically.
It is worth noting that different types of excitations exist. Depending on their spatial sepa-
ration, Frenkel (localized) , charge-transfer (intermediate) and Wannier Mott (delocalized)
type excitons occur. In organic semiconductors the excitons are highly localized on the
molecular species featuring a higher binding energy (∼1 eV), classifying the Frenkel type
excitons. This in turn underlines the need for fundamental OLED material research, as the
material properties massively define the overall characteristics of the device itself.
Excitons are mobile quasi-particles, featuring a finite lifetime. A relaxation to the ground
states might occur by release of their excess energy by photons or non-radiative heat forma-
tion. Further on, the deactivation of the localized Frenkel exciton might happen by charge-
transfer (Dexter energy transfer) or energy transfer to adjacent molecular sides (Förster
energy transfer). For clarification, these various intramolecular decay and intermolecu-
lar transfer regimes are typically illustrated in a Jabłoński-type diagram, shown in Figure
2.3.
The Jabłoński diagram schematically illustrates the intramolecular transfer processes com-
prising the singlet ground state S0, the energetically lowest singlet S1 and triplet excited
state manifold T1 and the corresponding vibrational modes. Several intramolecular pro-
cess might occur subsequently to the excitation of an organic molecule, as for instance
photon absorption from S0 to S1, internal conversion processes from S1 to Sn or T1 to Tn
based on intramolecular charge-transfer processes as described by Dexter energy transfer
(DET; cf. Chapter 2.3.4). Alternatively, the excited S1 state might optically decay to S0 under
fluorescence (Figure 2.3). Also spin-forbidden processes, as the intersystem crossing (ISC)
from S1 to T1, the reverse ISC (RISC) from T1 to S1 and subsequent spin-allowed delayed
fluorescence (DF) of S1, or direct spin-restricted phosphorescence (PH) from T1 to S0 and
non-radiative deactivations via vibrational couplings as for instance between S1, T1 to S0,
might be observed. The interplay between all rates define the photophysics of the under-
lying organic solid, characterized for instance by its absorption and emission profile. To
reveal the rate dynamics from the experimentally accessible spectra, remains the key-issue
of photophysicists and will be discussed in Chapter 3.
Vibronically allowed transitions Basically, such a stereotype Jabłoński diagram illus-
trates the variety of transition rates competing with each other, while defining the char-
acteristics of the organic molecule. To optimize certain materials with respect to specific






























In general, the probability of a certain transition, either radiative of non-radiative, depends
on the overlap of initial and final state, mediated by a certain off-diagonal transition
matrix element, highlighted in Equation 2.73. For radiative transitions, the perturbation
operator is given by the electrical dipole moment ~p, for spin-flip processes mediating the
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separation as given in Equation 2.73 reformulates the Born-Oppenheimer approximation
(Chapter 2.1.3), and in lowest order, the vibrational wave functions only contribute with
a pre-factor to the overall transition probability. Nevertheless, the intensity distribution
of the excitation and the emission spectra is crucially determined by these well-known
Franck-Condon factors. As depicted in Figure 2.3, vibrational states featuring large wave
function overlaps are typically preferred, as can be seen by the vibrational factor in
Equation 2.73. Therefore, vertical population of higher vibronic sub-levels showing large
vibrational wave function overlaps are preferred, however in turn large overlaps to the
ground state also preferably lead to non-radiative deactivation. This phenomena is known
as Kasha’s rule, resulting in almost no any emission from higher excited electronic states
decisively contributing to the overall emission profile. As higher radiative contributions
might be neglected, emission and absorption spectra of organic molecules show mirror
symmetry, as illustrated in Figure 2.3.
So far, the electronic overlap given by the transition matrix element and the nuclear over-
lap term (Franck-Condon factor) are discussed, both contributing to the intramolecular
transition probabilities and rates, respectively. The last factor of Equation 2.73 describes
the spin selection rules of electronic transitions. The ground state of an organic molecule
is a singlet state, usually. The wave function of a singlet state features a spin multiplicity of
1, and is therefore not degenerate. Finally, a transition between different spin multiplicities
([α,β]) is forbidden due to spin angular momentum conservation. But, if strong spin-orbit
coupling appears in the organic molecule, singlet and triplet states are mixing, thus a linear
combination of both states occurs. Consecutively, transitions between singlet and triplet
sates (eq. ISC, RISC and phosphorescence) become allowed and might be even acceler-
ated by organic molecules comprising heavy metal (central) atoms as Iridium, Platinum
or Copper with organic ligands. Such phosphorescent metal-to-ligand charge-transfer
complexes featuring strong spin-orbit couplings are still state-of-the-art materials used in
organic light-emitting diodes, enabling fast transition in sense of Equation 2.73. [31]
Based on the theoretical discussion of vibronically allowed transitions, the most important
intramolecular transitions are summarizes in the following, while afterwards intermolecu-
lar processes are investigated in all detail.
2.3.2. The fate of excited states: intramolecular transition rates
Absorption The ground state S0 of an organic molecule is regularly a singlet state. By ab-
sorption of a photon providing an energy larger than the HOMO-LUMO gap, the molecule
is excited from S0 to an upper state Sn according to the Frank- Condon principle (Chapter
2.3.1). After the absorption within a femtosecond timescale (∼10 -15 s), the excited state
eventually relaxes, and subsequently the vibrational relaxation and radiative decay causes
the deactivation to the ground state.
Internal conversion The internal conversion maps a non-radiative process between two
excited state manifolds of same spin multiplicity. In general, an organic molecule is opti-
cally excited to an energy level higher than the lowest vibrational level of the lowest excited
state. Then, the higher vibronic state relaxes to lower lying vibrational level of the respective
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excited state manifold by vibrational deactivation, eg. heat dissipation. Similarly, higher
electronic states Sn relax to the lowest vibrational level of the S1 state via non-radiative in-
ternal conversion processes in terms of Kasha’s rule. In general, internal conversion to S0
from S1 is also possible. However, in general this IC is less efficient compared to S2 to S1,
due to the energy gap law. [71]
Fluorescence As stated above, the lowest singlet excitation S1 can be generated by direct
S0 → S1 excitation by internal conversion (IC) processes such as S2 → S1. The radiative
decay from S1 to S0 is called fluorescence. Materials emitting only from the singlet state,
are called fluorescent emitters. Vibrational relaxations within the excited state red-shift the
emission profile to lower energies compared to the respective absorption spectrum, de-
picted for instance in the Franck-Condon diagram of Figure 2.3. The energy shift between
the absorption and fluorescence profile is called Stokes shift, implying important informa-
tion on the internal couplings to vibrational modes and the general relaxation processes
appearing in the excited molecule. Especially for the design of narrow bandwidth emitters,
the Stokes shift has to be addressed in more detail.
In general, fluorescent materials suffer from their internal quantum efficiency, as only 25
% of the total excitons formed under electroluminescence contribute to the emission via
fluorescence. The internal quantum efficiency (IQE) for a fluorescence based devices is
therefore limited to 25 %. In order to increase this intrinsic IQE limitation, generated triplet
state have to participate on the radiative process.
Intersystem crossing Intersystem crossing is a non-radiative transition between two
electronic states of different spin multiplicities. In organic molecules, and especially TADF
materials, the triplet surface overlaps with the energy level of the adjacent singlet states. An
excited molecule in any upper Sn state can be in resonance to any vibrational level of an ad-
jacent triplet state Tn. Thus, even for moderate spin-orbit coupling constants, intersystem
crossing from Sn to Tn might be dominant due to energetic resonance conditions.
Phosphorescence In general direct transitions between triplets to the ground state are
forbidden and excited state energy is slowly deactivated by internal non-radiative deactiva-
tion to the ground state. Nevertheless, by using heavy metal atoms, the spin-orbit coupling
and thus intersystem crossing rate can be enhanced. An arising radiative decay from T1
to S0 is called phosphorescence, the respective slowly emitting materials are called phos-
phors. As illustrated in Figure 2.3, the triplet potential energy surface (PES) is lower in en-
ergy as the respective singlet PES, due to exchange energy contributions. Therefore, the
phosphorescence is in general red shifted with respect to the fluorescence. By accelerat-
ing the ISC, all singlet excitons can convert to triplet state, so that an IQE of 100 % can be
reached by phosphorescent materials. While such phosphorescent OLEDs based on heavy
atom including phosphors have superior efficiencies to fluorescent devices, they suffer
from strong efficiency quenching at high applied biases, feature very poor operational life-
times especially in the blue colour range and over all, they still comprise expensive heavy
metal complexes.
Reverse intersystem crossing Reverse intersystem crossing between any T1 to any S1
state can occur in case of a sufficiently small energy gap between certain vibronic energy
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modes. When redirecting non-radiative triplet states to the lowest S1 state, RISC might
cause a regular fluorescence profile, which is delayed in time to the prompt fluorescence
decay of the respective singlet state, caused by excited state cycling between triplet and
singlet spin configuration before the exciton radiatively decays (Figure 1.3).
Thermally Activated Delayed Fluorescence Thermally activated delayed fluorescence
(TADF) finally names the triplet to singlet exciton upconversion by reverse intersystem
crossing (RISC). If the energy gap is sufficiently small, non-radiative triplet states can be
redirected to radiative singlet manifolds, and 100 % internal quantum efficiency might be
reached by fully organic heavy-metal free materials. The internal efficiency, allowing to
reach close to unity efficiency, is based on the contributions from the prompt fluorescence
mechanism, which participated immediately after excitation with a decay from the S1 state
in nanosecond timescale. The redirected triplet manifolds by RISC delay the illumination
process, leading to an increased fluorescence lifetime up to over several µs. For efficient
TADF, materials with a vanishingly small ∆EST are required, but also a rather short delayed
fluorescence is highly needed, as illustrated when discussing intermolecular transfer pro-
cesses (Chapter 2.3.4) and material stabilities (Chapter 9). The observation of TADF has
resulted in a completely new area of research pushing fundamental material development
into focus of OLED research.
2.3.3. The effect of adiabatic and non-adiabatic perturbation on the re-
verse intersystem crossing rate
In the previous chapters, the effect of potential fluctuations or external perturbations
on formerly isolated quantum systems was illustrated. The effect of adiabatic and non-
adiabatic perturbations should now be highlighted explicitly for the RISC rate(Chapter
2.3.2), decisively triggering TADF. Assuming iso-energetic, degenerate CT spin states,
a spin-flip and therefore the appearance of delayed fluorescence via TADF is actually
prohibited. Only adiabatic or non-adiabatic perturbations acting on the 3CT triplet state
enable the redirection of triplet states to adjacent radiative 1CT singlet states. To unlock
the RISC mechanism and split it into its adiabatic and non-adiabatic contributions, one





















For an idealized molecular system, transitions between degenerate CT states are spin-
forbidden due to angular momentum conservation. Indeed, when allowing coupling
between singlet and triplet states with the same spatial orbital occupation any change in
spin cannot be compensated by a corresponding change in angular momentum, and so
the total angular momentum can not be conserved. This is known as El-Sayed’s rule [72,73]
and was recently reformulated with respect to the TADF phenomena. [28]
If a molecule is excited to the 3CT state, potential variations promoted for instance by






(with respect to the initial pattern) as derived in Equation
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2.39. Additionally, vibrational motions of the molecule modulate the electronic potential
surface time-dependently, resulting in non-adiabatic perturbations and state modulations
as presented in Equation 2.58. The population of higher vibronic 3CTj sub-levels (popula-
tion of higher vibronic states; cf. Chapter 6) in combination with a not to large energy gap
(cf. polymerization induced closing of the CT gap; Chapter 7) enables TADF even for a CT
splitting above the provided thermal energy at room temperature (25 meV). [74]









































As depicted, the formerly forbidden transition between degenerated CT spin states is
softened. [75,76] As illustrated by the second term of Equation 2.75, electronic couplings
might induce mixing between 3CT to adjacent higher lying local type (3LE) triplet states (of
the individual D/A chromophore), enabling the admixture of differing angular momentum
contributions to the triplet state configuration, repealing the angular momentum restric-
tion and allowing for a spin-flip to 1CT. [73,77]
As state in Equation 2.75, adiabatic effects on RISC are dominant in case close to iso-
energetic CT spin states are present, and also a local type triplet state of either the donor
or acceptor unit is in close proximity to the CT states, roughly on the order of magnitude
of the electronic coupling element. However, in such a scenario, TADF might be driven
adiabatically, and especially narrow band TADF emitters might be designed using the
adiabatic conditions of Equation 2.75 (cf. Chapter 5).
Besides adiabatic perturbations, vibrations might induce non-adiabatic couplings of
higher lying triplet 3CTi sub-levels to adjacent local type triplet states in the vicinity of con-













































with the subscript k labelling the vibrational sub-levels as introduced in Equation
2.58. [28,29,78] Interestingly, the non-adiabatic perturbation in Equation 2.76 softens the
iso-energetic CT condition to promote RISC. Thus, as given by the denominator of the
second term in Equation 2.76, population of higher lying vibronic sub-levels of the 3CT
state might circumvent a large energy gap to 3LE state, while such a hot triplet exciton
furthermore allows to circumvent the iso-energetic charge-transfer condition. [79] In turn,
non-adiabatic RISC might push TADF even in case of large energy gaps between all par-
ticipating excited states in range of the overall accessible energy provided by the external
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excitation source, eg. the optical excitation energy (Chapter 6 and Chapter 7). [74]
While this thesis will show that TADF can indeed be driven primarily either adiabatically or
non-adiabatically, the entire process is always the superposition of both
kRISC = kCARISC +k
NA
RISC, (2.77)
in the sense of coupling between two vibronic states
2.3.4. Energy transfer processes: intermolecular transitions and exciton
motion in organic solids
While the paragraphs above deal with intramolecular transitions, monomolecular deac-
tivation is not the only pathway for excited state relaxation to the ground state. In gen-
eral, emitter molecules are doped into host materials. Here, the excited species are in close
proximity to adjacent host molecules or further dopants, to which charge or energy can be
transferred. In general, such a process can be summarized by
D⋆+A → D+A⋆, (2.78)
where an excited molecule D* as donor, transfers its energy to an adjacent acceptor
molecule A. Basically, energy transfer process can be classified into two categories: (1) non-
radiative energy transfer, which might take place via long-range dipole-dipole interactions
(Förster resonance energy transfer; FRET) and nearest neighbour type electron exchange
(Dexter energy transfer; DET), or (2) via radiative energy transfer as re-absorption two-step
process, hence initial radiative relaxation of the donor and subsequent re-absorption of
the emitted photon by the acceptor, covering transfer distances up to the nm range. While
energy transfer might be used to optimize up-conversion processes (TADF assisted FRET,
cf. HYPERFLUORESCENCE™), [80,81] especially self-absorption is under suspicion for ef-
ficiency drops and device degradation in OLEDs. Fortunately, common Stokes shifts in
organic semiconductor materials reduce such self-absorption processes or the layer film
thickness is chosen to reduce self-absorption probabilities. However, the more deep-blue
TADF materials have to be, the smaller the Stokes shift and the higher the risk of self-
absorption issues in future TADF deep-blue featuring OLED devices.
Förster resonance energy transfer: FRET Based on Coulomb interaction between two
molecular species, an excited donor might directly excite the ground state of a present un-
excited acceptor molecule by dipole-dipole interactions. This kind of non-radiative energy
transfer process is called Förster resonance energy transfer (FRET), depending on the over-
lap between the absorption spectrum of the acceptor and the emission profile of the donor
molecule. Explicitly, the Förster energy transfer efficiency is given by





with the energy transfer efficiency E, donor-acceptor distance r and the material specific
Förster radius r0 of donor and acceptor pair, representing the distance at which the ef-
ficiency decreased to 0.5. For FRET, energy transfer happens to distances around 100 Å.
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tween S1 population via TADF or TTA, a dominant role of TTA on singlet exciton generation
is mostly determined by measuring the fluorescence intensity as a function of excitation
density (fluence measurements, cf. Chapter 3.1.9), [87,88] clarifying the origin of the delayed
fluorescence. [74] Unfortunately, TTA requires two triplets to collide, and energy conserva-
tion leads to the population of higher vibronic levels. As will be shown with respect to ma-
terial stability, especially higher lying excited state (neutral and charged) species easily de-
liver energy to break chemical bonds promoting irreversible material degradation (Chapter
3.2.5).
Exciton quenching processes The annihilation of excited state species by exciton-
exciton or exciton-polaron interaction typically describe quenching processes. Especially
the presence of impurities and defects provoke quenching of excitons. Several kinds of
exciton interactions in organic materials are known and crucial for device performances:
singlet-polaron annihilation (SPA), triplet-polaron annihilation (TPA), [83] singlet-singlet
annihilation (SSA), singlet-triplet annihilation (STA) and triplet- triplet annihilation
(TTA). [88] Basically, all kinds of quenching mechanisms contribute to the meltdown of
host, guest and/or transport materials, as all materials in OLED devices both access
charges and most likely are in close proximity to excitons, which are partially mobile
throughout the device layers. As intensively studied in Chapter 9, both exciton-exciton and
exciton-polaron interactions massively contribute to overcome bond-dissociation energy
barriers in TADF materials.
For singlet quenching processes, the Förster energy transfer process is most likely domi-
nating, because of its long-range dipole-dipole interaction. For triplets, [89] usually near-
field Dexter transfer mechanisms dominate, [87] but also single step triplet-triplet annihi-
lation processes in terms of FRET were already shown in organic devices. [85,86] SSA occurs
through via
S1 +S1 → S0 +S⋆1 (2.81)
two excited singlets generate an upper Sn state, which decays to a vibronically excited S1
singlet (Kasha’s rule) and singlet ground state configuration. In general, as the triplets have
longer lifetimes and singlets are in general attempted to be converted to triplets by fast ISC
processes, it is more likely for the singlets to be quenched on triplets via
S1 +T1 → S0 +T⋆1 (2.82)
or that two triplet excitons directly annihilate by TTA [90,91]









In each of this annihilation processes, Kasha’s rule was anticipated assuming fast relax-
ations from higher excited states to the lowest excited state by means of internal conver-
sion. The vibronically excited states either relax by heat dissipation, or even induce bond
dissociations (Chapter 3.2.5 and Chapter 9).
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or as shown recently in literature, [20] also to local heating of host materials by the forma-
tion of vibronically excited positive polarons on the host and subsequent meltdown of the
respective host (Figure 2.6).
For wide bandgap host materials as polystyrene or PMMA polymers, the exciton formation
happens most likely on the emitter itself (especially when excited optically by low energy
excitation sources), making it more likely to induce polarons via Equation 2.86. Especially
polystyrene (PS) provides deep HOMO energies and a large band gap, causing triplet
formation on the emitter material, wherein however the low LUMO facilitates exciton-
quenching of the emitter triplet via positive polaron formation on the emitter (Equation
2.86). However, for small molecule based host materials, the need of adjacent triplet
state energies to the guest and in turn shallow frontier orbitals of the emitter molecule
itself enhances the risk of inducing polaron pairs via both Equation 2.85 or Equation 2.86,
wherein the triplet is initially formed on the host and subsequently positive or negative
polarons are generated on the emitter material. Anyway, the so formed polarons on the
guest dopant might interact with adjacent triplet excitons either by FRET or DET, leading
to excited (positive or negative) polaron states p* (Equation 2.87). Depending on the
materials and their specific bond-dissociation energies (Chapter 3.2.5), exciton-polaron
quenching results in unavoidable heating of the emitter molecule and the meltdown of the
chemical bonds and finally the loss of functionality of the emitter molecule itself. [20]
Finally, this Section highlighted quenching mechanisms anticipated in OLED devices
based on exciton-exciton and exciton-polaron quenching mechanisms. Typically, a combi-
nation of all quenching processes are expected to happen at high current densities, causing
efficiency roll-off or device degradation. Basically, each annihilation process has to be ad-
dressed and suppressed separately, in order to enhance the OLED device performance. As
shown in Chapter 9, exciton-polaron interactions are revealed as essential pathway for the
meltdown of chemical bonds, crucially limiting the material stability and in turn device
performance of TADF based OLED devices.
2.3.5. The OLED efficiency: from material to device performance
So far, internal properties to enhance the internal quantum efficiency of OLED materials
have been discussed. As a more general criteria to judge about an OLED device, however,
another variable more suitable for assessing the overall performance: the external quan-
tum efficiency (EQE).
The EQE can be defined as the product of the IQE ηi nt (the internal quantum efficiency as
the ratio between number of photons emitted by a molecule and the number of injected
electrons) multiplied by the out-coupling efficiency of the device ηout,
EQE = ηint ×ηout. (2.88)
While the out-coupling efficiency is a device architecture related issue, the internal quan-
tum efficiency is attributed to specific molecular properties, depending on
ηint = γ ·ηST ·ΦPL. (2.89)
52 2. Theory
In Equation 2.89, γ defines the charge balance representing the fraction of injected charge
carriers that form excitons, while ηST mirrors the fraction of spin-allowed excitons as so-
called spin factor (with ηST = 0.25 for fluorescent emitters, and ηST = 1 for phosphorescent
and TADF emitters). Additionally, the radiative quantum efficiency, mostly modelled by the
steady-state photoluminescence quantum efficiency ΦPL enters the internal quantum effi-
ciency. To maximize the EQE and hence the overall efficiency of an OLED, Equation 2.89 has
to be maximized with respect to all contributing parameters. To optimize the charge carrier
balance, which depends on the number of electrons and holes that are injected and trans-
ported in the device, the device engineering has to carefully ensure charge balance in the
emitting layer of the device. [14] The fraction of spin-allowed excitons can be tuned by the
development of materials allowing to harvest initially non-radiative triplet manifolds. [49]
Simultaneously, intramolecular transition rates for such emitting materials have to be sup-
pressed in order to enhance the quantum yield of the respective radiative material. For
device optimization, the out-coupling limitations and charge balance remain fundamental
issues to tackle. By developing suitable transport materials, managing emitter orientations
and out-coupling structures, [13,92] the common limitations might be circumvented. [14]
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the present thesis focusses on repulsive D-A type materials designs featuring close to
orthogonal orientations.
Both donor and acceptor unit have to fulfil certain initial conditions. For device oper-
ation, thermal stability of the evaporated organic materials is crucial for their chemical
stability and hence lifetime. For sure morphological changes result in device degradation,
while also energy dissipation remains a fundamental issue. In general, an ideal TADF
chromophore for blue electroluminescence features a local triplet state above 2.7 eV, with
HOMO and LUMO energies compatible for both hole and electron injection from adjacent
charge-transport layers. [98] Further on, the energy level alignment of the embedded emit-
ter with its host material is of highest importance to avoid intrinsic self-absorption while
providing efficient energy transfer from the host to the guest molecules. Here, especially
exothermic energy transfer is favoured. [99]
Because of its high triplet state, carbazole (Cz) (cf. Figure 3.3 and Table 3.1) so far remains
the holy grail for TADF material designs. Due to its optical and chemical properties,
carbazole not only forms the standard for emitter materials but is also used within hole
transporting layers, and in particular for hosts. Additionally, as shown in Chapter 7, mod-
ifications as functionalized Cz on the 3-,6-position crucially effects its electronics. This
allows for easy modifications of its optical characteristics while maintaining the isolated
electrochemical properties. Most important remains the excited triplet state property




A property which will be highlighted as inevitable for TADF (Chapter 6). As mentioned,
carbazole remains so far one of the best suiting donor group for TADF. [25,40] Although
a large number of promising chromophore units have been mentioned in literature, at
present the evidence still remains whether it is possible to achieve reasonable device
lifetimes with non-carbazole donor groups.
Nonetheless, the knowledge about Cz provides an excellent starting point for controlling
colour coordinates of TADF emitters. This not only allows to manipulate the emission
properties, but also to study the TADF mechanism in general. As illustrated in Figure
3.2, carbazole enables almost complete decoupling of its planar phenyl rings, resulting
in a energetically stabilised HOMO value of -5.60 eV, with weak accepting functionality
comprising a LUMO of -0.86 eV. Going from DPA to DMAC and PT (cf. Chapter ), the
conjugation of the π-system is enhanced, in turn pronouncing the positive inductive effect
of the adjacent electron donating phenyl groups. Therefore, moderate changes in the
conjugation along the bridged phenyl plane causes moderate changes in the respective
HOMO values. Phenyl in general features weak electron donating characteristics (EDG),
while possible acceptor units have to feature the opposite effect on nucleophilicity as an
EDG. In turn the electron density for a potential electron acceptor unit has to be removed
from a π-system by a suitable electron withdrawing group (EWG), making the π system
of a representative phenyl ring more electrophilic. This is illustrated in Figure 3.2a. In
general, carboxylic ester groups as provided in the MB acceptor group show moderate
electron withdrawing character (belonging to the group of moderate EWGs). The double
oxidized PTO chromophore shows stronger withdrawing character, as mapped by a lower
LUMO energy. Interestingly, oxidation of PT massively reduces both the LUMO and
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HOMO value. In comparison to PTO and MB, halides as -F fluorines represent rather
weak electron withdrawing units. Therefore, they represent the most promising starting
candidates as functional acceptor groups for deep-blue TADF, allowing acceptor units
providing high energy LUMOs (cf. Chapter 4). However, while introducing electrophilic
aromatic directing groups to trigger the frontier orbital energies is rather straight forward,
intramolecular conjugation and substitution effects not only manipulate the energetic
eigenvalues in terms of perturbation theory (Chapter 5 and Chapter 7), but also massively
affect the up-conversion mechanism. In the following Chapters, therefore, great attention
is required to make only moderate changes and examine analogue emitters on their
properties step-by-step.
Stereotypical D and A groups consist of two phenyl groups connected via a non-conjugated
central hexagon containing a nitrogen atom required for the D-A connection, including e.g.
DMAC, phenothiazine (PT), phenothiazine dioxide (PTO) In principle the D-A connection
does not have to be a C-N link, but so far no any TADF emitter avoiding the C-N bond
did show way better performance as their counterparts. [40] Concerning central hexagons
containing nitrogen, the opposite position of the hexagon may include C(CH3)2, C=O, N-
alkyl, O, Si(CH3)2 or other Si containing groups, S, SO2, and O=P-R.
[101] If the constraint
of having nitrogen in the central hexagon is lifted, both positions may be replaced by one
of the mentioned groups. Anyhow, for a suitable donating unit, the underlying π-system
has to become electron enriched, caused by introducing electron donating groups (EDG).
This electrophilic aromatic directing groups as tertiary amines (-NR2), increase the electron
density on the phenyl units, pushing the HOMO to higher energies. When further decreas-
ing the planar conjugation between the two phenyl planes compared to the well-known
carbazole donor group, the donating strength is even enhanced, resulting in destabilized
HOMO energies. Similar to the donating group, the acceptor unit has to comprise at least
a partially electron deficient π-system. This is guaranteed by attaching functional elec-
tron withdrawing groups as cyano groups (-CN), ketones (-COR), benzoates (-COOR) or
just halides (e.g. -F, -Cl, -Br). This deactivating groups finally stabilize the energy of the
lowest unoccupied molecular orbital (LUMO), resulting in stronger accepting functionality
and a decreasing LUMO energy. Finally, by changing the electrophilic aromatic directing
groups, while ensuring sufficient steric hindrance between the respective subunits com-
prising high lying local type triplet states, a set of reasonable prerequisites for D-A type
TADF emitter systems is found. This thesis deals with the most promising subset of com-
binations constructed from the chromophores listed in Figure 3.2. More data can be found
in the respective patent applications [102], [101] and [103].
High lying local type triplet states: avoiding intrinsic trap states When operating an
OLED device under electroluminescence, electrons are injected from the electron transport
layer (ETL) into the LUMO of the embedding matrix material and the emissive zone, enter-
ing into the acceptor LUMO. Similarly, the hole is in injected from the hole transport layer
(HTL) over the HOMO of the matrix material into the donor HOMO of the embedded TADF
emitter. To achieve low driving voltages in OLEDs, essential requirements for the energies
of the frontier orbitals of both the embedding matrix materials and emitter molecules are
defined. For technology application of future TADF OLEDs, both energy level alignment
and triplet state management is of key importance. For each D or A subgroup, a sufficiently
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Table 3.1: Vibronic band peak analysis of gated PL emission spectra measured at 80 K and 293 K, comprising
drop casted thin films of MB, PTO, DMAC, Cz and PT doped by 1 wt% into a zeonex host matrix. The phos-
phorescence was measured at 80 K, with a delay of 25 ms and gate time of 3 ms. In case of PTO, the phospho-
rescence was additionally measured at 293 K, applying a delay time of 1ms with gate of 122 µs. Listed are the
temperature T, first vibronic band peak energy E00, effective vibrational mode 〈ħω〉, Huang-Rhys factor S and
the energetic disorder σ0 of the E00 mode (Equation 3.57).
Unit T E 00 〈ħω〉 S σ0
(K) (eV) (eV) (eV)
MB 80 3.245 ± 0.067 0.166 ± 0.024 3.837 ± 0.315 0.995 ± 0.594
PTO
80 3.011 ± 0.003 0.140 ± 0.003 2.659 ± 0.079 0.084 ± 0.001
293 2.512 ± 0.002 0.101 ± 0.003 3.354 ± 0.142 0.053 ± 0.003
DMAC 80 3.000 ± 0.002 0.119 ± 0.009 3.359 ± 0.055 0.072 ± 0.003
Cz 80 2.876 ± 0.001 0.181 ± 0.001 1.766 ± 0.012 0.078 ± 0.011
PT 80 2.480 ± 0.001 0.151 ± 0.001 1.745 ± 0.017 0.068 ± 0.001
large energy of the lowest S1 and T1 excitations, so that CT transition energies in the visi-
ble blue emission region are accessible. Here, especially the local chromophore units have
to deliver already high lying triplet states, in order not to serve as intrinsic triplet traps.
Additionally, as will be shown in this thesis, local type triplet state admixtures and hence
shallow energy alignments between CT and LE type triplet states are essential to promote
intramolecular triplet up-conversion, breaking spin-restrictions between pure CT states.
Therefore, the local type triplet states should rather consist of energies comparable to the
desired emission energy. As illustrated in Table 3.1 and Figure 3.3, the initial chromophores
highlighted in Figure 3.2 not only provide an almost continuous shift through the range of
applicable HOMO energies, but also feature sufficiently hight local type triplet energies.
Expect for PT, which will be used for green TADF material design, all building blocks show
3LED triplet energies above 2.7 eV, where 2.7 eV is about the energy border to deep-blue
emission.
Intra- and intermolecular hinderance To spatially separate the frontier orbitals of D and
A units, a substantial steric hindrance is required, allowing for dihedral angles far away
from coplanar orientation. In many cases, the electronic ground state S0 may even favour
fully orthogonal orientation, but usually the optimized excited triplet geometry T1 involves
a lowering of the dihedral angle around the connecting bond, resulting in an increased
conjugation between orbitals localized preferentially on D or A, and therefore an increased
singlet-triplet splitting which in turn has to be blocked by sufficient steric repulsion. Ad-
ditionally, reactive positions of D and A may be protected with non-aromatic groups ex-
erting only a minor influence on the CT transition energies of the aromatic groups, e.g.
methyl groups or tert-butyl. This is not only assumed to limit their chemical reactivity,
but also makes the emitter more bulky, reducing energy transfer processes (Chapter 2.3.4)
which are known to pave the way for degradation by higher order TTA and/or TPQ pro-
cesses. [14,83,85,104,105] Throughout this thesis, both attempts to enhance the intramolecular
distances by introducing tert-butyl groups (and other spacer groups) and protection groups
were applied (cf. Chapter 8).
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7.26 ppm; δ(13C) = 77.0 ppm). The signal assignments are based on 1D and 2D (COSY,
TOCSY, HSQC, HMBC) NMR spectra. Energy dispersive X-ray spectroscopy (EDX) were
performed using a Scanning Electron Microscope (UltraPlus, Zeiss) equipped with a QUAD
detector (XFlash® QUAD 5060F, Bruker). The sample was prepared by placing a drop of
the suspension on a silicon wafer, and then coated with a thin conducting film of Pt after
drying.
The MALDI-TOF experiments were performed on an Autoflex Speed TOF/TOF system
(Bruker Daltonics GmbH). The measurements were carried out in reflector mode and
positive polarity by pulsed smartbeam laser. The ion acceleration voltage was set to 20
kV. For the sample preparation, the polymers were mixed with dithranol as matrix both
dissolved in chloroform. More information about the structural characterization can be
found in Appendix D.
In Chapter 4, NMR spectra were recorded on a Brucker DRX-500 P spectrometer and chem-
ical shifts are reported in parts per million relative to solvent residue peek as an internal
standard. Mass spectra were obtained by the electrospray ionization mass spectrometry
(ESI-MS) method on Esquire-LC mass spectrometer. Elemental analysis data was obtained
on a EuroEA Elemental Analyser.
Cyclic voltammetry (CV) In Chapter 7, electrochemical measurements were carried
out using potentiostat (µAutolabII) and cyclic as well as differential pulse voltammetry
techniques. The electrochemical cell comprised a platinum disk with 1-mm working
area diameter as the working electrode, a Ag/AgCl reference electrode and a platinum
rod auxiliary electrode. Measurements were performed in 1.0 mM concentrations of all
compounds in 0.1 M solutions of n-Bu4NPF6 (98 %, TCI Chemicals) in DMF as solvent
(CHROMASOLV, 99.9 %, Sigma Aldrich) at room temperature under a nitrogen atmosphere
and at scan rate of 50 mV/s. Redox potentials are reported with the ferrocene/ferrocenium
(Fc/Fc+) redox couple as an internal reference system: 0.00 V.
For other mentioned CV data and explicitly in Chapter 4, cyclic voltammetry (CV) mea-
surements were carried out with a platinum working electrode in a three electrode cell. The
measurements were performed in dry acetonitrile (ACN) solution containing 0.1 M tetra-
butylammonium hexafluorophosphate (TBAPF6) as the electrolyte at room temperature
under nitrogen atmosphere. Redox potentials are reported with the ferrocene/ferrocenium
(Fc/Fc +) redox couple as an internal reference system: 0.00 V.
TGA and DSC Thermogravimetric analysis (TGA) was performed using a Mettler-Toledo
TGA2 DSC1 system, with 100 microliter Aluminium crucibles, under a Nitrogen flow of 30.0
mL/min and with a heating ramp of 5K/ min, starting from 25 °C. TGA Q5000 and DSC
Q2000 of TA Instruments were utilized to measure thermal stability and thermal transitions
of the polymers (Chapter 7), under nitrogen at a heating rate of 10 K min−1.
3.1.3. Sample preparation
In general, thin films for optical characterization were prepared in two ways: (1) Samples










mentioned above, the critical parameter lies in the used excitation source. Small excitation
widths and low jitter are required to study time-resolved PL (TRPL) phenomena even down
to the the sub ns range.
Time-resolved spectroscopy enables insights into PL response of organic light-emitting
materials and diodes. This includes radiative decay processes, internal conversion,
non-radiative relaxations or intersystem and reverse intersystem crossing processes. Con-
formational changes and energy transfer processes are also accessible by time-resolved
studies, especially if spectral resolution is given. This is the case, as almost all transitions
leave a certain fingerprint on the time-resolved emission spectrum of the underlying
molecule. Either different decay regimes are indicated and/or the luminescence profile
changes over time. These influences can be studied using time-resolved fluorescence.
In general, the molecules are excited by an external laser pulse and their fluorescence
spectrum is recorded as a function of time. Here, the detected fluorescence signal at each
time is proportional to the number of excited molecules. Therefore, the time-resolved
PL signal will initially increase with the envelop of the excitation pulse, mirroring the
convolution with the Instrument Response Function (IRF). Subsequently, the intrinsic
decay of the excited species occurs. Hence, to circumvent the resolution limitations due
to the convoluted IRF, deconvolution processes have to be considered (s. discrete IRF
deconvolution, cf. Chapter 3.1.8). At this point it should be noted that at times later than
the IRF, the luminescence excited state decay ideally represents and mono-exponential
regime (cf. Chapter 3.3.1) and all the subtleties pertaining to the excitation pulse can
be neglected as it is out-competed by the more intense longer lived decay species of the
individual luminophore. However, for sure this is only the case if the applied excitation
pulse is way shorter than the fluorescence lifetime of the investigated compounds. As
this thesis faces the photophysics of TADF an hence intramolecular CT states featuring
intrinsic long-lived charge separated excited state configurations, it was mostly not neces-
sary to deconvolute the IRF, as simultaneously excitation sources with short enough pulse
widths were applied (Chapter 3.1.8). Anyhow, IRF deconvolution (Chapter 3.1.8) allowed
to achieve resolution down to 100 ps in case of the TCSPC setup described below (Chapter
3.1.8), out-competing the comparable iCCD (Chapter 3.1.8) apparatus by about one order
of magnitude in resolution.
Time-correlated single photon counting techniques convince by their time resolution. In
case only mono-exponential decay processes are assumed, for instance when studying
fluorescence emitters, only the intensity will change over time, while the spectral shape
should remain the same. For more complex systems as TADF emitters, the spectral infor-
mation over time helps to attribute specific decay times to distinct excited state manifolds,
in turn delivering more information on the excited state dynamics of the underlying
molecule. A standard TCSPC system allows fast access to transition dynamics, while
especially appearing transition energy differences (∆EST) and activation energies (∆Ea) are
limited to spectrally resolving devices like gated iCCD cameras (Chapter 6) or additional
extensions to the TCSPC, as the usage of a monochromator in front of the detector unit.
The following Chapters will illustrate the importance of both high resolution to get proper
prompt fluorescence decay times, but also the necessity of spectral resolution over time to
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However, in Figure 3.15a the IRF was measured by recording the scattered excitation pulse.
Deconvolution of a scattered IRF signal leads to resolutions down to 100 ps. Still, an
excellent value.
The TCSPC technique does not discriminate between photons of different energy, hence
corresponding wavelengths. When integrating bandpass filters within the optical path in
front of the detector unit, specific wavelengths can be selected. Thus, the dynamics are only
registered at a single detection wavelength. To actually register the entire spectrum, mul-
tiple measurements with changing bandpass filters or an additional integrated monochro-
mator have to be installed. This in turn drastically increases the measurement time. Even
though TCSPC is a cumulative technique, that means one can count photons until a desired
signal-to-noise ratio is reached, the conditions in laboratories and of course the feasibility
limit the TCSPC to decay times in the µs-range. For long-lived excited state species, higher
excitation powers are required or the measurement times and background noise level have
to be adapted carefully. As will be shown below (Chapter 3.1.8), a feasible method was
established to measure TADF decay processes covering both the sub ns to ms range by
carefully adapting the bin size of the histogram mode of the TCSPC system.
TimeHarp 260 (PICO) The established time-correlated single-photon counting setup is
based on a TimeHarp 260 PICO and Multi-Channel scaling board (MCS) with PCIe inter-
face. It provides 32768 histogram channels, defining the total detectable decay time range
by the number of channels multiplied by the selected bin resolution. The TimeHarp 260
PICO is predestined for high resolutions. With a digital resolution of 25 ps while providing
a timing jitter below 20 ps, decay processes are resolved in the sub ns range. Addition-
ally, a relatively short dead time (due to pile-up effects) below 25 ns per channel allows fast
measurement times. By switching the base resolution to 2.5 ns in the so-called "long range
mode", long-lived species as phosphorescence are observed. Both regimes measured by
a single TRPL apparatus. By adapting the resolution, hence the bin width by multiples of
the base resolution, continuous measurements with different accuracy can be performed,
allowing to circumvent signal-to-noise limitations at higher resolution settings, drastically
increasing the measurement times. In turn, the smallest bin size of 25 ps allows to study
decay processes with time resolutions down to 100 ps.
Sample holder For time-resolved measurements, the films have been placed in a custom
made sample holder, exposed to a continuous nitrogen flow. For low temperature mea-
surements at 77 K, a double walled cryostat was used.
Optics and electronics For detailed transient measurements, a picosecond time corre-
lated single photon counting technique was used. After exciting the sample with a laser
diode head (PicoQuant LDH-D-C-375) at 374 nm with pulse width of 44 ps, the emission
was collected from a photomultiplier tube (PicoQuant PMA Hybrid) and data acquisition
was handled by a TCSPC module (PicoQuant TimeHarp 260). The respective thin films and
crystalline solids have been placed in a custom made sample holder, exposed to a continu-
ous nitrogen flow. Spectral resolution was achieved with a filter wheel, integrated in front of
the PMA detector unit. Thus, specific wavelengths could be selected. The wheel comprised
six positions, with the following assembly: (1) Empty position. (2) FEL0400 longpass filter.
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(3) FB480-10 bandpass filter. (4) FB510-10 bandpass filter. (5) FB540-10 bandpass filter. (6)
FB680-10 bandpass filter. For excitation density dependent studies, hence fluence mea-
surements (Chapter 3.1.9), two additional filter wheels comprising selected neutral density
filters were placed in front of the sample holder to damp the excitation power. The wheels
comprised the following assembly: filter wheel number one included an empty position
and the neutral density filters of optical density OD 0.1, OD 0.2, OD 0.3, OD 0.4, OD 0.5.
Filter wheel two also comprised an empty position and the neutral density filters of opti-
cal density OD 0.4, OD 0.5, OD 1.0, OD 2.0, OD 3.0. Further information on the fluence
measurements is given in Chapter 3.1.9.
Stitching Opposite to gated iCCD cameras (Chapter 3.1.8), single-photon counting tech-
niques imply a decisive trade-off. While gated iCCDs allow a high dynamic range as both
gate and delay times are set independently, TCSPC techniques always include the fast
prompt decay response. In turn, a workaround has to be applied, to both allow high resolu-
tions in the ps- to ns-range, while circumventing background limitations for longer decay
times. Especially for weak delayed fluorescent or phosphorescent materials the suppres-
sion of dark counts and low resolutions result in long measurement times, which are in
general not desirable in the everyday laboratory work. Therefore, several measurements
with different bin sizes of the TCPSC unit have to be performed. Basically, each material
characterization always comprised at least eight different measurement settings. Here, the
resolution was increased stepwise, going from 0.025 ns to at least 409.6 ns resolution. For
most TADF candidates, resolutions of 1.6 ns, 12.8 ns and 25.6 ns suited the best to resolve
the turn over from the PF to DF decay regime. Simultaneously, the repetition frequency of
the excitation pulse was adapted. Finally, about eight measurements with different reso-
lutions were recorded. Afterwards all measurements were put together steadily. This kind
of stitching allows to measure time-resolved PL behaviour over at least five orders in in-
tensity and temporal resolution, competing with iCCD techniques. Figure 3.15 illustrates
the stitching in case of isoDMAC-PTO (Chapter 5). In this specific case, the bi-exponential
decay is well resolved and three different measurements comprising resolutions of 1.6 ns,
12.8 ns and 409.6 ns were sufficient to resolve a full transient PL curve.
Discrete instrument response function (IRF) deconvolution
The convolution is a well-known fundamental concept in mathematics and physics. When
operating time-resolved measurements with a TCSPC setup, the recorded luminescence
intensity signal IM(ti ) at different time steps ti always mirrors a convoluted signal com-
prising the product of instrument response function IRF(ti ) and intrinsic molecular system
response I (ti ) with




I (ti− j )IRF(t j ). (3.1)
Equation 3.1 depicts a Cauchy product of two finite sequences. The convolution is com-
mutative, associative and distributive with respect to the addition of the sequences. In case
both finite sequences are known, the intrinsic transient decay of the sample can be decon-
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their distinct decay regime intensities.
Mathematically, only the laser pulse at specific time bins excite the sample, hence





I (ti− j )IRF(t j )
)
δi− j , j (3.4)
and finally




In turn, Equation 3.4 simplifies Equation 3.2 and the general deconvolution algorithm.
Another approach to deconvolution is given by commercial software as FluoFit by Pico-
Quant. Here, the decay profile is fitted by Equation 3.7, directly giving the deconvoluted
fitting parameters by reconvoluting the TCSPC signal with the IRF. This method is for in-
stance presented in Chapter 7. However, usually Equation 3.5 was applied as a matter of
simplicity.
























After deconvolution of the TCSPC signal, the respective intrinsic excited state profiles
were fitted by multi-exponential functions and weighted by their amplitudes or intensity,
depending on the intended interpretation of the decay events. [110]
Using the deconvolution, a temporal resolution of close to 100 ps is achieved, out-
competing the respective fastest resolution of gated iCCD technologies, comprising about
1 ns temporal resolution. Hence, especially for sub-ns processes covering energy transfer
studies and accurate prompt decay processes, the TCSPC apparatus suits best the intended
purposes.
Gated iCCD technology
Gated intensified CCD chips are cameras which apply gain to circumvent the background
noise, triggered by fast gate voltages. This gating and amplification happens within an im-
age intensifier tube. The intensifier tube comprises an evacuated tube with photocathode,
microchannel plate (MCP) and a phosphor screen, defining the performance and sensi-
tivity of the camera. The photocathode captures the incident image. As soon as a photon
hits the photocathode, a photoelectron is emitted, which is directed towards the MCP by
an electric field. High internal voltages are applied across the MCP, enabling the photo-
electron to accelerate down one of the channels in the disc. While increasing the kinetic
energy of the electron, it reaches sufficient energy to dislodge secondary electrons from
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room temperature phosphorescence (RTP) materials show rather long excited state life-
times reaching the ms range. This in turn leads to increasing triplet diffusion via energy
transfer (FRET and DET, cf. Chapter 2.3.4) and subsequently to non-linear annihilation
processes as TPQ and TTA. [83,85,105] Therefore, RTP is rather limited to sensor applications,
for which the long triplet population ensures an increased sensitivity to external quenching
processes and thus their aimed detection. [34]
Both phosphorescence and thermally activated delayed fluorescence (TADF), or E-type de-
layed fluorescence, are mono-molecular photophysical mechanisms causing the forma-




=−krT [T]−kRISC [T]−kTTA [T]
2 (3.8)
In case of high excitation densities, two triplet excitons may collide with each other and
annihilate (Chapter 2.3.4). Depending on the spin angular momentum conservation law,
one triplet or one singlet exciton can be created. With a probability of 1/9 a singlet exciton
is formed due to the orientation of triplet states, or triplet excitons with a total probability









As a result of the collision of two triplets, higher lying singlet excitations are formed and in
turn relaxing to the lower S1 state. Therefore, there is no way to distinguish the origin of
delayed fluorescence phenomena from their spectral shape.
However, while both TTA and TADF appear delayed with respect to promot fluorescence
and show S1 signatures, phosphorescence and TADF might be separated from TTA due to
their linear dependence on the triplet population density which can be triggered exter-
nally by varying the excitation dose. Respectively, TTA shows a quadratic dependence of
its delayed fluorescence on the excitation dose as assumed for bi-molecular up-conversion
processes (Equation 3.11). Hence, triplet up-conversion relying on TTA is determined by
measuring the fluorescence intensity as a function of the excitation intensity, which finally
clarifies the origin of delayed fluorescence.








TADF ∝ [T] = [T0]exp(− [kRISC] t )









Assitionally, while TADF and TTA differ in their excitation density response, phosphores-
cence and TADF can be distinguished by their temperature response as well as expected
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time regime.
To apply Equation 3.11, the time-resolved PL setup was extended by a set of neutral density
filters, in order to control the excitation density. The delayed fluorescence signal at applied
excitation densities is finally integrated in the range of emerging delayed fluorescence. As
shown in Figure for isoDMAC-PTO (cf. Chapter 5), the area under the delayed fluorescence
signature in the µs-range drops with increasing optical density of the OD filters. Optical
density filters between OD = 0.0- 0.9 (FW01-FW10) were used to control the excitation
power. When integrating the emission and plotting the DF contribution versus the nor-
malized excitation power (T = 10−OD), a slope of (1.12±0.07) indicates an up-conversion
mechanism relying on TADF.
Similarly, a continuous neutral density filter wheel was used on the gated iCCD system.
Further on, an additional N2 laser emitting at 337 nm was used for fluence measurements
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remains on the lowest unique potential surface.
The preservation of one’s identity here refers to the condition that the respective eigen-
states do not already initially show strong mixtures due to present strong electronic cou-
plings. Otherwise, the electronic coupling element would no longer be regarded as a small
perturbation (non-adiabatic limit), but large in relation to the Gibbs free energy (adiabatic
limit), whereby the actual intrinsic state of the system is rather given by the mixture of both
individual configurations.
Gibbs free energy of reaction ∆G0 The Gibbs free energy of reaction between initial (re-




state is given by ∆G0. Often this is approximated
by the pure energy difference ∆E . This assumption is reasonable, because entropic effects
in molecular solids are due to blocked motions of molecules neglectable. The origin of ∆E
in not only due to the geometric differences of the two molecular configurations but also
because of outer polarization effects. This has been studied for instance in ref. [62]. As
the electronic couplings tif, the environmental response on explicit charges is essential to
correctly simulate charge transport properties in general. [63]
Reorganisation energy λ The reorganisation energy linked to the electron-phonon cou-
pling. It consists of two contributions λ=λinner +λouter. The internal reorganization λinner
reflects the changes in molecular geometries after charging and discharging of the individ-
ual configurations.
Electronic Coupling Jif The electronic coupling Jif remains one of the key components
in Equation 3.12. As depicted in [120], its sensitivity to the relative orientation of two frag-
ments evolved in the hopping process and the exponential distance dependency implies a
huge effect on the rate of Equation 3.12. The electronic coupling is calculated by
Jif = 〈Ψf|H |Ψn〉 . (3.13)
In general, the hopping transfer is massively influenced by spatial disorder. But addi-
tionally, the electronic coupling links structural properties and especially intra- and inter-
molecular charge delocalization to configurational state mixing, allowing to trigger such
processes as reverse intersystem crossing (Chapter 2.3.3). When modelling charge transfer
processes in organic layers, molecules represent individual hopping sites, which are in gen-
eral not covalently bonded. In contrast, internal conversion processes as for instance the
transition between 3CT to 3LED,A consist of intramolecular charge transfer processes.
[30]
However, donor (D) and acceptor (A) manifolds labelled in Figure 3.20 represent any charge
localized eigenstate. Both isolated, covalently bonded or spatially separated energy sites
spaced by certain linkers may represent these eigenstates. While for disordered organic
hopping the electronic coupling massively triggers the probability of such a charge transfer
process and hence influences the mobility of the organic solid, [63,114] intramolecular cou-
plings increase the charge delocalization by conjugation over adjacent energy eigenstates,
causing the formation of hybrid orbitals. [121] Assuming the equilibration between distinct
triplet excitons, adiabatic couplings in the sense of intramolecular energy transfer finally
massively effects the up-conversion process within TADF molecules (cf. Chapter 2.3.3).
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Computation of the electronic coupling J To calculate the electronic coupling J, the frag-
ment orbital (FO) DFT based projection technique was implemented. [122] Additionally, the
Löwdin orthonormalization procedure as described by Valeev et al. was used. [63,123]
(1) Symmetric orthogonalization
In a first step, the Kohn-Sham Hamiltonian ĤKS is constructed by the eigenstates of the
individual molecules, which are set up in the basis of the local atomic orbitals {φi}. Be-
cause this is not an orthonormal set of eigenfunctions, ĤK S has to be transformed into an





















Jif − 12 (Ei +Ef)Sif
1−S2if
, (3.15)
with the energetic and overlap contributions
Ei = 〈Ψf| ĤKS |Ψi〉
Ef = 〈Ψf| ĤKS |Ψi〉
Sif = 〈Ψf| | |Ψi〉 . (3.16)
(2) A two-state model beyond Koopmans’ theorem
Let’s start with a donor-acceptor system comprising a fixed number of electrons N. The
non-adiabatic wavefunctions are single slater-determinants of N spin-orbitals Φi. In case
explicit charges on the fragments are studied, four sets of Kohn-Sham orbitals, two for
each monomer site both charged and uncharged {Ψ∗M1 },{ΨM1 },{Ψ
∗
M2
},{ΨM2 } are contructed.
Thus, the slater-determinants of initial and final state based in the respective monomer














In the widely used approximation of a typical two-state model, the ground state of the sys-
tem is described by [124]
|Ψ〉 = c1 |Ψi〉+ c2 |Ψf〉 , (3.18)
representing a linear combination of the reactant and product state (cf. Chapter 2.1.4).
In these non-adiabatic configuration, the excess charge is localized on the donor and
acceptor at any value of the reaction coordinate. Indeed, the fragment orbital DFT model
to calculate the electronic coupling J is based on adiabatic corrections to non-adiabatic
state functions. Typically, as described for instance in ref. [125] and [124], the description
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of initial and final dimer states with charge localized on one monomer is reduced on the
SOMO± (single occupied molecular orbital) orbitals. This already indicates an extension,
since normally neutral orbitals are used for the projection (respectively the HOMO and
LUMO levels of neutral monomers). [126] It should be noted that the explicit charging of the
fragments and the use of the SOMO orbitals is essential, especially when environmental ef-
fects are intended to be involved. However, since this thesis focuses on isolated fragments,
the use of neutral orbitals to determine the electronic couplings is completely sufficient
and reduces the computational effort. [63]



















ci = (c i1, ...,c iNi ,0, ...,0) (3.21)





















This approximation is valid in the limit of well separated energies of SOMO± and HOMO of
the monomers. In this case the lower orbitals do not contribute crucially to the dynamics.
In this thesis, transfer integrals are calculated by projections of isolated monomer states.
Further on, as for example also performed in reference [63, 122], assuming no response in
the orbitals excepted the frontier orbitals, the transfer integral is simplified to [126]





























in case of hole transfer or





























in case of electron transfer.
For the computational analysis of J, the TURBOMOLE software was used. For initial and fi-




possible molecules and the goal to develop feasible screening methods, the computational
costs are far to high to allow for feasible material screening when considering PES scans
for each D-A bond. Instead, one can make use of fragment optimization techniques.
Accordingly, the bond dissociation energy (BDE) is defined as the difference between the
D-A molecule and the respective separated, but optimized fragments split along the bond
of interest. Usually, the calculations are performed on a def2-SVP/ BP86 level of theory for
the reason of feasibility. In this way, the BDE calculations only mirror the energy difference
between the original D-A molecule and its fragments, but not energy barriers which
might appear along the geometry deformations. Therefore, if relevant for interpretation, a
complete PES scan was performed. Here, a selected bond length was stretched or a certain
bond angle was rotated gradually, while all other coordinates were relaxed. This is shown
for example in Chapter 6 or illustrated in Figure 3.23. While explicit PES surfaces allow
for accurate interpretation and predictions of potential barriers, the fragment approach
reveals fundamental instabilities on a computational feasible scale. Thus, the fragment
BDE calculations enable to quickly discuss if certain D-A configurations are particularly
susceptible to positive or negative polarons, or if certain chemical groups promote any
enhanced stabilities. In particular, in correlation to device data, this allows efficient
material development.
Recent publications make many assumptions about instabilities in OLED devices. There
are doubts about the stability of individual chromophores, functional groups or transport
layers, which lead to a general loss of device efficiency. In the following, the focus is set
to material specific characteristics, while raising essential questions to be faced to under-
stand OLED stabilities. Is there a correlation between BDEs and material degradation?
Are the emitter susceptible to polarons or rather neutral excitations, [20] TTA or other
bimolecular processes as TPQ? [22]
As an introduction to BDEs, halogenated aromatics are studied initially. In Chapter 4, flu-
orine based emitters are investigated as potential blue TADF candidates. Ar-F bonds are
known to be very stable (range of 100 kcal/mol) in the ground state, but in the triplet state,
photoreactions might lead to degradation. It has been rumoured in the field of TADF for
quite some time, that halogenated benzenes as accepting units are not necessarily the best
choice to be considered as fragments for TADF based triplet emitters. The reason for this
empirical knowledge becomes obvious in Figure 3.23.
As illustrated, the BDE of a single fluorinated benzene was calculated. As this is a rather
small system, the PES was studied in addition. In the triplet state, a barrier of 1.3 eV was
found, with a BDE of 470 meV. This illustrates that in principle 1.3 eV is sufficient to break
the fluorine bond and to destroy the accepting functionality in the triplet state. Further on,
during relaxing of the geometry of both charged fragments, the radical fluorine optionally
attaches itself to the next possible position of the aromatic benzene ring. As sketched
in Figure 3.23, the triplet PES reveals an other metastable configuration. Interestingly,
the anionic PES in the ground state configuration does not lie below the neutral ground
state PES. This indicates poor accepting functionality of fluorinated benzene. Basically,
the fragment would avoid to be charged. But as the environment of the acceptor group
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polaron configuration have to be found while simultaneously keeping the lowest singlet
and triplet excited state energies in the deep-blue colour range. A multi-faceted challenge
for material development.
3.3. Data evaluation
This part deals with applied analytics and post-processing of experimental data. At the be-
ginning, TADF will be described as effective two-level system and solved analytically. Be-
sides, a closer look is addressed to the photophysical understanding of steady-state fluores-
cence profiles. Even if they do not deliver any dynamic information, a vibronic line-shape
analysis not only allows to define reasonable onset energies in terms of a fundamental first
virbonic band peak energy E00, but also provides information on intramolecular deforma-
tions and dominant modes of vibration, which can drive TADF significantly in terms of
non-adiabatic vibronic couplings (Chapter 6).
3.3.1. Analytic approximation to intramolecular transitions
Device efficiencies and stability issues are inevitably linked to intramolecular excitonic
dynamics within the individual molecules. For instance, the exciton diffusion in the EML
is for sure proportional to the excited state lifetime τ, which in turn should be minimized
to reduce the probability of second order processes as TPQ or TTA. Indeed, a fundamental
knowledge about the importance of τ is for sure a KPI of TADF design, and consequently
to the same extent the accurate determination of intramolecular transfer processes and
the correlation of intramolecular properties to device performance. In this Chapter, TADF
is described analytically in terms of a simplified two-level system, enabling a deeper
interpretation of experimental data and TADF in general.
Idealized, TADF mirrors a two-level system, consisting of a triplet and singlet energy level.
Under photo-excitation, the singlet state is populated (nS). Over time, the S1 state is de-
populated by either non-radiative or radiative processes, as described in Equation 3.27.
Via kISC, the triplet state is populated. Subsequently, radiative and non-radiative processes
are also acting on the triplets, causing their depopulation, cf. Equation 3.28.
d
dt
nS =−(krS +kISC +k
nr
S )nS +kRISCnT (3.27)
d
dt
nT = kISCnS − (kRISC +krT +k
nr
T )nT (3.28)
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Solving Equation 3.32, directly leads to two separate eigenvalues (Equation 3.33), repre-






























At this point, experimental parameters have to be used. However, the problem is the
fact, that the system of differential equations is definitely underdetermined. In total, six
intramolecular rates are of importance, while standard time-resolved and steady-state
measurements only give access to about four parameters, comprising the PLQY, excited
state lifetimes τPF,τDF and the emission ratio n = IDFIPF . Therefore, to yield reasonable
analytically closed expressions, further assumptions have to be applied.
Starting with the fast decay process of Equation 3.33, a first reasonable approximation is
given by


















In general the ratio is determined using the time-resolved DF and PF integrated areas, e.g.
IDF = ĀDFτ̄DF (3.38)
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however, the ratio might also be extracted from steady-state measurements, as done via
degassing or oxygen-quenching (Chapter 3.1.5) experiments.






But what is actually the photophysical interpretation of the ratio n?
As mentioned above, the singlet and triplet population is cross-correlated by kISC and kRISC,
respectively. Therefore, the material shows a cumulative fluorescence yield of [127,128]
ΦF =ΦPF +ΦDF











with n representing the number of cycling loops while mirroring the fraction of DF to PF
emission. [74] Equation 3.40 is the basic equation beyond TADF. To find accurate expressions
for kRISC, appropriate assumptions for ΦISC and ΦRISC have to be determined.
Reverse intersystem crossing close to unity For the slow eigenvalue λslow of Equation
3.33 one can approximate that
knrS ≪ k
r
S, kISC and ΦRISC ≈ 1, (3.41)








This approximation is essentially limited to ΦRISC ≈ 1, indicating ideal TADF with DF/PF
ratios above n ≥ 4. Therefore, also knrT has to be close to zero. Using this assumption for






If the constraint of n ≥ 4 was provided, then Equation 3.43 has been applied and all other
rates have been determined accordingly, as subsequently provided by Equation 3.40.
Minor reverse intersystem crossing In the field of TADF, also other assumptions for ana-
lytic expressions are used. When assuming rather minor TADF contributions and hence
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Equation 3.45 is for instance commonly used by the group of C. Adachi, [80] Deviations
from Equation 3.43 in terms of Equation 3.45 finally allow to introduce non-radiative triplet










Similar, Dias et al. derived the RISC rate of Equation 3.45 via experimental fitting. [74] Equa-
tion 3.45 is limited to negligible non-radiative singlet contributions. Additionally, phos-
phorescence is ignored.
A general analytic expression for reverse intersystem crossings In general, assumptions
performed both in Chapter 3.3.1 and Chapter 3.3.1 are not indispensable to achieve an an-
alytically closed expression for RISC. The cycling process defining the delayed fluorescence
contribution



























This approach finally covers both limits used in recent publications, describing TADF
at lower limits and saturated conditions. Indeed, Equation 3.49 yields Equation 3.43 for
n→∞, while it goes for Equation 3.49 at low delayed fluorescence contributions with n→ 1
and correspondingly ΦF ≈ΦPF. Based on Equations 3.18 and 3.49, the TADF dynamics are
completely revealed. For instance, Equation 2.74 in addition to the Arrhenius law allows
to predict the spin-orbit coupling constant ζSOC (Equation 3.50),
[74] when knowing the
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As in this thesis the majority of TADF compounds are designed to show strong DF contri-
butions, finally featuring ratios about n ≥ 4, mostly Equation 3.43 was applied to determine
the RISC rate. Assuming that TADF defines an equilibrium process between singlet S1 and
triplet T1 population mediated by the ISC and RISC rate, Equation 3.50 can be even more












As illustrated in Equation 3.51, the Boltzmann statistics directs the suppression of kRISC
with respect to kISC by ∆EST,
[29] as the molecule spends sufficient time in the excited state
cycling process to form an equilibrium before emission eventually occurs (cf. Equation
2.40). In case of electroluminescence, the equilibrium constant K alters slightly. [29,30]
Starting from Equation 3.51, the singlet-triplet activation energy barrier is given by [129]
∆EST =−kBT ln(kRISC/kISC) (3.52)
Usually, the barrier of Equation 3.52 is referred to as singlet-triplet splitting. As the above
formulas modelling rather a potential barrier between both spin-states, in some places of
the thesis ∆EST is also equated to ∆Ea.
3.3.2. Vibronic line-shape analysis: about Poisson distributed excited
state quanta
Electronic transitions in molecules couple to vibrations (Chapter 2.1.10). These vibronic
transitions direct the broadening of emission profiles. Therefore, steady-state spectra com-
prise useful information. Vibronic couplings result in Stokes shifts and line broadening,
directly linking EStokes to the Huang-Rhys parameter S, which describes the microscopic
details of the vibrational coupling and mirrors the equilibrium offset ∆Qe between ground
to excited state surface. In general, the Huang-Rhys factor S describes the strength of the
vibronic coupling. Assuming an effective dominant mean vibrational energy 〈ħω〉, the
Huang-Rhys factor is directly linked to the geometry deformation within an electronic tran-
sition, and hence the Stokes shift, by [116]
EStokes(λ) = S 〈ħω〉 . (3.53)
When investigating TADF compounds, the interpretation of line shapes is a powerful tool.
Especially to determine accurate transition energy differences and hence approximations
to singlet-triplet splitting ∆EST.
[130,131]
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Hereinafter, the shape of emission spectra is explained by couplings of electronic transi-
tions to vibrations. At low temperatures, molecular transitions normally exhibit fine struc-
ture consisting of lines corresponding to distinct vibronic transitions. With increasing tem-
peratures, the peaks in the spectrum broaden and start to overlap, until the fine structure
disappears. This in turn makes it impossible to differentiate the discrete vibrational levels
from thermal broadening or reorganization contributions. A more convenient way of anal-
ysis finally relies on a vibronic band shape analysis, allowing to determine band maxima,


































The Franck-Condon factor relates to the square of the overlap integral of the vibrational
wavefunctions (Chapter 2.1.9) with initial vibrational quantum state m and final virba-
tional state n (Equation 3.54). When assuming a negligible thermal occupation of vibra-
tionally excited states in the initial electronic state, transitions only occur from the vibra-
tional ground state with m = 0 to different vibrational final states n (cf. Equation 3.55).
The expressions for the relative strengths (Franck-Condon factors) of these transitions are
referred to as the zero-temperature Franck-Condon factors. Assuming that the number of
excited vibrational quanta are Poisson distributed (Equation 3.55) around an average of the
Huang-Rhys factor S, the probability of absorption and emission spaced at separations of




F 0n f (E ,n,σ), (3.56)
with the square of the electronic transition moment W0, and the shape of the individual
vibrational line broadening with width σ. The complete spectrum is finally the sum of
approximated individual Gaussian distributions according to 3.56. The absorption and
emission profiles finally correspond to a progression (a Franck-Condon progression)
of transitions between different levels each with its own probability. Finally, assuming
Gaussian line broadening around each vibronic sublevel, a fitting formula corresponding
to Equation 3.57 can be set up to extract all relevant line-shape parameters modelling an
experimentally recorded luminescence profile.
Commensurately, based on measured PL profiles, Gaussian line-shape progressions were
performed throughout this thesis. By applying Equation 3.57, especially fundamental vi-
bronic band peak energies E00 were determined. Accordingly, the singlet and triplet energy
levels were estimated from the first vibronic band peak energies and subsequently transi-
tion energy differences as for instance ∆EST were predicted. Additionally, fitting parame-
ters as 〈ħω〉 carry important information about dominant vibrational modes, which can be
94 3. Methods
specifically addressed to increase non-adiabatic TADF (Chapters 6 and 8). Simultaneously,
the information about appearing dominant vibrational modes in certain chemical struc-
tures might be used to specifically minimize line widths of TADF compounds, advancing
the design of narrow band emitters. Equation 3.57 assumes an effective Huang-Rhys fac-
tor S (Seff),
[132] wherein the simultaneous assumption of a mean vibrational energy 〈ħω〉






















96 4. The pursuit of deep blue TADF
trade-off between efficiency and stability. Currently, blue pixels of commercial products
mostly still contain blue fluorescent materials, even for the abandonment of efficiency.
That is because almost 20 years of industrial and academic research in the field of phos-
phorescent emitters did not produce a blue phosphor comprising efficiency, stability, and
a proper CIEy coordinate. If deep blue (CIEy ≤ 0.15) OLED materials were able to provide
efficiency and long lifetime, as the underlying TADF approach promises, this could finally
lead to the great opportunity of optimized products featuring lower power consumption
by cheaper fabrications. Thus, environmentally friendly lighting.
Starting with the currently most promising attempt for stable TADF materials introduced
by Adachi et al., [25] a new class of TADF materials based on an alternative trifluoromethyl-
benzene (TFMB) acceptor core is developed, initially targeting light emission with a coloir
coordinate about CIEy ≤ 0.4, while simultaneously pointing to key issues behind TADF,
which are tackled in the subsequent chapters.
Although there has been an amazing progress in TADF, the overall understanding of the
TADF mechanism is all its diversity is still in its infancy and the fundamental properties
are still under debate. To increase the IQE of TADF materials, the competition between
internal conversion, radiative, and non-radiative rates decides over good and bad emitter
molecules. Both from computational and experimental point of view, a great effort has to
be made to get access to the relevant photophysical properties of the emitting molecules.
Therefore, the first part of this Chapter will deal with the computational design of carbazole
containing trifluoromethylbenzenes (TFMBs). Slight stoichiometric modifications are
performed to understand how the molecular and electronic structure as well as steric hin-
drance affects the RISC mechanism. By this approach, the most promising candidate for
application in devices is identified. An in-depth analysis of the photophysical properties
reveal the density of charge-transfer states as a key-parameter for emerging TADF, enabling
to out-compete non-radiative decay while providing sufficient radiative strength in the
singlet manifold.
In conclusion, this Chapter raises questions on the fundamental understanding of the
spin-orbit coupling (HSOC) formalism between the charge-transfer singlet (
1CT) and triplet
states (3CT), subsequently discussed in Chapter 5 and Chapter 6.
4.1. Rational design: succeeding in blue TADF
TADF materials are designed to break the conjugation between donor and acceptor units
to separate HOMO and LUMO wavefunctions. As a consequence, the exchange energy
is minimized and a small energy split (∆EST) between S1 and T1 level allows for both
increased intersystem crossing and substantial RISC rates.
The key quantity enabling efficient thermally activated delayed fluorescence (TADF) via
internal charge-transfer (ICT) therefore consists in a small singlet-triplet splitting. The
splitting determines an activation barrier for reverse intersystem crossing (RISC) in sense
of Equation 3.50. Therefore, computational screening of donor-acceptor combinatorics is
targeting a minimisation of the respective energy barrier. Based on current research on
the archetype TADF candidate 4CzIPN , [25] the underlying rational design of a new blue
TADF material has basically to comprise two complementary strategies to control TADF:
(1) Controlling the strength of donor or acceptor subgroups, while (2) forcing orthogonal
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(Ir(ppy)3), one of the most successful green triplet emitters in the field of OLED display
technology. Indeed, comparable lifetimes in conventional device designs are reached.
Here, Ir(ppy)3 has an LT90 of about 130 hrs (w EQE of 12 % @ 1 000 cd/ m
2), with 4CzIPN
showing LT90 of 243 h and EQE = 14 % at 1000 cd/m2. [135] However, at LT50, the phospho-
rescent device out-competes the 4CzIPN TADF analogue with an almost doubled lifetime of
about 4 500 hrs. The respective research performed by Adachi et al., focussing on the com-
parison between 4CzIPN and Ir(ppy)3, definitely encourages the TADF approach. Because
Ir(ppy)3 derivative-based OLEDs with optimum material designs and device architectures
provide even very long lifetimes of over 100 000 hrs, [136] there is almost no doubt about the
future feasibility of deep blue TADF for sustainable OLED devices.
Nevertheless, the bottleneck of deep blue emission remains. The performance of TADF as
well as phosphorescent emitters change when going to CIEy ≤ 0.2. The deep blue emission
is defined by CIE coordinate y < 0.15 along with x + y < 0.30. Indeed, the parameters are cru-
cial and indispensable for a stable, highly efficient full-colour display with sufficient colour
render index (CRI). Current high-end blue phosphorescent material designs as Ir(dmp)3
feature CIE coordinates of (0.15,0.29) with LT80 of about 616 hrs at 1 000 cd/m2.
Considering that TADF started about 15 years after phosphorescent material research, a
significant development was already illustrated by TADF. Nevertheless, TADF still has to
prove that it can compete in both colour and lifetime.
4.1.1. Closing the blue gap: TADF design criteria
Small singlet-triplet splitting in donor-acceptor compounds can be achieved whenever
donor HOMO and acceptor LUMO localise in different regions of the molecule, forming
an excited charge-transfer (CT) state. Minimising the overlap charge density reduces
the exchange integral and the singlet-triplet splitting via its Coulomb interaction with
itself. For instance, this can be achieved by choosing reasonable functional groups with a
maximised steric hindrance around the bond connecting the aromatic donor and acceptor
systems (Chapter 3.1.1). Simultaneously, the transition dipole becomes negligibly small
with reduced orbital overlap. Thus, a sufficiently fast radiative recombination requires
some compromise between conflicting aims: transition dipole moment of acceptable size,
but still small singlet-triplet splitting.
This set of prerequisites defines criteria (KPIs) for TADF material design: First of all,
a suitable strength for donor and acceptor unit has to be found, providing access to
excited state transitions covering the required blue emission range. Secondly, suitable
intramolecular restrictions have to be provided, to get sufficient D-A torsion to minimize
the HOMO-LUMO frontier orbital overlap and hence minimising the singlet-triplet energy
gap. This in turn increases the density of states term of the reverse intersystem crossing
rate (Equation 3.52). Thirdly, with respect to device applications, intrinsic triplet traps
have to be avoided, representing the requirement for donor and acceptor groups with
high-lying triplet state (Chapter 3.1.1). Fourth, as mentioned above, the D-A torsion must
not be to restricted, as a reasonable transition strength is necessary.
In this Chapter, the established benzonitrile aceptor is modified by an a reduced accep-
tor functionality by replacing the cyano groups either by fluorinated methyl or by fluorine.
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TADF compounds related to 4CzIPN, getting closer to conventional green phosphorescent
emitters as Ir(ppy)3, for which known device architectures also for white light stack designs
already exist.
Figure 4.3 illustrates the calculated frontier orbital energies of the published dicyanoben-
zene groups, [25] a comparable slightly weaker acceptor pyridine, and benzene function-
alized by a trifluoromethyl and a further fluorine in meta position. For a comprehensive
study about acceptor functionalization for colour tuning, the donor remains carbazole
for all acceptor units. Moreover, all Dn − A-type emitters comprise four donor groups.
Isophthalonitrile (1,3-Dicyanobenzene) with its cyano groups in meta positions has a
significantly higher lying LUMO with respect to the ortho (Phthalonitrile, 1,2-Dicyano-
benzene) and para (Terophthalonitrile, 1,4-Dicyano-benzene) isomers. With four attached
carbazole donor units, the spectroscopic trend of the respective TADF compounds
mirrors this finding: 4CzIPN emits at the shortest wavelength, and 4CzTPN is clearly
red shifted (cf. ref. [25]). The proposed fluorinated trifluoromethylbenzene (TFMB)
acceptor without cyano functionalization shows a reasonably high lying LUMO, pushing
the respective CT transition towards a higher energy. Complementary, pyridine defines
another acceptor unit which is only slightly weaker than the cyano functionalized ac-
ceptors. As depicted in Figure 4.3, the pyridine acceptor is therefore predestined to
reach a comparable CT emission to the archetype 4CzIPN. When surrounding the newly
designed acceptor units by four carbazole groups, resulting in the compounds named
9-[2,3,5-tri(carbazol-9-yl)-4-fluoro-6-(trifluoro-methyl)phenyl]carbazole (4CzFCF3Ph)
and 2,3,5,6-tetra(carbazol-9-yl)pyridine-4-carbonitrile (4CzPCN) (Figure 4.4a), the CT
excitations from the ground state geometry S0 are blue shifted by about 0.3 eV with respect
to 4CzIPN in case of 4CzFCF3Ph, cf. Figure 4.4a. Contrary to the TFMB core, which seems
to confine the carbazole units at reasonably large D-A torsion angles, pyridine does not
provide enough intramolecular restriction, which leads to HOMO delocalization and
hence stronger donating properties of 4CzPCN compared to 4CzIPN and 4CzFCF3Ph
(Figure 4.4b). Here, the interplay between molecular electronics and vibrational motions
is revealed. As the ground state geometry optimization of 4CzPCN predicts, the lowest
D-A torsion is given by 55°, leading to the observed CT transition energy, which is red
shifted in comparison to 4CzIPN (Figure 4.4a). Nevertheless, the respective intramolecular
deformation in 4CzPCN not only leads to stronger donating properties of the delocalized
carbazole moieties, but also CIE coordinates of (0.32, 0.61), when dissolved in toluene
(Figure 4.4c). In comparison to 4CzIPN with CIE (0.26,0.55), the designed 4CzPCN com-
pound provides colour index closer to commonly known phosphorescent green emitters
as Ir(ppy)3, featuring CIE coordinates around (0.35, 0.60).
The same holds true for 4CzFCF3Ph. Due to low intramolecular confinement and a
much larger deformation energy in the optimized T1 potential minimum, the calculated
fluorescence in T1 is expected to be heavily blue shifted, so that also the singlet-triplet
splitting is increased substantially along the deformation towards the minimum of the
excited state potential compared to 4CzIPN (Figure 4.4a).
The assignment of the intramolecular CT emission based on time-dependent DFT suggests
that a weakened TFMB acceptor unit provides a viable route to a substantial blue shift
of the CT emission. However, as also shown above, missing intramolecular restrictions
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predict a larger energy gap between the lowest charge-transfer singlet and triplet state,
presumably limiting the RISC performance in 4CzFCF3Ph (s. Equation 3.50).
Based on the prevailing results, the following sections will focus on the design optimization
of 4CzFCF3Ph to reach proper blue TADF lighting comprising emission reaching the green-
ish blue zone (Figure 4.2). Even if 4CzPCN does not meet the properties for blue emission,
it should be mention that it provides CIE colour coordinates of (0.32,0.61), a PLQY of
22 % in degassed toluene with a delayed fluorescence fraction of 16 %, delayed excited
state lifetime of τDF = 25µs and kRISC = 1.16 × 105 s−1. Therefore, 4CzPCN comprises
reasonable photophysics, accentuating the meaningfulness of subsequent performance
tests of 4CzPCN in green OLED device stacks, possibly enabling future replacement of
commonly used phosphorescent compounds as Ir(ppy)3.
More information on the synthesis and photophysics of 4CzPCN are provided in Appendix
A.4.4.
In case of 4CzFCF3Ph an evident strong blue shift with respect to the TADF 4CzIPN emit-
ter is observed, while Figure 4.4c also reveals a striking difference in both line shapes:
4CzFCF3Ph provides a much wider PL emission, peaking in the deep blue region, while
covering the entire visible range from violet to red. Emitters extending over such a wide
spectral range may find future applications in lighting where a particularly smooth emis-
sion is required for a high colour rendering index. For display technology however, narrow
emission profiles are of great importance to get a proper colour rendering index for full
colour diplays (Chapter 3.3.2).
4.1.3. Trifluoromethylphenyl carbazoles from a computational perspec-
tive
Figure 4.4 demonstrates how a weaker acceptor function of the molecular core surrounded
by carbazole donor groups is likely to result in an energetically higher CT transition. Nev-
ertheless, as already indicated above for 4CzPCN, DFT calculations of the isolated acceptor
core severely overestimate the spectroscopic changes, neglecting configurational effects on
the frontier orbital energies and resulting transition energies. Here, conjugation of the mul-
tiple donor units might affect the lowest charge-transfer transitions crucially. Therefore, an
investigation of the entire emitter always remains mandatory. To study the electronic and
configurational effects of Dn−A-type carbazole compounds containing the TFMB acceptor
unit, a complete phenylcarbazole series with altering number of carbazole donor units and
varying acceptor strength is studied (Figure 4.4).
As DFT calculations in Figure 4.4 indicate, the HOMO of each emitter nCz(5-n)FCF3Ph re-
mains close to the energy expected from the carbazole donors, but the LUMO is shifted
to a larger binding energy with respect to the corresponding (5-n)FCF3Ph acceptor core.
The LUMO stabilization can be traced back to a significant transfer of electronic charge
along the C-N bond from the functionalized phenyl acceptor to the attached carbazole
ligands. Consequently, the reduced electronic charge density on the acceptor part of the
molecule increases the binding energy of its LUMO, resulting in a continuous shift of the
overall LUMO energy with the number of carbazole ligands. In the same way, conjugation
of the isolated donor HOMO over its adjacent units leads to an destabilization of the HOMO
energy with increasing carbazole substitution (s. Chapter 7).
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Table 4.1: To illustrate the degree of distortion in the triplet geometry, the table summarises the calculated
Kohn-Sham energies of frontier orbitals in the relaxed S0 geometry as calculated using B3LYP/def2-SVP,
singlet-triplet splitting in either relaxed S0 or relaxed T1 geometry and the corresponding static dipole mo-
ments in different geometries and electronic configurations performed at the B3LYP/6-31G(d) level of theory.
Emitter HOMO LUMO ∆E(S0)ST ∆E(T1)ST µg(S0)/µe(T1)/µg(T1)
(eV) (eV) (eV) (D)
Cz4FCF3Ph -6.04 -1.91 0.40 0.77 1.94 / 6.55 / 2.73
2Cz3FCF3Ph -5.88 -1.98 0.23 0.58 1.78 / 4.09 / 2.02
3Cz2FCF3Ph -5.83 -2.01 0.19 0.35 2.22 / 5.95 / 2.84
4CzFCF3Ph -5.72 -2.07 0.18 0.33 1.86 / 2.76 / 1.55
5CzCF3Ph -5.59 -2.06 0.14 0.31 1.61 / 3.57 / 1.70
ization of the two spins in the LUMO would allow for a substantial transition density and
transition dipole assigned to a transition S1 → S0 starting from a singlet configuration S1
obtained from the T1 configuration after a spin-flip from LUMOα to LUMOβ. Hence, the
charge distribution over the adjacent carbazole units leads to an increasing red shift, but
presumably also to a stronger CT transition strength. In the T1 geometry, the calculated
splitting between the lowest singlet and triplet transitions increases to 0.31 eV, reflecting
the increased transition density and exchange interaction.
4.1.4. From computational material design to functional powders: syn-
thesis and structural characterization of the phenylcarbazoles
For in-depth analysis of the underlying TADF mechanism, the family of phenylcarbazole
derivatives was synthesized by a catalyst-free C-hetero atom coupling reaction using
multifluoro-substituted trifluoro-methylbenzene and carbazole as starting materials.
Details of the synthetic procedures as performed by Dr. Ramunas Lygaitis are described in
Appendix A. Additionally, all target compounds were characterized by 1H, 13C, 19F NMR
and mass spectrometry (Appendix A.2). Further on, single crystal X ray analysis was done
for the target compounds, namely Cz4FCF3Ph, 2Cz3FCF3Ph, 3Cz2FCF3Ph, and 5CzCF3Ph.
As illustrated in Appendix A.3, the molecular structure was revealed by using single crystal
X ray analysis.
Figure 4.7 depicts the synthetic routes and conditions for the respective phenylcarbazoles.
The electron-withdrawing CF3 group activates fluorine atoms in octofluorotoluene (OFT),
so that activated F atoms can participate in nucleophilic substitution reactions followed
by formation of C-N bonds. This kind of reaction is preferable for large scale synthesis,
in contrast to oxygen sensitive Pd- or Cu- catalysed reactions. To actually relate the
computational and photophysical parameters with the specific molecular structures,
single crystals of all target compounds except 4CzFCF3Ph were prepared (Appendix A.3).
The detailed molecular structures and crystal packings are illustrated in Figure A.4 and
listed in Table A.4. In the analysis of single crystal XRD data, the dihedral angles from
refined molecular structures were extracted for Cz4FCF3Ph, 2Cz3FCF3Ph, 3Cz2FCF3Ph,
and 5CzCF3Ph. As pointed out in the computational Section above, large dihedral angles
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Cz4FCF3Ph 1.46 -1.93 6.24 2.85 3.39
2Cz3FCF3Ph 1.44 -1.82 6.21 2.93 3.28
3Cz2FCF3Ph 1.34 -1.87 6.13 2.91 3.22
4CzFCF3Ph 1.32 -1.84 6.07 2.87 3.20
5CzCF3Ph 1.25 -1.79 6.03 2.99 3.01
a) Onset oxidation/reduction potential vs. Ag/Ag+.; b) IPCV = (Eox - EFc/Fc+ ) + 5.1 eV;
c) EACV = (Ered - EFc/Fc+ ) -
5.1 eV. The gap energy Egap is defined as the difference between IPCV and EACV.
Both types of geometric distortions arise from the steric hindrance induced by the spatial
requirements of the rather bulky trifluoromethyl group. A large dihedral angle minimizes
the contribution of π-conjugation to the strength of the C-N bond, and as a consequence,
the sp2 hybridization around the N atom acquires some sp3 character (Chapter 2.1.1).
As illustrated afterwards in Chapter 5 and Chapter 7, conjugation of π-type molecular
orbitals and consecutive formation of hybridized molecular orbitals play a decisive role for
emerging TADF.
In Cz4FCF3Ph and 2Cz3FCF3Ph, the carbazole group in para position to the trifluo-
romethyl is twisted by 51° with respect to the central phenyl (cf. Table A.2), whereas for
the other compounds, the remaining D ligands have at least one further adjacent D group,
confining all of their dihedral angles to a narrow range from 60° to 66°. From these find-
ings, it becomes clear that D groups flanking the trifluoromethyl group show the largest
dihedral angles. In Cz4FCF3Ph and 2Cz3FCF3Ph, the carbazole donor in para position to
trifluoromethyl with a particularly small twisting angle shows the strongest conjugation
between the respective D group and the phenyl A, inducing in turn a substantial singlet-
triplet splitting with reasonably strong transition strength. As demonstrated below, this
strong D-A conjugation adversely affects their suitability as TADF emitters. Moreover, the
enhanced charge-transfer character on the C-N bond is assumed to intrinsically limit the
emitter stability (cf. Chapter 9.1).
In general, HOMO delocalization via conjugation can be visualized by the change in ion-
ization potential (IP). As summarized in Table 4.2, the IPs of the phenylcarbazoles decrease
monotonously with number of D groups, whereas the electron affinities (EA) increase.
This not only reflects the trend as predicted by DFT calculations, but also highlights the
frontier orbital conjugation of both HOMO and LUMO with increasing number of donat-
ing carbazole chromophores. The number of carbazole moieties influence IP and EA in
opposite direction, resulting in an electrochemical gap of 3.04 eV for the fully substituted
five-fold carbazole compound 5CzCF3Ph. Hence, the emission colour is expected to be
continuously red shifted from one to several donor ligands, as described below in more
detail.
Besides intramolecular properties as the isolated donor (D) and acceptor (A) strength, D-A
torsion angles and intramolecular conjugation, intermolecular packing in the solid state
remains a crucial material property for OLED applications and performances. The in-
termolecular packing crucially determines energy transfer processes (via FRET and DET,
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cf. Chapter 2.3.4) and hence non-linear annihilation effects. More specifically, crystalline
phases give indications whether adjacent molecules show short stacking distances between
aromatic groups inducing quenching effects, like e.g. in polyacene or rubrene crystals, or
whether intermolecular interactions remain small enough to conserve geometry resem-
bling free molecules.
In Cz4FCF3Ph crystals, the donor group stacks with the fluorinated phenyl acceptor of
an adjacent molecule and vice versa, with intermolecular C-C distances down to 3.29 Å.
For larger compounds as 2Cz3FCF3Ph and 3Cz2FCF3Ph, stacking of D groups between
neighbouring sites exclusively occurs for the carbazole close to the trifluoromethyl. The
large dihedral angle of this particular carbazole makes this ligand most accessible to the
same donor group of a neighbouring molecule in an inversion-symmetric orientation with
respect to the reference molecule. This stacking between carbazole ligands shows inter-
molecular C-C distances down to 3.37 Å (2Cz3FCF3Ph) or 3.51 Å (3Cz2FCF3Ph). The five-
fold substituted compound 5CzCF3Ph does not show any intermolecular stacking of car-
bazole groups, just short intermolecular C-H contacts down to 2.68 Å, corresponding es-
sentially to the sum of van der Waals radii (cf. Appendix A and Table A.1)
The packing analysis clearly shows that while increasing the number of carbazole ligands
around the phenyl core, the stacking between carbazole units of adjacent molecules goes
down and even vanishes completely in case of 5CzCF3Ph. Hence, self-quenching of solid
state emission in 5CzCF3Ph is expected to be reduced substantially, and the quantum
yield for this derivative is expected to be the highest within this material series (Chapter
2.3.4). Finally, with respect to the structural characterization of the phenylcarbazole series,
5CzCF3Ph implies the most reasonable candidate for emerging thermally activated delayed
fluorescence, featuring an expected greenish blue emission colour (cf. Figure 4.4 and Table
4.2).
4.1.5. The interplay between triplet up-conversion and non-radiative de-
cay pathways: towards bulky, fully-substituted TADF materials
The photophysical properties are analysed using UV/Vis, PL and time-resolved PL spec-
troscopy techniques. The steady-state absorption and photoluminescence spectra of the
respective compounds are compared in Figure 4.8. As illustrated, all materials within
the phenylcarbazole series exhibit an unstructured, featureless broad emission profile at-
tributed to a lowest charge-transfer type 1CT singlet excitation. [25] With growing number of
carbazole ligands on the TFMB core, an increasing broad 1CT ← S0 absorption band devel-
ops in the range from 350 to 400 nm, emphasizing the formation of intramolecular charge-
transfer (ICT) states. In emission, the formation of ICT states is further demonstrated via
positive solvatochromic behaviour of all compounds when going from non-polar solvents
as cyclohexane (CH) to polar solvents as dimethylfuran (DMF). [138] Accordingly, the peak
emission wavelength of Cz4FCF3Ph is red shifted by about 89 nm from 451 nm in cyclohex-
ane to 540 nm in DMF, mirroring a strong internal transition dipole moment in the lowest
excited S1 state (cf. Table 4.1)
Albeit, not only electrostatic embedding due to the polarity of various solvents causes a red
shift of the emission profiles. Instead, Figure 4.8 accentuates an almost continuous shift
of the emission spectra to lower energies when going from mono-substituted Cz4FCF3Ph
to fully-substituted 5CzCF3Ph. Here, the observed red shift is assigned to the stabilization
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Table 4.3: Photophysical properties of emitters dissolved at a concentration of 10−5 M in degassed toluene:
Peak emission wavelength λmax, respective energy E(λmax), fundamental vibronic sub-band E00 fitted with an
uncertainty of ±0.01eV, PL quantum yield ΦPL, fractional prompt ΦPF and delayed fluorescence yield ΦDF,
and calculated singlet-triplet energy splitting ∆EST in the relaxed T1 geometry.
Emitter λmax(nm) E(λmax)(eV) E00(eV) ΦPL(%) ΦPF(%) ΦDF(%)
Cz4FCF3Ph 485 2.56 2.80 3 3 -
2Cz3FCF3Ph 453 2.74 2.76 14 13 1
3Cz2FCF3Ph 459 2.70 2.99 19 9 10
4CzFCF3Ph 466 2.66 2.78 23 3 20
5CzCF3Ph 490 2.53 2.69 68 25 43
steric hindrance between these ligands and the distribution of the hole state over several D
groups decreases the reorganization energy in the relaxed excited geometry, narrowing in
turn the linewidth of the fluorescence spectra. All spectra are successfully fitted to a Pois-
son progression over vibronic sub-bands (Chapter 3.3.2). When comparing the position of
the fundamental vibronic band E00, the vertical emission energy decreases from 2.80 eV for
Cz4FCF3Ph dissolved in toluene to 2.69 eV for 5CzCF3Ph (cf. Appendix A.4).
For all compounds, the pronounced CT character of the lowest excited state is reflected in
an increased static dipole moment in the excited state (cf. Table 4.1). Finally, in the spirit
of the Lippert-Mataga relation, [138–140] a reorientation of dipolar solvent molecules is ex-
pected to produce a significant red shift of photoluminescence in more polar solvents, as
clearly observed in Figure 4.8.
The PLQY values of the respective compounds measured in degassed toluene are found
to be 3%, 14%, 19%, 23% and 68% (cf. Table 4.3), continuously increasing with the num-
ber of carbazole ligands. To reveal the photophysical properties triggering the PL effi-
ciency, photoluminescence decay transients of all compounds were measured in 10−5
M degassed toluene solutions, using the time-correlated single-photon counting tech-
nique (Chapter 3.1.8). As illustrated in Figure 4.9, except for Cz4FCF3Ph, all compounds
demonstrate well-separated decay regimes, including a prompt decay within a few cou-
ple of nanoseconds, followed by a longer-lived decay regime in the µs range, assigned to
emerging TADF. Table 4.4 summarizes the decay times fitted to the observed data. While
Cz4FCF3Ph shows only an amplitude-weighted average exponential prompt decay life-
time of τPF = (8.47± 0.01)ns (Chapter 3.3.1), the fivefold-substituted 5CzCF3Ph features
a strong delayed fluorescence with lifetime of τDF = (14.61±0.36)µs, attributed to emerg-
ing RISC from the triplet reservoir. Corresponding to the ratio between the integrated areas
of prompt and delayed PL component, the fractional delayed quantum yield ΦDF increases
from 1% in case of 2Cz3FCF3Ph to 43% for 5CzCF3Ph, see Table 4.3. Correspondingly, the
reverse intersystem crossing rate (kRISC) peaks for the bulky phenylcarbazole compounds
4CzFCF3Ph and 5CzCF3Ph (Table 4.4). Interestingly, the phenylcarbazole series reveals
a bunch of crucial prerequisites for TADF. Table 4.4 illustrates the interplay of several in-
tramolecular parameters giving rise to efficient delayed fluorescence. Indeed, from the
transient PL characteristics, 4CzFCF3Ph features a reasonable reverse intersystem cross-
ing with kRISC = 1.69×104 s−1, whereas 5CzCF3Ph shows a higher fractional delayed yield,
and increased RISC rate with kRISC = 1.60×105 s−1 (Chapter 3.3.1), [127,128] related to a de-
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activation barrier is crucial for the RISC rate and increasing carbazole ligands on the TFMB
core definitely tend to restrict intramolecular deactivation pathways (Table 4.4), TADF
simultaneously has to provide a sufficiently strong radiative strength in the S1 state. For
sure it is rather impossible to meet all expectations as they are also partially contradictory
to each other, but the most promising material has to show the best balance between all of
the decisive parameters.
To be able to relate the molecular configurations to the overall performance, the static
dipole moment of the phenylcarbazoles has been calculated in different electronic con-
figurations and molecular geometries. Taking the relaxed T1 geometry as an approximate
model for the CT geometry where the radiative transition S1 ← S0 might be expected
to occur, the stabilization of each compound in the polarizable medium is assumed to
correlate to the change of its static dipole moment between excited configuration and
S0 ground state. When comparing the emission profiles in CH and DMF as illustrated in
Figure 4.8, a significant shift of the expected vertical transition energy 〈Ev〉 = E00 − Sħω
(Cz4FCF3Ph: (2.56-2.14) = 0.42 eV, 2Cz3FCF3Ph: (2.63-2.38) eV = 0.25 eV, 3Cz2FCF3Ph:
(2.63-2.25) eV = 0.38 eV, 4CzFCF3Ph: (2.53-2.37) eV = 0.16 eV, 5CzCF3Ph: (2.50-2.17) eV
= 0.33 eV) is observed. This spectroscopic trend correlates with the change of the static
dipole moment between excited electronic configuration and ground state, computed
in the geometry where recombination is assumed to happen. For simplicity, the re-
laxed T1 geometry serves as model for the recombination geometry, and therefore, the
change in static dipole moment is defined as ∆µ = µ(T1,geometry=T1) - µ(S0,geometry=T1).
For the phenylcarbazoles, the following values for ∆µ are found (Table 4.1): Cz4FCF3Ph:
(6.65-2.73) D = 3.92 D, 2Cz3FCF3Ph: (4.09-2.02) D = 2.07 D, 3Cz2FCF3Ph: (5.95-2.84) D =
3.11 D, 4CzFCF3Ph: (2.76-1.55) D = 1.21 D, 5CzCF3Ph: (3.57-1.70) D = 1.87 D.
The overall solvatochromic shift for the phenylcarbazoles between cyclohexane and DMF
approximately reveals an electrostatic embedding of ∆E/∆µ = (0.11 - 0.18) eV/D. Direct
evidence for a close to linear correlation between ∆µ and ∆E is consecutively reaffirmed.
This finding is in qualitative agreement with a dependence of solvatochromic shifts on
the change of the static dipole moment expected from the Lippert-Mataga relations
for embedding of a static dipole into a cavity within a polarizable medium, [140–142] but
avoiding non-physically high values of the respective dipole moments while accounting
instead for the calculated change of the dipole moment in the geometry where radiative
recombination occurs. The entries in Table 4.1 reveal that the change in electronic con-
figuration has a much stronger influence on the static dipole moment in comparison to
geometric changes between relaxed S0 and relaxed T1 geometries.
In total, the reduction of the transition strength corresponds well to the increasing D-A di-
hedral angle, as resolved by the X ray diffraction methods (Table A.2). Nevertheless, as de-
termined by Equation 3.35, 5CzCF3Ph features a relatively high transition strength, giving
rise to a radiative singlet rate of krS = 1.43×10
7s−1. Thus, 5CzCF3Ph clearly out-competes
the radiative strength of 4CzFCF3Ph with krS = 1.80×10
6s−1 by about one order of magni-
tude. In conclusion, even though 4CzFCF3Ph comprises strong delayed fluorescence sig-
natures, its moderate radiative strength limits the overall performance, whereas 5CzCF3Ph
features sufficient kRISC in comparison to k
nr
T with a reasonably high k
r
S, especially evident
in a volatile increase of the fractional prompt fluorescence yield (Table 4.3).
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Last but not least, the competition between radiative and non-radiative decay rates sum-
marized in Table 4.4 should be highlighted. For an in-depth understanding of the pho-
tophysics, the observed PL lineshapes for all phenylcarbazoles are analysed by a vibronic
Poisson progression (cf. Chapter 3.3.2, and Appendix A.4.3). [143] As summarized in Table
A.3, the carbazole substitution on the TFMB core does not only cause a continuous shift
of the fundamental vibronic E00 band to lower energies, but also a perceptible reduction
of the Huang-Rhys factor S of an effective internal vibration 〈ħω〉, [132,144] confirming the
restriction of internal reorganization λ = S 〈ħω〉 by increasing steric hindrance between
adjacent D ligands and delocalization of the electron deficient hole over almost the entire
donor fragments (Figure 4.6). [145] In conclusion, the number of carbazole ligands clearly
decelerates the non-radiative triplet rate, while simultaneous increase in kRISC limits the
total non-radiative yield. Comprising the best balance between radiative singlet strength
and reverse intersystem crossing rate, featuring a moderate singlet-triplet splitting pushing
TADF in terms of Equation 2.76, the fully-substituted 5CzCF3Ph is revealed as the candidate
of choice for device applications (Chapter 4.2). In particular, 5CzCF3Ph demonstrates the
need for close to iso-energetic CT spin states (first unmasked TADF KPI), which significantly
increases the density of states (DOS) and massively increases RISC (Equation 2.76).
4.2. Blue TADF lighting featuring CIE (0.20, 0.34)
The presented OLED devices were evaporated and optimized by Bodo Wallikewitz (Novaled)
and Ludwig Popp (IAPP), both participating in the Horizon2020 Project PHEBE.
The last Section of this Chapter will shortly deal with OLED device fabrication. Conse-
quently, the device performance of the best and most promising phenylcarbazole was
tested. Here, several devices have been evaporated and optimized to confirm the possible
usage of 5CzCF3Ph in future lighting applications. But this Section should not only illus-
trate the potential usage of 5CzCF3Ph, but also serves as an example how the designed and
photophysically characterised materials are integrated in future white light applications.
In line with the photophsyical findings discussed above, blue electroluminescent devices
multilayer OLEDs where built via vacuum deposition including 2Cz3FCF3Ph, 3Cz2FCF3Ph,
4CzFCF3Ph and 5CzCF3Ph as emitters. Cz4FCF3 was not processable with the utilized
evaporation chambers due to low sublimation temperatures. A problem, which for in-
stance also occurred for the light-weighted methyl benzoates discussed in Chapter 6.
The respective device structures have the following layer design:
[1] ITO (90 nm)/ 2 wt% F6-TCNNQ:Spiro-TTB (30 nm)/ TAPC (10 nm)/ 12 wt%
2Cz3FCF3:mCP (18 nm)/ TPBI (10 nm)/ Cs:BPhen (40 nm)/ Al (100 nm);
[2] ITO (90 nm)/ 2 wt% F6-TCNNQ:Spiro-TTB (30 nm)/ TAPC (10 nm)/ 30 wt%
3Cz2FCF3:mCP (18 nm)/ SPPO1 (10 nm)/ Cs:BPhen (40 nm)/ Al (100 nm);
[3] ITO (90 nm)/ 2 wt% F6-TCNNQ:Spiro-TTB (20 nm)/ TCTA (10 nm)/ CzSi (10 nm)/ 30





Influence of the substitution pattern on
intramolecular triplet state mixing for
thermally activated delayed fluorescence
This Chapter aims for the development of deep blue TADF, comprising CIE coordinates
with CIEy below 0.15 and CIEx + CIEy ≤ 0.30. Consequently, a new design approach is
targeted and subsequently photophysically investigated, focussing on D-A-D type trimers
(Figure 5.1) instead of bulky Dn −A approaches comprising strong acceptor delocalization
and minor relevance in order to reach true deep blue emission (Chapter 4). In 2014, it
was once again the group of C. Adachi, illustrating a promising deep blue TADF candidate
named DMAC-DPS, [26] providing device performances with EQE of about 16 % at 1 000 cd
m−2 with close to deep blue colour coordinates of CIE (0.16,0.20) and reduced efficiency
roll-off behaviour. So far a milestone in the field of TADF material research. The develop-
ment from 4CzIPN to DMAC-DPS not only illustrated the great potential of TADF based
material designs for organic optoelectronics, but also revealed fast progress in a relatively
short period of time.
Based on the investigation of analogue design concepts, the Chapter highlights the impor-
tance of intramolecular electronic couplings between adjacent triplet states for adiabatic
TADF (Equation 2.75), revealing the mechanism of local type triplet state perturbations on
3CT states.
As for instance recently shown in ref. [28], resonance conditions between local and charge
transfer type triplet states promote efficient triplet up-conversion. However, the formalism
explaining the electrostatic interaction between both adjacent triplet configurations still
remains open. This Chapter highlights adiabatic perturbations between adjacent 3LE and
3CT type triplet states, with a subsequent triplet state mixing as general indispensability for
emerging delayed fluorescence in an adiabatic regime. Based on the photophysics of five
newly designed trimeric D-A-D type material compounds (Figure 5.1), the most promising
candidate (DMAC-PTO-DMAC) is disclosed and in turn optimized to meet required condi-
tions for deep blue TADF lighting.
Ultimately, a deep blue luminescent material called isoDMAC-PTO is developed, featuring
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is not strong enough to accentuating the CT state, in turn resulting in strong local type
admixtures both in the S1 and T1 configuration. In conclusion, self-similar D-A-D struc-
tures show strong mixing between the local donor excitations to the charge transfer state
as minor charge confinement on the acceptor unit reduce the spatial charge separation (s.
Figure 5.5). In the same way, the donating strength (EDG) of DMAC is not enough with
respect to PT to enhance the CT character in DMAC-PT-DMAC (s. Chapter 3.1.1). In both
PTO-PTO-PTO and DMAC-PT-DMAC, the CT contribution only increases to about 60 % in
the optimized S1 state. For all PT containing trimers as PT-PT-PT, DMAC-PT-DMAC and
PT-PTO-PT, the local excited state species are located on the PT unit (no matter if acceptor
(DMAC-PT-DMAC) or donor (PT-PTO-PT)).
Asymmetric trimers The situation changes for asymmetric donor-acceptor configura-
tions as DMAC-PTO-DMAC and PT-PTO-PT, comprising altering donor and acceptor units.
Here, the intramolecular charge transfer state is massively enhanced, giving rise to reduced
singlet-triplet energy splittings (Figure 5.3). In case of DMAC-PTO-DMAC, DFT calcula-
tions predict a D-A torsion close to 90° (Figure 5.4), leading to a vanishingly small energy
gap of only 19 meV (Figure 5.3), vice versa.
About the need of electronic conjugation towards heteroatoms All materials are based
on sulfur or oxidized sulfur as functionalized acceptor unit. Here, heavy atoms as sulfur
and sulfur dioxide are known to tend to increase the phosphorescence, as heavy-atoms in-
troduce sufficient nπ transition character (Chapter 6). [148,149] Similar to that, accelerated
intersystem crossing within -NO2 substituted mononitro- pyrenes was assigned to the ex-
istence of upper triplet states comprising 3nπ character, acting as an intermediate triplet
gap state. This hypothesis of intermediate gap states was later on adapted by Dias et al.
to the photophysics of TADF. [150] [32] For highly oxidized nitroatomic compounds, fast in-
tersystem crossing was further on explained by strong electronic couplings between the
charge transfer type 1CT(πHπ
∗
L) to upper
3nπ triplet states. [149] Essentially, the electronic
coupling between adjacent triplet states already raised issues in the field of TADF, while the
formation of intermediate triplet states is not yet reconstructible. In this context, the influ-
ence of the substitution pattern to trigger intramolecular conjugation will be discussed in
Section 5.3.
5.1.2. Photophysics of D-A-D trimers and D-A type dimers
The photophysical properties of linear substituted trimers were analysed in 5 wt% doped
COP thin films, measured at room temperature (293 K), as well as 80 K and 180 K. As
summarized in Figure 5.2, the emission profiles of the trimers cover a wide range within
the CIE diagram, ranging from PT-PTO-PT with a peak wavelength of the prompt fluo-
rescence at 489 nm and CIE (0.22, 0.35) to λmax = 436nm and CIE (0.19, 0.18) in case of
DMAC-PTO-DMAC. The time-resolved PL transients and corresponding spectral evolu-
tions together with the steady-state PL emission profiles in degassed toluene as well as
isolated phosphorescence spectra of selected chromophores are visualized in Figure 5.5
and Figure 5.6, respectively. As expected from the DFT calculations above, self-similar
trimers do not show CT characteristics, but display photophysics of the localized PT
or PTO subunits. Similar, DMAC-PT only shows PT signatures, obviously presented in
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Table 5.2: Photophysical properties of 5 wt% doped COP:D-A-D thin films corresponding to the spectra
shown in Figure 5.5 and Figure 5.6, including the leading mono-exponential prompt fluorescence lifetime
(τPF), delayed fluorescence lifetime (τDF), photoluminescence quantum yield (PLQY) and first vibronic band
peak energies of the prompt fluorescence and phosphorescence emission spectra (cf. Chapter 3.3.2). The
phosphorescence was measured at 80 K. In addition, the singlet-triplet transition energy difference ∆EST is
listed.





PT-PT-PT 1.97±0.12 - 24.6±0.6 33.3±0.5 2.886±0.004 2.503±0.001 0.383
DMAC-PT-DMAC 1.80±0.16 - 17.8±0.5 48.6±0.6 2.862±0.002 2.494±0.001 0.368
PTO-PTO-PTO 2.96±0.26 - 31.0±2.0 75.3±0.4 2.786±0.006 2.741±0.015 0.045
PT-PTO-PT 15.08±0.92 1.9±0.2 4.0±0.6 56.2±0.4 2.641±0.004 2.533±0.001 0.108
DMAC-PTO-DMAC 10.23±0.76 8.3±0.7 0.14±0.04 90.7±0.5 2.905±0.001 2.871±0.005 0.034
DMAC-DBTO-DMAC 7.3±0.2 5.8±0.1 - 73.8±0.4 2.612±0.006 2.750±0.020a) 0.138
isoDMAC-PTO 7.5±0.2 3.8±0.1 - 86.4±0.5 2.883±0.005 2.871±0.005b) 0.128
a) See ref. [134] and ref. [151]. b) Phosphorescence given by the corresponding emission of DMAC-PTO-
DMAC, expected to be almost identical (cf. Figure 5.8). The isolated PTO subunit provides a phosphorescence
energy of (3.011±0.003) eV measured in a 5 wt% doped COP thin film (cf. Table 3.1).
(8.3±0.7) µs. Especially DMAC-PTO-DMAC shows promising DF contributions, with ΦDF =
7.8 %, and a total yield of (90.7±0.5)%. In Figure 5.5, DMAC-PTO-DMAC reveals a singlet-
triplet splitting of about 34 meV. Here, the transition energy splitting was calculated using
the fundamental band peak of the phosphorescence measured at 80 K, and the prompt
fluorescence measured at RT (Table 5.2). Using the transient PL behaviour and the total
quantum yield, the intramolecular transition rates are determined and summarized in Ta-
ble 5.3. As given in Table 5.3, DMAC-PTO-DMAC features a reverse intersystem crossing of
kRISC = 0.55×106 s−1, with CIE (0.19, 0.18) and activation barrier of ∆Ea = 103meV under
photoluminescence (Equation 3.52).
In summary, the photophysics reveal two key-indications. First of all, DMAC-PTO-DMAC
is indicated as most promising TADF trimer, which still has to be optimized in order to fulfil
Table 5.3: Intramolecular transition rates and delayed fluorescence characteristics of 5 wt% doped COP:D-
A-A thin films, including the intersystem (kISC) and reverse intersystem crossing rate (kRISC), as well as the
fractional prompt, delayed and total fluorescence yields. Corresponding analytic rate equations were derived
in Chapter 3.3.1.
Compound k ISC(10
8s−1) kRISC(106s−1) ΦPF(%) ΦDF(%) ΦPH(%) ∆Ea(meV)
PT-PT-PT - - 0.4 - 32.6 -
DMAC-PT-DMAC - - 3.9 - 44.7 -
PTO-PTO-PTO - - 41.3 - 34.0 -
PT-PTO-PT 0.34 0.15 14.7 2.1 39.2 140
DMAC-PTO-DMAC 0.30 0.55 80.7 7.8 2.5 103
DMAC-DBTO-DMAC 1.26 1.55 8.0 66.0 - 113
isoDMAC-PTO 1.38 1.50 14.4 71.6 - 116
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5.2. Deep blue TADF with CIE (0.15,0.15): from linear sub-
stituted phenothiazine to V-shaped dibenzothiophene
dioxides
Similar linear D-A-D type designs as listed in Figure 5.1 were discussed in 2013 by Prof.
Andy Monkman et al., [32] also highlighting the importance of heteroatoms for emerging
TADF. Most importantly however, first evidence for substitution dependent intermediate
triplet gap state was pronounced in publication [32]. While the introduction of a nπ
containing receiver state allows to circumvent spin-restriction, [72,149] the overall electronic
interaction between a lowest 3CT and upper 3LE state featuring nπ character is not yet
fully clear. The question remains, how one succeeds in an increasing electronic coupling
and thus accelerated reverse intersystem crossing by enhanced triplet state mixing. [32]
In general, triplet state mixing and subsequent involvement of non-bonding molecular
orbitals is known and served already to explain enhanced phosphorescence within sulfur
containing compounds when compared to analogue ethers. [148]
Irrespectively of the energy gap between the charge-transfer spin states, strong electronic
couplings are able to promote triplet up-conversion by TADF (s. Chapter 2.3.3). This will be
illustrated in the following sections. In principle, the triplet state mixing relies on the first
order mixing coefficient on 3CT in terms of the Rayleigh-Schrödinger perturbation theory
(Chapter 2.1.7). While Chapter 4 revealed the importance of close to iso-energetic charge
transfer spin states in terms of Equation 2.75, this Chapter pronounces the importance
of electronic couplings triggering the triplet state mixing between adjacent charge trans-
fer 3CT to local type 3LE triplet states, in order to promote TADF adiabatically (Equation
2.75). If an organic emitter shows TADF or not, relies on the balance between the energy
gap ∆EST and electronic coupling, promoting internal conversion between adjacent triplet
states. [152] As discussed in this Chapter, an angular D-A substitution pattern reveals strong
electronic couplings between 3CT to 3LE. As demonstrated, quasi-static adiabatic pertur-
bations in sense of the Born-Oppenheimer approximation mediate sufficient triplet state
mixing by enhanced electronic couplings in csae of angular substituted D-A compounds in
comparison to linear substituted analogues.
As listed in Table 5.3, DMAC-PTO-DMAC is revealed as most promising TADF candidate.
However, the CIE coordinates with (0.19, 0.18) are partially to green, as a direct conse-
quence of the broad emission tail. In addition, so far all linear substituted trimers only
feature minor DF signatures. Therefore, the influence of the substitution pattern is stud-
ied. As illustrated in Figure 5.7, two chemical analogues to DMAC-PTO-DMAC were synthe-
sized: DMAC-DBTO-DMAC and isoDMAC-PTO. For both candidates, the donor is attached
in para-position to the acceptor unit. Especially dibenzothiophene-SS-dioxide (DBTO) is a
well known acceptor unit in the field of TADF material research. The steady-state emission
spectra of DMAC-PTO-DMAC, and its analogues isoDMAC-PTO and DMAC-DBTO-DMAC
are shown in Figure 5.8, with CIE coordinates associated in Figure 5.7b and listed in Table
5.4. As depicted in Figure 5.8, replacing PTO by DBTO as acceptor unit shifts the LUMO
to lower energies, in turn stabilizing the CT energy resulting in lower excitation energies.
The stronger accepting property leads to a vanishingly small singlet-triplet splitting of 4
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surement cycle. Essentially, the interpretation and understanding of possible degradation
processes within TADF materials and devices will be picked up in Chapter 9, especially to
provide a concluding remark on future material strategies in the research field of TADF.
In the next Chapter 6, non-adiabatic perturbations are studied, highlighting the impor-
tance of vibronic couplings for TADF. In case of non iso-energetic charge transfer spin
states and/or minor electronic couplings between adjacent triplet states, vibrational mo-
tions might trigger triplet state mixing in the vicinity of conical intersections (CI), allow-
ing for fast RISC even in case of relatively large singlet-triplet splittings (Equation 2.76). [32]
While this Chapter illustrated adiabatically mediated TADF, Chapter 6 highlights comple-
mentary non-adiabatic TADF.
6
Evidence of triplet state modulation by
NBMOs releasing TADF
This Chapter reveals the non-adiabatic mechanism behind TADF, while illustrating the im-
portance of vibrational motions and subsequent electronic modulations of triplet configu-
rations for the observation of TADF. It is known, [28,155] that resonance conditions between
local and charge transfer type triplet states promote efficient triplet up-conversion. This
was for instance shown in Chapter 5, highlighting quasi- static perturbations of adjacent
3LE states on the 3CT type triplet state and subsequent triplet state mixing as general route
for emerging delayed fluorescence phenomena in an adiabatic regime.
Yet, it is not fully clear how vibronic modulations trigger the spin-flip. This Chapter both
experimentally and computationally demonstrates how σ-type perturbations induced by
non-bonding molecular orbitals (NBMOs) modulate the electronic configuration of CT
states in the vicinity of conical intersections, provoking TADF with a quantum yield reach-
ing unity.
6.1. Towards non-bonding molecular orbitals (NBMOs)
Recent research has shown, that the presence of non-bonding molecular orbitals within
chemical structures is both enhancing the probability of TADF as well as strong phospho-
rescence, even covering the range of efficient RTP. [32,45,60,96] Therefore, it generally seems to
be reasonable to include such NBMOs in TADF candidates to investigate their effect on the
up-conversion process in detail. Besides aiming for a non-vanishing spin-orbit coupling
(Chapter 5), it is of fundamental interest to achieve almost degenerate charge transfer spin
states to gain a large density of triplet states in the vicinity of the adjacent singlet mani-
fold, which is subsequently enhancing the probability to accomplish the S1 ← T1 process
(Chapter 2.3.2 and Chapter 4). To meet both conditions, a new class of TADF materials
was designed. With methyl benzoate as accepting unit (Figure 3.2 and Figure 3.3), up to
five chemical analogues based on altering electron-releasing donor units covering PT, PTO,
DPA, DMAC and Cz (Chapter 3.1.1) were synthesized and investigated both computation-
ally and photophysically. Figure 6.1 highlights the respective main branch of the Donor
(D)-MB material class.
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reverse intersystem crossing in all its diversity. Especially the interplay between molecular
orbital (MO) participations is of major importance for the respective excited state mixing.
In the following, a closer look will be directed on the intramolecular vibrational perturba-
tions to 3CT0 triplet states (cf. Chapter 2.1.9). As a starting point, Equation (6.2) depicts the













with the respective spatially separated highest filled (π0D: HOMO) and lowest vacant molec-





















chromophore itself (assuming a dominant
σ contribution within 3LEA). Here, the superscript indicates unperturbed donor and ac-
ceptor type frontier orbitals assuming rather isolated moieties (Chapter 2.1.3). However, in
linked D-A type molecules the isolated approximation has to be corrected. For instance, the
donor (acceptor) located frontier orbital might elongate along the complementary linked
acceptor (donor) unit, potentially giving rise to non-vanishing electronic couplings (i.e. or-
bital mixing; Chapter 2.1.4) between donor and acceptor located orbitals of altering angu-





triplet state is ex-




































) (cf. Chapter 2.1.7). Essentially, orbital mixing appears as intramolecu-
lar charge transfer process (Chapter 4). Equation (6.3) summarizes this assumption as once













































γσπ representing the σ−π mixing coefficient as mediated by the electronic coupling V (cf.
Figure 5.10). [25] In Equation 6.3, the molecular orbital mixing is explicitly described for
donor located πD type elongation along the adjacent acceptor unit, giving rise to a non-
vanishing spin-orbit coupling via acceptor type σA contributions. As given in Equation 6.4,
the required triplet state mixing might be externally forced by controlling the relative en-
ergy gap between charge transfer to local type triplet state energy, as it was for instance
recently shown by Etherington et al. [28] or described in Chapter 5. Etherington et al. intro-
duced a reasonable two-step mechanism for describing TADF, in which vibronic couplings
between charge transfer 3CT to local type 3LE spin states promote the non-vanishing SOC
in terms of Equation 6.3. Because it is of major importance also for the understanding
of the complete D-MB type material class discussed at the end of this Chapter, it should
be strengthen that the σ-type orbital perturbation might be induced by CT to local type
triplet state alignment (see denominator in Equation 6.4), as typically the required σ char-
acter stems from 3LE. However, not all local type triplet states necessarily provide strong
σ character. Similarly, certain vibrational modes might induce efficient orbital mixing de-
spite of apparent large excited state gaps (cf. Equation 2.76) as it is for instance known
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Table 6.1: UV-Vis excitation and PL emission characteristics of a 5 wt% doped COP:DMAC-MB film.





Amorphous 296 / 372 475 2.792±0.002 93±1
Crystalline 418 477 2.621±0.001 60±1
a) Peak excitation wavelength. b) Peak emission wavelength.a) Fundamental vibronic band peak energy of the
0-0 transition (details in Appendix C.5).
6.2. Evidence of triplet state modulation in the vicinity of
conical intersections
Methyl 2-(9,9-dimethylacridin-10-yl)benzoate (DMAC-MB, cf. Figure 6.3) was synthesized
and structural characterized as described in Appendix C. Matching the initiated design
aspects discussed above, X-ray diffraction analysis records an averaged D-A torsion within
DMAC-MB of Φcry. = 80° (Figure 6.2), correspondingly to a nearly orthogonal Cs-symmetric
ground state geometry. UV-Vis excitation, absorption and photoluminescence (PL) spectra
of DMAC-MB are further on depicted in Figure 6.4. As illustrated, diverse excitation bands
within the amorphous 5 wt% doped COP:DMAC-MB (Cyclo Olefin Polymer, zeonex) thin
film are identified.
Following the excitation spectrum, DMAC-MB shows a predominant excitation manifold
peaking at 4.17 eV (297 nm), followed by a minor excitation peaking around 3.40 eV (365
nm). The excitation profile of the amorphous DMAC-MB solid is dominated by the strong
local type S4,S3,S2 ← S0 excitation bands (Table 6.3). However, a clear assignment of the
higher lying excitation peak to a specific excitation manifold remains challenging, as mul-
tiple states with altering oscillator strengths are overlapping (Table 6.3). In contrast, the low
energy band definitely corresponds to attenuated S1 ← S0 excitations into the charge trans-
fer 1CT1 state. Crystals of DMAC-MB provide an PL excitation with significantly redshifted
profile peaking at 2.97 eV (418 nm), assigned to lower lying vibronic S1 ← S0 transitions.
With respect to the 5 wt% doped COP:DMAC-MB solid, crystalline DMAC-MB features a
reduced Stokes shift (Figure 6.4), indicating the oppression of higher lying vibronic sub-
levels to the overall PL emission.
Figure 6.4b displays the emission profile of DMAC-MB, showing a wide contour with
emission maximum at 2.61 eV (475 nm) and FWHM (Full Width at Half Maximum) of 84
nm for amorphous solids. A detailed vibrational line shape analysis (Appendix C.5) of the
emission profile yields a first vibronic band peak energy of E00 = (2.791±0.002)eV (Table
6.1), while the mean vibrational energy is about 〈ħω〉 = (0.127±0.002)eV (Table C.2). When
DMAC-MB is photoexcited by 3.35 eV (370 nm), the corresponding photoluminescence
quantum yield (PLQY) reaches (93±1)%. Contrary, a moderate PLQY of (60±1)% is deter-
mined for DMAC-MB crystals, whose excitation spectra is clearly limited to the respective
low energy band, linked to their near-orthogonal D-A confinement and muted access to
C=O stretching modes due to strong intermolecular H- bonds (Figure C.5). [163] This is
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Table 6.2: Photophysical properties of the amorphous 5 wt% doped COP:DMAC-MB thin film correspond-
ing to the spectra shown in Figure 6.5, including the leading mono-exponential prompt fluorescence lifetime
(τPF), delayed fluorescence lifetime (τDF), intersystem crossing (kISC) and reverse intersystem crossing (kRISC)
rate. Additionally, the average number n of triplet to singlet cycles is listed, implying saturated triplet har-
vesting effects. [19] Detailed information about the analytic rate equations can be found in the Supporting
Information.
T (K) τPF(ns) τDF(µs) k ISC(10
7s−1) kRISC(106s−1) n = IDF/IPF
293 39±2 1.9±0.1 2.11±0.12 3.17±0.92 4.56
280 34±2 3.4±0.2 2.54±0.28 2.06±1.29 4.56
260 42±1 3.5±0.2 1.98±0.07 1.61±0.80 4.56
240 37±2 4.6±0.1 2.31±0.11 1.40±0.31 4.56
200 36±2 7.0±0.2 2.35±0.10 0.94±0.25 4.26
180 46±2 5.8±0.1 1.75±0.06 0.88±0.20 4.26
120 41±1 8.5±0.4 2.05±0.07 0.68±0.35 2.23
90 37±1 12.7±0.7 2.26±0.09 0.50±0.28 1.94
80 40±1 13.7±0.9 2.07±0.05 0.43±0.27 1.63
6.3. The PES of DMAC-MB: a computational investigation of
non-adiabatic couplings
In general, DMAC-MB represents a stereotypical D-A type material approach to achieve
triplet harvesting via delayed fluorescence (Figure 6.7a). Caused by the repulsion of the
functionalized carboxylic ester group, computations reveal a dihedral angle of 90° in the
relaxed S0 geometry, enabling almost perfect separation between the HOMO and LUMO of
the respective moieties (Figure 6.8). This is in good agreement with X-ray crystallographic
structure data, demonstrating a D-A torsion angle of Φcry. = 80°. (more crystallographic
details in Appendix C.2). To study the excited state dynamics and decisive configuration
interaction within DMAC-MB, the second-order approximate coupled cluster (CC2) [164]
approach was used as implemented in the TURBOMOLE [165] software package (Chapter
2.2.3). To actually understand the triplet up-conversion mechanism within DMAC-MB, a
closer look has to be set to the excited state dynamics along certain vibrational modes, in
particular to explain how vibrations modulate the electronic configurations. By design,
the triplet state of DMAC-MB provides a πHπ
∗
L-type participation coefficient of 91 % in
its orthogonal Cs-symmetric configuration (Table 6.4), giving rise to a vanishingly small
singlet-triplet splitting of only 22 meV. However, as discussed above, spin-orbit transitions
must occur between molecular orbitals with deviating angular momentum in order to
compensate the changing spin momentum within the spin-flip process. As displayed
in Figure 6.7b, essential modulations in case of DMAC-MB appear along the carbonyl
stretching mode (νDA = 1716cm−1), [166] where clear evidence of a conical triplet state
intersection (CI) is found. As listed in Table 6.4 and visualized in Figure 6.8, corresponding
vibrations induce the interplay of π-type frontier orbitals (πH) with bonding (πH−6) and
non-bonding (n) orbitals located on the carboxylic ester group. In Cs symmetry, DMAC-
MB features a carbonyl (C=O) bond length of 1.23 Å, mirroring a double bonded oxygen
atom. For the second lowest triplet state T2, elongation from double (1.23 Å) to single (1.43
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Table 6.3: Excited state energies, as well as the molecular orbital (MO) transition coefficients and oscillator
strengths f for the lowest singlet excitations as calculated in the optimized DMAC-MB ground state geometry
(mapping the excitation profile in Figure 2a). Furthermore, the symmetry point group, D-A (Φ) torsion angle
and C=O bond length of the carbonyl group are listed.
State Geometry C=O bond Excited state Transition Transition type Torsion f
length (Å) energy (eV) energy (eV) character (eV) angle (Φ)




























phosphorescence is in principle quantum mechanically forbidden. However, electronic
modulations due to the perturbation of adjacent NBMOs also enable its observance.
In summary, this Chapter experimentally showcases the effect of NBMOs mediating TADF
by introducing essential σ perturbations on dominant π-type frontier orbitals. The pop-
ulation of higher excited vibronic sublevels of the carbonyl stretching mode is identified
as indispensable for required molecular orbital mixing facilitating the reverse intersystem
crossing process at higher vibronic levels. Similarly, minor elongation of NBMO signatures
from the nitrogen atom maintain decelerated TADF and CT like phosphorescence even at
low temperatures. Complementary to Chapter 5 and recent research, [29] this Chapter em-
phasizes vibrational induced perturbations of NBMOs to iso-energetic charge transfer spin
states as a key mechanism behind vibronically assisted TADF.
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Table 6.4: Excited state energies, as well as the molecular orbital (MO) transition coefficients and oscillator
strengths f for different electronic configurations of DMAC-MB. Furthermore, the symmetry point group,
D-A (Φ) torsion angle and C=O bond length of the carbonyl group are listed.
State Geometry C=O bond Excited state Transition Transition type Torsion f
length (Å) energy (eV) energy (eV) character (eV) angle (Φ)




































State Geometry C=O bond Excited state Transition Transition type Torsion
length (Å) energy (eV) energy (eV) character (eV) angle (Φ)






























T2 T1(Cs) 1.43 4.07 3.06 (0.87) n(σH−8) →π∗L
3LEA 90°


















6.4. Methyl benzoate type analogues: revealing the distinct-
ness of local type triplet states
This Section shortly illustrates the photophysics of donor (D)-MB type analogues of
DMAC-MB.
As illustrated in Figure 6.1, systematic weakening of the donating group energetically sta-
bilizes the charge transfer state, allowing for systematic colour tuning (Figure 6.9). Simul-
taneously, it is expected that all analogues keep their degenerate CT character, as the car-
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Table 6.5: Photophysical properties of 5 wt% doped COP:D-MB thin films corresponding to the spectra shown
in Figure 6.9, including the leading mono-exponential prompt fluorescence lifetime (τPF), delayed fluores-
cence lifetime (τDF), photoluminescence quantum yield (PLQY) and first vibronic band peak energies of the
delayed fluorescence and phosphorescence emission spectra (Appendix C.5). Further on, the emission inten-
sity amplifications for degassed toluene solutions are listed, which are in perfect agreement (e.g for DMAC-
MB) with the average number (n) of triplet to singlet cycles (Chapter 3.3.1) as predicted from the ratio between













PT-MB 7±1 45±3 39.0±0.1 2.560±0.002 2.499±0.001 2.54
DPA-MB 6±1 103±9 52.7±0.4 3.028±0.003 2.656±0.004 1.07
DMAC-MB 39±2 2.0±1 93.0±0.1 2.678±0.002 2.656±0.004 5.01
Cz-MB 3±1 68±8 53.8±0.4 2.810±0.004 2.919±0.002 1.30
PTO-MB 4±1 3±1 71.3±0.4 2.914±0.004 2.911±0.004 1.13
boxylic ester groups should still provide sufficient restriction to ensure a dihedral angle
close to 90°. This is indeed shown in Figure 6.9, illustrating broad unstructured emission
profiles for all compounds as known for CT-type profiles. However, especially for DPA-MB
and Cz-MB, smaller dihedral angles lead to an increased singlet-triplet splitting and mi-
nor DF contributions (Table 6.5). For DPA-MB and Cz-MB, large activation energy barriers
and hence minor delayed fluorescence contributions reduce their potential for future ap-
plications (Figure 6.10). Opposite to that, PTO-MB does show almost iso-energetic CT spin
states (Table 6.5), but also comprises a local type triplet trap state on the PTO unit, which
are basically due to degradation products of PTO (cf. Figure 3.3 and Chapter 9.3). The ex-
isting trap materially reduces the triplet harvesting yield to 8% (Table 6.6). So far, this con-
firms the general picture of TADF, relying on iso-energetic charge transfer type spin states,
whereas triplet traps are generally to be avoided. But studying the D-MB material class
allows more insight into the up-conversion mechanism. As discussed above, resonance
conditions between 3CT to local type triplet state (3LE) induce sufficient perturbation on
the πHπ
∗
L- type CT transition to ensure efficient RISC. But the resonance it not necessarily
a final demand, because Equation (6.3) relies on orbital perturbations of deviating angular
momentum, cf. Chapter 8. Even though PT-MB shows close to iso-energetic conditions
Table 6.6: Intramolecular transition rates and delayed fluorescence characteristics of 5 wt% doped COP:D-
MB thin films, including the radiative singlet rate (krS), intersystem (kISC) and reverse intersystem crossing
rate (kRISC). Additionally, the fractional prompt and delayed fluorescence yields are listed. The analytic ex-
pressions can be found in Chapter 3.3.1.
Compound krS(10
7s−1) kISC(108s−1) kRISC(106s−1) k
nr
T (10
4s−1) ΦPF(%) ΦDF(%) ∆Ea(meV)
PT-MB 2.19 1.21 0.06 1.36 15 24 197
DPA-MB 8.26 8.41 0.01 0.46 50 3 231
DMAC-MB 0.47 2.11 3.17 3.50 18 75 54
Cz-MB 13.8 1.95 0.02 0.67 42 12 237
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et al.. [171] The Cambridge Display Technology group synthesized a TADF polymer relying
on a triazine-based TADF motif reported beforehand by Adachi et al.. [172] Similarly, Ya-
mamoto et al. exploited the same TADF chromophore as core unit for their synthesized
high-molecular-weight TADF dendrimer. [173] A slightly different approach to TADF poly-
mers was finally started by Yang et al. in 2016. [174] Here, the polymer structure relies on a
network incorporating TADF building blocks as side groups. While the Yang group grafted
another TADF emitter from the Adachi group onto a π-conjugated polycarbazole back-
bone, [172] also non-conjugated polystyrene served as rigid polymeric backbone for further
comparable designs. [172] In 2016, the Adachi group itself illustrated the main chain inte-
gration of TADF compounds into the polymer’s backbone (Figure 7.2), [168] wherein they
mainly succeeded in conserving the photophysics of the isolated building block. [175] While
each approach mirrors a neat concept to conserve TADF within rather rigid polymers, they
all suffer from the fact that they base on the photophysics of the underlying repetition unit.
This not only relies on complex synthetic procedures making the synthesis of TADF poly-
mers quite challenging, [27] but such a traditional approach to TADF polymers also intrinsi-
cally limits the huge variety of chemical structures exhibiting TADF. Contrarily, this Chapter
proposes a new far-reaching methodology for achieving TADF in polymers consisting of re-
peating units, which do not show TADF individually. Due to an increasing π-conjugation
along the polymer’s backbone (P1), the energetic splitting between the respective charge
transfer singlet (1CT) and triplet (3CT) spin state is lowered, giving rise to efficient vibroni-
cally assisted TADF (Chapter 6). The monomer M1 and model compound 2 (representing
the actual polymer’s repeating unit, cf. Figure 7.1) are designed using a typical twisted D-A
structure with an electron-accepting benzophenone derivative (4-dodecyloxy benzophe-
none (DOBP)) and electron-donating carbazole (Cz) moiety. Due to intrinsic D-A repul-
sions, the resulting twisted configuration provides efficient separation of the highest oc-
cupied (HOMO) and lowest unoccupied (LUMO) molecular orbital. However, while the
spatial separation of donor and acceptor group provides an essential precursor for the for-
mation of a lowest charge transfer type 1CT spin state within compound 2, neither M1 nor 2
show any TADF, only phosphorescence, presumably due to a relatively large singlet-triplet
splitting ∆EST, which cannot be overcome by thermal energy. Interestingly, Yamamoto-
type polymerization of M1 results in polymer P1, showing clear TADF signatures in its lu-
minescence. The appearance of TADF is finally attributed to an extended π-conjugation
of the electron-donating system, which reduces the effective energy splitting between the
respective charge transfer spin states. At the same time, conjugation causes an increasing
charge density on the polymer’s backbone, not only leading to the mentioned reduced en-
ergy splitting, but also providing a sufficiently high radiative, charge transfer-type singlet
rate to allow for efficient fluorescence at all.
In comparison to known concepts for TADF polymers, the following results highlight a gen-
eral methodology to design TADF polymers based on non-TADF building units, which sig-
nificantly enlarges the chemical space for material development.
7.1.1. Structural characterization of the conjugated polymer
To investigate the effect of polymerization, a 3,6-substituted carbazole (M1) rather than
2,7-substituted precursor was used as monomer unit. This decision was made because
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Table 7.1: Excitation energies for the most relevant singlet and triplet states involved in the conical intersec-
tions and up-conversion process of model compound 2 and polymer P1, as well as their molecular orbital
transition coefficients, internal ground state reorganization energies transition dipole moments and oscilla-
tor strengths.
Emitter Excited state Geometry Electronic structure Type λGS (eV) ∆EST (eV) µ (D) f
2 S1 S0 (0.97) πH →π∗L
1CT 3.33 4.35 2.4×10−1
S1min (0.99) πH →π∗L
1CT 0.28 2.89 0.05 2.5×10−5
S2 S0 (0.70) n →π∗L
1LEDOBP 3.60 0.98 1.3×10−2
(0.19) πH−2 →π∗L
S2min
a) (0.94) πH−2 →π∗L
1LEDOBP
a) 1.09 3.08 0.12 1.1×10−4
T1 S0 (0.44) πH →π∗L
3CT 2.82
(0.22) πH−2 →π∗L





T2 S0 (0.41) πH−2 →π∗L
3LEDOBP 3.06
(0.32) πH →π∗L




T3 S0 (0.59) n →π∗L
3LEDOBP 3.27
(0.13) πH−2 →π∗L
T2 (0.46) n →π∗L
3LEDOBP 0.37 3.40
(0.16) πH−2 →π∗L
P1 S1 S0 (0.63) πH →π∗L
1CT 2.96 5.15 3.0×10−1
S1 (0.67) πH →π∗L
1CT 0.40 2.59 0.21 1.8×10−2
T1 S0 (0.39) πH →π∗L
3CT 2.69





a) For the purpose of convergence, the geometry relaxation of model compound 2 in the respective excited
state 1LEDOBP was performed using constraint molecular orbital occupations.
level of theory for both model compound 2 and a representative model of polymer P1
(Figure 7.6) consisting of three repeating units linked at the 3,6-positions of the carbazole
unit. A smaller sub-unit is considered due to computational feasibility. Besides, the
reduction to a representative trimer is reasonable, as initial chemical characterizations
above have shown that P1 consists to large amounts of cyclic tetramers.
Geometry optimization of P1 yields two conformational isomers: (i) a V-shaped and (ii)
an energetically preferred cyclic configuration, featuring an energy difference of about
∆Econf. = 67 meV. In the following, the energetically favoured cyclic polymer P1 is studied,
matching also the interpretation of MADLI-TOF and 1H (13C) NMR spectra discussed
above. Eventually, as displayed in Figure 7.6, both model compound 2 and polymer P1
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feature a twisted D-A conformation with similar dihedral angles of Φ2 = 50.6° and ΦP1 =
50.7° between the respective donor and acceptor group in their optimized ground state ge-
ometry. As shown, intramolecular repulsion between the D-A planes result in the essential
separation of HOMO and LUMO distribution, while still providing a non-vanishing orbital
overlap for a feasible radiative transition moment (Figure 7.6 and Table 7.1). For model
compound 2, the lowest singlet state S1(πHπ
∗
L) in the respective optimized ground state
is of charge transfer character (1CT), predominantly consisting of a πHπ
∗
L transition. The
excited singlet state formed upon vertical excitation S1(πHπ
∗
L)abs will relax to S1(πHπ
∗
L)min
in the optimized S1 geometry. Above, the excited S2(πH−2π
∗
L) state is located, representing
a local type 1LEDOBP(πH−2π
∗
L) excitation on the 4-dodecyloxy benzophenone (DOBP)
moiety (cf. Figure 7.8 and Table 7.1) with a minimum excited state energy slightly higher
than S1(πHπ
∗
L)min (cf. Table 7.1). According to Kasha’s rule,
[178] the prompt fluorescence
of 2 is expected to take place from the S1(πHπ
∗
L)min excited state, being the lowest singlet
excitation available. However, as TDDFT calculations indicate, the oscillator strength is
vanishing ( f = 2.5×10−5), predicting a negligible radiative contribution from S1(πHπ∗L)min.




L) state of 2 accomplishes





As demonstrated in Figure 7.8, the oxygen lone-pair located on the ketone group and the





character of the lowest lying triplet states, presumably mediating an efficient intersystem
crossing (ISC) to the T1 triplet minimum of
3LEDOBP(πH−2π
∗
L) character by ensuring the
overall conservation of angular momentum within the spin-flip process. [178] Similar
energetics and electronic state mixing via conical intersections are known for benzophe-
none and its derivatives. [60,159] Table 7.1 summarizes the relevant excited state energies,
transition dipole moments µ, oscillator strengths f , internal ground state reorganization
energies and predominant molecular orbital transition coefficients in the respective
optimized geometries for 2 and P1. As indicated from the theoretical investigations, DOBP
represents a reasonable accepting unit for molecular TADF structures due to its lowest
3LE triplet state, which is needed to conserve the total angular momentum for efficient
triplet upconversion between pronounced CT type spin states. [60,159,178,179] However,
because of the relatively small dihedral angle between donor and acceptor moiety, the
charge separation within model compound 2 is weakened, giving rise to a relatively large
singlet-triplet splitting of ∆EST = 0.37 eV. Possibly, increasing the charge separation in the
S1 state will lead to a reduced ∆EST.
Polymerization of M1 towards P1 can be utilized to achieve an intensified charge separated
state, enabling resonance conditions for efficient TADF via conjugation-improved electron
releasing properties. In comparison to 2, polymer P1 shows a substantial increase of the
HOMO level from -5.59 eV to -5.14 eV. While in case of 2 the lowest singlet excitation
1CT(πHπ
∗
L) is marginally radiative, polymerization induces a HOMO destabilization via
conjugation along the carbazole chain (Figure 7.6), which strengthens the donating ability
of the carbazole backbone and reduces the effective energy gap to Egap = 3.32 eV. Conse-
quently, the radiative charge transfer character of S1(πHπ
∗
L) is enhanced with an oscillator
strength (transition dipole moment) up to f = 1.8×10−2 (µ = 0.21 D) - as depicted in Figure
7.7 and listed in Table 7.1 - which is an increase by about three orders of magnitude com-
pared to the respective value of 2. Because of the improved electron-releasing character of
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P1‘s carbazole backbone, the potential energy surface (PES) of S1(πHπ
∗
L) is pushed below
the 1LEDOBP excited state, reducing the effective energy splitting between the respective
1,3CT charge transfer states to ∆EST = 0.12 eV (Figure 7.7). As a result, polymer P1 is





L), Table 7.1) to an adjacent
1CT(πHπ
∗
L) singlet state via
polymerization induced destabilization of its conjugated HOMO level. Interestingly,
as also sketched in Figure 7.7, P1 finally features two decisive properties. On the one
hand, P1 already provides electronic participation of the non-bonding lone-pair orbital
in the lowest predominant charge transfer type T1 state. Here, polymerization induces
the formation of conjugated molecular orbitals giving rise to adiabatic state mixing (cf.
Chapter 2.1.7 and Chapter 5). Further on, the 1CT PES is pushed towards the conical
triplet intersection (as already provided in 2), allowing fast reverse intersystem crossing
processes for configurations in the vicinity of the respective crossing. While some triplet
configurations are expected to provide triplet up-conversion via non-adiabatic coupling
in sense of pathway "2" (Figure 7.7), deeper trapped triplet states will participate due to
adiabatic perturbations along pathway "1", where the energy barrier to the upper singlet
level is assumed to restrict the TADF based triplet harvesting mechanism massively, while
long-lived phosphorescence might arise.
It was previously demonstrated how extensions of an electron-donating π- conjugated sys-
tem facilitates the TADF process via decrease of the energetic separation ∆EST.
[180] This
Chapter for the first time demonstrates that TADF-silent molecules can be converted into
an efficient TADF system by increasing the donor π- conjugation length through polymer-
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(Figure 7.10) intensity dependence on laser fluence was recorded (Chapter 3.1.9). As
shown in Figure 7.10b, a linear proportionality of the integrated delayed fluorescence
on the excitation power is observed for P1 (with slope (1.00 ± 0.04)), indicating a single
photon upconversion process, consistent with TADF. Here, the DF emission dependent on
the excitation dose was recorded with a delay of 100 ns, integrated over 1µs. [32]
To estimate the contribution of recycled triplet state to the overall emission property,
oxygen quenching measurements were also performed for P1 (Figure 7.11d). While model
compound 2 ensures efficient triplet state population via fast ISC to T1 and consequently
consists almost entirely of phosphorescence, the featureless CT-type emission of P1 with
E0−0 band peak energy of 2.69 eV remains rather unchanged and is less quenched in the
presence of oxygen. Interestingly, Figure 7.11d reveals a modest blue shift of the high
energy emission edge when oxygen is reduced. This is consistent with the computational
calculations above, predicting crucial configurational deformations in the respective ex-
cited state manifolds. Under purged nitrogen, the emission from 1CT via population from
T1 is increased significantly, resulting in a shift about 0.10 eV of the blue emission edge.
This correlates to the difference of the ground state relaxation energies (λGS), predicting
a less structural deformation at T1 (Table 7.1). As the initially estimated vertical singlet-
triplet emission energy splitting determined by the first vibronic band peak transition
energy differences excludes the structural deformation contributions λGS and hence the
ground state PES shift of S1 relative to T1, the effective singlet-triplet activation energy
barrier of polymer P1 is furthermore determined by P1’s time-resolved exciton dynamics.
Applying Equation 3.52, an energy barrier of ∆EST = −kBT × ln(kRISC/kISC) = 233meV
is determined. [155] So far, the complete delayed luminescence is considered to emerge
from triplet up-conversion via TADF. However, as discussed below, P1 exhibits a smooth
transition between delayed fluorescence to phosphorescence. The averaged ∆EST of
233meV is therefore an initial estimation under the assumption that all triplet excited
states radiatively decay via TADF. However, as also indicated by the relatively long-lived
delayed luminescence decay, the multi-exponential regime recorded in Figure 7.10 in-
cludes also phosphorescence contributions. This will be discussed in the following Section.
Finally, polymerization of P1 leads to a high photoluminescence quantum efficiency of
ΦP1 = 71%. At ambient temperature and 0.1% O2 oxygen content, the fractional quantum
efficiencies of prompt and delayed luminescence for the 2 wt% doped PS:P1 film are
determined to 20 % and 51 %, as resulting from the time-resolved ratio (n = 2.51) of
the integrated prompt and delayed luminescence area (Figure 7.10a). According to the
integrated ratio, the RISC rate of P1 is estimated to kRISC = 8.49× 103s−1, [127,128,155] with
a non-radiative rate of knrT = 1.66 × 10
3s−1, [80] which is slightly increased in comparison
to knrT = 2.43× 10
2s−1 for model compound 2. As illustrated by the average cycling with
n= 2.51, effective triplet up-conversion is achieved within P1, [127] while satisfying the
unambiguous condition of kRISC ≥ knrT stressed in Chapter 4.
In contrast, model compound 2 shows a predominant phosphorescent characteristic
with a fast intersystem crossing of kISC = 9.11×108s−1 (with a radiative phosphorescence
decay rate of krT = 7.49s
−1), which is reduced to kISC = 8.46 × 107s−1 in the case of P1.
Simultaneously, the radiative prompt fluorescence rate is decisively increased when going
from 2 (krS = 3.01× 10
4s−1) to P1 (krS = 2.14× 10
7s−1). Accordingly, polymerization of M1
induces the necessary prerequisites for efficient TADF: (1) a vanishing energy gap between
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trapped triplet states confined within the global 3CT potential energy minimum (Figure
7.7). In the vicinity of the conical intersection (CI), triplet states are up-converted via fast
RISC rates. In addition, increasing temperature allows for deeply trapped triplet states to
be redirected to S1. As deeper trapped configurations suffer from larger energy barriers
(cf. Figure 7.7, path "2"), the configurational distribution of triplet states is reflected
in a multi-exponential character of the arising DF signal. Smoothly, long-lived delayed
fluorescence signals are passing over to phosphorescence (Figure 7.13b). The longest
recorded lifetime, which is contributing to the luminescence decay illustrated in Figure
7.13, is about (2.85 ± 0.06)ms. By knowing the fractional contributions of the various
decay schemes with their respective lifetimes one may estimate the spin-orbit transition
matrix element ζSOC (Equation 3.50). Assuming that the fastest component of the delayed
fluorescence arises from triplet configurations in the vicinity of the conical intersection,
the SOC matrix element is determined to ζSOC = 0.06cm−1, in reasonable agreement to
similar compounds discussed within this thesis. [31]
For further disclosure of the decisive photophysics behind the unlocking of the
conjugation-induced TADF characteristics, the ionization potential (IP) and electron
affinity (EA) of compound 2 and P1 were determined by cyclic voltammetry (CV) (Ap-
pendix D.3). As summarized in Figure 7.12b and already indicated in the computational
part, polymerization of M1 induces a HOMO destabilization, going from an ionization
potential of (-5.96 ± 0.05) eV in the case of 2 to (-5.66 ± 0.05) eV for P1. By implication,
while P1 yields a strong CT character giving rise to TADF with a delayed luminescence yield
of 51%, it is lacking a vastly reduced intersystem crossing and moderate RISC rate, as not
only the fluorescence property is enhanced, but also the local type triplet admixture gets
reduced, emerging from the relatively large energy gap to the local triplet excitation of the
DOBP accepting unit (∆EST(
3LEDOBP) = 114meV (cf. Figure 7.7). Moreover, π-conjugation
induces a drastic decrease of the respective singlet-triplet energy splitting about 209 meV,
but the remaining effective singlet-triplet energy barrier still suffers from an energy gap of
up to ∆EST = 233meV. Therefore, the delayed luminescence yield is divided into 18 % of
triplet states which are harvested by DF and 33 % contributing to the overall luminescence
by phosphorescence. But, if vibronic couplings are mediating the up-conversion process
in P1: is there a chance to enhance the DF contributions? And simultaneously, what is the
reason for remaining phosphorescence in polymer P1?
This issues are faced in the following Section, making use of TADF solutes to enhance
vibronic couplings and hence the total amount of configurations participating to the
delayed fluorescence in P1.
With a total photoluminescence quantum yield up to 71%, this Chapter illustrates for the
first time an efficient thermally activated delayed fluorescence polymer, based solely on
non-TADF chromophores represented by model compound 2 (PLQY = 3 % at RT). Via poly-
merization induced destabilization of its π-conjugated HOMO energy level, the charge
transfer character of 2 gets drastically enhanced and can be pushed towards the 3CT triplet
state, sparking a highly radiative S1 state while still ensuring the admixture of an adjacent
local type triplet state due to the appearance of an adjacent conical intersection, unlocking
thermally activated delayed fluorescence.
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highlights TADF once again as a highly dynamic process, relying on vibronic couplings to
promote spin-flip processes effectively, even in case of larger energy barriers (Equation
2.76). [32]
Finally, as predicted by TDDFT calculations and shown for the first time in the aspiring
field of TADF, this Chapter demonstrates a thermally activated delayed fluorescence poly-
mer based on a merely radiative, solely phosphorescent repeating unit in the solid state via
polymerization induced destabilization of its π-conjugated HOMO energy. Intramolecular
π-conjugation is exploited to trigger the charge transfer excited state energy, revealing a
general design tool to provoke TADF. But not only the development of a new general design
kit for TADF polymers is demonstrated. While pushing the lowest 1CT energy to the vicin-
ity of a conical intersection, TADF in P1 is revealed as a non-adiabatic coupling process,
contributing to recent research facing the fundamental mechanism behind TADF. [28,60]
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(RTP). Finally, for both triplet harvesting mechanisms non-adiabatic couplings mediated
by the aromatic carbonyl unit are unlocked as key feature selectively actuating persis-
tent RTP or TADF, providing serious motives for future carbonyl containing quinoline
material designs for RTP. [152] The wide range of applications for organic electronics as
light-emitting diodes (OLEDs), [7,19,112] bio- fluorescence imaging or sensor technolo-
gies roots on an enormous variety of organic materials. [36–39] Especially in the field of
metal- free aromatic designs, [45] the range of possible materials showing diverse triplet
harvesting effects is immense. [27,184] Within the last past years, research progressively
focussed on thermally activated delayed fluorescence (TADF) [25,35] and room temperature
phosphorescence (RTP), [34,167] covering complementary aspects within the field of organic
electronics. Especially TADF is of great interest for future lighting applications, replacing
phosphorescent compounds based on transition metal complexes with fully organic mate-
rial concepts, [35,175] while still enabling barely radiative triplet manifolds to participate on
the total light emission process. [25,27] While TADF offers a temperature- sensitive delayed
fluorescence, optical sensing based on phosphorescence generally allows for higher
sensitivity to chemical parameters (e.g. oxygen sensing), [39,41,42] granted by a large internal
Stokes shifts and less interference to auto fluorescence of appropriate environments
(e.g. auto fluorescence from cells). [39,43] Especially oxygen sensing applications gained
tremendous interest in recent years. Due to rapid depletion of populated triplet states
under the presence of oxygen (which is in turn detected as decreasing phosphorescence),
a long-lived phosphorescence faces great sensitivity to oxygen. [43]
While this feature highlights the benefit of RTP to established fluorescence based sensor
technologies, the question remains which intramolecular criteria potential RTP materials
must provide to actually portray useful candidates. It is known, that a rigid environment of
the phosphor enables the suppression of non-radiative deactivation pathways quenching
the triplet population. [33,38,44] But besides such external intermolecular effects, efficient
intramolecular spin-orbit coupling has to be present to induce the spin-forbidden inter-
system crossing by phosphorescence, finally linking prerequisites of TADF to RTP and vice
versa. [28,45]
Unlike organometallic complexes, fully organic material concepts for sensing applications
suffer from poor spin-orbit couplings. [96]
Starting with DMAC-MB as ideal TADF candidate providing a remarkable triplet state
mixing between charge transfer (3CT) to local type (3LE) triplet state in the vicinity of a
conical intersection (Chapter 6), [108] minor modifications in its chemical structure end up
with a flatten analogue named DMAC-ACR (Figure 8.1). While conserving the required
triplet state mixing as induced by the essential photophysics of the aromatic carbonyl
group, [27,45,96,175] increasing exchange interaction between the highest occupied (HOMO)
and lowest unoccupied molecular orbital (LUMO) of DMAC-ACR result in an decisive
lowering of the reverse intersystem crossing processes, in turn advancing the triplet state
lifetime within DMAC-ACR giving rise to emerging RTP.
This Chapter focusses on the structural similarity between TADF and RTP, highlighting
non-adiabatic couplings as indispensable for both triplet converting mechanisms. Com-
putational calculations based on coupled-cluster theory (CC2) highlight the need of non-
adiabatic couplings for persistent RTP, promoted by the carbonyl stretching mode (C=O)
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comprises a reduced yield of (70 ± 1) %. At a closer look, the partially flatten DMAC-ACR
compound exhibits a narrower emission profile with FWHM (Full Width at Half Maximum)
of 61 nm, with simultaneous minor emission shift of the first vibronic band peak energy
from E00 = (2.791 ± 0.002) eV (peak emission at λmax = 475 nm) in case of DMAC-MB to E00 =
(2.787 ± 0.005) eV (peak emission at λmax = 458 nm) for DMAC-ACR (Table E.1). Turning to
the low temperature phosphorescence (Figure 8.2a), essential deviations are pronounced.
Measured in a liquid nitrogen bath at 77 K, the phosphorescence of DMAC-ACR features
clear signatures of the predominant carbonyl stretching mode, portrayed in the structured
phosphorescence with E00 = (2.506 ± 0.005) eV and effective vibrational energy of 〈ħω〉
= (157 ± 7) meV . This clearly differs from the twisted DMAC-MB compound (Figure
8.2a), showing a broad unstructured 3CT like phosphorescence (E00 = (2.653 ± 0.004) eV).
However, the mean vibrational energy (〈ħω〉 = (156 ± 1) meV) remains rather conserved,
indicating first similarities within the analogues (cf. Table C.2). For detailed investigation,
Figure 8.2b displays the time-resolved PL transients for both DMAC-MB and DMAC-ACR.
At room temperature, DMAC-MB features a cascade like multi-exponential decay profile,
featuring a prompt (PF) decay with τPF = (39 ± 2) ns followed by a comparable fast TADF
based delayed fluorescence featuring a lifetime of τDF = (1.88 ± 0.06) µs (cf. Chapter 6).
For delay times in the millisecond (ms) range, even minor phosphorescence signals are
observed. Even though the phosphorescence clearly belongs to a separate decay profile as
distinct in Figure 8.2b, no spectral diffusion is observed (cf. Fig. 8.2a top). Further on, the
phosphorescence of DMAC-MB remains vanishingly small with a fractional contribution
below 1 % to the total yield (Table 8.1). Contrary, DMAC-ACR shows an accelerated initial
prompt fluorescence with τPF = (10 ± 1) ns as dedicated to the increasing intersystem
crossing rate kISC (Table 8.1), no delayed contributions in the µs-range but long-lived
phosphorescence with up to τPH = (10 ± 1) ms at room temperature. If the fractional
integrated areas gained under pulsed UV excitation from the TRPL measurements (Figure
8.2b) are related to the respective shares of prompt, delayed and phosphorescence emis-
sion on the total quantum yield, DMAC-MB comprises a delayed contributions of ΦDF =
(76 ± 4) % , while DMAC-ACR provides a phosphorescence yield of ΦPH = (31 ± 1) % (Table
8.1). Even if both chemical structures are quite similar, their photophysics differ crucially.
Therefore, it is of fundamental interest to understand the underlying mechanism selec-
tively giving rise to persistent room temperature phosphorescence in DMAC-ACR and
TADF in DMAC-MB.
While DMAC-MB was recently studied in Chapter 6 revealing the role of NBMOs for triplet
state perturbations causing efficient TADF, it is of fundamental interest to understand
the underlying intramolecular mechanism giving rise to the persistent room temperature
phosphorescence in DMAC-ACR. As shown in the following Section 8.2, DMAC-ACR not
only permits access to the role of non-adiabatic couplings for persistent RTP in general,
but also indirectly provides validates the non-adiabatic TADF characteristics revealed in
Chapter 6.
Related to the burgeoning issue, the potential energy surfaces (PESs) of both compounds
are compared using coupled-cluster (CC2) based excited state calculations, providing clear
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8.3. Future RTP material design for organic sensor applica-
tions
In conclusion, this Chapter depicts essential intramolecular key similarities between RTP
and TADF. While comparing two chemical analogues, the importance of non-adiabatic
couplings inducing spin-orbit transitions between the lowest triplet state to either its ad-
jacent excited S1 or ground state S0, selectively by minor structural changes, is revealed.
Providing efficient triplet state mixing in the vicinity of a conical triplet state intersection,
the carbonyl elongation selectively mediates RTP or TADF even within non-organometallic
compounds. Within the partially flatten DMAC-ACR, a singlet-triplet transition energy sep-
aration of ∆EST = 281 meV (Table E.1) inhibits the triplet quenching by kRISC, contributing
to long-lived phosphorescence (up to 10 ms) even at room temperature. Understanding
the role of intramolecular non-adiabatic couplings for RTP, this research builds the origin
for consecutive optimizations recalling the need of immobilization within sol-gel or other
highly rigid host materials, [39] as non-radiative triplet deactivation pathways are still pre-
sumably limiting DMAC-ACR’s performance as outstanding persistent luminophore.
In particular, this Chapter points to the uniqueness of the carbonyl group for triplet har-
vesting material designs (cf. Chapter 6 and Chapter 7), as used throughout this thesis but
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low temperatures (80 K), simultaneously a low energy phosphorescence at (2.512±0.002)
eV emerges for increasing delay times or higher temperatures (cf. Table 3.1). As shown
in Figure 9.11c, the lower phosphorescence band coincides with the phosphorescence of
PT, the doubly reduced analogue of PTO, featuring a triplet energy of (2.480±0.001) eV eV.
The mechanism behind the observation is disclosed in Figure 9.12. By optical excitation
of the PTO layer, either as isolated molecule in a rigid host as PS or as donor subunit
in a D-A type TADF material design, the nitrogen of the heterocyclic PTO is partially
charged positive. [188,189] Thus, especially in CT configurations, the heteroatom of the PTO
unit populates a high oxidation state, triggering the chemical equilibrium described in
Figure 9.12 for oxidation of PT or reduction of PTO, respectively. The reverse process,
photooxidation of phentothiazines, is also possible and well-known in literature. [189–191]
In particular, the photoreduction of PTO shows the importance to avoid moisture (Figure
9.12), but also molecular oxygen and general impurities in the organic layers in order to
effectively avoid reduction-oxidation reactions in terms of Figure 9.12.
Ultimately, impure layer processing or insufficient sample encapsulations lead to moisture
in the organic layers, eventually leading to emitter degradation and triplet trap states (cf.




When TADF came to light in 2009, [192] and even fully-organic TADF material concepts
were anticipated in 2012, [25] many obstacles were still to overcome and it was generally
questioned if this barely-explored phenomenon will find its way to industry. Although
steady material development has created a large number of possible TADF materials in the
early years, major contradictions in the theory behind TADF existed. The lack of theory
made a comprehensible and strategic material development almost impossible, so that
the development remained rather kind of a lottery game. Over the past few years, research
desired knowledge behind the mechanism giving rise to delayed fluorescence. In this
regard, the aim of the present thesis was the investigation and disclosure of the triplet
upconversion mechanism behind TADF and its development towards deep blue fully
organic material designs.
In Chapter 4, the rational design of novel Dn-A- type TADF emitters enabling deep blue
TADF was pursued. A bluish green TADF material, called 5CzCF3Ph, was designed, provid-
ing CIEy ≤ 0.4. The optimized TADF device reaches a peak EQE of 12.1 % at emitter doping
concentration of 70 wt% in mCP. When combining 5CzCF3Ph with the red phosphorescent
material Ir(MDQ)2(acac), which features a CIE of (0.63,0.36), warm-white OLED lighting
(CIE (0.44, 0.42)) with CRI of 82 at a CCT of 3134 K was observed. Even higher EQEs of up to
17% with CRI of 80 and CCT 2576 K are reached with DPEPO as host material. Nevertheless,
while devices comprising 5CzCF3Ph in a DPEPO host do not show any device lifetime
at all, a promising LT50 of 2 hrs at 500 cd ·m−2 was proven for mCP:5CzCF3Ph devices.
Finally, the underlying two-colour TADF concept illustrated the potential of future TADF
lighting applications, sticking out by a reduction of organic layers sequence inside the
OLED, in turn lowering the necessary driving voltage, which is essential for future mobile
applications. It was demonstrated how sky-blue TADF materials are rationally designed,
paving the way for hybrid warm-white OLED lighting. Still, as materials comprising CIEy
≤ 0.2 remain mandatory for high resolution AMOLED displays, the next Chapter focussed
true deep blue TADF emission.
In Chapter 5, deep blue TADF emission was achieved, while revealing the effect of
substitution-patterning within linear and V-shaped D-A-D-type TADF materials. Conse-
quently, a new design approach was targeted and subsequently photophysically inves-
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tigated, focussing on D-A-D type trimers instead of bulky Dn − A approaches discussed
beforehand. This Chapter highlighted adiabatic perturbations between adjacent 3LE and
3CT type triplet states, with a subsequent triplet state mixing as general indispensability
for emerging delayed fluorescence in an adiabatic regime. Based on the photophysics
of five newly designed trimeric D-A-D type material compounds, the most promising
candidate (DMAC-PTO-DMAC) was disclosed and in turn optimized to meet required
conditions for deep blue TADF lighting. Ultimately, a deep blue luminescent material
called isoDMAC-PTO was designed, featuring CIE coordinates of (0.16, 0.14) with a overall
quantum yield of ΦPL = (86.4± 0.5)%. When incorporating isoDMAC-PTO into full stack
OLED devices, CIE coordinates of (0.15,0.15) with an EQE of 9 % were achieved.
In conclusion, this Chapter not only resulted in an almost ideal TADF candidate providing
CIE (0.15,0.15) with EQE of 9 %, but also demonstrated the importance of intramolecular
energy transfer mediated by electronic couplings, and its interplay with energy resonance
conditions (γ∝ J/∆EST) as key-parameter for efficient TADF.
In Chapter 6, the non-adiabatic contributions to TADF were revealed, while illustrat-
ing the importance of vibrational motions and subsequent electronic modulations of
triplet configurations for the observation of TADF. This Chapter both experimentally
and computationally demonstrated how σ-type perturbations induced by non-bonding
molecular orbitals (NBMOs) modulate the electronic configuration of CT states in the
vicinity of conical intersections, provoking TADF with a quantum yield reaching unity. In
summary, the Chapter experimentally showcased the effect of NBMOs mediating TADF
by introducing essential σ perturbations on dominant π-type frontier orbitals. The pop-
ulation of higher excited vibronic sublevels of the carbonyl stretching mode is identified
as indispensable for required molecular orbital mixing facilitating the reverse intersystem
crossing process at higher vibronic levels. Similarly, minor elongation of NBMO signatures
from the nitrogen atom maintained decelerated TADF and CT like phosphorescence even
at low temperatures. Complementary to Chapter 5 and recent research, [29] the Chapter
emphasized vibrational induced perturbations of NBMOs to iso-energetic charge transfer
spin states as a key mechanism behind vibronically assisted TADF.
In Chapter 7, the phenomena of conjugation induced TADF was researched for the first
time. A thermally activated delayed fluorescence π-conjugated cyclic polymer composed
of non-TADF building blocks was developed. Polymerization induced conjugation caused
a HOMO destabilization within the polymer P1, which in turn led to a decreased singlet-
triplet splitting and efficient TADF in the polymer. Contrary, the repeating unit itself
(model compound 2) just represented an inefficient phosphorescent emitter in the solid
state. With respect to current TADF material research, conjugation was for the first time
revealed as general tool kit potentially used to spark TADF using non-TADF repeating
units. During the followed photophysical characterization, the observed phenomenon
was classified into the context of current research discussing non-adiabatic intramolecular
couplings promoting TADF (Chapter 6). Further on, polymerization was uncovered as
general near-field effect for fine tuning CT emission energies, as it was for instance already
discussed for electrostatic embedding in polarizable hosts. [59] This Chapter highlighted
a novel strategy for future TADF designs unlocking an additional molecular design rule
reserved particularly for solution-processable polymeric OLED materials.
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Material development for persistent room temperature (RTP) was assessed in Chapter
8. The Chapter highlighted the role of aromatic carbonyl groups as triplet manager in
fully-organic materials and illustrated how non-adiabatic couplings actuate persistent
room temperature phosphorescence (RTP). Two metal-free aromatic carbonyl compounds
were synthesized and studied time-resolved with respect to their excited state dynamics.
While the twisted methyl 2-(9,9-dimethylacridin-10-yl) benzoate (DMAC-MB) revealed
efficient thermally activated delayed fluorescence (TADF), its modified analogue 9,9-
Dimethyl-5H,9H-quinolino[3,2,1-de]acridin-5-one (DMAC-ACR) showed emerging room
temperature phosphorescence (RTP). Finally, for both triplet harvesting mechanisms
non-adiabatic couplings mediated by the aromatic carbonyl unit were unlocked as key
feature selectively actuating persistent RTP or TADF, providing serious motives for future
carbonyl containing quinoline material designs for RTP.
In conclusion, this Chapter depicted essential intramolecular key similarities between RTP
and TADF. While comparing two chemical analogues, the importance of non-adiabatic
couplings inducing spin-orbit transitions between the lowest triplet state to either its adja-
cent excited S1 or ground state S0, selectively by minor structural changes, was revealed.
Based on the above results, Chapter 9 dealt with degradation processes of TADF materials,
comprising future perspectives of TADF, prior to the summary of this Chapter 10. From the
beginning, the developing field of TADF assumed that purely organic compounds might
intrinsically circumvent the problems of minor device lifetimes of blue phosphorescent
emitters. Accordingly, it was expected that deep blue, stable TADF materials will flood
the lighting and display market within a few years. However, as elucidated in the present
work, there is a solid understanding of the photophysical processes that cause TADF and
especially emission colours can be successively pushed towards desired CIE coordinates.
However, the main issue, as for the blue phosphorescent materials, remains once again the
limited material and subsequently device lifetimes of OLEDs comprising blue emitters.
For the materials designed and synthesized in this thesis, Chapter 9 stressed low BDEs of
the designed TADF materials and pronounced TPQ as major hurdle for material stabilities
especially under electroluminescent operation of an OLED.
In the course of this work, a total of 60 potential TADF emitters were computationally
designed, synthesized and photophysically analysed. Out of those 60 materials, 24 have
been included in this work, revealing particular features regarding TADF or RTP, either by
themselves or in comparison.
Far reaching design principles as conjugation induced TADF in polymers, as well as new
design strategies selectively incorporating virbonic couplings yield device performances
comprising LT50 of 2 hrs at 500 cd·m−2 and targeted deep blue emission at CIE (0.16, 0.14).
The achievement of deep blue TADF uncovered serious predicaments. While on the
one hand iso-energetic CT states must be formed, simultaneously featuring a necessary
high energy gap to emit in the deep blue, the avoidance of TPQ requires a reduction
of polaron formation and thus the circumvention of shallow HOMO and LUMO en-
ergy levels with respect to the embedding matrix materials. This interplay reflects the
discrepancy between material lifetime and deep blue TADF for future lighting applications.
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This research serves as a guide to material development and reveals the mechanism behind
TADF. If science succeeds in the near future to appropriately correlate theoretical concepts
such as the BDEs of promising molecules with their device properties, in particular the
resulting lifetimes, and to advance material development from the data obtained (e.g. via
self-learning neural algorithms), to search for the one in a billion possible molecules to
assert TADF as a complementary technology in OLED lighting applications. [133]
A
The pursuit of deep blue TADF: towards
rational design of a novel Dn-A- type TADF
emitter
The synthesis and structural investigation of TFMB carbazoles, as well as related derivatives
discussed in Chapter 4 and Supporting Information A were carried out by Dr. Ramunas
Lygaitis and partially by Dr. Jens Hunger. Initial design strategy based on computations
and chemical expertise was performed by Dr. Reinhard Scholz and Dr. Olaf Zeika. For
the purpose of completeness, the following Section deals with synthetic chemistry and
crystallography, in combination with substantiating photophysical analysis.
A.1. Synthesis of TFMB carbazoles
The starting materials carbazole, octofluorotoluene and the required chemicals and sol-
vents, i.e. NaH in oil (60%), potassium carbonate, dimethyl sulphoxide acetone, (DMSO),
pyridine, and N,N-dimethylformamide (DMF) were purchased from Sigma-Aldrich and
used as received.
9-(2,3,5,6-tetrafluoro-4-(trifluoromethyl)phenyl)-9H-carbazole (Cz4FCF3Ph)
The product was obtained by reacting octofluorotoluene (1.41 g, 5.98 mmol) with car-
bazole (1g, 7.2 mmol) in the presence of activated potassium carbonate (0.99g, 7.2 mmol)
in 10 ml of dry DMF under inert atmosphere. The reaction mixture was stirred for 18h at
room temperature and after the inorganic remainings removed by filtration. The filtrate
concentrated by rotary evaporation and poured to water in order to precipitate the raw
product. After drying the crude product subjected to column chromatography using
chloroform/hexane (1/5) mixture as an eluent. 1.46 g of the target material obtained with
the yield of 64%. Additionally the material was purified by sublimation.
1H NMR (600 MHz, CDCl3) δ 8.16 (d, J = 7.7 Hz, H11, H18, 2H), 7.50 (t, J = 7.7 Hz, H12, H19,
2H), 7.40 (t, J = 7.5 Hz, H13, H20, 2H), 7.19 (d, J = 8.2 Hz, H14, H21, 2H).
13C NMR (151 MHz, CDCl3) δ 144.1 (dd, J = 261.2, 14.7 Hz), 144.0 (dd, J = 257.6, 14.0 Hz),
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yield (1.76 g). Additionally the material was purified by sublimation.
1H NMR (600 MHz, CDCl3) δ 8.16 (d, J = 7.7 Hz, 2H), 8.14 (d, J = 7.6 Hz, 2H), 7.52-7.47 (m,
4H), 7.40 – 7.35 (m, 4H), 7.22 (d, J = 8.2 Hz, 2H), 7.17 (d, J = 8.2 Hz, 2H).
13C NMR (151 MHz, CDCl3) δ 153.16 (d, J = 259.8 Hz, C16), 149.19 – 145.54 (m, C20, C19),
141.60 (s), 139.21 (s), 126.66 (s), 126.60 (s), 124.38 (s), 123.99 (s), 121.70 (s), 121.57 (q, J = 276
Hz, C36), 121.06 (s), 120.66 (s), 120.63 (s), 119.86 (ddq, J = 9, 42 Hz, C1), 109.85 (s), 109.02
(s).
19F NMR (282 MHz, CDCl3) δ -57.80 (d, J = 23.8 Hz, 3F, CF3), -120.44 (d, J = 12.4 Hz, 1F,
F17), -131.05 (dd, J = 21.3, 1.4 Hz, 1F, F22), -136.33 (qdd, J = 23.8, 21.5, 12.5 Hz, 1F, F21).
MS (ESI), m/z: 531.2 ([M+H]+)
Anal. Calcd. for 2Cz3FCF3: C, 70.19; H, 3.04; N, 5.28. Found: C, 70.26; H, 2.91; N, 5.27.
9,9’,9”-(2,4-difluoro-6-(trifluoromethyl)benzene-1,3,5-triyl)tris(9H-carbazole)
(3Cz2FCF3Ph)
The product was obtained by reacting octofluorotoluene (1.5 g, 6.3 mmol) with carbazole
(2.83g, 16.9 mmol) in the presence of potassium hydroxide (1.93g, 16.9 mmol) in 35 ml of
dry acetone. The reaction mixture was stirred for 1 h at reflux temperature under inert
atmosphere. After cooling down the inorganic residue removed by filtration and filtrate
was subjected to rotary evaporation. The raw material was purified by column chromatog-
raphy using chloroform/hexane mixture (1/5) as an eluent and target compound obtained
with 57% yield (2.42 g). Additionally material purified by sublimation.
1H NMR (600 MHz, CDCl3) δ 8.19 (d, J = 7.7 Hz, 2H), 7.78 (d, J = 6.9 Hz, 2H), 7.69 (d, J = 7.5
Hz, 2H), 7.55 (ddd, J = 8.2, 7.3, 1.1 Hz, 2H), 7.41 – 7.38 (m, 2H), 7.34 (d, J = 8.1 Hz, 2H), 7.14
– 7.08 (m, 6H), 7.05 (td, J = 7.4, 1.0 Hz, 1H), 7.02 – 6.98 (m, 2H), 6.95 (dd, J = 8.2, 1.2 Hz, 2H).
13C NMR (151 MHz, CDCl3) δ 153.91 (dd, J = 261.7, 13.6 Hz), 141.75 (s), 138.57 (s), 138.33
(s), 126.80 (s), 129.15 – 124.60 (m), 125.92 (s), 125.90 (s), 124.29 (s), 124.27 (s), 124.25 (s),
122.58 – 122.40 (m), 121.57 (q, J = 276 Hz), 121.38 (s), 121.35 (s), 121.29 (s), 120.89 (s, J = 34.9
Hz), 120.26 (s), 120.18 (s), 119.56 (dd, J = 32.9, 12.0 Hz), 109.89 (s), 109.85 (s), 109.40 (s).
19F NMR (282 MHz, CDCl3) δ -57.97 (d, J = 23.4 Hz, 3F, CF3), -115.34 (qd, J = 23.4, 13.4 Hz,
1F, F3), -120.23 (d, J = 13.3 Hz, 1F, F33). MS (ESI), m/z: 678.4 ([M+H]+)
Anal. Calcd. for 3Cz2FCF3: C, 76.21; H, 3.57; N, 6.20. Found: C, 76.59; H, 3.55; N, 6.23.
9-[2,3,5-tri(carbazol-9-yl)-4-fluoro-6-(trifluoromethyl)phenyl]carbazole (4Cz1FCF3Ph)
To the cooled (ice+water) suspension of octofluorotoluene (1.06 g, 4.48 mmol) and sodium
hydride (60%) (1.43g, 0.14 mol) in 15 ml of dry DMF carbazole (3g, 17.9 mmol) slowly
added in small portions over 20 min. The reaction mixture additionally stirred for 5
min at room temperature and poured to water in order to precipitate the raw product.
The obtained raw material washed with dichlomethane for separating five-substituted
counterpart which is insoluble in common organic solvents comparing with rest of the
products. After removal of the solvent the washings subjected to column chromatography
using isohexane/toluene (1/5) mixture as an eluent. Target compound obtained with 25 %
yield (0.94 g). Additionally material purified by sublimation.
1H NMR (500 MHz, Pyr) δ 8.36 (d, J = 7.7 Hz, 2H), 8.18 (d, J = 8.1 Hz, 2H), 7.82 (d, J = 7.6 Hz,
2H), 7.77 (d, J = 8.0 Hz, 4H), 7.74 (d, J = 8.2 Hz, 2H), 7.66 (t, J = 7.7 Hz, 2H), 7.62 (d, J = 8.2
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Hz, 2H), 7.47 (t, J = 7.5 Hz, 2H), 7.35 (d, J = 7.6 Hz, 2H), 7.26 (t, J = 7.7 Hz, 2H), 7.24 – 7.19
(m, 2H), 7.12 (t, J = 7.5 Hz, 2H), 7.08 (t, J = 7.5 Hz, 2H), 6.94 (t, J = 7.7 Hz, 2H), 6.84 (t, J = 7.4
Hz, 2H).
13C NMR (126 MHz, Pyr) δ 205.80, 162.41, 159.72, 157.65, 142.60, 141.15, 139.83 (d, 4JCF=
1.2 Hz, C14), 139.44, 138.83, 134.22 (d, 3JCF = 2.5 Hz, C15), 133.33, 133.10, 132.98 (q, 2J
CF= 30.5 Hz, C19), 132.86, 132.63, 131.92 (d, J = 13.2 Hz, C18), 127.64 (d, J = 15.9 Hz, C16),
127.43, 126.23, 125.94, 124.87, 124.67, 124.39, 123.98, 123.89, 121.89, 121.69, 121.29, 121.12,
120.94, 120.65, 120.47, 119.92, 111.44, 110.94, 110.81, 110.53.
19D NMR (282 MHz, Pyr) δ -57.36 (s, 3F, CF3), -114.75 (s, 1F, F21). MS (ESI), m/z: 825.6
([M+H]+).
Anal. Calcd. for 4Cz1FCF3: C, 80.08; H, 3.91; N, 6.79. Found: C, 80.25; H, 3.74; N, 6.77.
9-[2,3,4,5-tetra(carbazol-9-yl)-6-(trifluoromethyl)phenyl]carbazole (5CzCF3Ph)
Sodium hydride (60 %) (2.54 g, 63.5 mmol) slowly added in small portions over 15 min to
the solution of octofluorotoluene (1.5 g, 6.35 mmol) and carbazole (5.31 g, 31.8 mmol) in
30 ml of dry DMF. The reaction mixture additionally stirred for 30 min at room tempera-
ture under inert atmosphere and poured to ice-cooled water in order to precipitate the raw
product and neutralize sodium hydride. The obtained raw material washed with methanol
and acetone for removing unreacted carbazole and rest of the by-products. The target com-
pound purified by recrystalisation from boiling DMSO and obtained with 90 % yield (5.5 g).
Additionally material purified by sublimation.
1H NMR (500 MHz, Pyr) δ 8.04 (d, J = 8.3 Hz, 2H), 7.90 (d, J = 8.2 Hz, 4H), 7.85 (d, J = 8.2 Hz,
4H), 7.76 (d, J = 7.7 Hz, 4H), 7.31 (t, J = 7.7 Hz, 4H), 7.23 (d, J = 7.6 Hz, 4H), 7.14 (d, J = 7.7 Hz,
2H), 7.10 (t, J = 7.5 Hz, 4H), 7.01 (t, J = 7.8 Hz, 2H), 6.96 (t, J = 7.7 Hz, 4H), 6.77 (t, J = 7.4 Hz,
4H), 6.71 (t, J = 7.5 Hz, 2H).
13C NMR (126 MHz, Pyr) δ 205.80 (s), 162.41 (s), 159.72 (s), 157.65 (s), 142.60 (s), 141.15 (s),
139.44 (s), 138.83 (s), 127.43 (s), 126.23 (s), 125.94 (s), 124.87 (s), 124.67 (s), 124.39 (s), 123.98
(s), 123.89 (s), 121.89 (s), 121.69 (s), 121.29 (s), 121.12 (s), 120.94 (s), 120.65 (s), 120.47 (s),
119.92 (s), 111.44 (s), 110.94 (s), 110.81 (s), 110.53 (s).
19F NMR (282 MHz, Pyr) δ -54.95 (s, 3F, CF3). MS (ESI), m/z: 972.5 (M+).
Anal. Calcd. for 5CzCF3: C, 82.78; H, 4.15; N, 7.20. Found: C, 83.11; H, 4.22; N, 7.23.
A.1.1. Synthesis of 2,3,5,6-tetra(carbazol-9-yl)pyridine-4-carbonitrile
(4CzPCN)
The product was obtained by reacting 4-cyano-2,3,5,6-tetrafluoropyridine (0.2 g, 1.2 mmol)
with carbazole (1.002 g, 6 mmol) in the presence of sodium hydride (0.293 g, 7,2 mmol,
60% in oil) in 15 ml of dry tetrahydrofurane. The reaction mixture was stirred for
12 h at room temperature. The target compound was purified by precipitation into
50 ml of deionized water. Collected precipitates washed with methanol several times.
After drying it was obtained 0.9 g of yellow crystals (Rf = 0.24, silicagel TLC plates,
CHCl3/hexane=1/1). Finally the target compound was purified by column chromatogra-
phy (silicagel, CHCl3/hexane=1/1) and sublimation.
1H NMR (500 MHz, CDCl3) δ 7.85 – 7.78 (m, 2H), 7.74 (d, J = 7.6 Hz, 2H), 7.43 (d, J = 8.1 Hz,












Influence of the substitution pattern on
intramolecular triplet state mixing for
thermally activated delayed fluorescence
B.1. Ideal TADF with CIE (0.25, 0.51): delayed fluorescence
of dibenzothiophene-S,S-dioxide containing DMAC-
DBTO-DMAC
Although PTO-DBTO-PTO does not emit in the desired deep blue colour range, the ideal
photophysics of PTO-DBTO-PTO should be briefly discussed for future material perspec-
tives and especially material development behind blue aspects. PTO-DBTO-PTO shows
excellent TADF properties, demonstrating a DF yield of 66 % and a RISC rate of kRISC =
1.55×106 s−1. This is shown in the transient spectrum of Figure B.1.
Table B.1: Steady-state PL properties (including CIE) of 5 wt% doped COP thin films comprising DMAC-PTO-
DMAC, DMAC-DBTO-DMAC and isoDMAC-PTO. The corresponding emission spectra of the 5 wt% doped
COP:D-A(-D) film are shown in Figure 5.8.
Compound FWHM(nm) λmax(nm) FWHM(eV) λmax(eV) CIE
DMAC-PTO-DMAC 95 451 0.564 2.75 (0.18, 0.18)
DMAC-DBTO-DMAC 84 508 0.393 2.44 (0.25, 0.51)
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The filtrate was concentrated under reduced pressure. The raw product was purified by
column chromatography technique using a chloroform/hexane = 1/1 mixture as eluent.
The purification yielded 0.95 g of yellow crystalline material (58 %) (m.p. 169 ◦CC obtained
by DSC at heating rate of 5 ◦C/min).
Materials
9,9-Dimethyl-9,10-dihydroacridine (DMAC) was synthesized according the procedures de-
scribed elsewhere. [194,195] Methyl-2-iodobenzoate was synthesized via a cost efficient syn-
thetic route. [196] Methyl anthranilate (98 %) was purchased form Fluka and used as re-
ceived, dichlorobenzene was re-distilled before usage.
C.2. Structural characterization of DMAC-MB
NMR spectra are recorded on a Bruker DRX-500 P spectrometer and chemical shifts are
reported in parts per million relative to the solvent residue peak as an internal stan-
dard. FT-IR spectra are recorded on FTIR-Spectrometer Nicolet iS5 MIR. Mass spectra
are obtained by the electrospray ionization mass spectrometry (ESI-MS) method on an
Esquire-LC 00084 mass spectrometer. The elemental analysis data was obtained on a
EuroEA Elemental Analyser. A single crystal of compound DMAC-MB suitable for XRD
structure analysis was obtained by the slow evaporation of the diethyl ether solution.
X-ray diffraction data were collected on a Kappa Apex II CCD diffractometer (Bruker AXS)
equipped with an Oxford Cryosystems low-temperature device using ω and 2θ scans to
∼54–66◦ (2θmax) at 200 K with graphite-monochromated Mo-Kα radiation generated from
a sealed tube (λ = 0.71073 Å). The Apex Suite program package was used for data collection,
integration, and data reduction. [197] Multi-scan empirical absorption corrections were
applied to all datasets using the program SADABS. [198] Using Olex2, [199] the structure was
solved with the ShelXT structure solution program, [200] using the Direct Methods solution
method. The model was refined with ShelXL using Least Squares minimization. [201]
Carbon-bound hydrogen atoms were included in idealized positions and refined using a
riding model. Parameters for data collection and structure refinement data for the crystal
structures are summarized in Table C.1.
1H NMR (500 MHz, CDCl3) δ = 8.18 (dd, J=7.8, 1.6, 1H), 7.78 (td, J=7.7, 1.7, 1H), 7.61 (td,
J=7.7, 1.3, 1H), 7.46 (dd, J=7.5, 1.8, 2H), 7.35 (dd, J=7.8, 1.1, 1H), 6.99 – 6.85 (m, 4H), 6.07
(dd, J=8.0, 1.4, 2H), 3.56 (s, 3H), 1.80-1.66 (m, 6H).
13C NMR (126 MHz, CDCl3) δ = 166.07 (s), 140.82 (s), 140.55 (s), 134.72 (s), 133.54 (s), 132.87
(s), 132.46 (s), 129.70 (s), 128.69 (s), 126.49 (s), 125.77 (s), 120.48 (s), 113.65 (s), 52.46 (s),
35.99 (s). FTIR (in DCM), ν, cm−1, 1734, 1711 (C=O). FTIR (in KBr), ν, cm−1, 3067, 3029,
3003 (CHar), 2967, 2928, 2859 (CHaliphatic), 1707 (C=O), 1593, 1485, 1463, 1443 (C=Car),
1342, 1290, 1248 (C-O), 1122 (C-N), 730, 767, 760, 754, 714 (CHar). MS (ESI) m/z : 344.2
([M+]+1). Anal. Calcd. for DMAC-MB: C, 80.44; H, 6.16.04; N, 4.08; O, 9.32. Found: C, 79.93;









The synthesis and structural investigation of model compound 2, M1 and P1 discussed in
Chapter 7 and Supporting Information D were carried out by Dr. Qiang Wei. Measurements,
characterization results and further perspectives were discussed in close contact with respect
to feasibility and contributions to current research. For the purpose of completeness, the fol-
lowing Supporting Information illustrates the structural characterization of the underlying
compounds, especially focussing on the synthesis route to P1.
D.1. Materials and synthesis
D.1.1. Materials
Anhydrous solvents - toluene, tetrahydrofuran (THF) and dimethylformamide
(DMF), sealed over molecular sieves - were purchased from Sigma-Aldrich. Bis(1,5-
cyclooctadiene)nickel(0) (Ni(COD)2), tetrakis (triphenylphosphine) palladium, cycloocta-
diene (COD), 2,2’-bipyridyl (BPY), 3,6-dibromocarbazole, carbazole, 4,4,5,5-tetramethyl-2-
phenyl-1,3,2-dioxaborolane, 1-bromododecane, sodium carbonate, and cesium carbonate
were all purchased from Sigma-Aldrich, while the 4-fluoro-4’-hydroxybenzo¬phenone and
2,7-dibromo-9-phenylcarbazole were from TCI.
1H (500.13 MHz) 13C (125.75 MHz) and 19F (470.59 MHz) NMR spectra were recorded on an
Avance III 500 NMR spectrometer (Bruker, Germany) using CDCl3 as solvent and internal
reference (δ(1H) = 7.26 ppm; δ(13C) = 77.0 ppm). The signal assignments are based on 1D
and 2D (COSY, TOCSY, HSQC, HMBC) NMR spectra. Energy dispersive X-ray spectroscopy
(EDX) were performed using a Scanning Electron Microscope (UltraPlus, Zeiss) equipped
with a QUAD detector (XFlash™QUAD 5060F, Bruker). The sample was prepared by plac-
ing a drop of the suspension on a silicon wafer, and then coated with a thin conducting
film of Pt after drying. The MALDI-TOF experiments were performed on an Autoflex Speed
TOF/TOF system (Bruker Daltonics GmbH). The measurements were carried out in reflec-
tor mode and positive polarity by pulsed smartbeam laser. The ion acceleration voltage was
set to 20 kV. For the sample preparation, the polymers were mixed with dithranol as matrix
both dissolved in chloroform. The evacuated VERTEX 80v FTIR-spectrometer (Bruker, Ger-












The effect of non-adiabatic couplings for
persistent room temperature
phosphorescence (RTP)
The synthesis and structural investigation of DMAC-ACR, as well as related derivatives
discussed in Supporting Information E were carried out by Dr. Ramunas Lygaitis. The
general design strategies based on initial computations and photophysical evidences were
discussed in close contact with respect to feasibility. For the purpose of completeness, the
following Section highlights the synthetic route and analysis of DMAC-ACR.
E.1. Aromatic carbonyl compounds for RTP: a promising ma-
terial approach for organic sensor applications
This Supporting Information should shortly emphasize the findings of Chapter 8. While the
first subsection of Supporting Information E.1.1 deals with a detailed analysis of DMAC-
ACR’s lineshape, the second half of Supporting Information E.1.1 illustrates another RTP
candidate from the class of flatten quinolines. While TB-IDB-MB represents a methyl
benzoate based TADF, its flatten analogue TB-IDB-ACR once again shows emerging RTP,
strengthen the general structural similarity between RTP and TADF as stated in Chapter 8.
E.1.1. Vibronic line-shape analysis of DMAC-ACR
A Gaussian line-shape analysis was performed to determine the first vibronic band peak
energies E00 of the fluorescence and phosphorescence DMAC-ACR profiles, using a Pois-
son progression for the intensities of different vibronic sub-bands as described in Chapter
3.3.2. Figure E.2 contains the analysed emission profiles, while Table E.1 summarizes the
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