ABSTRACT: The performance of many machine learning algorithms can be substantially improved with a proper discretization scheme. In this paper we describe a theoretically rigorous approach to discretization of continuous attribute values, based on a Bayesian clustering framework. The method produces a probabilistic scoring metric for di erent discretizations, and it can be combined with various types of learning algorithms working on discrete data. The approach is validated by demonstrating empirically the performance improvement of the Naive Bayes classi er when Bayesian discretization is used instead of the standard equal frequency interval discretization.
INTRODUCTION
Many algorithms developed in the machine learning and uncertain reasoning community focus on learning in nominal feature bases. On the other hand, many real world tasks involve continuous attribute domains. Consequently, in order to be able to use such algorithms, a discretization process is needed. Continuous variable discretization has received signi cant attention recently Elomaa and Rousu, 1996 , Fayyad and Irani, 1993 , Friedman and Goldszmidt, 1996 . A classi cation and a comparison between some of the approaches is presented in Dougherty et al., 1995] .
Intuitively, a good discretization is a scheme in which the discrete values represent properly the information in the original continuous values with respect to the task in question. In most learning applications where discretization is used, this task is to predict of one or more attribute values based on a given data set D. One theoretically sound approach to good prediction performance is to form the predictive distribution of the attribute in question (see the discussion and empirical results in Tirri et al., 1996] ). Therefore the Bayesian framework o ers a natural means for discretization that matches the probabilistic prediction. In Friedman and Goldszmidt, 1996] this Bayesian discretization approach was left as an open problem. A solution to this problem is outlined in Section 2. In Section 3 we empirically demonstrate how the Bayesian discretization scheme suggested can improve the results of a Naive Bayes classi er, when compared to the standard equal frequency interval discretization.
BAYESIAN DISCRETIZATION BY CLUSTERING
In the following we assume that the attributes can be discretized independently from each other. More precisely, let X i be a continuous attribute to be discretized. In the probabilistic approach X i is now viewed as a random variable. A discretization of X i can be seen as a process of nding a set of threshold values T = (t 1 ; : : :; t ni?1 ); t 1 < < t ni?1 , where n i is the number of discrete values. For simplicity we assume here that n i is given, but this assumption can be later removed.
After the discretization process, the new discretized attribute X T i has n i values. If d i is a value of the original continuous attribute, the value of X T i is 8 > < > : Let D i = (d 1i ; : : :; d Ni ) denote a random sample from the distribution of X i . The problem is now to nd the best possible set of threshold values T with respect to some scoring metric. In the Bayesian approach we treat T as a (vector) random variable, and assume a parametric form for the likelihood P (D i jT) and for the prior P (T). A natural scoring metric is in this case the posterior P (TjD i ) / P (D i jT)P(T). However, speci cation of appropriate likelihood and prior densities is not an easy task, as observed already in Friedman and Goldszmidt, 1996] .
We outline here a solution to this problem. Instead of considering all the threshold value sets T , the basic idea is to investigate all the possible clusterings of the sample D i , i.e., assignments of the sample values to the intervals. More formally, a clustering of a sample D i is a vector Q i = (q 1i ; : : :; q Ni ), where q ji 2 f1; : : :; n i g, and q ji = l if and only if d ji 2 I l . In order to specify the likelihood density, we must assume some probabilistic distributions for the values in the intervals. Since the values belonging to the same interval can be regarded as noisy versions of some unknown correct value, a natural choice is to use the normal distribution. The joint likelihood of the data D i and the clustering Q i , the complete data likelihood, is then
where l = q ji , f il stands for the normal density corresponding to interval l, and denotes the parameters i = ( i1 ; : : :; ini ), i = ( i1 ; : : :; ini ), where il is the mean of the distribution f il , and il is the corresponding precision (reciprocal of the variance).
We assume the parameter pairs ( i ; i ) to be independent, in which case the prior density can be speci ed separately for each parameter pair. Since the family of Normal-Gamma densities is conjugate to the family of normals, i.e., the functional form of parameter distribution remains invariant in the prior-to-posterior transformation, we use Normal-Gamma prior distributions. In the conjugate form, the parameters and are not independent: the joint density is de ned as P ( ; ) = P ( j )P( ) = N( ; )Ga( ; );
where , , and are the hyperparameters of the Normal-Gamma distribution.
Having speci ed the likelihood for the complete data, together with the prior distribution for its parameters, we have also implicitly de ned them for the threshold sets T . Namely, if T is speci ed, it also determines a speci c clustering Q i . On the other hand, for each complete data (D i ; Q i ), there is a unique set of maximum a posteriori (MAP) parameters^ , which in turn induces a set of threshold values T . More precisely, the likelihood P (D i jT) is proportional to the likelihood P (D i j^ ) for all T for which the corresponding MAP estimate is^ .
The same holds for the prior P (T).
The optimal discretization is thus found by searching for a clustering Q i giving the maximum value for the posterior. In our empirical tests in Section 3 we used the well-known K-means algorithm, which is a special case in the more general family of Expectation-Maximization (EM) algorithms Dempster et al., 1977] . This algorithm can be outlined as follows:
1. Generate a random initial clustering Q (0) i . 2. Determine the corresponding MAP model^ (t) . 3. Cluster the data using model^ (t) . 4. Iterate until convergence. 5. Choose the nal threshold values T . The detailed derivation of the update formulas involves somewhat complicated notation, and is omitted here.
EMPIRICAL RESULTS
In order to validate our approach, we implemented the Bayesian discretization algorithm and evaluated the prediction performance of the Naive Bayes classi er (see e.g., Kontkanen et al., 1997] ) using both the equal frequency interval discretization and the Bayesian discretization described above. As an illustrative example, Figures 1 and 2 present results with one of the commonly used public domain classi cation data sets from the UC Irvine data repository, the Australian data set 1 . In our tests, the Bayesian discretization process was initialized by using the simple equal frequency interval discretization, where the intervals are selected in such a way that each interval contains the same number of data items. This discretization was then used for generating the initial clustering Q (0) i for the K-means algorithm, and the algorithm was run until convergence. After each iteration, the resulting discretized dataset was used for constructing Bayesian predictive distributions, as showed in Kontkanen et al., 1997] . The predictive accuracy of the resulting models was tested by using 10-fold crossvalidation with both the log-score (Figure 1 ) and the 0/1-score (Figure 2 ). The MAP curves were obtained by using the single MAP model for the discretized dataset (MAP inference), whereas the EV curves were obtained by integrating over all possible models using the formulas presented in Kontkanen et al., 1997] (evidence inference). The results suggest that the Bayesian discretization scheme improves the predictive accuracy with both the MAP and evidence inference.
CONCLUSION
As discussed in Dougherty et al., 1995] , the performance of many machine learning algorithms can be substantially improved with a proper discretization scheme. In this paper we have described a theoretically rigorous probabilistic approach to discretization of continuous attribute values. The paper answers the open problem suggested recently in Friedman and Goldszmidt, 1996] , the problem of developing a scoring metric for discretization based on the Bayesian approach, as opposed to the MDL-principle Rissanen, 1989 ] used in Friedman and Goldszmidt, 1996] . The method described here is based on a clustering approach, where instead of trying to explicitly determine good threshold values for discretization, the idea is to evaluate (in the Bayesian setting) di erent partitionings of the data, which then implicitly determine the threshold values.
The Bayesian discretization scheme can be combined with various types of learning algorithms working on discretized data. In this paper, we have reported empirical results with the Naive Bayes classi er, which show that the clustering scheme suggested iteratively improves the classi cation accuracy of the Naive Bayes classi er, when compared to the standard equal frequency interval discretization. The work reported is still ongoing, and we are currently performing more extensive empirical testing with the approach suggested here.
