ABSTRACT Kinship verification via facial images is an emerging problem in computer vision and biometrics. Recent research has shown that learning a kin similarity measurement plays a critical role in constructing a vision-based kinship measurement system. We propose in this paper a new similarity metric learning method for kinship measurement on human faces. To this end, we first extract multiple feature representations for each face image using different face descriptors. Then, multiple sparse bilinear similarity models (one for each view) are jointly learned by using joint structured sparsity-inducing norms, such that the similarity score of a pair of child-parent images is consistently higher than those of the pairs without kinship relations while leveraging the interactions and correlations among the multiview data to obtain the fused and higher level information. We also derive an efficient algorithm to solve the formulated nonsmooth objective. Experimental results on kinship data sets show that our method achieves competitive or better accuracy performance in comparison with the state-of-the-art multimetric learning-based kinship verification methods but enjoys the superiority in computational efficiency, making it more practical for vision-based kin measurement applications.
I. INTRODUCTION
The objective of kinship verification via biometrics is to determine whether a given pair of face images has any kin relations. Recent evidence in psychology has shown that face appearance is a reliable cue for measure of the genetic similarity between children and their parents [1] , [2] , [39] . Motivated by this, kinship verification via facial images has attracted more attention from pattern recognition and biometrics society [3] - [13] , [36] , [37] , [40] - [43] . In practice, there exist many real-world applications based on the kinship measurement, including missing children searching, social media analysis [6] , [9] , and others [35] .
While encouraging results have been achieved over the past five years [3] - [13] , kinship verification via face images still remains open research challenge. Particularly, when face images are captured in wild conditions (i.e. varying illumination, poses and expressions) it is challenging to achieve high kinship verification accuracies [10] . Further, kinship verification aims to investigate the kin relationship between two different visual entities (e.g., father and daughter), and hence inherent appearance gap in kin-ship verification is generally larger than that in traditional face recognition [26] , [27] , [29] - [34] .
Existing methods for kinship verification are either featurebased [3] - [5] , [7] , [8] , [11] , [13] , [40] , [41] , [44] or modelbased [6] , [9] , [10] , [12] , [43] . Feature-based methods extract discriminative feature from face image by hand-crafted descriptors [3] - [5] , [7] or feature learning [8] , [11] , [13] , [44] , to characterize and reveal the genetic traits on human face between a parent and their child. Model-based methods aim at learning an appropriate distance metric or classifier based on some statistical learning technologies. Among them, distance metric learning [19] has been a promising choice for learning the kin similarity metric on face [6] , [9] , [10] , [12] . Recently, Lu et al. present a Neighborhood Repulsed Metric Learning (NRML) method for the verification problem [9] . They propose to learn a distance metric under which the samples with kin relationship are pulled close and those without kinship relations are pushed away. Complementary information from the multiview feature space can also be exploited in metric learning to further improve the kin verification performance, as shown in [9] - [12] .
Despite the recent advances in metric learning based kinship verification methods, there are still two limitations: 1) They aim at learning a Mahalanobis distance metric for each view, which is parameterized by a full matrix, and they are often designed to learn the distance metric in a low-dimensional feature space, making them computationally inefficient for high-dimensional kin data. 2) In practice, the input kinship data may contain a significant amount of irrelevant features, which are expected to be detected and suppressed by imposing the input sparsity either featurewise or view-wise in model learning. However, most existing metric learning (or similarity learning) based kinship verification methods fail to find such feature transformation or similarity function, and their verification performance may degrade as the number of noisy features increases. To address these issues, we propose in this work a novel Structured Sparse Similarity Learning (S 3 L) method for kinship measurement on human face images. In S 3 L, multiple sparse bilinear similarity functions (one for each representation) are jointly learned via joint structured sparsity-inducing norms, such that similarity score of a pair of parent-child images is consistently higher than those of the pairs without any kin relationships, meanwhile leveraging the interactions and correlations between multiview face data to obtain the refined and higher-level information. Experimental results on two benchmark datasets demonstrate that our method can achieve comparable or better accuracy performance in comparison with the state-of-the-art metric learning based kinship verification methods, but enjoys the superiority in computational efficiency, making it practical in real-world vision-based measurement (VBM) [35] , such as the camerabased kin measurement system built on the smart phone, which facilitates searching of the missing children using face images [11] .
Our method is essentially different from the existing structured metric learning [28] and structured feature learning [22] . Method proposed in [28] seeks to learn a full metric matrix and cannot handle multiview data directly, while our method builds on a diagonal bilinear model and is developed to deal with the multiview kinship data. Also, the structured feature learning method proposed in [22] aims at feature fusion for classification and clustering, while our method focuses on learning of the similarity metric on kinship data.
Our proposed similarity fusion method is fundamentally different from the multiview Scalable Similarity Learning (SSL) [43] . In this paper, we use structured sparsity (group sparsity) regularization and low-rank regularization on the multiview diagonal similarity model for similarity fusion. On the other hand, in [43] , multiview SSL aims to learn individual similarity model for each feature view and then perform similarity fusion (i.e., weight learning) by a passive-aggressive online learning strategy.
The remainder of this paper is organized as follows. Section II details the proposed structured similarity method for kinship verification. Experimental results and analysis are provided in Section III, and Section IV concludes the paper.
II. OUR APPROACH A. DIAGONAL BILINEAR SIMILARITY MODEL
Existing metric learning based kinship verification methods [6] , [9] , [10] , [12] aim at learning a Mahalanobis distance metric that measures the squared distance between a pair of face samples x i and x j :
where x i , x j ∈ R d , and M 0 is a positive semidefinite (PSD) matrix. One issue with most existing metric learning methods is that they usually learn a full matrix from low-dimensional data. Such methods, however, would require O(d 2 ) for storage and O(d 3 ) for optimization, making them computationally inefficient and hardly scalable for real-world high-dimensional data. To this end, we adopt in this work a sparse bilinear similarity function to model the relative similarity of the kinship data in a more efficient way.
We denote the bilinear similarity function for a given pair of face images x i and x j by S A (x i , x j ) = x T i Ax j parameterized by A ∈ R d×d , which is not necessary to be PSD or symmetric [14] . Since face data for our kinship verification task are high-dimensional vectors extracted from multiview face images, we further define the parameter matrix as a diagonal matrix, i.e.,
where a ∈ R d . The formulation leads to reduction of the model complexity from O(d 2 ) to O(d) [20] , [24] , and hence enjoys the superiority in computational efficiency. The diagonal model, in essence, is equivalent to learning the weights on the features and evaluating the cosine similarity over the re-weighting of the kin data points. Moreover, it provides us a flexible way for effective multiview similarity learning by imposing structured sparsity penalty on a instead of the full matrix A.
The diagonal bilinear similarity can be directly modeled in the multiview setting, as shown in Eq. (4). This is different from the diagonal model proposed in [43] , which aims to measure the similarity for individual feature (view).
B. STRUCTURED SPARSE SIMILARITY LEARNING
In kinship verification, we have access to multiple views of the face data, each of which can be individually used for kinship verification task. Exploiting information from multiple views, we hope to find a kinship similarity measurement on face appearance that is more robust and accurate than the ones learned by using the individual views. Different from most existing multi-view metric learning methods, we aim to learn multiple diagonal bilinear similarity functions (one for each view) from the multiview kinship data, under which the similarity between each pair of face images with kin relation is consistently higher than that of the pair without kin
be the training set comprising N pairs of positive face images (with kin relation), where x i and y i are the ith child and parent face images, respectively.
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We consider the following objective for learning the diagonal kin similarity models a,
where K is the neighborhood size, L is the empirical loss over the kinship data D, r(a) is a regularizer, λ > 0 is a trade-off parameter, x ik and y ik are the kth nearest neighbor of x i and y i over D, respectively. In the setting of multiview learning, suppose that there are V views for each face image. Let {(x 
; a (2) ; . . . ;
The empirical loss L over D is then defined by
which is based on the hinge loss modeling the relative similarity that a pair of face images (p, p + ) with kin relationship may have greater similarity score than that of the faces pair (p, p − ) without any kin relations:
where 1 is the margin constant, and the diagonal similarity function S a is computed by (2) . Indeed, the relative similarity is a fundamental characteristic in kinship verification via biometrics. However, from a multi-view viewpoint, the features of a specific view may be more or less discriminative for different families. To address this, group 1 -norm [23] is adopted as the regularization on a, which is defined by
where λ 1 > 0 is a trade-off parameter. As our regularizer uses 2 -norm in each view and 1 -norm between views, it enforces the group-wise sparsity between different feature representations. If one view of features is not discriminative for certain families, the objective in (7) will assign very small values to them for similarity scoring; otherwise, their weights are large for similarity scoring. As a result, the interactions and correlations between multiview data could be leveraged to obtain the fused and higher-level information.
On the other hand, we hope that the diagonal bilinear model is low-rank, as this limits the model complexity and may improve predictive accuracy [24] . When the diagonal model is low-rank, kin similarity is equivalently computed in a lowdimensional subspace of R d , leading to output sparsity and hence allowing for efficient kinship verification. As such, a trace-norm on the diagonal similarity model is further added into (7) as (8) for some λ 2 > 0. Here, we notice that the trace norm on the formulated diagonal similarity model is equivalent to the 1 -norm regularizer on a, i.e. Tr(diag(a)) = a 1 . This is reasonable because in certain cases of the kinship verification, even if most features in one view (group) are not discriminative enough, a small portion of features within this view may still be highly discriminative.
Since our objective in (8) contains two non-smooth regularization terms, it is difficult for existing related optimization methods to solve it efficiently. We derive an iterative algorithm to solve this problem based on the iteratively reweighted method [21] , [22] . By taking the derivative of the objective with respect to a, we have
where
and the subgradient ∂ (a;p,p − ,p + ) ∂a can be computed by
Notice that a G 1 is not differentiable when a + , → 0. Thus, the derivatives of the second and third terms in (9) can be computed by
where B, C ∈ R d×d , B is a block diagonal matrix, where the vth diagonal block is , where a j is the jth element of a. By substituting (12) into (9) , the similarity model a can be iteratively solved by
where ∂L(a t ;z ik ) ∂a , B t and C t are dependent on a at iteration t. Our proposed algorithm can converge to a local solution to the objective (8) . Following the convergence analysis of the sparse learning by [22] , we provide the convergence analysis of our proposed algorithm in what follows.
Let L(a, z) =
K k=1 L(a; z ik ). According to (8) and (13), we know that a t+1 is determined by
Therefore, we have
Substituting B and C by definitions into (15), we have
2β , f (x) ≤ f (β) holds given any x = β, where β ∈ R. We thus have
and
By some mathematical manipulations, we can derive that (19) This indicate that our algorithm iteratively decrease the objective (8), and is able to obtain a local optimal solution finally.
III. EXPERIMENTS A. DATASETS AND EXPERIMENTAL SETTINGS
Two publicly available datasets, KinFaceW-I and KinFaceW-II [9] , [10] , [25] , are used for our experimental evaluations. There are four kinship relations in the two
datasets, i.e., father-son (F-S), father-daughter (F-D), motherson (M-S), and mother-daughter (M-D)
. There are 156, 134, 116, and 127 pairs of parent-child face images for the four relations in KinFaceW-I, respectively. For the KinFaceW-II dataset, there are 250 pairs of parent-child images for each relation. Each face image in the two datasets is aligned and cropped into 64 × 64 pixels according to the eye positions, as illustrated in Fig. 1 .
FIGURE 1. Some aligned and cropped face images from the KinFaceW dataset [9]. From top to bottom are father-son (F-S), father-daughter (F-D), mother-son (M-S), and mother-daughter (M-D) kinship relations, respectively.
As for the face representations, we extracted three different face descriptors, LBP [16] , HOG [17] , and SIFT [18] for kinship verification. For LBP, each face image is first divided into 8×8 non-overlapping blocks with the size of 8×8 pixels. A 59-dimensional uniform LBP for each block is extracted and then concatenated into a 3776-dimensional vector. For HOG, each face is first divided into 16 × 16 non-overlapping blocks with the size of 4 × 4 pixels, and then divided into 8 × 8 non-overlapping blocks with size of 8 × 8 pixels. As a result, we obtain a 9-dimensional HOG feature for each block, and they are finally concatenated to form a 2880-dimensional vector. As for SIFT, one 128-dimensional feature over each 16 × 16 patch is computed, where the spacing of two neighboring patches is 8 pixels. Finally, the SIFT features are concatenated into a 6272-dimensional vector.
We perform 5-fold cross validation on the two kin datasets. Consider each pair of face images with kin relation as a positive sample, and those without kin relation as negative samples. For the kinship verification task, the number of positive samples is much smaller than that of the negative ones. Our proposed S 3 L works by generating negative samples using the K -NN face images of the parent (or child) face images from each subset. In this manner, given N pairs of face images with kin relation, we can generate 2KN pairs of negative samples for kinship verification under the imageunrestricted setting. We fine tune the parameters of the S 3 L by cross validations, and λ 1 and λ 2 are empirically set as 10.0 and 0.1, respectively. The neighbor size K is set to 5, as the MNRML did [9] .
B. RESULTS AND ANALYSIS 1) COMPARISONS WITH STATE-OF-THE-ART KINSHIP VERIFICATION ALGORITHMS
For a fair comparison, S 3 L is compared with state-of-theart kinship verification methods that work with multiple distance (similarity) metrics in the image-unrestricted setting. In this setting, identity information of the person is available to potentially form additional negative pairs for the training splits. Thus, the Multiview NRML (MNRML) [9] , [10] and multiview SSL [43] are chosen for comparison with our method. Tables I and II present the mean verification rate of the three different solutions on two kinship datasets. As can be observed in these tables, our proposed S 3 L outperforms MNRML on both of the datasets, and it achieves comparable verification performance to the multiview SSL. To better demonstrate the performance difference between S 3 L and MNRML, the receiver operating characteristic (ROC) curves of the two methods on the two datasets are illustrated in Fig. 2 . We can see that the ROC curves of our S 3 L are higher than that of the MNRML.
2) COMPARISONS WITH DIFFERENT SIMILARITY LEARNING STRATEGIES
S 3 L is also compared to three different similarity learning strategies to support the efficacy of our learning method.
a: SIMILARITY LEARNING (SL)
In this setting, a single similarity model is learned using the first and the third terms of the objective (8) with each feature representation.
b: CONCATENATED SIMILARITY LEARNING (CSL)
Different face descriptors (i.e., LBP, HOG and SIFT) for each face image are concatenated into a feature vector to learn a single similarity model by using the first and the third terms of the objective (8). 
c: FUSED SIMILARITY LEARNING (FSL)
For each feature representation, we learn a similarity model by using the first and the third terms of the objective (8) , and then the similarity score of a pair of face images takes the mean of the scores on different feature representations.
The mean verification rates of different similarity learning strategies on different kinship datasets are presented on Tables III and IV. We can see that our S 3 L consistently outperforms SSL, CSL and FSL in terms of the mean verification rate. This also implies that our S 3 L leverages the interactions and correlations between multiview kinship data to obtain the fused and higher-level information for more accurate kinship verification.
3) COMPUTATIONAL TIME
To validate the computational efficiency of our S 3 L, the time spent on the training and the testing (verification) stages by two multi-metric learning based kinship verification methods is investigated on a PC with 2.4 GHz CPU, 6GB RAM using Matlab R2009b software. We can see from Table V that the computational cost of our proposed S 3 L is significantly lower than that of the MNRML in both training and testing. This is mainly attributed to the diagnoal bilinear model used in our similarity learning, making the reduction of the model complexity from
4) PARAMETER ANALYSIS
To evaluate the impact of the parameters λ 1 and λ 2 in our S 3 L, we tune λ 1 and λ 2 in (8) by searching on the grid of {10 −3 , 10 −2 , . . . , 10 2 , 10 3 } following the cross validations. It is observed that our S 3 L is in general robust to the varying value of λ 2 when λ 2 ∈ [0.01, 0.1], and in the experiments λ 2 is set as 0.1. We also investigate how the (group sparsity) parameter λ 1 affects the performance of S 3 L. Taking the KinFaceW-I dataset as an example, as illustrated in Fig. 3 , the best verification performance of the S 3 L can be achieved when λ 1 is set as 10.0. Finally, we take the KinFaceW-II dataset as an example to investigate how the neighborhood size K affects the performance of S 3 L. Fig. 4 presents the mean verification rate versus different K . We can see that S 3 L is generally robust to K when K ≥ 3. As a larger neighborhood size may result in increasing training cost, K is set as 5 in our experiments to obtain a good tradeoff between the effectiveness and efficiency of our algorithm. 
5) DISCUSSION
We have validated the efficacy of our kinship verification method by empirically evaluations. We can explain the reason why our S 3 L achieves better verification rate when compared to the state-of-the-art metric learning based solutions. By using a diagonal bilinear function in similarity learning, our method enjoys the computational efficiency in both the training and testing. By imposing structured sparsity on multiple sparse bilinear similarity functions from different feature representations, the jointly learned similarity model is able to leverage the interactions and correlations between the multiview face data to obtain refined and higher-level information for more robust kin measurement on face appearance.
Our proposed method can be helpful in some vision applications built on the VBM [35] , such as the camera-based kinship measurement system built on the smart phone, which facilitates searching of the missing children via face images. Traditionally, DNA testing is the dominant approach to determine the kinship relation between two persons; however, the time cost of DNA testing is very high and the process is often labor intensive. The camera-based kinship measurement can remedy this limitation since verification of kin relations using facial images is very convenient and its cost is very low. For instance, it is difficult to search a missing child from thousands of candidates by using the DNA testing to verify their kin relation due to the privacy and cost concerns. For this problem, if the kinship verification method is applied, one can quickly first identify some possible candidates which have high kin-similarity on face appearance, Then, the DNA testing can be performed to obtain the exact result.
Finally, we noticed the great advances on kinship verification via representation learning [44] . Basically, the focus of the work [44] is on the feature or representation learning for kinship verification, while our proposed method aims at learning a distance similarity metric. We believe our proposed similarity learning method could be complementary to those representation learning methods [3] - [5] , [7] , [8] , [11] , [13] , [44] for the verification problem.
IV. CONCLUSION
We have presented in this paper a structured similarity fusion method for kinship verification using face images, with the aim of learning a robust similarity measurement on human faces, such that the genetic traits on human faces could be effectively measured. We empirically evaluate our proposed method against the state-of-the-art solutions, and the results support the superiority of our method in terms of the accuracy performance and computational efficiency. Future work will investigate how to integrate feature learning [15] , [27] and metric learning [26] in a unified framework for more robust kinship verification, and we would like to perform more experimental evaluations for our algorithm on more largescale kinship datasets [38] , [42] . 
