Abstract
Introduction
The recognition target in a given image is often occluded by uninteresting objects when the image is taken in general situation (e.g. sunglasses on human faces). If the recognition system can automatically detect the occluded regions using the memory and replace that regions with the estimated information recalled from the memory, it is expected that the recognition ability of the system can he improved and the applicability of the system will he extended.
Kohonen showed that linear auto-associative memory can roughly recall the original image from the partly occluded image [3] . The similar auto-associative memory can he implemented by using Principal Component Analysis (PCA) or Multi-Layer Perceptron (MLP) which has the same number of the input and output units and is trained to map each input vector onto itselQ4.51.
It is well known that strong backward neural connections exist along the visual pathway in the cortex [I] . In the primate cerebral cortex, visual information from the eyes is processed in the primary visual cortex (VI) and the output from V I is further processed in successive areas along the visual pathways. The forward connection from one area to another is always accompanied by a reciprocal backward connection. Okajima 121 showed by the simulation experiments that the system with backward connections can separate an object pattern from the background in the given input image.
["Wl r r -, Section 2 describes how to use the auto-associative network for detecting the occluded regions and replacing that regions with the estimated values [6] . Then the classifier with an auto-associative memory is explained in section 3.
Auto-associative Network
This section introduces an auto-associative memory which can recall its original image from an occluded image. The auto-associative memory is implemented by using a Multi-Layer Perception (MLP) with the same number of the input and output units. By adding the mechanism to estimate certainties of the input pixel values and to replace the input values with the estimates depending on the certainties, the original image can be iteratively estimated from the occluded image. 
MLP for auto-associative memory
The network can be trained by minimizing a sum-of squares error From the viewpojnts of the maximum likelihood estimation, this is equivalent to considering a probabilistic model of errors E: as Gaussian with zero mean. For the consistency with the training of the classifier, here we use the evaluation criterion
By taking the partial derivatives of this evaluation criterion, we can obtain the learning rule as
where n is the learning rate.
Recall of the original image from the occluded image
The auto-associative network described in the previous section has ability 10 retrieve an approximation of the original image from the image with some noises or occlude regions. However the retrieved image may be influenced by such noises or occlusions. To improve the robustness of the auto-associative memory to the occlusions, a certainty measure of each pixel is introduced by evaluating the difference between the pixel values ofthe input image and the retrieved image. The pixel values are modified by using the certainty of each pixel and this process of the retrieval and the modification is repeated several times. The scheme is shown in Figure 2 . The concrete process is summarized as folluws;
S T E P 0 Initialize the iteration parameter t as t = 0 and assign the inpur image 5 to the input vector ofthe autoassociative memory x ( 0 ) STEP 1: Recall the output z ( t ) of the auto-associative memory from the input x ( t ) .
S T E P 2
Compute the pixel-wise differences ~: ( t ) = (x. ~ zi(t))' between the input image x and the retrieved image z ( t ) . Compute the 'tertainty" o j ( t ) of each pixel by using these differences as where u(t) is the robust estimation of the standard deviations of the differences z t ( t ) [7] and is obtained by
Here med(x) denotes the median of the x.
STEP3
Compute the new input x ( t + 1) of the autoassociative memory by using the "certainty" of each pixel as
? i ( t + 1) = R ( t h + (1 -P i ( t ) ) zr(t). (7)
Set the iteration parameter as t + t+ 1 and go to STEP 1 to repeat the modification process until the number of iterations is less than the specified value.
A gwd approximation of the original image can be recalled by repeating this modification process several times.
The equation (7) means that the pixel value of the input image is trustfully used at the pixels with high certainty while the estimated value is used at the pixels with IOW certainty. Computation of the STEP 2 is similar to the robust template matching(81 which can automatically remove occluded regions as outliers and computes the correlation of inliers. Figure 3 (a) . The MLP was trained using these face images. Figure 3 (b) shows examples of the occluded images. Examples of the recalled images are shown in Figure 3 (c) and (d) . In this case, the number of hidden units was set to 17. It is noticed that the results of the simple auto-associative memory without iterations are improved by the proposed method. Figure  4 shows the sum of squares error between the original image and the recalled images. The results with the different number of hidden units (H = 9, H = 17, and H = 21) are shown. The horizontal axis shows the percentage of the occluded regions. The upper curve represents the error of the simple associative memory, while the lower curve represents that of the proposed associative memory. The middle curve shows the results obtained by applying only one iteration. It is noticed that the robustness to the occlusions is improved by the proposed method. By using the modification process, the original image can be recalled even if about 30% of the image is occluded. The tendency of the robustness of the proposed method is same while the sum of squared errors is improved by increasing the number of hidden units. 
Recall experiments

Robust classifier to the occlusions 3
In the applications such as face recognition or face detection, observed faces are sometimes partly occluded by sunglasses, hands, and so on. To make such recognition systems widely applicable, the recognition system should have the ability 10 automatically detect the occluded regions in the given face image. In this paper. auto-associative memory introduced in the previous section is integrated into a simple classifier. Figure 1 shows the network architecture of the proposed classifier. The auto-associative network is integrated in the first half of the classifier in which the hidden units are shared with the auto-associative network.
Classifier and learning algorithm
'In this paper, we use multinomial logit model [lO] as the classifier. Multinomial logit model is a special case of the generalized linear model [lO] , and it can be regarded as one of the simplest neural network model for multi-way classification problems. As shown in Figure I , the connections from the input layer to the hidden layer are shared between the classifier and the auto-associative memory. Thus the number of hidden units is equal to H . 
as
For the training samples { (~j , t j ) } Y =~, the loglikelihood of the classifier is given by By combining this with the evaluation criterion of the auto-associative network, we have a evaluation criterion as
where X is the parameter to adjust the weighting of these two criteria.
The learning rulc for the proposed classifier can be obtained as 
Recognition Experiment
Face recognilion experiments were performed using the same face database. The number of hidden units was again se1 to 17 and the 124 images (4 images x 31 persons) were learned and the recognition rates to the occluded face images were evaluated. Figure 5 shows the relation between the recognilion rates and the percentages of the occlusions.
The horizontal axis shows the percentage of the occluded regions. The upper curve represents the recognition rates of the proposed classifier while the lower curve represents that of the multi-logit classifier, namely the classifier without auto-associative memory. It is noticed that the proposed method can recognize the face even if the percentages of the occluded regions are about 25% for the case of rectangular occlusions. On the other hand, in the case of the classifiers without auto-associative memory, the recognition rate is gradually decreased as the percentage of the occlusions increases. The proposed method was achieved 90.32% of the recognition rates for the face images with sunglasses, while the recognition rate was 77.41% by the classifier without auto-associative memory. These results shows the effectiveness of the proposed approach to the recognition of occluded images.
(a) pixel-wise occlusion, (b) rectangular occlusion Figure 5 . Relation between the recognition rates and the percentages of the occlusions.
