The object of this paper is to use the method of product integration to treat the time dependent evolution equation u'it) = A(t)(u(t)), t ^ 0, where u is a function from [0, oo) to a Banach space S and A is a function from [0, oo) to the set of mappings (possibly nonlinear) on S. The basic requirements made on A are that for each t ^ 0 A(t) is the infinitesimal generator of a semi-group of nonlinear nonexpansive transformations on S and a continuity condition on Ait) as a function of t.
The product integration method has been used by T. Kato in [5] to treat evolution equations in which A(t) is the infinitesimal generator of a semi-group of linear contraction operators. In [6] Kato treats the nonlinear evolution equation in which A(t) is m-monotone and the Banach space S is uniformly convex. For other investigations of nonlinear evolution equations one should see P. Sobolevski [9] , F. Browder [1] , J. Neuberger [8] , and J. Dorroh [3] . 1* Definitions and theorems. In this section definitions and theorems will be stated. For examples satisfying the definitions and theorems below, one should see § 4. Let S denote a real Banach space. DEFINITION 1.1. The function T from [0, oo) to the set of mappings (possibly nonlinear) on S will be said to be a ^-semi-groups of mappings on S provided that the following are true: (1) T(x + y) = T{x)T(y) for x,y^0.
( 2 ) T(x) is nonexpansive for x ^ 0. (3) If p e S and g p (x) is defined as T(x)p for x ^ 0 then g p is continuous and ^(0) = p.
(4) The infinitesimal generator A of T is defined on a dense subset D A of S (i.e., if peD A g' p + (0) exists and Ap = g'/(0)) and if
is continuous from the right on [0, ^), and \\g p + \\ is nonincreasing on [0, co).
The mapping A from a subset of S to S will be said to be a ^-mapping on S provided that the following are true:
(1) The domain D A of A is dense in S. [10] will be used in the theorems below:
If A is a ^-mapping on S, T is the ^-semi-group generated by A, and F is defined as above, then for p e S and ( 
2. Product integral representations. In this section, Theorems 1 and 2 will be proved. Before proving part (1) of Theorem 1 three lemmas will be proved each under the hypothesis of Theorem 1. 
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Proof Parts (i) and (ii) follow from the nonexpansive property of T(u, x), u, x ^ 0. Part (iii) follows from Lemma 1.1. 
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PRODUCT INTEGRAL REPRESENTATION OF TIME DEPENDENT and {sJlΞo is a chain from u to v, then
Proof. An argument similar to the one in Lemma 1.3 proves Lemma 1.6. (2) [a, b] , w e [u, v] , \ u -v | < δ, z e M, and {SJJΞO is a chain from u to v, then
Proof of Part
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and || Ul T(I, dl)z -T(w, \ v -u \)z \\ S I v -u | ε/3| b-a\.
Let {r^U be a chain from α to 5 with norm < δ. Let {sJ Ξo be a refinement of {rjjlo such that there exists an increasing sequence u such that u 0 = 0, u q = m, if 1 g i ^ <? r 2i = s 2% ., and if l^i^q and {ί fc }ϊl 0 is a refinement of {sy}^,,^^ then (1), (2), and (3) 
|| A(ΐ)T(ί, h)U(t, a)p -A(t)U(t, a)p \\ < ε/2
(see Definition 1.1, part (4)). By Lemma 1.5 there exists δ 2 > 0 such
t)U(t, a)p -T(t, h)U(t, a)p\\< h s/2. Then, if 0 < h < min {δ x , δ 2 }, -U(t, a)p) -A(t)U(t, a)p || h,t)U(t, a)p -U(t, a)p) -A(t)U(t, a)p \\ ε/2 + || (l/h)(T(t, h)U(t, a)p -U(t, a)p) -A(t)U(t, a)p
= ε/2 l/h\ h [A
(t)T(t, u)U(t, a)p -A(t)U(t, a)p]du\

Jo I
Hence, d + t/(£, a)p/dt = A(t)U(t, a)p.
Suppose that p e S, 0 < s g 6, and Z7(s, 6)p e D. Let ε > 0. There exists δ L > 0 such that if 0 < ft < δ, then 0 (8, b) Before proving Theorem 3, three lemmas will be proved each under the hypothesis of Theorem 3. and so
^ s -h and || A(s)T(s, h)U(s, b)p
-A(s)C/(s, b)p\\ < ε/2. By Lemma 1.5 there exists δ 2 > 0 such that if 0 < h < S 2 || C/(s -ft, 8)U(8, b)p -T(8, h)U(s, b)p || < ft ε/2 . Then, if 0 < ft < min {d 19 δ 2 ) -ft, b)p -U{s, b)p) -(-A(8)U(8, b)p) \\ -ft, s)f7(s, b)p -[/(s, ft)p) -A(8)U
p \\
< ε/2 + || (l/h)(T(s, h)U(s, b)p -U(s, b)p) -A(s)U(s, b)p || = 6/2 + l/h\ h [A(s)T(s, u)U(s, b)p -A(s)U(s, b)p]du\\ < ε .
Jo II
Hence, d-U(s, b)p/ds = -A(s)U(s, b)p.
is continuous in t.
Proof. Let peS and α, 6 ^ 0. In a manner similar to Lemma 3.1 one proves the following: There is a neighborhood N q>δ about q = Ϊ7 (&, α)p, 7 > 0, and if > 0 such that if z e N q>δ , x, y e [a, 6] , | y -x \ < 7, and {sJiΞo is a chain from x to y then and q e N p>21 , then || U (v, u)q -T(w, v -n) 
There exists a 2 > 0 such that if q e N Pf2δ , ue [a,a + y] 9 and 0 g x < a 2 , then || A(u) T(u, x) α, α + 7] , z e N Pf2δ )) .
Let a = min {α u α: 2 }, let g e N p , δ , let α ^ x ^ α + 7, and let {sj?^ be a chain from α to a; with norm < a. Then, 4. Examples* In conclusion two examples will be given. EXAMPLE 1. Let S be the Hubert space and let A be densely defined and m-monotone on S (Definition 1.2). In M. Crandall and A. Pazy [2] and in T. Kato [6] , it is shown that B is the infinitesimal generator of a ^-semi-group on S (Definition 1.1). Let X be a function from [0, co) to S such that X is continuous. Define A{t)p = Bp + X(t) for pe Domain (B) and t ^ 0. Then A satisfies conditions (I)-(III). EXAMPLE 2. Let S be a Banach space and let B be a mapping from S to S such that B is m-monotone S and uniformly continuous on bounded subsets of S. In [11] it is shown that B is the infinitesimal generator of a ^-semi-group of mappings on S. Let C be a continuous mapping from [0, ©o) to [0, oo), let D be a continuous mapping from [0, oo) to (0, co), and let each of E and F be a continuous mapping from [0, oo) 
to S. Define A(t)p = C(t) B(D(t)-p + E(t)) + F(t)
for ί ^ 0 and ί)GS. Suppose £ ^ 0, ε > 0, and p, qe S. Then,
\\(I-sA(t))p-(I-εA(t))q\\ = (1/D(t)) || (I -εC(t)D(t)B)(D(t)p + S(<)) -(/ -eC(t)D(t)B)(D(t)q + #(*)) ||
(1/Z)(t)) || (D(ί)p + #(*)) -(D(ί)g + E(t)) \\ = UP -q\\ and so A(£) is monotone for t ^ 0. Suppose ί ^ 0, ε > 0, and pe S. Let q' be in S such that (/ -sC(t) 
D(t)B)q' = D(t)p + E(t) + εD(t)F(t).
