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The Hochschild cohomology of a commutative algebra A of characteristic zero, with 
coefficients in a symmetric module M, decomposes into a direct sum H”(A, M) = H1,“-l + 
, . . + H“,‘, where Hi9”-j is the eigenspace for the eigenvalue 2’ - 2 of the ‘shuffle operator’ s,. 
Harrison’s cohomology is HI’ (= Ci HI”). Replacing every module in a long exact sequence 
O--+M-+M,-+-- . + M, + A+ 0 of A-bimodules (with M, not necessarily symmetric) by its 
opposite induces an involution, op, on H’. This is an automorphism of the cup product when 
M = A. The set of fixed elements is the direct sum of the H” with i even. 
Introduction 
Let A be a commutative algebra over a field k of characteristic zero. An 
A-bimodule M will be called symmetric if am = ma for all a E A, m E M. (Of 
course, the categories of symmetric A-bimodules and left A-modules are essen- 
tially the same, but viewed the former way it is a full subcategory of the category 
of all A-bimodules.) We show that in this case, the Hochschild cochain complex 
C*(A, M) : - - - + C”(A, M)+ (?+‘(A, M)-+ -. - 
splits, for positive n, into a direct sum of complexes C”, with C” = C1.n-1 + 
C 24-2 + . . * + PO, and therefore H” = H”(A, M) is a similar direct sum. (As 
algebra cochains of rz variables have dimension n and as topological ones 
dimension n - 1, the decomposition has the expected length.) The complex Cl’ is 
just Harrison’s complex [7] of cochains which vanish on shuffles. (This definition 
is due to Harrison’s referee, MacLane. Its equivalence with the previously 
* Parts of this paper were presented to the American Mathematical Society under the title 
“Commutative algebra cohomology and the opposite of a module”. 
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unpublished original is an essential part of a proof in Section 4.) Thus, HI’ is 
Harrison’s cohomology for commutative algebras. 
Except for H”” we do not know how to interpret the individual HiTq with i > 1. 
However, there is a simple description for fBiH2iyn-2i as a certain Yoneda group. 
For this we use the fact that the group Exti_.(N, M) of equivalence classes of 
A-bimodule exact sequences 
E:O-+M-+M,-+ --M,+N-+O 
has a natural involution, denoted op. (Here N and M are assumed symmetric.) 
Such sequences will be called ‘n-sequences’ or ‘n-extensions’. The basic result is 
that when N = A, the previous ‘even’ part of H” is the set of classes of sequences 
invariant under op. When also M = A, the group H’(A) A) = CB H”(A, A) has 
both an associative ‘cup’ product which is graded commutative, i.e. QC E H”, 
/? E H” imply (Y U p = (-1)““p U (X and (with dimension reduced by one) a 
graded Lie product under which the homogeneous elements of H’ act as graded 
derivations of the cup-product multiplication. We prove that for all Y, the rth cup 
power of H1’ is contained in H”, which suggests that Hi’ U H” C Hi+‘* for all i 
and i. However, for this some hypotheses are probably needed on A. The full 
conjecture would follow if there were a ‘splitting principle’ for A asserting that 
after suitable extension of the coefficient ring k, any given element of Hi’ 
becomes a product of i elements of H ‘*. In any case, the reason for the oft-noted 
lack of a cup product in the Harrison cohomology is clear: the projection of 
H1’U H1’ on HI’ is zero. 
For the graded Lie product it is a corollary to a simple proposition that 
[H1 ??, H’] C H’ ??. (A splitting principle, together with the relation between the 
cup and graded Lie products would, if true, yield that [H”, H”] C Hi”‘.) The 
existence of the graded Lie product does not require that k have characteristic 
zero (or even that A be commutative), but then Harrison’s cohomology generally 
does not agree with the always well-behaved ‘triple’ cohomology (cf. [l]). A 
conceptual definition of the graded Lie product in the cohomology of a commuta- 
tive A has recently been given by Schlessinger and Stasheff [lo]. 
The decomposition of H’ given here is a simple extension of the basic work of 
Barr [l], to whom the first author wishes to express his appreciation for 
conversation (incorporated in at least one proof), and archival material (Har- 
rison’s original manuscript). 
Some of our results do not require characteristic zero, so we adopt the 
convention that k always denotes the coefficient ring of the algebra A and state, 
when necessary, what is needed. However, when k is an arbitrary ring, by an 
‘A-bimodule morphism’ f : M * M’ we shall always mean a morphism which is 
k-split, i.e., for which there is a k-module morphism g : M’ --+ M with fgf = f. 
(Equivalently, ker f is a k-module direct summand of M and im f is a k-module 
direct summand of M’. Here neither M nor M’ is assumed to be symmetric.) 
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Also, long exact sequences will always be supposed to consist of k-split mor- 
phisms. When k is a field this is, of course, no restriction. 
As pointed out by R.-O. Buchweitz, the decomposition of the Hochschild 
cohomology of a commutative algebra may also be deduced from the work of 
Quillen (cf. [9, Theorem 8.6 and Corollary 8.71). He, however, uses a dual 
approach which does not give explicit projection operators. (The decomposition, 
however obtained, actually is the Hodge decomposition, as will be shown 
elsewhere .) 
1. The decomposition 
In the group ring of the permutation group S, one defines the “shuffle’ si,n_i to 
be C (sgn +r where the sum is taken over those permutations ‘TT such that 
lrl<7r2<“’ < vi and r(i + 1) < n(i + 2) <. . * < nn; we assume that 0 < i < n, 
setting s~,~ = s,,~ =O. Wedenotea,@~43a,EA@“by[a,,...,a,]andwrite 
+, . * * , a,] = [a,-$. . . , UT-in]. We may write [a,, . . . , Ui] * [U,+l, . . , a,] for 
si,n-i[“l, * * * 7 a,]. This defines a multiplication on the tensor algebra of A which 
one can readily check is both associative and graded commutative. If A is, as we 
almost always assume, commutative, and M is a symmetric A-bimodule, then as 
Barr [l] points out, to compute the homology or cohomology of A with 
coefficients in M it is sufficient to take a ‘symmetrized’ bar complex: Let 
4 = A C3 A@“, viewed as a symmetric A-bimodule through multiplication on the 
left A factor. The generating elements will be written as a[ a,, . . . , a,] and the 
boundary operator d = d, : B, + B,_, is defined by 
+ (-1)“uu,[u,, . . . ,a,_,]. 
(In particular, d, = 0.) Then H.(A, M) is the homology of B.8, M and 
H’(A, M) is that of Hom,(B., M). Barr proves [l, Proposition 2.21 that 
or 
+ (-l)isi,n-i_,[u, . . - ui] ~ a[U,+l . . 
WQ - * UJ * [a,+1 . . . a,]) = (d[a, . . . UJ) * [a,+1 . . . a,] 
+ (-l)‘[u, . . . UJ * (d[ui+l 
%I 7 (1) 
. . %I> - 
(1’) 
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Denoting by Sh, the subspace of B, generated by all shuffles, it follows that Sh. is 
a subcomplex of B.. We may therefore form Ch. = B. /Sh.. The Harrison 
homology, Har.(A, M) is the homology of Ch. 8, M, and similarly for cohomol- 
ogy. One may view Hom(Ch., M) as the complex consisting of those Hochschild 
cochains vanishing on shuffles. This gives the original (MacLane-)Har- 
rison definition of the Harrison cohomology. 
Remark. One problem with this definition of commutative algebra cohomology 
when the coefficient ring is arbitrary is that, if T is the tensor algebra of A, then 
T/T* T may have torsion, since; for example, (a, b) * (a, b) = 2(a, b, a, b). Barr 
conjectures that taking the homology of the subcomplex of all Hochschild 
cochains vanishing not only on shuffles but also on those elements some multiple 
of which is a shuffle will give the ‘right’ homology. That is, it will coincide with 
the triple cohomology. Moreover, he conjectures that it may be sufficient to 
divide out the divided powers. 
Following Barr, let sgn : Q(S,) + Cl! be the one-dimensional representation of 
the rational group ring of the symmetric group sending every 7~ E S, to sgn 7~, and 
set s, = Cyll’ Si,n_i. He proves [l, Proposition 2.41 that ds, = s,_,d (an immediate 
consequence of (l)), and [l, Proposition 2.51 that for each n 2 2 there is an 
e, E O(S,) with the properties 
(9 
(ii) 
(iii) 
(iv) 
(v) 
e, is a polynomial in s, without constant term, 
sgn erz = 1, 
de, = e,_,d, 
et=e,, and 
e,Si n-l = si n-i for lliln-1. 
It follows immediately that a Hochschild cochain F E C”(A, M) vanishes on all 
shuffles, i.e., has Fs~,~_~ = 0 for all i, if and only if Fs, = 0, or equivalently, if and 
only if Fe, = 0. That Har, is a direct summand of H,, , and Ham is a direct 
summand of H” is then immediate. We need also the following important result of 
Barr [l, Proposition 2.11: Let E, = (1 lyt !) C (sgn 7r) 7~, the sum being over all of 
S, . (This E, is a central idempotent of Q(S,) with E,U = sgn u for all u in Q(S,).) 
Then for any chain [a, . . . a,] we have ds, [ a, . . . a,] = 0, and if u E Q(S,) is such 
that du[u, . . . a,] = 0 for all chains [a, . . . a,] one must have u = (sgn u)E,, i.e., 
u = E,U. Note, incidentally, that sgn si n_r’ is the binomial coefficient (n, i), and 
therefore that sgn s, = 2” - 2. 
An element of a finite-dimensional algebra over a field must be a root of some 
manic polynomial with coefficients in that field; the one of lowest degree is called 
the minimum polynomial. 
Theorem 1.1. The minimum polynomial of s, is 
n 
&(X)=rI[X-(2i-2)]=[x-(2”-2)]p,-~(X). 
i=l 
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Proof. The theorem is trivial for n = 1 (when pl(x) = x and s, = 0), and almost so 
for n = 2 ( ,x~(x) = X(X - 2) and s = 1 - (1,2)). We assume, therefore, that n 2 3 
and proceed by induction (using a technique borrowed from Barr). Since ds, = 
s~_$, we have dp&,) = ,u,(s,_Jd = [P,-~(s~-~)][s~-~ - (2” - 2)]a = 0, because 
r~.~_i(s~_~) = 0. Therefore u = p,(s,) is an element of CT@,) such that 
du[a, . . . a,] = 0, all [a, . . . a,]. Hence P&l) = sgn(P,(%))%* But 
sgn( p,&,)) = p,(sgn sJ = ~~(2~ - 2) = 0, so indeed p,(s,) = 0. 
Now if v is any non-zero polynomial with v(s,) = 0, then a fortiori 
av(s,)[a, . . . a,] = 0, all [a, . . . a,], so sgn(v(s,)) = v(sgn sJ = ~(2” - 2) = 0. 
Therefore, x - (2” - 2) divides v. But also TV = v(s,_,)d = 0, so v(s,_~) 
annihilates every boundary, and moreover does so for every algebra A, including 
the polynomial ring k[x, . . . xn]. It is easy to see that only the zero element of 
Q(,S,) annihilates d[x, . . . xn], so v(s,_~) = 0. Therefore, p, _1 divides v, and as 
x - (2,, - 2) does so also, it follows that ,uu, divides v. So pn is the minimum 
polynomial of s,. Cl 
Thus ,u., has the form (X - A,) . . . (x - A,,) where Ai = 2’ - 2, a product of n 
distinct linear factors. Whenever an element s, of a unital algebra over an 
arbitrary field has such a minimum polynomial, then letting e,,(j) be the jth 
Lagrange interpolation polynomial evaluated at s, , i.e., 
we have 
Theorem 1.2. The e,(j) are mutually orthogonal idempotents whose sum is the 
unit element. Moreover, 
Al%O) + A,e,(2) + * . . + A,e,(n) = s,~ . 
Proof. Multiplication by s, is an operator on the n-dimensional subspace of Q(s,) 
spanned by 1, s,, . , * 7 SE-l. It has the n distinct eigenvalues A,, . . . , A,, , and 
relative to a suitable choice of basis is representable by an n x n matrix with these 
on the diagonal. The assertions are then obvious. 0 
We extend the definition by setting e,(j) = 0 for j > n. 
Theorem 1.3. (i) e, (Burr’s idempotent) = e,(2) + - - - + e,(n). 
(ii) Je,( j) = e,_,( j)J; in particular, de,(n) = 0. 
(iii) sgne,(j)=Oforjfn; sgne,(n)=l. 
(iv) e,(n) = F,. 
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Proof. (i) Since e, is a polynomial in s, without constant term, we may write 
e, = C a,e,(i), where, the e,(i) being orthogonal idempotents, each (Y~ is either 0 
or 1. As A, = 0, one has QI~ = 0, and as e,s, = s,, all other ayi must be 1. 
(ii) If j < n, then the formula for e,(j), together with ds, = s,_~ d gives 
ae,( j) = (hj - A,)-l(s,_l - A,,)e,_l(j)a, Therefore, in this case it is sufficient to 
show that (A, - h,)-l(~,_~ - A,)e,,_l( j) = e,_,(j). Writing s,_~ = Ale,_,(l) + 
.**+ A ._,e,_,(n - 1) th is is evident. For j = n, however, the formula gives 
de,(n) = [n,~,( Ai - A,)] ny:: (s,_l - Ai)d. But ll(~,_, - hi) = ~,_1(~,_1) = 0. 
(iii) For j < n note that sgn e,(j) contains sgn(s, - h,) as a factor, but that is 
0. Since the e,(j) sum to 1, the remaining one must have Signum equal to 1. 
(iv) By (ii), for any [al . . . a,] we have ae,(n)[a, . . . a,] =O, so by [l, 
Proposition 2.11 e,(n) = [sgn e,(n)]&, = E,. ??
It follows that B. is a direct sum of complexes, B . = CBi e, ( j)B . , giving a 
decomposition of both H . (A, M) and H ?? (A, M) for all symmetric A-bimodules 
M. The part of H” corresponding to e,(j) will be denoted Hi’“-’ and the sum of 
these for all n will be denoted H”, and similarly for H.. Note that H” is the 
cohomology of that subcomplex C” of the Hochschild cochain complex 
C ?? (A, M) consisting of all F such that Fs, = (2’ - 2)F. In particular, Cl’ = 
Hom(Ch., M) and H1’ = Har’(A, M). 
Finally, we show that our decomposition has, in a sense, found all operators 
which, like s,, commute with the boundary. 
Theorem 1.4. Suppose that for n = 1,2, . . . , n we have t, in Q(S,) such that 
dt, = t,_, d for all n. Then t, = (sgn Qe,(l) + (sgn t2)e,(2) + - - . + (sgn t,)e,(n). 
Proof. The assertion is trivial for n = 1. We proceed by induction, and assume that 
t n-l = II;:; (sgn ti)e,._l(i). Then d(t, - Cyc; (sgn t,)e,(i)) = 0, so t, = 
II:=;’ (sgn ti)e,(i) + (sgn tn)E,. 0 
2. The opposite of a module and the involution on Ext 
Analogous to the opposite of a ring, we define the opposite of an A-bimodule 
M, denoted Mop, to be the same additive group with the multiplication (new) 
ama’ = (old) a ‘ma. If A is commutative, then AoP = A, but Mop = M by definition 
if and only if M is symmetric. Let N, M be symmetric A-bimodules and 
E:O-+M--+M,-+ ... * M, + N+ 0 be an n-extension of N by M. Then there is 
an n-extension EoP of N by M in which each module is replaced by its opposite 
and the maps (as morphisms of k-modules) are the same as before. Clearly 
E + EoP is an involution and preserves equivalence of n-extensions. It therefore 
induces an involution op = op”(N, M) of Extl_A(N, M). Denoting the equival- 
ence class of E by ]E 1 and the splice of an E in Ext”,_,(N, M) and an E’ in 
ExtT_,(M’, M) by E’ U E E Ext”A_“,(M’, N), then (1~3’1 U IEI)“’ = IE’I’~ U (EI”~. 
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As we have assumed that our A-bimodule morphisms are all k-split, we have 
Ext”,_, (A, A) = H”(A) A). It follows that here op induces an involution of the 
cup multiplication. In the next section we will describe the operation of op on 
H”(A, M), with M symmetric, in terms of cochains. From this one deduces the 
effect of op on the graded Lie multiplication on H’(A, A). Since H’ is graded, the 
map sending a! E H” to (- 1)“~ Op is also an automorphism of the cup product and 
this map, as will be shown, moreover preserves the graded Lie product. This 
section contains some preliminary results. 
An n-extension E7 whose class is the same as that of its opposite will be called 
symmetric. This will surely be true if all the modules in E are symmetric, in which 
case we call E strictly symmetric. 
Lemma 2.1. Let N, M be symmetric A-bimodules. Then the Baer sum of a 
sequence E : O-+ ML M, -% N* 0 with its opposite is strictly symmetric. 
Proof. Write E + EoP as O* M+ E+ N+O, and recall that E, whose symmetry 
we wish to prove, is the quotient of the submodule of all ( p, p’) E M, + MyP 
with gp = gp’ by the submodule consisting of all ( fm, - fm). We must show that 
a( p, p’) - (,u, $)a = (ap - pa, ,u’a - a$) has the form (fm, -fm) for all a in 
A. Now ap - pa is in fM and depends only on gp, and similarly for gp’, so the 
assertion is clear. 0 
Corollary 2.2. If 2 is a unit and E is equivalent to Eop, then E is strictly symmetric. 
Proof. It is equivalent to i (E + EoP). 0 
Remark 2.3. The foregoing holds even when the sequences are not k-split. 
Corollary 2.2 fails for n-extensions with n > 1, and also if 2 is not a unit. On the 
other hand, a similar argument applies to algebra extensions of A by an 
A-bimodule M, i.e., to exact sequences of the form E : O+ M+- B-+ A+ 0, 
where B is an algebra and M is an ideal of square zero in B whose induced 
A-bimodule structure (an element of A operating on M by multiplication by any 
preimage in B) is that originally given. 
Lemma 2.1’. Let M be symmetric. Then E + EoP is symmetric; if 2 is a unit and E 
is equivalent to its opposite, then E is symmetric. •I 
This, too, does not require that the morphisms be k-split, but from here on, we 
assume again that they are. 
Consider now short exact sequences E : O-+ M -+ M, --+ N -+= 0, where N and M 
are given symmetric A-bimodules. Choose any k-splitting s : N-, M, and let D 
denote the map A-+ Hom,(N, M) sending a to the map carrying n to a(sn) - 
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(sn)a. This is independent of s and therefore clearly depends only on the class IEl 
of E. We will denote the image of a under D by f,. It is easy to check that D is a 
derivation of A into the A-bimodule Hom,(N, M), so we have a map 
8 : Exti_,(N, M) + Der(A, Hom,(N, M)). Clearly 6 is a k-module morphism 
whose kernel is precisely Exta (N, M), the group of equivalence classes of left 
module extensions. 
Theorem 2.4. The exact sequence 
O-+Exti(N, M)-+Exta_,(N, M):Der(A, Hom,(N, M))-+O 
splits. When 2 is a unit one can so choose the splitting CT that im u is the set of 
‘skew’ elements of Exti_,(N, M), i.e., those IEl with lEloP = -IE(. 
Proof. If we have a D E Der(A, Hom,(N, M)), then we can define an A- 
bimodule structure on the k-module direct sum N + M by setting a(n, m) = 
(an, am + D,n), (n, m)a = (na, ma). This defines a splitting. When 2 is a unit, 
define the desired splitting u by setting a(n, m) = (an, am + $D,n), and 
(n, m)a = (na, ma - 3 D,n). 0 
Since A is free in the category of left A-modules, we have Exti(A , M) = 0 and 
Hom,(A, M) = M. Taking N = A in the foregoing, we therefore have 
Corollary 2.5. (i) Exti_,(A, M) = Der(A, M). 
(ii) Every element of Exti_,(A, M) is skew. 0 
Corollary 2.5 is also trivial to obtain directly. Given E : O* M+ M, --+ A-+ 0, 
choose any preimage u E M, of 1 E A and define D : A -+ M by fa = au - ua. 
Denoting by D Op E Der (A, M) the derivation associated with EoP, it is clear that 
DoPa = ua - au = -Da, so Do’ = -D. 
3. The cocycle representation of op 
The element of S, interchanging 1 and n, 2 and n - 1, etc., will be denoted p, . 
(If n is odd, then (n + 1)/2 is fixed.) Its Signum is (-l)[n’21 = (-l)(n-1)n’2. From 
PnSi,n_iPn = Sn_i,i it follows that p, commutes with s,, and we shall see in the next 
section that over the rationals, p, is in fact a polynomial in s, . (Whether every 
element of Q(S,) commuting with s, is a polynomial in s, is unknown.) For any 
FE C”(A, M) we 
n(n+1)/2 
define Fop = (-l)“(sgn p,)Fp,. Since (-1)” sgn p, = 
(-1) we can write this as Fop@, . . . a,) = (-l)n(n+1)‘2F(~n . . . a,). We 
show first that if F is a cocycle whose class in H” corresponds, under the natural 
isomorphism H”(A, M)*Exti_,(A, M) to a class IEI, then Fop corresponds to 
1 E OpI. Writing simply that ‘F represents E’, this says that Fop represents EoP. 
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To find a cocycle representing an n-extension of A (even in the non-commuta- 
tive case), observe the following: Suppose that an n - l-extension of A-bimodules 
E n_l :O+ K-+ M,_l-+ - - - -+ M, -+ A -+ 0 is represented by G and that we have 
a short exact sequence E, : 0 -+ M --+ M, -+ K-+ 0. Let s : K+ M, be a k-splitting. 
Then 6(sG) takes its values in M, and so viewed represents the n-extension 
E, uE,_,:O-+ M-+ .a - -+ M, -+ A -+ 0 obtained by splicing the given sequences 
at K. Note also that even if M is not symmetric, we have an isomorphism 
op: H”(A, M)+ H”(A, Mop). Moreover, if FE Z”(A, M) (the group of Hoch- 
schild n-cocycles of A with coefficients in M), then a trivial computation shows 
that if F is cohomologous to Fl then also Fop - FrP. The coboundary operator in 
C’(A, Mop) will be denoted by 6”‘. 
Theorem 3.1. Suppose that A is commutative and M symmetric. Let 
E:O+M+M,-+ ... -+ Ml* A-0 be represented by FE Z”(A, Mj. Then 
EoP:O--+ M-+ MEP-+ - - * --+ MTP--+A-+O is represented by Fop. 
Proof. By the preceding remarks, it is sufficient to show that this is so for any F 
representing E. If n = 1, then F is just a derivation D : A -+ M obtained by some 
choice of preimage u E M, of 1 E A and setting Da = au - ua. In that case we 
have seen that Do’ = YD, and for a 1-cocycle, this is what the formula gives. 
Suppose now that n > 1 and that the assertion is true for n - 1 -extensions. Let 
K be the kernel of M,_, -+ M,_2, so that the n-extension E is a cup product or 
splice E, U En_, as above. Let GE Z”-l(A, K) represent E,_, and choose a 
k-splitting s : K-+ M,, . Since EoP = EyP U E,“!, and GoP represents E,"f , , it is 
sufficient to show that SoP(sGop) = (6(sG))“‘. Now GoP(a, . . . a,_,) = 
C-1) n(n-l)‘ZG(an_l . . . a,), so we have 
(&sG)oP(a,, . . . , a,) = 
= (-1) n(n+1)‘2{a,,sG(a,,_l, . . . , a,) - sG(a,a,_,, an_2, . . . , a,) 
+ sG(a,, an-lan_2, . . . , a,) +. . . 
+ (-l)“sG(a,, . . . , a2)u1} 
= (-1) (n-1)n’2{sG(an, . . . , a2)u1 - sG(a,, . . . , a3, a,a,) +. . a 
+ (-W,sG(a,-,, . . . , a,>> , 
which is just 8°P(sGoP)(a,, . . . , a,). Cl 
Remark 3.2. What we have really shown is that if in E we choose k-splittings 
s, :A--+ M, (taking u = s,l) and Si: Mi_1~ Mi, i =2, . . . , n, and take F = 
6s,@s,_,(. . . . @s,) . . . .))( 1) to represent E, then using the same splittings for 
EoP the cocycle one gets representing EoP is precisely Fop. 
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Recall from [2] that if the coefficient bimodule M is A itself, and if F” E 
C”(4 A), G” E C”(A, A), then the ‘composition product’ F 0 G E 
C min-l(A, A) is defined as follows: First, for each i = 1, . . . , m, set 
(Foi G)(al, * * * > am+n-1) 
= F(a,, . . . , ai-.1, G(ai, . . . , ai+n_l)7 a,+,,, . - - 7 a,+.-,) * 
Then FEG = Cy=, (-1) - (’ l)(n-l)Foi G. If F E Z”, G E Z”, then Fo G need not be 
a co;y;le, but the graded commutator [F, G] = Fg G - (-l)‘m-‘““-l’G~ F is in 
z and its class depends only on the classes of F and G. (If either m is even 
or the characteristic is 2, then FE F is a cocycle; for m = 2 its class is the first 
obstruction to finding a deformation of A whose infinitesimal is the class of F.) 
Thus [ -, -1 defines a graded Lie multiplication in H’(A, A) (with degree = 
dimension - 1) under which the elements act as graded right derivations of the 
cup product. (The full formula is in Section 5 .) A simple computation now gives 
Lemma 3.3. If A is a commutative algebra and F E C”(A, A), G E C”(A, A), 
then 
(i) (Foi G)OP = (-l)mtntmnFop 0 m_i+lGoP , 
(ii) (Fo G)OP = -(Fop; GOP), and 
(iii) [F, GloP = -[Fop, GOP]. 0 
So while op is an automorphism of the cup product on H’(A, A), it is not quite 
one of the graded Lie product. However, we immediately have 
Theorem 3.4. Let A be a commutative algebra and define Qi : H’(A, A)+ 
H’(A, A) by @cx = (-1)*cx”“for (x E H”. Then Sp is an automorphism of both the 
cup and the graded Lie products in H’(A, A). Cl 
It will cause no confusion to denote by op, the element (-l)n(n+1)‘2pn of the 
group algebra k(S, ) . Then Fop = Fop,. If 2 is a unit in k, then k(S,) contains the 
idempotents a, = (1 + op,)/2 and 1 - a, = (1 - op1,)/2. We show in the next 
section that if F E Z”(A) M) is a Harrison cocycle, i.e., if F vanishes on shuffles, 
then Fop = -F. 
4. Harrison’s original definition 
We give here Harrison’s original definition of his cohomology for commutative 
algebras, and a proof that it is equivalent to the shuffle definition of MacLane. 
Harrison calls a n E S, monotone if for all i in { 1, . . . , n} either rj < ni for all 
j < i or 7~j > mi for all j < i. That is (Barr), for every i, the image of { 1,2, . . . , i} 
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under 7~ is a segment, i.e., a set of consecutive integers, of { 1, . . . , n} . Harrison 
calls i a drop with respect to 7~ if i > 1 and 7~j > rri for all j < i. He calls 7ri = s the 
start of 7~. If 7~ is monotone, then we let dr(n) denote the sum of the drops of n. 
For every s > 1 and FE C”(A, M), Harrison sets &?‘(a, . . . a,) = 
C (-l)dr(“)F(a,, . . . a,,), where the sum is taken over all monotone T starting at 
s. Harrison’s complex, as originally defined, consisted of those F such that 
F = L,F for all s = 2, . . . , n. Note that there is a unique monotone T E S, with 
~1 = yz, namely, p,, and for it every i > 1 is a drop. Therefore, dr( p, ) = 
2+3+.-a + n and L,F = -Fop. The condition that F = L,F is precisely that 
F(1 + op,) = 0. 
When an ordered n-tuple (al . . . a,) of elements of A is understood, we will 
abbreviate [al . . . a,] to [l . . . n], so that F([l . . . n]) means F(a, . . . a,). Simi- 
larly, si,,_i[a, . . . a,] = [a, . . . ai] *[ai+l . . . a,] will be denoted [l . . . i] * [i + 1 
. . . n]. We write also LT = CVl=s(-l)dr(V)[~l . . . nn], and LT = [l . . . n], so that 
Harrison’s conditions are F(LT - Lz ) = 0, s = 1 . . . n - 1. 
Theorem 4.1. For s = 1,2, . . . , n - 1 we have 
(i) [s, s - 1, . . . , l] * [s + 1, s + 2, . . . , n] = (-1) s(st1)i2(L~+I - L:), and 
(ii) LZ+, - LT = Cf=, (-l)i(i+1)‘2[i . . . l] * [i + 1 . . . n]. 
Proof. The summands [ ~1. . . m] in [s . . . l] * [s + 1. . . n] all have v monotone 
and all start at either s or s + 1. Conversely, if 7~ is monotone and starts at s, then 
in the sequence ~1, 772, . . . , nrz it must be that s - 1 appears after s (trivial), 
s - 2 appears after s - 1 (else, if rj = s - 2 then the image of 1 . . . j would not be 
a segment), s - 3 appears after s - 2 (similar reasons), etc. . Similarly, s + 2 
appears after s + 1, etc. . So up to their signs, the summands in L: are precisely 
the summands in [s, s - 1, . . . I] * [s + 1, . . . , n] which start at s. (If s = It, 
interpret this as [n . . . 11.) Similarly, the summands of [s . . . l] * [s + 1 . . . n]) 
which start at s + 1 are precisely the summands, up to sign, in LT +1. 
Now the drops of a summand [7~1 . . . Tn] in [s . . . 11 * [s + 1 . . . n] are those 
11, * * * , 1,-l such that Ti, = r. In the process of shuffling, if any i E {s . . . l} 
advances one place through {s + 1 . . . n}, then the sign of the summand in the 
shuffle reverses and the corresponding 7~ has the property that dr(T) changes by 
1. So including the signs, [s.. . l]*[s+ 1.. . n] = +Lz+, 2 Lg. The signs are 
determined by seeing with what signs [s . . . 1, s + 1 . . . n] and [s + 1, s . . . 1, 
s+2... n] appear on both sides, and are as given in (i). The second assertion 
follows immediately. 0 
Corollary 4.2 (MacLane, unpublished). An F E C”(A) M) satisfies F = L,F for 
s=2,..., n (Harrison’s condition) if and only if it vanishes on all shufles 
(MacLane’s condition). 0 
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Corollary 4.3. If F E C” is a Harrison cochain (i.e., satisfies either Harrison’s or 
MacLane’s condition), then F( 1 + op, ) = 0. 0 
Note that nothing in this section has depended on the coefficient ring k. 
5. Symmetry, evenness, and products 
In this section we return to the decomposition of H”(A, M), where A is 
commutative and M is symmetric, and we assume that the coefficient ring k 
contains Q. (In fact, if we consider only dimensions less than or equal to some 
fixed N, then we need only know that 2’ - 2 is invertible in k for i 5 N. It is 
therefore allowable that k have finite characteristic as long as we avoid a certain 
finite number of primes.) 
Recall that op, = (-l)n(n+1)‘2pn, where (p,l, p,2, . . . , p,n) = (n, n - 1, 
* * * 7 l), and that a, = (1 + opI1) /2. This is the ‘symmetrizing idempotent’. That 
is, if F E Z”(A, M) represents an n-extension E : O+ M + . - - -+ A ---, 0, then Fo, 
represents the symmetric part (E + BoP)/2. When F is Harrison, then this 
vanishes. Easy computations give 
Lemma 5.1. (i) ap, = (-l)‘p,_Id; 
(ii) Jop, = op,_,d; 
(iii) pa, = ~~_~a. 0 
If follows from Theorem 1.4 that o-, = C (sgn a,)e,(i). (The sum may range to 
00 since e,(i) = 0 for i > n.) Now sgn op, = (- l)n(n+1)‘2sgn p, = (- 1)“. Therefore, 
sgn a;, = (l+ (-1)“)/2, i.e., it is 0 for n odd and 1 for n even. We therefore have 
Theorem 5.2. Us = e,(2) + e,(4) + * - - + e,(2[n/2]). 0 
Corollary 5.3. The symmetric part of H”(A, M), i.e., the subgroup of classes 
representable by cocycles F with F = Fop, is the even part, i.e., the projection on 
c i=e”enHi’n-i 0 
Denoting the even part of H”(A, M) by He”““‘, when M = A we have 
CoroIIary 5.4. He”““’ ” He”“” ??, Hodd ?? ” Hoddo c He”“” ?? ; Heven ?? u HOdd -, HOdd. u 
H even* c Hodd*. 
Proof. Evident from the fact that if E, E’ are (long) extensions of A by A, then 
(EUE’)oP=EoPUE’OP. 0 
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Were it true for A that Hi’ U H” C Hi+j’, then this would be an immediate 
consequence. Before proving as much as we know, here are some elementary 
observations which could have been in Section 1. 
Lemma 5.5. Let F E C”(A, M) and suppose that Fs, - AF (i.e., that the two sides 
differ by a coboundary, whether they are cocycles or not) for some A E k. 
(i) If h is not one of the eigenvalues Ai = 2’ - 2, i = 1 . . . n of s,, then F - 0. 
(ii) If A = hi for some i, then there is a G - F such that Gs, = A,G. 
Proof. (i) By hypothesis, F(sn - A) = Sf for some f. If A # hi for any i, then there 
is a polynomial p such that (s, - A)p(s,) = 1, so F = (Sf)p(s,). That is, F = 
fap(s,> = fP(%-l>d = S(fP(%-I)). 
(ii) If A = hi, then for all j # i we have Fs,e,(j) - AiFe,(j), or AjFe,( j) - 
A,Fe,( j), whence Fe,(j) -0. Therefore, for G we may take Fe,(i). c] 
The lemma shows that if a cohomology class in H”(A, M) contains an F such 
that Fs, - A,F for some hi, then that class is contained in HiTnWr and can be 
represented by a cocycle G with Ge,(i) = G. 
Theorem 5.6. Let M = A and write H’ for H’(A, A). Then HI’ U - - - U H ‘* (r 
times) C H”. 
Proof. We must show that if we have cocycles Fi E Zni, i = 1, . . . , r, each 
vanishing on shuffles, then setting n = n1 + - - - + n, and Fl U * - - U F, = G, we 
have Gs, - (2’ - 2) G. Now Gs~,,_~ = 0 unless there is some proper, non-empty 
subset I of { 1, . . . , r} such that j = CiElyli. For unless this is the case, if Gsj n_i is 
evaluated on [a] = [a, . . . a,] and we look at those terms in which the entries in 
every Fi but one have some preset value, then what appears in the remaining Fi 
will just be a shuffle, so their sum vanishes. On the other hand, if I = 
{i1, . . . , i,}, then setting i = CiEIni there will be in Gsj,,_i[a] a unique term in 
which Fi, has the entries a, . . . a,,, simultaneously Fi, has the entries ai,+l . . . aiz, 
etc. The sign of this term is precisely that which appears when, using the graded 
commutativity of U , Fi, is shifted left to be the first factor of G, Fi:, is shifted to 
be the second factor, etc. As before, the terms in Gs~,,_~ which do not have this 
form for some I will sum to 0. Denoting by Nj the number of distinct subsets I of 
(1, * - * , r} such that i = Clni, each Gs~,,_~ is therefore cohomologous to NjG. 
Since there are 2’ - 2 proper, non-empty subsets of { 1, . . . , r}, we have Gs, = 
CiGSj,n_j - (2’ - 2) G. ??
As remarked before, it may require some hypotheses on A to prove that 
Hi- u ~j- c Hi+j-. For example, while we know from Corollary 5.4 that H2,’ U 
Hz70 C Hz72 + H4,0, we are unable to prove in general that H2?’ U H2,’ C H4,‘, 
i.e., that if F, G E C2(A, A) are skew (i.e., Fv = (sgn v)F, and similarly for G), 
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then F lJ G is cohomologous to a skew cocycle. For the composition product and 
graded Lie multiplication in C’(A) A) we have 
Theorem 5.7. If FE C”(A, A), GE C”(A, A) are Harrison cochains, i.e., if 
F, G E Cl’, then so are Fo G and [F, G]. 
Proof. Only the first assertion need be proved. We must show, for all p, that 
(FE G)s, m+n_p_l[al . . . a,] = (FE G)[a, . . . ap] * [aP+l . . . am+n_l] = 0. Consider 
first a single F oi G. In it, the sum of all terms where the arguments of G are 
mixed between aj with j d p and j L p + 1 must vanish, because if the arguments 
outside G are kept fixed, then G is being evaluated on a shuffle. Therefore, in the 
surviving terms of Fz G, we may assume that the arguments in G are consecutive 
ai’s and therefore of the form (aj, ai+l, . . . , aj+n_i) with either j + n - 1 up or 
j 2 p + 1. (There may, of course be none of one or the other kind, depending on 
the values of m and p.) Suppose the first case, and set G[ai . . . ai+n _ 1] = b. Then 
the sum of those terms in FEGsP,m+n_p_l[al . . . am+,_l] in which the argu- 
ments of G are (ai . . . aj+,_l) is nothing other than F([a, . . . ai_,, b, 
ai+, . . . apl* Lap+1 * * . %2.,-,-l 1) = 0. The second case is similar. 0 
Since for cy m, p”, y P in H”, H”, HP, respectively, one has [am U p n, y PI = 
[am, yp] + (-l)m(p-l)*m U [p”, yp] (cf. [2]), we have 
Corollary 5.8. The subalgebra of H’ generated under U by H” is closed with 
respect to the graded Lie multiplication. 0 
The special case of Theorem 5.7 for dimension 2, namely that F, G E Cl” 
implies Fz G E ClT2 occurs in the context of the deformation theory of commuta- 
tive algebras, cf. [3]. There, if a Harrison cocycle F E 2’ J (A, A) is viewed as 
(representing) an infinitesimal deformation of A, then its obstruction (the class 
of) F 0 F is again Harrison. 
Finally, the other component of H’ which we can so far identify is H”‘. Let the 
functor from associative algebras to Lie algebras which assigns to every associa- 
tive A the same underlying k-module with the commutator multiplication [a,b] = 
ab - ba be denoted by 9. For a fixed A, we denote also by 9 the functor from 
A-bimodules M to Z’A-bimodules defined by setting [a, rn] = am - ma. This 2 is 
exact; applying it to an n-extension E : O-+ M + M, . - - + M, + A + 0, the re- 
sulting n-extension of 2?A by 2’M will be denoted Z’E. If, as we assume, A is 
commutative, then ZA is abelian and almost all of the information in E 
disappears in ZE. Nevertheless, the latter may not represent 0 in the group of 
n-extensions of Lie algebras. Suppose, as in Section 3, that we fix splittings of all 
the non-zero morphisms in E, by means of which we obtain a cocycle FE 
Z”(A, M) representing E. The same process, with the same splittings, will give a 
Lie cocycle B’ in Z”(ZA, 2ZMj representing ZE. With this notation a trivial 
computation gives 
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Theorem 5.9. Z’F = C ?rES,(sgn T)Fv. Cl 
That is, _YF is just F skew-symmetrized. If we can divide by n!, then 
5?F = n!F&, = n! Fe, (n). By considering sequences, it is easy to see that .2? 
preserves cohomology classes, so there is a morphism H”(A, M)-+ 
H’$(LL’A, 2?M), where Hz denotes Lie algebra cohomology. We denote this 
morphism .2 * . Since M was a symmetric A-bimodule, the Lie operation of A on 
M is identically zero. Therefore, the Lie coboundary operator is identically zero 
and in every dimension the groups of Lie cochains, cocycles, and cohomology 
classes all coincide. Likewise, C”‘O(A, M) = Z”“(A, M) = H”,‘(A, M), since 
again, there can be no coboundaries. For if, say, F = Sf, then F = FE, = (af)~, = 
f% = 0, as &, = 0. 
Theorem 5.10. (i) .Y*H’.‘(A, M) = 0 for i > 0. 
(ii) .Z* : H”“(A, M)+ Hg(Za, YM) is an isomorphism. 
Proof. (i) Trivial, since the e,(i) are mutually orthogonal. 
(ii) We have seen that both cohomologies consist precisely of the skew (or 
alternating) n-cochains of A with coefficients in M. For such a cochain the map 
F-+ C (sgn n) FTT is just multiplication by n ! , which is an isomorphism in charac- 
teristic 0. 0 
Now take M = A and consider two long extensions E, E ’ of A by itself. Clearly 
LZ(E U E’) = 2E U L!?E’, so if either Lk’E = 0 or LZ’E’ = 0, then L!?(E U E’) = 0. 
This gives 
Theorem 5.11. ker 2X!* = @,,,$“(A, A) is an ideal of H’(A, A) under the cup 
product. •I 
Since an algebra of finite dimension, say s, cannot have any alternating cochains 
of dimension greater than s, it follows that if t > s, then H”‘(A, -) = 0. This raises 
the question of whether for large t any other H’-“‘(A, -) must vanish. 
6. Strongly symmetric and splice symmetric sequences 
If M is a bimodule over a not-necessarily-commutative k-algebra A, then a 
singular extension of A by M is an exact sequence O-, M -+ B + A * 0 where 
(i) B is a k-algebra in which the image of M (which, for the moment we 
identify with M itself) is an ideal of square zero and 
(ii) the given A-bimodule structure on M coincides with that induced by letting 
am equal bm where b is any preimage of a in B, and similarly for ma. 
The equivalence classes of these form a k-module naturally isomorphic to 
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H2(A, M) and hence, in turn, to Ext’,_,(A, M). By using k-splittings, as in 
Section 3, it is clear that we have 
Lemma 6.1. A singular algebra extension O+ M -+ B-+ A -+ 0 is representable by 
a Harrison 6: E Z2(A, M) if and only if B is commutative. II 
The module of equivalence classes of sequences obtained by splicing long 
A-bimodule extensions O+ M + M, -+ * - . -+ M, + K-+ 0 with singular algebra 
extensions O+ K -+ B + A + 0 is naturally isomorphic to H”(A) M), since both 
are just the (n - 2)nd derived functors of H2(A, -). Suppose now that A and B 
are commutatative, and that the long bimodule extension is strictly commutative. 
Then the resulting spliced sequence E : 0 --+ M -+ M, + - - - + M2 + B + A + 0 
will be called strongly symmetric. If A is commutative and M symmetric, then we 
will call E a Harrison sequence if the element it represents is in H1 ?? , or 
equivalently, if it can be represented by a Harrison cocycle. 
Theorem 6.2. Any strongly symmetric sequence E : O-+ M-+ M, -+ - - - + M, -+ 
B * A -+ 0 is Harrison. 
Proof. The case n = 2 is that of the preceding lemma; we proceed by induction on 
n. It is sufficient to show that if O+ M + M’ + K + 0 is a short exact sequence of 
symmetric A-bimodules with a k-splitting s : K+ M’ and if F E Z”(A, K) is 
Harrison, then so is a(#). But SF has values in a symmetric bimodule and 
therefore is still Harrison; consequently so is its boundary. Cl 
It follows that the classes of strongly symmetric sequences of length n form a 
subgroup of H1’n-l. Its characterization in terms of cocycles is unknown; in 
general, we conjecture, it is a proper subgroup. (That one can get all of HIV2 as 
the classes of certain kinds of sequences O+ M + N + B + A + 0 with N an 
algebra was shown in [5]. This has been cleverly extended by Iwai [8], but so far, 
we do not know how to apply the results.) 
Note that whenever the class of sequences being considered is restricted, then 
there are two kinds of equivalence one can consider, that within the larger 
original class, and within the restricted one. Assuming that the Baer addition still 
makes sense in the narrower class, the group formed by the restricted equivalence 
classes using the broader equivalence is a quotient of that with the finer one. We 
do not know either for strictly or strongly symmetric sequences, whether the two 
notions of equivalence coincide. 
A broader class of sequences than the strongly symmetric ones is that of those 
E:O-+M-+M,+ ... -+ M, * B + A -+ 0 in which the kernel of each morphism 
is symmetric. We will call these ‘splice symmetric’. One can consider also long 
splice symmetric module extensions E : 0 --+ M -+ M, -+ - - - 4 M, -+ N * 0, since 
these need not represent 0 in Exti _A (N, M) . However, when N = A, if we allow 
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finite characteristic and infinite dimension, then the set of classes of these 
unfortunately may not coincide with the set of classes of splice symmetric 
extensions terminating with an algebra extension of A. To construct an example, 
let J be the kernel of the multiplication map A gk A += A. NOW A gk A is an 
A-bimodule and is not symmetric, but J/J* is symmetric. The latter is the module, 
often denoted flA, of differentials of A in the symmetric theory. That is, if M is a 
symmetric A-bimodule, then Der(A, M) is canonically isomorphic to 
Hom,P,, M). It follows that if we have a sequence E : O+ M + 
M,+M,+A-+O with ker(M,-+ A) symmetric, then there is an 
E’:O+ M+ M;+A@kA/J2 -+ A ---) 0 together with a morphism E --+ E ‘. The 
given E and this E’ therefore represent the same class in Exti_,(A, M). 
However, if fiA = 0, then the class of the sequence E' is zero, while it may be that 
the group of classes of commutative algebra extensions 0 + M * B --) A + 0 does 
not vanish. For example, suppose that k has characteristic p > 0 and is not 
perfect, and let A be the inseparable closure of k, i.e., the field obtained by 
adjoining all p”th roots of all elements of k. Then A has no derivations into any 
symmetric module, so 0, = 0. However, A is not separable (in the sense that it is 
not linearly disjoint, over k, from the inseparable closure of k), so it has a 
non-trivial singular commutative algebra extension 0 + A + B --+ A -+ 0, where 
the A on the left is viewed as an A-bimodule (cf. [3]). It may nevertheless be true 
in characteristic 0 that the splice symmetric elements of Exti_A(A, M) include 
the Harrison ones. 
We can define an ascending filtration of Ext”,_. (N, M) in which the ith group, 
gi, is the set of equivalence classes E : O-+ M + M, + * - - - M, -+ N-+ 0 in 
which (adA)‘M,.=O forj=l,. . . , n. (Here, for any A-bimodule K, (ad A)K is 
the submodule generated by all ak - ka with a E A, k E K.) The classes of the 
strictly symmetric sequences form ‘8 I, and those of the splice symmetric ones, it is 
easy to check, are contained in %*. 
Theorem 6.3. Let A be a finite-dimensional commutative algebra over a field k (not 
necessarily of characteristic zero), and let N and M be symmetric A-bimodules. 
Then the filtration %’ C 8* C - - - C Exti_.(N, M) is finite and terminates at 
Ext,_/,(N, M). 
Proof. We may assume that A is unital, since adjoining a unit element will not 
change its cohomology. Moreover, since N and M are unital bimodules and the 
standard projective resolution of N is by unital bimodules, if any n-extension of N 
by M is given, then there is an equivalent one in which all the bimodules are 
unital. Now if the theorem holds when the coefficient field is extended, then it 
must already hold for k, which we may therefore suppose is algebraically closed. 
In that case, A is a direct sum of algebras each of which is a copy of k plus its 
radical, so the theorem is reduced to this case. But for such an algebra the 
theorem is trivial, for ad k annihilates every unital module, and if the index of 
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nilpotence of the radical, R, is n, then (ad R)2ni-1 = 0. Therefore, the length of the 
filtration is not greater than 2n + 1. tJ 
The relationship of the foregoing filtration to the Hodge-type decomposition is 
unknown. We conclude this section with another open question. Let 8; be the 
‘Jordan functor’ which to every algebra A associates the same k-space, but with 
multiplication ab(new) = (ab + ba) /2, so that if A is commutative, then $A = A 
(but viewed in a different category). The algebras so obtained are by definition 
‘special Jordan algebras’. Unlike the Lie case, however, not every Jordan algebra 
is special, i.e., obtainable by Jordanizing an associative algebra, and there is no 
hope of finding a system of defining polynomial equations for special Jordan 
algebras since there exist quotients of special algebras which are not special. (The 
defining equations for Jordan algebras are that they are commutative, and if L, is 
multiplication by an element a, then L, commutes with La*.) A module M over a 
Jordan algebra A is a k-module with an operation of A on M (i.e., a morphism 
A+ End,M) such that the k-module direct sum A + M with multiplication 
(a, rn)(a’, m’) = (aa’, am’ + a’m) is again a Jordan algebra. (This method of 
defining modules by extensions is very general, cf. [4].) An n-sequence of E of 
bimodules over an associative algebra A thus gives rise to an n-sequence $E 
(which as a sequence of k-modules is identical with E) of $A bimodules. As with 
the Lie functor, we have a morphism Exti_A(N, M)-+Ext>,($N, B;M). In 
particular, we may take N = A. Can the kernel of this morphism be described in 
terms of the Hodge decomposition ? One conjectures that it should at least 
contain H”?O. 
7. Conjectures and more open questions 
This paper had its origin in an attempt to interpret Harrison cohomology 
groups as some form of Yoneda groups. The lack of a cup product suggests that 
there is no abelian category in which H’ '(A, M) is Ext’(A, M). On the other 
hand, in characteristic zero, Harrison’s cohomology is identical with the com- 
mutative algebra triple cohomology, and it is reasonable to ask if the other 
H”‘(A, M) can be obtained as various triple cohomologies also. 
More important, the obvious functoriality of each C”(A, M) in both A and A4 
allows one to define the If” (A, M) for A a ‘diagram’ (i.e., presheaf) of algebras 
over an arbitrary category C and M an A-bimodule. This raises two questions. 
First, as we show elsewhere, associated to each diagram A there is a single 
algebra B;A and a functor from diagram bimodules M over A to single bimodules 
2M over $JA such that, in particular, H’(A, M) is canonically isomorphic to 
H’(,$A, $M). More generally, Exti(N, M) is canonically isomorphic to 
Ext’9A( B;N, 2M). When C is a finite poset, this is proven in [6], where the 
functor 9 is denoted ! . It follows that H’( $A, $M) decomposes in a natural way, 
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even though 9A fails to be commutative except in the most trivial case where C 
has only identity morphisms. Is there some natural category of algebras properly 
containing that of commutative algebras for which our ‘Hodge’ decomposition of 
the cohomology is meaningful? (An abstract of Dan Burghelea, Abstracts Amer. 
Math. Sot. 72(2) (1986) #836-l&49 announces a natural Hodge decomposition of 
the cohomology of certain commutative differential graded algebras of charac- 
teristic 0, but no details are yet available.) 
Second, one of the natural ways to obtain diagrams of commutative algebras is 
from schemes, taking open affine covers, or complex spaces, taking open Stein 
covers, and associating to each open cover its ring of functions. When one has in 
advance the true Hodge decomposition of cohomology, what relation does it have 
to the present theory? To answer this, we would first need basic theorems relating 
the cohomology of a complex space with coefficients in a holomorphic vector 
bundle of some H’(A, M), but such connections surely exist. 
Finally, setting cohomology aside, we have exhibited certain idempotents e,(i) 
in the group ring Q(S,). Their very existence raises various questions, including 
the following: What are the dimensions of the associated representations of S,, 
how do they decompose, and how do they multiply? One can check, using 
characters, that e3 (1) is indecomposable, but e,( 1) is not. So far, little is known. 
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