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ABSTRACT 
Unlike many financial variables that are observable, volatility is not directly 
observed and estimation is required. Because of the success of capturing the evidence 
of volatility clustering in financial time series, the ARCH models introduced by 
Engle (1982) and extended by Bollerslev (1986) become one of the most popular 
classes of model that estimate volatility. However, Bai, Russell and Tiao (1999) 
doubted the accuracy of ARCH volatility estimates if dependence structure and 
non-normality are present in the underlying process. 
This study attempts to discover the effects of AR and MA structure and 
leptokurtosis on the accuracy of ARCH volatility estimates by Monte Carlo 
simulation. It is shown that large and negative MA parameters as well as 
leptokurtotic innovations would enlarge the MSEs of ARCH volatility estimates. In 
contrast, the AR structure has only limited effect on the MSEs of ARCH volatility 
estimates. ARCH models are fitted to the returns of the Hang Seng Index and six 
individual stocks of Hong Kong and the empirical levels of the MSEs of their ARCH 
volatility estimates are derived. 
When ARCH volatility estimates are used as input of other financial models，our 
major findings imply that the resultant financial models are subjected to errors if the 
ARCH volatility estimates have large MSEs. Therefore, instead of treating ARCH 
volatility estimates as the actual volatility, the MSEs of ARCH volatility estimates 
should be derived by the method suggested in this study so as to assess the errors of 
the resultant financial models. 
；筒要 
波 幅 （ V o l a t i l i t y ) 不 同 於 一 般 可 觀 察 的 財 務 變 數 ， 因 爲 
它 是 不 能 直 接 觀 察 而 是 需 要 估 計 的 。 由 E n g l e (1982)開發 
及由Bollerslev ( 1 9 8 6 ) 延 伸 的 自 迴 歸 條 件 異 方 差 （ A R C H ) 模 型 
能 有 效 地 描 述 財 務 時 間 序 列 中 的 波 幅 聚 集 現 象 ， 因 此 
A R C H 模 型 爲 一 種 最 常 用 的 波 幅 估 計 模 型 系 列 。 但 是 ， 
Bai，Russe l l及Tiao ( 1 9 9 9 ) 卻 對 數 列 中 出 現 相 依 結 構 與 非 常 
態 分 佈 時 A R C H 波 幅 估 計 的 準 確 性 存 疑 。 
本 論 文 旨 在 透 過 M o n t e C a r l o 模 擬 法 ， 來 探 討 自 我 迴 
歸 、 移 動 平 均 及 高 狹 峰 度 對 A R C H 波 幅 估 計 的 準 確 性 的 
影 響 。 我 們 發 現 ， 當 移 動 平 均 參 數 取 較 大 負 値 ， 及 隨 機 
誤 差 項 出 現 高 狹 峰 態 時 ， A R C H 波 幅 估 計 値 的 平 均 方 差 
値 便 會 較 大 。 反 之 ， 自 我 迴 歸 結 構 對 A R C H 波 幅 估 計 値 
的 平 均 方 差 値 的 影 響 相 當 有 限 。 本 文 將 A R C H 模 型 應 用 
在 估 計 恆 生 指 數 及 六 個 個 別 香 港 股 票 的 回 報 數 列 ， 並 
計 算 其 A R C H 波 幅 估 計 値 的 平 均 方 差 値 。 
當 A R C H 波 幅 估 計 値 用 作 其 他 財 務 模 型 的 外 生 變 數 
時 ’ 本 文 的 結 果 顯 示 ， A R C H 波 幅 估 計 値 的 平 均 方 差 値 
較 大 時 ’ 這 些 財 務 模 型 亦 會 出 現 誤 差 。 因 此 我 們 不 應 
把 A R C H 波 幅 估 計 値 當 作 實 際 波 幅 ， 而 應 以 本 文 提 出 的 
方 法 來 測 度 A R C H 波 幅 估 計 値 的 平 均 方 差 値 ， 並 用 以 評 
估 某 些 財 務 模 型 的 誤 差 。 
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CHAPTER ONE 
INTRODUCTION 
Volatility is central to modem financial theory because it is a measure of risk. It 
is the utmost important element in financial applications such as optimal portfolio 
allocation, primary assets and derivatives pricing as well as construction of optimal 
hedge portfolio. But volatility is not directly observed so that estimation is required 
It is the estimated volatility to be treated as the quantified measure of risk. 
Traditionally, a simple measure of volatility, and hence risk, is the sample 
unconditional variance of the data set concerned. 
The stylized fact of volatility clustering can be dated back to Mandelbrot (1963) 
and Fama (1965). In the observation of speculative price changes, Mandelbrot (1963) 
noted that "large changes tend to be followed by large changes — of either sign — 
and small changes tend to be followed by small changes". However, it was not until 
the introduction of the Autoregressive Conditional Heteroscedasticity (ARCH) model 
by Engle (1982) that a class of explicit model for time-varying conditional second 
moment was developed. Bollerslev (1986) extended ARCH models to the General 
Autoregressive Conditional Heteroscedasticity (GARCH) model. 
Because of the success of capturing the evidence of volatility clustering in 
financial time series, the ARCH models become a widely accepted measure of 
volatility. In the ARCH models, volatility can be measured in terms of unconditional 
variance estimates and conditional variance estimates. Measuring volatility by the 
unconditional variance estimates assumes that information regarding the past is not 
available and that volatility is constant over time. This is consistent with the finding 
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of Schwert (1990) that the general level of stock return volatility is more or less 
constant over a century, except several short live high volatility periods during stock 
market crashes. On the other hand, measuring volatility by the conditional variance 
estimates makes use of information regarding the past. The resultant time-varying 
conditional variance is consistent with the evidence of volatility clustering. 
This study focuses on the unconditional variance estimates of ARCH models. 
The ARCH unconditional variance is studied because a number of financial models 
are built on non-time-varying measures of risk. These models include the 
Black-Scholes formula (Black and Scholes, 1973) and various binomial models for 
asset pricing. Therefore, the term "volatility" refers to the unconditional variance 
unless otherwise specified. 
However, Bai，Russell and Tiao (1999) pointed out that the accuracy of ARCH 
volatility estimates depends heavily on two features of the underlying process， 
namely dependence structure and non-normality. The former comes from the 
autoregressive or moving average structure in the mean equation of an ARCH 
process while the latter featured the leptokiirtosis of innovation distribution in an 
a r c h model The precision of ARCH volatility estimates would be reduced if the 
underlying mean process has large and negative autocorrelation structure or if the 
innovations are heavily departure from the normal distribution. If an inaccurate 
volatility estimate is treated as the true volatility and it is used as an input of other 
financial models, such as the Black-Scholes formula (Black and Scholes, 1973), the 
resultant models would subject to errors as discussed by Pagan and Ullah (1988). 
Since dependence structure and non-normality are commonly observed in financial 
time series, analyzing their effect on the precision of ARCH volatility estimates is 
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necessary. 
Unfortunately, the accuracy of ARCH volatility estimates cannot be derived 
explicitly in terms of AR, MA and degree of freedom parameters. Therefore, other 
method must be developed to study the effects of AR and MA structure and 
leptokurtosis on the accuracy of ARCH volatility estimates. 
Hence, the first objective of this study is to investigate into the accuracy of the 
unconditional variance estimates of ARCH models by Monte Carlo simulatioa 
Accuracy is measured in terms of mean squared error (MSE). Via simulation, the 
MSEs of the ARCH volatility estimates under different values of AR, MA and degree 
of freedom parameters are derived. It will be shown that large and negative MA 
parameters as well as leptokurtotic innovations produce large MSEs for the ARCH 
volatility estimates. In contrast, although the MSE increases with the absolute value 
of the AR parameter, the overall magnitudes of the MSEs for the AR structure are 
small when compared to those for the MA structure and leptokurtotic innovations. 
Also, the MSEs of the ARCH volatility estimates decrease with sample size used in 
simulation. 
Given a fitted ARCH model from a financial time series, the MSE of the ARCH 
volatility estimate can be estimated by similar simulation procedure. Although Bai， 
Russell and Tiao (1999) have estimated the accuracy of the ARCH volatility 
estimates for exchange rate returns, no other attempt has been made on stock return 
series so far. For this reason, the second objective of this study is to derive the 
empirical levels of the MSEs of the ARCH volatility estimates for the daily returns of 
the Hang Seng Index (HSI) and six individual company stocks in Hong Kong. 
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The remarkably rapid growth of Asian economies since the 1970s has brought 
about a parallel development of capital markets in these countries, especially stock 
markets. This provides world investors with alternative investment opportunities in 
addition to the US and Europe stock markets. The growth in the importance of Asian 
stock markets in the world economy is also due to the fact that Asian stock markets 
bridge the time gap between the US and Europe stock markets. Among all Asian 
stock markets, Hong Kong stock market is the second largest in terms of market 
capitalization, following Japan. By the end of 1999，there are 701 companies list on 
the Stock Exchange of Hong Kong (SEHK)^ with a total market capitalization of 
4727.53 billion Hong Kong dollars, which is the tenth largest stock market in the 
world. In addition, many companies in the Mainland China raise fund through Hong 
Kong stock market to channel capital to this largest growing economy in the world. 
The world stock market crash following Hong Kong stock market crash during the 
Asian financial crisis in late 1997 has illustrated the importance of Hong Kong stock 
market in the global capital markets. 
This study is organized as follows. Chapter two is a review of the existing 
literature on volatility and the ARCH models. Chapter three discusses the 
methodologies of tests，models and simulation methods used in this study. These tests 
include unit root tests, optimal lag length tests and various tests for the ARCH effect. 
This chapter also includes the general framework of ARCH models and the 
simulation experiments designed to study the accuracy of ARCH volatility estimates. 
Chapter four provides data description and empirical results. Chapter five gives a 
conclusion. 
1 On March 6，2000, the Stock Exchange of Hong Kong Limited (SEHK), Hong Kong Futures 
Exchange Limited and Hong Kong Securities Clearing Company Limited merged to form the Hong 
Kong Exchanges and Clearing Limited (HKEx). 
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CHAPTER TWO 
LITERATURE REVIEW 
Before the discussions of methodologies and empirical results on the study of 
the accuracy of ARCH volatility estimates in the following chapters, this chapter 
gives a review of the existing literature on volatility and the ARCH models. We 
begin with a review on the early studies of volatility. Then, we will focus on the 
development of the ARCH class model, which is a widely accepted measure of 
volatility. Finally, studies on the accuracy of ARCH volatility estimates will be 
discussed 
VOLATILITY 
The construction and development of various financial models in the past few 
decades has brought about the need to find an estimator for volatility, which is a 
variable that cannot be observed directly. Not exhaustive, these models include the 
capital asset pricing model (Sharpe, 1964; Lintner, 1965; Mossin, 1966), the 
arbitrage pricing theory (Ross，1976) and the Black-Scholes formula (Black and 
Scholes, 1973). As a result, study on the behavior of volatility is flourishing. 
Early works on volatility can be dated back to Mandelbrot (1963) and Fama 
(1965), who found that uncertainty of speculative prices are changing through time. 
Mandelbrot (1963) further noted that "large changes tend to be followed by large 
changes — of either sign — and small changes tend to be followed by small 
changes" while Fama (1965) and Mussa (1979) observed the same pattern on stock 
price changes and foreign exchange rate changes. 
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Early attempts have been made to model the phenomenon of volatility 
clustering. Using non-overlapping subsamples of returns and a twelve-month rolling 
standard deviation. Officer (1973) found that monthly returns of the Standard and 
Poor's (S&P) composite portfolio were more violate in the 1929 to 1940 period than 
either before or after. On the other hand, Klein (1977) estimated volatility of annual 
inflation rate by taking the five period moving variance estimates about a ten period 
moving sample mean while Khan (1977) used the absolute value of the first 
difference of the inflation rate as variability. To estimate the daily volatility on a 
given day, Garman and Klass (1980) used the difference between the high and low 
prices on that day. 
In contrast to the use of time-varying volatility, some researchers advocate a 
constant volatility over time. Merton (1980) has shown that if market returns follow 
a diffusion-type stochastic process with constant mean and variance, a precise 
variance estimator can be obtained by shrinking the sampling interval to arbitrarily 
small. Using standard deviation as a measure of volatility, Schwert (1990) found that 
the monthly return volatility of a market index of the New York Stock 
Exchange-listed stocks has a typical level of 4% over a century. Nevertheless, short 
live high volatility period do exist during the stock market crashes in October 1929 
and October 1987. 
ARCH MODELS 
The above evidence shows that early works on volatility either adopted a 
constant volatility measure like sample variance or sample standard deviation, or 
adopted a time-varying volatility but without the use of any parametric time series 
model to specify the volatility measure. It was not until the introduction of the 
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Autoregressive Conditional Heteroscedasticity (ARCH) model by Engle (1982) that 
a class of explicit model for time-varying and clustering volatility was developed. 
Since the introduction of the ARCH mode by Engle (1982), its ability to capture 
the evidence of volatility clustering has attracted a large number of researches on the 
theoretical advancements and empirical applications of the ARCH class model. 
Hence, it is impossible to make a complete citation in this paper. In this section, only 
major development of the ARCH class model, especially those related to the study of 
the accuracy of ARCH volatility estimates, will be discussed. Comprehensive survey 
papers on the ARCH models can be found in Bollerslev, Chou and Kroner (1992) 
and Bera and Biggins (1993). 
In the original work of Engle (1982), the linear ARCH model is a serially 
uncorrelated process with constant unconditional mean and unconditional variance, 
but non-constant variance conditional on the past. Also, the normality assumption for 
the distribution of innovations, the maximum likelihood based inference (MLE) for 
parameter estimation and the Lagrange Multiplier (LM) test for the ARCH effect are 
proposed, all of which provide bases for future development and advancement of the 
ARCH class model. 
Bollerslev (1986) extended ARCH models to Generalized Autoregressive 
Conditional Heteroscedasticity (GARCH) model to allow for more flexible lag 
structure and more parsimonious parameterization. The extension of the ARCH 
model to the GARCH model is analogue to the generalization of the MA process to 
the ARMA process. 
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In addition to the GARCH model, other attempts have also been made on the 
structure of ARCH models to enhance its ability to capture other stylized facts of the 
financial markets. The Exponential GARCH (EGARCH) model in Nelson (1990) 
and the Threshold ARCH (TARCH) model in Zakonian (1990) account for the 
asymmetric effect between good news and bad news on financial time series. Engle, 
Lilien and Robbins (1987) proposed the ARCH-in-Mean (ARCH-M) model to 
account for time varying risk premium. Bollerslev and Engle (1986) introduced the 
Integrated GARCH (IGARCH) model to account for the presence of unit root in a 
GARCH process. 
Another major direction for the variation of ARCH models is the assumption 
imposed on the distribution of innovations. Although the unconditional distribution 
of ARCH models has fatter tail than the normal distribution as shown by Milhoj 
(1985) and Bollerslev (1986), it is not adequate to account for the leptokurtosis in 
many financial time series. Since conditional normality assumption is often violated 
in the applications of ARCH models to financial time series, the log-likelihood 
function may be misspecified and the resultant estimators become quasi maximum 
likelihood estimators (QMLE). Weiss (1986) showed that, if the first two conditional 
moments are correctly specified, consistent estimators of parameters could still be 
obtained even if the true conditional density is not normal. On the other hand, Engle 
and Mustafa (1992) and Baillie and Bollerslev (1992) demonstrated that the exact 
form of error distribution plays an important role in the applications of ARCH 
models such as option pricing and construction of optimal forecast intervals. 
To replace the normality assumption, Bollerslev (1987) was the first one adopts 
the standardized Student-t distribution for the innovations with degree of freedom 
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being estimated. Other densities have also been considered. These include the 
normal-Poisson mixture distribution in Jorion (1988), the power exponential 
distribution in Baillie and Bollerslev (1989), the normal-Iognormal mixture 
distribution in Hsieh (1989) and the generalized exponential distribution in Nelson 
(1990). 
THE ACCURACY OF ARCH VOLATILITY ESTIMATES 
Although the ARCH models have been widely applied to stock return, exchange 
rate movement and interest rate [see Bollerslev, Chou and Kroner (1992) for 
examples], very little effort has been put on the accuracy of ARCH models. Engle 
and Gonzalez-Rivera (1991) were the first one who argues that the QMLE could be 
inefficient even if it is consistent and asymptotically normal. They showed that the 
efficiency loss of QMLE could be severe under a normal quasi maximum likelihood 
function if the true conditional density is Student-t distribution. 
Studying the accuracy of ARCH volatility estimates when dependence structure 
and non-normality presence, Bai, Russell and Tiao (1999) had three findings. First, a 
closed form solution for the accuracy of ARCH volatility estimates cannot be 
obtained. Hence, Monte Carlo simulation method should be used to study the 
accuracy of ARCH volatility estimates. Second, when negative MA structure present 
in the mean equation of an ARCH process or when the distribution of innovation is 
leptokurtotic, the ARCH volatility estimates would be highly inaccurate. Third, 
demonstrating with the Dollar-Deutchmark, the Dollar-French Franc and the 
Dollar-Japanese Yen exchange rates, they showed that the empirical levels of the 
accuracy of the ARCH volatility estimates could be derived by Monte Carlo 
simulation. 
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Pagan and Ullah (1988) have pointed out that if an inaccurate volatility estimate 
is treated as the true volatility and it is used as an input of other financial models, the 
resultant models would subject to errors. Therefore, the study of the accuracy of 
ARCH volatility estimates becomes necessary since dependence structure and 
non-normality are commonly observed in financial time series. Evidence of moving 
average structure in financial time series includes Andersen and Bollerslev (1998) 
who studied daily exchange rate returns, Bai, Russell and Tiao (1999) who examined 
intraday exchange rate returns and French, Schwert and Stambaugh (1987) who used 
market risk premium. On the other hand, evidence of autoregressive structure in 
financial time series includes Schwert (1989) who studied daily stock returns. At the 
same time, the leptokurtosis feature of financial time series is well known in the 
literature. 
This study will extend the study of Bai, Russell and Tiao (1999) in two ways. 
First，in addition to those of the MA structure and leptokurtosis, the effect of the AR 
structure on the accuracy of ARCH volatility estimates will be consider because there 
is evidence of AR structure in financial time series as noted above. The mean squared 
errors (MSEs) of the ARCH unconditional variance estimates for each of the three 
features will be examined carefully. Second, the empirical levels of the MSEs of the 
a r c h volatility estimates for the daily returns of the Hang Seng Index (HSI) and six 
individual company stocks in Hong Kong will be derived 
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CHAPTER THREE 
METHODOLOGY 
Following a review of the existing literature on stock volatility and the ARCH 
models in Chapter Two, this chapter describes the methodology of tests, model 
estimation and simulation methods that will be used in empirical studies in the next 
chapter. We start with unit root tests that check for stationarity of time series. 
Optimal lag length selection criteria and tests for the ARCH effect will be followed 
since these tests are necessary prior to the fitting of ARCH models. Then the general 
framework of ARCH models will be presented. Out-of-sample forecast method that 
evaluates model performance will be given. Finally, Monte Carlo simulation 
experiments will be developed to study the accuracy of ARCH volatility estimates. 
TESTING AND ESTIMATION 
AUGMENTED DICKEY-FULLER (ADF) TEST 
Since the presence of unit root in a series would render traditional time series 
tools inappropriate, it is necessary to check for the presence of unit root prior to all 
other tests and model fittings in order to ensure stationarity. One of the most 
commonly used unit root tests is the Augmented Dickey-Fuller (ADF) test (Dickey 
and Fuller, 1979). The regression equations of the ADF test without and with a trend 
are specified in equation (3.1) and (3.2), respectively: 
p 
Ay, + 沙/-I + Z Pi + s” (3.1) 
i=2 
P 
Ay, 二 + yyt-i + “2, + Z PAyt-i.i + � , (3.2) 
i=2 
where a^, y. Pi and are parameters to be estimated, and 
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St is the residual at time t. 
The first step of the ADF test is to determine the most appropriate lag order p. In 
this study, lag lengths are chosen such that the residuals obtained from the regression 
models (3.1) and (3.2) are free from serial correlation. Since the ADF test is well 
known to have low power, that is, low ability to reject a false null hypothesis, 
therefore testing procedure of Doldado, Jenkinson and Sosvilla-Rivero (1990) is 
followed to avoid the inclusion of inappropriate deterministic regressors. Hence, we 
begin with the model that has the lowest power, which is the model that includes a 
drift and a trend. If the null hypothesis is rejected even under low power, the 
conclusion of the absence of unit root can be comfortably made. Otherwise, we 
should suspect that the inclusion of the trend is inappropriate and retest on the model 
with a drift but without a trend. However, a drift is always included in our models to 
adjust for intercept. 
Since under the null hypothesis, the time series is non-stationary, the computed 
test statistics do not follow the standard t-distribution. Therefore, critical values for 
non-standard t-distribution must be calculated. Critical values adjusted for lag order 
are obtained utilizing the response surface functions of Cheung and Lai (1995). 
PHILIP-PERRON (PP) TEST 
By relaxing the assumption on the error distribution of the ADF test，the test 
procedure of Philip and Perron (1988) (PP test hereafter) applies a non-parametric 
correction to the test statistics of the ADF test to allow for serial correlations in the 
error term. Also, Said and Dickey (1984) suggested the use of lag truncation 
parameter, which equals f �w h e r e T is the sample size, to ensure that serial 
12 
correlations in the error term are fully captured. It should be noted that the critical 
values of the PP test is precisely those of the ADF test. 
ZIVOT AND ANDREWS (ZA) TEST 
Since Enders (1995) argued that the unit root tests discussed above are biased 
toward the non-rejection of a unit root when there are structure breaks, Zivot and 
Andrews (1992) have developed another unit root test (ZA test hereafter). The ZA 
test allows for a structure change at some unknown point under three types of 
parameterization, which are: 
y . - U ^ + + + ‘ (3.3) 
>1 
+ > § � + 产 Z)7r(i) + V 少 力 . + ‘ （3.4) 
y=i 
= + O'DU, (i) + ^ "^t + f'DT： (i) + + X ^J^y^-J + ‘ (3-5) 
where X = 7VT is the break function, 
TB is the break point and T is the sample size, 
DUt(X) = lift> TX, 0 otherwise, and 
Dr^t(入)二 t-TJiift> r义,0 otherwise. 
Equation (3.3) is the “crash model" that allows for a one-time change in the 
level of the series at TB. Equation (3.4) represents the "changing growth model" with 
a one-time change in the slope of the trend function at TB. On the other hand. 
Equation (3.5) is the “mixed model" that combines the changes in the level and the 
slope of the trend function of the series. 
The ZA test choose the break point TB that gives the least favorable result for 
the null hypothesis of the presence of a unit root. In other words, X is chosen so as to 
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minimize the one-side t statistics for testing a �1 , where i = A，B, C. The t statistics 
is given by: 
⑷ f ] 二!乂义)， (3-6) 
where A is a specified closed subset of (0,1). 
The estimation procedure is as follows. With the break point function JL = TB/T 
ranging from 2/T to (T-l)/T, equations (3.3), (3.4) and (3.5) are estimated by the 
ordinary least square (OLS) method and a t statistic is computed for each value of A 
For every X, we work backward from the lag order p = p觀 and choose the first 
value o f p such that the t statistic on was greater than 1.6 in absolute and the t 
statistic on c^ ioxl> k was less than 1.6. Said and Dickey (1984) suggested the use 
of t1Z4 for the maximum number of lag order 卩臓.After determining the appropriate 
lag order p for each value of ；L, the t statistics for each value of ；L under the 
corresponding p are compared. Then the minimum t statistics is defined as the one 
that minimize the overall T-2 regressions while the break point is the point 
corresponding to the minimum t statistics. The null hypothesis of the presence of unit 
root is rejected if: 
(3.7) 
where r^ i„f’cc denotes the size of a left-tail critical values from the asymptotic 
distribution of inf (A). 
义eA a \ ^ 
The asymptotic critical values can be found in Zivot and Andrews (1992). 
OPTIMAL LAG LENGTH SELECTION 
Given that a series is stationary, tests for the ARCH effect can be called for. 
However, optimal lag length should be determined as a first step for the tests for the 
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ARCH effect. In the presence of heteroscedasticity and autocorrelation of unknown 
form, Andrews (1991) suggested the use of T " � ^ s lag truncation parameter. In 
determining the most appropriate lag order, Lutkepohl (1985) suggested the use of 
Schwarz's Bayesian information criteria (BIC) since it chooses the correct 
autoregressive order most often and gives the smallest mean squared forecasting 
errors, when compared to other model selection criteria. Hence, in this study, we will 
fit regression models from AR(1) to and adopt the lag order which has the 
minimum BIC. This lag order will be used in the test for the ARCH effect and the 
fitting of ARCH models. 
DUFOURAND ROY (DF) TEST 
To detect for the presence of the ARCH effect，testing for the randomness of 
residuals and squared residuals obtained from the most appropriate autoregressive 
models described above should be called for. The test of randomness with sample 
autocorrelations was developed by Dufour and Roy (1985) (DR test hereafter). The 
DR test computes the test statistics from the exact mean and the exact variance, 
which are given by: 
{n- k) 
彻 ) = -；； ^， 
( � - + + l>kn^ + 2k{k + l)n - Ak^ var(r,) = , 一 ‘ ~ ~ ^ , (3.8) 
R 
where n is the sample autocorrelation, 
E(r0 is the exact mean, 
var(r]^ is the exact variance, 
Rk is the test statistics, 
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n is the sample size, and 
k is the lag order. 
The DR test has a null hypothesis that the variable is random and the test 
statistics of the DR test has the standardized normal distribution. Via simulation, 
Dufour and Roy (1985) showed that the DR test outperforms the Box and Pierce 
(1970) test and the Ljimg and Box (1978) test, both of which use approximate mean 
and approximate variance for normalization. 
If a series possesses the ARCH effect, serial correlations in the residuals 
should be small and large alternatively, hence, the test statistics of the DR test on the 
residuals should be insignificant and significant alternatively. On the other hand, 
serial correlations in the squared residuals should be strong in the presence of the 
ARCH effect. So, the test statistics of the DR test on the squared residuals should be 
significant, rejecting the null hypothesis. 
LANGRANGE MULTIPLIER (LM) TEST FOR ARCH EFFECT 
Engle (1982) employed the Lagrange Multiplier (LM) test to examine the 
a r c h effect. The first step of the LM test is to estimate the most appropriate AR(m) 
model using the OLS method, where m is the optimal lag length selected by the 
minimum BIC as discussed above. Then the squared residuals obtained are regressed 
on a constant and its own lagged values with different orders: 
= cc,+a,£l, + ……+ a J l ^ + ， (3.9) 
where s^ is the squared residuals, and 
V/ is the white noise. 
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If serial correlations in the squared residuals are weak, hence there is no ARCH 
effect, these regressions would have little explanation power and the coefficient of 
determinations, given by R \ would be quite low. With a sample size T, the LM test 
statistics, which is given by TR\ would converge to a chi-square {^q) distribution, 
where q is the lag order used in the regression model (3.9). Hence, if the LM test 
statistic is low，the null hypothesis that a � through aq jointly equal zero, which is 
equivalent to no ARCH effect，cannot be rejected. In contrast, the presence of ARCH 
effect would lead to serial correlations in the squared residuals. TE^ should be 
sufficiently large to reject the null hypothesis. 
Bollerslev (1986) showed that a test for a GARCH(p,q) process is identical to 
the that for a ARCH(p+q) process. 
ARCH MODELS 
If the DR test and the LM test confirm the presence of the ARCH effect in a 
series, an Autoregressive Conditional Heteroscedasticity (ARCH) model can be used 
to capture the property of volatility clustering. 
The ARCH model In the seminal paper of Engle (1982), a linear ARCH(q) model is a 
serially uncorrelated process with constant unconditional mean and unconditional 
variance, but non-constant variance conditional on the past. The ARCH model is 
given by: 
少 ,=B’X,+� （3.10) 
q 
i=\ 
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where ^/卜、is the information set at time t-I, 
X/ is a vector of variables that may include lagged dependent and 
exogenous variables, 
CO and «/ are parameters and B is a vector of parameters to be estimated, 
and 
St-i are the residuals at time t-1, t-2, ，t-q. 
In order to satisfy the conditional normality assumption, Engel (1982) further 
7 n 
modeled St - Vtht , where the innovation v, is assumed to be white noise with 
standard normal distribution. In addition, co is constrained to be strictly positive 
while a j through �a r e constrained to be non-negative to ensure that both conditional 
variance and unconditional variance of the ARCH model are non-negative. It is clear 
that an ARCH process is stationary if a � + + � < 7. 
The ARCH model captures volatility in two forms, conditional variance and 
unconditional variance. The former is given by Jy in (3.10), which is a function of 
error terms in the past. Hence, large (small) realized errors in the past would lead to a 
large (small) conditional variance in current period. Therefore, the ARCH model 
precisely captures the evidence of volatility clustering. In contrast, if X/ includes only 
lagged dependent variables, the unconditional variance is given by <jy * (co/(l -
- -aq)), where Gy is the unconditional variance of>, under homoskedasticity. 
The GARCH model. Bollerslev (1986) extended ARCH models to the Generalized 
Autoregressive Conditional Heteroscedasticity (GARCH) models to allow for more 
flexible lag structure and more parsimonious parameterization. The GARCH model 
is given by: 
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水 1 〜 舉 
乂 =B’X,+。， (3.11) 
q p 
、二斜 名 + Z , 
�=1 j=\ 
where y/t-\ is the information set at time t-1, 
X/ is a vector of variables that may include lagged dependent and 
exogenous variables, 
CO, (M and pj are parameters and B is a vector of parameters to be estimated, 
and 
St-i are the residuals at time t-1, t-2, , t-q. 
From the variance equation of the GARCH model in (3.11), 
q p 
/=i j=\ 
A - ^ , 二2 (3-12) 
‘ i - A ^ ) [ / m t, 
00 
i=\ 
where a(B) and P(B) are respectively q and p order polynomials in the backshift 
operator B, 
CO* = o)/(l-P(B)),md 
Si is the coefficient of Bi in the power expansion of a(B)/[l-/3(B)]• 
Hence，a GARCH(p,q) process with finite p and q can be viewed as an infinite order 
ARCH process so that a high order ARCH process can be parsimoniously 
represented by a GARCH process. In most applications to financial time series, a 
GARCH(1,1) model was found to be sufficient. 
In the GARCH model, co is constrained to be strictly positive while a � through 
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aq and 历 through Pp are constrained to be non-negative to ensure non-negativity of 
the variances. Nelson and Cao (1992) and Drost and Nijman (1993) gave a weaker 
sufficient condition for the conditional variance to be strictly positive, which are 
given hy o) > 0 and 5i > 0. On the other hand, the stationarity condition of an 
GARCH(p,q) process is given by aj + ……+ � + 历+ ……+ Pp < 1, 
Similar to the ARCH model，the GARCH model captures volatility in form of 
conditional variance and unconditional variance. The former is given by Jy in (3.11), 
which featured the evidence of volatility clustering. The latter is given by CTy * (co/(l 
- a j - - aq - Pi - - pp)) if Xt includes only lagged dependent variables, 
where c^ ^ is the unconditional variance ofyt under homoskedasticity. 
Non-normal density. Although the unconditional distribution of ARCH models has 
fatter tail than the normal distribution, it is not adequate to account for the 
leptokurtosis in many financial time series. To capture the feature of leptokurtosis, 
Bollerslev (1987) was the first one adopts the standardized Student-t distribution for 
the innovations Vt with degree of freedom being estimated. Hence, 
• y / | � ~ , “ M 》， (3.13) 
where is the information set at time t-1. 
Although, other densities for the innovations have also been considered, the 
standardized Student-t distribution will be used in this study for its simplicity and its 
ability to capture the feature of leptokurtosis. 
Estimation. Maximum likelihood based inference (MLE) can be used in the 
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estimation of ARCH models. The log-likelihood function is given by: 
m = X { 0 ) 三 X log / ( y , , ； e\ (3.14) 
where 9 are the parameters to be estimated, and 
f(ytWy/t.i； 0) is the conditional normal or Student-t density function based 
on the assumption imposed on the distribution of innovations. 
In this study, the Bemdt, Hall, Hall and Hausman (1974) (BHHH) algorithm will be 
used to maximize the log-likelihood function (3.14) to obtain estimators for the 
parameters. 
It should be noted that since Poon and Taylor (1992) has shown that if the order 
for a GARCH(p,q) process hdis p + q > 4, the estimated parameter values are very 
unstable as they are highly influenced by the initial values used in estimation, 
therefore only models with p + q < 4 will be estimated in this study. 
MODEL EVALUATION 
After fitting the AR(m)-GARCH(p,q) models with various orders, 
out-of-sample forecasts can be used to evaluate model performance. The rank test 
developed by Stekler (1987) will be adopted in this study to evaluate out-of-sample 
forecast performance. 
In performing a rank test for two models, we compare, for each observation, the 
forecasting values of the two models to the actual values and the two models are 
ranked according to their precision in predicting that observation. Then, a score of 1 
is given to the better performing model for that observation while a score of 2 is 
given to the other. The scores assign to a model is summed for all observations as: 
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(3-15) 
t=i 
where Si is the summation of scores assign to model i, 
Rit is the score assign to model i for observation t, and 
T is the sample size. 
If the two models have equal forecasting ability, their scores would have the 
same expected value over time. In such case, the test statistic, which is given by: 
2 
Z^ = ~ S average ^ ^ average , (3.16) 
/=1 
where Saverage is the average of Si, 
would follows a ；^ distribution with a degree of freedom equals one. Hence, if the ^ 
test statistic is low, the null hypothesis that the two models have equal forecasting 
ability cannot be rejected. In contrast, if one model consistently outperforms the 
other, the scores of the former would be much lower than that of the latter. Therefore 
the ^ test statistic would be sufficiently large, rejecting the null hypothesis. 
SIMULATION 
In this study, estimation of ARCH models discussed above is an aim but not an 
end. The estimated parameters of the ARCH models assist a study of the accuracy of 
ARCH volatility estimates discussed below. 
Since the accuracy of ARCH volatility estimates cannot be derived explicitly in 
terms of AR, MA and degree of freedom parameters, Monte Carlo simulation 
experiments are developed. In Experiment I，we begin with introducing a Monte 
Carlo simulation experiment that captures the effects of AR and MA structure and 
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leptokurtosis on the accuracy ARCH volatility estimates. Then, in Experiment II, we 
will develop another Monte Carlo simulation experiment that estimates the empirical 
levels of the accuracy of the ARCH volatility estimates for actual financial time 
series 
EXPERIMENT I 
In this set of experiment, the effects of AR and MA structure and leptokurtosis 
on the accuracy ARCH volatility estimates will be derived. Volatility is given by the 
unconditional variance estimates of ARCH models while accuracy is measured in 
terms of mean squared errors (MSEs). Hence, the accuracy of ACRH volatility 
estimates refers to the MSEs of ARCH unconditional variance estimates. Different 
values of AR and MA parameters in the mean equation are used to model different 
autoregressive and moving average structure. On the other hand, different degrees of 
freedom in the t-distribution of innovations are used to specify different degrees of 
kurtosis. 
Since only one corresponding parameter in the ARCH models can be controlled 
and varied in each simulation experiment, three simulation experiments are 
introduced to examine the effect of each feature on the accuracy of ARCH volatility 
estimates separately. For this reason, AR(1) process is used for autoregressive 
structure, MA(1) process is used for moving average structure and the degree of 
freedom of the t-distribution of the innovations is used to model leptokurtosis. Hence, 
varying the values of these AR, MA and the degree of freedom parameters yield 
different degrees of autoregressive structure, moving average structure as well as 
kurtosis. The effect of AR and MA structure and leptokurtosis on the accuracy of the 
ARCH volatility estimates can be studied through the MSEs of the ARCH 
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unconditional variance estimates under different values of AR, MA and degree of 
freedom parameters. 
For an ARCH model with an AR(1) process in the mean equation, (3.11) 
becomes: 
(3.17) 
q p 
where y/t-\ is the information set at time t-1, 
(h, (h, CO, a-i and Pj are parameters to be estimated, and 
St-i are the residuals at time t-1, t-2, , t-q. 
Hence，volatility of an AR( 1 )-GARCH(p,q) process is given by: 
1 ^ CO 
r ^ * — — - p • (3.18) 
j=l �1 
Similarly, for an ARCH model with an MA(1) process in the mean equation, 
(3.11) can be modified as: 
•V把一1〜现A), 
y, + � 1 � (3.19) 
q p 
i=l j=l 
where y/t-\ is the information set at time t-1, 
0, CO, (Xi and Pj are parameters to be estimated, and 
St-i are the residuals at time t-1, t-2, , t-q. 
Hence, volatility of an MA(l)-GARCH(p,q) process is given by: 
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(1 + 沒 2 ” _ q � � . (3.20) 
In contrast, for an ARCH process with t-distributed innovations, (3.11) 
becomes: 
yt\¥t-i � 
y t = < k + � , (3.21) 
q p 
/=i >1 
where is the information set at time t-1, 
CO, at and Pj are parameters to be estimated, and 
St-i are the residuals at time t-1, t-2, ，t-q. 
In addition, the degree of freedom of the standardized Student-t distribution to be 
estimated is labeled with d. Hence, volatility of an GARCH(p,q) process with 
t-distributed innovations is given by: 
CO 
-q - p • (3.22) 
X=1 j=\ 
For the three simulation experiments,办 in (3.17), Om (3.19) and d in (3.21) are 
the parameters to be controlled and varied, respectively. For the remaining 
parameters, including the drift term in the mean equations and the parameters in the 
variance equations, their values are treated as constants throughout the simulation 
experiments. Parameter estimation discussed above assist the determination of these 
constant values in order to mimic actual financial time series. 
The simulation procedure is as follows. Based on the assumption imposed on 
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the distribution of innovations, T independent realizations of white noise innovations 
will be simulated. With the realized innovations and given all the parameter values, 
the ARCH models given in (3.17), (3.19) and (3.21) will be generated with a sample 
size T. Then, parameters will be estimated by the method ofMLE as discussed above 
and the unconditional variance estimates will be calculated with the estimated 
parameters. The above steps will be repeated A/‘times. Therefore, ANARCH volatility 
estimates will be generated. The accuracy of ARCH volatility estimates will be given 
by the MSE with a sample size N. The unconditional variance estimates calculated 
with the original set of parameter values will be treated as the true volatility measure 
in the calculation of estimation errors. In this study, three sample sizes T, which are 
1000，700 and 500, will be used to examine the effect of sample size on the accuracy 
of ARCH volatility estimates. On the other hand, A^  will be chosen as 500 throughout 
all the simulation experiments. 
To study the effects of AR and MA structure and leptokurtosis on the accuracy 
ARCH volatility estimates, the next step of the simulation procedure is to vary the 
values of <j>u 9 and d used in the simulation experiments and repeat all the steps 
described above. The range for 办 and <9lies between -0.9 and 0.9 with an increment 
of 0.1 to capture the full range of stationary and invertible mean process. On the 
other hand, the range for d will be set from 2 to 10 with an increment of 1, with small 
values of d representing leptokurtotic t-distribution while large values of d 
representing t-distribution that approaches the normal distribution. Then, for each of 
the three feature modeled in (3.17), (3.19) and (3.21), the MSEs of the ARCH 
volatility estimates under different values of (pi, 6>and as well as sample sizes, will 
be plotted and analyzed. 
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EXPERIMENT 11 
Since the ARCH volatility estimates are used as an input of other financial 
models, such as the Black-Scholes formula (Black and Scholes, 1973), the resultant 
models would subject to errors as discussed by Pagan and Ullah (1988) if an 
inaccurate ARCH volatility estimate were treated as the true volatility. Hence, the 
accuracy of the ARCH volatility estimates for actual financial time series should be 
estimated and taken into consideratioa 
The empirical levels of the accuracy of the ARCH volatility estimates for actual 
financial time series can be estimated via Monte Carlo simulations. Given a financial 
time series with ARCH effect, an ARCH model can be fitted and the parameters of 
the ARCH model can be estimated. These estimated parameters, including the lag 
orders in the mean equation and the variance equation, should be treated as the true 
parameters throughout the simulation experiment. 
Based on the assumption imposed on the distribution of innovations, T 
independent realizations of white noise innovations can be simulated. With the 
realized innovations and the true parameters, the ARCH model can be simulated with 
a sample size T. Then, parameters can be estimated by the method of MLE and the 
unconditional variance can be calculated with the estimated parameters. The above 
steps can be repeated N times. Therefore, N ARCH volatility estimates will be 
generated. The accuracy of ARCH volatility estimates for the financial time series 
will be given by the MSE with a sample size N. The unconditional variance 
calculated with the true parameters should be treated as the true volatility measure in 
the calculation of estimation errors. 
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In this study, the empirical levels of the MSEs of the ARCH volatility estimates 
for the Hang Seng Index (HSI) and individual company stock return series will be 
estimated by simulation experiments. Similar to Experiment I，three sample sizes T, 
which are 1000, 700 and 500, will be used to examine the effect of sample size on 
the accuracy of the ARCH volatility estimates. MSEs will also be derived from a 
sample size of 7000 in order to match the sample size used in the estimation of the 
ARCH parameters from the actual series. Again, N will be chosen as 500 throughout 
the simulation experiments. 
When the ARCH volatility estimates are used as an input of other financial 
models，the empirical level of the MSEs of the ARCH volatility estimates should also 
be used as an input to account for the estimation errors of ARCH models in the 
presence of AR and MA structure and leptokiirtosis in the underlying process. 
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CHAPTER FOUR 
DATA DESCRIPTION AND EMPIRICAL RESULTS 
After discussing the methodologies of the test for unit root，the optimal lag 
order and the ARCH effect, as well as those of model estimation and simulation 
in Chapter Three, this chapter presents the empirical results of these tests, model 
estimation and simulation. Unit root tests on the daily returns series of the HSI and 
individual company stocks will precede all other tests to ensure stationarity. Then, 
optimal lag length selection criteria will be applied to these stationary series in order 
to determine the lag order in the regression models of their own lags. Residuals 
obtained from these autoregressive models will be used to test for the ARCH effect. 
Upon confirming the presence of the ARCH effect, various ARCH models will be 
estimated and their out-of-sample forecast performance will be evaluated. The results 
generated from model estimations will then be used in Monte Carlo simulations to 
study the accuracy of ARCH volatility estimates. Prior to all tests, we begin with 
data description and transformation. 
DATA DESCRIPTION 
DATA 
The data used in this study are daily closing index level of the Hang Seng Index 
(HSI) and daily closing stock price of six representative companies listed on the 
Hong Kong Exchanges and Clearing Limited (HKEx)^ from January 1, 1973 to 
November 30, 2000. While the data from January 1, 1973 to August 31, 2000 are 
On March 6，2000, the Stock Exchange of Hong Kong Limited (SEHK), Hong Kong Futures 
Exchange Limited and Hong Kong Securities Clearing Company Limited merged to form the Hong 
Kong Exchanges and Clearing Limited (HKEx). 
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used for model estimation, those from September 1, 2000 to November 30, 2000 are 
reserved for model evaluation. 
The HSI was introduced on July 31, 1964 and the base day index was set at 100. 
It is a value-weighted market index comprised of 33 constituent stocks that are 
representative of the market. The calculation formula of the HSI is given in Appendix 
1. The constituent stocks are grouped under Commerce and Industry, Finance, 
Properties and Utilities sub-indexes since January 13, 1984 when the base day index 
was reset to 975.47. By the end of 1999, the aggregate market capitalization of the 
constituent stocks accounted for 79.19% of the total market capitalization listed on 
the Stock Exchange of Hong Kong (SEHK)l 
Constituent stocks of the HSI are subjected to changes in order to reflect market 
conditions. Appendix 2 presents the names and stock codes of HSI constituent stocks 
by the end of 2000 while Appendix 3 shows the selection criteria of HSI constituent 
stocks by the HSI Services Limited, the company compiling the index. Based on the 
selection criteria, it is clear that the HSI is compiled to proxy the market performance. 
Hence, a study on the performance of the HSI can be viewed as a study on the 
market as a whole. 
All the six individual stocks used in this study are HSI constituent stocks. These 
stocks are chosen for analysis because they have top capitalization and turnover. 
Their names, codes and sectors are listed in Table 1. HSBC Holdings pic (HSBC) is 
one of the world's largest banking and financial services corporations. It has the 
largest capitalization on HHEx with approximately 19% of total market capitalization 
by the end of 1999. Hang Seng Bank Ltd (HSBA) is the second largest locally 
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incorporated bank in Hong Kong. Cheung Kong (Holdings) Limited (CHGK) is an 
investment holding and project management corporation. Its main subsidiaries are 
very active in property development and investment as well as real estate agency. 
Hutchsion Whampoa Ltd (HUTI) is a highly diversified company with investment in 
property market, ports, retail industry, manufacturing, telecommunications, energy 
industry, infrastructure and financial services in twenty-four countries. Sun Hung Kai 
Properties Ltd (SHKP) is one of the largest property developers in Hong Kong. CLP 
Holdings Ltd (CLIG) supplies electricity to business and residential customers in 
Kowloon and the New Territories of Hong Kong. 
All the data of the HSI and the six individual company stocks mentioned above 
are collected from the Datastream, a worldwide financial information service 
supplied by Primark Corporation. For all the seven series, non-trading days are 
excluded. These days included Saturdays, public holidays and special occasions in 
which there were no trading activities, such as computer breakdown and Governor's 
death. For individual stock series, data are also excluded due to trade suspension for 
events such as mergers and acquisitions, major ownership changes as well as major 
asset transactions. Moreover, days on which there were abnormal movement of stock 
prices are excluded. 
Figures 1 to 7 plot the daily closing index level of the HSI and the daily closing 
stock price of the six individual companies against time. Over the period, the HSI has 
been risen for about 120 times while individuals stocks have been risen from about 
140 times to about 1100 times. Several sharp drops in the index level and stock 
prices represent the financial and stock crises that Hong Kong has experienced, 
including the 1987 stock market crash and the Asian financial crisis in late 1997. 
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TRANSFORMATION OF DATA 
In this study, the targets of analysis are not the daily closing index levels and 
stock prices mentioned above，but the daily returns of the HSI and individual 
company stocks. Daily returns are obtained by taking the first difference of the 
logarithm of daily closing index levels or stock prices. 
二 I n尸 r In户/-I, (4.1) 
where Rt is the daily returns of the HSI or individual company stocks, 
Pt is the daily closing index levels or stock prices, and 
In is the natural logarithm operator. 
Summary statistics of the daily returns of the HSI and individual company 
stocks are listed in Table 2. In contrast to the normal distribution that has a skewness 
of zero and a kurtosis of three, all the return series have negative skewness and 
extremely high kurtosis. Negative skewness means that the series are skewed to the 
left while high kurtosis implies that they have fat tailed distributions. Leptokurtosis 
of return series is a typical property of most financial time series. 
Figures 8 to 14 plot the daily returns of the HSI and individual company stocks 
against time. It is clear that large returns of either sign tend to be followed by large 
returns and small returns of either sign tend to be followed by small returns. Hence 
the daily returns of the HSI and the six individual company stocks are consistent with 
the evidence of volatility clustering, which is widely observed in many financial time 
series. This provides preliminary evidence for the presence of the ARCH effect in 
these seven return series and more formal testing procedure for the ARCH effect 
should be called for. 
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TESTING AND ESTIMATION RESULTS 
ADF TEST 
Prior to testing for the ARCH effect and model fitting, unit root tests are 
performed to check for stationarity. The results of the ADF test for daily returns of 
the HSI and individual company stocks are shown in Table 3. Following the testing 
procedure suggested by Doldado, Jenkinson and Sosvilla-Rivero (1990) to reduce the 
adverse effect of low power of the ADF test, we start with the model with lowest 
power, that is, the model that includes a drift and a trend. Lag orders are selected to 
correct for serial correlations in the residuals. Based on the critical values of Cheung 
and Lai (1995), which are adjusted for lag orders, the null hypothesis of the presence 
of a unit root is rejected at the 1% significant level, implying that the daily returns of 
the HSI and individual stocks are stationary. 
Although, it is unnecessary to perform the ADF test on the model with a drift 
but without a trend if the model with a drift and a trend is rejected, the testing results 
of the former are shown for reference. The results of the ADF test with a drift but 
without a trend are consistent with those with a drift and a trend, rejecting the null 
hypothesis at the 1% significant level. 
PP TEST 
The PP test, which has a weaker assumption on the error distributions than the 
ADF test, has similar finding with the ADF test. Table 4 lists the results of the PP test 
for daily returns of the HSI and individual company stocks. Lag truncation parameter 
as suggested by Said and Dickey (1984) is given by f , where T is the sample size, 
which is 9 for all the seven series. The PP test rejects the null hypothesis of the 
presence of a unit root at the 1% significant level for all the seven series no matter a 
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trend is included in the models or not. 
ZATEST 
Allowing for the presence of a structure break at some unknown point, the ZA 
test gives a conclusion that is coincide with those of the ADF test and the PP test. 
The results of the ZA test for daily returns of the HSI and individual company stocks 
are given in Table 5. As proposed by Said and Dickey (1984), p丽 is given by 
where T is the sample size, which is 9 for all the seven series. For all three types of 
model specifications, the ZA test rejects the null hypothesis of presence of a unit root 
at the 1% significant level for all the seven series. 
OPTIMAL LAG LENGTH SELECTION 
Since the unit root tests conclude that all the series are stationary, the 
determination of lag orders to be included in the models can be carried out as a first 
step of the tests for the ARCH effect. By regressing the daily returns of the HSI and 
individual company stocks on its own lag from order 1 to order as suggested by 
Andrews (1991)，which equals 83 under our sample size T, the minimum BIC 
suggested by Lutkepohl (1985) concludes that the most appropriate model for the 
HSI，HSBC, HSBA and HUTI series is AR(1) while that for the CHGK, SHKP and 
CLIG series isAR(3). 
DF TEST 
The DR test is used to analyze the residuals and the squared residuals obtained 
from the AR models discussed above. The results of the DR test for residuals and 
squared residuals of HSI and stocks daily returns are given in Tables 6 and 7, 
respectively. For all the series, alternative insignificance and significance of the test 
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statistics for the residuals suggest that serial correlations in the residuals are small 
and large alternatively. On the other hand, serial correlations in the squared residuals 
are highly significant. This combined pattern of serial correlations in the residuals 
and the squared residuals is a typical pattern for the presence of the ARCH effect. 
LM TEST FOR ARCH EFFECT 
Formal LM test for the ARCH effect is then called for. By regressing the 
squared residuals obtained from the AR models with a constant its own lags, the LM 
statistics for the first twenty-four orders are calculated and shown in Table 8. All 
statistics are significant at the 5% level, rejecting the null hypothesis of no ARCH 
effect. This implies the presence of the ARCH effect in the daily returns series of the 
HSI and individual company stocks. 
ARCH MODELS 
Having evidence of the ARCH effect by the DR test and the LM test, ARCH 
models are fitted to the daily returns series of the HSI and individual company stocks. 
The fitting of the ARCH models can be separated into the mean equation and the 
variance equation. For the mean equation, the results of the optimal lag length 
selection can be carried forward here. Hence, the mean equations of the HSI, HSBC, 
HSBA and HUTI series are AR(1) processes while that of the CHGK, SHKP and 
CLIG series are AR(3) processes. 
For the variance equation, Poon and Taylor (1992) have shown that if the order 
for a GARCH(p,q) process hsis p + q > 4, the estimated parameter values are very 
unstable as they are highly influenced by the initial values used in estimation. For 
this reason, only models with p + q< 4 would be fitted to the daily returns series of 
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the HSI and individual company stocks. For each lag order, ARCH models with 
normally distributed innovations and those with t-distributed innovations would be 
fitted. As suggested by Bollerlsev (1986) and Akgiray (1989), the best fitted model is 
selected by comparing the log-likelihood values. Table 9 shows the log-likelihood 
values of various ARCH models fitted to the daily returns series of the HSI and 
individual company stocks. It is clear that the ARCH models with t-distributed 
innovations outperform the ARCH models with normally distributed innovations for 
all the seven series. This is consistent with the finding of Bollerlsev (1987). The 
maximum log-likelihood value criteria suggest that all the seven series follow a 
GARCH(1,1) process with t-distributed innovations. This confirms many 
applications of the ARCH models that a GARCH(1,1) process is sufficient to model 
the evidence of volatility clustering in financial time series. Estimated parameters for 
series fitted with AR(3)-GARCH(1,1) model and series fitted with 
AR( 1 )-GARCH( 1,1) model are given in Tables 10 and 11，respectively. Since，(x + p 
< 1 for all the series, the fitted ARCH models are weakly stationary. 
MODEL EVALUATION 
Although the best fitted model for the HSI, HSBC, HSBA and HUTI series was 
found to be AR(3)-GARCH(1,1) model, AR(1)-GARCH(1,1) model is preferred to 
AR(3)-GARCH(1,1) model for two reasons. First, as only one parameter can be 
varied in each simulation experiment discussed in the previous chapter, an 
AR(1)-GARCH(1,1) model can provide a clearer picture for the effect of dependence 
structure on ARCH volatility estimates than an AR(3)-GARCH(1,1) model does. 
Second, an AR(1>GARCH(1,1) model has a parsimonious parameterization when 
compared to an AR(3>GARCH(1,1) model. The aim of model evaluation is therefore 
to examine whether the best fitted model, the AR(3)-GARCH(1,1) model, 
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outperform the AR( 1 )-GARCH( 1,1) model. 
To determine whether the AR(3)-GARCH( 1,1) model outperform the 
AR( 1 )-GARCH( 1,1) model, the two models are compared and evaluated in terms of 
out-of-sample forecasting ability. Estimated parameters of the AR(3)-GARCH(1,1) 
model and the AR(1)-GARCH(1,1) model fitted to the HSI，HSBC, HSBA and HUTI 
series, as shown in Tables 10 and 12, respectively, are used to make forecast. The 
forecasting period is September 1, 2000 to November 30，2000 with a total of 66 
forecasting values. Optimal forecasts for the AR( 1)-GARCH( 1,1) model are 
generated by equation (4.2) while those for the AR( 1)-GARCH( 1,1) model are made 
by equation (4.3): 
(4.2) 
yt^j ky^j-i + k9 t ” - i + kh^j-^, (4.3) 
��� A 
where 么，於，么and么are the maximum likelihood estimators of the regression 
coefficients. 
Although squared returns are more relevant to the ARCH models than returns 
do, linear transformation has no effect on the result of rank test. Hence, forecasting 
ability of the two models on stock returns can be used. 
For each observation, the forecasted values of the two models are compared to 
the actual values and their scores are calculated based on the rank test discussed in 
the previous chapter. A rank test for the AR(3)-GARCH(1,1) model and the 
AR(1)-GARCH(1,1) model fitted to the HSI, HSBC, HSBA and HUTI series are 
performed and the results are shown in Table 13. For all the four series, the null 
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hypothesis that the two models have equal forecasting ability cannot be rejected at 
the 5% level. As stated above, AR(1)-GARCH(1,1) model would has an advantage 
over AR(3)-GARCH(1,1) model and because the two models have equal forecasting 
ability, we adopt the AR(1>GARCH(1,1) model for the HSI, HSBC, HSBA and 
HUTI series. Hence, an AR(1)-GARCH(1,1) model with t-distributed innovations is 
used for all the seven series in the following simulation experiments. 
SIMULATION RESULTS 
In Chapter Three, we have specified two sets of experiments. Experiment I contains 
three Monte Carlo simulation experiments that examine the effects of AR and MA 
structure and leptokurtosis on the mean squared errors (MSEs) of ARCH volatility 
estimates. Experiment n includes seven Monte Carlo simulation experiments that 
derive the empirical levels of the MSEs of the ARCH volatility estimates for the HSI 
and six individual stocks daily returns series. In this section, the results of 
Experiment I will be presented in Results I while those of Experiment 11 will be 
given in Results 11. 
RESULT I 
Based on Experiment I in Chapter Three, this section presents the simulation 
results of the effects of AR and MA structure and leptokurtosis on the MSEs of 
ARCH volatility estimates. The MSEs of ARCH volatility estimates measure the 
accuracy of ARCH volatility estimates. Different values of AR and MA parameters 
in the mean equation are used to model different autoregressive and moving average 
structure. On the other hand, different degrees of freedom in the t-distribution of 
innovations are used to specify different degree ofkurtosis. 
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Since only one corresponding parameter in the ARCH models can be controlled 
and varied in each of the three simulation experiments specified in Experiment I, 
other parameters must be treated as constant. Models fitted and parameters estimated 
in the last section can be used in this context. Since the best fitted model for all the 
seven series was found to be the GARCH(1,1) model, the GARCH(1,1) model would 
be used throughout the simulation experiments. In the simulation experiments, for 
those parameters that are treated as constants, which include the drift term in the 
mean equation and the three parameters in the GARCH(1,1) model, the averaged 
value of the corresponding parameter estimated from the seven series, as shown in 
Table 14, are used. 
Autoregressive Structure in the Mean Equation. To study the effect of the 
autoregressive structure in the mean equation, the following AR(1)-GARCH(1,1) 
model with normally distributed innovations is used in the simulation experiment: 
� = 7 . 8 2 5 x 1 0 4 + ^ ^ , 1 + � 
/z, =9.574x10"'+0.1159<, +0.8756^1- (4.4) 
The effects of the values of (j)i on the MSEs of the ARCH volatility estimates 
are shown in Figure 15. Under our parameterizations, the estimation error depends 
on the absolute value of (jn and is more or less symmetric for positive and negative (pi. 
For small values of 伞！, of either sign, the MSEs of the ARCH volatility estimates are 
not different from the MSE of the ARCH volatility estimates when the 
autoregressive structure is absent. On the other hand, for large values of z^J；, of either 
sign, the MSEs of the ARCH volatility estimates increase sharply. However, 
although the MSEs are large for large (j)!, when comparing with small 办，the values 
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of the MSEs are still quite low. In addition, the MSEs of the ARCH volatility 
estimates decrease with the sample size 7 used in the simulation experiments. Hence, 
the autoregressive structure in the mean equation has only marginal effects on the 
accuracy of the ARCH volatility estimates, especially in large samples. 
Moving Average Structure in the Mean Equation. To study the effect of moving 
average structure in the mean equation, the following MA(1)-GARCH(1,1) model 
with normally distributed innovations is used in the simulation experiment: 
K = 7 . 8 2 5 x 1 0 ^ , , 
(4 5) 
/z, =9.574x10'' +0.8756Vi. ‘ 
Figure 16 shows the effects of the values of 6 on the MSEs of the ARCH 
volatility estimates. It is clear that the moving average structure gives a completely 
different picture. In contrast to the autoregressive structure, the presence of moving 
average structure in the mean equation enlarges the MSEs of the ARCH volatility 
estimates for all non-zero ffs. 
In general, negative values have larger estimation errors than positive <9 values. 
For negative ffs, the MSEs of the ARCH volatility estimates increase with the 
absolute value of the MA parameter. The values of the MSEs under large and 
negative ffs are quite large, when compared to those under large (j)i. Hence, the MLE 
method does not guarantee the accuracy of the ARCH volatility estimates when the 
mean process has large and negative moving average values. For positive ffs, the 
MSEs of the ARCH volatility estimates decrease with the MA parameter for small 0 
values, but increase with the MA parameter for large values. This is consistent with 
the findings ofHillmer and Tiao (1979) that the estimation error of <9 would be large 
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for near non-invertible MA process. Hence, the estimation error of large 0 reduces 
the accuracy of the ARCH volatility estimates. Similar to the autoregressive structure, 
the MSEs of the ARCH volatility estimates under the moving average structure 
decrease with the sample size used in the simulation experiments. 
Innovations with a Standardized Student-t Distribution. In contrast, to study the 
effects of the leptokurtotic innovations, the following GARCH(1,1) model with 
t-distributed innovations with degree of freedom d is used in the simulation 
experiment: 
, (4.6) 
ht =9.574x10-' +0.1159^1 +0.8756/2^. 
The effects of the values o f d on the MSEs of the ARCH volatility estimates are 
given in Figure 17. It is clear that for innovations with a degree of freedom in the 
t-distribution smaller than 4，the estimation error is very large. On the other hand, for 
innovations with a degree of freedom in the t-distribution large than 4，the MSE is 
very small. Since a small degree of freedom in the t-distribution represents the 
leptokurtosis feature in the distribution of innovations, leptokurtotic innovations 
adversely and seriously affect the accuracy of the ARCH volatility estimates. Hence, 
if the distribution of innovations violates the normality assumption proposed by 
Engle (1982), the ARCH volatility estimates would be highly inaccurate. Similar to 
the previous two features, the MSEs of the ARCH volatility estimates with 
leptokurtotic innovations decrease with the sample size used in the simulation 
experiments. 
Number of Replications. One may argue that the calculation of the MSEs based on 
500 replications may not be adequate to precisely derive the accuracy of ARCH 
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volatility estimates. Hence, we increase the number of replications to investigate into 
the effect of the value of N on the accuracy of ARCH volatility estimates. With 
sample size T equals 500, the number of replications N is doubled to 1000 and then 
further doubled to 2000 while other aspects of the simulation experiment remain the 
same. The autoregressive structure in the mean equation in (4.4) is used as a 
demonstration. As regards the AR parameter values used in the simulation, those 
estimated for the seven series are used. In order to provide a more comprehensive 
picture, the AR parameter values like -0.1, ±0.5 and 土0.9 are included as well. 
The effects of the number of replications on the MESs of the ARCH volatility 
estimates are shown in Figures 18 and 19. Figure 18 uses 1000 replications while 
Figure 19 uses 2000 replications. In both figures, the solid line represents the MESs 
of the ARCH volatility estimates with a sample size of 500 derived from 500 
replications, while the solid triangles represent the MSEs of selected AR parameter 
values derived from 1000 and 2000 replications. From those figures, it is clear that 
the solid triangles track the solid line, indicating that the number of replications has 
limited effect on the MESs of the ARCH volatility estimates. Increasing the number 
of replications does not improve the precision of the MSEs. 
Bias. Since MSE is the sum of variance and squared bias, a large bias means that the 
accuracy of ARCH volatility estimates can be easily improved. Table 15 shows the 
root mean square errors (RMSEs) and bias of the ARCH volatility estimates in 
Experiment I with a sample size of 1000. It should be noted that the relationships 
between bias and ARCH parameters do follow those between MSE and ARCH 
parameters. For example, for larger negative MA values, the share of bias in RMSE 
is also larger (more than 20 percent). This kind of relationship was found previously 
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in the simulation. Hence, large sample estimation provides more accurate ARCH 
volatility estimates than small sample estimation. 
Table 17 shows the RMSE and bias of the ARCH volatility estimates for the 
HSI and stocks daily returns with sample size 1000. The percentage shares of bias in 
RMSE range from 1.15 for HSBA to 11.88 for HSI. Although HSBA has the largest 
MSB among the seven series, it has the smallest bias as a percentage of RMSE. 
These bias measures provide useful information in improving the accuracy of ARCH 
volatility estimates. 
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CHAPTER FIVE 
CONCLUSION 
Many modem financial models are built on the important concept of risk and 
volatility, which are not directly observable. In the estimation of volatility, the 
Autoregressive Conditional Heteroscedasticity (ARCH) model of Engle (1982) and 
its various extensions receive lots of credit from the literature because the ARCH 
class model successfully captures the evidence of volatility clustering. However, 
while the ARCH models have been extensively applied to various financial time 
series, little effort has been made to address the question of whether the ARCH 
models provide an accurate estimation of volatility. 
Using the method of Monte Carlo simulation, this paper attempts to give an 
answer to the above question. Since serial correlation in the autoregressive and 
moving average structure and the feature of leptokurtosis are widely observed in 
financial time series, we focus on the accuracy of ARCH volatility estimates in the 
presence of AR and MA structure in the mean process and leptokurtotic innovations. 
Under the parameterization that mimic daily stock returns, we find that the 
ARCH models do not necessary provide accurate volatility estimates, as measured by 
the mean square errors (MSEs) of unconditional variance estimates. When the 
underlying ARCH process has large and negative MA parameters in the mean 
process or when the innovations have a leptokurtotic distribution, the ARCH 
volatility estimates would be highly inaccurate. For the MA structure, the MSEs 
increase with the absolute value of the MA parameter when the MA parameter is 
negative. Using the standardized student-t distribution with different degrees of 
45 
freedom to represent different levels of kurtosis, we have shown that the MSEs 
increase sharply when the number of degrees of freedom is smaller than 4. On the 
other hand, the presence of AR structure in the ARCH model has only very limited 
effect on the accuracy of ARCH volatility estimates. Although, the MSEs increase 
when the absolute value of the AR parameter is large, the overall magnitudes of the 
MSEs are very small under the AR structure. In addition, we find that large sample 
estimation provides more accurate volatility estimates than small sample estimation, 
under all the three features mentioned above. A breakdown ofMSE into variance and 
squared bias shows that the relationships between bias and ARCH parameters do 
follow those between MSB and ARCH parameters. 
Since volatility estimates from the ARCH models are used as an input of many 
financial models and the outputs of those models are as good as their inputs do, it is 
necessary to examine whether the ARCH volatility estimates for actual financial time 
series are accurate. Again, by using Monte Carlo simulation, we have derived the 
empirical levels of the ARCH volatility estimates for the daily returns series of the 
Hang Seng Index (HSI) and six individual company stocks. We find that six out of 
the seven series have very small MSEs as they have small absolute values of the AR 
parameter and their degrees of freedom are larger than 4. Only the series HSBA has a 
large MSE with a degree of freedom smaller than 4. Although HSBA has the largest 
MSE among the seven series, it has the smallest bias as a percentage ofRMSE. 
Although the ARCH models provide a relatively accurate volatility estimates for 
most of the series under our examination, it does not mean that the derivation of the 
empirical levels of the ARCH volatility estimates is not important. For high 
frequency financial time series, evidence of large and negative moving average 
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parameters and leptokurtotic innovations has been widely documented. Since we 
have demonstrated the presence of these two features would result in highly 
inaccurate ARCH volatility estimates, deriving the empirical levels of the ARCH 
volatility estimates is therefore necessary in the study of high frequency financial 
time series. 
Since this study is just one of the earliest attempts to study the accuracy of 
ARCH volatility estimates, there is still plenty of room for further research. Some 
interesting extensions that worth further research are suggested here. First, as this 
study examines the effect of AR structure, MA structure and leptokurtotic 
innovations on the accuracy of ARCH volatility estimates separately, our results do 
not capture the interaction of these three features. The combination of different 
ARMA structures and innovations with different levels of kurtosis will provide an 
insight into the interacting effect of these three features on the accuracy of ARCH 
volatility estimates. Since actual financial time series may possess more than one of 
the three features, such a study will provide an aggregate effect of the characteristics 
underlying a financial time series on the accuracy of the ARCH volatility estimates. 
Another challenging extension is to develop tools that incorporate the empirical 
levels of the accuracy of the ARCH volatility estimates of this study into various 
financial models that use volatility as an input. In order words, in-depth analysis is 
required on the financial models in which volatility is an input so that extensions of 
these financial models can be constructed to incorporate the empirical levels of the 
accuracy of the ARCH volatility estimates. By taking the accuracy of ARCH 
volatility estimates into consideration, the resultant models would provide more 
accurate outputs than the corresponding counterparts. 
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In Hong Kong, a number of equity derivative products are traded in the Hong 
Kong Exchanges and Clearing Limited (HKEx). These derivative instruments 
include stock futures and options, the HSI futures and options, as well as various 
sub-index futures and options. They are used by investors and portfolio managers to 
hedge against their underlying equity market positions. However, without an 
accuracy measure of risk，it is impossible to develop fair values for these derivatives, 
or to construct optimal hedge portfolio. In order words, if investors and portfolio 
managers use the ARCH models to estimate risk without considering the inherent 
estimation errors, their portfolio allocation will not be optimal and their hedging 
strategies will not be effective. As a result, their portfolio will be exposed to risk that 
could result in tremendous loss. Hence, incorporating the accuracy of the ARCH 
volatility estimates into various financial models with volatility as an input can 
provide more accurate primary assets and derivatives pricing, as well as more 
effective portfolio allocation and construction of optimal hedge portfolio. 
Using alternative approaches to address the accuracy of ARCH volatility 
estimates provides another direction of future research in this area. Instead of using 
Monte Carlo simulation and MSEs, the accuracy of ARCH volatility estimates can 
also be measured by the asymptotic variance of the ARCH unconditional variance. 
The asymptotic variance can be obtained by the Taylor approximation of the 
covariance matrix of the parameters. However, asymptotic variance can be very 
inaccurate in small sample. A comparison of MSE obtained from simulation 
experiments and asymptotic variance will provide insight into the sample size 
necessary to provide a precise measure of asymptotic variance. 
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Table 1. Samples used in the study 
Name of Sock Price Index and Code Sector Sample Period Sample for 
Companies Forecast 
Hang Seng Index HSI Sock Price Index 1/1/1973-30/11/2000 6837 66 
HSBC Holdings pic HSBC Finance 1/1/1973-30/11/2000 6827 66 
Hang Seng Bank Ltd HSBA Finance 1/1/1973-30/11/2000 6834 66 
Cheung Kong (Holdings) Limited CHGK Properties 1/1/1973-30/11/2000 6832 66 
Hutchsion Whampoa Ltd HUTI Commerce and Industry 1/1/1973-30/11/2000 6830 66 
Sun Hung Kai Properties Ltd SHKP Properties 1/1/1973-30/11/2000 6829 66 
CLP Holdings Ltd CLIG Utilities 1/1/1973-30/11/2000 6831 66 
a. T is the number of observations used in estimation. 
Table 2. Summary statistics of the daily returns of the HSI and individual company 
stocks，Rt 
Series Maximum Minimum Mean Standard Error Skewness Kurtosis T“ 
HSI 0.1725 -0.4054 4.358E-4 0.02039 -1.4105 32.0039 6836 
HSBC 0.1930 -0.3215 5.251E-4 0.01955 -0.5878 18.1056 6826 
HSBA 0.1572 -0.3298 6.423E-4 0.02092 -0.9145 16.8223 6833 
CHGK 0.2584 -0.3454 7.693E-4 0.02983 -0.3168 12.9059 6831 
HUTI 0.3023 -0.4113 5.905E-4 0.02985 -0.5131 15.5188 6829 
SHKP 0.2406 -0.5221 6.182E-4 0.03010 -1.1939 22.8090 6828 
CLIG 0.1839 -0.3891 4.544E-4 0.02163 -0.6753 22.0486 6832 
a. T is the number of observations used in estimation. 
Table 3. Results of the ADF test for HSI and stocks daily returns 
ADF test with drift and trend ADF test with drift but without trend 
Series Lag Length�Statistics P-value'' Lag Length�Statistics P-value'' 
HSI 11 -21.048 0.0000 11 -21.027 0.0000 
HSBC 17 -18.303 0.0000 17 -18.274 2.317E-30 
HSBA 14 -18.941 0.0000 14 -18.942 0.0000 
CHGK 31 -14.731 3.076E-22 31 -14.704 2.914E-27 
HUTI 4 -36.143 0.0000 4 -36.112 0.0000 
SHKP 23 -16 096 1.115E-22 23 -16,079 5.401E-29 
CLIG 7 -29.098 0.0000 7 -29.099 0.0000 
a. Lag length is chosen to correct for serial correlations in the residuals. 
b. P-values are adjusted for lag order, as given by Cheung and Lai (1995). 
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Table 4. Results of the PP test for HSI and stocks daily returns 
PP test with drift and trend PP test with drift but without trend 
Series Lag Length� Statistics P-value^ Lag Length� Statistics P-value^ 
HSI 9 -6649.26 0.0000 9 -6652.67 0.0000 
HSBC 9 -7181.05 0.0000 9 -7185.13 0.0000 
HSBA 9 -7091.83 0.0000 9 -7092.37 0.0000 
CHGK 9 -6526.56 0.0000 9 -6527.63 0.0000 
HUTI 9 -6906.66 0.0000 9 -6912.50 0.0000 
SHKP 9 -7066.15 0.0000 9 -7067.42 0.0000 
CLIG 9 -6728.68 0.0000 9 -6729.23 0.0000 
a. Lag length is chosen to correct for serial correlations in the residuals with lag 
truncation parameter equals where T is sample size, as suggested by Said 
and Dickey (1984). 
b. P-values for the PP test are precisely those of the ADF test. 
Table 5. Results of the ZA test for HSI and stocks daily returns 
The Crash Model The Changing Growth Model The Mixed Model 
Series Lag Zivot-Andrews Lag Zivot-Andrews Lag Zivot-Andrews 
Length� inf-t-statistic^ Length� inf-t-statistic^ Length� inf-t-statistic^ 
HSI 6 -28.975 6 -28.931 6 -29.518 
HSBC 9 -28.871 9 -28.852 6 -28.810 
HSBA 5 -31.200 5 -31.077 5 -31.277 
CHGK 6 -29.922 6 -29.762 6 -29.981 
HUTI 5 -32.406 5 -32.393 5 -28.810 
SHKP 9 -22.744 9 -22.579 9 -22.809 
CLIG 1 -56.986 4 -36.186 1 -57.298 
a. Lag length is the corresponding lag order of the break point function that 
minimize the Zivot-Andrews inf-t-statistic over the range from 2,r to (T-l)/T, 
where T is sample size. For each break point function, the maximum number of 
lag order is given by suggested by Said and Dickey (1984). 
b. Critical values for Zivot-Andrews inf-t-statistic is given by Zivot and Andrews 
(1992). 
All test statistics are significant at the 1% level. 
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Table 6. Results of the DR test for the residuals of HSI and stocks daily returns 
Lag 1 2 3 4 5 6 7 8 9 10 11 12 
HSI -0.018 0.078 -0.007 0.113 -0.802 -0.970 2.421* 0.734 2.093* 3.399* 0.971 1.612 
HSBC 0.003 0.058 -0.006 0.041 -0.820 0.084 1.607 -0.071 2.213* 1.568 2.220* 2.364* 
HSBA -0.038 -0.001 -0.160 0.802 0.098 0.686 2.084* 2.698 * 0.185 2.909* 0.119 2.073* 
CHGK 0.092 -1.230 1.018 0.580 0.519 -0.434 1.783+ 2.136* -0.739 0.853 2.448* 2.214* 
HUTI -0.019 0.086 0.046 0.653 -1.362 -1.400 -0.096 0.093 2.079* 2.191* -0.071 2.141* 
SHKP 0.028 0.562 3.167* 0.698 -1.033 3.104* 1.837+ 1.812+ 2.207* 1.747+ 1.033 0.078 
CLIG 0.039 -1.391 3.272* 0.873 -2.334* -1.699+ 1.513 0.071 0.861 2.283* 2.165* 0.716 
Lag 13 14 15 16 17 18 19 20 21 22 23 24 
HSI 1.302 0.694 -2.470* -1.116 0.678 0.269 -0.010 1.543 -1.252 0.494 -0.978 -1.189 
HSBC 2.539* -0.429 -1.960* -1.326 1.151 -0.580 0.629 -1.406 -0.836 1.316 -1.059 -0.544 
HSBA 2.769* 0.560 -0.660 -0.900 1.915+ -0.982 0.221 1.575 0.418 -1.231 0.106 -0.716 
CHGK -1.399 2.066* -1.228 -0.150 0.876 -0.534 1.306 -1.012 0.469 0.739 -0.668 -1.810+ 
HUTI 0.570 0.338 -0.633 -0.265 1.376 -0.408 -1.324 0.940 -0.821 1.217 -1.191 -1.684+ 
SHKP 0.865 4.669* -0.829 -0.648 0.012 1.690+ -1.861+ 1.480 1.912+ -1.565 0.156 -0.759 
CLIG 1.040 -1.557 -1.716+ -0.307 -0.721 -1.472 0.273 -0.166 -1.360 -0.410 -1.382 -0.892 
* significant at the 5% level, + significant at the 10% level. 
Table 7. Results of the DR test for the squared residuals of HSI and stocks daily 
returns 
Lag 1 2 3 4 5 6 7 8 9 10 11 12 
HSI 14.305* 5.133* 5.165* 4.598* 3.535* 2.469* 4.069* 3.191* 5.597* 4.485* 3.590* 2.173* 
HSBC 2.932* 1.538 2.592* 1.924+ 2.194* 0.959 1.060 1.024 0.850 1.201 1.409 0.665 
HSBA 14.565* 7.119* 5.001* 6.966* 4.603* 4.574* 5.321* 3.771* 4.223* 2.131* 2.249* 2.772* 
CHGK 18.939* 8.597* 13.446* 11.764* 8.340* 5.177* 7.224* 8.058* 15.581* 12.778* 10.783* 8.602* 
HUTI 17.050* 7.794* 6.403* 4.704* 4.464* 3.968* 6.740* 3.225* 6.588* 5.880* 5.411* 4.389* 
SHKP 9.746* 5.856* 6.954* 7.367* 4.804* 2.130* 6.443* 4.255* 3.184* 5.679* 4.037* 3.841* 
CLIG 13.610* 5.001* 4.625* 3.837* 3.736* 2.736* 3.163* 2.810* 3.926* 3.177* 4.287* 2.443* 
Lag 13 14 15 16 17 18 19 20 21 22 23 24 
H S I 3 . 7 6 4 * 2 . 8 0 4 * 2 . 5 7 6 * 1 _ 9 4 1 了 2 . 1 6 0 * 1 . 6 6 1 + 1 . 6 1 2 2 . 3 8 7 * 1 . 3 6 9 1 . 3 2 4 1 . 0 6 7 1 . 3 0 9 
HSBC 1.034 0.650 0.521 0.721 0.541 0.737 0.444 1.379 0.346 0.369 0.799 0.644 
HSBA 2.374* 3.020* 3.489* 4.435* 1.475 2.732* 1.340 1.977* 1.142 1.307 2.047* 1.901 + 
CHGK 7.271* 7.866* 4.102* 4.413* 3.594* 2.857* 6.374* 10.397* 8.122* 3.798* 7.645* 5.793* 
HUTI 5.252* 3.778* 2.921* 2.663* 3.657* 2.595* 2.721* 4.219* 2.210* 2.531* 2.651* 4.031* 
SHKP 3.612* 3.372* 2.865* 1.859+ 3.476* 2.542* 1.708+ 4.281* 2.937* 2.237* 1.236 1.877+ 
CLIG 2.814* 3.235* 2.722* 2.237* 3.091* 4.539* 2.835* 2.748* 2.911* 1.454 1.331 2.191* 
* significant at the 5% level, + significant at the 10% level. 
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Table 8. Results of the LM test for the ARCH effect of HSI and stocks daily returns 
Lag 1 2 3 4 5 6 7 8 9 10 11 12 
HSI 391.32 397.80 411.32 417.65 421.94 423.18 432.07 434.49 453.05 458.26 460.75 463.91 
HSBC 100.43 102.42 108.47 111.36 115.18 115.62 116.28 116.85 117.22 118.16 119.52 119.68 
HSBA 564.43 585.91 593.59 622.69 626.57 630.87 643.44 645.41 648.82 648.86 649.16 649.29 
CHGK 764.88 784.59 891.50 925.92 937.35 937.46 946.21 960.25 1095.96 1124.59 1139.03 1139.96 
HUTI 636.86 654.74 670.21 675.27 681.43 685.20 708.58 708.64 731.31 738.59 744.89 746.89 
SHKP 349.01 367.08 399.59 428.11 435.40 435.40 446.69 464.33 466.37 481.53 484.21 487.01 
CLIG 452.09 457.94 469.70 475.36 481.42 483.31 485.06 489.67 497.01 499.45 507.62 509.57 
Lag 13 14 15 16 17 18 19 20 21 22 23 24 
HSI 466.26 466.92 467.92 468.02 468.23 468.23 468.30 469.55 469.55 469.62 469.62 469.75 
HSBC 120.14 120.15 120.53 120.77 120.87 121.15 121.20 122.60 122.60 122.63 122.96 123.14 
HSBA 650.17 652.82 656.50 663.82 664.15 664.31 664.32 664.82 664.84 664.87 665.48 666.01 
CHGK 1140.10 1143.56 1145.53 1145.71 1146.71 1150.84 1155.46 1185.44 1190.77 1193.18 1200.02 1200.02 
HUTI 754.14 754.64 755.03 755.05 757.62 757.62 758.15 761.83 761.90 762.25 762.74 766.87 
SHKP 489.70 490.88 491.48 491.48 494.14 494.60 494.60 502.04 502.93 503.10 503.24 503.30 
CLIG 510.28 513.35 514.72 515.32 518.51 526.96 527.61 528.82 530.43 530.50 530.50 531.47 
All test statistics are significant at the 5% level. 
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Table 9. Log-likelihood values of ARCH models fitted to HSI and stocks daily 
returns 
Normal 
Model 
GARCH(0,1) GARCH(0,2) GARCH(0,3) GARCH(1,1) GARCH(1,2) GARCH(2,1) 
HSI 17654.34 17956.06 18133.99 18564.93 18555.27 18565.51 
HSBC 17101.48 17520.32 17624.86 17826.39 17832.52 17762.19 
HSBA 17177.29 17296.22 17400.24 17696.22 17647.43 17704.98 
CHGK 14721.47 14951.45 15159.78 15673.20 15573.32 15690.64 
HUTI 14765.96 15009.80 15205.02 15531.60 15511.79 15543.41 
SHKP 14767.60 14952.24 15136.70 15643.45 15530.09 15662.45 
CLIG 17030.83 17218.68 17286.15 17516.19 17471.38 17532.91 
Student-t 
Model 
GARCH(0,1) GARCH(0,2) GARCH(0,3) GARCH(1，1) GARCH(1,2) GARCH(2,1) 
HSI 18348.71 18534.92 18323.66 18852.51 18849.41 18849.42 
HSBC 18206.02 18297.75 18352.49 18527.22 18301.31 18526.66 
HSBA 17959.36 18017.64 18060.79 18187.87 18095.49 18185.02 
CHGK 15579.90 15682.97 15743.71 15955.19 15926.52 15949.72 
HUTI 15487.75 15641.25 15721.39 15929.53 15824.32 15928.35 
SHKP 15555.61 15655.44 15739.95 15950.92 15920.38 15942.98 
CLIG 17744.99 17832.63 17866.58 17989.62 17889.54 17985.68 
Normal and Student-t represent the assumption imposed on the density function of 
innovations. 
Table 10. Estimated parameters for series with AR(3)-GARCH(1,1) process as the 
best fitted model 
Mean Equations Variance Equations Innovations 
Parameters — 
^ (h h <h CO a p d 
HSI 8.712E-4 0.09079 -0.02084 0.04999 5.113E-6 0.1361 0.8572 6.0272 
(5.8396) (7.1276) (-1.6806) (4.0828) (6.4725) (13.5538) (94.4655) (17.0947) 
HSBC 5.196E-4 0.00537 -0.00931 0.02499 5.107 E-6 0.0878 0.9028 4.6662 
(3.2093) (0.4522) (-0.7761) (2.1121) (5.8748) (11.1266) (117.7512) (19.6552) 
HSBA 6.467E-4 -0.01946 0.00578 0.02394 1.322E-5 0.1430 0.8481 3.6254 
(3-8904) (-1.669) (0.4843) (2.0363) (6.8231) (10.6818) (79.0423) (19.1205) 
HUTI 8.898E-4 0.02422 0.00809 0.03318 9.344 E-6 0.1075 0.8888 4.9149 
(3.8876) (1.9814) (0.6733) (2.7494) (5.8888) (12.4964) (116.9677) (18.2509) 
Innovations of all the test models are assumed to have Student-t distribution, with 
estimated degree of freedom d. t-ratios are in parentheses. 
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Table 11. Estimated parameters for series with AR( 1 )-GARCH( 1,1) process as the 
best fitted model 
Mean Equations Variance Equations Innovations 
Parameters  
(l>o (t>i CO a p d 
CHGK 8.994E-4 0.04471 1.295E-5 0.1121 0.8795 4.7377 
(3.8633) (3.6910) (6.3384) (12.0528) (107.8278) (15.9535) 
SHKP 0.001118 0.02547 9.813E-6 0.1070 0.8877 5.0211 
(4.8914) (2.0862) (6.1567) (12.5247) (117.2884) (6.7297) 
CLIG 4.111E-4 5.056E-4 1.142E-5 0.1180 0.8648 4.2301 
(2.3664) (0.04312) (7.0860) (11.3945) (88.4808) (19.2122) 
Innovations of all the test models are assumed to have Student-t distribution, with 
estimated degree of freedom d. t-ratios are in parentheses. 
Table 12. Estimated parameters of the AR(1)-GARCH(1,1) model fitted to HSI, 
HSBC, HSBA and HUTI series 
Mean Equations Variance Equations Innovations 
Parameters  
(h <h 0) a p d 
HSI 9.043E-4 0.08856 5.036E-6 0.1351 0.8584 6.0529 
(6.0630) (7.0023) (6.4326) (13.5625) (95.2035) (17.0330) 
HSBC 5.294E-4 0.00529 5.143E-6 0.0887 0.9019 4.6796 
(3.2752) (0.4455) (5.8865) (11.1681) (117.1234) (19.6373) 
HSBA 6.750E-4 -0.01938 1.331E-5 0.1431 0.8481 3.6156 
(4.0663) (-1.6613) (6.8290) (10.6789) (79.0230) (19.1862) 
HUTI 9.403E-4 0.02466 9.351E-6 0.1077 0.8887 4.9172 
(4.1083) (2.0192) (5.8869) (2.5214) (117.1477) (18.2501) 
Innovations of all the test models are assumed to have Student-t distribution, with 
estimated degree of freedom d. t-ratios are in parentheses. 
Table 13. Results of the rank test for the AR(3)-GARCH(1,1) model and the 
AR( 1 )-GARCH( 1,1) model fitted to the HSI, HSBC, HSBA and HUTI series  
Series Chi-square Statistics 
HSI 1.7419 
HSBC 0.7742 
HSBA 0.1936 
HUTI 0.1936 
The 5% significant level is 3.84. 
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Table 14. Parameters used in Monte Carlo simulations 
Mean Equations Variance Equations Innovations Unconditional 
Parameters  
• o h CO a p d Variance"" 
HSI 9.043E-4 0.08856 5.036E-6 0.1351 0.8584 6.0529 7.728E-4 
HSBC 5.294E-4 0.00529 5.143E-6 0.0887 0.9019 4.6796 5.472E-4 
HSBA 6.750E-4 -0.01938 1.331E-5 0.1431 0.8481 3.6156 0.001501 
CHGK 8.994E-4 0.04471 1.295E-5 0.1121 0.8795 4.7377 0.001552 
HUTI 9.403E-4 0.02466 9.351E-6 0.1077 0.8887 4.9172 0.002578 
SHKP 0.001118 0.02547 9.813E-6 0.1070 0.8877 5.0211 0.001847 
CLIG 4.111E-4 5.056E-4 1.142E-5 0.1180 0.8648 4.2301 6.619E-4 
Average^ 7.825E-4 - 9.574E-6 0.1159 0.8756 - -
a. Unconditional variance for each series is calculated by [l/(l-(j)i^)]*[co/(l-a-P)]. 
b. "Average" gives the average value of each estimated parameter from the seven 
series. 
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Table 15. Root Mean Squared Errors (RMSEs) and Bias of the ARCH volatility 
estimates in Experiment I with sample size 1000. 
-0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 
RMSE^ 1.0873E-4 4.4245E-5 3.0602E-5 2.4270E-5 1.8977E-5 1.6488E-5 1.4056E-5 1.4157E-5 1.5229E-5 1.4155E-
Biasb 1.2920E-5 3.9818E-6 3.5080E-7 1.5906E-6 1.4077E-6 1.2276E-6 9.5291E-7 1.1086E-6 9.511E-7 6.7912E-
% Share of 11.88 9.00 1.15 6.55 7.42 7.45 6.78 7.83 6.25 0.48 
Bias in RMSE 
OA (U (U ^ ^ 0.6 0.7 0.8 0.9 
RMSE' 1.3618E-5 1.5002E-5 1.4723E-5 1.6455E-5 1.9061E-5 2.3215E-5 3.2132E-5 4.7852E-5 1.1325E-4 
Biasb 4.4721E-7 9.9499E-7 6.5745E-7 9.2143E-7 1.3470E-6 1.0025E-6 4.2772E-6 4.3577E-6 6.7982E-6 
% Share of 3.28 6.63 4.47 5.60 7.07 4.32 13.31 9.11 6.00 
Bias in RMSE 
-0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 
RMSE^ 0.03327 0.03061 0.02737 0.02457 0.02209 0.01923 0.01678 0.01383 0.01123 1.4155E-； 
Biasb 0.00720 0.00644 0.00499 0.00432 0.00434 0.00353 0.00206 0.00237 0.00176 6.7912E-J 
% Share of 21.64 21.04 18.23 17.58 19.65 18.36 12.28 17.14 15.67 0.48 
Bias in RMSE 
[ ^ 0.2 0.3 0.4 0.5 0.7 0.8 0.9 
RMSEa 0.01052 0.01003 0.00880 0.00689 0.00529 0.00328 0.00306 0.00596 0.00817 
Biasb 0.00131 0.00149 0.00093 0.00090 0.00072 0.00053 0.00044 0.00089 0.00120 
% Share of 12.45 14.86 10.57 13.06 13.61 16.16 14.38 14.93 14.69 
Bias in RMSE 
d 2 3 4 5 6 7 8 9 10 
RMSE" 0.33754 0.09847 0.01474 0.00762 0.00561 0.00382 0.00055 0.00020 0.00013 
Biasb 0.06243 0.01889 0.00034 0.00027 0.00049 0.00015 1.9784E-5 3.8799E-5 2.3466E-5 
% Share of 18.50 19.18 2.31 3.54 8.73 3.93 3.60 19.40 18.05 
Bias in RMSE 
a. RMSE is the square root of MSE. 
b. MSE = Variance + (Bias): 
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Table 16. Empirical levels of the Mean Squared Errors of the ARCH volatility 
estimates for HSI and stocks daily returns 
Sample Size 
Series 7000 1000 700 500 
HSI 3.289E-6 4.683E-5 1.008E-4 1.799E-4 
HSBC 5.541E-7 1.417E-6 1.376E-5 2.771E-5 
HSBA 0.004021 0.01967 0.02151 0.03632 
CHGK 2.683E-5 4.246E-4 0.00139 0.00276 
HUTI 1.022E-5 2.551E-5 3.998E-4 0.01284 
SHKP 2.334E-5 8.619E-5 1.089E-4 1.408E-4 
CLIG 8.610E-6 5.406E-5 9.294E-4 4.660E-4 
Parameters in Table 14 are used in the Monte Carlo simulation to derive the 
empirical levels. 
Table 17. Root Mean Squared Errors (RMSE) and Bias of the ARCH volatility 
estimates for HSI and stocks daily returns with sample size 1000. 
Series HSI HSBC HSBA CHGK HUTI SHKP CLIG 
RMSE' 1.0873E-4 4.4245E-5 3.0602E-5 2.4270E-5 1.8977E-5 1.6488E-5 1.4056E-5 
Biasb 1.2920E-5 3.9818E-6 3.5080E-7 1.5906E-6 1.4077E-6 1.2276E-6 9.5291E-7 
% Share of 11.88 9.00 1.15 6.55 7.42 7.45 6.78 
Bias in RMSE 
a. RMSE is the square root ofMSE. 
b. MSE = Variance + (Bias): 
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Figure 1. Daily Closing Index Level of the Hang Seng Index (HSI) from Januaiy, 1，1973 to November, 30, 2000 
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Figure 2. Daily Closing Stock Price of HSBC Holdings pic (HSBC) from January, 1，1973 to November, 30，2000 
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Figure 3. Daily Closing Stock Price of Hang Seng Bank Ltd (HSBA) from January, 1, 1973 to November, 30, 2000 
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l-igiirc 4 Daily Closing Slock FVicc of Cheung Kong (Holdings) Limited (CHGK) from January，1’ 1973 to November, 30, 2000 
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Figure 5. Daily Closing Stock Price of Hutchison Whampoa Ltd (HUTI) from January, 1, 1973 to November, 30, 2000 
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Figure 6. Daily Closing Stock Price of Sim Hung Kai Properties Ltd (SHKP) from January, 1, 1973 to November, 30, 2000 
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Figure 7. Daily Closing Stock Price of CLP Holdings Ltd (CLIG) from January, 1，1973 to November, 30, 2000 
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Figure 8. Daily Returns of the Hang Seng Index (HSI) from January, 1, 1973 to November, 30, 2000 
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Figure 9. Daily Returns of HSBC Holdings pic (HSBC) from January, 1,1973 to November, 30, 2000 
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Figure 10. Daily Returns of Hang Seng Bank Ltd (HSBA) from January, 1, 1973 to November, 30, 2000 
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Figure 11. Daily Returns of Cheung Kong (Holdings) Limited (CHGK) from January, 1, 1973 to November, 30, 2000 
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Figure 12. Daily Returns of Hutchison Whampoa Ltd (HUTI) from January, 1, 1973 to November, 30, 2000 
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Figure 13. Daily Returns of Sim Hung Kai Properties Ltd (SHKP) from January, 1, 1973 to November, 30, 2000 
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Figure 14. Daily Returns of CLP Holdings Ltd (CLIG) from January, 1, 1973 to November, 30, 2000 
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Figure 15. The Effects of the Values of Phi 1 on the Mean Squared Errors of the ARCH Volatility Estimates 
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Figure 16. The Effects of the Values ofTheta on the Mean Squared Errors of the ARCH Volatility Estimates 
4.50E-03 [• 
% 
\ 4.00E-03 -
t 
I t 
t 
\ 3.50E-03 -
% 
( 
I 
% 
\ 
\ 3.00E-03 -
i 
I \ \ , 
Ci I \ 2.50E-03 - Sample Size 1000 j 曰 \ . I 
身 、 、 Sample Size 700 j 
U \ �� 2 OOE-03 - Sample Size 500 | 
I \ \ 
\ 
\ 、、 
\ \ � 1.50E-03 -
\ �� 
\ � . � � l.OOE-03 -
\ � � . �5 . 0 0 E - 0 4 - . . 
二 ： - - - 一 
n nnrTffrr “ ^ 1 ； , -
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
Theta 
Figure 17. The Effects of the Values of d on the Mean Squared Errors of the ARCH Volatility Estimates 
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Figure 18. The Effects of the Number of Replications N on the Mean Squared Errors of the ARCH Volatility Estimates 
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Figure 19. The Effects of the Number of Replications N on the Mean Squared Errors of the ARCH Volatility Estimates 
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APPENDIX 1 
Calculation Formula of the Hang Seng Index (HSI) 
Today's Current Aggregate Market 
Today's Current Capitalization of Constituent Stocks Yesterday's 
= — X 
Index Yesterday's Closing Aggregate Market Closing Index 
Capitalization of Constituent Stocks 
Sources: HSI Services Limited (http://www. hsi. com. hk). 
APPENDIX 2 
Hang Seng Index (HSI) Constituent Stocks (Effective August 9，2000) 
Commerce & Industry Sector 
List Code Company Name 
293 Cathay Pacific Airways Ltd. 
1038 Cheung Kong Infrastructure Holdings Ltd. 
941 China Mobile (Hong Kong) Ltd. 
267 CITIC Pacific Ltd. 
142 First Pacific Co. Ltd 
13 Hutchison Whampoa Ltd. 
179 Johnson Electric Holdings Ltd. 
992 Legend Holdings Ltd. 
494 Li & Fung Ltd. 
8 Pacific Century CyberWorks Ltd. 
363 Shanghai Industrial Holdings Ltd. 
315 SmarTone Telecommunications Holdings Ltd. 
19 Swire Pacific Ltd. 'A' 
511 Television Broadcasts Ltd. 
4 Wharf (Holdings) Ltd 
^ Wheelock and Co. Ltd.  
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Finance Setcor 
List Code Company Name 
23 Bank of East Asia，Ltd. 
223 Dao Heng Bank Group Ltd. 
11 Hang Seng Bank Ltd. 
5 HSBC Holdings pic  
Properties Sector 
List Code Company Name 
101 Amoy Properties Ltd. 
1 Cheung Kong (Holdings) Ltd. 
291 China Resources Enterprise, Ltd. 
10 Hang Lung Development Co. Ltd. 
97 Henderson Investment Ltd. 
12 Henderson Land Development Co. Ltd. 
14 Hysan Development Co. Ltd. 
17 New World Development Co. Ltd 
83 Sino Land Co. Ltd. 
16 Sun Hung Kai Properties Ltd. 
Utilities Sector 
List Code Company Name 
2 CLP Holdings Ltd. 
3 Hong Kong and China Gas Co. Ltd. 
6 Hongkong Electric Holdings Ltd. 
Sources: HSI Services Limited (http://www.hsi.com.hk). 
APPENDIX 3 
Selection Criteria of Hang Seng Index (HSI) Constituent Stocks 
Constituent stocks of the HSI are selected by a rigorous process of detailed analysis, 
supported by extensive external consultation. To be eligible for selection, a company: 
1. should be among those that constitute the top 90% of the total market 
capitalization of all ordinary shares listed on the SEHK (market capitalization is 
expressed as an average of the past 12 months); 
2. should be among those that constitute the top 90% of the total turnover on the 
SEHK (turnover is aggregated and individually assessed for eight quarterly 
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sub-periods for the past 24 months); 
3. should have a listing history of 24 months; and 
4. should not be a foreign company as defined by the SEHK. 
From the many eligible candidates, final selections are based on the following: 
1. the market capitalization of the companies; 
2. the representation of the sub-sectors within the HSI directly reflecting that of 
the market; and 
3. the financial performance of the companies. 
Sources: HSI Services Limited (http:"www.hsi. com.hk). 
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