We provide numerical evidence that a Kelvin-Helmholtz instability occurs in the Dirac fluid of electrons in graphene and can be detected in current experiments. This instability appears for electrons in the viscous regime passing though a micrometer scale obstacle and affects measurements on the time scale of nanoseconds. A possible realization with a needle shaped obstacle is proposed to produce and detect this instability by measuring the electric potential difference between contact points located before and after the obstacle. We also show that, for our setup, the Kelvin-Helmholtz instability leads to the formation of whirlpools similar to the ones reported in Bandurin, D. A., et al. Science 351.6277 (2016): 1055-1058. To perform the simulations, we develop a new lattice Boltzmann method able to recover the full dissipation in a fluid of massless particles.
I. INTRODUCTION
Graphene [1] [2] [3] has caught a lot of attention due to its excellent electrical, mechanical and thermal properties, which open many possibilities for technological applications. Close to the charge neutrality point, the charge carriers in graphene show a relativistic dispersion relation making them behave effectively as a Dirac fluid of massless quasi-particles moving with the Fermi speed (v F ∼ 10 6 m/s), with a very low viscosity-entropy ratio [4] and very high thermal conductivity [5] . It also shows an extremely high electrical mobility, reaching saturation velocities above 3 × 10 5 m/s for low carrier densities even at room temperature [6] .
Recently there has been a great interest in the hydrodynamic regime of charge carriers in conductors. To achieve this regime, the electron-electron scattering must dominate over the electron-impurities and the electronphonon scattering, which is difficult to obtain for most metals and semi-conductors. Before graphene, one of the few observations of such hydrodynamic effects in solids was an analogue of Poiseuille flow in two-dimensional high mobility wires of (Al,Ga)As heterostructures [7] theoretically predicted by Gurzhi [8] . Recent experiments have shown that electrons in graphene exhibit hydrodynamic behavior for a wide range of temperatures and carrier densities [9] , due to weak electron-phonon scattering [10] and to new technologies to produce ultra-clean samples [11] . Remarkably, the formation of whirlpools (vortices) in graphene was predicted and subsequently observed [9, [12] [13] [14] providing unambiguous detection of * rcvcoelho@if.ufrj.br † mmendoza@ethz.ch ‡ mmd@if.ufrj.br § hans@ifb.baug.ethz.ch the viscous regime. Those whirlpools are able to explain the observed negative resistance close to contacts. Another evidence for the hydrodynamic regime in graphene was found for electrons passing through a constriction Refs. [15, 16] . In this experiment, the measured electrical mobility exceeds the maximum limit predicted for the ballistic regime, but can be explained by the hydrodynamic model. In addition, a signature of the Dirac fluid was pointed out in Ref. [17] by the observation of a breakdown of the Wiedemann-Franz law close to the charge neutrality point.
The Kelvin-Helmholtz instability (KHI) is one of the most famous instabilities in fluid dynamics and it is an important mechanism for the formation of vortices and precursor of turbulence [18] [19] [20] . It appears when two fluids, or two parts of the same fluid, are sheared against each other with a small perturbation at the interface [21] . It occurs in many situations in nature, as with fluctus clouds in the sky, the waves on the beach or the red spot of Jupiter and it plays an important role to understand phenomena in magnetohydrodynamics [22] as the interaction between the solar wind and the Earth's magnetosphere [23] . It was also observed experimentally [24] in superfluid 3 He. The KHI does not appear for supersonic relative speeds between the two fluids [25] , which explains the stable flow for relativistic planar jets in astrophysical systems as galactic nuclei and gamma-ray bursts [26, 27] .
In this paper, we provide numerical evidence that the KHI can be produced and detected in current experiments on the Dirac fluid in graphene. Since most of the recent studies are on the steady states of the flow (e.g., whirlpools), our proposal to observe the KHI should make it possible to explore also transient states, complementing our understanding about the hydrodynamic regime of electrons. We first simulate an idealized system to observe the appearance of the so-called cat-eyes pattern in the charge density field when we have shear between two regions of the fluid. Next, we simulate the fluid of electrons passing by an obstacle of micrometric scale, which creates a shear in the fluid, and analyze the impact of the KHI on the electric potential difference (EPD) between two contact points before and after the obstacle. According to our simulations, the duration of the instability is on the time scale of nanoseconds. Since this is challenging to observe experimentally, we suggest to produce it many times by using an alternating squared current of few hundreds of megahertz, and later take the statistical average of the signal. As we will see, the KHI leads to the formation of whirlpool-like regions similar to the ones in Ref. [9] .
The Boltzmann equation [28, 29] is widely used to derive hydrodynamic equations for graphene, since the macroscopic collective behavior of charge carriers, not always recovered by standard hydrodynamics, can be calculated from first principles [30] [31] [32] [33] [34] [35] [36] [37] . In Ref. [31] , the generalized Navier-Stokes for electronic flow in graphene is derived with a procedure similar to the Chapman-Enskog expansion [38] . Interestingly, the resulting hydrodynamic equations are not Lorentz or Galilean invariant due to nonlinear terms, which are specially relevant in the high velocity regime. The Boltzmann equation is not valid at the quantum critical point where charge density and temperature are equal to zero. Nevertheless in experiments performed at finite carrier density, controlled by an external gate voltage, the Boltzmann equation is expected to give reliable results [3] .
The Lattice Boltzmann Method (LBM) [39, 40] is a computational fluid dynamics technique based on the space-time discretization of the Boltzmann equation that has been successfully applied to simulate classical, semiclassical [41] [42] [43] , quantum [44] [45] [46] and relativistic fluids. It has many advantages over other numerical methods as the facility to simulate flows through complex geometries and the easy implementation and parallelization of computational codes. The relativistic version of LBM [47, 48] has been extensively used in the literature to simulate the Dirac fluid in graphene [49] [50] [51] [52] [53] . This approach naturally includes the linear dispersion relation and the relativistic equation of states by treating the quasi-particles in graphene as ultra-relativistic particles, analogously to models for the Quark-Gluon plasma [54] [55] [56] [57] [58] , which is a truly relativistic fluid. The speed of light in this approach is played by the Fermi speed and a low macroscopic velocity regime is always adopted, making the relativistic corrections disappear. The relativistic formalism is used for convenience since, the hydrodynamic equations effectively solved by these models are the standard ones [59] .
To perform the simulations in this paper, we develop a new relativistic LBM (considering small macroscopic velocities) for the Dirac fluid in graphene based on the expansion of the Fermi-Dirac distribution up to fifth order in orthogonal polynomials following the procedure developed in Ref. [42] . According to the 14-moment Grad's theory, the fifth order expansion of the equilibrium distribution function (EDF) is needed to recover the full dissipation in the fluid, i.e., the Navier-Stokes equation and Fourier's law [28, 56, 60] , which is necessary to have an accurate description for instabilities and other viscous effects. The previous models for graphene using a similar approach were limited to a second order expansion [49, 50] .
This work is organized as follows. In Sec. II we describe our model, including the fifth order expansion in relativistic polynomials and the new quadrature required by this expansion. More details about the model can be found in the Supplemental Material [61] , as the full description of the polynomials, the quadrature with high precision and the explicit expansion of the EDF. Due to the novelty of our model, we first validate and characterize it in Sec. III. The Riemann problem is performed and the solution is compared with a reference model. We find the viscosity-relaxation time relation through the Taylor-Green vortex decay and also find the thermal conductivity-relaxation time relation by analyzing the Fourier flow. In Sec. IV, the KHI for graphene is studied and an experimental realization is proposed. In Sec. V we summarize the main findings and conclude.
II. MODEL DESCRIPTION
In this section, we develop the numerical model to simulate the hydrodynamics of the Dirac fluid of charge carriers in graphene. We first review the relativistic lattice Boltzmann equation in Sec. II A, then we expand the Fermi-Dirac (FD) up to fifth order in orthogonal polynomials in Sec. II B and, lastly, we build the Gaussian quadrature for our model in Sec. II C. We use the relativistic formalism to describe the relativistic dispersion relation and the equation of states of graphene. In this relativistic approach the speed of light is played by the Fermi speed. Nevertheless, the fluid moves with velocity much smaller than the Fermi speed in our setup to study the KHI. Because of this, relativistic corrections of our formalism are negligible giving the same results as standard (non-relativistic) hydrodynamics [59] .
A. Lattice Boltzmann equation
We use in our model the relativistic Boltzmann equation with the Anderson-Witting collision operator [28] , which is appropriate to treat massless particles, to describe the time evolution for the Dirac fluid:
where τ is the relaxation time, which is a numerical parameter of our model used to tune the shear viscosity. We assume the Einstein's notation, where repeated indexes represent a sum. The greek indexes range from 0 to 2 while the latin ones range from 1 to 2. The relativistic momentum is denoted byp µ = (E/v F ,p), the velocity is U µ = γ(v F , u) and the time-space coordinates are x µ = (v F t, x), where γ(u) = 1/ 1 − u 2 /v 2 F is the Lorentz factor. We use here the relativistic FD distribution,
where z = eμ /kB T is the fugacity. The charge carries are modeled as ultra-relativistic particles, for which the kinetic energy is much larger than the rest mass energy. Thusp µp µ = (p 0 ) 2 −p 2 = 0 ⇒p 0 = |p|, and Eq. (2.1) becomes
Here v =p =p/|p| is the microscopic velocity with norm v F and we adopt from now on natural units v F = k B =h = e = 1. Note that u/v F → u in natural units. To implement the above equation numerically, the phase space is discretized as described in section II C and we use the discrete version of Eq. (2.1):
where δt is the time step of the simulations. In the above formalism for ultra-relativistic particles the linear dispersion relation of charge carriers in graphene was naturally included. Nevertheless, the electronic fluid moves with a small velocity as compared to the Fermi speed (u ≪ v F ⇒ γ ≈ 1).
B. Expansion of the equilibrium distribution function
To expand the FD distribution, we first introduce nondimensional quantities: θ = T /T 0 , p =p/T 0 and µ = µ/T 0 , where T 0 is the initial temperature. So, considering the ultra-reativistic regime, Eq. (2.2) becomes
We find the relativistic polynomials by a Gram-Schmidt procedure, with the following orthonormalization:
where ω(p) is the weight function, which for graphene with zero chemical potential reads:
Here the normalization factor is the same as for the Hermite polynomials in D-dimensions [41, 62] , where we define δ i1···iN |j1···jN ≡ δ i1j1 · · · δ iN jN + all permutations of j's and δ ij is the Kronecker's delta. Note that we have some polynomials with only spatial components (latin indexes) and others which include one temporal component (zero). In principle one would have the polynomials P µ1...µN with all indexes ranging from 0 to 2, but, most of these components are zero. Below we see the polynomials for the first three orders.
The fourth and fifth order polynomials are exhibited in the Supplemental Material [61] together with their coefficients, which can be found by applying the orthogonalization, Eq.(2.6). Notice that this tensorial form includes all possible monomials for a given dimension. Although these polynomials were derived in two spatial dimensions and for the weight function of Eq.(2.7), they can also be used for other cases, as for three dimensions and for the Maxwell-Jüttner distribution. The expansion of the EDF up to fifth order can be expressed as following,
where A are the projections of the EDF on the polynomials
Notice that the denominators N ! and M ! in the expansion stem from the normalization, Eq.(2.6), as derived in Ref. [63] and for the Hermite polynomials. The explicit expansion can be found in the Supplemental Material [61] . This expansion allows us to calculate the full set of conservation equations for a viscous fluid and the transport coefficients, since it is required to expand up to fifth order to recover the fifth order moment of the EDF [28, 56, 60] :
The Gaussian quadrature method is used to calculate numerically the integrals required to obtain the macroscopic quantities, as the charge density and the macroscopic velocity. To do so, the space is discretized by a square lattice and the microscopic velocities, with modulus v F , have discrete directions. In general, to calculate the moment of order M ,
we need to find the discrete weights and quadrature equations that satisfy the quadrature equation, We calculate the weights and momentum vectors by using the weight function of Eq.(2.7), For higher precision, see the Supplemental Material [61] . Since some of the velocity vectors stream to off-lattice points, we apply a bilinear interpolation to find the populations at the lattice points. The main effect of the interpolation is to increase the effective viscosity of the fluid, what will be measured in section III B. The Landau-Lifshitz is used to calculate the macroscopic fields from the distribution functions [28] . We first solve the eigenvalue problem
to find the energy density ε and the macroscopic velocity, where the letter E indicates an equilibrium field and the energy-momentum vector is calculated by
Then the charge density is found by contracting the macroscopic velocity with the charge flux N µ ,
Finally, we calculate the temperature by
where the Fermi-Dirac integral is defined as
The chemical potential is zero in the simulations since we are considering the system close to the charge neutrality point. We calculate the temperature in Eq.(2.15) by using the charge density and energy density obtained with the equilibrium distribution, n = 2πθ 2 g 2 (z), and ε = 2P = 4πθ 3 g 3 (z), (2.17) which, by Eqs.(2.12) and (2.14), are the same for the non-equilibrium one. Here we used the equation of state (ε = 2P , where P is the hydrostatic pressure) for ultrarelativistic fluids, which is the same for Dirac fluid in graphene. The equality between the equilibrium and non-equilibrium tensors in Eqs.(2.12) and (2.14) is required to obtain the conservation of charge flow, 18) and the conservation of the energy-momentum tensor, 19) from Eq.(2.1). However, to obtain the full dissipation, one also needs an equation for the third order nonequilibrium tensor [56] , which requires the fifth order equilibrium tensor, Eq.(2.10). In the Landau-Lifshitz decomposition, the charge flow can also be written as [28] 20) where q µ is the heat flux (see Eq.(3.6)) and h E = (ε + P )/n = 3 T g 3 (z)/g 2 (z) is the enthalpy per particle, and the energy-momentum tensor is written as
where
is the pressure deviator, ̟ = −µ b ∇ α U α is the dynamic pressure, η is the shear viscosity and µ b is the bulk viscosity, which is zero for graphene [4] . Here,
F stands for the projector into the space perpendicular to U µ and ∇ µ = ∆ µν ∂ ν for the gradient operator. Note that the pressure deviator, which contains the viscosity, can only be fully recovered with a fifth order expansion.
III. NUMERICAL TESTS
Due to the novelty of our model, we perform three standard numerical tests, known as the Riemann problem, the Taylor-Green vortex and the Fourier flow, before applying it to the investigation of KHI in graphene. The successful comparison with reference solutions from the literature validates and characterize the present numerical procedure.
A. Riemann problem
We validate our code by performing the Riemann problem, which is a benchmark test for fluid dynamical models, and we compare with the result from the model described in Ref. [56] . In the Riemann problem, two regions of the fluid, with different states (for instance, with different velocities or densities), are separated creating a discontinuity and, then, the system evolves forming compression and rarefaction shock waves. For the simulations we use a constant relaxation time τ = 0.9, an effectively one dimensional system of size L x × L y = 1000 × 2 nodes and periodic boundary conditions in both directions. Initially, we have u = 0 and θ = 1 everywhere and the density is n 0 = 1 at L x /4 < x < 3L x /4 and n 0 = 0.41 elsewhere. In Fig. 2 we see the results after 200 time steps, which are in excellent agreement with the reference model (adapted for two spatial dimensions) described in Ref. [56] . Only half of the space is shown (L x /2 < x < L x ) since the other part is an exact reflection of this one.
B. Taylor Green vortex
The Taylor-Green vortex decay is a numerical experiment to measure the viscosity of a fluid and it consists of initializing four vortices and analyzing their decays with time. For this problem the Navier-Stokes equations can be solved exactly for low velocities, which gives an exponential decay in time of the kinetic energy with rate depending on the kinematic viscosity ν,
2 , where u 0 is the initial velocity and L the length of the squared domain [64] . We simulate a system of size L ≡ L x = L y = 512 nodes for 10 different relaxation times, ranging from 0.8 to 5.0 for 45000 time steps. The initial conditions are n 0 = 1.0 and θ 0 = 1.0 in the whole domain and the initial velocities are:
where u 0 = 0.1. We also set the initial non-equilibrium distribution as described in Ref. [64] in order to reduce the oscillations in kinetic energy. So the average squared velocity is
and the standard deviation for u 2 is
(3.4)
In Fig. 3 we see σ u 2 as a function of time in semi-log scale. By Eq. (3.4) the slope of σ u 2 (t) is (−16π 2 ν/L 2 ), which allows us to measure the kinematic viscosity ν. shows good agreement with ultra-reativistic models based on exact streaming [51] but the interpolated streaming introduces a numerical diffusivity which increases the effective viscosity of the fluid [65] [66] [67] , i.e.,
By linear fit, we measure δ ν = −0.2454 ± 0.0002. This relation is in good agreement with the data from simulations as can be seen in Fig. 4 . One can find the shear viscosity by η = ν(ε + P ). For realistic simulations, the relaxation time should not be constant. Instead the shear viscosity to entropy ratio (η/s) should be constant [4] which is accounted in the simulations for the KHI in graphene and therefore the relaxation time reads τ = 4η/(sθ) + 0.2546 δt for a relative temperature θ = T /T 0 . 
C. Thermal conductivity measurement
The heat flux can be related to the thermal conductivity by [28] 
where D = U α ∂ α . To measure the thermal conductivity we simulate an effectively one dimensional system of size L x × L y = 2048 × 2 with open boundary conditions (except by the temperature, which is set constant) on left and right and periodic boundary on top and bottom for 5 different gradients in temperature in the x direction and we calculate the heat flux (see Eq.(2.20)), For a one dimensional gradient, Eq.(3.6) becomes
In the classical limit, Eq.(3.6) becomes Fourier's law, while F (∆T ) → −∂T /∂x. We calculate the spatial average of F , F (∆T ) , and the average heat flux, q x (both are essentially constant in space) for 5 different temperature gradients (∆T ). For each simulation, the temperature on the boundaries is set as θ L = 1−∆T /2 on the left and θ R = 1 + ∆T /2 on the right, while the differences in temperature are ∆T = {5.0, 7.5, 10.0, 12.5, 15.0}×10 . The initial conditions are n 0 = 1.0 and u 0 = 0 everywhere and we set an initial temperature gradient as Fig. 5 shows the average heat flux as a function of F (∆T ) for 5 relaxation times and its respective linear fits. The slope of each line gives the thermal conductivity, which can be seen in Fig. 6 as a function of the relaxation time. The linear fits suggest that the relation between the thermal conductivity and the relaxation time is 10) which is close to the relation found in Ref. [51] , but with better accuracy since we are using a fifth order expansion.
IV. KELVIN-HELMHOLTZ INSTABILITY
When two fluid or two regions of the same fluid shear against each other with different tangential velocities and a perturbation is introduced on the interface, the KHI takes place. To understand the critical values for which the instability occurs, lets consider two fluids, separated by a flat interface in the middle, under an external force perpendicular to the velocities, e.g, an electrical force [51] . The fluid in the upper part has smaller energy density ε 2 and is moving with velocity U 2 while the fluid in the bottom has energy density ε 1 and velocity U 1 . If a perturbation in the fields (charge density, velocity or pressure), 1) is introduced at the interface, a linear stability analysis [21] provides that the minimum wave number in the parallel direction (transverse modes do not affect the instability) of the shear flow to have the KHI is
where we considered an external electrical field E perpendicular to the flow causing an acceleration nE ε+P =
Eg2(z)
3T g3(z) . The KHI occurs for any k > k min . Note that here the external force has a stabilizing role. Another way to stabilize the shear flow is with a gradient of charge density and/or velocity [68] . Defining the relativistic Richardson number for this problem as
the linear stability analysis gives that the necessary condition to have a stable flow is Ri > 1/4 everywhere [21, 69] . The flow can be stable for Ri < 1/4 only in the absence of perturbations. The flow can also be stable for supersonic shear velocities [25] . For instance, for the simple case with l = ω = 0, the flow is stable when M > 1, where the relativistic Mach number is defined as
For the conditions we consider in the simulations for graphene, the flow is unstable for every perturbation because we do not have any external force perpendicular to the flow neither supersonic velocities. In the following simulations, we consider that the charge carriers are in the hydrodynamic regime, which implies that the mean free path for carrier-carrier collisions gives the smallest spatial scale for the system. See Ref. [16] for measurements of mean free paths and for the transition between ballistic and hydrodynamic regime in graphene. In order to reduce the scattering with impurities and phonon, we consider ultra-clean samples at appropriate temperature. The sample is on a substrate, e.g., SiO 2 , with finite carrier density controlled by an external gate voltage. In addition, all simulations are performed for small velocities.
A. Ideal setup
As an idealized setup to observe the KHI, we model a system with size L x × L y = 512 × 512 grid points, representing a 37µm × 37µm physical system, where the fluid has opposite velocities in the two halves, that is,
where we set U 0 = 0.1v F and a = 1. We introduce a small perturbation to trigger the instability as
where u pert = 0.005v F and b = 10. Initially, the charge density [52] and the temperature are the same everywhere, n 0 = 2.26 × 10 −5 C/m 2 and T 0 = 100 K. For this temperature, the electron-phonon interactions are negligible [70] . The numerical shear viscosity-entropy ratio for the simulations of the KHI is η/s = 0.12. By using the Gibbs-Duhem relation for zero chemical potential, ε + p = sT , we calculate the kinematic viscosity ν = (η/s)/T 0 = 0.12 and the Reynolds number for this simulation, Re = L 0 v 0 /ν = 427, where we use the size of the sample as the characteristic length L 0 and the velocity in each half as the characteristic velocity v 0 . For a graphene sample with T = 100K the kinematic viscosity [49] is ν = 8.57×10
−3 m 2 /s. The boundary conditions are periodic in left and right direction and, at top and bottom, the boundary is open except for the horizontal velocity u x (t) = u 0 x that is set constant. In Fig. 7 we see the formation and evolution of the KHI for different times (δt = 71 fs). At t = 0 ns, we have the two regions of the fluid moving in opposite directions and a small perturbation in the velocity field at the middle. Since there is no external force perpendicular to the flow, Eq.(4.2) gives that k min = 0, i.e., any perturbation makes the flow be unstable. Therefore the KHI appears as we can see in Fig. 7 for t = 0.72 ns and t = 1.00 ns, where we can recognize the pattern of the cat-eyes in the charge density field. After some time, the flow stabilizes due to the generation of a gradient in the velocity and charge density fields and to the absence of perturbations (Fig.7  d) . In order to detect the KHI in experiments we propose a more realistic setup that could be performed nowadays, where we force the Dirac fluid to flow through an obstacle (see Fig. 8 ). We simulate a system with L x × L y = 512 × 256 with a needle shaped obstacle measuring 16 × 128 nodes, which represents 1.1 µm × 9.1 µm, positioned 96 nodes (6.8 µm) away from the source. Initially, all fields are homogeneous: n 0 = 2.26×10 −5 C/m 2 , T 0 = 100 K, u 0 = 0. We use bounce-back boundary conditions at the obstacle's surface (u = 0), open boundary at the right side (drain), slide-free boundaries at top and bottom (u y = 0) and, at the left side, the source, we set a current in the horizontal direction: current is applied at the source. In Fig. 8 , we see the evolution of the charge density field and the formation of the KHI for a velocity u in x = 0.05v F at the source, which corresponds to an electrical current of I 0 = j 0 L y = 20.6 µA. Considering u in x as the characteristic velocity and the length of the obstacle as the characteristic length, we have Re = 53 for this simulation. When the current reaches the obstacle (t = 0.14 ns), we see that the fluid at the bottom region has velocity > u in x , while the fluid at the upper region has u x = 0 generating a shear flow. Since we have no external force in the vertical direction, Eq.(4.2) says that the flow is unstable for every perturbation, which, in our case, is generated by the initial passage of the fluid and, therefore, the KHI appears (Fig.  8b) . At t = 0.85 ns the flow begins to stabilize due to the formation of gradients and the absence of perturbations and, at t = 1.42 ns, we can not see signs of the instability anymore. The streamlines in Fig. 8 show that, after the passage of the KHI, we have the formation of permanent (steady state) whirlpool-like regions between the obstacle and the drain similarly to the ones reported in Refs. [9, [12] [13] [14] . It suggests that the KHI drives the formation of these experimentally observed whirlpools in graphene analogously to many other vortex formation in nature [18] [19] [20] . The KHI can be identified in the electrical current signal, because there are fluctuations in charge density and velocity when the instability passes by the measurement points. In Fig. 9 , we see the time evolution for the current , j x (t) = dy n u x , the average charge density, n(t) = dy n/L y , and the average x-component of the velocity, u x (t) = dy u x /L y , measured close to the drain (10 nodes before) for 5 source velocities, where δt = 71 fs. For the velocity 0.05v F , we can observe fluctuations in the fields due to the instability starting approximately from 0.36 ns to 0.71 ns, which agrees with, respectively, the times when the instability reaches the right border and disappears in Fig. 8 . In the inset of Fig. 9 one can observe the first big oscillation in the electrical current that is due to the waves generated by the initial passage of the fluid through the obstacle. Since these waves depend only of the sound speed, they reach the drain at the same time, independently of the source velocity u in x . After this, one can observe oscillations, of few microamperes, due to the KHI that have a smaller period for higher source velocities. This is expected as the instabilities have approximately the same dimensions, but travel faster for higher velocities. To estimate the period of each oscillation of the instability, T KH , we consider the charge density curves, since they are smoother and the instability's sign can be identified more easily. In order to numerically measure the beginning of the oscillation, we define it as the point at which the derivative is smaller than a reference value, which we choose as being half of the derivative at the decreasing region in the fields (for instance, between 0.4 ns and 0.6 ns for u 0 = 0.05v F ). We find the end of the oscillation in a analogous way but considering the derivative in the increasing region. Thus, we calculate the frequency of the instability defined by f KH = 1/T KH and plot it as a function of the source velocity, Fig. 11 . We can identify a linear relation, which is expected from the wave equation v = λ × f . By a linear fit we find λ ≈ 17.4 µm, that approximately corresponds to the length of the instability. In Fig. 8 , we see that the length of the instability does correspond to roughly half of the system size (18.2µm), what confirms that this oscillation in the current measurement is due to the KHI.
One can detect the instability in experiments by measuring the electric potential difference (EPD). We consider the simplification adopted in Ref. [71] , which considers that the EPD is caused by fluctuations in the charge density field, leading to:
where C = ǫ 0 ǫ r /d is the capacitance per unit area, ǫ 0 is the vacuum permeability, ǫ r is the relative permeability of the substrate and d is the thickness of the substrate. Fig. 10 shows the EPD between the two points indicated by black squares in the inset (upper boundary and in the middle of each domain) divided by a reference potential, V 0 = n 0 /C, with n 0 being the initial density. Here, ∆n = n R − n L is the difference between the charge density at the right and left contacts. Initially, the EPD is zero, due to the homogeneous initial condition in charge density. The first oscillations occur when the moving fluid reaches the contacts and they do not depend on the fluid velocity as discussed before. Between 0.3 ns and 1 ns, we can see the oscilations due to the KHI, which depend on the fluid velocity likewise with the electrical current. Considering, for instance, a substrate of SiO 2 , which has ǫ r = 3.9, and typical experimental parameters [6] (d = 3 × 10 −7 m, n 0 = 2.26 × 10 −5 C/m 2 ), we can estimate that the oscillations due to the KHI are on the scale of ∼ 10 mV, which could be measured in current experiments. The oscillations in the electrical current, on the scale of microamperes, are much harder to detect.
Since the duration of the KHI is on the scale of nanoseconds, it would be challenging to observe it with a constant current, but one could generate it with a high frequency and observe its influence on the electrical current and EPD. We simulate a squared current (on-off) with a frequency of 470 MHz for three source velocities and the time dependence of the electrical current and the EPD can be seen in Fig. 12 for three cycles starting from 4 ns to avoid the initial stabilization of the system. The behavior that we observed for a constant current (Figs. 9 and 10) can be reproduced indefinitely and we can clearly identify the oscillations that are due to the KHI, since they change with the source velocity. As can be seen in Fig. 12 , the cycles are basically identical and, therefore, one could distinguish the oscillations due to the KHI from the experimental noise by taking the statistical average of many cycles. Note that the current at the drain becomes negative when the source current is interrupted, which is due to the whirlpools (see Fig. 8 ) that cause a back flow. 
V. CONCLUSIONS
The Kelvin-Helmholtz instability was analyzed in an idealized setup, with a shear flow between two regions of the Dirac fluid moving in opposite directions. We also simulated a flow through a needle shaped obstacle, which would be a possible experimental realization to observe this instability, and we analyzed its impact on the electrical potential difference measurements. The KelvinHelmholtz instability can be identified by changing the current at the source. An alternating squared current can be used to produce the instability many times, such that one can later take the statistical average over the different cycles and differentiate the instability from noise. Since this instability always occur in the presence of an obstacle, it can even be produced and measured accidentally in experiments and be confused with experimental noise. Therefore, it should be considered in experiments performing measurements on the scale of nanoseconds. As illustrated here, the Kelvin-Helmholtz instability leads to the formation of whirlpools similar to the ones reported in Ref. [9] (see Fig. 8) .
A new lattice Boltzmann method based on the fifth order expansion of the Fermi-Dirac distribution was proposed and applied to study the Kelvin-Helmholtz instability on graphene. The expansion was made in relativistic polynomials specifically developed to expand the relativistic Fermi-Dirac distribution in two dimensions, but the method described here could be straight-forwardly generalized to other distribution functions, as the Maxwell-Jüttner distribution, and also to three dimensions, since the polynomials are written in a general tensorial form. Also a new quadrature that is able to calculate up to the fifth order moment was developed for this model. This quadrature has the disadvantage to use an interpolation in the streaming step, but it keeps a high grid resolution, which is a problem for the previous model with improved dissipation for a third order expansion [56] . The fifth order expansion provides the full set of conservation equations for a fluid, which is necessary to describe accurately viscous effects as the KelvinHelmholtz instability. The model was validated by the Riemann problem and characterized in order to find the relation between the viscosity and thermal conductivity with the relaxation time.
Although we have considered the Dirac fluid in graphene, the analysis and model presented in this work could be extended to a broader class of the Dirac materials [72] . It opens the way to investigate hydrodynamic effects on these novel materials, including topological insulators [73] , which has carriers on the surface that may behave like a fluid, Weyl systems [74] and 2D metal Palladium cobaltate [75] . 
