An antiring is a semiring which is zerosumfree (i.e., a + b = 0 implies a = b = 0 for any a, b in this semiring). In this paper, we study the nilpotency of matrices over commutative antirings. We first provide some properties and characterizations of the nilpotent matrices in terms of principal permanental minors, main diagonals and permanental adjoint matrices. When a family of matrices are simultaneously considered, we establish some characterizations of the simultaneous nilpotence for a family of matrices.
Introduction
A semiring [9] is an algebraic system (S, +, ·) in which (S, +) is an abelian monoid with identity element 0 and (S, ·) is another monoid with identity element 1, connected by ring-like distributivity. Also, 0r = r0 = 0 for all r ∈ S and 0 / = 1. A semiring S is called commutative if ab = ba for all a, b ∈ S; S is called entire if ab = 0 implies that either a = 0 or b = 0 for all a, b ∈ S.
A semiring S is called an antiring [27] if it is zerosumfree, i.e. if the condition a + b = 0 implies that a = b = 0 for all a, b ∈ S.
For example, every Boolean algebra, the fuzzy algebra ([0, 1] , ∨, ∧), every bounded distributive lattice and any incline (see [3] ) are commutative antirings. Also, the set Z + of nonnegative integers with the usual operations of addition and multiplication of integers is a commutative antiring which is entire. The same is true for the set Q + of all nonnegative rational numbers, for the set R + of all nonnegative real numbers. In addition, the max-plus algebra (R ∪ {−∞}, max, +) and the min-plus algebra (R ∪ {+∞}, min, +) are commutative antirings (see [4, 29] ).
The study of matrices over general semirings has a long history. In 1964, Rutherford [22] gave a proof of the Cayley-Hamiltion theorem for a commutative semiring avoiding the use of determinants. Since then, a number of works on the theory of matrices over semirings were published (see e.g. [2, 7, 10, 13, [17] [18] [19] 21, 23] ). In 1999, Golan described semirings and matrices over semirings in his work [9] comprehensively. The techniques of matrices over semirings have important applications in optimization theory, models of discrete event networks and graph theory. For further examples, see [1, 6] .
Nilpotent matrices are an important type of matrices. Since the beginning of the 1960s, many authors have studied this type of matrices for some special cases of antirings (see e.g. [8, 11, 12, 14, 20, 24, 25, 28] ). Recently, Tan [26] characterized the nilpotent matrices over a commutative antiring without nonzero nilpotent elements and gave a method for calculating the nilpotent index of any nilpotent matrix, and furthermore, Dolzan and Oblak [5] found the number of nilpotent matrices over an entire commutative finite antiring.
As a generalization of nilpotency of fuzzy matrices, Lur et al. [15] proposed the notion of simultaneous nilpotence for a finite number of fuzzy matrices and established some characterizations of the simultaneous nilpotence, and in [16] , Lur et al. extended some results on simultaneous nilpotence of fuzzy matrices to matrices on a bounded distributive lattice.
In the present work, we will consider the nilpotence and the simultaneous nilpotence of matrices over a commutative antiring in general. In Section 3, we will extend some results in [26] to the nilpotent matrices over a general commutative antiring and gave some properties and characterizations of the nilpotent matrices. In Section 4, we will establish some characterizations of the simultaneous nilpotence for an arbitrary nonempty family of matrices over commutative antirings. Partial results in this section generalize corresponding results on fuzzy matrices or lattice matrices in Lur et al. [15, 16] .
Definitions and preliminary lemmas
In this section, we will give some definitions and lemmas. For convenience, we use n to denote the set {1, 2, . . . , n}. The set of all nilpotent elements in the semiring S is denoted by N 0 (S). It is clear that N 0 (S) ⊆ Z(S). In addition, if S is a Boolean algebra or a bounded distributive lattice then N 0 (S) = {0}. that is, S has no nonzero nilpotent elements. Also, any entire semiring has no nonzero nilpotent elements.
It is easy to verify that S is a commutative semiring with the zero element 0 and the identity element 1 (in fact, S is a commutative antiring). For any a ∈ [0, 1], we can see that 
It is easy to verify that (M n (S), +, ·) is a semiring. In particular, if S is a commutative antiring then (M n (S), +, ·) is an antiring.
For A ∈ M n (S), the powers of A are defined as follows:
where I n is the identity matrix of order n. 
Definition 2.5 ([9]
). Let A ∈ M n (S). The permanent per A of A is defined as follows:
where S n denotes the symmetric group of the set n. 
for any x, y in S and any positive integer k (Note that x 0 = 1 for any element x in S ). 
Lemma 2.2. Let S be a commutative semiring and A, B ∈ M n (S). Then (1) A is nilpotent if and only if PAP T is nilpotent for any n × n permutation matrix P, and h(A) = h(PAP T ); (2) if S is a commutative antiring and A + B is nilpotent, then A and B are nilpotent.

Proof
(1) is clear, we only prove (2). 
antiring). This proves (2).
The proof is trivial.
Some properties and characteristics of nilpotent matrices
In this section, we will give some properties and characterizations of nilpotent matrices over a general commutative antiring S.
S). If every element of A is nilpotent then the matrix A is nilpotent.
Proof. Suppose that every element of A is nilpotent. Let h(a ij ) = k ij for any i, j ∈ n and k = max{k ij |i, j ∈ n}, and put l = n 2 k. Then a k ij = 0 for any i, j ∈ n. In the following we will prove
. . , a i l−1 j ∈ {a st |s, t ∈ n} and the set {a st |s, t ∈ n} contains at most n
, and so T has the
Proposition 3.2. Let A ∈ M n (S). If all main diagonal entries of A k are nilpotent for any k ∈ n, then:
(1) all elements of A n are nilpotent; 
)). Since a i s i s+1 · · · a i t−1 i t is a factor of T, T is nilpotent (by Lemma 2.1(1)). But
T is any term of (A n ) ij , we have (A n ) ij is nilpotent for any i, j ∈ n (by Lemma 2.1 (2)). This proves (1). (2) By (1) and Proposition 3.1, A n is nilpotent, and so A is nilpotent. This proves (2).
Proposition 3.3. Let A ∈ M n (S). If all principal permanental minors of A are nilpotent then:
(1) all elements of A n are nilpotent;
T is any term of (A n ) ij , we have (A n ) ij is nilpotent for any i, j ∈ n (by Lemma 2.1 (2)). This proves (1) . (2) By (1) (2)). This proves (2) .
is nilpotent (by (2)), T σ is nilpotent for any σ ∈ S n (by Lemma 2.1(1)). Then per A is nilpotent (by Lemma 2.1 (2)). This proves (3). 
Proof
(1) ⇒ (2). Suppose that A is nilpotent. Let B be any principal submatrix of order r of A. Then there exists an n × n permutation matrix P such that 
∈ M 2 (S).
Then, we have 
(1) For any i ∈ n, we have per A(i ⇒ i) = per A is nilpotent (by Proposition 3.4(3)). For any i, j ∈ n with i / = j, we have
(by Lemma 2.1(1)).
If there exists a positive integer l such that σ l (i) = j, then there must be a positive integer
2.1(2)). This proves (1).
(2) Let B = A adj A. Then, by (1) 
where F is the set of all bijections from the set n\{k} to the set n\{i}.
For any σ ∈ F, there exists a t ∈ n\{k} such that σ (t) = k since σ is a bijective and k ∈ n\{i}. Then 
⎞ ⎠ a tk per A(j|k).
By the proof of (2), we have that k∈n a ik per A(j|k) = per A(i ⇒ j) are nilpotent for all i, j ∈ n and so a ik per A(j|k) are nilpotent for all i, j, k ∈ n (by Lemma 2.1 (2)). This implies that s∈n\{k,t} a sσ (s) a tk per A(j|k) are nilpotent for all i, j ∈ n and all k ∈ n\{i, j} and all σ ∈ F (by Lemma 2.1 (1)). Then
are nilpotent for all i, j ∈ n (by Lemma 2.1 (2)).
Consequently, c ij = per A(j|i)per A(i|i) + per A(j|j)per A(j|i) +c ij .
is nilpotent for any i, j ∈ n (by Lemma 2.1(2)). This proves (4).
Corollary 3.2 [26, Theorem 3.2]. If S has no nonzero nilpotents and A ∈ M n (S) is nilpotent, then
(1) per A(i ⇒ j) = 0 for any i, j ∈ n; (2) Aadj A = (adj A)A = O; (3) (adj A) 2 = O. Theorem 3.3. Let UT n (S) = {A = (a ij ) ∈ M n (S)|a ij ∈ N 0 (S) for all i, j ∈ n
with i j} and LT n (S)
(1) A is nilpotent for any A ∈ UT n (S); (2) A is nilpotent for any A ∈ LT n (S).
. . , i n−1 , j ∈ n, there exists a t ∈ {0, 1, . . . , n − 1} such that i t i t+1 (taking i 0 = i and i n = j ), and so a i t i t+1 is nilpotent. But a i t i t+1 is a factor of T = a ii 1 a i 1 i 2 · · · a i n−1 j , we have T is nilpotent (by Lemma 2.1 (1)). This implies that (A n ) ij is nilpotent for any i, j ∈ n (by Lemma 2.1 (2)). By Theorem 3.1,
we have A is nilpotent and (1) holds. (2) The proof is similar to that of (1).
Since UT n (S) (LT n (S) ) contains all strictly upper triangular matrices (all strictly lower triangular matrices) of order n over S, by Theorem 3.3 we have
Corollary 3.3. Any strictly upper triangular matrix of order n (strictly lower triangular matrix of order n) over S is nilpotent.
Theorem 3.4. Let S be a commutative antiring with N 0 (S) = Z(S) and A ∈ M n (S). Then the following statements are equivalent.
(1) A is nilpotent. (2) There exists an n × n permutation matrix P such that PAP T ∈ UT n (S). (3) There exists an n × n permutation matrix Q such that QAQ T ∈ LT n (S).
Proof. (1) ⇒ (2):
Suppose that A ∈ M n (S) is nilpotent. We first prove that there exists an i ∈ n such that a ij ∈ N 0 (S) for all j ∈ n. If for every i ∈ n there exists a j ∈ n such that a ij / ∈ N 0 (S) then there exists a map σ : n → n such that a iσ (i) / ∈ N 0 (S) for all i ∈ n, and so
is not a zero divisor in S for any i ∈ n. This implies that a 1σ (1) 
is not a zero divisor in S.
i.e.,
On the other hand, since 1, σ (1) 
. This is a contradiction. In the following we will prove that there exists an n × n permutation matrix P such that PAP T ∈ UT n (S).
We will prove it by induction on n.
For n = 2, we have A = 
Assume that for any nilpotent matrix B ∈ M n−1 (S) there exists an (n − 1) × (n − 1) permutation matrix P such that PBP T ∈ UT n−1 (S). For any nilpotent matrix A ∈ M n (S), we have that there exists an i ∈ n such that a ij ∈ N 0 (S) for all j ∈ n. Thus there exists an n × n permutation matrix P 1 such that all elements in the nth row of
, where B ∈ M n−1 (S), α ∈ M 1×(n−1) (S) and β ∈ M (n−1)×1 (S).
Then the elements in α and b 11 are nilpotent. Since
is nilpotent (by Lemma 2.2 (1)) and B is a principal submatrix of P 1 AP T 1 of order n − 1, B is nilpotent (by Theorem 3.1). By the induction hypothesis, there exists an (n − 1) × (n − 1) permutation matrix P 2 such that P 2 BP T 2 ∈ UT n−1 (S). Now put P 3 = P 2 0 0 1
and P = P 3 P 1 . Then P is an n × n permutation matrix and
. Since b 11 and all elements in αP T 2 are nilpotent and Similarly, we can prove the statements (1) and (3) 
is neither a strictly upper triangular matrix nor a strictly lower triangular matrix.
Simultaneous nilpotence of a family of matrices
Let S be a commutative semiring and Γ any nonempty subset of M n (S). Γ is said to be simultaneously nilpotent if Γ k = {O} for some positive integer k, where
The least positive integer k satisfying Γ k = {O} is called the simultaneously nilpotent index of Γ and denoted by h(Γ ).
Lur et al. [15] studied the simultaneous nilpotence for a finite number of fuzzy matrices and established some characterizations of the simultaneous nilpotence, and in [16] , Lur et al. extended some results on the simultaneous nilpotence of fuzzy matrices to the matrices over a bounded distributive lattice.
In this section, we will consider the simultaneous nilpotence for an arbitrary nonempty family of matrices over a commutative antiring S and give some properties and characterizations of the simultaneous nilpotence. Partial results in this section generalize and develop corresponding results on fuzzy matrices or lattice matrices in Lur et al. [15, 16] . Proof. By Theorem 3.1, we have that the statements (3), (4) and (5) are equivalent.
(1) ⇒ (3). Suppose that Γ is simultaneously nilpotent. Then Γ k are simultaneously nilpotent for all k ∈ n. Thus B is nilpotent for any B ∈ ∪ 1 k n Γ k and (3) holds.
(5) ⇒ (6). It is trivial. (6) ⇒ (2).
Suppose that all main diagonal entries of B are nilpotent for any 
t is a factor of T, T is nilpotent (by Lemma 2.1(1)), and so C ij is nilpotent for any i, j ∈ n (by Lemma 2.1(2)).
(2) ⇒ (1). Suppose that all elements of C are nilpotent for any C ∈ Γ n . Let h(N 0 (S)) = l. Then for any a 1 , a 2 , . . . , a l ∈ N 0 (S), we have a 1 a 2 · · · a l = 0. In the following we will prove Γ nl = {O}.
If S has no nonzero nilpotents then N 0 (S) = {0}. 
We say Γ is not simultaneously nilpotent. In fact, for any positive integer l, let
Therefore Γ l / = {O} for any positive integer l. But it is easy to verify that Γ satisfies the statements (1) Γ simultaneously nilpotent. (2) There exists an n × n permutation matrix P such that PAP T ∈ UT n (S) for all A ∈ Γ . (3) There exists an n × n permutation matrix Q such that QAQ T ∈ LT n (S) for all A ∈ Γ .
Proof. (1) ⇒ (2):
Suppose that Γ is simultaneously nilpotent. If there does not exist an n × n permutation matrix P such that PAP T ∈ UT n (S) for all A ∈ Γ , then for each n × n permutation matrix P, there must be a matrix A ∈ Γ such that PAP T / ∈ UT n (S). Let Γ P = {A ∈ Γ |PAP T / ∈ UT n (S)} for each n × n permutation matrix P. Then the set Γ P is nonempty. Choose one matrix, say A P , from the set Γ P for every n × n permutation matrix P and put Γ 0 = {A P |P ∈ P n }, where P n denotes the set of all n × n permutation matrices. Then the set Γ 0 is a finite nonempty subset of Γ and so Γ 0 is simultaneously nilpotent. Let h(Γ 0 ) = l and C = A∈Γ 0 A. Then PCP T / ∈ UT n (S) for every P ∈ P n .
On the other hand, we have Since h(Γ 0 ) = l, we have A (1) A (2) · · · A (l) = O for any A (1) , A (2) , . . . , A (l) ∈ Γ 0 . This implies that C l = O. By Theorem 3.4, there exists a P 0 ∈ P n such that P 0 CP T 0 ∈ UT n (S). This is a contradiction. Thus, there exists a P ∈ P n such that PAP T ∈ UT n (S) for all A ∈ Γ .
(2) ⇒ (1): Suppose that there exists an n × n permutation matrix P such that PAP T ∈ UT n (S) for all A ∈ Γ . For any C ∈ Γ n , there exist A (1) , A (2) , . . . , A (n) ∈ Γ such that C = A (1) (1) ) ii 1 (B (2) ) i 1 i 2 · · · (B (n) ) i n−1 j .
Let T = (B (1) ) ii 1 (B (2) ) i 1 i 2 · · · (B (n) ) i n−1 j be any term of D ij . Since i, i 1 , . . . , i n−1 , j ∈ n, there exists an s ∈ {0, 1, . . . , n − 1} such that i s i s+1 (taking i 0 = i and i n = j ) and so (B (s+1) ) i s i s+1 ∈ N 0 (S) since B (s+1) ∈ UT n (S). Then T = (B (1) ) ii 1 (B (2) ) i 1 i 2 · · · (B (n) ) i n−1 j ∈ N 0 (S) (by Lemma 2.1(1)) and so D ij = i 1 ,i 2 ,. ..,i n−1 ∈n (B (1) ) ii 1 (B (2) ) i 1 i 2 · · · (B (n) ) i n−1 j is nilpotent for any i, j ∈ n (by Lemma 2.1(2)). Since C = P T DP, all elements of C are nilpotent. By Theorem 4.1, we have Γ is simultaneously nilpotent.
Similarly, we can prove that the statements (1) and (3) 
