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Abstract
The syntenic distance between two genomes has been introduced by Ferretti, Nadeau and
Sanko1 as an approximation of the evolutionary distance between genomes for which the gene
order is not known. This distance is the minimum number of fusions, 2ssions and translocations
required to transform a genome into another. Kleinberg and Liben-Nowell, as well as Pisanti and
Sagot, proved independently that for genomes with n chromosomes the diameter for this distance
is 2n − 4. Pisanti and Sagot also generalized this result, showing that the maximal distance
between a genome with m chromosomes and a genome with n chromosomes is n + m − 4.
Kleinberg and Liben-Nowell asked for a characterization of maximal instances for the syntenic
distance (pairs of n-chromosome genomes at a distance of 2n− 4). In this paper, we give such
a characterization, and show that we can extend it to pairs of genomes with, respectively, n and
m chromosomes that are at maximal distance.
c© 2004 Published by Elsevier B.V.
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1. Introduction
In the past few years, the interest in determining evolutionary distance between
species, in the framework of genome rearrangement, has been continuously growing.
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In this context, the evolution models are at a genomic level, where mutations take
place between large pieces of DNA, thus a1ecting the order of one or several genes
within chromosomes. If one considers two genomes G1 and G2, the distance between
G1 and G2 is usually de2ned as the minimum number of mutations needed to trans-
form one genome into the other. Depending on the mutations that are considered
(and thus allowed in the model), this gives rise to several distinct problems. One
can cite for instance the reversal distance [1,3,7], where mutations are described
in terms of reversals of chromosomes segments, or the transposition distance [2],
where a transposition is a mutation that takes a segment out of a chromosome and
inserts it at another location in this chromosome. Several other models or variants
also exist, that either take or do not take into account the order of the genes within
chromosomes.
In this paper, we are interested in the syntenic distance, where the order of genes
within chromosomes is not considered; hence, every chromosome is seen as an un-
ordered set of genes. This notion has been introduced by Ferretti et al. [6]. In this
model, the mutations that are allowed are threefold: (i) fusion: two chromosomes are
joined to form one, (ii) <ssion: a chromosome is split into two, and (iii) transloca-
tion: two chromosomes exchange arbitrary subsets of their genes (one of these subsets
can be empty). Among others, it has been shown that computing the syntenic distance
between two arbitrary genomes is NP-hard [5]; moreover, an approximation algorithm
with approximation ratio 2 is known [5], and some other variants of such an approxima-
tion algorithm have been given [6,10]. We also mention that some speci2c subclasses
of instances have been considered, such as linear synteny, exact synteny or nested
synteny [5,12,13]. In some of these cases, the distance can be computed in polynomial
time.
However, the algorithmic issue of approximating precisely the original syntenic dis-
tance between two genomes still asks for a better solution, and thus for a better under-
standing of the combinatorial nature of this problem. Among the natural combinatorial
notions related to distances over a set of objects is the diameter, that is the maxi-
mum distance between two of these objects (here two genomes over the same set of
genes). For the syntenic distance, the diameter for pairs of n-chromosome genomes
has been shown to be equal to 2n− 4 [9,13], and one particular instance reaching this
value has been given. As a natural extension of these results, Kleinberg and Liben-
Nowell asked for a characterization of those instances that are maximal (that is, pairs
of n-chromosome genomes at a syntenic distance of 2n − 4) [9]. The computation
of the syntenic diameter was later generalized by Pisanti and Sagot [13] who proved
that the maximal distance between an n-chromosome genome and an m-chromosome
genome, called the bidimensional syntenic diameter, is n+ m− 4. The main result of
the present article is an answer to the question of Kleinberg and Liben-Nowell about
maximal instances, that we generalize to the bidimensional case. Our characterization
will moreover allow us to decide in polynomial time whether a pair of genomes is at
maximal distance.
In Section 2, we formally state the problem and its model, we recall some known
properties and we introduce some notations and de2nitions. In Section 3, we give nec-
essary and suIcient conditions for square instances (pairs of n-chromosome genomes)
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to be maximal. Finally, in Section 4, we fully characterize those instances that are
maximal, and we extend this characterization to bidimensional instances.
2. Preliminaries
2.1. Syntenic distance
Following [6], we de2ne a genome G over a given set of genes as a partition of this
set of genes into an unordered collection of chromosomes (sometimes called synteny
sets). Hence the order among chromosomes and the order of genes on a chromosome
are not taken into account, and a given gene cannot appear into several chromosomes.
In the syntenic distance model, the mutations considered are the fusions of two chro-
mosomes (they are joined to form one chromosome), the <ssions of a chromosome (it
is split into two chromosomes) and the translocations between two chromosomes (they
exchange arbitrary subsets of their genes, where one of these subsets can be empty).
These mutations never involve, either as an input or as a result, empty chromosomes
and do not cause the duplication of a gene.
For example let {a; b; c; p; q; r; x; y} be a set of genes, and G1 = {{a; b; c}; {p; q; r};
{x; y}} be a genome with 3 chromosomes. The genomes G2 = {{a; b}; {c}; {p; q; r};
{x; y}}, G3 = {{a; b; c; x; y}; {p; q; r}} and G4 = {{a; p}; {b; c; q; r}; {x; y}} result, re-
spectively, from a 2ssion of the 2rst chromosome of G1, a fusion of the 2rst and third
chromosomes of G1, and a translocation between the 2rst and second chromosomes
of G1.
Given two genomes G1 and G2 over the same set of genes (there is no gene that
appears in only one of the two genomes), the syntenic distance is the minimum number
of mutations (fusions, 2ssions and translocations) needed to transform G1 into G2. This
distance will be denoted D(G1;G2).
2.2. Compact representation of an instance
Let [n] = {1; 2; : : : ; n} and let an instance of the syntenic distance be speci2ed by
two genomes, G1 = {T1; : : : ; Tm} (where Ti is the set of genes of the ith chromosome)
and G2 = {U1; : : : ;Un}, on the same set of genes. The compact representation of G1
with respect to G2, 2rst introduced in [6], is an unordered collection of m subsets
{S1; : : : ;Sm} of [n] obtained by replacing in the sets T1; : : : ; Tm every gene g by the
indices of the chromosomes of G2 containing g. We should immediately notice that
in the compact representation, every element of the underlying set [n] can appear in
several of the sets S1; : : : ;Sm.
For example, let {a; b; c; p; q; r; x; y} be a set of genes, and G1 = {{p; q; x}; {a; b};
{c; r}; {y}} and G2 = {{a; b; c}; {p; q; r}; {x; y}} be two genomes. The compact repre-
sentation of G1 with respect to G2 {{2; 3}; {1}; {1; 2}; {3}}.
Given a compact representation of a genome, one can perform on it fusions, 2ssions
and translocations, provided that one does not duplicate an element in the compact
representation of a chromosome. For example the fusion of {1; 2} and {2; 3} gives
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{1; 2; 3}. Now let G1 and G2 be an instance of the syntenic distance, where G1 has
m chromosomes and G2 has n chromosomes, S = {S1; : : : ;Sm} be the compact repre-
sentation of G1 with respect to G2 and Gn= {{1}; : : : ; {n}}. It has been proved that
D(G1;G2) is the minimum number of fusions, 2ssions and translocations needed to
transform S into Gn [5,6]. We call S = {S1; : : : ;Sm} the compact representation of the
instance (G1;G2) for the syntenic distance.
Remark 1. It should be noticed that in several papers about the syntenic distance
between genomes, authors consider a genome as a collection of subsets of the set of
genes, and not a partition of the set of genes. Following this de2nition, they allow the
repetition of genes in the same genome, and in this framework the equivalence with
compact instances does not hold anymore. The only published proof of the equivalence
between general instances and compact instances in [5] does not make this point clear.
However, it is not diIcult to see that minor modi2cations make this proof hold in the
case where no gene is repeated.
From now on, we consider only the compact representation of instances of the syn-
tenic distance, that we call simply syntenic instances, that is collections 1 {S1; : : : ;Sm}
of subsets of [n] (the two considered genomes G1 and G2 have, respectively, m and n
chromosomes) and the fusions, 2ssions and translocations for compact instances. For
such a syntenic instance, we call an optimal mutation sequence any minimal (in terms
of number of mutations) sequence of mutations (fusions, 2ssions and translocations)
that transform {S1; : : : ;Sm} into Gn. One says that such a sequence solves the syntenic
instance S = {S1; : : : ;Sm} and one denotes by D(S) the length of such an optimal
sequence. A syntenic instance is said to be an n-square syntenic instance if n=m.
If S = {S1; : : : ;Sm} is the compact representation of the instance (G1;G2), we denote
by Dual(S) the compact representation of the instance (G2;G1) (that is the compact
instance where S ′= {S ′1; : : : ;S ′n} is the compact representation of G2 with respect to
G1 and is compared to Gm).
2.3. Structural properties of the syntenic distance
We now recall some properties that will be used in the proofs of the characterization
of maximal syntenic instances. We refer the reader to [5,10] for the proofs of these
properties.
Proposition 1 (Duality). For every syntenic instance S, D(S)=D(Dual(S)).
Proposition 2 (Canonicity). For every syntenic instance, if there is an optimal muta-
tion sequence solving it with k1 fusions, k2 translocations and k3 <ssions, then there
1 It should always be kept in mind that a genome is an unordered collection of chromosomes and that
the indices of the sets Si do not represent an order on these subsets: two collections of subsets of [n], that
di1er only by a permutation of the subsets they contain, represent the same instance.
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is also an optimal mutation sequence solving it and starting by k1 fusions, followed
by k2 translocations and <nishing by k3 2ssions.
Let S = {S1; : : : ;Sm} and S ′= {S ′1; : : : ;S ′m} be two syntenic instances, and  be a
permutation on [n]. One denotes by :S ′ the syntenic instance obtained when  acts
on the elements of S ′ (every element j∈ [n] is replaced by its image (j) in ). One
says that S dominates S ′ if there is a permutation  on [n] such that for all i∈ [m]
we have (:S ′)i⊆Si.
Proposition 3 (Monotonicity). Let S = {S1; : : : ;Sm} and S ′= {S ′1; : : : ;S ′m} be two syn-
tenic instances. If S dominates S ′, then D(S)¿D(S ′).
2.4. The syntenic diameter
The diameter of the syntenic distance was studied by Kleinberg and Liben-Nowell
[9], and Pisanti and Sagot [13]. Let us denote by SD(m; n) the maximal syntenic
distance over all the syntenic instances composed of m subsets of [n]. In [9,13], the
diameter for n-square syntenic instances (m= n) was computed and shown to be equal
to 2n − 4. The following theorem, proved in [13], generalizes the above result to the
bidimensional case.
Theorem 1 (Bidimensional syntenic diameter). For all n; m¿4, SD(n; m)= n+m− 4.
From now on, a syntenic instance S = {S1; : : : ;Sm} on [n] will be called an (m; n)-
maximal syntenic instance if it cannot be solved in less than n + m − 4 mutations.
If n=m, a maximal syntenic instances will be called a maximal n-square syntenic
instances.
2.5. Gossiping and synteny
The main tool that we will use to characterize maximal syntenic instances is a
relationship between the transformation of a genome into another by translocations
and a problem of gossiping, introduced by Kleinberg and Liben-Nowell in [9] and
developed by Liben-Nowell in [11].
More precisely, the go	ssiping problem is used to model information dissemination
in communication networks. It has been introduced in the 1950s, and has received
considerable attention since, leading to a wide literature. For more information on the
subject, we refer to the survey [8]. The gossiping problem is de2ned as follows: we
start with a set of n people, denoted by integers 1; : : : ; n, each knowing a single piece
of information, denoted by {i} for the person labeled by i. Those people communicate
between them, using the telephone model, that is a communication takes place between
two people only, and both exchange all the information they have. One of the 2rst
questions that arose from this model is to determine the minimum number of calls to
be made in order that everyone knows everything, that is [n].
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Kleinberg and Liben-Nowell pointed out an equivalence between translocations and
a variant of gossiping, that they called incomplete gossiping. In this problem, people
do not necessarily want to know all the pieces of information, but each person wants
to know a speci<c subset of the total information (that is a subset of [n]). Hence, in
particular, during a call a person is allowed to give to the other caller only an arbitrary
subset of his/her information. Let us denote by Si the information that the person i
wants to know. In this model, for a given information con2guration S = {S1; : : : ;Sn}
(where Si represents the information the person i wants to know), one says that it can
be disseminated in k calls if there is a sequence of k calls that leads to the situation
where, for i=1; : : : ; n, the person i knows at least the information Si (if every person
i knows exactly Si, one says that S is exactly disseminated).
The relationship with translocations in the syntenic distance problem is as follows
(see [11, Section 4] for more details): if Ij and Ik are the sets of information that two
people j and k know before calling each other, after this call they, respectively, know
I ′j and I
′
k where Ij ⊆ I ′j , Ik ⊆ I ′k and Ij ∪ Ik = I ′j ∪ I ′k ; which leads to the remark that one
could evolve from sets I ′j and I
′
k to the sets Ij and Ik by a translocation. The following
theorem follows from this relationship (see [11, Section 4]).
Theorem 2. Let S = {S1; : : : ;Sn} be an n-square syntenic instance. D(S) is the min-
imum, among all permutations S of S, of the minimum numbers of calls necessary
to disseminate S .
Notation: When during a call two people, say i and j, exchange totally their available
information, we say that this call is complete and we denote it by (i; j).
2.6. Reduction of a syntenic instance
Finally, before starting the description of our characterization of maximal syntenic
instances, let us introduce the notion of reduction of a syntenic instance, that will
be used intensively in our proofs. Let X be a subset of [n] (X = {x1; : : : ; xk}, with
x1¡ · · ·¡xk) and S = {S1; : : : ;Sm} be a syntenic instance. We call the X -reduction
of S the syntenic instance SX = {SX1 ; : : : ;SXm } obtained from S as follows: in each
Sj, with 16j6m, every element xi ∈X is replaced by a single occurrence of x1
and the resulting collection S ′= {S ′1; : : : ;S ′m} of m subsets of [n] are normalized on
[n − k + 1] to give SX . Hence SX is a syntenic instance on [n − k + 1]. For ex-
ample, let S = {{1; 2; 3; 4; 5}; {1; 2; 3; 4}; {1; 2; 5}; {1; 2}; {1}} and X = {1; 2; 4}. Then
S ′= {{1; 3; 5}; {1; 3}; {1; 5}; {1}; {1}} and SX = {{1; 2; 3}; {1; 2}; {1; 3}; {1}; {1}} is a
syntenic instance with n=3.
3. The case of maximal square syntenic instances
We recall that an n-square syntenic instance is composed of n subsets of [n]. In this
section, we 2rst describe some conditions that an n-square syntenic instance should
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satisfy in order to be a maximal n-square syntenic instance. We then show that these
conditions are suIcient to be a maximal n-square syntenic instance.
3.1. Necessary conditions
The conditions introduced here formalize the quite intuitive idea that a maximal
syntenic instance does not involve small subsets of [n].
Lemma 1. Let n¿5 and S = {S1; : : : ;Sn} be an n-square syntenic instance. If there
exists i∈ [n] such that |Si|6n−3 then S is not a maximal n-square syntenic instance.
Proof. We consider the gossiping problem for S and we show that S can be dis-
seminated in 2n − 5 complete calls, thus proving by Theorem 2 that D(S)62n − 5.
S is dominated by the syntenic instance S ′= {S ′1; : : : ;S ′n}, de2ned by S ′i = [n] for all
i∈ [n]\{1}, and S ′1 = [n]\{n − 2; n − 1; n}. We will show that it is possible to dis-
seminate S ′ in a sequence of 2n − 5 complete calls. Before displaying this sequence,
we introduce the following notation: for any p; q, (p; q) means that p calls q. The
sequence of 2n− 5 calls that disseminates S ′ is then as follows: 2rst, for i from n− 4
down to 1, (i; n− 3); then (n− 2; n− 3), (n− 1; n), (n− 2; n− 1) (n− 3; n) (after this,
n calls have been made); and 2nally, for j from 2 to n− 4, (j; n). At the end of the
process, every person i, for i∈ [n]\{1}, knows [n], while the person 1 knows [n− 3].
Since this process uses 2n−5 calls, we conclude by Proposition 3 and Theorem 2 that
D(S)6D(S ′)62n− 5, and thus S is not maximal.
Hence, we can now restrict our study to syntenic instances where every set Si is of
size at least n− 2. The next three lemmas give necessary conditions on these syntenic
instances that will be proved to be suIcient in the following section:
Lemma 2. Let n¿4 and S = {S1; : : : ;Sn} be an n-square syntenic instance. If there
exists i; j∈ [n] and x; y∈ [n] (i = j and x =y) such that x =∈Si, y =∈Si and x =∈Sj, then
S is not a maximal n-square syntenic instance.
Proof. Here again we consider the gossiping problem associated to this syntenic in-
stance, and show that S can be disseminated in 2n − 5 calls. S is dominated by the
square syntenic instance S ′ de2ned by S ′i = [n] for all i∈ [n]\{n − 3; n − 2}, S ′n−3 =
[n − 2] and S ′n−2 = [n − 1]. S ′ can be disseminated by the following sequence of
2n−5 complete calls: for i from 1 to n−1, (i; i+1) (after this, n and n−1 know [n],
n− 2 knows [n− 1] and n− 3 knows [n− 2]); then for j from 1 to n− 4, (j; n) (after
this, for any i∈{1; 2; : : : ; n− 4; n− 1; n}, i knows [n]; n− 2 knows [n− 1] and n− 3
knows [n− 2]). Thus, D(S)6D(S ′)62n− 5 by Proposition 3 and Theorem 2, and S
is not a maximal n-square syntenic instance.
Lemma 3. Let n¿5 and S = {S1; : : : ;Sn} be an n-square syntenic instance. If there
exists three distinct integers i; j; k ∈ [n] and x∈ [n] such that |Si|6n − 2, x =∈Sj and
x =∈Sk , then S is not a maximal n-square syntenic instance.
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Proof. Due to Lemmas 1 and 2 above, we just need to focus on syntenic instances
dominated by instances S ′(n) such that S ′i = [n] for all 16i6n − 3, S ′n−2 =
[n − 2] and S ′n−1 =S ′n= [n]\{n − 2}. We now distinguish two cases: n=5 and
n¿6.
When n=5, it is possible to disseminate S ′(5) with the following 2ve complete
calls: (4; 5); (1; 2); (2; 5); (1; 3); (3; 4). Thus, in 5 translocations, it is possible to
solve S ′(5). Thus it is not a maximal 5-square syntenic instance.
Now suppose n¿6. In that case, we 2rst perform on S ′(n) n − 5 fusions over
n − 4 copies of [n]. Let us denote by S ′′ the resulting syntenic instance, that is
S ′′= {[n]; [n]; [n − 2]; [n]\{n − 2}; [n]\{n − 2}}. As S ′(5) is nothing else that the
X -reduction of S ′′ for X = [n− 4], we can deduce from the sequence of translocations
described above to solve S ′(5) a sequence of 5 translocations that can be applied to S ′′.
Hence, after these n mutations (n− 5 fusions and 5 translocations) one has a syntenic
instance {[n−4]; {n−3}; {n−2}; {n−1}; {n}}, that can be transformed into Gn by n−5
2ssions on the subset {1; 2; : : : ; n − 4} producing the n − 4 subsets {1}; {2}; : : : ; {n −
4}. Altogether, we used 2n − 5 mutations, and thus S ′ is not maximal, which im-
plies, by monotonicity (Proposition 3) that S is not a maximal n-square syntenic
instance.
Lemma 4. Let n¿6 and S = {S1; : : : ;Sn} be an n-square syntenic instance. If there
exists i; j∈ [n] (i = j) such that |Si|6n− 2 and |Sj|6n− 2, then S is not a maximal
n-square syntenic instance.
Proof. Thanks to Lemma 2, we know that if there exists an x such that x =∈Si and
x =∈Sj, then S is not maximal. Now let us focus on the remaining cases, that correspond
to syntenic instances dominated by S ′(n), where S ′(n) is such that S ′i = [n] for all
16i6n− 2, S ′n−1 = [n− 2] and S ′n= [n]\{1; 2}. We follow the same method as in the
proof of Lemma 3, and notice 2rst that for n=6, the sequence of 7 complete calls
(5; 6); (3; 4); (1; 2); (4; 5); (2; 3); (2; 6); (1; 4) disseminates S ′(6). Now, if n¿7, we
2rst perform on S ′(n) n− 6 fusions over n− 5 copies of [n]. Let us denote by S ′′ the
resulting syntenic instance, that is S ′′= {[n]; [n]; [n]; [n]; [n−2]; [n]\{1; 2}}. As S ′(6) is
nothing else that the X -reduction of S ′′ for X = {4; 5; : : : ; n−2}, we can deduce from the
sequence of translocations described above to solve S ′(6) a sequence of 7 translocations
that can be applied to S ′′. Hence, after these n + 1 mutations (n − 6 fusions and 7
translocations), one has a syntenic instance {{1}; {2}; {3}; {4; 5; : : : ; n − 2}; {n − 1};
{n}}, that can be transformed into Gn by n− 6 2ssions on the subset {4; 5; : : : ; n− 2}
producing the n− 5 subsets {4}; {5}; : : : ; {n− 2}. Altogether, we can solve S ′(n) with
(n− 6) + 7+ (n− 6)=2n− 5 mutations. Hence, by monotonicity, S is not a maximal
n-square syntenic instance.
Altogether, the four previous lemmas (Lemmas 1–4) lead to the following proposi-
tion:
Proposition 4. Let n¿6, A(n)= {A1; : : : ;An} be the n-square syntenic instance
de<ned by Ai = [n]\{i} for i=1; : : : ; n, and B(n)= {B1; : : : ;Bn} be the n-square
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syntenic instance de<ned by Bi = [n]\{i} for i=1; : : : ; n−2, Bn−1 = [n]\{n−1; n} and
Bn= [n]. Then every maximal n-square syntenic instance dominates A(n), B(n) or
Dual(B(n)).
3.2. SuAcient conditions
In the previous section we proved that every maximal square syntenic instance domi-
nates A(n), B(n) or Dual(B(n)). In this section, we prove that the 2rst two are maximal
n-square syntenic instances (Proposition 5). By duality (cf. Proposition 1), this proves
that Dual(B(n)) is also a maximal n-square syntenic instance. In order to prove that
A(n) and B(n) are maximal n-square syntenic instances, it follows immediately from
Theorem 2 that we need to consider only the gossiping instances obtained as permu-
tations of these syntenic instances. We 2rst prove a general lemma on gossiping, that
we apply later to A(n) and B(n).
Lemma 5. Let n¿2 and S = {S1; : : : ;Sn} be an instance of gossiping composed of n
subsets of [n]. If there exists i; j∈ [n], with i = j, such that
(1) Si = [n]\{j},
(2) for every k ∈ [n], k = i and k = j, then j∈Sk , then every sequence of calls C that
disseminates S in such a way that
(3) i knows exactly Si at the end of the calls of C, cannot be shorter than 2n − 4
calls.
Proof. From the hypothesis (2), the information {j} has to be known by all other
people than i, and C contains are at least n− 2 calls disseminating j. Let c1; : : : ; c‘ the
subsequence of calls of C that do not imply j. It follows from the hypothesis (1) and
(3) that this sequence of calls should disseminate exactly [n]\{j} to i, and so does
not involve any call disseminating j. If one considers the graph whose vertices are the
integers of [n]\{j} (that is all people other than j) and edges are given by the calls
c1; : : : ; c‘, this graph should be connected, and then have at least n − 2 edges. Hence
there are at least n−2 calls implying j and n−2 calls that do not disseminate j, which
proves the lemma.
Lemma 6. Let n¿4 and S be a permutation of A(n). Then S cannot be disseminated
in less than 2n− 4 calls.
Proof. Let S be a permutation of the sets of A(n), and C a sequence of calls dis-
seminating S. If, at the end of the calls of C, there exists i and j such that i knows
exactly [n]\{j}, by de2nition of A(n), j should be known by any other person than
i, and then the conditions (1)–(3) of Lemma 5 are veri2ed. Hence by Lemma 5
C contains at least 2n− 4 calls.
Otherwise, if there does not exist i and j such that i knows exactly [n]\{j}, we
can deduce from the de2nition of A(n) that after the sequence C of calls, everybody
knows [n], which requires 2n− 4 calls.
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Lemma 7. Let n¿4 and S be a permutation of B(n). Then S cannot be disseminated
in less than 2n− 4 calls.
Proof. Let S be a permutation of the sets of B(n). Let C be a sequence of calls
disseminating S, and S ′=S ′1; : : : ;S ′n the subsets exactly known by all the people at the
end of C.
Here again, if, at the end of C the conditions (1)–(3) of Lemma 5 are veri2ed for
S ′, or S ′k = [n] for all k ∈ [n], then C contains at least 2n− 4 calls.
Now we consider that, at the end of C, not everybody knows [n] and the conditions
(1)–(3) of Lemma 5 are not veri2ed together.
First, let us suppose that a subset S ′k has size n−1, say S ′k = [n]\{j} for some j∈ [n].
In this case, the conditions (1) and (3) of Lemma 5 are veri2ed. So the condition (2)
should not be veri2ed and there should be ‘∈ [n] such that j =∈S ′‘, that is j is not
present in two subsets of S ′, which is in contradiction with the structure of B(n). So
no element of S ′ has size n − 1, and by de2nition of B(n), if not everybody knows
[n] at the end of C, there is i∈ [n] such that |S ′i |6n− 2 and for every k = i S ′k = [n].
Finally, if |S ′i |= n − 2, by de2nition of B(n) it implies that S ′i = [n]\{n − 1; n}, with
i = n and i = n− 1.
Then, following the proof of Lemma 5, one can claim that C should contain a
subsequence C′ of at least n − 3 calls that do not involve n or n − 1 (in order that
i learns exactly all its information), and a subsequence C′′ of at least n − 2 calls
disseminating n (resp. n− 1) among all people but i and n (resp. n− 1).
Let us consider the case where the 2rst call involving either n or n− 1, that is the
2rst call of C′′, is not the call (n − 1; n). After all the calls of C, the sum of the
number of copies of n and n − 1 should be 2n − 2 (because n − 1 people want to
know [n]), while there are 2 copies before the calls of C′′. Moreover, each call of C′′
increases this number of copies by at most two. Hence, if the 2rst call of C′′ does
not involve both n and n− 1, it increases the number of copies by one, and there are
2n − 5 copies to disseminate, which asks for at least n − 2 additional calls, and then
C′′ contains at least n− 1 calls, and then, with C′, to 2n− 4 calls.
Finally, consider the case where the 2rst call of C′′ is (n − 1; n) and suppose that
|C′′|= n − 2. All calls of C′′ are such that {n; n − 1} is known by the two involved
persons after the call while it was not the case before the call. Each call c=(j1; j2)
among these n− 2 calls belongs to one of the three following subsequences of C′′:
C1. neither j1 nor j2 knows [n] after the call c;
C2. either j1 or j2, but not both, knows [n] before the call c;
C3. neither j1 nor j2 knows [n] before the call c, but both do after c.
We de2ne a mapping from C3 to C1 as follows: every call of C3, say c=(j1; j2),
where j1 knows the information n and n − 1 before the call (but not j2 by de2nition
of C′′) is mapped to a call (j1; j3) of C1 involving the person j1 and such that j3 does
not know the information pieces n and n − 1 before this call but does after the call.
This mapping is well de2ned because if j1 knows {n − 1; n} before a call, it learned
it during another call from C1 (it cannot be a call from C2 because j1 does not know
[n] before the call c). It is an injective mapping due to the fact that if the call (j1; j2)
belongs to C3, it is the only one of C3 involving one of these two people (by de2nition
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of C3). Hence we have |C1|¿|C3|, which implies that |C1|+ |C2|+ |C3|¿|C2|+2|C3|.
As, by hypothesis, |C′′|= |C1|+ |C2|+ |C3|= n− 2, we then have
n− 2¿|C2|+ 2|C3|: (1)
However, each call of C2 (resp. C3) can increase the number of people who knows [n]
by exactly one (resp. two), and each call of C1 does not change this number. So, as
[n] should be disseminated among n− 1 people, we have |C2|+ 2|C3|= n− 1, which
leads to a contradiction with (1), and then with the hypothesis |C′′|= n − 2. Hence
|C′′|¿n− 1, and then S cannot be disseminated in less than 2n− 4 calls.
Proposition 5. If n¿6, then A(n) and B(n) are maximal n-square syntenic instances.
Proof. This is an immediate consequence of Lemmas 6, 7 and Theorem 2.
4. Characterization of maximal syntenic instances
We can now state our main characterization results and their algorithmic conse-
quences. Our 2rst result is a characterization of maximal n-square syntenic instances
for n¿6.
Theorem 3. Let n¿6, A(n)= {A1; : : : ;An} be the n-square syntenic instance de<ned
by Ai = [n]\{i} for i=1; : : : ; n, and B(n)= {B1; : : : ;Bn} be the n-square syntenic in-
stance de<ned by Bi = [n]\{i} for i=1; : : : ; n− 2, Bn−1 = [n]\{n− 1; n} and Bn= [n].
An n-square syntenic instance is a maximal n-square syntenic instance if and only if
it dominates at least one of instances A(n), B(n) or Dual(B(n)).
Proof. This result follows immediately from Propositions 1, 4 and 5 and the fact that
Dual(A(n))=A(n).
We can now extend Theorem 3 to the case of general syntenic instances, that is we
consider syntenic instances composed of m subsets of [n], with n =m.
Remark 2. We can limit our study to the case n¿m, and the case m¿n follows by
duality (Proposition 1).
The next result gives a characterization of (m; n)-maximal syntenic instances in terms
of reduced syntenic instances.
Lemma 8. A syntenic instance S = {S1; : : : ;Sm} on [n], where n¿m¿4, is an (m; n)-
maximal syntenic instance if and only if for every subset {a; b} of [n], S{a;b} is an
(m; n− 1)-maximal syntenic instance.
Proof. Suppose that S is not an (m; n)-maximal syntenic instance: there is a sequence
of strictly less than n+m−4 mutations solving it such that the last mutation is a 2ssion
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that splits a subset {a; b} of [n] (by canonicity and the fact that n¿m). Hence there is
a subset {a; b} of [n] such that S{a;b} is not an (m; n− 1)-maximal syntenic instance.
Now, suppose that there exists {a; b}⊂ [n] such that S{a;b} is not an (m; n−1)-maximal
syntenic instance. This syntenic instance can be solved by a sequence of strictly less
than n+m−5 mutations. If we complete this sequence by a 2ssion of {a; b} we solve
S in strictly less than n + m − 4 mutations and S is not an (m; n)-maximal syntenic
instance.
We now generalize the notion of reduction of a syntenic instance. Let S be a syntenic
instance composed of m subsets of [n] (n¿m), P=p1; : : : ; pm be a set partition of
[n] into m non-empty subsets (the pi’s) and S0; : : : ; Sm be the unique sequence of
syntenic instances de2ned by S0 =S and Si+1 = (Si)pi (the pi-reduction of Si) for
i=0; : : : ; m − 1. The P-reduction of S, denoted by SP , is de2ned as the m-square
syntenic instance SP = Sm. The following lemma is a generalization of Lemma 8 to
the case of P-reductions of syntenic instances.
Lemma 9. A syntenic instance S = {S1; : : : ;Sm} on [n], where n¿m¿4, is an (m; n)-
maximal syntenic instance if and only if for every set partition P=p1; : : : ; pm of [n]
into m non-empty subsets, SP is an m-square maximal syntenic instance.
Proof. If, for a set partition P=p1; : : : ; pm of [n], SP can be solved with less than
2m− 4 mutations, then by adding to these mutations a sequence of n−m 2ssions one
can de2ne a sequence of less than n+ m− 4 mutations solving S.
So we just have to concentrate on the case where for every set partition P, SP is
an m-square maximal syntenic instance, and prove that in this case S is maximal. If
n − m=1, it follows immediately from Lemma 8. Otherwise, suppose that n − m¿1
and that S is not an (m; n)-maximal syntenic instance. From Lemma 8 one can say that
there is {a; b}⊂ [n] (with a¡b) such that S{a;b} (denoted by T ) is not an (m; n− 1)-
maximal syntenic instance. Hence by induction, we know that there is a set partition
Q of [n− 1] into m non-empty sets such that T Q is not an m-square maximal syntenic
instance. We now de2ne a set partition P of [n] as follows: every element x of Q
greater than or equal to b is replaced by x + 1 and b is added to the set containing
a. It is immediate to verify that every sequence of k mutations solving T Q induces
a sequence of k mutations solving SP , which is not an m-square maximal syntenic
instance.
Thus, if we want a characterization of (m; n)-maximal syntenic instances that will be
easier to translate in a decision algorithm, one just has to 2nd which syntenic instances
cannot be reduced to a non m-square maximal syntenic instance. Such syntenic instances
are described in the following result:
Theorem 4. Let n¿m¿6, C(m; n)= {C1; : : : ; Cm} and D(m; n)= {D1; : : : ;Dm} be
the syntenic instances on [n] de<ned by: Ci = [n]\{i} for i=1; : : : ; m − 1 and Cm=
[n]\{m−1}, and Di = [n]\{i} for i=1; : : : ; m−1 and Dm= [n]\{m;m+1}. A syntenic
instance S = {S1; : : : ;Sm} on [n] is an (m; n)-maximal syntenic instance
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if and only if it dominates at least one of the two syntenic instances C(m; n)
and D(m; n).
Proof. Let us consider a syntenic instance S that does not dominate one of the two
syntenic instances C(m; n) and D(m; n).
If S contains a set Si such that |Si|6n − 3, let x; y; z ∈ [n] that do not appear in
Si and P=p1; : : : ; pm a partition of [n] with p1 = {x}, p2 = {y} and p3 = {z}. Then
it follows from Lemma 1 that SP is not an m-square maximal syntenic instance, and
Lemma 9 implies that S is not an (m; n)-maximal syntenic instance. Otherwise, let S
be such that there exists a set Si with |Si|6n− 2. From the de2nition of C(m; n) and
D(m; n), there are three possible cases where such a syntenic instance can dominate
C(m; n) or D(m; n).
• Suppose that there are j∈ [n] and x; y∈ [n] (j = i and x =y) such that x =∈Si, y =∈Si
and x =∈Sj. Let P be a set partition of [n] with p1 = {x} and p2 = {y}. Then it
follows from Lemma 2 that SP is not an m-square maximal syntenic instance.
• Suppose there exists integers j; k ∈ [n] distinct from i, and distinct integers x; y; z ∈ [n]
such that x =∈Sj, x =∈Sk , y =∈Si and z =∈Si. Let P be a set partition of [n] with
p1 = {x}, p2 = {y} and p3 = {z}. Then it follows from Lemma 3 that SP is not an
m-square maximal syntenic instance.
• Suppose there exists j∈ [n] (j = i) and distinct integers x; y; z; t ∈ [n] such that |Si|
6n − 2, |Sj|6n − 2, x =∈Si, y =∈Si, z =∈Sj and t =∈Sj. Let P be a set partition of
[n] with p1 = {x}, p2 = {y}, p3 = {z} and p4 = {t}. Then it follows from Lemma 4
that SP is not an m-square maximal syntenic instance.
Hence we just need to verify that every syntenic instance S that dominates C(m; n)
and D(m; n) is an (m; n)-maximal syntenic instance, (that is, by Lemma 9, cannot be
reduced to an m-square syntenic instance that dominates A(n) or B(n)). This point
can be shown by induction on n − m. If n − m=1, for every subset {a; b} of [n],
it is immediate to verify that S{a;b} dominates one of the syntenic instances A(n) or
B(n) de2ned in Theorem 3. If n − m¿1, suppose that S is not an (m; n)-maximal
syntenic instance. By Lemma 8, there exists a subset {a; b} of [n] such that S{a;b} is
not an (m; n− 1)-maximal syntenic instance. By induction, it implies that S{a;b} does
not dominate one of the syntenic instances C(m; n− 1) and D(m; n− 1). This leads
to a contradiction with the fact that S{a;b} is a reduction of a syntenic instance that
dominates one of the two syntenic instances C(m; n) and D(m; n).
Remark 3. Theorems 3 and 4 give a characterization of maximal syntenic instances
(G1;G2) with n¿6 (where n is the size of G2). However, the syntenic diameter is
known to be equal to 2n − 4 for any n¿4, thus the cases n=4 and 5 also need to
be considered. This work has been done using a computer program based on Liben-
Nowell’s algorithm [12], and is described in [4].
Remark 4. Our two main results (Theorems 3 and 4) relate the maximality of a syn-
tenic instance in terms of domination of this syntenic instance over a small number
of simple syntenic instances. Moreover, testing that a given syntenic instance domi-
nates either C(m; n) or D(m; n) is easy: for C(m; n) for syntenic instance, it is suIcient
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to test that each set of the syntenic instance is of size at least n − 1 and that there
are at most one i∈ [n] that does not belong to two di1erent sets of the syntenic in-
stance. This can clearly be achieved in polynomial time. The same holds for D(m; n),
which implies immediately that for n; m¿6 and S = {S1; : : : ;Sm} a syntenic instance,
one can decide in time polynomial in n + m whether S is a (m; n)-maximal syntenic
instance.
5. Conclusion
In this paper, we answered two open questions from Kleinberg and Liben-Nowell [9]
about the syntenic distance—we described a characterization of square maximal syn-
tenic instances that induces a polynomial time algorithm deciding whether a square syn-
tenic instance is maximal—and we extended our results to the bidimensional
case.
An interesting point is the usefulness of the relationship between translocations and
calls in the gossiping problem. This fact is central in the proofs of our results.
Thanks to our study, it is also possible to con2rm the fact that maximal square
syntenic instances can be solved by translocations only (that is, fusions and 2ssions do
not necessarily help for syntenic instances that are at distance equal to the diameter).
This extends a similar result in the case of the n-square syntenic instance containing
n copies of [n] due to [9]. However, it has been pointed out in [12] that for some
syntenic instances, fusions and 2ssions are necessary in order to get the minimum
distance between two genomes. Hence, among several open problems, we would like
to point out the following one: is it possible to characterize those syntenic instances
that can be solved by translocations only?
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