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Tanabe, 1988; 小島 他, 1987; Kojima et al., 1989; 刀根, 1987）．
数理科学の他の分野同様，最適化には，“モデリング・数理・アルゴリズム”の 3つの側面があ
る．本論では，著者と共同研究者のこれまでの研究より，数理とアルゴリズムの側面を扱った
ものとして，凸最適化に対する内点法の情報幾何（Ohara and Tsuchiya, 2007; 土谷・小原, 2008;
Kakihara et al., 2009, 2011, 2013），そして凸最適化によるモデリングの例として内点法による
大規模グラフィカルモデル推定（Ueno and Tsuchiya, 2009），古代メソポタミア都市の人口動態
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推定（上田, 2010; 上田 他, 2011）について紹介する．
2. 内点法と情報幾何
情報幾何（甘利・長岡, 1994; Amari and Nagaoka, 2007）は統計科学や機械学習，信号処理，制
御などの分野に対する微分幾何学的枠組みである．数学的には凸性がその中で重要な役割を果
たす．近年，筆者らにより，凸最適化の情報幾何の理論が展開され（Ohara and Tsuchiya, 2007;





る．E∗ を E上の線形関数の作る空間とする．Eと E∗ の元が作る（双対）積を 〈·, ·〉と記すこと
にする．凸錐 Ωの開双対錐を Ω∗ ≡{s∈E∗ | 〈s,x〉> 0, ∀x∈ cl(Ω)\{0}} とする．2つの凸錐 Ω
と Ω∗ を用いて定義される，次の最適化問題
(2.1) min〈c,x〉, s.t. x∈ (d +T) ∩ cl(Ω)
および
(2.2) min〈d,s〉, s.t. s∈ (c +T∗) ∩ cl(Ω∗),
を考える．ここで，c∈E∗，d∈E，T⊂Eは n−m次元線形部分空間，T∗ ⊂E∗ は m次元双





式時間内点法の一般論が構築できることが知られている（Nesterov and Nemirovski, 1994）．そ
して，さまざまな特長を持った実用的なソフトウェアパッケージが公開されている．
本節以降，主問題（2.1）の内点許容解の集合 (d +T) ∩ Ωを P，双対問題（2.2）の内点許容解
の集合 (c +T∗) ∩ Ω∗ を D と記す．そして P と Dが共に空集合ではないと仮定する．双対理




正規障壁関数（Nesterov and Nemirovski, 1994）と呼ばれる，性質の良い凸関数を用いる（pは Ω
の形状より定まるパラメータである）．なお，線形計画問題の場合には，ψ(x)=−∑ni=1 logxi，
半正定値計画問題の場合には ψ(x)=−logdet(x) である．パラメータ pは，線形計画問題では
非負変数の数（次元），半正定値計画問題の場合には，最適化が行われる対称行列の行（列）数で
ある．







1994）を辿って最適解に到達する．中心曲線 γP は p 正規障壁関数を利用して定義される，t > 0
をパラメータとする以下の最適化問題の最適解 xP(t)の集合である：







そしてこの方法により，主問題（2.1）に対し，パラメータ t1 の中心曲線上の点 xP(t1)の近傍














と定義する．すると，s(Ω)=Ω∗ が成立し，さらに，s(·)は Ωと Ω∗ の間の一対一の大域的写像
となっている．s(·)を Ωに導入されたもう一つの座標と考えることもでき，この座標系に関し
ては，Ωは「Ω∗ であるように見える」．
双対平坦空間では二つの特徴的なアファイン接続∇と ∇∗ が定まる．このうち ∇は元の x
座標での直線が測地線となるような接続である．一方 ∇∗ は s座標での直線が測地線となるよ
うな接続である．
ψ(x)の共役関数を ψ∗(s)と記す．ψ∗(s)は Ω∗の p 正規障壁関数で，Ω∗上に ψ∗をポテンシャ
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図 2. x 座標系（左）と s 座標系（右）における主問題の許容領域 P と双対問題の許容領域
（錐の次元は 2, P, D の次元は 1）．
ル関数として導入される双対平坦空間は，Ω上に ψに基づいて導入されたものと同型となる．
双対問題に対する中心曲線 γD は，ψ∗ を用いて，(2.3）同様，
min t〈d,s〉+ ψ∗(s), s∈D
の最適解 sD(t)が成す曲線と定義される．なお，線形計画問題の場合には，ψ∗(s)=−∑ni=1 logsi−
n，半正定値計画問題の場合には ψ∗(s)=−logdet(s) +（nの関数）となり，事実上 ψと一致す







(n−m)次元 ∇ 自己平行部分多様体となり，双対問題の許容領域 Dは，m次元 ∇∗ 自己平行
部分多様体となる．通常 P は接続∇∗に関しては曲がっており，Dは接続∇については曲がっ
ていることに注意したい（図 2）．P と Dは 1点で交わり，交点 P ∩ Dは，t=1での中心曲線
上の点となる．
この事実を認め，少々想像を逞しくすれば，t= t′ での中心曲線上の点は P ∩ t′D として表
されることが分かるであろう．ここで，t′Dは Dを s座標において t′倍した集合である．ここ
で，Dを同次化した，m + 1次元 ∇∗ 自己平行部分多様体 Hom(D)を以下のように定義する．
Hom(D)= {s′ ∈Ω∗ |s′= ts, t > 0, s∈D}
一次元多様体として，中心曲線 γP を γP = {γP (t) | t∈（0,∞]}と表す．ここで xP(t)=x(γP(t))
である．上で述べた同次化された双対問題の許容領域Hom(D)を用いて中心曲線は γP =P ∩
Hom(D) と表現できる．
この定式化にもとづいて，s座標を用いて中心曲線をHom(D)上で辿る，以下のような予測
子・修正子法を考える．N (β)で，中心曲線 γP の近傍を表す．β ∈ [0,1）で，βが 0で中心曲線
に一致し，β が大きくなるにつれて広くなる．
予測子・修正子法（図 3参照）
1. γP(t)をパラメータ tの中心曲線 γP 上の点とし，s(t)= s(γP(t))，s˙(t)を s(t)での接線方
向とする．
2.（予測子）sL(t + Δt) = s(t) + Δts˙とし，Δtmax > 0を sL(t + Δt)∈N (β) となる最大の Δt
とする．（sL(t + Δtmax)∈ (t + Δtmax)Dとなる．）
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図 3. 予測子・修正子法（錐の次元は 3, P の次元は 2（P は曲面），D の次元は 1（D は（半）
直線））．
3.（修正子）sL(t + Δtmax)から s(t + Δtmax)に移動する．
4. t := t + Δtとしてステップ 1に戻る．




M上の接空間を Tx(M)とする．リーマン計量の意味で Tx(M)の直交補空間への射影を Π⊥x
とする．X，Y を Tx(M)とし，接続∇に関するX の Y についての共変微分∇Y X を考える．
すると，通常∇Y X ∈Tx(M)となる．この時，埋め込み曲率HM(X,Y )を，Π⊥x∇Y X として定
義する．接続 ∇∗ に関する埋め込み曲率を同様に定義し，H∗M(·, ·)と記す．
この時，次の定理が成立する：






IP (t1, t2) +
o(1)√
β























2009, 2011, 2013; Ohara and Tsuchiya, 2007）.
定理 2. 0< t1 <t2とする．s1を γP(t1)の近傍の点とする．古典的線形計画問題，半正定値
計画問題において，K(s1, t2,β)を s1から近傍N (β) を通って主双対予測子・修正子法で γP(t2)




























（近傍 N (β)は，主双対内点法についての中心曲線の近傍で，β ∈ [0,1)で，β =0の時には中心
曲線に一致し，β が大きくなるにつれて近傍が広くなる．）
古典的線形計画の場合，中心曲線の “全曲率”を，問題を記述するのに要する入力ビットサ
イズと次元の多項式で評価できる．すなわち次の定理が成立する（Kakihara et al., 2009, 2011;
Ohara and Tsuchiya, 2007）.








り，β ×（内点法の反復回数）は β に依存せずに，ほぼ一定値となり，中心曲線上の積分値 IP ,
ID, IPD となることがわかる．さらに，β = 1ととった場合の反復回数は，積分値そのものと
なる．以下，この関係が大規模問題について成立することを数値実験で確かめる（Kakihara et
al., 2009, 2011）．





















図 4. 線形計画の場合：DFL001（12230 変数 6072 制約式；最適値：1.12664 × 107）．








グラフィカルガウシアンモデル（例えば Lauritzen, 1996）は，n個の連続変量 x=(x1, . . . ,xn)
があったときに，それらが，分散共分散行列の逆行列 D = {dij}の非ゼロパターンが指定され
ているような多変量正規分布にしたがうと仮定するモデルであり，xの密度関数は以下のよう














せることができる．このグラフを G=(V,E) と記すことにしよう．ここで，V と E はそれぞれ
頂点と枝の集合である．変量 iと j を結ぶ無向グラフの各枝を (i, j)と表すことにする ((i< j)
の場合のみを考える）．なお，正定値性より，Dの対角要素は常に正である．
I = {(1,1), . . . ,(n,n)}とすると，Dの非ゼロ要素の集合は，J ≡I ∪ E となる．Eij を，(i, j)





yijEij , D 0.
ここで，yij は実数，D  0は D が正定対称行列であることを表す．（3.2) を満たす D の集合
を S と記す．グラフィカルガウシアンモデルは（3.1）と（3.2）によって表現されるモデルである．
G(V,E)を（無向）独立グラフと呼ぶ．独立グラフは対ごとの条件付き独立性を視覚的に表現し
たものである．つまり，(i, j)∈P が J に含まれない時，そしてその時に限り，xiと xj は，残
りの変数を固定するという条件の下で独立となる．
標本平均が x¯，標本分散共分散行列が Ŝ であるような m個のサンプルが与えられたとする
と，グラフ Gによって規定されるグラフィカルガウシアンモデルの対数尤度関数は次のように
書ける：










(3.4) minD Tr(ŜD)− logdetD, s.t.D∈S .
の最適解として与えられる．
このように，D の最尤推定量を求める問題は，線形制約の下での − logdet 関数と線形関数
和の最小化問題の最適化問題となる．したがって，ガウシアングラフィカルモデルの最尤推定
は，次の半正定値計画問題の中心曲線上の点を求める問題そのものに帰着する．
minD Tr(ŜD), s.t.D∈S .
この半正定値計画問題の中心曲線は，ν をパラメータとする次の凸計画問題
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変数は，各人物 iの生誕年 bi，死亡年 di である．当然，各人物について，
（D）死亡年は生誕年よりも後である，bi≤ di
が成立する．また，文書 kの成立年を Pk とすると，
（E）文書 Pk に登場する人物 iの死亡年について，Pk ≤ di
が成立する．以上（A）から（E）の設定（制約）の下で最小化すべき目的関数を∑
i






の成立年を定める問題を，約 22301 変数，39311 制約式の凸 2次計画問題として定式化した．
問題の求解にあたっては数理システムの NUOPTを使用した．シナリオとしては，各人物の寿
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図 7. 各人物の寿命を [20, 60) の一様分布で与えた場合の一例．（a）各年毎の文書に登場する
人物の生誕数，死亡数および文書の作成数，（b）文書に登場する人物の生誕，死亡の累
積および人口の推移．（文書 JEN523 が作成された年を 100 年として時間軸を定めて












当時の都市遺跡では，1エーカ （ー4047m2）に 100 人程度が住んでいたと考えられることよ
り，約 800000m2 の居住領域が必要である．ヌジ遺跡はその面積が 38100m2 であり，したがっ
てそこには約 1000人程度が住んでいたと考えられる．このような集落が 20個程度あってヌジ
社会を構成していたと思われる．また，当時の小麦の収量を 10アールあたり 300 kgとし，こ
れで 2人を 1年間養えると考えると，20000人を養うには，約 10 km2の畑が必要となる．した
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Interior-point Algorithms, Information Geometry
and Optimization Modeling
Takashi Tsuchiya
National Graduate Institute for Policy Studies
This paper deals with three topics related to algorithm, mathematics and modeling
aspects of convex optimization. First it deals with the information geometric framework
of interior-point algorithms. The iterative complexity of interior-point algorithms is ex-
pressed in terms of an information geometric integral. Through experiments on fairly large
instances, the number of iterations of the interior-point algorithm is shown to be a dif-
ferential geometrical integral over the central trajectory, both in classical linear programs
and in semidefinite programs. The second topic is an application of the interior-point
method to estimation of a large-scale normal distribution in data assimilation. The size
of the matrix is up to 34300× 34300 without any block structure, and the number of
parameters in the model, which is compared with AIC or BIC, is up to 150381. In the last
topic, we estimate the population of a village in ancient Mesopotamia called Nuzi using
convex quadratic programming. The estimation is based on personal records written in
Cuneiform on clay tablets excavated from the ruins.
Key words: Interior-point algorithm, information geometry, graphical model, data assimilation,
Mesopotamia, Nuzi, population estimation.
