The techniques to build the models, equations, confidence and prediction intervals of nonlinear regressions on the basis of multivariate normalizing transformations for non-Gaussian data are considered. The examples of application of the techniques for the four-dimensional non-Gaussian data set for two cases such as: univariate and multivariate normalizing transformations are given. The values of the multiple coefficient of determination such as: the mean magnitude of relative error and the percentage of prediction which are given are better for the nonlinear regression model for the Johnson multivariate transformation compared to the univariate one. The widths of the prediction interval of non-linear regression on the basis of the Johnson multivariate transformation are less than following Johnson univariate transformation for 26 of 30 rows of data. Approximately the same results are obtained for confidence intervals of nonlinear regression. In general, when constructing the models, equations, confidence and prediction intervals of non-linear regressions for multivariate non-Gaussian data, one should use multivariate normali-zing transformations. Normalizing data with univariate transformations instead of multivariate one may lead to increasing of width of the confidence and prediction intervals of non-linear regression.
Introduction.
A normalizing transformation is often a good way to build models, equations, confidence and prediction intervals of nonlinear regressions [1] [2] [3] [4] [5] [6] [7] . However, well-known techniques for building models, equations, confidence and prediction intervals of non-linear regressions are based on the univariate normalizing transformations (such as log and Box-Cox transformations) which do not take into account the correlation between random variables in the case of normalization of multivariate non-Gaussian data. This leads to the need of using the multivariate normalizing transformations, which take into account the correlation to build models, equations, confidence and prediction intervals of nonlinear regression.
In this paper we demonstrate that there may be data sets for which the results of building the models such as confidence and prediction intervals of non-linear regressions depend on which normalizing transformation is applied, univariate or multivariate. We consider the techniques to build the models, confidence and prediction intervals of non-linear regression for multivariate non-Gaussian data. As and in [5] the techniques consist of three steps. In the first step a set of multivariate non-Gaussian data is normalized using a multivariate normalizing transformation. In the second step, the models, confidence and prediction intervals of linear regression for the normalized data are built. In the third step, the models, confidence and prediction intervals of non-linear regressions for multivariate non-Gaussian data on the basis of the models, confidence and prediction intervals of linear regression for the normalized data and the normalizing transformation are constructed.
Nonlinear regression model. In reference [2] authors define a nonlinear regression model as «a model for the relationship between a response and predictor(s) in which at least one parameter does not enter linearly into the model». According to [1] [2] [3] [6] [7] [8] the general nonlinear regression model may be represented as
where f is a nonlinear function; x is a vector of regressors (independent variables); q is a vector of parameters; e is the error term that has the same properties as in linear regression, i.e. the Gaussian random variable which defines residuals, e s e 2 ( , ) N 0 . We have additive error term in the model (1) . According to [7, 8] the nonlinear regression model with multiplicative error term may be represented as
where e s e 2 ( , ) N 1 . Duncan [8] considered two models for the error structure: the additive form (1) and the multiplicative form (2) and simulated three distributions for e -the normal, the scale-contaminated normal, and the double exponential. In practice we will generally not know the form of the error term, but an additive error term undoubtedly is more common than multiplicative one. Bates and Watts [1] pointed out that the assumption of the additivity of the error is closely tied to the assumption of constant variance of the disturbances (residuals). It may be the case that the residuals can be considered as having constant variance, but as entering the model multiplicatively. In either case, one of the corrective actions is to take a transformation of the response (dependent variable). If the error is multiplicative, we can treat the nonlinear regression model as intrinsically linear and use the normalizing transformation [4] . That is, we define the nonlinear regression model as Y f = ( , , )
x q e , where e s e 2 ( , ) N 0 . The techniques. Consider bijective multivariate normalizing transformation of non-Gaussian random vector P ={ , , ,.
is given by
and the inverse transformation for (3)
The linear regression model for normalized data according to (3) will have the form [6] ; Z X + is the matrix of centered regressors that
; e is the Gaussian random variable which defines residuals, e~( , ) N 0 1 . The nonlinear regression model will have the form . The technique to build a prediction interval of non-linear regression is based on a prediction interval of linear regression for normalized data, transformations (3) and (4):
where A confidence interval of nonlinear regression is defined like (7) with the only difference that in the sum in curly brackets (7) there will not be 1:
Examples. We consider the examples of building the models, equations, confidence and prediction intervals of nonlinear regressions for multivariate non-Gaussian data for two cases: univariate and multivariate normalizing transformations. Table 1 contains the data on metrics of software for open-source Java-based system [9, 10] . Recall that the first metric Y involves actual software size in the thousand lines of code, the second X 1 , third X 2 and fourth X 3 metrics determine respectively the total number of classes, the total number of relationships and the average number of attributes per class in conceptual data model. Table 1 also contains the lower bounds (LB) and upper bounds (UB) of the prediction intervals of nonlinear regressions, which calculation is considered below.
For normalizing the multivariate non-Gaussian data from Table 1 , we use the Johnson univariate and multivariate transformations (the Johnson translation system) for S B family. In our case the Johnson normalizing translation is given by [11] :
where Table 2 . The sample covariance matrix S N of the T is used as the approximate moment-matching estimator of 
For detecting the outliers in the data from Table 1 we use the technique based on multivariate normalizing transformations and the squared Mahalanobis distance (MD) [12, 13] . There are no outliers in the data from Table 1 for 0,005 significance level and the Johnson multivariate transformation (9) for S B family. In [9, 10] it was also assumed that the data contains no outliers. The values of squared MD for normalized data by the Johnson univariate transformation (10) for S B family from Table 1 indicate the data of system 22 is multivariate outlier, since for this data row the squared MD equals to 17,73 is greater than the value of the quantile of the Chi-Square distribution, which equals to 14,86 for 0,005 significance level. Although note that without using normalization the data of system 11 is multivariate outlier since for this data row the squared MD equals to 15,44.
After normalizing the non-Gaussian data, the linear regression model (5) is built
Parameters of the linear regression model (11) were estimated by the least square method. Estimators for parameters of the model (11) 
The model (12) Table 1 contains the lower LB and upper UB bounds of the prediction intervals of nonlinear regressions, which calculated by (7) 
In our case, in the formula (13), the vectors Z and Z should be replaced by the vectors P and P or T and T, respectively, for the initial (non-Gaussian) or normalized data. It is known that b 2 2 = + m m ( )holds under multivariate normality. The given equality is a necessary condition for multivariate normality. In our case b 2 24
= . The estimators of multivariate kurtosis equal 27,17, 32,05 and 24,02 for the data from Table 1 , the normalized data on the basis of the Johnson univariate and multivariate transformations respectively. The values of these estimators indicate that the necessary condition for multivariate normality is practically performed for the normalized data on the basis of the Johnson multivariate transformation for family S B , it does not hold for other data.
Conclusions
In general, when constructing the models, equations, confidence and prediction intervals of non-linear regressions for multivariate non-Gaussian data, one should use multivariate normalizing transformations. Normalizing data with univariate transformations instead of multivariate one may lead to increasing of width of the confidence and prediction intervals of non-linear regression. 
