Abstract. We present a new simple algorithm that constructs an Aho Corasick automaton for a set of patterns, P , of total length n, in O(n) time and space for integer alphabets. Processing a text of size m over an alphabet Σ with the automaton costs O(m log |Σ| + k), where there are k occurrences of patterns in the text.
Introduction
The exact set matching problem [7] is defined as finding all occurrences in a text T of size m, of any pattern in a set of patterns, P = {P 1 , P 2 , ..., P q }, of cumulative size n over an alphabet Σ. The classic data structure solving this problem is the automaton proposed by Aho and Corasick [2] , which is constructed in O(n log |Σ|) preprocessing time and O(m log |Σ| + k) search time, where k represents the number of occurrences of patterns in the text. This solution is suitable especially for applications in which a large number of patterns is known and fixed in advance, while the text varies. We will explain the data structure in detail in Section 2.
The suffix tree of a string is a compact trie of all the suffixes of the string. Several algorithms construct it in linear time for a constant alphabet size [14, 16, 17] . Farach [5] presented a linear time algorithm for integer alphabets. Generalized suffix trees for a set of strings, as defined in [7] , are also constructed in time linear to the cumulative length of the strings. Lately, much attention has been paid to the suffix array [6, 13] , a sorted enumeration of all the suffixes of a string. The algorithm in [13] constructed this space-efficient alternative to suffix trees in O(n log n) time, but recently a few O(n) algorithms were suggested [8, 10, 12] . New developments suggest further refinements; the enhanced suffix array can entirely replace the suffix tree [1] with the same incurred complexities [9] . In [9], a history of the evolution of suffix trees and arrays was relayed.
The linear time construction of the suffix tree and suffix array for integer alphabets was achieved after years of research. It is only natural to extend this development to the third "member" of this data structure family -the Aho Corasick automaton. We answer this challenge and present a new algorithm which constructs the Aho Corasick automaton in O(n) preprocessing time for integer alphabets. The search time remains as it was, O(m log |Σ| + k).
At the heart of our algorithm lies the observation of a close connection between the Aho Corasick Failure function and the index structure of the reversed patterns, be it a suffix tree or an enhanced suffix array. This connection is explained in detail in Section 3.2.
Our algorithm uses the new linear time algorithms to construct suffix arrays and suffix trees for integer alphabets. In this paper, we handle three issues: constructing the Goto trie for all patterns, using the linear time construction of suffix arrays; constructing the Failure function for all pattern prefixes by building a generalized suffix tree, using the linear time construction of suffix trees; and finally, keeping logarithmic search time in each node, using conventional methods.
The paper is organized as follows: in Section 2 we define the Aho Corasick automaton. In Section 3 we describe the construction of the automaton in several steps: the Goto function (Section 3.1), the Failure function (Section 3.2), and the combination of the two (Section 3.3). The original Output function, which we have not changed, is mentioned briefly in Section 3.4, and the entire algorithm is outlined in Section 3.5. We show how to maintain the O(m log |Σ| + k) bound on query processing in Section 4, and summarize our results in Section 5.
Preliminaries
The exact set matching problem [7] is defined as finding all occurrences in a text, T , of any pattern in a set of patterns, P = {P 1 , P 2 , ..., P q }. This problem was first solved by Aho and Corasick [2] by creating a finite state machine to match the patterns with the text in one pass. In other words, their method defined the following functions (slightly redefined in [7] ): -Goto function: an uncompressed trie representation of the set of patterns.
Let L(v) denote the label along the path from the root to node v. 
