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A POSITIVE FIXED POINT THEOREM WITH APPLICATIONS TO
SYSTEMS OF HAMMERSTEIN INTEGRAL EQUATIONS
ALBERTO CABADA, JOSE´ A´NGEL CID, AND GENNARO INFANTE
Abstract. We present new criteria on the existence of fixed points that combine some
monotonicity assumptions with the classical fixed point index theory. As an illustrative
application, we use our theoretical results to prove the existence of positive solutions for
systems of nonlinear Hammerstein integral equations. An example is also presented to show
the applicability of our results.
1. Introduction
In this manuscript we pursue the line of research developed in the recent papers [4, 5, 8, 12,
23] in order to deal with fixed point theorems on cones that mix monotonicity assumptions
and conditions in one boundary, instead of imposing conditions on two boundaries as in the
celebrated cone compression/expansion fixed point theorem of Krasnosel’ski˘ı. In order to do
this we employ the well-known monotone iterative method, combined with the classical fixed
point index. In Section 2 we prove two results concerning non-decreasing and non-increasing
operators in a shell, in presence of an upper or of a lower solution; in Remark 2.4 we present
a comparison with previous results in this direction.
In [8] Cid and co-authors, in order to show the existence of positive solutions of the
fourth-order boundary value problem (BVP)
u(4) = λg(t)f(u), t ∈ (0, 1),
u(0) = u(1) = 0 = u′′(0) = u′′(1),
(1.1)
where λ > 0, studied the associated Hammerstein integral equation
(1.2) u(t) = λ
∫ 1
0
k(t, s)g(s)f(u(s)) ds,
where k is precisely the Green’s function associated to the BVP (1.1). Having defined the
constant
γ∗ = max
t∈[0,1]
∫ 1
0
k(t, s)g(s) ds,
the main result in [8], regarding the BVP (1.1), is the following.
2010 Mathematics Subject Classification. Primary 47H10, secondary 34B10, 34B18, 45G15, 47H30.
Key words and phrases. Cone, boundary value problem, fixed point index, positive solution, nonlocal
boundary conditions, system.
1
Theorem 1.1. Assume that lim
s→∞
f(s)
s
= +∞ and there exists B ∈ [0,+∞] such that f is
non-decreasing on [0, B). If
0 < λ < sup
s∈(0,B)
s
γ∗f(s)
,
(with the obvious meaning when f(s) = 0), then the BVP (1.1) has at least a positive solution.
Note that the above theorem is valid for a specific Green’s function. On the other hand the
existence of nonnegative solutions for systems of Hammerstein integral equations has been
widely studied, see for example [1, 6, 7, 9, 10, 11, 13, 14, 16, 17, 18, 19, 20, 21, 22, 24, 25]
and references therein. In Section 3 we give an extension of Theorem 1.1 to the context of
systems of Hammerstein integral equations of the type
u1(t) = λ1
∫ b
a
k1(t, s)g1(s)f1(u1(s), u2(s)) ds,
u2(t) = λ2
∫ b
a
k2(t, s)g2(s)f2(u1(s), u2(s)) ds,
(1.3)
providing, under suitable assumptions on the kernels and the nonlinearities, the existence of
a positive solution.
In order to show the applicability of our results, we discuss the following system of second-
order ODEs, subject to local and nonlocal boundary conditions, that generates two different
kernels,
u′′1(t) + λ1f1(u1(t), u2(t)) = 0, t ∈ (0, 1),
u′′2(t) + λ2f2(u1(t), u2(t)) = 0, t ∈ (0, 1),
u′1(0) = 0, u1(1) + u
′
1(1) = 0,
u′2(0) = 0, u2(1)− ξu2(η) = 0, η ∈ (0, 1), 0 < ξ < 1,
(1.4)
computing all the constants that occur in our theory.
2. Two fixed point theorems in cones
A subset K of a real Banach space X is a cone if it is closed, K +K ⊂ K, λK ⊂ K for
all λ ≥ 0 and K ∩ (−K) = {θ}. A cone K defines the partial ordering in X given by
x  y if and only if y − x ∈ K.
We reserve the symbol “≤” for the usual order on the real line. For x, y ∈ X , with x  y,
we define the ordered interval
[x, y] = {z ∈ X : x  z  y}.
The cone K is normal if there exists d > 0 such that for all x, y ∈ X with 0  x  y then
‖x‖ ≤ d‖y‖ .
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We denote the closed ball of center x0 ∈ X and radius r > 0 as
B[x0, r] = {x ∈ X : ‖x− x0‖ ≤ r},
and the intersection of the cone with the open ball centered at the origin and radius r > 0
as
Kr = K ∩ {x ∈ X : ‖x‖ < r}.
We recall a well known result of the fixed point theory, known as the monotone iterative
method (see, for example, [28, Theorem 7.A] or [2]).
Theorem 2.1. Let N be a real Banach space with normal order cone K. Suppose that
there exist α ≤ β such that T : [α, β] ⊂ N → N is a completely continuous monotone non-
decreasing operator with α ≤ Tα and Tβ ≤ β. Then T has a fixed point and the iterative
sequence αn+1 = Tαn, with α0 = α, converges to the greatest fixed point of T in [α, β], and
the sequence βn+1 = Tβn, with β0 = β, converges to the smallest fixed point of T in [α, β].
In the next Proposition we recall the main properties of the fixed point index of a com-
pletely continuous operator relative to a cone, for more details see [3, 15]. In the sequel the
adherence and the boundary of subsets of K are understood to be relative to K.
Proposition 2.2. Let D be an open bounded set of X with 0 ∈ DK and DK 6= K, where
DK = D ∩ K. Assume that T : DK → K is a completely continuous operator such that
x 6= Tx for x ∈ ∂DK . Then the fixed point index iK(T,DK) has the following properties:
(i) If there exists e ∈ K \ {0} such that x 6= Tx + λe for all x ∈ ∂DK and all λ > 0,
then iK(T,DK) = 0.
For example (i) holds if Tx 6 x for x ∈ ∂DK .
(ii) If ‖Tx‖ ≥ ‖x‖ for x ∈ ∂DK , then iK(T,DK) = 0.
(iii) If Tx 6= λx for all x ∈ ∂DK and all λ > 1, then iK(T,DK) = 1.
For example (iii) holds if either Tx 6 x for x ∈ ∂DK or ‖Tx‖ ≤ ‖x‖ for x ∈ ∂DK .
(iv) Let D1 be open in X such that D1 ⊂ DK . If iK(T,DK) = 1 and iK(T,D
1
K) = 0, then
T has a fixed point in DK \D1K. The same holds if iK(T,DK) = 0 and iK(T,D
1
K) = 1.
We state our first result on the existence of non-trivial fixed points.
Theorem 2.3. Let X be a real Banach space, K a normal cone with normal constant d ≥ 1
and nonempty interior (i.e. solid) and T : K → K a completely continuous operator.
Assume that
(1) there exist β ∈ K, with Tβ  β, and R > 0 such that B[β,R] ⊂ K,
(2) the map T is non-decreasing in the set
P =
{
x ∈ K : x  β and
R
d
≤ ‖x‖
}
,
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(3) there exists a (relative) open bounded set V ⊂ K such that iK(T, V ) = 0 and either
KR ⊂ V or V ⊂ KR.
Then the map T has at least one non-zero fixed point x1 in K, that
either belongs to P or belongs to
{
V \KR, in case KR ⊂ V ,
KR \ V , in case V ⊂ KR.
Proof. Since B[β,R] ⊂ K we have that if x ∈ K with ‖x‖ = R then x  β.
Suppose first that we can choose α ∈ K with ‖α‖ = R and Tα  α. Since α  β and
due to the normality of the cone K we have that [α, β] ⊂ P which implies that T is non-
decreasing on [α, β]. Then we can apply the Theorem 2.1 to ensure the existence of a fixed
point of T on [α, β], which, in particular, is a non-trivial fixed point.
Now suppose that such α does not exist. Thus Tx  x for all x ∈ K with ‖x‖ = R, which
by Proposition 2.2, (iii) implies that iK(T,KR) = 1. Since, by assumption, iK(T, V ) = 0 we
get the existence of a non-trivial fixed point x1 belonging to the set V \KR (when KR ⊂ V )
or to the KR \ V (when V ⊂ KR). 
Remark 2.4. We note that we can use either Proposition 2.2, (i) or Proposition 2.2, (ii) in
order to check the assumption (3) in Theorem 2.3. We also stress that P is contained in the
set {x ∈ K : R
d
≤ ‖x‖ ≤ d ‖β‖}. Therefore Theorem 2.3 is a genuine generalization of the
previous fixed point theorems obtained in [4, 5, 8, 12]. Moreover, we show in the applications
that in many cases is useful to apply Theorem 2.3 with a set V different from Kr.
We observe that, following some ideas introduced in [5, Theorem 2.1], it is possible to
modify the assumptions of Theorem 2.3 in order to deal with non-increasing operators. The
next result describes precisely this situation.
Theorem 2.5. Let X be a real Banach space, K a cone with nonempty interior (i.e. solid)
and T : K → K a completely continuous operator.
Assume that
(1’) there exist α ∈ K, with Tα  α, and 0 < R < ‖α‖ such that B[α,R] ⊂ K,
(2’) the map T is non-increasing in the set
P˜ =
{
x ∈ K : R ≤ ‖x‖ ≤ ‖α‖
}
,
(3’) there exists a (relative) open bounded set V ⊂ K such that iK(T, V ) = 1 and either
KR ⊂ V or V ⊂ KR.
Then the map T has at least one non-zero fixed point such that
either belongs to P˜ or belongs to
{
V \KR, in case KR ⊂ V ,
KR \ V , in case V ⊂ KR.
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Proof. Let x ∈ K be such that ‖x‖ = R. Then by (1’) we have that x  α and since
x, α ∈ P˜ it follows from (2’) that
Tx  Tα  α  x.
Now, if for some x ∈ ∂KR is the case that Tx  x then we are done. If not, Tx  x for all
x ∈ ∂KR which by Proposition 2.2 implies that iK(T,KR) = 0. This result together with
(3’) give the existence of a non-zero fixed point with the desired localization property. 
3. An application to a system of Hammerstein integral equations
We now apply the results of the previous Section in order to prove the existence of positive
solutions of the system of integral equations
u1(t) = λ1
∫ b
a
k1(t, s)g1(s)f1(u1(s), u2(s)) ds := T1(u1, u2)(t),
u2(t) = λ2
∫ b
a
k2(t, s)g2(s)f2(u1(s), u2(s)) ds := T2(u1, u2)(t),
(3.1)
where we assume the following assumptions:
(H1) λi > 0, for i = 1, 2.
(H2) ki : [a, b]× [a, b]→ [0,+∞) is continuous, for i = 1, 2.
(H3) gi : [a, b]→ [0,+∞) is continuous, gi(s) > 0 for all s ∈ [a, b], for i = 1, 2.
(H4) fi : [0,+∞)× [0,+∞)→ [0,+∞) is continuous, for i = 1, 2.
(H5) There exist continuous functions Φi : [a, b] → [0,+∞) and constants 0 < ci < 1,
a ≤ ai < bi ≤ b such that for every i = 1, 2,
ki(t, s) ≤ Φi(s) for t, s ∈ [a, b] and ci · Φi(s) ≤ ki(t, s) for t ∈ [ai, bi] and s ∈ [a, b],
and
γi,∗ := min
t∈[ai,bi]
∫ bi
ai
gi(s)ki(t, s) ds > 0.
We work in the space C[a, b]× C[a, b] endowed with the norm
‖(u1, u2)‖ := max{‖u1‖∞, ‖u2‖∞},
where ‖w‖∞ := max
t∈[a,b]
|w(t)|.
Set c = min{c1, c2} and let us define
K˜i := {w ∈ C[a, b] : w(t) ≥ 0 for all t ∈ [a, b] and min
t∈[ai,bi]
w(t) ≥ c‖w‖∞},
and consider the cone K in C[a, b]× C[a, b] defined by
K := {(u1, u2) ∈ K˜1 × K˜2},
which is a normal cone with d = 1.
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Under our assumptions it is routine to check that the integral operator
T (u1, u2)(t) := (T1(u1, u2)(t), T2(u1, u2)(t)) ,
leaves K invariant and is completely continuous.
Now we present our main result concerning the existence of positive solutions for the
system (3.1).
Theorem 3.1. Assume that the assumptions (H1)− (H5) hold and moreover:
(H6) There exist constants B1, B2 > 0 such that for every i = 1, 2, fi(·, ·) is non-decreasing
on [0, B1]× [0, B2] (that is, if (u1, u2), (v1, v2) ∈ R2 with 0 ≤ ui ≤ vi ≤ Bi for i = 1, 2,
then fi(u1, u2) ≤ fi(v1, v2) for i = 1, 2).
(H7) For every M > 0 there exists ρ = ρ(M) > 0 such that, for every i = 1, 2,
inf
{f1(u, v)
ρ
: (u, v) ∈ [ρ, ρ/c]× [0, ρ/c]
}
> M,
inf
{f2(u, v)
ρ
: (u, v) ∈ [0, ρ/c]× [ρ, ρ/c]
}
> M.
Then the system (3.1) has at least one positive solution in K provided that
(3.2) 0 < λi < sup
r1∈(0,B1),r2∈(0,B2)
(1− c)ri
fi(r1, r2)γ
∗
i
,
where
γ∗i := max
t∈[a,b]
∫ b
a
gi(s)ki(t, s)ds > 0, for i = 1, 2.
Proof. Due to (3.2) we can fix βi ∈ (0, Bi), i = 1, 2, such that
(3.3) βi − λiγ
∗
i fi(β1, β2) > cβi, i = 1, 2.
On the other hand, for M > max
{
1
λ1γ1,∗
,
1
λ2γ2,∗
}
let ρ = ρ(M) > 0 as in (H7) and fix
R < min
{
1− c
1 + c
· β1,
1− c
1 + c
· β2, ρ
}
.
Let us check that assumptions of Theorem 2.3 are satisfied with
β(t) = (β1, β2) for all t ∈ [a, b],
and
V = {(u1, u2) ∈ K : min
t∈[a1,b1]
u1(t) < ρ and min
t∈[a2,b2]
u2(t) < ρ}.
Claim 1.- B[β,R] ⊂ K and Tβ  β.
Since β is constant and R < min
{
1− c
1 + c
· β1,
1− c
1 + c
· β2
}
a direct computation shows that
B[β,R] ⊂ K. Now, from (3.3) it follows for each t ∈ [a, b] and i = 1, 2
[Tiβ](t) = λi
∫ b
a
ki(t, s)gi(s)fi(β1, β2)ds ≤ λiγ
∗
i fi(β1, β2) < βi.
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Moreover, since ‖βi − Tiβ‖∞ ≤ βi, i = 1, 2, and taking into account (3.3) we have for
t ∈ [ai, bi] and i = 1, 2,
βi− [Tiβ](t) = βi−λi
∫ b
a
ki(t, s)gi(s)fi(β1, β2)ds ≥ βi−λiγ
∗
i fi(β1, β2) > ciβi ≥ ci‖βi−Tiβ‖∞.
As a consequence, we have Tβ  β, and the claim is proven.
Claim 2.- T is non-decreasing on the set {x ∈ K : x  β}.
Let u = (u1, u2), v = (v1, v2) ∈ K be such that 0 ≤ ui(t) ≤ vi(t) ≤ βi for all t ∈ [a, b] and
i = 1, 2. Since f is non-decreasing in [0, β1]× [0, β2] we have for all t ∈ [a, b] and i = 1, 2,
[Tiv](t)− [Tiu](t) = λi
∫ b
a
ki(t, s)gi(s)[fi(v(s))− fi(u(s)]ds ≥ 0.
Moreover, for all t ∈ [ai, bi], r ∈ [0, 1] and i = 1, 2,
[Tiv](t)− [Tiu](t) = λi
∫ b
a
ki(t, s)gi(s)[fi(v(s))− fi(u(s))]ds
≥ λi
∫ b
a
cΦi(s)gi(s)[fi(v(s))− fi(u(s)]ds
≥ cλi
∫ b
a
ki(r, s)gi(s)[fi(v(s))− fi(u(s))]ds
= c([Tiv](r)− [Tiu](r)),
therefore min
t∈[ai,bi]
([Tiv](t) − [Tiu](t)) ≥ c‖Tiv − Tiu‖∞, i = 1, 2, so Tu  Tv, and since
P ⊂ {x ∈ K : x  β}, T is also non-decreasing on P.
Claim 3.- KR ⊂ V and iK(T, V ) = 0.
Firstly, note that since R < ρ then we have KR ⊂ Kρ ⊂ V .
Now let e(t) ≡ 1 for t ∈ [a, b]. Then (e, e) ∈ K and we are going to prove that
(u1, u2) 6= T (u1, u2) + µ(e, e) for (u1, u2) ∈ ∂V and µ ≥ 0.
If not, there exist (u1, u2) ∈ ∂V and µ ≥ 0 such that (u1, u2) = T (u1, u2) + µ(e, e).
Without loss of generality, we can assume that for all t ∈ [a1, b1] we have
ρ ≤ u1(t) ≤ ρ/c, min
t∈[a1,b1]
u1(t) = ρ and 0 ≤ u2(t) ≤ ρ/c.
Then, for t ∈ [a1, b1], we obtain
u1(t) = λ1
∫ b
a
k1(t, s)g1(s)f1(u1(s), u2(s)) ds+ µe(t)
≥ λ1
∫ b1
a1
k1(t, s)g1(s)f1(u1(s), u2(s)) ds+ µ ≥ λ1Mργ1,∗ + µ > ρ+ µ.
Thus, we obtain ρ = min
t∈[a1,b1]
u(t) > ρ+ µ ≥ ρ, a contradiction.
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Therefore by Proposition 2.2 we have that iK(T, V ) = 0 and the proof is finished. 
Remark 3.2. The following condition, similar to the one given in [6], implies (H7) and it is
easier to check.
(H7)
∗ For every i = 1, 2, lim
ui→+∞
fi(u1, u2)
ui
= +∞, uniformly w.r.t. uj ∈ [0,∞), j 6= i.
Remark 3.3. In order to deal with negative kernels ki(t, s) < 0 we can require conditions
(H2), (H3) and (H5) on the absolute value of the kernel such that |ki(t, s)| > 0 and conditions
(H4), (H6) and (H7) on sgn(ki) · fi.
As an illustrative example, we apply our results to the system of ODEs
u′′1(t) + λ1f1(u1(t), u2(t)) = 0, t ∈ (0, 1),
u′′2(t) + λ2f2(u1(t), u2(t)) = 0, t ∈ (0, 1),
(3.4)
with the BCs
u′1(0) = 0, u1(1) + u
′
1(1) =0,
u′2(0) = 0, u2(1) = ξu2(η), η, ξ ∈ (0, 1).
(3.5)
To the system (3.4)-(3.5) we associate the system of integral equations
u1(t) = λ1
∫ 1
0
k1(t, s)f1(u1(s), u2(s)) ds,
u2(t) = λ2
∫ 1
0
k2(t, s)f2(u1(s), u2(s)) ds,
(3.6)
where the Green’s functions are given by
(3.7) k1(t, s) =
2− t, s ≤ t,2− s, s > t,
and
(3.8) k2(t, s) =
1
1− ξ
(1− s)−

ξ
1− ξ
(η − s), s ≤ η
0, s > η
−
t− s, s ≤ t,0, s > t.
The Green’s function k1 was studied in [27] were it was shown that we may take (with our
notation)
Φ1(s) = (2− s), γ
∗
1 =
3
2
.
The choice of [a1, b1] = [0, 1] gives
c1 =
1
2
, γ1,∗ = 1.
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The kernel k2 was extensively studied in [26, 27] and is more complicated to be dealt with,
due to the presence of the nonlocal term in the BCs. In this case we may take
Φ2(s) = k2(0, s) =

1− s
1− ξ
, if η < s ≤ 1,
1− s− ξ(η − s)
1− ξ
, if 0 ≤ s ≤ η,
γ∗2 =
1− ξη2
2(1− ξ)
.
The choice, as in [26], of [a2, b2] = [0, b2], where
b2 =

1− ξη
2(1− ξ)
, if 1 + ξη ≤ 2η,
1
(2− ξ)
, if 1 + ξη > 2η,
leads to
c2 =
1− ξη − (1− ξ)b2
1− ξη
, γ2,∗ =

b22, if 1 + ξη ≤ 2η,
1− 2ξη2 + ξ2η2
2(1− ξ)(2− ξ)
, if 1 + ξη > 2η.
We now fix, as in [27], η = 1/2, ξ = 1/4. This gives b2 = 4/7 and
γ∗2 =
5
8
, c2 =
25
49
, γ2,∗ =
19
56
.
Furthermore take
(3.9) f1(u1, u2) = (2 + sin(u2))u
2
1, f2(u1, u2) = (2 + sin(u1))u
2
2.
In the case of the nonlinearities (3.9), we can choose B1 = B2 = pi/2. We observe that
condition (H7)
∗ holds, we note that c = min{c1, c2} = 1/2 and that
sup
r1∈(0,pi/2),r2∈(0,pi/2)
ri
2fi(r1, r2)γ∗i
= +∞, for every i.
As a consequence, by means of Theorem 3.1, we obtain a nonzero solution of the system
(3.4)-(3.5) for every λ1, λ2 ∈ (0,∞).
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