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Using a Poincare compactification, the linear homogeneous system of delay 
equations 1= Ax(t - 1) (A is an n X n real matrix) induces a delay system n(A) on 
the sphere S”. The points at infinity belong to an invariant submanifold S”-’ of 
S”. For an open and dense set of 2 x 2 matrices A with distinct eigenvalues, the 
system n(A) has only hyperbolic critical points (including the critical points at 
infimty). For an open and dense set of 2 x Zmatrices x with complex eigenvalues, 
the nonwandering set at infinity is the union of an odd number of hyperbolic 
periodic orbits; if (deti)“’ < 3n/2, the restriction of a(x) to 5” is Morse-Smale. 
For n = 1 there exist periodic orbits of period 4 provided that -A > n/2 and Hopf 
bifurcation of a center occurs for -A near (n/2) + 2kn. k E 2. 
Using the Poincare compactification (see [ lJ), the linear homogeneous 
system of delay equations R =Ax(t - 1) (A is a 2 x 2 real matrix) induces a 
delay equation n(A) on the unit sphere S* tangent to R* at the origin. The 
equator S’ of S* by x(A) is left invariant (the equator here is the maximum 
circle of S* parallel to R*). A neighborhood of infinity in C”(Z, iR ‘) is 
defined to be a neighborhood of C”(Z, S’) in C’(Z, S’), see [2, Chap. 131. 
We show that the set of all matrices A such that z(A) has only hyperbolic 
critical points (including the critical points at infinity) is an open and dense 
set of matrices with distinct eigenvalues. For the nonsingular matrices A with 
a double (real) eigenvalue, z(A) has, at infinity, critical points which are not 
hyperbolic. For the matrices 1 with 2 complex conjugate eigenvalues a f i/l 
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@ > 0), ~(2) is such that at infinity there are no critical points but there are 
always periodic orbits all of them with constant velocities. When 
M = (a’ + /?2)1’2 < 1 the set of all global solutions of n(x) lying at infinity is 
just one hyperbolic periodic solution of constant velocity. For arbitrary M 
we have, generically, an odd number of such orbits, all of them hyperbolic. 
We can also order those hyperbolic periodic orbits and get, alternatively, 
asymptotically stable and unstable orbits. The same holds for the restriction 
of n(A) to S’. 
The scalar case i = -kx(t - 1) is also considered to induce, in a similar 
way, a delay equation on the circle. Hopf bifurcation of a center occurs for k 
near (71/2) + 2n7r). Using a similar argument as the one used by Kaplan and 
Yorke [3] we prove that, for k > 7r/2, there exist periodic orbits 0(t) of 
period 4 such that (0(t) = -B(t - 2), w(t) = 19(t - 1)) is a solution of a 
Hamiltonian vector field on the torus. The scalar case was considered 
because the starting delay equation for A being a 2 x 2 diagonal matrix is a 
system of equations with separable variables; that is, a system of two scalar 
delay equations. As it is expected, there are, in this last case, three invariant 
circles on S2 for n(A); namely, the equator and the maximum circles 
corresponding to the x, and x2 axis. The nongeneric case in which A is 
diagonal with a double (real) eigenvalue a is also studied. If ICX 1< 1, the set 
of global solutions at infinity is the set of all constant functions with values 
on S’. There exist an a, > 1 such that for a > a, and also for a < -1 there 
are, at infinity, an even number of periodic orbits of constant velocity, 
generically, of the hyperbolic type. 
1. A COMPACTIFICATION PROCEDURE 
Consider, in the plane, the linear system of delay equations 
i=Ax(t- l), 
where A is a 2 x 2 real nonsingular matrix. 
(1.1) 
Let us recall Poincare’s compactification of the plane (see [ 1 I), calling S2 
the sphere Sz = { y E R3 1 Ci= i uf = 1). Let N = (0, 0, 1) be the north pole 
and TNS2 be the plane { y E R3 ) y, = l}. Let rc+ and z- be the central 
projections, i.e., z’(x) (resp. n-(x)) is the intersection of the straight line 
joining x to the origin of R3 with the northern (resp. southern) hemisphere of 
S2. The set S’ = { y E S2 1 yj = 0} will be called the equator of S2. Using the 
formula 
f (xl,+, 1) 
(Yl) y25 y3) = (1 + x; + x;)‘/2 ’ 
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the definition of n+, and (l.l), we induce a delay equation on the nothern 
hemisphere of S*. We do the same using z- to get a delay equation on the 
southern hemisphere. If we multiply the delay equation (1.1) by the factor 
Y& - 1) = 
( 
1 + x:(t) + x:(t) 
1 
l/2 
Y3Q) 1 +x@- 1)+x@- 1) ’ 
then we obtain an analytic equation on S* for which the equator will be 
invariant under the flow. 
A neighborhood of infinity in C’(Z, R*) is, by definition, a neighborhood 
of CO(Z, S’) in CO(Z, S*). 
The delay equation on S* will be denoted by rr(A) and one can prove that 
it is given by the restriction to S* of the following system of delay equations 
on R’: 
Remember that to restrict (1.2) to S* corresponds to considering initial 
conditions on S*. Since y, J;, + y, 4’* + y3 Y3 = 0, we have S* is invariant. 
Also, the last equation shows that S’ (the equator of S’) is also invariant 
and the retarded equations on S’ is given by the two first equations of 
system (1.2): 
Yl 
(4 ( 
1 -y: = 
Y2 -Y1 Y2 
Using polar coordinates y, = cos B, y, = sin 8, we obtain 
4 = (-sin e, cos B)A 
( 
cose(t- 1) 
sin 0(t - 1) ) ’ (1.3) 
Since det A # 0 the critical points of system (1.2) on S* are N = (0, 0, 1 ), 
S = (0, 0, -1) and the critical points on the equator given by 
(-sin 8, cos B)A 
cos e 
( ) 
sin e = 0. (1.4) 
If 
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one obtains the critical points on S’ from the equation 
(a22 - a,,) sin 8 cos 8 + a2, cos* 8 - aI2 sin2 8 = 0. (1.5) 
2. HYPERBOLIC CRITICAL POINTS 
Let d = {2 X 2 real nonsingular matrices A for which n(A) on S* has 
only hyperbolic critical points} and let M(2) be the set f real 2 x 2 matrices. 
The main result of this section is 
THEOREM 2.1. J is open and dense in M(2) and A in J@’ is equivalent 
under a similarity transformation to one of the following two types: 
(1) with a, # a*, ala2 f 0. 
Remark. For later reference, we note that the proof will show that a 
matrix A of the form in case II with a = 0 belongs to J if p f nx, 
n = I, 2,... . 
The proof requires the consideration of several cases. The first observation 
is that the critical points on the equator cannot be hyperbolic if the eigen- 
values of A are not distinct. In fact, suppose a is a double eigenvalue of A. If 
a has simple elementary divisors, then we may assume that A = diag(a, a). 
In this case, every point on the equator is critical point from (1.5) and, thus, 
not hyperbolic. If a has nonsimple elementary divisors, then we may assume 
that 
A= 
From (1.5), the critical points of n(A) on the equator are 8= 0, 0 = rc. In 
either case, the linear variational equation on the equator (remember S* is 
invariant) is 
d(t) = -cd(t) + aqt - 1). 
Since this equation has zero as a characteristic value, these critical points are 
not hyperbolic. 
Thus, we must be sure that the eigenvalues of A are distinct. We next 
show that the set of real nonsingular 2 x 2 matrices A with distinct eigen- 
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values is open and dense in M(2). Consider the characteristic equation for 
the eigenvalues of the matrix A 
Identify R4 with the set of all 2 x 2 real matrices and consider the real 
valued function 
f:A E R4-+f(A)=(u,, + U22)' -‘$~,,a,, -a,,~,,). 
The set R”\f-‘(0) is an open set of R4. It is easy to see that R4\f -l(O) is 
dense, because if A E f -l(O), the matrix A= A + E diag( 1, -1) does not 
belong to f - ‘(0) for E > 0 small. Also the set of all 2 x 2 nonsingular 
matrices is open and dense. Then by intersection of two open and dense sets 
we get an open and dense set and the assertion is proved. 
Let us now consider case (I) for which the eigenvalues of A are real and 
distinct. The critical points are N, S, and four more on the equator 
corresponding to B = 0, n/2, 3n/2, and z For N, S, the linear variational 
equation of n(A) on S* is precisely the same as the original linear equation 
(1.1) 
Jj1 = a1 YlQ - 11, 
$2 =a,Y*(f- 1) 
with characteristic equation (ale-’ - l)(u,e-’ -A) = 0 and N and S are 
hyperbolic if and only if -a, and -a2 are different from 
(n/2 + 2nn), n = 0, f 1, *2 )..’ 
(see Section 4.) 
To obtain local expressions for the behavior of solutions of n(A) near the 
equator S’, we will use the standard geographical coordinates 8, v given by 
the following change of coordinates: 
y, = ~0~ V/ cos 8, 
y2 = cos y sin 8, 
y3 = sin li/, 
where 0 is the longitude, 0 < 19 < 27r, is the latitude, --7t/2 < y < 7r/2. In these 
coordinates, the poles N and S are excluded. Standard computations give 
j, = -(cos V/ sin 8)s - (sin w cos B)@ = (1 - y:)P - y, y, Q, 
j2 = -(sin w sin 0)yi + (cos v cos 0)6 = -yi y,P + (1 - y:)Q, 
3, = (~0s w)@=-Y~Y~P-Y~Y~Q, 
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where P=a,,y,(t- l)+a,,y,(t-- 1) and Q=a,,y,(t- l)+a,,y,(t-- 1). 
The equations for ly, 0 are then 
(;z$i)= (:::B,::sOo) (L) 
cos 0 sin 0 = 
( -sin 0 cos 0 1 ( 
A cosly(t- l)COSO(l- 1) 
cos&- l)sinO(t- 1) 
For case (I), Eqs. (2.1) are given by 
I) = -sin v(t) cos ~(t - l)[a, cos O(t) cos O(t - 1) 
+ u2 sin O(t) sin O(t - 1) 1, 
d= cos WQ- 1) 
cos VW 
[-a,sinO(t)cosO(t- l)+u,cosO(t)sinO(t- l)]. 
(2-l) 
(2.2) 
For the critical points O= 0 and 0 = rr on the equator, the linear 
variational equation is, therefore, 
d=-ulO(t)+u,O(t- 1). 
(2.3) 
For 0 = 7r/2 and 0 = 3x12, the corresponding linear variational equation is 
$ = 42 v(t), 
s=-~,O(t)+u,O(t- 1). 
(2.4) 
A characteristic value J of (2.3) can be on the imaginary axis only if the 
equation L + a, = u2e-’ has a solution L = iy, y real; that is, 
a, = u2 cos y, 
y = -a2 sin y. 
The only possibility for real solutions of these equations is to have 
(a,~<~~,~andysatisfyingcosy=a,/u,andy~=a~-u~.But,ifthisisthe 
case, we make a small perturbation of a, and a, with al/u2 = constant and 
obtain the hyperbolicity. Equation (2.4) is discussed in a similar manner. 
Since the necessary perturbations in a,, a, can be made to obtain hyper- 
bolicity of all critical points on the equator, the discussion of case (I) is com- 
plete. 
Suppose now that the eigenvalues of A are not real. Then we may assume 
A has the form in case (II) with j? > 0. From (1.5), we observe that there are 
RETARDED EQUATIONS ONTHE SPHERE 459 
no critical points on the equator. It remains to discuss the hyperbolicity of N 
and S. The corresponding linear variational equations are 
Ji,=ay,(t- I)-BY20- lb 
Jj2 =PYl(t - 1) + aY*(t - 1) 
with characteristic equation 
(Ae” -a)’ +/3’ = 0 or leA---a=@, p> 0. 
Nonhyperbolicity of N or S is equivalent to the existence of a solution 
A = iy, y real, of these equations; that is, a real solution y of the equations 
-y sin y = GI, 
ycosy=i:p. 
We know that y # 0 (since /I # 0) and, thus, 
sin y = (-a)/~, 
cm Y = (*/WY, 
say, y need to satisfy 
y2 = a2 + /3’, 
tgy = *a//l. 
If there is such a real value for y we can make a small perturbation of a and 
/I changing (a’ +/I’) but maintaining a/@ constant. This completes the proof 
of the theorem. 
3. PERIODIC ORBITS OF CONSTANT VELOCITIES AT INFINITY IN CASE II 
For case II, where the matrix A has complex roots, Eqs. (2.1) have, after 
some computations, the following compact form: 
yi = -(a’ + p2)‘j2 sin y(t) cos y(t - 1) cosl8, - e(t) + B(t - 1) 1, 
d = ((g + p’)‘l’ co~o~(~,” sin[B, - 19(t) + l?(t - l)], 
where 8,,, 0 < 8, < 71, is such that 
(3.1) 
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The equation at infinity is 
~=(a’+~2)“2sin[8,-~(t)+8(t- l)] (3.2) 
and we know that in this case there are no critical points. 
The last formula (3.2) suggests the following: Look for periodic solutions 
of (3.2) of constant velocity; that is, a solution 8 = wt of (3.2) with period 
T= Zn/lw\. 
The values of w will be given by the equation 
w = M sin(f3, - 0) or sin(o - ~9,) = -o/M, (3.3) 
where M = (a” + j32)“2, cos B,, = a/M, sin 8, = P/M > 0 (see Fig. 1). 
Remark 1. There always exists at least one periodic orbit with constant 
velocity w > 0. 
Remark 2. The case a = 0, /? = 1 implies B0 = n/2 and there is a unique 
solution of (3.3). Thus, there is a unique periodic orbit of constant velocity 
w > 0. 
Remark 3. The case a = 0, /l > 0 implies 19, = 7r/2 and we see that 
Eq. (3.2) has a unique periodic orbit of constant velocity for p small and, 
when /I tends to infinity, the number of such periodic orbits tends also to 
infinity. 
Remark 4. If a = -7t/2 and p > 0 is arbitrary, then there is a periodic 
orbit of constant velocity w = 7112 of period T = 4. 
Remark 5. If /3 = rt and a E R is arbitrary, then there is a periodic orbit 
of constant velocity w = --7c of period T = 2. 
Remark 6. If a = 3x12 and /I > 0 is arbitrary, then there is a periodic 
orbit of constant velocity w = 3nf2 of period T = 413. 
Remark 7. If/l = 27r and a E R is arbitrary, then there is a periodic orbit 
of constant velocity w = 271 of period T = 1. 
Remark 8. It is possible, generically, to get an odd number of periodic 
orbits with constant velocity. If we have an even number, we just change a 
RETARDEDEQUATIONS ONTHE SPHERE 461 
and p maintaining constant he relation a//I (this keeps 8, constant) to obtain 
an odd number. 
THEOREM 3.1. If M = (a’ +p2)‘/2 < 1, then the set of all global 
solutions of system (3.1) on the equator is given by only one periodic solution 
of constant velocity. 
Proof. If 8(t) is a global solution satisfying (3.2), then 8(t) satisfies 
8(t) - e(t - 1) = MI:_, sin[B, - (8(r) - 0(t - l))] dr. 
Consider the Banach space [B(R) of all real continuous bounded functions 
with the sup norm and let T: [B(R)+ iB(R) be the map 
It is clear that Tu E [B(lR) and 
IIT(~,)--T(~2)lI~~ll~,--211~ M< 1. 
Thus there exists a unique fixed point u0 of T in [B(R). Any solution w of 
(3.3) is a fixed point of T. This implies there is a unique solution o0 of (3.3) 
and the fixed point u0 of T in lB(lR) is the constant function wO. 
Thus, the global solution 8(t) of (3.2) satisfies 
e(t)-e(t- l)=wO. (3.4) 
Since tot is a particular solution of (3.4), it follows that B(t) = w,t + e(t), 
g(t) = 8(t - l), is the general solution of (3.4), where f?(t) is an arbitrary 
C’l-periodic function. But, since 8(t) satislies (3.2), we obtain 
4 = w. + i(t) = A4 sin[f9, - (B(t) - 8(t - l))] = M sin(8, - wO) 
and 6(t) = 0 for all t E R, e(t) = k (constant). Finally, 8(t) = o,t + k. Since 
system (3.2) is an autonomous retarded functional differential equation, the 
proof is complete. 
To study at infinity the hyperbolicity of the orbits with constant velocity, 
we will consider the linear variational equations associated with the solutions 
of type ty(t) = 0 and 8(t) = ot, w satisfying the condition 
M sin (0, - u) = U. We obtain 
Jjl = -M cos(8, - co) y,(t) = -KYI(t), 
?;, =Mcos(e, - W)[-y*(t) + y,(t - 111 =K[-Y*(t) + Y*(t - 111, (3.5) 
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where K =Mcos(& - 0). This system admits, trivially, the solution 
(Y,(O = 03 Y&) = constant). The periodic orbit w(t) = 0, B(t) = wt of (3.1) is 
hyperbolic if the characteristic multiplier one of this orbit is simple and no 
other multipliers are on the unit circle. This is equivalent o saying that zero 
is a simple characteristic value of (3.5) and no other characteristic values are 
on the imaginary axis. The characteristic equation of (3.5) is 
h(L)=(K+L)(K(-1 +e-*)-A]=0 (3.6) 
with roots L = -K and L satisfying K(-1 + e-‘) = 1. 
If K # 0, then the only zero of h(L) on the imaginary axis is ,J = 0. Also, 
h’(A) = [K(-1 + e -“)--J]+(K+A)(-1-Ke-‘) 
and h’(0) = -K(K + 1). Thus 1= 0 is simple if and only if K # 0 and 
K # -1. Thus, the periodic orbit is hyperbolic if K # 0 and K # - 1. The 
case K = -1 means that M cos(8, - o) = -1; that is, the curves -w/M and 
sin(w - ~9,) are tangent curves at the points w satisfying --o/M = 
sin(w - 0,). The orbit which corresponds to the tangency is nonhyperbolic. 
The case K = 0 comes from the values of w such that cos(w - 0,) = 0 and 
M sin(w - 0,) = - o. The corresponding periodic orbit is also nonhyper- 
bolic. We have thus proved the following result: 
THEOREM 3.2. In case II, all periodic orbits of constant velocity on the 
equator are hyperbolic provided that the velocity w satisfying (3.3) is such 
that K = M cos(8, - w) # 0 and # -1. There is an open and dense set 9 in 
IR’ such that (a, p) E ~8 implies that the number of periodic orbits of 
constant velocity of n(A) on the equator is odd and each such orbit hyper- 
bolic. When M < 1, the unique global solution given by Theorem 3.1 is 
always hyperbolic. 
LEMMA 3.3. If K = M cos(8, - o) > 0, the corresponding periodic orbits 
of constant velocities are asymptotically stable. In particular, the orbit with 
the smallest positive velocity is asymptotically stable. 
Proof: Since K > 0, the orbit is hyperbolic from Theorem 3.2. If 
1 =x + iy, x > 0, is a solution of (3.6), then 0 > K(-1 + ePx cos y) =x 
which is a contradiction. Thus, K > 0 implies that the orbit is asymptotically 
stable. 
THEOREM 3.4. Generically, we have at infinity 2n + 1 (n > 0) hyperbolic 
periodic orbits with constant velocities oi and ciij ordered by 
0, < 0,-l < **. <o,<o<w,<w,<~~~<o,~,<w,. 
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The velocities with even indices correspond to asymptotically stable periodic 
orbits and the ones with odd indices correspond to unstable periodic orbits. 
When M ( 1 the only global solution at infinity is the asymptotically stable 
periodic orbit of constant velocity ~5~. 
Proof. It follows from Lemma 3.3, the fact that K = M cos(0, - CO) is the 
derivative of the function M sin(o - 0,) at the points w such that 
M sin(w - 8,) = -0, and the fact that A = -K is always a characteristic 
root. 
The following remark and Theorem 3.5 were mentioned to us by Jack 
K. Hale: 
Let O(t) be any solution of Eq. (3.2) and for t > 1 call u(t) = 8, - 
B(t) + t9(t - 1) which necessarily satisfies 
zi(t) = -M[sin u(t) - sin u(t - l)]. 
Cooke and Yorke considered the equation 
(3.7) 
i.(t) = d-w> - &(t - 1)) (3.8) 
(see [4, p. 771) and they proved that any solution x(t) of (3.8) tends to a 
limit (finite or not) as t tends to infinity provided that g(x) be continuously 
differentiable. If x(t) is determined by the initial condition 4, we obtain easily 
x(t) = 4(O) - J“!!, g@(B)) d0 + ii- I g(x(r)) dr and since, in (3.7), 
g(x) = -M sin x, we see that any solution u(t) of (3.7) is bounded and tends 
to a constant as t tends to infinity. 
Now, we are able to prove 
THEOREM 3.5. Any periodic orbit of system (3.1) at infinity is given by a 
periodic solution of constant velocity. 
Pro05 Let B(t) be a T-periodic solution of (3.2) on the equator. This 
means that 
e(t + T) - 6’(t) = 2K7r for all t E R. 
Then u(t) = u(t + T) satisfies (3.7) and tends to a constant as t tends to 
infinity. As a consequence u(t) must be a constant function, that is, u(t) = A. 
By the definition of u(t) = 8, - O(t) + e(t --1) we see that e(t) - B(t - 1) = 
(0, -A) and O(t) = (0, - A)t + 8(t), e(t) F e(t - l), t E R. As we did before, 
we use Eq. (3.2): B(t) = (e, -A) + e(t) = it4 sin [e, - (6, - A)t - e(t) + 
(0, - A)(t - 1) + e<t - l)] and this shows US that e(t) is constant. Then e(t) 
has constant velocity and the proof is complete. 
It is easy to see that, for some special values of a and ,l?, we have periodic 
orbits for system (3.1) not lying on the equator, but of the same nature as 
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the ones on the equator. Assume, for instance, v(t) = constant, -n/2 < 
v(t) < 7c/2, and look for periodic solutions with this latitude, on S*. We need 
to have cos(t9, - 0(t) + 0(t - 1)) = 0 which implies sin(8, - 0(t) + 
0(t - 1)) = 6, where 6 = +1 on -1. We obtain e(t) = 6M and the equation 
sin(8, - CM) = 6 gives us the possible values for M. 
If we cosider Eq. (3.2) not as a component of system (3.1), but as an 
equation on the equator, the stability properties of the set of all periodic 
solutions (all of them with constant velocities) need to be described 
considering just the linear variational equation associated with 0(t) = ot 
L;=K[-Y(t)+Y@- l>l, 
where K = A4 cos(8, - o) as before, w = A4 sin(8, - w). 
The characteristic equation of (3.9) is just 
H@)=K(-1 +e-l)-A=O. (3.10) 
Lemma 3.3 as well as Theorem 3.4 remain valid for (3.2) with the initial 
conditions on the equator. 
Since H’(A) = -1 -Kc-A and H”(k) = KeWA we see that the charac- 
teristic value ,J = 0 is simple if and only if K # - 1 and when K = - 1, k = 0 
is a double root. These remarks imply that Theorem 3.2 needs to be slightly 
modified (see Theorem 3.7) to include the case K = 0 when Eq. (3.2) is 
considered as a delay equation on the equator. 
The roots of the characteristic equation (3.10) will be completely 
described in 
LEMMA 3.6. A = 0 is always a root of Ea. (3.10) and it is simple if and 
onlyifK#-l;whenK=-l,L=Oisadoubleroot.IfK>-1 rhereare 
no (real or complex) roots with positive real part; but, for each K in the 
interval (-1, 0), there is one real negative root which is greater than the 
negative real parts of the infinitely many complex roots; there are no nonzero 
real roots for K > 0. If K < - 1, the only nonzero real root is positive and 
there are no complex roots with positive real part. 
Proof If A= x + iy, then (3.10) is equivalent o the equations 
-K + K cos y exp(-x) = x, 
-K sin y exp(-x) = y. 
(3.11) 
Assume K # 0 since K = 0 implies trivially ;1 = 0. As we saw in 
Lemma 3.3, if K > 0, there are no solutions of Eqs. (3.11) with x > 0. 
If sin y = 0, Eqs. (3.11) give y = 0 and x/K = - 1 + exp(-x) which has: 
the solution x = 0 if K = - 1; just two solutions if -1 < K < 0 (x = 0 and 
one x < 0), and also two solutions if K < - 1 (x = 0 and one x > 0). 
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If sin y # 0 (case of complex roots), Eqs. (3.11) are equivalent to 
-x = [K + y cotg y], 
y = - (K sin v) exp[K + y cotg y]. 
(3.12) 
If, in addition, we assume -1 < K < 0, then Eqs. (3.12) show that x > 0 
implies y ( sin y which is a contradiction since we can be restricted to 4’ > 0. 
The second equation (3.12) can be rewritten as 
-K exp K = (y/sin y) exp(-y cotg y) = f(y) 
and the derivative of f(y) is 
(3.13) 
f’(Y) = KY’ + sin* y - 2 sin y cos y)/sin3 y ] exp(--y cotg y) 
which has sign equal to the sign of sin y. Standard computations show us the 
following behavior for f(v): 
f(y) -+ ev(-1) as t+O+;f(y)+coasy-+(2n+ l)n-,n>O. 
f(r)- 0 as t+(2n+ l)n+,n>O;f(y)+-cc 
as y+2n7c--,n> 1. 
f(Y)+0 as t+2n7c+,n> 1. 
If K < 0, we obtain 0 < - K exp K < exp(-1) (the equality holds for 
K = - I), and (3.13) has infinitely many solutions y > 0, each of them in 
one of the intervals 2~ < y < 2n7t + (7r/2), n > 1. But, using the first 
equation (3.12), those solutions y give us -x = [K + y cotg y] which is 
always positive. To show this for K < - 1, we remark that (exp z)/z is 
increasing for z > 1 and, by (3.13), we obtain (exp z)/z = 
(cos y)-’ [ (exp(-K))/(-K)], where z = y cotg y; but, each J satisfies 
2nn < y < 2nn + @c/2), n> 1. Then cos y > 0 and (exp z)/z > 
[exp(-K)]/(-K), which implies z > -K; that is, -x = z + K > 0. Finally, 
the first equation (3.11) shows that, for -1 < K < 0, the unique negative root 
given by x/K = - 1 + exp(-x) is greater than the negative real parts of the 
complex roots corresponding to those values of K and given by x/K = 
- 1 + (cos y) exp(-x), cos y > 0. The proof is complete. 
THEOREM 3.7. The delay equation (3.2) does not have constant 
solutions, all periodic solutions have constant velocities and any global 
solution tends to one periodic orbit exponentially and with asymptotic phase. 
The periodic orbits are hyperbolic provided that the velocity o satisfying 
(3.3) is such that K = M cos(0, - o) # - 1 and they can be ordered with the 
stability properties given by Theorem 3.4. The unstable manifolds of the 
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hyperbolic unstable orbits have dimension two and the set of all global 
solutions in generically a circle (case of one only stable orbit) or a set 
conneccting an odd number of hyperbolic periodic orbits. For an open and 
dense set of matrices such that A4 < 3x12 the delay equation (3.2) is 
Morse-Smale. 
Proof Any solution 6’(t) of Eq. (3.2) is such that O(t) - O(t - 1) and the 
8(t) tend to the same constant w satisfying o = M sin(8, - w). Then the 
nonwandering set of the equation is the union of all periodic orbits of 
constant velocities. The set A of all global solutions is compact and 
connected. Since, generically (for an open and dense set of (a,/?) in IR*), we 
have an odd number of hyperbolic periodic orbits, either A is just one stable 
periodic orbit or is a set connecting the periodic orbits. The noncompact 
orbits belong to the unstable manifolds of the unstable orbits. The unstable 
orbits correspond to K < - 1 and, by Lemma 3.6, they have dimension two 
and the proof is complete. 
We finally remark that we believe that, in the set A, the periodic orbits can 
be ordered with the same order of the corresponding (constant) velocities 
and that A is a cylinder connecting them; A is not smooth at the points of 
the stable periodic orbits except in one boundary orbit in which K E (-1,O). 
This order is preserved for M < 3x/2, then (3.2) is, generically, Morse-Smale 
[2, p. 3341. For ME (1, 3n/2) there exists a 2-parameter family of 
Morse-Smale equations in which each nonwandering set is the union of three 
periodic orbits. 
4. THE SCALAR CASE 
Consider now the linear equation 
i=-kx(t- 1), k#O,xE I?. 
Using the same compactification procedure of Section 1, we will define an 
RFDE on S’ = ((y,, y2) E IR * j yi + yz = 1) with the formula (see Fig. 2) 
f (x, 1) 
01, Y2) = (1 +x2)1/2. 
Assume y, # 0. Since x = y,/y,, we obtain 
(~2 )‘I - Y, A)/Y: =-WI and Y,Jj,+Y21;*=O, 
where the special factor is to be chosen in order that the induced system on 
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y2 > 0 and y2 < 0 can be extended to S’. Using [F] = y,(t - 1)/y,(t) we 
obtain 
I$=-kl$Y,(~- l), 
it* = Q, Y, Y,U - 1). 
Introducing the polar coordinate 0, y, = cos 19, y, = sin 0, the equation for 6’ 
is 
6=ksin8cosB(t- 1). (4.1) 
We have four critical points: A and C correspond to infinity, and B and D 
correspond to the origin of the original scalar equation. The linear 
variational equation for A and C is 
and the equation behaves like an ODE. We obtain the linear variational 
equation foi B and D with the new variable e= B - 7r/2. Equation (4.1) 
Qecomes 0 = - k cos t? sin s<t - 1) and the linearized equation is 
0 = - k&t - l), which is precisely, the original linear equation. 
Remark 1. The point A = (+a) is a saddle and its unstable manifold 
has dimension zero for k < 0 and dimension one for k > 0. 
Remark 2. For small 1 kl > 0 Eq. (4.1) behaves like an ODE, by [2, 
Theorem 5.1, p. 3311. 
Remark 3. For k = 7r/2 the original linear equation has the origin as a 
center of periodic orbits. 
Remark 4. We used the factor [F] = y,(t - l)/y2(t) which in the original 
coordinates is { [ 1 + x2(t)]/[ 1 + x2(t - l)]} ‘12; that is, we extended to S’ the 
scalar equation 
1 + x2(t) 112 
i=-kx(t- 1) 
1 + x2(t - 1) 
to obtain (4.1). 
468 W. M. OLIVA 
LEMMA 4.1. The points A and C are not hyperbolic if and only if 
k = n/2 + 2mt, n = 0, f 1, *2 ,... . 
Proof: The characteristic equation corresponding to 8= - k&t - 1) is 
3, + ke--3 = 0. The points A and C being not hyperbolic means that there 
exist roots L = iy of this equation; that is, cos y = 0, k sin y = y. This implies 
y = (2n + 1)x/2, (-1)“k = (2n + 1)7c/2. 
LEMMA 4.2. When k = n/2 + 2nz, n = 0, f 1, k2 ,..., the scalar linear 
equation R = - kx(t - 1) has a center of periodic solutions with period 
T, = 27t/(7t/2 + 2zn). 
Proof. It is enough to verify that x =p cos(n/2 + 2mr)t is a family of 
periodic solutions, p E R. 
THEOREM 4.3. There is ,a Hopf bifurcation near A and C for k near 
(z/2 + 2nn) in the equation 8 = -k cos gsin #(t - 1). 
Proof It is a standard application of [2, Theorem 1.1, p. 2461 and the 
periods of the periodic solutions tend to 27r/(rr/2 + 2nn). 
THEOREM 4.4. If k > n/2 the equation 4 = -k cos B sin f?(t - 1) has 
periodic solutions of period T = 4 satisfying the condition O(t) = -I?(t - 2) 
for all t E R. 
Proof: Assume l?(t) is a global solution of the equation and call u/(t) = 
O(t - 1). Then $(t) = -k cos v(t) sin O(t - 2). If we find a solution e(t) such 
that O(t) = -O(t - 2), then O(t), v/(t) need to satisfy 
4 = -k cos 8 sin v, 
yi = k sin 13 cos ly. 
(4.2) 
Consider the energy function E = k cos 8 cos I//. One easily sees that 
system (4.2) is a Hamiltonian system on the torus Tz since 
The phase portrait of the Hamiltonian system in the plane has centers at the 
points e = mn, w = nn, and saddles at the points 0 = ~12 + mz, 
w = 7c/2 + mr, for m, n E 77 (see Fig. 3). The saddle connections are 
contained in vertical and horizontal lines in the plane (0, rc). When we go to 
the torus we get four saddles and four centers. The limit period of the 
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periodic orbits is T, = 2x/k as the orbits approach a center and is +co as 
the orbits approach a saddle. Then there always exist periodic orbits with 
period greater than 2x/k and since k > z/2 there exist periodic orbits with 
period four. 
We will follow closely some ideas of Kaplan and Yorke [3] but for that 
we need to change the variables 8 and IJI defining new variables u and v in 
the plane, by the relations 
u=e+w, v=e-v, 
or 
u+v ox-..- U-V 
2 ’ 
I//=-. 
2 
System (4.2) becomes a new Hamiltonian 
c=ksinv=E 
au ' 
c=-ksinu=-E 
at4 '
where E = -k(cos u + cos v). 
We look for periodic solutions of (4.2) satisfying 
(4.3) 
dt) = e(t - 11, 
e(t) = -e(t + 2), 
which imply 
e(t) = -v(t - i ), 
y(t) = -w(t + 2). (4.4) 
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The conditions (4.4) for a solution of (4.2) are equivalent to finding a 
periodic solution (u(t) u(t)) of (4.3) satisfying 
u(t) = Y(f - 1), 
u(t + 2) = -u(t), 
which imply 
u(t - 1) = -v(t), 
u(t) = -u(t + 2). 
(4.5) 
Choose now k > 7r/2 and for simplicity we will work in the square 
1~1 + [VI = II which contains four saddle connections of the (u, v) plane. 
There exists a c > 0 such that the solution defined by u(1) = c, u(1) = 0, 
0 < c < 71, has period equal to 4. 
Let u(t), u(t) be such a solution. Consider now the functions G(r) = -u(t) 
and F(t) = u(t) and verify that (U(t), z?(t)) satisfy (4.3). But the solutions 
(@), u(f)) and (W W) h ave the same energy E since E = -k(cos u(t) + 
cos u(t)) = -k(cos zi(t) + cos U(t)) = -k( 1 + cos c). Thus, for a certain t *, 
we have u(t*) = 0 and a(t*) = c. Both solutions define then the same 
periodic orbit and there exists (x E (0,4) such that 
(u(t), u(t)) = (ti(t + a), C(t + a)) = (-u(t + a), u(t + a)) vt E R. 
But u(t) = -u(t + a) = -u(t + 2a) = u(t + 3a) = u(t + 4a) and, since u(t) 
has period 4, we need to have a = 1. Then (u(t), u(t)) satisfy (4.5) since 
u(t) = u(l + 3) = u(t - 1), 
u(t+2)=u(t+3)=u(t- 1)=-u(t). 
The corresponding 4-periodic functions (d(t) v(t)) satisfy (4.4) and (4.2) and 
then 0(t) is a periodic solution of the equation 0 = -k cos 0 sin e(t - 1) with 
period T = 4 and such that 0(t) = -0(t - 2). 
5. FINAL COMMENTS 
We saw that case (I) comes from a linear system of separable variables 
1, = a,x,(t - 1) 
i, = a,x,(~ - 1), a1 f a*, a,a,#O. 
The factor for compactification was 
l/2 
I@ = ( 
1 + x:(t) + x:(0 - 1 YY3W 1 + xi@ - 1) + x:(t - 1) 1 
and Eqs. (2.2) are the expression of X(A) in geographical coordinates, for 
this case. 
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For f?(t) = 0 or e(t) = 7c, one obtains an invariant circle on Sz which 
corresponds to the x1 axis and on that invariant circle the Eqs. (2.2) give 
IJI = -a, sin v(t) cos y(t - 1). (5.1) 
Analogously, for 13(t) = 7r/2 or e(t) = 3rr/2 one obtains another invariant 
circle corresponding to the x2 axis, and the equation is 
I) = --a2 sin v(t) cos v(t - 1). (5.2) 
In the last section we used the factor ([ 1 + x2(t)]/[ 1 - x2(1- 1)) I’* and 
showed that the obtained equation is similar to Eqs. (5.1) and (5.2). We can, 
then, consider (5.1) and (5.2) without any restriction on the range of ~(1). 
Finally the equator is also an invariant manifold for the main equations 
(2.2) and the induced system is defined by 
Q = -a, sin 13(t) cos 0(t - 1) + a2 cos e(t) sin e(t - 1). (5.3) 
The special case a, = a, = a is not generic for the classes of equations 
considered in the last sections. But it is easy to see that Eqs. (5.3) is 
Eq. (3.2) with p = B,, = 0; that is, 
4 = -a sin[@f) - @(t - l)]. (5.4) 
In this case, all constant functions on S’ are global solutions of (5.4). If we 
look for periodic solutions 0(t) = wt of constant velocities, we see that we 
need to solve the equation 
w = -a sin 0 for w f 0. 
If (a ] < 1, the set of all global solutions of (5.4) is precisely the set of all 
constant functions. A simple analysis shows that if a < -1, there is an even 
number of periodic orbits of constant velocities. Also, there is an a0 > 1 such 
that, for a > (x0, we obtain also an even number of this type of periodic 
orbits. With an analogous computation as the one we used in Section 3, by 
small perturbation of a, the periodic orbits of constant velocities can also be 
chosen hyperbolic. 
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