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Resumen: En este art´ıculo daremos una demostracio´n del Teorema de Malgrange
sobre un subcuerpo K de los complejos, esta demostracio´n es debido a Moussu.
Este resultado es importante en la teoria de foliaciones y demuestra que todas las
foliaciones holomorfas de codimensio´n uno con un conjunto singular pequen˜o tiene
integral primera holomorfa.
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About of Malgrange Theorem
Abstract: In this article we will prove of Malgrange Theorem on a subfield K of
the complex numbers, this demonstration is due to Moussu. This result is important
in the theory of foliations and shows that all holomorphic foliations of Codimension
one with a small singular set has holomorphic first integral.
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1. Introduccio´n
Este trabajo es desarrollado a partir de la tesis de maestr´ıa: El teorema de De Rham- Saito
y el Teorema de Frobenius Singular [1], donde mostramos en detalle la demostracio´n del
Teorema de Malgrange sobre un subcuerpo K de los complejos
Sea ω un germen en 0 ∈ Cn una 1-forma diferencial holomorfa de codimensio´n uno con coefi-
cientes en K {x}, que verifica:
i) ω ∧ dω = 0
ii) Codim(Singω) ≥ 3.
Entonces ω es K-integrable si existen dos ge´rmenes f, g ∈ K {x} tales que ω = gdf con g(0) 6= 0.
Nuestro principal objetivo es realizar la demostracio´n del Teorema de Malgrange sobre un
subcuerpo de los nu´meros complejos [6].
2. Preliminares
En esta seccio´n presentaremos algunos conceptos previos sobre el anillo de series de po-
tencias, dominio, anillo local, ideal maximal los cuales no demostraremos, el lector interesado
puede encontrar las pruebas en [2]. Por otro lado, demostramos el Lema de Poincare´ relativamen-
te graduado, adema´s usaremos el Lema de Poincare´ graduado cla´sico [4], tambie´n enunciaremos
el teorema de funciones compuestas [7] y utilizamos los conceptos de singularidades, transversa-
bilidad y explosiones.
Anillo de Series de Potencias
Sea K un cuerpo, X1, . . . , Xr indeterminadas sobre K y denotemos por
R = K[[X1, . . . , Xr]]
al conjunto de todas las sumas formales de tipo
f =
∞∑
i=0
Pi = P0 + P1 + P2 + · · ·
donde cada Pi es un polinomio homoge´neo de grado i en las variables X1, . . . , Xr con coeficientes
en K, consideraremos al polinomio cero como un polinomio homoge´neo de cualquier grado.
Sean f = P0 + P1 + · · · , g = Q0 +Q1 + · · · elementos de R.
Por definicio´n f = g ⇔ Pi = Qi para todo i ∈ N.
En R definimos las siguientes operaciones:
f + g =
∞∑
i=0
(Pi +Qi)
f.g =
∞∑
i=0
i∑
j=0
PiQi−j
Con estas operaciones, R es un anillo con unidad, llamado el anillo de series de potencias
formales en r variables con coeficientes en K.
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El anillo R tiene como subanillos al campo K y al anillo de polinomios K[X1, . . . , Xr]. Los
elementos de R tienen la forma:
f =
∞∑
i=0
∑
i1+···+ir=i
ai1,...,irX
i1
1 · · ·Xirr ; ai1,...,ir ∈ K.
SiK es el cuerpo de nu´meros reales o´ complejos, podemos asumir al subanilloA = K{X1, . . . , Xr}
deR que consta de las series de potencias absolutamente convergentes en una vecindad del origen
(0, . . . , 0) ∈ Kn. En otras palabras, los elementos deA son las series
∞∑
i=0
∑
i1+···+ir=i
ai1,...,irX
i1
1 · · ·Xirr
para las cuales existe un nu´mero real positivo ρ (dependiendo de f) tal que las series
∞∑
i=0
∑
i1+···+ir=i
|ai1,...,ir |ρi1+···+ir
son convergentes. Adema´s
El elemento f =
∞∑
i=0
Pi en R es invertible si, y solamente si, P0 6= 0.
Dos elementos f y g enR son asociados si existe una unidad, esto es, un elemento invertible
u tal que f = u · g.
Definicio´n 2.1 Sea f ∈ R\{0}. Suponga que
f = Pn + Pn+1 + · · ·
donde cada Pj es un polinomio homoge´neo de grado j y Pn 6= 0. el polinomio homoge´neo Pn es
llamado la forma inicial de f. El entero n es llamado la multiplicidad de f y es denotado por
mult(f). Si f = 0, tendremos que mult(f) =∞.
f ∈ R es invertible si y solamente si mult(f) = 0.
Sea f, g ∈ R, la multiplicidad de series de potencias tiene las siguientes propiedades:
i) mult(f · g) = mult(f) + mult(g),
ii) mult(f ± g) ≥ mı´n{mult(f),mult(g)}, la igualdad se da cuando
mult(f) 6= mult(g).
El anillo R es un dominio.
Denotemos por R al anillo K[[X1, . . . , Xr]] y por MR su ideal maximal, MiR la i−e´sima
potencia del ideal MR, y ponemos M0R = R, Adema´s se tiene:
R es un anillo local.
El ideal MR es el u´nico ideal maximal de R y es tal que⋂
i∈N
MiR = {0}.
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Sea ρ > 1 un nu´mero real y considere la siguiente aplicacio´n
d : R×R → R.
(f, g) 7→ d(f, g) = ρ−mult(f−g)
El par (R, d) es un espacio me´trico completo.
Si (R, d) es un espacio me´trico completo entonces (R× · · · × R︸ ︷︷ ︸
n−veces
, d′) es un espacio me´trico
completo, donde d′ =
∑
di, i = 1, . . . , n.
Corolario 2.1 M ∈ K[[X]]p×p, M = M0 +M1 + · · · . Si detM0 6= 0; existe N ∈ K[[X]]p×p tal
que NM = I donde I es la matriz identidad.
Demostracio´n. Ver [1]. 
3. El Teorema de Frobenius Formal sobre K
Proposicio´n 3.1 La sucesio´n Xk = Mk . . .M1 con Mk = I+Uk donde I es la matriz identidad,
Uk = (u
k
i,j) es una matriz de K[[X]]p×p y uki,j son polinomios homoge´neos de grado k, con la
me´trica definida anteriormente, es convergente.
Demostracio´n. La prueba que realizaremos es similar a la demostracio´n de la proposicio´n 4.2.5
([1],p. 59), para verificar la completitud usaremos una definicio´n equivalente a la de sucesio´n de
Cauchy, es decir, para todo  > 0, existe k ∈ N tal que n > k entonces |Xk+n −Xk| < , donde
Xk = Mk . . .M1. Para ello necesitamos verificar que
mult ((Mk+n . . .Mk+1MkMk−1 . . .M1)− (MkMk−1 . . .M1)) ≥ k + 1, k ≥ 1, n ≥ 1,
esto quiere decir que todos los te´rminos de la matriz Xn+k −Xk tienen multiplicidad mayor o
igual que k + 1.
1. Caso k = 1 y n ≥ 1
mult(Mn+1 . . .M1 −M1) ≥ 2
de esto se obtiene lo que quer´ıamos.
Mn+1 . . .M2 = (I + Un+1) . . . (I + U2)
= I +
n∑
j=1
∑
i1<···<ij
UijUij−1 . . . Ui1
Mn+1 . . .M2M1 = M1 +

n∑
j=1
∑
i1<···<ij
{i1,...,ij}⊂{2,...,n+1}
UijUij−1 . . . Ui1
M1
restamos M1
(Mn+1 . . .M2M1)−M1 =

n∑
j=1
∑
i1<···<ij
{i1,...,ij}⊂{2,...,n+1}
UijUij−1 . . . Ui1
M1
luego
mult((Mn+1 . . .M2M1)−M1) ≥ 2.
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2. Caso general
Mk+n . . .Mk+1 = I +
k+n−1∑
j=1
∑
i1<···<ij
{i1,...,ij}⊂{k+1,...,k+n}
UijUij−1 . . . Ui1
multiplicando por Mk . . .M1 y restando Mk . . .M1
(Mk+n . . .Mk+1Mk . . .M1)− (Mk . . .M1) =

k+n−1∑
j=1
∑
i1<···<ij
{i1,...,ij}⊂{k+1,...,k+n}
UijUij−1 . . . Ui1
Mk . . .M1
tomando multiplicidad obtenemos el resultado
mult((Mk+n . . .Mk+1Mk . . .M1)− (Mk . . .M1)) ≥ k + 1.
Si las entradas de Xk son x
k
ij , esto es Xk = (x
k
ij) tenemos
mult(xk+nij − xkij) ≥ k + 1 ∀i, j
luego
d(xk+nij , x
k
ij) = ρ
−mult(xk+nij −xkij) ≤ ρ−(k+1), ρ > 1
entonces
|Xk+n −Xk| =
∑
d(xk+nij , x
k
ij) ≤ p2ρ−(k+1) = 
Por lo tanto la sucesio´n (Xk) es de Cauchy. 
Ahora probaremos un lema que nos servira´ en la demostracio´n del Teorema de Frobenius
Formal el cual nos ayudara´ a demostrar el teorema de Frobenius Cla´sico sobre K.
Para la demostracio´n del siguiente lema usaremos el teorema de De Rham - Saito demostrado
en [2, p. 45].
Lema 3.1 (Lema de Poincare´ relativamente graduado) Sea αk ∈ Ωk1(K) tal que
dx1∧dx2∧. . .∧dxp∧dαk = 0, entonces existen polinomios homoge´neos de grado k, uk1, uk2, . . . , ukp ∈
Ωk0 y u
k+1 ∈ Ωk+10 tales que αk = duk+1 + uk1dx1 + · · ·+ ukpdxp.
Demostracio´n. Haremos la demostracio´n por induccio´n en el par (p, k) considerando el orden
lexicogra´fico1.
Para k = 0, α0 es cerrada, es decir, si existe u1 ∈ Ω10 tal que α0 = a1dx1 = d(a1x1) = du1.
Suponemos que el lema es verdadero para los pares (p′, k′) < (p, k) y dx1∧dx2∧. . .∧dxp∧dαk = 0.
Usando el teorema de De Rham-Saito [2], existen βk−1i ∈ Ωk−11 (K) tales que:
dαk = βk−11 ∧ dx1 + βk−12 ∧ dx2 + · · ·+ βk−1p ∧ dxp (1)
1El orden lexicogra´fico es usado para ordenar el modo en que las palabras aparecen en el diccionario
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tomando la derivada exterior
d(dαk) = dβk−11 ∧ dx1 + (−1)1βk−11 ∧ d(dx1) + · · ·+ dβk−1p ∧ dxp + (−1)1βk−1p ∧ d(dxp)
haciendo producto exterior con dx2 ∧ · · · ∧ dxp
0 = dx1 ∧ dx2 ∧ · · · ∧ dxp ∧ dβk−11 . (2)
La hipo´tesis inductiva del lema aplicada a βk−11 muestra que existen polinomios v
k−1
j ∈ Ωk−10
y vk ∈ Ωk0 tales que βk−11 = dvk + vk−11 dx1 + · · · + vk−1p dxp reemplazando esta igualdad en la
ecuacio´n (1), obtenemos:
dαk = (dvk + vk−11 dx1) ∧ dx1, si p = 1 y
dαk =
(
dvk +
p∑
j=1
vk−1j dxj
)
∧ dx1 +
p∑
j=2
βk−1j ∧ dxj , si p > 1.
Si p = 1,
dαk = (dvk + vk−11 dx1) ∧ dx1
dαk = dvk ∧ dx1
dαk − dvk ∧ dx1 = 0
d(αk − dvkdx1) = 0
la igualdad muestra que αk − vkdx1 es cerrada. Segu´n el lema de Poincare´ graduado cla´sico,
existe uk+10 ∈ Ωk+10 (K) tal que
αk − vkdx1 = duk+10
αk = duk+10 + v
kdx1.
Si p > 1 escribiremos:
d(αk − vkdx1) =
( p∑
j=2
vk−1j dxj
)
∧ dx1 +
p∑
j=2
βk−1j ∧ dxj .
As´ı, haciendo el producto exterior con dx2 ∧ · · · ∧ dxp obtenemos
d(αk − vkdx1) ∧ dx2 ∧ · · · ∧ dxp = 0.
Utilizamos la hipo´tesis p′ < p, es decir, existen vkj ∈ Ωk0(K) y vk+1 ∈ Ωk+10 (K)
αk − vkdx1 = dvk+1 + vk2dx2 + · · ·+ vkpdxp
αk = dvk+1 + vkdx1 + v
k
2dx2 + · · ·+ vkpdxp

Teorema 3.2 (Teorema de Frobenius Formal sobre K (No singular)) Sea
Θ = {ω1, ω2, . . . , ωp} ⊂ Ωˆ1(K) verificando las condiciones:
i) ω1 ∧ ω2 ∧ · · · ∧ ωp ∧ dωi = 0 para i = 1, . . . , p. (Integrabilidad)
ii) ω1(0) ∧ ω2(0) ∧ · · · ∧ ωp(0) 6= 0. (Regularidad)
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Entonces Θ es formalmente integrable sobre K, esto es, existen fˆi, gˆi,j ∈ K[[x]] para i, j = 1, . . . , p
tales que gˆi,j(0) = δi,j,
ωi = gˆi,1dfˆ1 + gi,2dfˆ2 + · · ·+ gi,pdfˆp, para i = 1, . . . , p.
Demostracio´n. Por un cambio K-lineal de coordenadas, podemos asumir ωi(0) = ω0i = dxi
para i = 1, . . . , p.
Construiremos los aˆi,j ∈ K[[x]], i, j = 1, . . . , p, tales que aˆi,j(0) = δi,j y las 1-formas
ω¯i = aˆi,1ω1 + · · ·+ aˆi,pωp son cerradas; es decir: ω¯i = dfˆi, fˆi ∈ K[[x]]. La matriz
M = (aˆi,j)i,j=1,...,p es un elemento de GL(p,K[[x]]) de inversa (gˆi,j)i,j=1,...,p. Por construccio´n de
los aˆi,j ∈ K[[x]], gˆi,j(0) = δi,j y
ωi = gˆi,1dfˆ1 + · · ·+ gˆi,pdfˆp.
Suponiendo que existe k > 0 tal que para i = 1, . . . , p, la forma
ωi = ω
0
i + ω
1
i + · · ·+ ωsi + · · · verifica dωsi = 0 para s < k. Esta condicio´n se cumple para k = 1.
De la i-e´sima condicio´n de integrabilidad
ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dωi = 0
(ω01 + ω
1
1 + · · · ) ∧ · · · ∧ (ω0p + ω1p + · · · ) ∧ (dωki + · · · ) = 0
nos quedamos con el primer producto no nulo
dx1 ∧ dx2 ∧ · · · ∧ dxp ∧ dωki = 0
Segu´n el lema 3.1, existen los uki,j ∈ K[[x]] y uk+1 ∈ K[[x]] tales que:
ωki = du
k+1 + uki,1dx1 + · · ·+ uki,pdxp
ωki − uki,1dx1 − · · · − uki,pdxp = duk+1
ωki − uki,1dx1 − · · · − uki,pdxp = ω¯ki
la 1-forma ω¯ki = ω
k
i + u
k
i,1dx1 + · · · + uki,pdxp es exacta para i = 1, . . . , p. Puesto que los uki,j
son homoge´neos de grado k, de la proposicio´n 3.1 la matriz M = l´ım
k→∞
(MkMk−1 . . .M1), con
Mk = I + (u
k
i,j) esta´ bien definida con M(0) = I. Es un elemento de GL(p,K[[x]]) de inversa
(gˆi,j)i,j=1,...,p. Por construccio´n, los aˆi,j verifican las propiedades requeridas. 
Para el siguiente teorema necesitamos fijar algunas notaciones.
Sea X un germen de espacio anal´ıtico irreducible de dimensio´n pura n; OX denota al anillo
de germenes de funciones holomorfas en X, si X = Cn, escribiremos On en lugar de OX ,
f : (f1, . . . , fp) : X → (Cp, 0) un germen de aplicacio´n anal´ıtica y definimos por Sing (f) al
conjunto de puntos donde f no es una sumersio´n. Observe que Sing (f) es un germen de variedad
anal´ıtica en X.
Denotemos por prof(Sing (f)) la profundidad del ideal If = (f, df) de OX asociado a Sing (f)
Ahora enunciaremos el teorema de funciones compuestas que nos servira´ para terminar la
prueba del teorema de Frobenius cla´sico sobre K omitiremos la prueba, sin embargo, para una
prueba detallada ver [teorema 2 , [7],p. 1237].
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Teorema 3.3 Con las consideraciones anteriores sea ϕ un elemento de OX . Si
prof(Sing(f)) ≥ 2, las siguientes condiciones son equivalentes:
1. dϕ ∧ df1 ∧ . . . ∧ dfp = 0 en X\Sing(f);
2. Existe ψ ∈ Op tal que ϕ = ψ◦f ;
3. Existe un germen de aplicacio´n ψ en 0 ∈ Cp tal que ϕ = ψ◦f .
4. El Teorema de Frobenius Cla´sico sobre K
Sean ω1, ω2, . . . , ωp ∈ Ω1(K) que verifican las condiciones:
ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dωi = 0 para i = 1, 2, . . . , p
ω1(0) ∧ ω2(0) ∧ . . . ∧ ωp(0) 6= 0.
Como vimos anteriormente podemos elegir las coordenadas (x1, x2, . . . , xn) del punto x ∈ Cn
tales que ωi(0) = dxi para i = 1, 2, . . . , p y escribimos:
x′ = (x1, x2, . . . , xp), x′′ = (xp+1, xp+2, . . . , xn), x = (x′, x′′)
Segu´n el teorema cla´sico de Frobenius [Teorema 4.1.4, [1], p. 55], el sistema de Pfaff
ω1 = ω2 = · · · = ωp = 0
define una foliacio´n holomorfa F de codimensio´n p, en un polidisco M centrado en 0 ∈ Cn, que
es transverso a los espacios afines x′′ = cte. La hoja Lx ∈ F pasa por el punto (x′, x′′) ∈M corta
x′′ = 0 en un u´nico punto (x˜′, 0). Las funciones hi :M→ C definidas, para i = 1, . . . , p, por:
hi(x) = hi(x
′, x′′) = xi
son integrales primeras holomorfas de F en M . Notemos todav´ıa que hi ∈ C{x} son ge´rmenes
en 0. Evidentemente, para i = 1, . . . , p:
hi(x
′, 0) = xi, ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dhi = 0.
Diremos que los hi son las integrales primeras naturales del sistema de Pfaff en las coordenadas
(x1, x2, . . . , xn). Reformulamos el teorema principal como sigue:
Teorema 4.1 (de Frobenius cla´sico sobre K) Sean ω1, ω2, . . . , ωp ∈ Ω1(K) que verifican las
condiciones:
ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dωi = 0 para i = 1, 2, . . . , p
ωi(0) = dxi para i = 1, 2, . . . , p
Entonces las integrales primeras naturales hi pertenecen a K{x}.
Demostracio´n. Segu´n el teorema 3.2, existen fˆi ∈ K[[x]] para i = 1, 2, . . . , p tales que:
ωi(0) = dfˆi(0) = dxi
ω1 =
∑p
j=1 gˆ1,jdfj , ω2 =
∑p
j=1 gˆ2,jdfj , . . ., ωp =
∑p
j=1 gˆp,jdfj como el producto exterior
ω1 ∧ ω2 ∧ . . . ∧ ωp = Det(gˆi,j)i,j=1,...,p df1 ∧ . . . ∧ dfp tenemos ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dfi = 0.
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El elemento ψˆ(x′) = (ψˆ1(x′), ψˆ2(x′), . . . , ψˆp(x′)) definida por ψˆi(x′) = fˆi(x′, 0) que pertenece a
K[[x′]]p×p y e´l verifica Dx′ψˆ(0) = I, donde I es la matriz identidad, en efecto,
ψˆ(x′) = (ψˆ1(x′), ψˆ2(x′), . . . , ψˆp(x′)) = (fˆ1(x′, 0), . . . , fˆp(x′, 0))
haciendo ϕ(x′) = (x′, 0)
ψˆ(x′) = (fˆ1 ◦ ϕ(x′), . . . , fˆp ◦ ϕ(x′))
derivando
Dx′ψˆ(0) = Dx′ fˆi ◦ ϕ(x′) = Dx′ fˆi ◦ ϕ(x′).Dx′ϕ(x′)
=

∂f1
∂x1
ϕ(0) . . . ∂f1∂xpϕ(0)
... 0
∂fp
∂x1
ϕ(0) . . .
∂fp
∂xp
ϕ(0)

p×n

1 0 . . . 0
0 1 . . . 0
...
0 . . . 0 1
0

n×p
=

∂f1
∂x1
ϕ(0) . . . ∂f1∂xpϕ(0)
...
∂fp
∂x1
ϕ(0) . . .
∂fp
∂xp
ϕ(0)

p×p
= I
es decir, existe ϕˆ ∈ K[[x′]]p×p tal que ϕˆ ◦ ψˆ(x′) = x′, donde ϕˆ = (ϕˆ1, . . . , ϕˆp), los hˆi(x) poseen
las mismas propiedades que los fˆi puesto que
hˆi(x) = ϕˆi(fˆ1(x), . . . , fˆp(x)) = ϕˆi(fˆ1(x
′, 0), . . . , fˆp(x′, 0))
= ϕˆi(ψˆ1(x
′), ψˆ2(x′), . . . , ψˆp(x′))
= ϕˆiψˆ(x
′)
= x′
hˆi(x
′, 0) = xi y ω1 ∧ ω2 ∧ . . . ∧ ωp ∧ dhˆi = 0, en efecto,
∂hˆi
∂xi
=
p∑
j=1
∂ϕˆi
∂yj
∂fˆj
∂xi
dhˆi =
p∑
i=1
∂hˆi
∂xi
dxi
=
p∑
i=1
 p∑
j=1
∂ϕˆi
∂yj
∂fˆj
∂xi
 dxi
=
p∑
j=1
∂ϕˆi
∂yj
p∑
i=1
∂fˆj
∂xi
dxi =
p∑
j=1
∂ϕˆi
∂yj
dfj
Luego,
ω1 ∧ . . . ∧ ωp ∧ dhˆi = ω1 ∧ . . . ∧ ωp ∧
p∑
j=1
∂ϕˆi
∂yj
dfj
=
p∑
j=1
∂ϕˆi
∂yj
ω1 ∧ . . . ∧ ωp ∧ dfj
= 0
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Las integrales primeras naturales hi de ω1, ω2, . . . , ωp verifican igualmente:
hi(x
′, 0) = xi, ω1 ∧ . . . ∧ ωp ∧ dhi = 0
luego para i = 1, . . . , p :
hi(x
′, 0) = hˆi(x′, 0) = xi, dh1 ∧ dh2 ∧ . . . ∧ dhp ∧ dhˆi = 0.
Del teorema de funciones compuestas ([7], p. 1237) en K[[x]]p×p tenemos que existen
Ψ̂i ∈ K[[x′]]p×p tales que:
ĥi(x) = Ψ̂i(h1(x), h2(x), . . . , hp(x)) para i = 1, . . . , p.
Puesto que hi(x
′, 0) = hˆi(x′, 0) obtenemos
(
Ψ̂1, Ψ̂2, . . . , Ψ̂p
)
= I y hi = hˆi para i = 1, . . . , p. 
5. Blowing-up
Espacio Proyectivo Un espacio proyectivo de dimensio´n n sobre un campo K es un conjunto
P con una aplicacio´n exhaustiva pi : F − {0} −→ P, donde F es un K-espacio vectorial (n+ 1)-
dimensional y pi(v) = pi(w) si y solo si v = λw para algu´n λ ∈ K. A menudo decimos que pi
define una estructura de espacio proyectivo en P. Una vez que se ha fijado una base en F las
componentes de un vector v no nulo sera´n tomadas como las coordenadas homoge´neas de pi(v),
las coordenadas homoge´neas de un punto siendo determinadas por una constante multiplicativa.
Usualmente se denota por [x0 : · · · : xn] para el punto de coordenadas homoge´neas x0, . . . , xn.
Si P1 es un espacio proyectivo unidimensional y z0, z1 son coordenadas proyectivas en P1 la
aplicacio´n inyectiva
P1 −→ C ∪ {∞}
[z0 : z1] 7−→ z0
z1
asumimos que env´ıa [1 : 0] en ∞, sera´ llamada una coordenada absoluta en P1.
Singularidad Simple Sea F un germen de foliacio´n en (C2, 0) y ω = a(x, y)dx + b(x, y)dy
un generador de F . Supongamos que el origen es un punto singular de F . Podemos decir que el
origen es una singularidad simple de F si la matriz
J0(ω;x, y) =
 −
∂b
∂x
(0)
∂a
∂x
(0)
−∂b
∂y
(0)
∂a
∂y
(0)

tiene dos valores propios λ 6= µ, µ 6= 0, tales que λ
µ
/∈ Q+.
La definicio´n no depende de la eleccio´n de ω ni de las coordenadas elegidas.
Una vez que un punto 0 sobre una superficie (suave) M es fijado, escogemos coordenadas
locales x, y en 0 y asumimos que ellos son anal´ıticas en una vecindad abierta U de 0. Tomamos
una recta proyectiva compleja P1, con coordenadas homoge´neas z0, z1 y sea U¯ una subvariedad
de U ×P1 definida por la ecuacio´n xz1−yz0 = 0. Sean las rectas afines A1 : z0 6= 0 y A′1 : z1 6= 0,
con coordenadas z = z1/z0 y z
′ = z0/z1, respectivamente, un cubrimiento abierto de P1; entonces
tenemos U × P1 = U ×A1 ∪ U ×A′1 y el trazo de U¯ en cada pieza U ×A1 y U ×A′1 es definido
por las ecuaciones
xz − y = 0 y x− yz′ = 0
respectivamente. Podemos establecer:
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Lema 5.1 U¯ es una superficie(suave y conexa). La proyeccio´n U×P1 −→ U induce un morfismo
anal´ıtico pi : U¯ → U cuya restriccio´n a U¯ − pi−1(0) es un isomorfismo sobre U − {0}.
Demostracio´n. Ponemos V = U¯ ∩ U × A1 y V ′ = U¯ ∩ U × A′1. Que U¯ sea una superficie
suave y conexa se desprende de las ecuaciones para V y V ′ dadas anteriormente. Para el resto
es suficiente decir que los morfismos
U − {x = 0} −→ V
(x, y) 7−→ (x, y, y/x)
y
U − {y = 0} −→ V ′
(x, y) 7−→ (x, y, x/y)
uniendolos para dar la inversa y obtener el isomorfismo pedido. 
Observacio´n 5.1 Ya que en el conjunto abierto V tenemos y = xz, es claro que x, z pueden
ser tomados como coordenadas anal´ıticas en el conjunto V . Similarmente, y, z′ son coordenadas
anal´ıticas en el conjunto V ′ dados por (x, z) 7−→ (x, zx) y (y, z′) 7−→ (yz′, y), y las coordenadas
de un punto en ambos V y V ′ esta´n relacionados por y = zx, z′ = 1/z.
El morfismo pi : U¯ −→ U que acabamos de definir, o ma´s bien su correspondencia inversa,
tenemos en 0 el efecto local que queremos. Todo lo que necesitamos es extenderlo a todo M , lo
cual no es dif´ıcil puesto que piU¯−pi−1(0) es un isomorfismo.
Notemos primero que la gra´fica piU¯−pi−1(0) es igual a la traza en U¯ × (M − {0}) de
{(p, q, p)| p ∈M, q ∈ P1}, claramente un subconjunto cerrado de M × P1 ×M.
Luego la gra´fica de piU¯−pi−1(0) es cerrada en U¯ × (M − {0}) y podemos definir:
Definicio´n 5.1 Sea M¯ la superficie obtenida de la unio´n de U¯ y M − {0} por el isomorfismo
piU¯−pi−1(0) : U¯ × (M − {0}) ' U − {0}
y au´n denotaremos por pi al morfismo pi extendido por la identidad en M −{0} as´ı pi : M¯ −→M
es llamada el blowing-up de 0 en M . Tambie´n decimos que M¯ es obtenido M por blowing-up del
punto 0 y que 0 es el centro del blowing-up.
Es claro que, despue´s del blowing-up 0, M − {0} esencialmente no fueron modificados mientras
que el correspondiente a 0 en H¯ es una recta proyectiva, decimos E = pi−1(0) = {0} × P1. Tal
recta E es llamada el divisor excepcional de pi. La restriccio´n de pi,
pi|M¯−E : M¯ − E −→M − {0}
es un isomorfismo. se puede notar que el divisor excepcional E esta´ contenido en V ∪ V ′ y las
ecuaciones x = 0 en V e y = 0 en V ′. Esto en particular muestra que E es suave en todos sus
puntos y por esto es una subvariedad unidimensional de M¯ , claramente isomorfo a una recta
proyectiva compleja y por eso es compacto y conexo. Note tambie´n que M¯−E es denso en M¯ , lo
cual sera´ muy u´til. La siguiente proposicio´n nos muestra que la explosio´n de 0 en H no depende
del subconjunto abierto U y las coordenadas locales x, y que hemos usado en la definicio´n.
Proposicio´n 5.1 Sea pi′ : M¯ ′ −→ M una segunda explosio´n de 0 en M , obtenida de una
vecindad abierta U ′ de 0 y coordenadas x′, y′ en e´l. Entonces existe un u´nico M -isomorfismo
ϕ : M¯ −→ M¯ ′. Adema´s ϕ restricta a la recta proyectiva entre E y E′ = pi′−1(0).
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Demostracio´n. Desde que ambas x, y y x′, y′ son coordenadas locales en 0, podemos determinar
una tercera vecindad abierta de 0, U ′′ ⊂ U ∩ U ′, y funciones anal´ıticas definidas en U ′′,
ai,j , i, j = 0, 1, tales que
x′ = a0,0x+ a0,1y
y′ = a1,0x+ a1,1y
y det(ai,j(p)) 6= 0 para todo p ∈ U ′′. entonces es fa´cil ver que
U ′′ × P1 −→ U ′′ × P1
(p, z0, z1) 7−→ (p, a0,0z0 + a0,1z1, a1,0z0 + a1,1z1)
es un U ′′-isomorfismo que restricto a un U ′′-isomorfismo ψ de pi−1(U ′′) en pi′−1(U ′′). As´ı ϕ es
obtenida al extender ψ a M¯ usando (pi′|M¯ ′−E′)−1◦pi|M¯−E .
Para la unicidad de ϕ es suficiente recordar la condicio´n que determina el M -isomorfismo ϕ
en M¯ − E, el cual es un subconjunto denso de M¯.
Por u´ltimo es claro de la definicio´n de ϕ que ϕ|E es una recta proyectiva. 
Corolario 5.2 Supongamos que pi : M¯ −→M y pˆi : M¯ ′ −→M ′ son las explosiones de los puntos
0 y 0′ en M y M ′, respectivamente. Si ϕ : W −→W ′ es un isomorfismo anal´ıtico entre vecindades
de 0 y 0′ y ϕ(0) = 0′, entonces existe un u´nico isomorfismo ϕ¯ : pi−1(W ) −→ pˆi−1(W ′) tales que
ϕ◦pi|pi−1(W ) = pˆi◦ϕ¯. Adema´s ϕ¯ restricta a una recta proyectiva entre los divisores excepcionales
E = pi−1(0) y E′ = pˆi−1(0′).
Demostracio´n. La condicio´n ϕ◦pi|pi−1(W ) = pˆi◦ϕ¯. determina ϕ¯ en pi−1(W ) − E es denso en
pi−1(W ).
Para la existencia de ϕ¯, sean x, y coordenadas locales en una vecindad abierta U ⊂ W de 0, y
tomamos x◦ϕ−1 e y◦ϕ−1 como coordenadas locales en U ′ = ϕ(U).
Usando tales coordenadas para construir las explosiones, es claro que ϕ× Id : U×P1 −→ U ′×P1
restricta a un isomorfismo pi−1(U) ' pˆi−1(U ′) cuya extensio´n obvia a pi−1(W ) es ϕ¯. La u´ltima
parte se sigue de la definicio´n de ϕ¯ dada. 
Observacio´n 5.2 En particular del corolario 5.2 se sigue que para cualquier vecindad abierta
W de 0 en M , pi−1(W ) puede ser cano´nicamente identificado con la superficie W¯ obtenida de
W por la explosio´n en 0.
5.1. Transformando Curvas
Sea pi : M¯ −→M la explosio´n de 0 en M y sea x, y, como antes, un sistema de coordenadas
locales en 0. En adelante, para evitar confusiones, si f es una funcio´n anal´ıtica definida en algu´n
conjunto abierto U ⊂M , denotemos por f¯ a la funcio´n f ◦pi la cual es anal´ıtica en pi−1(U). Esto
aplicado en particular a las funciones x◦pi e y◦pi que hasta ahora hemos denotado por x e y.
Sea ξ una curva en un subconjunto abierto W de M : denotaremos por ξ¯ al pull-back de ξ
por pi, ξ¯ = pi∗(ξ), y lo llamaremos el transformado total de ξ (despue´s de la explosio´n en 0).
Como es de esperarse, si 0 ∈ ξ, entonces E = pi−1(0) necesita estar contenida en ξ¯ = pi∗(ξ). Ma´s
precisamente:
Lema 5.3 El transformado total de ξ tiene la forma
ξ¯ = ξ˜ + mult (ξ)E
donde ξ˜ es una curva en pi−1(W ) con un nu´mero finito de intersecciones con E.
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Demostracio´n. Supongamos que x, y son coordenadas locales en 0 y f una ecuacio´n de ξ, todas
definidas en una vecindad U de 0. Consideremos, como en la seccio´n anterior, pi−1(U) cubierta
por subconjuntos abiertos V : x¯ 6= 0 y V ′ : y¯ 6= 0. Escribimos f = fe + fe+1 + · · · + fi + · · · ,
donde e = mult (ξ) y los fi son formas de grado i en las coordenadas locales x, y. Usando en V
las coordenadas x¯ y z = y¯/x¯, tenemos las ecuaciones de ξ¯ en V :
f¯ = fe(x¯, x¯z) + fe+1(x¯, x¯z) + · · ·+ fi(x¯, x¯z) + · · ·
= x¯efe(1, z) + x¯
e+1fe+1(1, z) + · · ·+ x¯ifi(1, z) + · · · .
Luego f˜ = f¯/xe define una curva en V con un nu´mero finito de intersecciones con E, es decir,
los puntos (0, z) para los cuales fe(1, z) = 0. Un ca´lculo similar muestra que tambie´n y
e divide
f¯ en V ′ y f˜ ′ = f¯/ye define en V ′ una curva con un nu´mero finito de intersecciones con E. Desde
que f˜/f˜ ′ = ye/xe no tienen ceros en V ∩ V ′, estas curvas unidas dan una curva en pi−1(U),
la cual puede ser extendida a la curva ξ˜ deseada en el conjunto pi−1(W ) usando las ecuaciones
locales de ξ˜ en pi−1W − E. 
6. Criterio de convergencia de Mattei - Moussu
En esta seccio´n veremos la prueba en el campo de los nu´meros complejos del teorema de
Malgrange, veamos algunos resultados.
6.1. Transversalidad
Sea F un germen de foliaciones en el origen de Cn. Un germen de inmersio´n i : (Cp, 0) →
(Cn, 0) es transversal a F si{
Sing(i−1F) = i−1SingF
Codim(Sing(i−1F)) = inf(p,Codim(F))
Cuando p = 2, la inmersio´n i : (C2, 0)→ (Cn, 0) es transversal a F si y so´lo si Sing(i−1F) = {0}.
Aqu´ı describiremos bajo que condiciones una inmersio´n lineal general de C2 en Cn es transversal
a F (en el origen).
Sea ω =
∑n
i=1 aidxi una 1-forma definiendo F . Supongamos que el coeficiente a1 no es ide´n-
ticamente nulo (siempre es posible suponer esta condicio´n mediante un cambio de coordenadas
lineales). Sea B ∈ Cn−2, con B = (B3, . . . , Bn) consideremos la inmersio´n lineal
iB : (x1, x2) 7→ (x1, x2, B3x2, . . . , Bnx2)
Tenemos
i∗B = a1(x1, x2, B3x2, . . . , Bnx2)dx1 + a2(x1, x2, B3x2, . . . , Bnx2) +
a3(x1, x2, B3x2, . . . , Bnx2)B3dx2 + · · ·+ an(x1, x2, B3x2, . . . , Bnx2)Bndx2
= a1(x1, x2, B3x2, . . . , Bnx2)dx1 +
+
[
a2(x1, x2, B3x2, . . . , Bnx2) +
n∑
i=3
Biai(x1, x2, B3x2, . . . , Bnx2)
]
dx2
e iB no es transversal a F si y solamente si las dos curvas a1(x1, x2, B3x2, . . . , Bnx2) = 0
a2(x1, x2, B3x2, . . . , Bnx2) +
∑n
i=3Biai(x1, x2, B3x2, . . . , Bnx2) = 0 tienen una componente en
comu´n. Se verifica que cada B ∈ Cn−2, las hipersuperficies de Cn
a1 = 0 y a2x2 + · · ·+ anxn = 0
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tienen una componente en comu´n.
Introducimos la funcio´n Pω(x) =
∑
xiai(x) ella no depende del sistema lineal de coordenadas
elegido, en ese sentido si σ : Cn → Cn es un isomorfismo lineal, tenemos
Pσ∗ω = Pω ◦ σ
Se verifica que iB no es transversal a F para todo B si y so´lo si a1 y Pω tienen una componente
en comu´n.
Lema 6.1 En la situacio´n anterior, supongamos que Pω 6≡ 0. Existe un isomorfismo lineal
σ : Cn → Cn tal que si:
σ∗ω = a(σ)1 dx1 + · · ·+ a(σ)n dxn
entonces a
(σ)
1 y Pσ∗ω no tienen componentes en comu´n. Adema´s, uno puedo escoger σ de la forma
σα(x1, . . . , xn) = (x1, x2 + α2x1, . . . , xn + αnx1)
para α ∈ Cn−1.
Demostracio´n. Si a
(σ)
1 y Pσ∗ω tienen una rama en comu´n para todo α entonces a
(σ)
1 ◦σ−1α y Pω
tienen una rama comu´n para todo α, es decir,
a
(σ)
1 = hPσ∗ω
a
(σ)
1 ◦ σ−1α = hPσ∗ω ◦ σ−1α
= hPω ◦ σ ◦ σ−1α
= hPω
Pero
a
(σ)
1 ◦ σ−1α (x1, . . . , xn) = hPω(x1, . . . , xn)
a
(σ)
1 (x1, x2 − α2x1, . . . , xn − αnx1) = h
∑
xiai(x)
= h ◦ (x1a1 + (x2 − α2x1)a2 + · · ·+ (xn − αnx1)an)(x)
= h ◦ (x1(a1 − α2a2 − · · · − αnan) + x2a2 + · · ·+ xnan)(x)
= h ◦ (x1(a1 − α2a2 − · · · − αnan))(x)
= a1 − α2a2 − · · · − αnan
= a1 +
∑
i≥2
αiai
Sea P r11 . . . P
rq
q la descomposicio´n en componentes irreducibles de Pω. Denotemos
Uj = {α ∈ Cn−1; a(σ)1 ◦ σ−1α es divisible porPj}
Los Uj son cerrados anal´ıticos de Cn−1 que recubren todo Cn−1. Pues si hay uno, digamos un
Uk, que coincide con Cn−1. Deducimos que Pk divide a1 +
∑
i≥2 αiai para todo α y para cada
aj , se tiene un absurdo. 
Supondremos que Pω ≡ 0. esto significa que F es proyectiva y se permite definir una 1-forma
homoge´nea W . Un ca´lculo elemental nos muestra que un cambio “cuadra´tico” gene´rico
σQ : x 7→ x+Q(x)
produce Pσ∗QW 6≡ 0. Obtenemos luego el siguiente teorema.
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Teorema 6.1 Sea F un germen de foliacio´n en el origen de Cn definido en coordenadas lineales
por la 1-forma ω =
n∑
i=1
aidxi y consideremos la funcio´n Pω(x) =
∑
xiai. Entonces tenemos
1. Si Pω(x) 6≡ 0, el conjunto de inmersiones lineales i : C2 → Cn transversal a F es un
abierto de Zariski no vac´ıo.
2. Si Pω(x) ≡ 0, el conjunto de inmersiones “cuadra´ticas ” i : C2 → Cn transversal a F es
un abierto de Zariski no vac´ıo.
Mostraremos que un germen de foliaciones en C2 que posee una integral primera formal posee
una convergente, para cierto tipo de integrales primeras. Desarrollaremos el caso de singularida-
des simples y obtendremos el caso general por induccio´n a lo largo de la desingularizacio´n.
Lema 6.2 Sea F un germen de foliaciones con una singularidad simple en el origen de C2.
Si F tiene una integral primera formal no constante fˆ , entonces F tiene una integral primera
holomorfa f.
Demostracio´n. Como las componentes irreducibles de fˆ son curvas integrales formales y F
tiene una singularidad simple en el origen, existe un sistema de coordenadas formales (xˆ, yˆ) tal
que
fˆ = xˆpyˆq,
donde p y q son enteros primos entre ellos. Por consiguiente, F es formalmente linealizable y es
dado por
xˆyˆ
(
p
dxˆ
xˆ
+ q
dyˆ
yˆ
)
El teorema de Briot-Bouquet ([?], p. 166) asegura la convergencia de las curvas xˆ = 0 e yˆ = 0.
As´ı, existe un sistema de coordenadas convergentes (x, y) en el que F esta´ definido por
ω = pydx+ qx(1 + U(x, y))dy, U(0) = 0
Se sigue que
fˆ(x, y) = xpyqŴ (x, y) = xˆpyˆq
donde Ŵ (x, y) es una unidad formal Ŵ (0) = 1. Consideremos el campo de vectores (que es
definido por el germen de la foliacio´n F)
X = qx(1 + U)
∂
∂x
− py ∂
∂y
y sea φt(x, y) = exp tX el grupo con un para´metro de X. Tenemos
φt(x, y) = (xe
qtV (x, y, t), ye−pt), V (0, 0, t) = V (x, y, 0) = 1
Supongamos X definido en una bola B ⊂ C2 centrada en el origen. Si b es lo suficientemente
pequen˜o, la aplicacio´n (x, y, t) 7→ φt(x, y) esta´ definida en B ×D(0, 1), donde D(0, 1) ⊂ C es el
disco centrado en el origen y de radio uno. Como Xf = 0, tenemos que fˆ ◦ φt = fˆ para todo
t ∈ D(0, 1). En particular fˆ ◦ φ2ipi = fˆ
El difeomorfismo φ2ipi(x, y) = (xV (x, y, 2ipi), y) = (xV1(x, y), y) es tangente a la identidad y por
lo anterior
V p1 (x, y)Ŵ (xV1, y) = Ŵ (x, y)
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El teorema de la funcio´n impl´ıcita, aplicada a la ecuacio´n anterior nos conduce a V1 ≡ 1 y
φ2ipi = IdC2 . En efecto,
V1(0, 0) = 1
F (x, y, t) = zpŴ (xz, y)− Ŵ (x, y) = 0, F (0, 0, 1) = 0
∂F
∂z
(x, y, z) = pzp−1Ŵ (xz, y)− zp∂Ŵ
∂x
(xz, y)z
∂F
∂z
(0, 0, 1) = pŴ (0, 0) 6= 0
Notemos que Dφt(0) la diferencial de φt en el punto 0 e introducimos la aplicacio´n
H(x, y) =
∫ 1
0
[Dφ2ipit(0)]
−1φ2ipit(x, y)dt
que es holomorfa en una vecindad del origen de C2 y DH(0) = Id. Para un nu´mero real s cercano
al 0, tenemos:
H ◦ φ2ipis(x, y) =
∫ 1
0
[Dφ2ipit(0)]
−1φ2ipi(t+s)(x, y)dt
=
∫ 1
0
Dφ2ipis(0)[Dφ2ipi(t+s)(0)]
−1φ2ipi(t+s)(x, y)dt
= Dφ2ipis(0)
∫ 1
0
[Dφ2ipi(t+s)(0)]
−1φ2ipi(t+s)(x, y)dt
Como t 7→ φ2ipit es perio´dica de periodo 1, podemos escribir∫ 1
0
[Dφ2ipi(t+s)(0)]
−1φ2ipi(t+s)(x, y)dt =
∫ 1
0
[Dφ2ipit(0)]
−1φ2ipit(x, y)dt = H(x, y)
Finalmente H ◦ φ2ipis(x, y) = (Dφ2ipis(0) ◦H)(x, y) para todo s suficientemente pequen˜o y como
H es holomorfo, tenemos que
H ◦ φt = Dφt(0) ◦H.
De esto decimos queH linealizaX. El campoX y luego ω, posee una integral primera convergente
f, que evidentemente se puede elegir de la forma xpyq. 
Observacio´n 6.1 Sea f = xpyq como se desea. Entonces, gˆ es una integral primera formal
de F , si existe τˆ ∈ C[[t]] tal que gˆ = τˆ ◦ f. Adema´s gˆ es convergente si y solamente si τˆ es
convergente.
El caso general Lo obtenemos a partir del caso de singularidades simples y del comportamiento
de las integrales primeras por explosiones.
Lema 6.3 Sea F̂ ∈ C[[x1, . . . , xn]] y pi : N ′ → (Cn, 0) la explosio´n del origen en Cn. Si existe
un punto P ∈ pi−1(0) tal que (F̂ ◦ pi)P es convergente, entonces F̂ converge.
Demostracio´n. Haciendo un cambio lineal de coordenadas, es suficiente mostrar que la con-
vergencia de la serie formal ∑
ai1,...,inX
i1
1 . . . X
in
n
es equivalente a ∑
ai1,...,inX
i1+···+in
1 X
i2
2 . . . X
in
n
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La parte directa es inmediata, por composicio´n, es decir,
F̂ (X1, X2, . . . , Xn) =
∑
ai1i2...inX
i1
1 X
i2
2 . . . X
in
n
F̂ ◦ pi(X1, X2, . . . , Xn) = F̂ (X1, X1X2, . . . , X1Xn)
=
∑
ai1i2...inX
i1
1 (X1X2)
i2 . . . (X1Xn)
in
=
∑
ai1i2...inX
i1+i2+...+in
1 X
i2
2 . . . X
in
n
Rec´ıprocamente, la convergencia de la segunda serie da una constante A > 1 tal que
|ai1,...,in | 6 Ai1+2(i2+···+in)
de lo cual |ai1,...,in | 6 (A2)(i1+···+in)
|ai1,...,in ||X1|i1 |X2|i2 . . . |Xn|in 6
(A2)(i1+···+in)
An0i1An0i2 . . . An0in
=
(A2)(i1+···+in)
An0(i1+···+in)
=
(A2)(i1+···+in)
(A2)
n0
2
(i1+···+in)
=
1
(A2)(
n0
2
−1)(i1+···+in)
y por el criterio M−test de Weierstrass la primera serie converge. 
Proposicio´n 6.2 Sea F un germen de foliacio´n en el origen de C2 posee una integral primera
formal f̂ = f̂1f̂2 donde f̂1 es irreducible y f̂1 y f̂2 no tienen factores comunes. Si existe
τ̂ ∈ tC[[t]],
(
∂τ̂
∂t
(0)
)
6= 0 tal que τ̂ ◦ f̂ converge. En particular, F posee integral primera
convergente.
Demostracio´n. Haremos induccio´n sobre el nu´mero mı´nimo q de explosiones necesarias para
desingularizarla. Cuando q = 0, aplicamos el lema anterior y la observacio´n anterior. Supongamos
que el resultado es cierto para q−1 explosiones necesarias para desingularizar F . Sea pi : N ′ → C2
explosio´n del origen de C2 y P ∈ pi−1(0) el u´nico punto del divisor excepcional por el que pasa el
transformado estricto f̂ ′1 = 0 de la curva formal (f̂1 = 0). La induccio´n aplicada al germen en P
del transformado estricto pi∗F de F y para (f̂ ◦pi)P = f̂ ′1ĝ; si existe τ̂ ∈ C[[t]] tal que τ̂ ◦ (f̂ ◦pi)P
convergente. La convergencia de τ̂ ◦ f̂ se cumple por el lema anterior 
La transversalidad permite extender a dimensiones mayores los resultados relativos a la
existencia de integral primera convergente desde que hay una formal. El Algoritmo de Godbillon-
Vey produce una integral formal, completando la demostracio´n del Teorema de Malgrange.
Test de convergencia El siguiente lema permite reconocer la convergencia de integrales
primeras de curvas parame´tricas [5].
Lema 6.4 (Mattei- Moussu) Sea F un germen de foliacio´n holomorfa en el origen de Cn,
posee integral primera formal f̂ . Suponiendo que existe γ : (C, 0)→ (Cn, 0) tal que f̂ ◦ γ sea no
constante y converja. Entonces f̂ converge.
Demostracio´n. Sea pi : N ′ → Cn las explosiones del origen y consideremos el levantamiento
γ˜ : (C, 0)→ N ′ de γ por la explosio´n pi. Supongamos que γ˜(0) = P /∈ Sing(pi∗F). El teorema de
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Frobenius cla´sico asegura la existencia de un sistema de coordenadas y1, . . . , yn en P tal que pi
∗F
es dado por dy1; Por consiguiente (f̂ ◦ pi)P = ˆ`(y1) donde ˆ`∈ C[[t]]. Como fˆ ◦ pi ◦ γ˜ = ˆ`(y1(γ˜))
es convergente y no constante, ˆ` es convergente; as´ı (f̂ ◦ pi)P tambie´n lo es. El lema 6.3 implica
la convergencia de fˆ . Si P ∈ Sing(pi∗F) se reduce al caso anterior por un nu´mero finito de
explosiones siguiendo la direccio´n de la curva γ; si ambos cayeran en el conjunto de puntos
singulares entonces γ es una curva integral y f̂ ◦ γ ser´ıa constante. 
Definicio´n 6.1 Sea I ⊂ On un ideal y consideremos el germen del conjunto anal´ıtico
X = {f = 0 : f ∈ I}. La dimensio´n dimX es dimX = n− prof(I).
Una foliacio´n holomorfa F de codimensio´n 1 en (Cn, 0) es definida por una 1-forma holomorfa
ω definida en (Cn, 0) por la distribucio´n
Ker(ω(p)) con ω(p) 6= 0
El conjunto Sing(F) = {p ∈ (Cn, 0) : ω(p) = 0} es llamado el conjunto singular de F .
Teorema 6.3 Sea F un germen de foliacio´n holomorfa de codimensio´n 1 en el origen de
(Cn, 0). Si Codim( SingF) > 3, entonces F posee una integral primera convergente.
Demostracio´n. Segu´n el teorema de Frobenius formal, existe ĝ y f̂ ∈ C[[x1, . . . , xn]] tales que:
ω = ĝdf̂ , ĝ(0) 6= 0.
Si i : (C2, 0)→ (Cn, 0) es una inmersio´n transversal a F entonces:
i∗ω = (ĝ ◦ i)d(f̂ ◦ i)
y f̂0 = f̂ ◦ i satisface las hipo´tesis de la proposicio´n 6.2; en efecto si f̂0 no es reducida, la
codimensio´n de Sing (df̂0) es 1. Por consiguiente existe ˆ`∈ tC[[t]] tal que ˆ`◦ f̂ ◦ i converja. La
convergencia de ˆ`◦ f̂ resulta del lema 6.4. Aplicando en γ = i ◦ γ1 elegido donde
γ1 : (C, 0)→ (C2, 0)
es tal que f̂ ◦ γ sea no constante. 
7. Teorema de Malgrange sobre un subcuerpo K de los comple-
jos
Teorema 7.1 Sea ω un germen en 0 ∈ Cn una 1-forma diferencial holomorfa de codimensio´n
1 con coeficientes en K {x}, que verifica:
i) ω ∧ dω = 0
ii) Codim(Singω) ≥ 3.
Entonces ω es K-integrable si existen dos ge´rmenes f, g ∈ K {x} tales que ω = gdf con g(0) 6= 0.
Demostracio´n. Del Teorema de De Rham-Saito ([2], p.45) y la definicio´n 6.1 la condicio´n
Codim (Singω) ≥ 3 implica que la 1-forma ω posee la propiedad de la divisio´n en Ω2(C): si
α ∈ Ω2(C) verifica α ∧ ω = 0, si existe β ∈ Ω1(C) tal que α = ω ∧ β. Ma´s precisamente, si
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α ∈ Ω2(K), podemos escoger β ∈ Ω1(K). En efecto los coeficientes de β en la base dx1, dx2, . . . , dxn
son soluciones lineales con coeficientes en K{x}, es decir,
ω =
∑
I
aIdxI
β =
∑
I
bIdxI
α =
∑
I
∑
J
cIJdxI ∧ dxJ
cii = aibi = 0
cij = (aibj − biaj), i < j, i, j = 1, . . . , n
En particular, debemos dividir por ciertas determinantes M (x) ∈ K{x} con M (0) 6= 0. La
inversa de tal elemento en K{x} es tambie´n un elemento de K{x}.
La 1-forma ω posee un algoritmo de Godbillon-Vey {ω0 = ω, ω1, ω2, . . .} donde los ωi ∈ K{x},
es decir, ω ∧ dω = 0, existe ω1 tal que dω = ω ∧ ω1, aplicando el diferencial exterior
d2ω = dω ∧ ω1 − ω ∧ dω1 reemplazando dω en la relacio´n anterior obtenemos
0 = (ω ∧ ω1) ∧ ω1 − ω ∧ dω1
ω ∧ dω1 = 0
Existe ω2 tales que dω1 = ω ∧ ω2, aplicando el diferencial exterior, 0 = dω ∧ ω2 − ω ∧ dω2
reemplazando dω obtenemos 0 = ω ∧ ω1 ∧ ω2 − ω ∧ dω2 = ω ∧ (ω1 ∧ ω2 − dω2). As´ı, existe ω3 tal
que ω1 ∧ ω2 − dω2 = ω ∧ ω3 agrupando dω2 = ω1 ∧ ω2 + ω ∧ ω3 siguiendo inductivamente con
n ≥ 0, ω = ω0 obtenemos
dωn = ω0 ∧ ωn+1 +
∑
1≤k≤n
(
n
k
)
ωk ∧ ωn−k+1.
Ahora podemos an˜adir una variable t y considerar la 1-forma diferencial formal
Π = dt+ ω + tω1 +
t2
2!
ω2 + · · ·+ t
n
n!
ωn + · · ·
= dt+
∞∑
n=0
tn
n!
ωn
dΠ =
∞∑
n=0
tn
n!
(
ω ∧ ωn+1 +
n∑
k=1
(
n
k
)
ωk ∧ ωn−k+1
)
+ dt ∧
∞∑
n=1
tn−1
(n− 1)!ωn
=
∞∑
n=0
tn
n!
ω ∧ ωn+1 +
∞∑
n=0
tn
n!
n∑
k=1
(
n
k
)
ωk ∧ ωn−k+1 + dt ∧
∞∑
n=1
tn−1
(n− 1)!ωn
=
∞∑
n=1
tn−1
(n− 1)!ω ∧ ωn + dt ∧
∞∑
n=1
tn−1
(n− 1)!ωn +
( ∞∑
n=1
tn
n!
ωn
)
∧
( ∞∑
n=1
tn−1
(n− 1)!ωn
)
=
∞∑
n=1
tn−1
(n− 1)!ω ∧ ωn + dt ∧
∞∑
n=1
tn−1
(n− 1)!ωn +
∞∑
n=1
(
n−1∑
k=1
(
tk
k!
ωk
)
∧
(
tn−k−1
(n− k − 1)!ωn−k
))
.
Se verifica que Π ∧ dΠ = 0 y Π(0) 6= 0. Segu´n el teorema de Frobenius Formal sobre K, existen
Fˆ , Gˆ ∈ K[[x, t]] tales que Π = GˆdFˆ , Gˆ(0, 0) = 0. Haciendo t = 0 en esta relacio´n obtenemos:
ω = gˆdfˆ con gˆ, fˆ ∈ K[[x]], gˆ(0) 6= 0.
PESQUIMAT 22(2): 85–105 103
Percy Ferna´ndez y Danny Apaza
Suponemos que fˆ = fν + fν+1 + · · · con fν 6= 0. Si existe un vector v ∈ Cn entonces
dfν(v) = νfν(v) 6= 0.
En efecto,
dxf
ν =
∂fν
∂x1
dx1 +
∂fν
∂x2
dx2 + · · ·+ ∂f
ν
∂xn
dxn
dxf
ν(v) =
∂fν(x)
∂x1
dx1(v) +
∂fν(x)
∂x2
dx2(v) + · · ·+ ∂f
ν(v)
∂xn
dxn(v)
=
∂fν(x)
∂x1
v1 +
∂fν(x)
∂x2
v2 + · · ·+ ∂f
ν(x)
∂xn
vn, v = x
=
∂fν(x)
∂x1
x1 +
∂fν(x)
∂x2
x2 + · · ·+ ∂f
ν(x)
∂xn
xn
= νfν(x) 6= 0
Mediante un cambio de coordenadas K-lineal podemos suponer que v = (1, 0, . . . , 0) y tambie´n
que:
fˆ(x, 0, . . . , 0) = fˆ1(x1) = λx
ν
1(1 + ϕ1(x1)), ϕ1 ∈ K[[x1]], ϕ1(0) = 0, λ ∈ K.
fˆ1(x1) = fˆ(x1, 0, . . . , 0)
= fν(x1, 0, . . . , 0) + f
ν+1(x1, 0, . . . , 0) + · · ·
= xν1f
ν(1, 0, . . . , 0) + xν+11 f
ν+1(1, 0, . . . , 0) + xν+21 f
ν+2(1, 0, . . . , 0) + · · ·
= xν1λ+ x
ν
1(x1f
ν+1(1, 0, . . . , 0) + x21f
ν+2(1, 0, . . . , 0) + · · · )
= λxν1(1 + ϕ1(x1))
Multiplicamos fˆ por 1λ y gˆ por λ (ω = gˆdfˆ = (λgˆ)
(
d
(
1
λ .fˆ
))
) podemos suponer λ = 1. El
elemento 1 + ϕ1 posee una ra´ız ν-e´sima en K[[x1]] del tipo 1 + ϕ2. Para terminar la prueba del
teorema, debemos verificar la siguiente afirmacio´n:
A1) Si existe ` ∈ K[[x1]], `′(0) 6= 0, tal que `◦fˆ1(x1) ∈ K {x1}.
En efecto, si existe ρ > 0 tal que la foliacio´n F definida por ω = 0 en 0 < ||x|| < ρ es
transversal a la curva x1 7→ (x1, 0, . . . , 0), y `◦fˆ es una integral primera de ω que posee las
propiedades requeridas. Para la prueba de la afirmacio´n A1) usaremos argumentos de [5].
Sea HK(fˆ1) el grupo de invarianza de fˆ1 en K[[x1]]:
HK(fˆ1) =
{
hˆ ∈ K[[x1]] : fˆ1◦hˆ = fˆ1, hˆ′(0) 6= 0
}
.
mostraremos como en [5] la siguiente afirmacio´n:
A2) Si HK(fˆ1) esta contenido en K {x1}, la afirmacio´n A1) es verdadera.
O A2) es verdadera desde que fˆ no es una potencia, y es el caso. En efecto, puesto que
ω = gˆdfˆ con gˆ(0) 6= 0, el ideal generado por los coeficientes de las derivadas parciales
de fˆ en K[[x]] es el mismo que el ideal engendrado por los coeficientes de ω en la base
dx1, dx2, . . . , dxn. Con la hipo´tesis Codim(Sing(ω)) ≥ 3 tendr´ıa altura 3, no ser´ıa el caso
si fˆ fuera una potencia.

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8. Conclusio´n
El aporte del presente trabajo es de cara´cter teo´rico, se espera que este art´ıculo sirva como
referencia para futuros trabajos de investigacio´n.
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