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INSTABILITY OF SOLUTIONS TO THE GINZBURG–LANDAU
EQUATION ON Sn AND CPn
DA RONG CHENG
Abstract. We study critical points of the Ginzburg–Landau (GL) functional and the
abelian Yang–Mills–Higgs (YMH) functional on the sphere and the complex projective
space, both equipped with the standard metrics. For the GL functional we prove that on
S
n with n ≥ 2 and CPn with n ≥ 1, stable critical points must be constants. In addition,
for GL critical points on Sn for n ≥ 3 we obtain a lower bound on the Morse index under
suitable assumptions. On the other hand, for the abelian YMH functional we prove that
on Sn with n ≥ 4 there are no stable critical points unless the line bundle is isomorphic
to Sn × C, in which case the only stable critical points are the trivial ones. Our methods
come from the work of Lawson–Simons.
1. Introduction
1.1. Motivation and main results. A classical theorem of Lawson–Simons [LS73] says
that there exist no stable varifolds or currents on the round Sn, and that any closed, stable
stationary integral current in CPn with the Fubini–Study metric is an integral combination
of complex subvarieties. The idea is to consider the second variation of the volume with
respect to ambient deformations generated by special vector fields. In both cases, the vector
fields arise as the gradients of eigenfunctions corresponding to the first non-zero eigenvalue
of the Laplace operator.
Since the work of Lawson–Simons, similar methods have been applied to study stable
Yang–Mills connections on Sn (see for instance [BL81]) and stable harmonic maps on Sn
(see for instance [Xin80]). In this paper, we apply the ideas in [LS73] to study the stability
of solutions on Sn and CPn to certain singularly perturbed elliptic equations related to
superconductivity. The motivation comes from the relationship these solutions have with
minimal submanifolds of codimension two. Below we introduce the equations of interest
and explain their connection to minimal submanifolds.
On a closed Riemannian n-manifold (Mn, g), for ε > 0, we consider the following two
functionals: The first is the Ginzburg–Landau (GL) functional, given by
Eε(u) =
ˆ
M
eε(u)dµg, eε(u) =
|∇u|2
2
+
(1− |u|2)2
4ε2
, (1.1)
where u is a complex-valued function on M . The Euler–Lagrange equation of Eε is
ε2∆gu = (|u|2 − 1)u. (1.2)
Non-trivial weak solutions in W 1,2 ∩L∞(M ;C) can be found by min-max methods [Che17,
Ste], and these are always smooth by elliptic regularity.
The second functional comes from the self-dual abelian Higgs model, and we will refer to
it as the abelian Yang–Mills–Higgs (YMH) functional. To set the stage, let L be a complex
line bundle over M , equipped with a Hermitian metric 〈·, ·〉L. For a metric connection D
1
2 DA RONG CHENG
on L, we let FD denote
√−1 times its curvature. Then the abelian YMH functional has
the form
Fε(u,D) =
ˆ
M
eε(u,D)dµg, eε(u,D) = ε
2|FD|2 + |Du|2 + (1− |u|
2)2
4ε2
, (1.3)
where u : M → L is a section of L, and D is a metric connection on L. Note that, given a
metric connection D0, all the other metric connections are given by
D = D0 −
√−1a,
where a is a real 1-form on M . Also, for a metric connection, the curvature is a purely
imaginary-valued 2-form on M , and hence FD is a real-valued 2-form. The Euler–Lagrange
equations for Fε are given by{
ε2D∗Du = 12(1− |u|2)u
ε2d∗FD = Re〈
√−1u,Du〉. (1.4)
The operator D∗ is the dual of D with respect to the metric induced on Ωp(L) by 〈·, ·〉L
and g. Note that if D = D0 −
√−1a, then the second equation reads
ε2d∗FD0 + ε
2d∗da = Re〈√−1u,Du〉,
which is not elliptic for a. This is of course due to the gauge invariance of Fε, where
Fε(u,D) = Fε
(
e
√−1ϕu,D −√−1dϕ), for any ϕ :M → R.
Thus weak solutions may not be smooth globally. On the other hand, it is known that
under mild assumptions they are locally gauge equivalent to smooth solutions [PS19].
The geometric interest of Eε and Fε stems from the fact that, under suitable energy
bounds, sequences of critical points give rise to stationary (n − 2)-varifolds in a number of
different settings. See for instance [LR99, BBO01, JS02a]. Below we mention two results
of this type on Riemannian manifolds, one for each functional.
Theorem 1.1 ([Che20, Ste]). Let (M,g) be a closed manifold. Suppose uε is a solution
to (1.2) for each ε > 0 such that
1
| log ε|Eε(uε) ≤ C <∞ for all ε > 0. (1.5)
Then, up to taking a subsequence, there exists a smooth harmonic 1-form ψ and a stationary
rectifiable (n− 2)-varifold V , such that, as ε→ 0,
1
| log ε|eε(uε)dµg →
|ψ|2
2
dµg + ‖V ‖ as measures on M. (1.6)
Theorem 1.2 (Pigati–Stern, [PS19]). Let L be a Hermitian line bundle over a closed
Riemannian manifold (M,g). For each ε > 0, suppose (uε,Dε) is a critical point of Fε,
satisfying
Fε(uε,Dε) ≤ C <∞ for all ε > 0. (1.7)
Then, up to taking a subsequence, there exists a stationary integral (n− 2)-varifold V such
that, as ε→ 0,
eε(uε,Dε)dµg → 2pi‖V ‖ as measures on M. (1.8)
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Note that the varifold in Theorem 1.2 has integer multiplicity, whereas no such claims
are made in Theorem 1.1. Indeed the integrality of the limiting varifold in Theorem 1.1
remains an open problem.
Given results of the above type, which relates the first variations of Eε and Fε to that
of the volume, it is natural to ask how the second variations and Morse indices of critical
points are related. The purpose of the present work is to show that some of the results of
Simons [Sim68] and Lawson–Simons [LS73] on stable varifolds/currents in Sn and CPn do
have analogues for Eε and Fε. Our main results are stated below. Throughout this paper
we assume that Sn is equipped with the round metric, and CPn the Fubini–Study metric.
We begin with results on the GL functional.
Theorem 1.3. Every stable solution of (1.2) on Sn for n ≥ 2 is necessarily constant with
absolute value 1, regardless of the value of ε.
Theorem 1.4. Suppose n ≥ 3. For all C > 0, there exists ε0 > 0 such that if u is a
solution on Sn to (1.2) with ε < ε0, and if
C−1| log ε| ≤ Eε(u) ≤ C| log ε|, (1.9)
then the Morse index of u as a critical point of Eε is at least 2.
Theorem 1.5. For n ≥ 1, every stable solution to (1.2) on CPn is necessarily constant
with absolute value 1, regardless of the value of ε.
For the abelian YMH functional, we prove the following. The class C in the statement is
defined in Section 5.
Theorem 1.6. For n ≥ 4 and ε > 0, suppose (u,D) ∈ C is a stable weak solution of (1.4)
on Sn. Then the bundle L is trivial, and (u,D) is gauge equivalent to (1, d).
Remark 1.7. (1) The main computations involved in the proofs of Theorems 1.3, 1.5
and 1.6 (see Propositions 2.4 and 6.1) are rather insensitive of the specific form of the
potential term (1−|u|
2)2
4ε2 . Hence these results should extend when
(1−|u|2)2
4ε2 is replaced
by more general potentials W (u) satisfying appropriate conditions. Theorem 1.4, on
the other hand, does depend on the choice of potential, as some of the arguments
in [Che20, Ste] do.
(2) We believe that Theorem 1.6 holds for n = 3 as well. On the other hand, when n = 2
and the bundle L is non-trivial, Fε does have non-trivial stable critical points on S
2
(in fact on any compact Riemann surface Σ) if ε is not too large. These are given by
solutions to the vortex equations:{
Du = ±√−1 ∗Du,
ε ∗ FD = ±1−|u|
2
2ε .
(1.10)
Existence of solutions is essentially established in [Bra90] and, using different meth-
ods, [GP94]. These solutions are always stable because Fε can be rewritten as
Fε(u,D) =
ˆ
Σ
1
2
|Du∓√−1 ∗Du|2 +
∣∣∣ε ∗ FD ∓ 1− |u|2
2ε
∣∣∣2dµg ± ˆ
Σ
FD, (1.11)
where the last term equals 2pi times the degree of the bundle L up to sign. By analogy
with the work of Bourguignon–Lawson [BL81] on the Yang–Mills functional on S4, we
suspect that stable critical points of Fε on S
2 are in fact solutions to (1.10).
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Besides their analogy with [Sim68] and [LS73], our results also continue a long line of
work, going back to perhaps [Mat79, CH78], on the instability of non-constant solutions
to semi-linear equation/systems. For (1.2) in particular, Jimbo–Morita [JM94] proved that
any stable solution with Neumann condition on a convex set in Rn is necessarily constant.
A similar result was obtained by Jimbo–Sternberg [JS02b] on convex sets in R2, for critical
points of (1.3) with a slightly more general potential term. Serfaty [Ser05] extended the 2D
case of the result of [JM94] to simply-connected domains, but assuming in addition that ε
is small. The method in [Ser05] was later adapted by Chen [Che13] to prove the instability
of non-constant solutions to (1.2) on a class of closed two-dimensional surfaces.
Below we summarize the proofs of our results. As in [LS73], Theorems 1.3 and 1.6 are
proved by computing the second derivatives of Eε and Fε with respect to diffeomorphisms
generated by vector fields, and then taking the trace over a specific finite-dimensional space
of conformal Killing vector fields on Sn. A similar idea also underlies many of the results
mentioned above. Crucial to this strategy is relating the usual notion of stability to stability
with respect to variations by diffeomorphisms. This is not hard for Eε, but slightly delicate
for Fε, mainly because weak solutions may not be globally gauge equivalent to smooth
solutions. Nonetheless, we manage to localize the computations and patch things together
at the end.
The proof of Theorem 1.4 relies on comparing the second variation formulas for Eε at
uε with that of the limit varifold associated to uε via Theorem 1.1, and is similar in spirit
to the approach in [Ser05] and [Che13]. Under the assumption that b1(M) = 0, we are
able to get a “convergence up to error term” result for the second variations of Eε that
complements Theorem 1.1 rather nicely and extends a result of Le [Le15] to manifolds. See
Proposition 2.6. Theorem 1.4 then follows by lettingM = Sn and combining a contradiction
argument with the classical result of Simons [Sim68].
The strategy for proving Theorem 1.5 is similar to that for Theorem 1.3, except that
the trace is taken over a finite-dimensional space of real holomorphic vector fields on CPn.
Here we find that if u is a stable solution, and if X = ∇f where f is any eigenfunction for
the lowest non-zero eigenvalue of −∆, then v := 〈X,∇u〉 lies in the kernel of the quadratic
form δ2Eε(u). Combining this with the Boˆchner formula and making suitable choices of f
gives the desired result.
The remainder of this paper is organized as follows: In Section 1.2 we recall some notation
and terminology. In Section 2 we discuss two different notions of second variation for Eε.
In particular we spell out what we mean by “stable solutions”. In Section 3 we prove
Theorems 1.3 and 1.4. In Section 4 we prove Theorem 1.5. Section 5 is similar to Section
2 but concerns Fε. As opposed to Section 2, most of the calculations in Section 5 are done
on domains over which the weak solution is gauge equivalent to a smooth solution. Finally,
in Section 6, we specialize to Sn and put the local computations in Section 5 together to
prove Theorem 1.6.
Acknowledgments. I would like to thank Andre Neves for suggesting this problem and
for numerous enlightening conversations. Thanks also go to Peter Sternberg for very helpful
comments on an earlier version of this paper, and to the referee whose many suggestions
significantly improved the exposition of the paper.
1.2. Notation and terminology. Suppose we have a Riemannian manifold (M,g). The
volume measure induced by g is denoted µg. Our curvature convention is the following one:
RX,Y Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
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and sometimes we write R(X,Y,Z,W ) for 〈RX,Y Z,W 〉. Note that we will often use pointed
brackets 〈·, ·〉 to denote the metric g or any metric it induces on tensors bundles over M .
For example, on ∧kT ∗M we write
〈dxi1 ∧ · · · ∧ dxik , dxj1 ∧ · · · ∧ dxjk〉 = det(giλjµ)1≤λ,µ≤k.
We maintain the use of pointed brackets even when the tensors have values in a complex
line bundle L equipped with a Hermitian bundle metric 〈·, ·〉L. For example, on the fiber( ∧k T ∗M ⊗ L)
x
, if σ, τ ∈ Lx, we write
〈σdxi1 ∧ · · · ∧ dxik , τdxj1 ∧ · · · ∧ dxjk〉L = 〈σ, τ〉L det(giλjµ)1≤λ,µ≤k.
We often drop the subscript L in 〈·, ·〉L if no confusion arises from the omission. Also, we
use the following cross product notation:
u× v = Re〈√−1u, v〉L, for u, v ∈ Lx. (1.12)
Given a vector field X on M , its (full) divergence is given by
divgX = g
ij〈∇iX, ∂j〉 =
n∑
i=1
〈∇eiX, ei〉,
where e1, · · · , en is any orthonormal basis for TxM . If S is a k-dimensional vector subspace
of TxM , we define the divergence of X at x along S to be
divS X =
k∑
i=1
〈∇τiX, τi〉,
where τ1, · · · , τk is any orthonormal basis of S. The Laplace operator is given by ∆gu =
divg∇u = gij∇2i,ju, and is non-positive definite.
Next we briefly review the standard metric on the complex projective space. The group
U(1) acts on S2n+1 ⊂ Cn+1 by isometries via
(z0, · · · , zn) 7→ (eiθz0, · · · , eiθzn).
Thus there is a metric gFS on CP
n, the quotient of S2n+1 under this U(1)-action, such
that the projection (S2n+1, g0)→ (CPn, 14gFS) is a Riemannian submersion, where g0 is the
round metric with constant curvature 1. Under this normalization we have
RicgFS =
n+ 1
2
gFS ,
and the first non-zero eigenvalue of −∆g is equal to n + 1. In the standard coordinate
charts, say in (z1, · · · , zn) 7→ [ 1√
(1+|z|2) ,
z1√
(1+|z|2) , · · · ,
zn√
(1+|z|2) ], the Fubini–Study metric
has the form
〈 ∂
∂zi
,
∂
∂z¯j
〉 = 2
(1 + |z|2)2
(
(1 + |z|2)δij − z¯izj
)
. (1.13)
The metric gFS being Ka¨hler, its curvature enjoys the following additional symmetries:
〈RJX,JY Z,W 〉 = 〈RX,Y Z,W 〉 = 〈RX,Y JZ, JW 〉, (1.14)
where J denotes the complex structure on CPn. Other notation and terminology is intro-
duced when it is needed.
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2. First and second variations of Eε
2.1. Preliminaries. Suppose (M,g) is a closed Riemannian manifold. We begin by dis-
cussing the first and second outer variations of Eε, which should be distinguished from the
inner variations to be introduced later. Suppose u ∈ W 1,2 ∩ L4(M ;C) and v : M → C is
smooth. The first outer variation of Eε at u in the direction of v is by definition
δEε(u)(v) =
d
dt
Eε(u+ tv)|t=0 =
ˆ
M
〈∇u,∇v〉+ |u|
2 − 1
ε2
u · v dµg, (2.1)
where by u · v we mean the usual inner product on C ≃ R2. Of course, u ∈ W 1,2 ∩ L4 is a
weak solution to (1.2) if and only if δEε(u)(v) = 0 for all v smooth, in which case Kato’s
inequality [RS75] implies that, distributionally on M ,
∆|u| ≥ |u|
2 − 1
ε2
|u| ≥ −|u|
ε2
.
Since |u| ∈ W 1,2, De Giorgi–Nash estimates imply that u is bounded, and consequently u
is smooth by (1.2) and standard theory. The maximum principle applied to |u|2 − 1 then
gives |u| ≤ 1 on M . Below, by “solution to (1.2)” we always mean a smooth solution.
Next we define the second outer variation of Eε at a solution u by
δ2Eε(u)(v, v) =
d2
dt2
Eε(u+ tv)|t=0
=
ˆ
M
|∇v|2 + |u|
2 − 1
ε2
|v|2 + 2(u · v)
2
ε2
dµg. (2.2)
Since u is bounded, δ2Eε(u) extends to a symmetric bilinear form on the real Hilbert space
W 1,2(M ;C) ≃W 1,2(M ;R2), with associated linear operator
Luv := −∆v + |u|
2 − 1
ε2
v +
2(u · v)u
ε2
.
The operator Lu possesses a complete set of L
2-orthonormal eigenfunctions with eigenvalues
λ1 ≤ λ2 ≤ · · · → +∞.
We say that a solution u to (1.2) is stable if λ1 ≥ 0, or equivalently when
δ2Eε(u)(v, v) ≥ 0 for all v ∈W 1,2(M ;C). (2.3)
The index of u as a critical point of Eε is defined to be the number (counted with multi-
plicity) of negative eigenvalues of Lu. Moreover, the index of u is at least k if and only if
there exists a k-dimensional subspace V of W 1,2(M ;R2) such that δ2Eε(u) restricted to V
is negative definite.
There is another way in which we can perform the variations. Assuming that u :M → C
is smooth and that X is a vector field on M , with ϕt being the flow it generates, then the
expression
Eε(ϕ
∗
tu) =
ˆ
M
|∇ϕ∗tu|2
2
+
(1− |ϕ∗tu|2)2
4ε2
dµg (2.4)
is smooth in t, and we define the first and second inner variations of Eε to be, respectively,
δEε(u)(X) =
d
dt
Eε(ϕ
∗
tu)|t=0,
δ2Eε(u)(X,X) =
d2
dt2
Eε(ϕ
∗
tu)|t=0.
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Note that we use similar notation for the outer and inner variations. However, since one of
them applies to functions and the other to vector fields, there should be no confusion. The
precise formulae for the first and second inner variations will be given in Section 3. For now
we note the relationship between the inner and outer variations.
Proposition 2.1. Let u :M → C be a smooth function and let X be a smooth vector field
on M . Then we have
δEε(u)(X) = δEε(u)(∇Xu), (2.5)
δ2Eε(u)(X,X) = δ
2Eε(u)(∇Xu,∇Xu) + δEε(u)(∇X∇Xu). (2.6)
Proof. The Proposition was proved in [Le15] in the case where M is a domain in Euclidean
space, but for a more general class of functionals. When we specialize to Eε, the computation
is rather short, so we include it below.
First note the following immediate consequences of the definitions of the first and second
inner variations:
δEε(u)(X) =
ˆ
M
〈du, d
dt
d(ϕ∗tu)〉+
|u|2 − 1
ε2
(u · d
dt
ϕ∗tu)dµg, (2.7)
δ2Eε(u)(X,X) =
ˆ
M
| d
dt
d(ϕ∗t )u|2 + 〈du,
d2
dt2
d(ϕ∗tu)〉+
|u|2 − 1
ε2
| d
dt
ϕ∗tu|2
+
2
ε2
(u · d
dt
ϕ∗tu)
2 +
|u|2 − 1
ε2
(u · d
2
dt2
ϕ∗tu)dµg. (2.8)
Next, since d(ϕ∗tu) = ϕ∗t du, we have
d
dt
d(ϕ∗tu) = ϕ
∗
t (LXdu) = ϕ∗td(∇Xu).
Differentiating a second time yields
d2
dt2
d(ϕ∗tu)|t=0 = LXLXdu = d(∇X∇Xu).
Performing similar computations for ϕ∗tu, substituting into (2.7) and (2.8), and comparing
with (2.1) and (2.2), we are done. 
The following corollary of Proposition 2.1 is immediate.
Corollary 2.2. If u :M → C is a solution to (1.2), then
δ2Eε(u)(X,X) = δ
2Eε(u)(∇Xu,∇Xu),
and thus polarizing δ2Eε(u) yields a symmetric bilinear form on the space of vector fields
on M . Moreover, if u is a stable solution to (1.2), then for all vector fields X on M we
have
δ2Eε(u)(X,X) ≥ 0.
2.2. The second inner variation formula of Eε. In this section we continue to assume
that (M,g) is a closed Riemannian manifold. The main purpose is to compute the second
inner variation of Eε. The computation has been carried out in [Le15] in the case where
M is a subset of Rn with the Euclidean metric. In general one has to be careful about
curvature terms. For the sake of clarity, we single out some of the important facts to be
used in computing the second variation in the lemma below.
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Lemma 2.3. Let X be a smooth vector field on M and let ϕt denote the flow it generates.
Let gt = ϕ
∗−tg. (Note that we pull back via ϕ−t rather than ϕt.) Then we have
(a) d
dt
gt = −ϕ∗−tLXg.
(b) d
dt
g
ij
t = g
ik
t (ϕ
∗−tLXg)klgljt .
(c)
− d
dt
ϕ∗−t(LXg)ij |t=0 = (LXLXg)ij
= 〈∇i∇XX, ∂j〉+ 〈∇j∇XX, ∂i〉+ 〈RX,∂iX, ∂j〉+ 〈RX,∂jX, ∂i〉+ 2〈∇iX,∇jX〉.
(d)
− d
dt
(divgt X)
∣∣
t=0
= ∇X(divgX)
= divg(∇XX)− Ric(X,X) − gijgkl〈∇iX, ∂k〉〈∇lX, ∂j〉.
Proof. Part (a) is standard. See for instance [Lee03]. Part (b) follows immediately from (a)
since gijt is by definition the components of the inverse of gt.
The first equality in part (c) is just the definition of the Lie derivative. For the second
equality, we compute
(LXLXg)ij = X(LXg)ij − (LXg)([X, ∂i], ∂j)− (LXg)(∂i, [X, ∂j ]).
To continue, recall that
(LXg)(Y,Z) = 〈∇YX,Z〉+ 〈∇ZX,Y 〉,
and hence the right-hand side of the previous equality equals
X
(〈∇iX, ∂j〉+ 〈∇jX, ∂i〉)− 〈∇[X,∂i]X, ∂j〉 − 〈∇jX, [X, ∂i]〉
− 〈∇iX, [X, ∂j ]〉 − 〈∇[X,∂j ]X, ∂i〉
=〈∇X∇iX, ∂j〉+ 〈∇X∇jX, ∂i〉+ 2〈∇iX,∇jX〉
− 〈∇[X,∂i]X, ∂j〉 − 〈∇[X,∂j ]X, ∂i〉
=〈∇i∇XX, ∂j〉+ 〈∇j∇XX, ∂i〉+ 〈RX,∂iX, ∂j〉+ 〈RX,∂jX, ∂i〉+ 2〈∇iX,∇jX〉. (2.9)
For part (d), the first equality can be verified using either local coordinates or integration
by parts. Specifically, let f be an arbitrary smooth function on M . Then we of course haveˆ
M
f divgt Xdµgt = −
ˆ
M
X(f)dµgt .
Next we differentiate both sides with respect to t under the integral and set t = 0 to obtainˆ
M
[
f
d
dt
(divgt X)
∣∣
t=0
− f(divgX)2
]
dµg =
ˆ
M
X(f) divgXdµg.
Integrating by parts on the right-hand side yieldsˆ
M
X(f) divgXdµg = −
ˆ
M
f divg(X divgX)dµg = −
ˆ
M
f(divgX)
2 + f∇X divgXdµg.
Substituting into the previous equality and observing a cancellation, we getˆ
M
f
d
dt
(divgt X)
∣∣
t=0
dµg = −
ˆ
M
f∇X divgXdµg.
Since f is arbitrary, the first equality in (d) is proved.
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Next, letting θX denote the 1-form dual toX, we have (∇θX)ij = 〈∇iX, ∂j〉, and divgX =
〈g,∇θX〉. Thus
∇X divX = ∇X〈g,∇θX 〉 = 〈g,∇X∇θX〉
= gij
(
X(∇θX)ij − (∇θX)∇X∂i,∂j − (∇θX)∂i,∇X∂j
)
= gij
(〈∇X∇iX, ∂j〉+ 〈∇iX,∇X∂j〉 − 〈∇∇X∂iX, ∂j〉 − 〈∇iX,∇X∂j〉).
Cancelling the second and fourth term in the last line and introducing the curvature to
switch the order of derivative, we get
∇X divX = gij
(〈∇i∇XX, ∂j〉 − 〈∇∇iXX, ∂j〉+ 〈RX,∂iX, ∂j〉)
= divg(∇XX)− Ric(X,X) − gijgkl〈∇iX, ∂k〉〈∇lX, ∂j〉.

Proposition 2.4. Suppose X is any smooth vector field on M and denote by {ϕt} the flow
generated by X. For any smooth function u :M → C, we have
δEε(u)(X) = −
ˆ
M
eε(u) divX − 〈∇∇uX,∇u〉dµ. (2.10)
δ2Eε(u)(X,X) (2.11)
=
ˆ
M
eε(u)
(
(divX)2 − Ric(X,X) − 〈∇eiX, ej〉〈∇ejX, ei〉+ div∇XX
)
dµ
−
ˆ
M
2〈∇∇uX,∇u〉divX −R(∇u,X,X,∇u) + |∇∇uX|2 + 〈∇∇u∇XX,∇u〉dµ
+
ˆ
M
|LXgx∇u|2dµ.
The e1, · · · , en in (2.11) is any orthonormal basis at the point where the integrand is being
computed. Note that this choice does not affect the result.
Proof. Writing Eε(ϕ
∗
tu) =
´
M
eε(ϕ
∗
tu, g)dµg to emphasize the dependence on the metric,
and denoting gt = ϕ
∗−tg, we note that
Eε(ϕ
∗
tu) =
ˆ
M
eε(u, gt)dµgt =
ˆ
M
1
2
g
ij
t ∂iu · ∂ju+
(1− |u|2)2
4ε2
dµgt .
Differentiating under the integral sign, we get
d
dt
Eε(ϕ
∗
tu) =
ˆ
M
[1
2
gikt
(
ϕ∗−tLXg
)
kl
g
jl
t ∂iu · ∂ju− eε(u, gt) divgt X
]
dµgt . (2.12)
Evaluating at t = 0 gives (2.10) at once. Next, we differentiate (2.12) again to get
d2
dt2
Eε(ϕ
∗
tu)|t=0 =
ˆ
M
1
2
∂iu · ∂ju
[
(−LXLXg)ij + (LXg)ik(LXg)klgjl + gik(LXg)kl(LXg)jl
]
− 1
2
gik(LXg)klglj(∂iu · ∂ju) divgX − d
dt
eε(u, gt)|t=0 divgX
− eε(u, g) d
dt
(divgt X)
∣∣
t=0
+ eε(u, g)(divgX)
2dµg. (2.13)
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Note that the two terms in the second line combine to −gik(LXg)klglj(∂iu · ∂ju) divgX.
To continue, we use Lemma 2.3(d) to replace the term d
dt
(divgt X)
∣∣
t=0
and see that (2.13)
becomes
d2
dt2
Eε(ϕ
∗
tu)|t=0
=
ˆ
M
eε(u, g)
[
(divgX)
2 − Ric(X,X) − gijgkl〈∇iX, ∂k〉〈∇lX, ∂j〉+ divg(∇XX)
]
dµg
−
ˆ
M
gik(LXg)klglj(∂iu · ∂ju) divgXdµg −
ˆ
M
1
2
(LXLXg)ij(∂iu · ∂ju)dµg
+
ˆ
M
(LXg)ik(LXg)klgjl(∂iu · ∂ju)dµg (2.14)
To continue, note thatˆ
M
gik(LXg)klglj(∂iu·∂ju) divgXdµg =
ˆ
M
(LXg)(∇u,∇u) divgXdµg = 2
ˆ
M
〈∇∇uX,∇u〉divXdµg.
(2.15)
Next, by Lemma 2.3(c), we haveˆ
M
1
2
(LXLXg)ij∂iu·∂ju dµg =
ˆ
M
〈∇∇u(∇XX),∇u〉−R(∇u,X,X,∇u)+|∇∇uX|2. (2.16)
Finally, for the last line of (2.14), we haveˆ
M
(LXg)ik(LXg)klgjl∂iu · ∂ju dµg =
ˆ
M
|LXg x∇u|2dµg. (2.17)
Putting the three equations above back into (2.14), and rewriting
gijgkl〈∇iX, ∂k〉〈∇lX, ∂j〉 = 〈∇eiX, ej〉〈∇ejX, ei〉
using an orthonormal frame, we obtain the desired result. 
Recalling the relationship between inner and outer variations noted in Section 2.1, we
derive the following result from the previous proposition.
Corollary 2.5. Suppose u : M → C is a solution to (1.2) and let X, ϕt be as in the
previous Proposition. Then we have
δ2Eε(u)(X,X) =
ˆ
M
eε(u)
(
(divX)2 − Ric(X,X) − 〈∇eiX, ej〉〈∇ejX, ei〉
)
dµ
−
ˆ
M
2〈∇∇uX,∇u〉divX −R(∇u,X,X,∇u) + |∇∇uX|2dµ
+
ˆ
M
|LXg x∇u|2dµ. (2.18)
Proof. By (2.5) and (2.10) with ∇XX in place of X, and recalling that u is a smooth
solution, we get ˆ
M
eε(u) divg(∇XX)− 〈∇∇u∇XX,∇u〉dµg = 0.
Combining this with (2.11) gives the result. 
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Combining (2.18) with the analysis in [Che20, Ste] on the asymptotic behavior of solutions
as ε→ 0 allows us to compare the second variation of Eε with that of the volume, at least in
the case where b1(M) = 0. Interestingly, the result is very similar to that in [Le15, Theorem
1.5], where the domain is a subset of Rn.
Proposition 2.6. Suppose b1(M) = 0 and that uε is a family of solutions to (1.2) sat-
isfying (1.5). Let V denote the stationary rectifiable (n − 2)-varifold obtained by applying
Theorem 1.1 to the sequence uε. Then up to taking a subsequence as in Theorem 1.1, for
any smooth vector field X on M we have
lim
k→∞
1
| log εk|
δ2Eεk(uεk)(X,X)
= δ2V (X,X) +
ˆ
Σ
(〈∇ν1X, ν2〉+ 〈∇ν2X, ν1〉)2 + (〈∇ν1X, ν1〉 − 〈∇ν2X, ν2〉)2d‖V ‖, (2.19)
where ν1, ν2 is an orthonormal basis for T
⊥
x Σ, the orthogonal complement of TxΣ in TxM .
Remark 2.7. Note that the term(〈∇ν1X, ν2〉+ 〈∇ν2X, ν1〉)2 + (〈∇ν1X, ν1〉 − 〈∇ν2X, ν2〉)2
is independent of the choice of ν1, ν2.
Proof of Proposition 2.6. The second variation formula for a general varifold in a Riemann-
ian manifold can be found in [LS73, p.435]. Applying it to the stationary rectifiable (n−2)-
varifold V and expressing the result in our present notation, we arrive at
δ2V (X,X) =
ˆ
Σ
(
divTΣX
)2− n−2∑
i,j=1
〈∇τiX, τj〉〈∇τjX, τi〉 (2.20)
+
n−2∑
i=1
∣∣(∇τiX)⊥∣∣2 − n−2∑
i=1
R(X, τi, τi,X)d‖V ‖,
where τ1, · · · , τn−2 is any orthonormal basis of TxΣ whenever the latter exists, and (·)⊥
denotes the orthogonal projection onto T⊥x Σ.
By Theorem 1.1, since b1(M) = 0 by assumption, the harmonic one form ψ must be
identically zero, and we have
1
| log εk|
eεk(uεk)dµg → ‖V ‖ as Radon measures on M.
Moreover, in [Che20, Section 7] it is shown that on each geodesic ball B with local orthogonal
frame e1, · · · , en, there exist ‖V ‖-measurable functions Aij such that
1
| log εk|
∇eiuk · ∇ejukdµg → Aijd‖V ‖ as measures on B,
where the matrix I−A(x) projects orthogonally onto TxΣ for ‖V ‖-a.e. x ∈ B. Consequently,
A(x) projects onto T⊥x Σ for ‖V ‖-a.e. x ∈ B. Moreover, letting ω1, · · · , ωn be the coframe
dual to e1, · · · , en, we see that the tensor
Aijω
i ⊗ ωj
is independent of the choice of frame e1, · · · , en. Thus the Aij ’s obtained on different
geodesic balls patch together to define a global object on M .
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We now divide (2.18) by | log εk| and let k tend to infinity. By the above discussion, we
see that
lim
k→∞
1
| log εk|δ
2Eεk(uεk)(X,X)
=
ˆ
M
(
(divX)2 − Ric(X,X) − 〈∇eiX, ej〉〈∇ejX, ei〉
)
d‖V ‖
−
ˆ
M
(
2〈∇eiX, ej〉divX −R(ei,X,X, ej) + 〈∇eiX,∇ejX〉
)
Aijd‖V ‖
+
ˆ
M
(LXg)ei,ek(LXg)ej ,ekAijd‖V ‖. (2.21)
At a point x ∈ Σ where TxΣ exists, since the integrands above do not depend on the
choice of orthonormal basis e1, · · · , en, we may assume that e1, · · · , en−2 span TxΣ, while
ν1 := en−1 and ν2 := en form a basis for T⊥x Σ. Recalling that A projects orthogonally onto
T⊥x Σ, we can rewrite the various terms in the integrands above as follows:
(divX)2 = (divTΣX + divT⊥ΣX)
2
Aij〈∇eiX, ej〉divX = (divT⊥ΣX)(divTΣX + divT⊥ΣX)
AijR(ei,X,X, ej) =R(ν1,X,X, ν1) +R(ν2,X,X, ν2)
Aij〈∇eiX,∇ejX〉 =|∇ν1X|2 + |∇ν2X|2
n∑
k=1
(LXg)ei,ek(LXg)ej ,ekAij =
2∑
i=1
n∑
k=1
(〈∇νiX, ek〉+ 〈∇ekX, νi〉)2
=|∇ν1X|2 + |∇ν2X|2 +
n∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2
+ 2
2∑
i=1
n∑
k=1
〈∇νiX, ek〉〈∇ekX, νi〉.
Putting these back into (2.21) and noticing some cancellations, we get
lim
k→∞
1
| log εk|δ
2Eεk(uεk)(X,X)
=
ˆ
M
(divTΣX)
2 − (divT⊥ΣX)2 −
n−2∑
i=1
R(ei,X,X, ei) +
n∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2
+ 2
2∑
i=1
n∑
k=1
〈∇νiX, ek〉〈∇ekX, νi〉 −
n∑
i,j=1
〈∇eiX, ej〉〈∇ejX, ei〉d‖V ‖.
To continue, note that
−(divT⊥ΣX)2 =− 〈∇ν1X, ν1〉2 − 〈∇ν2X, ν2〉2 − 2〈∇ν1X, ν1〉〈∇ν2X, ν2〉
n∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2 = n−2∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2 + 2∑
i,j=1
〈∇νiX, νj〉2
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2
2∑
i=1
n∑
k=1
〈∇νiX, ek〉〈∇ekX, νi〉 =2
2∑
i=1
n−2∑
k=1
〈∇νiX, ek〉〈∇ekX, νi〉+ 2
2∑
i,j=1
〈∇νiX, νj〉〈∇νjX, νi〉
−
n∑
i,j=1
〈∇eiX, ej〉〈∇ejX, ei〉 =−
n−2∑
i,j=1
〈∇eiX, ej〉〈∇ejX, ei〉 − 2
n−2∑
i=1
2∑
j=1
〈∇eiX, νj〉〈∇νjX, ei〉
−
2∑
i,j=1
〈∇νiX, νj〉〈∇νjX, νi〉
Substituting and making some cancellations, we arrive at
lim
k→∞
1
| log εk|
δ2Eεk(uεk)(X,X)
=
ˆ
M
[
(divTΣX)
2 −
n−2∑
i=1
R(ei,X,X, ei) +
n−2∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2 − n−2∑
i,j=1
〈∇eiX, ej〉〈∇ejX, ei〉
]
d‖V ‖
+
ˆ
M
2∑
i,j=1
〈∇νiX, νj〉〈∇νjX, νi〉+ 〈∇ν1X, ν2〉2 + 〈∇ν2X, ν1〉2 − 2〈∇ν1X, ν1〉〈∇ν2X, ν2〉d‖V ‖
=
ˆ
M
[
(divTΣX)
2 −
n−2∑
i=1
R(ei,X,X, ei) +
n−2∑
k=1
∣∣(∇ekX)T⊥Σ∣∣2 − n−2∑
i,j=1
〈∇eiX, ej〉〈∇ejX, ei〉
]
d‖V ‖
+
ˆ
M
(〈∇ν1X, ν2〉+ 〈∇ν2X, ν1〉)2 + (〈∇ν1X, ν1〉 − 〈∇ν2X, ν2〉)2d‖V ‖.
Recalling (2.20), we are done. 
3. Stability and index of Ginzburg–Landau solutions on Sn
As in [LS73], the conformal Killing vector fields of Sn which are orthogonal to the
Killing fields plays an important role in studying the stability and index of solutions to the
Ginzburg–Landau equations. The proposition below summarizes some of the well-known
properties of these vector fields.
Proposition 3.1. For ξ ∈ Rn+1, define fξ : Sn → R by fξ(x) = 〈x, ξ〉 and let Xξ = ∇fξ,
where ∇ denotes the covariant derivative on Sn. Then we have
(a) Xξ(x) = ξ − fξ(x)x for all x ∈ Sn. Consequently |Xξ|2 = |ξ|2 − f2ξ .
(b) 〈∇vXξ, w〉 = −fξ(x)〈v,w〉 for all x ∈ Sn, v, w ∈ TxSn.
(c) divXξ = −nfξ.
Now suppose u : Sn → C is a solution to (1.2). Using Corollary 2.5 with M = Sn and
X = Xξ for any ξ ∈ Sn, along with Proposition 3.1, we get
δ2Eε(u)(Xξ ,Xξ) =
ˆ
M
eε(u)
(
(divXξ)
2 − Ric(Xξ ,Xξ)− 〈∇eiXξ, ej〉〈∇ejXξ, ei〉
)
dµ
−
ˆ
M
2〈∇∇uXξ,∇u〉divXξ −R(∇u,Xξ,Xξ ,∇u) + |∇∇uXξ |2dµ
+
ˆ
M
|ι∇uLXξg|2dµ
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=
ˆ
M
eε(u)
(
(n2f2ξ − (n− 1)(1 − f2ξ )− nf2ξ
)
dµ
−
ˆ
M
2n|∇u|2f2ξ − (1− f2ξ )|∇u|2 + |〈∇u,Xξ〉|2 + f2ξ |∇u|2dµ
+ 4
ˆ
M
f2ξ |∇u|2dµ. (3.1)
We are now ready to prove one of our main theorems.
Theorem 1.3. Every stable solution of (1.2) on Sn for n ≥ 2 is necessarily constant with
absolute value 1, regardless of the value of ε.
Proof. Let u be a stable solution. Since 0 is easily seen to be unstable, and since non-zero
constant solutions must have absolute value 1, we only have to prove that u is constant.
The idea of proof comes from the averaging method in [LS73]. Namely, letting ξ1, · · · , ξn+1
denote the standard basis for Rn+1, we apply (3.1) to ξ = ξ1, · · · , ξn+1 and sum up the
result. Noting that
n+1∑
i=1
f2ξi = 1 and
n+1∑
i=1
|〈∇u,Xξi〉|2 = |∇u|2
on Sn, and using Corollary 2.2, we obtain
0 ≤
n+1∑
i=1
δ2Eε(u)(Xξi ,Xξi) = −(n− 2)
ˆ
M
|∇u|2dµg. (3.2)
When n ≥ 3, this forces ∇u to vanish identically, and consequently u is constant. When
n = 2, Corollary 2.2 and (3.2) imply that
δ2Eε(u)(∇Xξiu,∇Xξiu) = δ
2Eε(u)(Xξi ,Xξi) = 0 for all i.
Since u is a stable solution, this means that for all i = 1, · · · , n + 1, the function vi =
〈∇u,Xξi〉 necessarily lies in the kernel of the operator associated with the bilinear form
δ2Eε(u). In other words,
∆vi =
|u|2 − 1
ε2
vi +
2(u · vi)u
ε2
. (3.3)
On the other hand, commuting derivatives and introducing Ricci curvature terms, we have
∆vi = ∆〈∇u,Xξi〉 = 〈∆∇u,Xξi〉+ 2〈∇2u,∇Xξi〉+ 〈∇u,∆Xξi〉
= 〈∇∆u+ (n − 1)∇u,Xξi〉+ 2〈∇2u,∇Xξi〉+ 〈∇u,∇∆fξi + (n − 1)∇fξi〉
=
|u|2 − 1
ε2
vi +
2(u · vi)u
ε2
+ 2(n − 1)〈∇u,Xξi〉+ 2〈∇2u,∇Xξi〉+ 〈∇u,∇∆fξi〉.
Recalling (3.3) and that ∆fξi = −nfξi , we deduce that
(n − 2)〈∇u,Xξi〉+ 2〈∇2u,∇Xξi〉 = 0. (3.4)
Since we are in the case n = 2, the first term drops and we get that
2〈∇2u,∇Xξi〉 = 0 on Sn, for all i. (3.5)
Using Proposition 3.1(b), we arrive at
− fξi(x)∆u(x) = 0 for all x ∈ Sn, i = 1, · · · , n+ 1, (3.6)
which means that ∆u vanishes identically on Sn, and consequently u is constant. 
INSTABILITY OF SOLUTIONS TO THE GINZBURG–LANDAU EQUATION 15
Next we show how the comparison result, Proposition 2.6, can be used to give index lower
bounds for solutions to (1.2) on Sn under appropriate assumptions. That is, we prove
Theorem 1.4. Suppose n ≥ 3. For all C > 0, there exists ε0 > 0 such that if u is a
solution on Sn to (1.2) with ε < ε0, and if
C−1| log ε| ≤ Eε(u) ≤ C| log ε|, (3.7)
then the Morse index of u as a critical point of Eε is at least 2.
Proof. We argue by contradiction. Negating the conclusion yields a C > 0 and a sequence uε
of solutions to (1.2) with ε→ 0 such that (3.7) holds for all ε, but each uε has index smaller
than 2. Applying Proposition 2.6 to uε, we get a subsequence, which we do not relabel, and
a stationary rectifiable (n− 2)-varifold V in Sn, such that (2.19) holds. Moreover, the first
inequality in (3.7) implies that V is non-trivial.
By Proposition 3.1(b), we see that at every x ∈ Sn where TxΣ exists, we have(〈∇ν1Xξ, ν2〉+ 〈∇ν2Xξ, ν1〉)2 + (〈∇ν1Xξ, ν1〉 − 〈∇ν2Xξ, ν2〉)2 = 0 for all ξ ∈ Rn+1.
Consequently the second term on the right of (2.19) vanishes, and we are left with
lim
ε→0
1
| log ε|δ
2Eε(uε)(Xξ ,Xξ) = δ
2V (Xξ,Xξ) for all ξ ∈ Rn+1.
Polarizing the quadratic forms involved and noting the linearity of ξ 7→ Xξ, we see that
lim
ε→0
1
| log ε|δ
2Eε(uε)(Xξ ,Xη) = δ
2V (Xξ,Xη) for all ξ, η ∈ Rn+1. (3.8)
To continue, we note the following fact which is implicit in [LS73], namely that for any
stationary varifold V and any ξ ∈ Rn+1 there holds
δ2V (Xξ,Xξ) = −(n− 2)
ˆ
Σ
|(Xξ)⊥|2d‖V ‖. (3.9)
This can be proved, for instance, by substituting X = Xξ into (2.20) and combining the
result with the fact that δV (fξXξ) = 0 by stationarity. In any case, since V 6= 0, the
identity (3.9) implies, as in [Sim68, Section 5], that there exist ξ, η ∈ Rn+1, linearly inde-
pendent, such that δ2V is negative-definite when restricted to span{Xξ ,Xη}. But then we
see by (3.8) that, for ε sufficiently small, the matrix(
δ2Eε(uε)(Xξ,Xξ) δ
2Eε(uε)(Xξ ,Xη)
δ2Eε(uε)(Xη ,Xξ) δ
2Eε(uε)(Xη ,Xη)
)
is negative-definite. Recalling Corollary 2.2, it follows that, for all sufficiently small ε,
δ2Eε(uε)(v, v) < 0 for all v ∈ spanR{∇Xξuε,∇Xηuε}. (3.10)
To obtain a contradiction, it remains to show that ∇Xξuε and ∇Xηuε are linearly indepen-
dent over R. To that end, suppose that a∇Xξuε + b∇Xηuε ≡ 0 for some a, b ∈ R. Then,
letting ϕt denote the flow generated by Xξ˜, where ξ˜ := aξ + bη, we have
uε ◦ ϕt = uε for all t.
Recalling that, as t → ∞, the conformal diffeomorphisms ϕt : Sn → Sn converge locally
uniformly to a constant away from its antipodal point, we deduce that uε must be constant,
so either uε ≡ 0, in which case Eε(uε) = µg(M)4ε2 , or |uε| ≡ 1, in which case Eε(uε) = 0. But
both possibilities are ruled out by (3.7) when ε is small enough, and thus ∇Xξuε and ∇Xηuε
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must be linearly independent over R. Returning to (3.10), we conclude that the index of uε
is at least 2 for small enough ε, a contradiction. 
4. Stable solutions on CPn
In this section we study solutions to (1.2) on CPn with the Fubini–Study metric g = gFS as
introduced in Section 1.2. Again motivated by [LS73], we make use of the real holomorphic
vector fields on CPn. Below we review some basic facts concerning these objects.
4.1. Real holomorphic and Killing vector fields on CPn. Letting J denote the com-
plex structure on CPn, recall that a vector field V is real holomorphic if and only if LV J = 0.
Since CPn is a compact Ka¨hler manifold, any Killing vector field is real holomorphic [Mor07].
Moreover, if V is real holomorphic, then so is JV . Thus, letting K denote the set of Killing
vector fields, it follows that the vector fields in
JK = {JV | V ∈ K}
are real holomorphic vector fields.
The vector fields in JK are similar to vector fields Xξ on Sn in that they are the gradients
of eigenfunctions corresponding to the first non-zero eigenvalue of the Laplace operator
on CPn. These first eigenfunctions are given as follows [BGM71]: For each matrix w ∈
Hn+1 \ {0}, where Hn+1 = {w ∈ C(n+1)×(n+1) | w = w∗, trw = 0}, we define
fw(z0, · · · , zn) = wijziz¯j. (4.1)
Viewing CPn as the quotient of S2n+1 ⊂ Cn+1 by the U(1)-action
(z0, · · · , zn) 7→ (eiθz0, · · · , eiθzn),
then the restrictions of fw to S
2n+1 are U(1)-invariant and descend to CPn to give the first
eigenfunctions of ∆g, which we still call fw, by slight abuse of notation. Recall that we
normalized g in such a way that Ricg =
n+1
2 g and
∆gfw = −(n+ 1)fw for all w ∈ Hn+1.
Next we recall some facts about Killing vector fields on CPn [KN96, Chapter XI]. Given
A ∈ su(n+ 1), the restrictions of etA to S2n+1 descend to isometries of CPn acting by
ϕt([z]) = [e
tAz] for z ∈ Cn+1.
These produce a Killing field given by WA =
d
dt
∣∣
t=0
ϕt. The map A 7→ WA from su(n + 1)
to K in fact is an isomorphism of Lie algebras, and induces an inner product on K via
(WA,WB)K = 2 tr(AB∗), A,B ∈ su(n+ 1). (4.2)
Moreover, we have
([WA,WB ],WC)K = −(WB, [WA,WC ])K for all A,B,C ∈ su(n+ 1). (4.3)
More importantly, for any x ∈ CPn, with respect to the inner product (4.2), we have the
orthogonal decomposition
K = fx ⊕ px,
where fx = {V ∈ K | V |x = 0} and px = {V ∈ K | (∇V )|x = 0}. The former generates
isometries of CPn which fix x, while the latter is isometric to TxCP
n through the evaluation
map V 7→ V |x. As such, each ξ ∈ TxCPn can be uniquely extended to a Killing field ξ˜ in
px, such that
(ξ˜, η˜)K = 〈ξ, η〉FS for all ξ, η ∈ TxCPn. (4.4)
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When there is no danger of confusion, we will drop the tilde ( ˜ ) and rely on the context
to distinguish between a tangent vector in TxCP
n and the Killing field in px it determines.
Finally, by the fact that CPn is a symmetric space, or by direct computation, we have
[px, px] ⊂ fx, [fx, fx] ⊂ fx and [px, fx] ⊂ px. (4.5)
For instance, the last fact can be seen as follows: take X ∈ px and V ∈ fx. Then, for all
W ∈ TxCPn, we have, at the point x,
∇W
(
[X,V ]
)
= ∇W
(∇XV −∇VX)
= ∇2W,XV +∇∇WXV −∇2W,VX −∇∇WVX.
Since X ∈ px, the second and fourth terms in the last line vanish at x, whereas the first
and third terms can be rewritten using the identity
∇2Y,ZX = RY,XZ for X Killing and Y,Z arbitrary. (4.6)
Thus, because V |x = 0, we have
∇W
(
[X,V ]
)
= RW,VX −RW,XV = 0 at x,
for any W ∈ TxCPn. That is, the Killing field [X,V ] belongs to px.
4.2. Stable solutions on CPn. We are now ready to state the key computation.
Proposition 4.1. Let u : CPn → C be a solution to (1.2), and let V1, · · · , Vq be any
orthonormal basis of K. Then
q∑
i=1
δ2Eε(u)(JVi, JVi) = 0. (4.7)
We first prove the following lemma which will be used repeatedly in the proof of Proposi-
tion 4.1. The lemma actually follows from the calculations in [LS73, p.447], but we include
the proof for completeness.
Lemma 4.2. Fix x ∈ CPn and let V1, · · · , V2n and V2n+1, · · · , Vq be, respectively, orthonor-
mal bases for px and fx. Then for any X,Y,W,Z ∈ TxCPn ≃ px, we have
q∑
k=1
〈∇XJVk, Y 〉〈∇WJVk, Z〉 = 〈RX,JY JW,Z〉. (4.8)
Proof. Throughout this proof we use the same notation for vectors in TxCP
n and the Killing
fields in px they induce. To begin, note that since J is parallel and (∇Vk)|x = 0 for
k = 1, · · · , 2n, we have
q∑
k=1
〈∇XJVk, Y 〉〈∇WJVk, Z〉 =
q∑
k=1
〈∇XVk, JY 〉〈∇WVk, JZ〉 (4.9)
=
q∑
k=2n+1
〈∇XVk, JY 〉〈∇WVk, JZ〉 (4.10)
=
q∑
k=2n+1
〈[X,Vk], JY 〉〈[W,Vk], JZ〉, (4.11)
where in the last line we used the fact that since Vk ∈ fx when k > 2n, we have
∇·Vk = [·, Vk] at x.
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To continue, note that sinceX,W ∈ px, and Vk ∈ fx, by (4.5) above we have [X,Vk], [W,Vk] ∈
px, and hence by (4.4), we have
q∑
k=2n+1
〈[X,Vk ], JY 〉〈[W,Vk ], JZ〉 =
q∑
k=2n+1
(
[X,Vk], J˜Y )K([W,Vk], J˜Z
)
K (4.12)
=
q∑
k=2n+1
(
Vk, [X, J˜Y ])K(Vk, [W, J˜Z ]
)
K, (4.13)
where we used (4.3) in getting the last line. Now since X,W, J˜Y , J˜Z ∈ px, we have
[X, J˜Y ], [W, J˜Z ] ∈ fx and, as fx and px are orthogonal, the last line is no other than(
[X,JY ], [W,JZ]
)
K = −
(
[W, [X, J˜Y ]], J˜Z
)
K
= −〈[W, [X, J˜Y ]]∣∣
x
, J˜Z
∣∣
x
〉
(by (4.4), since [W, [X, J˜Y ]] ∈ px)
= −〈RX,JYW,JZ〉 (since [Z, [X,Y ]] = RX,Y Z for X,Y,Z ∈ px)
= 〈RX,JY JW,Z〉,
where the identity mentioned in the third line follows from (4.6) and the first Bianchi
identity, and is applied to X, J˜Y ,W in place of X,Y,Z, respectively. The proof is complete.

Proof of Proposition 4.1. We carry out the (rather lengthy) computation using the for-
mula (2.11). To simplify notation we let
Q1(X) = (divX)
2 − Ric(X,X) − 〈∇eiX, ej〉〈∇ejX, ei〉+ div∇XX
Q2(X) = 2〈∇∇uX,∇u〉divX −R(∇u,X,X,∇u) + |∇∇uX|2 + 〈∇∇u∇XX,∇u〉
Q3(X) = |LXg x∇u|2.
Clearly it suffices to prove that at each point x ∈ CPn, there is some orthonormal basis
V1, · · · , Vq of K such that
q∑
k=1
Q1(JVk) = 0;
q∑
k=1
(−Q2(JVk) +Q3(JVk)) = 0. (4.14)
Thus let us fix an arbitrary x ∈ CPn and assume that V1, · · · , V2n is an orthonormal basis
for px ≃ TxCPn, and V2n+1, · · · , Vq is an orthonormal basis for fx. Moreover, we let
ei = Vi|x for i = 1, · · · , 2n,
which form an orthonormal basis of TxCP
n.
We begin by analyzing
∑q
k=1Q1(JVk). First note that
q∑
k=1
(div JVk)
2 =
q∑
k=1
2n∑
i,j=1
〈∇eiJVk, ei〉〈∇ejJVk, ej〉.
Combining this with Lemma 4.2, we get
q∑
k=1
(div JVk)
2 =
2n∑
i,j=1
〈Rei,JeiJej , ej〉. (4.15)
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Similarly, for the third term in the definition of Q1 we have
q∑
k=1
2n∑
i,j=1
〈∇eiJVk, ej〉〈∇ejJVk, ei〉 =
2n∑
i,j=1
〈Rei,JejJej , ei〉. (4.16)
For the Ricci term in Q1, we simply have
q∑
j=1
Ric(JVj , JVj) =
q∑
j=1
2n∑
i=1
〈Rei,JVjJVj , ei〉 =
2n∑
i,j=1
〈Rei,JejJej , ei〉, (4.17)
where the second equality holds because JVj = 0 at x for all j = 2n+1, · · · , q. Finally, for
the last term in the definition of Q1, we have
q∑
k=1
div
(∇JVkJVk) = q∑
k=1
2n∑
i=1
〈∇ei∇JVkJVk, ei〉
= −
q∑
k=1
2n∑
i=1
〈∇ei∇JVkVk, Jei〉
= −
q∑
k=1
2n∑
i=1
〈∇2ei,JVkVk, Jei〉 −
q∑
k=1
2n∑
i=1
〈∇∇eiJVkVk, Jei〉.
To continue, we apply (4.6) to the first term and transform the last line to
−
q∑
k=1
2n∑
i=1
〈Rei,VkJVk, Jei〉 −
q∑
k=1
2n∑
i,j=1
〈∇eiJVk, ej〉〈∇ejVk, Jei〉
= −
2n∑
i,j=1
〈Rei,ejej , ei〉+
q∑
k=1
2n∑
i,j=1
〈∇eiJVk, ej〉〈∇ejJVk, ei〉
= −
2n∑
i,j=1
〈Rei,ejej , ei〉+
2n∑
i,j=1
〈Rei,JejJej , ei〉,
where we used Lemma 4.2 in getting the last line. To sum up, we arrive at
q∑
k=1
Q1(JVk) =
2n∑
i,j=1
〈Rei,JeiJej , ej〉 −
2n∑
i,j=1
〈Rei,ejej , ei〉 −
2n∑
i,j=1
〈Rei,JejJej , ei〉. (4.18)
By the symmetries of the curvature tensor and the first Bianchi identity, we can combine
the first and third terms above to get
2n∑
i,j=1
〈Rei,JeiJej , ej〉 −
2n∑
i,j=1
〈Rei,JejJej , ei〉 =
2n∑
i,j=1
〈Rei,JeiJej , ej〉+
2n∑
i,j=1
〈RJej ,eiJei, ej〉
= −
2n∑
i,j=1
〈RJei,Jejei, ej〉
=
2n∑
i,j=1
〈Rei,ejej , ei〉.
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Therefore we conclude that
q∑
k=1
Q1(JVk) = 0. (4.19)
Moving on to Q2, we have, again by Lemma 4.2,
q∑
k=1
〈∇∇uJVk,∇u〉div(JVk) =
q∑
k=1
2n∑
i=1
〈∇∇uJVk,∇u〉〈∇eiJVk, ei〉 =
2n∑
i=1
〈R∇u,J∇uJei, ei〉.
To continue, note that
q∑
i=1
R(∇u, JVi, JVi,∇u) =
2n∑
i=1
〈R∇u,JeiJei,∇u〉.
For the third term in the definition of Q2, we have
q∑
k=1
|∇∇uJVk|2 =
q∑
k=1
2n∑
i=1
〈∇∇uJVk, ei〉〈∇∇uJVk, ei〉
=
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉,
where the last line follows by Lemma 4.2. Finally, we compute
q∑
k=1
〈∇∇u∇JVkJVk,∇u〉 = −
q∑
k=1
〈∇∇u∇JVkVk, J∇u〉
= −
q∑
k=1
〈∇2∇u,JVkVk, J∇u〉 −
q∑
k=1
〈∇∇∇uJVkVk, J∇u〉
= −
q∑
k=1
〈R∇u,VkJVk, J∇u〉 −
q∑
k=1
2n∑
i=1
〈∇∇uJVk, ei〉〈∇eiVk, J∇u〉
= −
q∑
k=1
〈R∇u,ekek,∇u〉+
q∑
k=1
2n∑
i=1
〈∇∇uJVk, ei〉〈∇eiJVk,∇u〉
= −
2n∑
i=1
〈R∇u,eiei,∇u〉+
2n∑
i=1
〈R∇u,JeiJei,∇u〉,
where in getting from the second line to the third, (4.6) is again used. To sum up, we get
q∑
k=1
Q2(JVk) =2
2n∑
i=1
〈R∇u,J∇uJei, ei〉 −
2n∑
i=1
〈R∇u,JeiJei,∇u〉
+
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉 −
2n∑
i=1
〈R∇u,eiei,∇u〉+
2n∑
i=1
〈R∇u,JeiJei,∇u〉
=2
2n∑
i=1
〈R∇u,J∇uJei, ei〉+
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉 −
2n∑
i=1
〈R∇u,eiei,∇u〉. (4.20)
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For Q3, recalling that JVk are gradient vector fields, we have
(LJVkg)∇u,ei = 2〈∇eiJVk,∇u〉 = 2〈∇∇uJVk, ei〉.
Thus, we compute
q∑
k=1
Q3(JVk) =
q∑
k=1
2n∑
i=1
|(LJVkg)∇u,ei |2
= 4
q∑
k=1
2n∑
i=1
〈∇eiJVk,∇u〉〈∇∇uJVk, ei〉
= 4
2n∑
i=1
〈Rei,J∇uJ∇u, ei〉
= −4
2n∑
i=1
〈RJei,∇uJ∇u, ei〉.
Combining this with (4.20), we get
q∑
k=1
(−Q2(JVk) +Q3(JVk)) =− 2 2n∑
i=1
〈R∇u,J∇uJei, ei〉 −
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉+
2n∑
i=1
〈R∇u,eiei,∇u〉
− 4
2n∑
i=1
〈RJei,∇uJ∇u, ei〉
=− 2
2n∑
i=1
〈R∇u,J∇uJei, ei〉+ 3
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉+
2n∑
i=1
〈R∇u,eiei,∇u〉
=− 2
2n∑
i=1
〈R∇u,J∇uJei, ei〉 − 2
2n∑
i=1
〈RJei,∇uJ∇u, ei〉
+
2n∑
i=1
〈R∇u,JeiJ∇u, ei〉+
2n∑
i=1
〈R∇u,eiei,∇u〉. (4.21)
By the Bianchi identity, we have
− 2
2n∑
i=1
〈R∇u,J∇uJei, ei〉 − 2
2n∑
i=1
〈RJei,∇uJ∇u, ei〉
= 2
2n∑
i=1
〈RJ∇u,Jei∇u, ei〉 = −2
2n∑
i=1
〈R∇u,eiei,∇u〉.
Putting this back to (4.21), we get
q∑
k=1
(−Q2(JVk) +Q3(JVk)) = 2n∑
i=1
(〈R∇u,JeiJ∇u, ei〉 − 〈R∇u,eiei,∇u〉)
=
2n∑
i=1
(〈R∇u,JeiJei,∇u〉 − 〈R∇u,eiei,∇u〉)
= Ric(∇u,∇u)−Ric(∇u,∇u) = 0.
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Hence, recalling (4.19), we see that (4.14) is proved, and we are done. 
We can now imitate the argument used to handle the n = 2 case in the proof of Theo-
rem 1.3 to establish our main result about solutions on CPn.
Theorem 1.5. For n ≥ 1, every stable solutions to (1.2) on CPn is necessarily constant
with absolute value 1, regardless of the value of ε.
Proof. Suppose u : CPn → C is a stable solution to (1.2). As in the proof of Theorem 1.3,
we only need to prove that u is constant. By stability and Corollary 2.2, we have
δ2Eε(u)(∇JV u,∇JV u) = δ2Eε(u)(JV, JV ) ≥ 0 for all V ∈ K.
Combining this with Proposition 4.1, we see that
δ2Eε(u)(∇JV u,∇JV u) = δ2Eε(u)(JV, JV ) = 0 for all V ∈ K.
Consequently, for all V ∈ K, the function v := ∇JV u lies in the kernel of the bilinear form
δ2Eε(u). That is,
∆v =
|u|2 − 1
ε2
v +
2(u · v)u
ε2
. (4.22)
On the other hand, recalling that JV = ∇f for some eigenfunction ∆f = −(n + 1)f , and
that Ricg =
n+1
2 g, we compute ∆v directly:
∆v = ∆〈∇u,∇f〉 = 〈∆∇u,∇f〉+ 2〈∇2f,∇2u〉+ 〈∇u,∆∇f〉
= 〈∇∆u,∇f〉+Ric(∇u,∇f) + 2〈∇2f,∇2u〉+ 〈∇u,∇∆f〉+Ric(∇u,∇f)
=
|u|2 − 1
ε2
v +
2(u · v)u
ε2
+ 2Ric(∇u,∇f)− (n+ 1)〈∇u,∇f〉+ 2〈∇2f,∇2u〉
=
|u|2 − 1
ε2
v +
2(u · v)u
ε2
+ 2〈∇2f,∇2u〉.
Combining this with (4.22) and recalling that V is any Killing vector field, we see that
〈∇2f,∇2u〉|x = 0 for all x ∈ CPn and f such that ∆f = −(n+ 1)f. (4.23)
We claim that (4.23) implies that ∆u|x = 0 for all x on CPn. By homogeneity, it suffices
to prove this at x = [1, 0, · · · , 0]. For this we introduce local coordinates (z1, · · · , zn) 7→
[ 1√
(1+|z|2) ,
z1√
(1+|z|2) , · · · ,
zn√
(1+|z|2) ] and write
Xj =
∂
∂xj
, Yj =
∂
∂yj
Zj =
1
2
(Xj −
√−1Yj), Zj = 1
2
(Xj +
√−1Yj).
In (4.1), we choose
w =
(
1 0
0 − δij
n
)
. (4.24)
Writing f for fw defined as in (4.1), in terms of coordinates we have
fw(z1, · · · , zn) =
1− |z|2
n
1 + |z|2 .
By a direct computation, at the point z = 0 we have
∇2Zk,Zlf =
∂2f
∂zk∂zl
= 0 =⇒ ∇2Xk,Xlf = ∇2Yk,Ylf and ∇2Xk,Ylf = −∇2Yk,Xlf. (4.25)
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Moreover, at z = 0 we also have
∇2
Zk,Zl
f =
∂2f
∂zk∂zl
= −n+ 1
n
δkl.
Expressing Zk, Z l in terms of X and Y , and combining with (4.25), we see that
∇2Yk,Ylf = ∇2Xk,Xlf = −2
n+ 1
n
δkl,
∇2Xk,Ylf = −∇2Yk,Xlf = 0.
Moreover, by our normalization of the Fubini–Study metric (see (1.13) in particular), at
z = 0 we have
|Xk| = |Yk| = 2 and 〈Xk, Yl〉 = 0, for all k, l.
Therefore at z = 0, which corresponds to x = [1, 0, · · · , 0] on CPn, we simply have
∇2f = −n+ 1
2n
g,
in which case the vanishing condition (4.23) implies (∆u)|x = 0. Repeating a similar
argument at other points, we conclude that ∆u vanishes identically on CPn, but then u is
necessarily constant, and the proof is complete. 
5. First and second variations of Fε
5.1. Preliminaries. In this section we switch gears and consider critical points of Fε. Let
L be a complex line bundle over a closed Riemannian n-manifold (M,g), and suppose L is
equipped with a Hermitian metric 〈·, ·〉L. Below, unless otherwise stated, all the connections
on L we consider are metric connections.
Fixing a smooth connection D0 on L, any other connection D can be written as
D = D0 −
√−1a
for some real 1-form a, and we say that D is a W 1,2-connection if the 1-form a is of class
W 1,2. We use C to denote the set of pairs (u,D) where u is a section of class W 1,2∩L∞ and
D is a W 1,2-connection. Given (u,D), (u˜, D˜) ∈ C, we say that they are gauge equivalent if
there exists θ ∈W 2,2(M ;R) such that
(u˜, D˜) = (e
√−1θu,D −√−1dθ) on M, (5.1)
in which case we have Fε(u,D) = Fε(u˜, D˜), and that
F
D˜
= FD, D˜u˜ = e
√−1θDu. (5.2)
Of course the notion of gauge equivalence can be localized to any subset Ω ⊂M by requiring
instead that θ ∈W 2,2(Ω;R) and that (5.1) holds on Ω.
Suppose (u,D) ∈ C. For a smooth section v and a smooth 1-form a, we define the first
and second outer variations of Fε at (u,D) along (v, a) to be
δFε(u,D)((v, a)) =
d
dt
Fε(u+ tv,D − t
√−1a)
∣∣
t=0
=
ˆ
M
2ε2〈FD, da〉+ 2Re〈Du,Dv −
√−1au〉+ |u|
2 − 1
ε2
Re〈u, v〉Ldµg. (5.3)
δ2Fε(u,D)((v, a)) =
d2
dt2
Fε(u+ tv,D − t
√−1a)∣∣
t=0
= (5.4)
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=
ˆ
M
2ε2|da|2 + 2|Dv −√−1au|2 − 4Re〈√−1av,Du〉+ |u|
2 − 1
ε2
|v|2 + 2
(
Re〈u, v〉L
)2
ε2
dµg.
Thus (u,D) is a weak solution to (1.4) if and only if δFε(u,D)(v, a) = 0 for all smooth
variations (v, a). We say that a weak solution in C to (1.4) is stable if
δ2Fε(u,D)((v, a)) ≥ 0 for all smooth variations (v, a). (5.5)
As in Section 2, we want to define variations of Fε with respect to deformations of
the domain. However, the computations require some regularity to go through, while a
weak solution may not be globally gauge equivalent to a smooth one. Hence, we work on
contractible domains Ω ⊂M with sufficiently smooth boundary. In Section 6 we patch the
local computations together in the case M = Sn.
Since Ω is contractible, we can fix a unitary trivialization L|Ω ≃ Ω×C, so that sections of
L|Ω are identified with complex-valued functions, their covariant derivatives with complex-
valued 1-forms, and the bundle metric simply becomes 〈u, v〉L = uv¯, so that
Re〈u, v〉L = u · v,
where · denotes the inner product on C ≃ R2. Moreover, we can express a connection D as
d−√−1A with A being a real 1-form on Ω, in which case FD = dA.
Now suppose (u,D) ∈ C is a weak solution to (1.4) on M . Restricting to Ω, we may write
D = d−√−1A as above. By the arguments in [PS19, Appendix A], if we let θ ∈W 2,2(Ω;R)
be the unique solution to the following Neumann problem which integrates to zero on Ω:{
∆θ = d∗A in Ω,
∂νθ = −Aν on ∂Ω, (5.6)
and define
(u˜, D˜) = (e
√−1θu,D −√−1dθ), (5.7)
then (u˜, D˜) is a smooth solution to (1.4) on Ω. Consequently, since FD = FD˜ and Ω ⊂M is
any contractible domain, the form FD is in fact smooth on all of M . Similarly, |Du|2, |u|2
and |DXu|2 for any smooth vector field are all smooth over M . Note that the maximum
principle applied to |u|2 − 1 implies that |u| ≤ 1 on M .
In principle, any gauge invariant expression manufactured out of (u,D) patches together
to define smooth objects on all of M . For later use, we note the following two examples.
Lemma 5.1. Let (u,D) ∈ C be a weak solution to (1.4) and let X be a vector field on M .
Then we have
(a) For all k ≥ 1 there exists a smooth, complex-valued 1-form α on M that restricts to
〈D˜u˜, (D˜X)ku˜〉
on Ω whenever the latter is a contractible domain in M and (u˜, D˜) is smooth and gauge
equivalent to (u,D) on Ω.
(b) There exists a smooth function ΦX on M that restricts to
|D˜D˜X u˜−
√−1(ιXF )u˜|2
on Ω whenever Ω and (u˜, D˜) are as in part (a).
Proof. We only prove part (a) as (b) is similar. It suffices to show that if Ω is as in the
statement then
αΩ := 〈D˜u˜, (D˜X)ku˜〉
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is independent of the choice of (u˜, D˜). Indeed, if (û, D̂) is also smooth and gauge equivalent
to (u,D) on Ω, then there exists θ ∈W 2,2(Ω;R) such that
(û, D̂) = (e
√−1θu˜, D˜ −√−1dθ).
Now recall by (5.2) that
D̂X û = e
√−1θD˜X u˜.
Applying D̂X to both sides, we get
(D̂X)
2û = D̂X
(
e
√−1θD˜X u˜
)
= e
√−1θ(D˜X)2u˜.
Inductively, we obtain (D̂X)
kû = e
√−1θ(D˜X)ku˜. Therefore, since 〈·, ·〉L is Hermitian, we
have
〈D̂û, (D̂X)kû〉 =
〈
e
√−1θD˜u˜, e
√−1θ(D˜X)ku˜
〉
= 〈D˜u˜, (D˜X )ku˜〉,
as asserted. 
5.2. First and second inner variations of Fε. Let Ω ⊂ M be a contractible domain,
and let Ω1 be an open subset strictly contained in Ω, with ∂Ω1 smooth. Suppose (u,D =
d − √−1A) is a smooth solution to (1.4) on Ω, and that X is a vector field on M . Then
the following integral is smooth in t:
Fε(ϕ
∗
tu, d−
√−1ϕ∗tA; Ω1) =
ˆ
Ω1
eε(ϕ
∗
tu, d−
√−1ϕ∗tA)dµg,
=
ˆ
Ω1
ε2|ϕ∗t (dA)| + |ϕ∗t (Du)|2 +
(1− |ϕ∗tu|2)2
4ε2
dµg. (5.8)
We define the first and second inner variations to be
δFε(u,D; Ω1)(X) =
d
dt
Fε(ϕ
∗
tu, d−
√−1ϕ∗tA; Ω1)
∣∣
t=0
. (5.9)
δ2Fε(u,D; Ω1)(X,X) =
d2
dt2
Fε(ϕ
∗
tu, d−
√−1ϕ∗tA; Ω1)
∣∣
t=0
. (5.10)
As in Section 2, we can relate the inner and outer variations as follows.
Proposition 5.2. With (u,D) and Ω1, X as above, and writing D = d−
√−1A, F = dA,
we have
(a)
δFε(u,D)(X) = 2
ˆ
∂Ω1
〈ινFD, ιXFD〉dσg + 2Re
ˆ
∂Ω1
〈Dνu,DXu〉dσg, (5.11)
where ν denotes the outward unit normal to ∂Ω1.
(b)
δ2Fε(u,D)(X,X)
=
ˆ
Ω1
2ε2|d(ιXFD)|2 + 2|DDXu−
√−1(ιXFD)u|2 − 4Re〈
√−1(ιXFD)DXu,Du〉
|u|2 − 1
ε2
|DXu|2 +
2
(
Re〈u,DXu〉
)2
ε2
dµg
+ 2
ˆ
∂Ω1
〈ινFD, ιXd(ιXFD)〉dσg + 2Re
ˆ
∂Ω1
〈Dνu,DXDXu〉dσg. (5.12)
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Remark 5.3. Notice that terms of the form DDXu and DXDXu in (b) do not make sense
unless u has higher regularity than W 1,2. This is why we work in domains over which the
weak solution is gauge equivalent to a smooth one. In Section 6 we patch things together
on Sn with the help of Lemma 5.1.
Before giving the proof of Proposition 5.2, we single out some of the computations to be
used for the proof of Proposition 5.2 in the Lemma below.
Lemma 5.4. In the notation of Proposition 5.2, we have:
(a) LXDu = D(DXu)−
√−1(ιXF )u+
√−1(AX)Du.
(b)
LXLXDu = DDXDXu−
√−1(ιXdιXF )u+ (
√−1∇XAX − |AX |2)Du
+ 2AX(ιXF )u− 2
√−1(ιXF )DXu+ 2
√−1AXDDXu.
(c) Letting θ : Ω→ R be a smooth function, then we have, pointwise,
2Re〈Du,√−1θDu〉+ |u|
2 − 1
ε2
Re
(
u
√−1θu) = 0. (5.13)
Proof. For (a) we recall that d = D +
√−1A and compute
LXDu = (dιX + ιXd)Du
= (D +
√−1A)DXu+ ιX(D +
√−1A)Du. (5.14)
In the second term, D +
√−1A acts like an exterior derivative, so
(D +
√−1A)Du = D2u+√−1A ∧Du = −√−1Fu+√−1A ∧Du.
Thus, the last line in (5.14) becomes
D(DXu) +
√−1ADXu−
√−1(ιXF )u+
√−1ιX(A ∧Du)
=D(DXu)−
√−1(ιXF )u+
√−1(AX)Du.
For part (b), we first use part (a) to get
LXLXDu = LXDDXu−
√−1LX
(
(ιXF )u
)
+
√−1LX
(
(AX)Du
)
. (5.15)
Applying part (a) with DXu in place of u to the first term on the right-hand side yields
LXDDXu = DDXDXu−
√−1(ιXF )DXu+
√−1AXDDXu.
Substituting into (5.15) and performing some routine calculations, we get part (b).
Finally, part (c) holds because we are taking the real parts of purely imaginary numbers.

We are now ready to give the proof of Proposition 5.2.
Proof of Proposition 5.2. We begin with (a). Differentiating (5.8) in t, we obtain
δFε(u,D; Ω1)(X) =
ˆ
Ω1
2ε2〈F,LXF 〉+2Re〈Du,LXDu〉+ |u|
2 − 1
ε2
Re〈u,LXu〉dµg. (5.16)
Now recall the following facts:
LXF = (dιX + ιXd)F = d(ιXF ),
LXu = ∇Xu = DXu+
√−1AXu.
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Substituting these identities along with Lemma 5.4(a) into (5.16), and using Lemma 5.4(c)
to eliminate some of the terms, we get
δFε(u,D)(X) =
ˆ
Ω1
2ε2〈F, d(ιXF )〉+ 2Re〈Du,D(DXu)−
√−1(ιXF )u〉
+
|u|2 − 1
ε2
Re〈u,DXu〉dµg. (5.17)
We now transform the above into a boundary integral. Testing (1.4) against (DXu, ιXF )
and integrating by parts over Ω1, we find that
0 =
ˆ
Ω1
2ε2〈d∗F, ιXF 〉 − 2〈u×Du, ιXF 〉+ 2Re〈D∗Du,DXu〉+ |u|
2 − 1
ε2
Re〈u,DXu〉dµg
=
ˆ
Ω1
2ε2〈F, d(ιXF )〉+ 2Re〈Du,D(DXu)−
√−1(ιXF )u〉+ |u|
2 − 1
ε2
Re〈u,DXu〉dµg
− 2
ˆ
∂Ω1
〈ινF, ιXF 〉dσg − 2Re
ˆ
∂Ω1
〈Dνu,DXu〉dσg.
Combining this with (5.17) gives (5.11).
To prove (b), we differentiate (5.8) once more to get
δ2Fε(u,D; Ω1)(X,X) =
ˆ
Ω1
2ε2|LXF |2 + 2ε2〈F,LXLXF 〉 (5.18)
+ 2|LXDu|2 + 2Re〈Du,LXLXDu〉
+
|u|2 − 1
ε2
(|LXu|2 +Re〈u,LXLXu〉)+ 2Re〈u,LXu〉2
ε2
dµg.
Introducing the notation
v = DXu, a = ιXF, w = DXDXu, b = ιXdιXF,
we note that by Lemma 5.4(b)(c), we have
2|LXDu|2 + 2Re〈Du,LXLXDu〉
= 2|Dv −√−1au+√−1AXDu|2
+ 2Re〈Du,Dw −√−1bu+ (√−1∇XAX − |AX |2)Du〉
+ 2Re〈Du, 2(AX )au− 2
√−1av + 2√−1AXDv〉
= 2|Dv −√−1au|2 + 2|AX |2|Du|2 + 4Re〈Dv −
√−1au,√−1AXDu〉
+ 2Re〈Du,Dw −√−1bu〉+ 2Re〈Du, (√−1∇XAX − |AX |2)Du〉
− 4Re〈Du,√−1av〉+ 4Re〈Du, (AX)au+
√−1AXDv〉.
Since
√−1AX is purely imaginary, we have
4Re〈Dv −√−1au,√−1AXDu〉+ 4Re〈Du, (AX )au+
√−1AXDv〉 = 0.
Moreover, by Lemma 5.4(c) we have Re〈Du,√−1(∇XAX)Du〉 = 0. Consequently,
2|AX |2|Du|2 + 2Re〈Du, (
√−1∇XAX − |AX |2)Du〉 = 0.
Thus we arrive atˆ
Ω1
2|LXDu|2 + 2Re〈Du,LXLXDu〉dµg
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=
ˆ
Ω1
2|Dv −√−1au|2 − 4Re〈Du,√−1av〉+ 2Re〈Du,Dw −√−1bu〉dµg.
A similar, but simpler, calculation shows thatˆ
Ω1
|u|2 − 1
ε2
(|LXu|2 +Re〈u,LXLXu〉) + 2Re〈u,LXu〉2
ε2
dµg
=
ˆ
Ω1
|u|2 − 1
ε2
(|v|2 +Re〈u,w〉) + 2Re〈u, v〉2
ε2
dµg.
Finally, it is straightforward to see thatˆ
Ω1
2ε2|LXF |2 + 2ε2〈F,LXLXF 〉dµg =
ˆ
Ω1
2ε2|da|2 + 2ε2〈F, db〉dµg .
Putting everything back into (5.18), we get
δ2Fε(u,D; Ω1)(X,X)
=
ˆ
Ω1
2ε2|da|2 + 2|Dv −√−1au|2 − 4Re〈√−1av,Du〉 + |u|
2 − 1
ε2
|v|2 + 2
(
Re〈u, v〉)2
ε2
dµg
+
ˆ
Ω1
2ε2〈F, db〉+ 2Re〈Du,Dw −√−1bu〉+ |u|
2 − 1
ε2
Re〈u,w〉dµg .
We are done upon repeating the end of the proof for part (a) to turn the second integral
above into the following boundary integral:
2
ˆ
∂Ω1
〈ινF, b〉+Re〈Dνu,w〉dσg .

6. Stable critical points of Fε on S
n
Suppose (u,D) ∈ C is a stable weak solution to (1.4) on Sn with n ≥ 2. The following
proposition relates stability as defined in (5.5) to stability with respect to inner variations
with respect to the vector fields Xξ . To emphasize the dependence of the YMH action
density on the metric, we use the following notation:
eε(u,D, g)dµg =
(
ε2|FD|2g + |Du|2g +
(1− |u|2)2
4ε2
)
dµg
=
(1
2
ε2gikgjlFijFkl + g
ij〈Diu,Dju〉+ (1− |u|
2)2
4ε2
)√
det(g)dx.
Proposition 6.1. Let ξ ∈ Sn and let X = Xξ be as in Proposition 3.1, with ϕt being the
flow it generates. Let gt = ϕ
∗−tg. If (u,D) is a stable weak solution of (1.4), then
(a)
0 =
ˆ
Sn
eε(u,D) div(∇XX)− 2
(
ε2Fei,ekFei,ek + 〈Deiu,Deju〉
)〈∇i(∇XX), ej〉dµg. (6.1)
(b)
0 ≤
ˆ
Sn
eε(u,D)
(
(divX)2 − Ric(X,X) − 〈∇eiX, ej〉〈∇ejX, ei〉
)
dµ
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− 4
ˆ
Sn
(divX)〈∇iX, ej〉
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)
dµg
+ 2
ˆ
Sn
(〈Rei,XX, ej〉 − 〈∇iX,∇jX〉)(ε2Fei,ekFej ,ek + 〈Deiu,Deju〉)dµg
+ ε2
ˆ
Sn
(LXg)ei,ej(LXg)ek,elFei,ekFej ,eldµg
+ 2
ˆ
Sn
(LXg)ei,el(LXg)ej ,el
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)
dµg. (6.2)
Proof. Without loss of generality we assume ξ = (1, 0, · · · , 0) and let Σ = Sn ∩ {xn+1 = 0}.
Then both X and ∇XX (= −fξX) are tangent to Σ, and hence generate flows that preserve
the upper and lower hemispheres, Sn+ and S
n−. Below we let Y = ∇XX and let ψt denote
the flow of Y . The pullback ψ∗−tg will be denoted ht. In addition, p± ∈ Sn± will denote the
north and south poles, respectively.
To prove part (a), we first fix some δ small and apply the considerations in Section 5.1
to Ω = Sn \ Bδ(p−), Ω1 = Sn+. Since Ω is contractible, there exists θ ∈ W 2,2(Ω;R) such
that (u˜, D˜) = (e
√−1θu,D −√−1dθ) is smooth in Ω and by Proposition 5.2(a) we have
δFε(u˜, D˜;S
n
+)(Y ) = 2
ˆ
Σ
〈ινFD˜, ιY FD˜〉dσg + 2Re
ˆ
Σ
〈D˜ν u˜, D˜Y u˜〉dσg. (6.3)
On the other hand, since ψt preserves S
n
+, we find by the gauge invariance of Fε thatˆ
Sn
+
ε2|ψ∗t FD˜|2 + |ψ∗t (D˜u˜)|2 +
(1− |ψ∗t u˜|2)2
4ε2
dµg =
ˆ
Sn
+
eε(u˜, D˜, ht)dµht
=
ˆ
Sn
+
eε(u,D, ht)dµht . (6.4)
Differentiating in t and recalling the definition of δFε(u˜, D˜;S
n
+)(Y ), we get
δFε(u˜, D˜;S
n
+)(Y )
=−
ˆ
Sn
eε(u,D) div Y − 2
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)〈∇iY, ej〉dµg.
To sum up, we have shown thatˆ
Sn
eε(u,D) div Y − 2
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)〈∇iY, ej〉dµg (6.5)
=− 2
ˆ
Σ
〈ινFD˜, ιY FD˜〉+Re〈D˜ν u˜, D˜Y u˜〉dσg,
where ν is the unit normal to Σ that points downward. Similarly, on Sn \ Bδ(p+) we can
find a real-valued φ in W 2,2 such that, letting
(û, D̂) = (e
√−1φu,D −√−1dφ),
and with ν as in (6.5), we haveˆ
Sn
eε(u,D) div Y − 2
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)〈∇iY, ej〉dµg (6.6)
=2
ˆ
Σ
〈ινFD̂, ιY FD̂〉+Re〈D̂ν û, D̂Y û〉dσg.
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In conclusion, the left-hand side of (6.1) equals
2
ˆ
Σ
〈ινFD̂, ιY FD̂〉+Re〈D̂ν û, D̂Y û〉dσg − 2
ˆ
Σ
〈ινFD˜, ιY FD˜〉+Re〈D˜ν u˜, D˜Y u˜〉dσg, (6.7)
which vanishes because F
D˜
= F
D̂
and because of Lemma 5.1(a).
To prove (b), differentiating twice the formula (6.4) with ϕt, gt in place of ψt, ht, respec-
tively, we obtain
δ2Fε(u˜, D˜;S
n
+)(X,X) =
ˆ
Sn
+
d2
dt2
eε(u,D, gt)
∣∣
t=0
dµgt . (6.8)
Using Proposition 5.2(b) to replace the left-hand side of (6.8), we get thatˆ
Sn
+
d2
dt2
eε(u,D, gt)
∣∣
t=0
dµgt
=
ˆ
Sn
+
2ε2|d(ιXFD˜)|2 + 2|D˜D˜X u˜−
√−1(ιXFD˜)u˜|2 − 4Re〈
√−1(ιXFD˜)D˜X u˜, D˜u˜〉
+
|u˜|2 − 1
ε2
|D˜X u˜|2 +
2
(
Re〈u˜, D˜X u˜〉
)2
ε2
dµg
+ 2
ˆ
Σ
〈ινFD˜, ιXd(ιXFD˜)〉dσg + 2Re〈D˜ν u˜, D˜XD˜X u˜〉dσg
=
ˆ
Sn
+
2ε2|d(ιXFD)|2 + 2ΦX − 4Re〈
√−1(ιXFD)DXu,Du〉+ |u|
2 − 1
ε2
|DXu|2 +
2
(
Re〈u,DXu〉
)2
ε2
dµg
+ 2
ˆ
Σ
〈ινFD˜, ιXd(ιXFD˜)〉dσg + 2Re〈D˜ν u˜, D˜XD˜X u˜〉dσg,
where ΦX is as in Lemma 5.1(b). Repeating the argument on S
n−, we getˆ
Sn
−
d2
dt2
eε(u,D, gt)
∣∣
t=0
dµgt
=
ˆ
Sn+
2ε2|d(ιXFD)|2 + 2ΦX − 4Re〈
√−1(ιXFD)DXu,Du〉+ |u|
2 − 1
ε2
|DXu|2 +
2
(
Re〈u,DXu〉
)2
ε2
dµg
− 2
ˆ
Σ
〈ινFD̂, ιXd(ιXFD̂)〉dσg + 2Re〈D̂ν û, D̂XD̂X û〉dσg.
Adding the computations on Sn± together, we arrive atˆ
Sn
d2
dt2
eε(u,D, gt)
∣∣
t=0
dµgt
=
ˆ
Sn
2ε2|d(ιXFD)|2 + 2ΦX − 4Re〈
√−1(ιXFD)DXu,Du〉+ |u|
2 − 1
ε2
|DXu|2 +
2
(
Re〈u,DXu〉
)2
ε2
dµg
+ 2
ˆ
Σ
〈ινFD˜, ιXd(ιXFD˜)〉dσg + 2Re〈D˜ν u˜, D˜XD˜X u˜〉dσg
− 2
ˆ
Σ
〈ινFD̂, ιXd(ιXFD̂)〉dσg + 2Re〈D̂ν û, D̂XD̂X û〉dσg. (6.9)
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Again by Lemma 5.1, the last two lines cancel each other. On the other hand, by computa-
tions similar to those leading to (2.11) in Proposition 2.4, the first line equals the right-hand
side of (6.2) plus the following term which vanishes by (6.1),ˆ
Sn
eε(u,D) div(∇XX)− 2
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)〈∇i(∇XX), ej〉dµg.
Hence, the proof of inequality (6.2) is complete once we verify that the second line in (6.9)
above is non-negative. This is the content of the Lemma below. 
Lemma 6.2. Suppose (u,D) ∈ C is a stable weak solution to (1.4) on Sn with |u| ≤ 1, and
let X be a vector field. Then
0 ≤
ˆ
Sn
2ε2|d(ιXFD)|2 + 2ΦX − 4Re〈
√−1(ιXFD)DXu,Du〉
+
|u|2 − 1
ε2
|DXu|2 +
2
(
Re〈u,DXu〉
)2
ε2
dµg. (6.10)
Proof. Let Ωk be an increasing sequence of (contractible) domains exhausting S
n \ {p−}.
Since n ≥ 2 we may find cut-off functions ζk such that supp(ζk) ⊂ Ωk+1, supp(1 − ζk) ⊂
Sn \ Ωk, and
lim
k→∞
ˆ
Sn
|dζk|2dµg = 0. (6.11)
For each k, choose (u˜, D˜) smooth and gauge equivalent to (u,D), and let Xk = ζkX. Then
by stability and (5.4), (5.5), we have
0 ≤ δ2Fε(u˜, D˜)(D˜Xk u˜, ιXkFD˜)
=
ˆ
Sn
2ε2|d(ιXkFD)|2 + 2ΦXk − 4Re〈
√−1(ιXkFD)DXku,Du〉
+
|u|2 − 1
ε2
|DXku|2 +
2
(
Re〈u,DXku〉
)2
ε2
dµg
=
ˆ
Sn
2ε2ζ2k |d(ιXFD)|2 + 2ζ2kΦX − 4ζ2k Re〈
√−1(ιXFD)DXu,Du〉
+
|u|2 − 1
ε2
ζ2k |DXu|2 +
2ζ2k
(
Re〈u,DXu〉
)2
ε2
dµg
+
ˆ
Sn
4ε2〈(ιXFD)dζk, ζkd(ιXFD)〉+ 2ε2|ιXFD|2|dζk|2dµg
+
ˆ
Sn
4
〈
(D˜X u˜)dζk, ζk(D˜D˜Xu−
√−1(ιXFD˜)u˜)
〉
+ 2|DXu|2|dζk|2dµg.
To finish the proof it suffices to let k →∞ and make sure that the last two lines both tend
to zero. Since FD is smooth on all of S
n, we have by (6.11) and Ho¨lder’s inequality that
lim
k→∞
ˆ
Sn
4ε2〈(ιXFD)dζk, ζkd(ιXFD)〉+ 2ε2|ιXFD|2|dζk|2dµg = 0.
On the other hand, note thatˆ
Sn
4
〈
(D˜X u˜)dζk, ζk(D˜D˜Xu−
√−1(ιXF )u˜)
〉
+ 2|DXu|2|dζk|2dµg
32 DA RONG CHENG
=
ˆ
Sn
2〈ζkdζk, d(|DXu|2)−
√−1(ιXF )∇X |u|2〉+ 2|DXu|2|dζk|2dµg.
Since |DXu|2 and |u|2 are smooth on all of Sn, we again see by (6.11) and Ho¨lder’s inequality
that
lim
k→∞
ˆ
Sn
4
〈
(D˜X u˜)dζk, ζk(D˜D˜Xu−
√−1ιXFu˜)
〉
+ 2|DXu|2|dζk|2dµg = 0.
The proof of Lemma 6.2 is complete. 
It is now rather straightforward to prove Theorem 1.6.
Proof of Theorem 1.6. We first show that FD = 0, Du = 0 and |u| ≡ 1. As in the remarks
after Proposition 3.1, we let ξ ∈ Sn and apply (6.2) with X = Xξ. Then with the help of
Proposition 3.1 we get
0 ≤
ˆ
Sn
eε(u,D)
(
n2f2ξ − (n− 1)(1 − f2ξ )− nf2ξ
)
dµg
− 4
ˆ
Sn
nf2ξ δij
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)
dµg
+ 2
ˆ
Sn
(
(1− f2ξ )δij − 〈Xξ , ei〉〈Xξ , ej〉 − f2ξ δij
)(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)
dµg
+ 4ε2
ˆ
Sn
f2ξ δijδklFei,ekFej ,eldµg
+ 8
ˆ
Sn
f2ξ δij
(
ε2Fei,ekFej ,ek + 〈Deiu,Deju〉
)
dµg.
Next we substitute the standard basis vectors ξ1, · · · , ξn+1 of Rn+1 into the above inequality
and add up the results. By a computation similar to that leading to (3.2), with additional
help from the following identities
n∑
i,k=1
F 2ei,ek = 2|F |2 and
n+1∑
i=1
|ιξiF |2 = 2|F |2, (6.12)
we arrive at
0 ≤ 4(4− n)
ˆ
Sn
ε2|FD|2dµg + 2(2 − n)
ˆ
Sn
|Du|2dµg. (6.13)
Note that the second identity in (6.12) holds because the left-hand side is independent of
the choice of orthonormal basis ξ1, · · · , ξn+1 of Rn+1. Hence at each x ∈ Sn we need only
check the case where ξ1, · · · , ξn is an orthonormal basis of TxSn and ξn+1 = x, in which
case the identity reduces to the first identity in (6.12).
When n ≥ 5, inequality (6.13) forces FD and Du to both be identically zero. In other
words, the connectionD is flat, and the section u is covariantly constant. When n = 4, (6.13)
implies that Du = 0, but then from (1.4) we have
ε2d∗FD = Re〈
√−1u,Du〉 = 0.
Since dFD = 0 as well, we conclude that FD is a harmonic 2-form on S
4, and hence must
vanish. Therefore we get that D is flat and u is covariantly constant when n = 4 also.
Since Sn is simply-connected, the presence of a flat U(1)-connection on L forces it to be
isomorphic to Sn×C with the standard Hermitian metric. Note that we can still draw this
conclusion even though D may not be smooth globally. Indeed, since D is of class W 1,2, by
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definition there exists a real 1-form a in W 1,2 and a smooth background connection D̂ on
L such that D = D̂ −√−1a. Then FD = FD̂ + da, which implies that FD̂ = −da, because
FD = 0. From this we claim that FD̂ = dα for a smooth 1-form α. Indeed, consider the
Hodge decomposition of the smooth 2-form F
D̂
:
F
D̂
= dα+ d∗β,
where α and β are both smooth. (No harmonic part for 2-forms on Sn with n ≥ 3.) Thenˆ
Sn
|d∗β|2dµg =
ˆ
Sn
〈F
D̂
, d∗β〉dµg = −
ˆ
Sn
〈da, d∗β〉dµg = 0,
where we integrated by parts to get the last equality, which is justified because β is smooth.
Hence d∗β = 0, and F
D̂
= dα with α smooth, as claimed, but then D̂ +
√−1α defines a
smooth flat connection on L, and we can conclude that L is trivial.
We may then identify u with a function Sn → C, and write D = d−√−1A for some real
1-form A on Sn. But since dA = FD = 0, we must have
A = −dθ for some θ : Sn → R,
in which case Du = 0 translates into d(e
√−1θu) = 0. It follows that (u,D) is gauge
equivalent to (z0, d) for some constant z0 ∈ C.
The first equation in (1.4) now implies that either |z0| = 1 or z0 = 0. To rule out the
latter case we observe that for all smooth v : Sn → C,
δ2Fε(0, d)((v, 0)) =
ˆ
Sn
2|dv|2 − 1
ε2
|v|2dµg.
In particular, taking v = 1 shows that (0, d) is unstable. Thus we must have |z0| = 1. From
this we conclude that (u,D) is in fact gauge equivalent to (1, d).

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