Alternative splicing is a tightly regulated biological process by which the number of gene products for any given gene can be greatly expanded. Genomic variants in splicing regulatory sequences can disrupt splicing and cause disease. Recent developments in sequencing technologies and computational biology have allowed researchers to investigate alternative splicing at an unprecedented scale and resolution. Population-scale transcriptome studies have revealed many naturally occurring genetic variants that modulate alternative splicing and consequently influence phenotypic variability and disease susceptibility in human populations. Innovations in experimental and computational tools such as massively parallel reporter assays and deep learning have enabled the rapid screening of genomic variants for their causal impacts on splicing. In this review, we describe technological advances that have greatly increased the speed and scale at which discoveries are made about the genetic variation of alternative splicing. We summarize major findings from population transcriptomic studies of alternative splicing and discuss the implications of these findings for human genetics and medicine.
Introduction
Pre-mRNA splicing is a conserved biological process in which introns within nascent RNA molecules are removed and exons are ligated to form mature mRNA products. 1 Through alternative choices of exons and splice sites during splicing-a process known as alternative splicing-a single gene can produce multiple mRNA isoforms that dramatically diversify the transcriptome and the proteome. 2 Although the human genome has only approximately 20,000 protein-coding genes, 3 the unique mRNA isoforms generated from each gene can be more than ten times that number. 4 Nearly all multi-exon human genes are alternatively spliced. 5, 6 The basic patterns of alternative splicing include exon skipping, alternative 5 0 and 3 0 splice sites, mutually exclusive exons, intron retention, and alternative splicing coupled with alternative first or last exons ( Figure 1A ). Beyond these basic patterns involving binary choices of exons or splice sites during splicing, many complex alternative splicing patterns exist in the transcriptome 7 (see Figure 1B for examples). In extreme cases, the combinatorial choices of multiple alternatively spliced regions can generate tens of thousands of mRNA isoforms from a single gene. 8 The resulting mRNA isoforms can have distinct regulatory properties in the cell, such as localization, stability, and translational efficiency, and can be translated into stable protein isoforms with divergent structures and functions. 9, 10 Therefore, alternative splicing provides a powerful mechanism for expanding the regulatory and functional repertoire of eukaryotic organisms. Alternative splicing is regulated in a cell-type-and developmental-stage-specific manner. 11 This regulation is orchestrated through an extensive protein-RNA interaction network involving cis elements within the premRNA and trans-acting factors that bind to these cis elements 12 ( Figure 1C ). The most conserved cis splicing elements include the 5 0 and 3 0 splice sites that define the boundary of an intron with its upstream and downstream exon, respectively, as well as the branch site and polypyrimidine tract upstream of the 3 0 splice site. These elements are recognized by the core splicing machinery (the spliceosome) and play an essential role in defining exon and intron identity. 12 In addition to these core elements, auxiliary cis elements in exons or flanking introns can act as splicing enhancer or silencer elements to promote or repress exon splicing via their interactions with transacting splicing regulators, in particular RNA-binding proteins (RBPs). 13 For example, cell-type-specific splicing regulators, such as ESRP, CELF, MBNL, RBFOX, and PTB family members, control the alternative splicing profiles and cell identities of epithelial, muscle, and neuronal cells by interacting with their cognate cis elements within the pre-mRNA to produce cell-type-specific isoforms.
human individuals and how alternative splicing affects phenotypic variability and disease susceptibility in human populations. Recent developments in genomic technologies and computational tools have enabled transcriptome-wide studies of alternative splicing at an unprecedented scale and resolution. 5, 6 New data depict an expanding landscape of alternative splicing variation across human tissues and populations. Here, we describe technological advances that have markedly increased the speed and scale at which discoveries are made about the genetic variation of alternative splicing. We review population-scale transcriptome studies that have revealed alternative splicing to be a primary causal mechanism underlying genome-wide association study (GWAS) signals of complex traits and diseases. We highlight innovative experimental and computational approaches that enable the rapid discovery and characterization of genomic variants that alter splicing. Finally, we discuss the clinical applications of these findings as well as their implications for future genetic and medical research.
Technologies for High-Throughput Analysis of Alternative Splicing
The conventional molecular biology approach to the quantification of alternative splicing is reverse transcrip- tion polymerase chain reaction (RT-PCR). 18 In the late 1990s, sequencing of expressed sequence tags (ESTs), which are fragments of full-length mRNAs, revealed widespread alternative splicing in eukaryotic organisms. 19 The development of splicing-sensitive microarrays in the mid-2000s allowed researchers to examine global splicing regulatory programs across tissues, cellular states, and species. 20 Notably, all three types of technologies have been used to discover the association between genotypes and alternative splicing patterns in human populations. 21 However, these technologies have low throughput (RT-PCR and ESTs), have high noise (ESTs and splicing microarray), or are limited to known splicing events (RT-PCR and splicing microarray). 19, 20 Powered by high-throughput second-generation DNA sequencers, the advent of RNA sequencing (RNA-seq) in the late 2000s transformed many aspects of biomedical research, including studies of transcriptome complexity and alternative splicing. 22 Because of their massively parallel nature, state-of-the-art high-throughput sequencers are now able to generate billions of short sequence reads in a single run. 23 Sequencing mRNAs with these sequencers allows the discovery of novel genes and mRNA isoforms, the estimation of gene expression levels, and the quantitation of alternative splicing events. 22 Three landmark papers in 2008 demonstrated the use of RNA-seq for characterizing alternative splicing in mammalian tissues.
the standard approach for transcriptome profiling.
Currently, RNA-seq data for over 70,000 human samples have been deposited into public repositories, 25 and the number continues to rise at a rapid pace. Although typical RNA-seq experiments analyze polyadenylated (polyA þ ) mRNAs from whole cells or bulk tissue, the RNA-seq workflow is versatile enough to allow diverse types of applications that can obtain transcriptome information at a more fine-grained level. 26 For example, RNAseq analysis of non-polyadenylated (polyA À ) RNAs enables the discovery and quantitation of polyA À non-coding RNAs, including circular RNAs created by back-splicing events. 27, 28 Isolation and sequencing of RNAs from distinct subcellular fractions have been used for characterizing the subcellular localization of mRNA isoforms as well as co-transcriptional splicing of nascent RNAs on chromatin. [29] [30] [31] Single-cell RNA-seq has become an increasingly popular approach to studying the transcriptome, including alternative splicing, at the individual-cell level. 32, 33 Finally, although Illumina sequencers generate only short sequence reads, specialized protocols for library preparation can be used for inferring full-length mRNA isoforms with the use of Illumina RNA-seq data. Tilgner et al. developed a ''synthetic long read'' RNA-seq approach for use with Illumina sequencers. 34 The principle behind this method is to generate RNA-seq libraries from a given sample separated into many small pools. Each pool contains a small number of RNA molecules (approximately 1,000 or fewer), and the assumption is that for most genes, no more than one molecule per gene is present in each pool. Then, short reads from each pool can be assembled into full-length transcripts by de novo sequence assembly algorithms. Using this approach, the authors identified novel mRNA isoforms and determined that certain distant alternatively spliced exons tend to co-occur in full-length mRNA molecules, whereas others tend to be spliced in a mutually exclusive manner. A caveat to this approach is that it is limited by the same issues of de novo assembly with short reads, primarily mis-assemblies and repetitive sequences. 35 Moreover, the assumption of one RNA molecule per gene in each pool might not hold true for highly expressed genes. Ultimately, the interest in sequencing full-length mRNA transcripts has led to a renaissance of long-read mRNA sequencing, now using third-generation DNA sequencers most notably from Pacific Biosciences (PacBio) 36 and
Oxford Nanopore Technologies. 37 For example, PacBio isoform sequencing (Iso-Seq) has successfully identified many novel transcripts and alternative splicing events in tissues and cell types with well-characterized transcriptomes, 38, 39 whereas Nanopore RNA-seq has been used for determining exon connectivity and full-length mRNAs in complex alternatively spliced genes with thousands of distinct isoform products. 40 The strengths of third-generation long-read RNA-seq are in their long read lengths, which allow the direct resolution of isoform structure and the interrogation of repetitive RNA sequences, whereas their main weaknesses are their higher error rates and lower throughput ( Figure 2 ). For the purpose of analyzing alternative splicing, the higher error rates are tolerable because aligners can leverage the long read lengths to align reads to exons and splice junctions. However, the smaller read number due to the lower throughput is a major bottleneck for the accurate quantitation of isoform abundance. A hybrid approach of combining long, error-prone reads from third-generation sequencers with short, accurate reads from second-generation sequencers has been developed for correcting sequencing errors and obtaining isoform quantitation from long reads. 38 From a historical perspective, the data of third-generation longread RNA-seq resemble those of EST sequencing, and computational methods developed for EST data have proven useful for PacBio and Nanopore RNA-seq data. 41 Beyond sequencing, imaging is emerging as a powerful technology for transcriptome analysis with spatiotemporal resolution. Sequential fluorescence in situ hybridization (seqFISH) 42 44, 45 These tools fall into two broad categories according to their strategies for data analysis. The first category represents transcript-based tools that seek to estimate the abundances and relative proportions of full-length mRNA isoforms by using short-read RNAseq data. This approach typically involves aligning short reads to a reference genome or transcriptome and then estimating the abundances of mRNA isoforms by using an expectation-maximization algorithm. 46, 47 Recent innovations in pseudo-alignment algorithms have led to alignment-free RNA-seq transcript quantitation with significantly improved speed and computational efficiency. 48, 49 Isoform proportions can then be inferred from the estimated abundances of all mRNA isoforms of a given gene. A drawback of the transcript-based approach is that inferring the abundance of full-length mRNA isoforms from short reads is non-trivial, and the results are sensitive to the choice of transcript annotations. 45 Moreover, for genes with multiple alternatively spliced regions, it is not straightforward to attribute change in the abundance of mRNA isoforms to differential splicing regulation at specific exons or splice sites. The second category represents event-based tools that seek to directly quantify individual alternative splicing events by using RNA-seq data. In this approach, alternative splicing events are discovered from RNA-seq data, reads aligned to specific exons or splice junctions are counted, and appropriate statistical methods are used for quantifying alternative splicing and detecting differential splicing between distinct biological conditions. A widely used metric in event-based analyses is percent spliced in (PSI or c), which represents the percentage of a gene's mRNA transcripts that include a specific exon or splice site. 50 For a given alternative splicing event, the PSI value can be calculated from the counts of RNA-seq reads supporting specific exons or splice junctions. 50, 51 Many popular computational tools for RNA-seq analysis of alternative splicing are event based (MISO, 50 SpliceTrap, 52 rMATS, 51 and MAJIQ, 7 to name a few). These tools differ in their definitions of alternative splicing events (basic versus complex), read-counting procedures, and statistical methods for quantifying and determining differential alternative splicing. Nonetheless, for the same set of alternative splicing events, these tools tend to produce highly concordant PSI estimates. 53 Given that the PSI value represents a proportion estimated from read counts, the confidence interval of the PSI estimate is dependent on the overall RNA-seq read coverage for an event of interest, such that a higher coverage leads to a more reliable PSI estimate. This is a critical issue in RNA-seq analysis of alternative splicing, and studies have shown that modeling the confidence interval of PSI values on the basis of RNA-seq read counts improves downstream statistical inference. 50, 51, 54 Interestingly, a hybrid approach leveraging full-length transcript quantitation for event-based analysis has been employed in a tool called SUPPA. 53 This tool first runs alignment-free transcript quantitation software to estimate the abundance of mRNA isoforms and then converts these estimates to alternative splicing quantitation at the event level. With the use of pseudo-alignment algorithms, 48, 49 this approach is fast and scalable to large datasets. However, it is restricted to pre-existing transcript annotations and cannot discover or quantify novel alternative splicing events. This issue is a limitation for analyzing genetic variation of alternative splicing, given that genomic variants can generate novel alternative splicing events in individual transcriptomes.
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Computational Approaches for Discovering Genetic Associations of Alternative Splicing With the continued increase in capacity and reduction in cost of high-throughput sequencers, generating RNA-seq datasets across many individuals in a population has become feasible ( Figure 3A ). Such population-scale RNAseq datasets enable transcriptome-wide studies to associate genotypes with alternative splicing variation. Splicing quantitative trait locus (sQTL) analysis is a commonly used approach for discovering genetic variants associated with alternative splicing ( Figure 3B ). affects the alternative splicing of numerous genes across the genome. Such trans-sQTL hotspots have the potential to reveal known or novel regulators of alternative splicing. Allele-specific alternative splicing (ASAS) analysis is a complementary approach to sQTL analysis for discovering genetic variants associated with alternative splicing ( Figure 3C ). ASAS analysis aims to identify differential alternative splicing between mRNA transcripts expressed from two haplotypes of an individual. This approach involves using heterozygous SNPs present in mRNAs to assign RNA-seq reads to two alleles and then testing for differential splicing between the two alleles. Such an allele-specific strategy has been applied to different types of alternative RNA processing mechanisms, including alternative splicing. [63] [64] [65] Compared with the sQTL approach, the ASAS approach is unique in that the two alleles are exposed to an identical cellular environment; thus, their splicing differences in the individual can be attributed to cis genetic effects. However, for the ASAS approach to work, a heterozygous SNP must be expressed outside of the alternatively spliced region to enable allele-specific read assignment while being sufficiently close to the alternative splicing event to be detected on the same RNA-seq read with this event. As a result of this limitation, certain events might not be accessible with the ASAS approach using short-read RNA-seq data; however, recent work has explored the use of long-read RNA-seq for identifying ASAS events. 66 In an interesting extension of the conventional ASAS approach applied to RNA-seq data of polyA þ mRNAs, Hsiao et al. integrated ASAS analysis with polyA þ and polyA À RNA-seq data for distinct subcellular compartments (cytosolic and nuclear). 67 By examining the allelic ratio of RNA-seq reads from mature cytosolic polyA þ mRNAs or from nuclear polyA À RNAs representing spliced-out products, the authors were able to identify both exonic and intronic variants affecting alternative splicing.
Widespread Variation and Phenotypic Association of Alternative Splicing in Human Populations
In the last few years, population-scale RNA-seq datasets have been generated for diverse tissues and cell types ( In addition to identifying QTLs affecting overall gene expression levels (expression QTLs or eQTLs), both studies discovered over 100 sQTLs. The largest LCL RNA-seq dataset was generated by the Geuvadis (Genetic European Variation in Health and Disease) Consortium, which performed RNA-seq on 462 LCL samples from five populations from the 1000 Genomes Project. 64 A major limitation of LCLs, however, is that they represent a single, relatively homogeneous cell type, whereas transcriptome regulation is strongly tissue and cell-type specific. More recently, 59 respectively; most sQTL genes were not eQTL genes; significant sQTLs tended to be shared among tissues, whereas tissue-specific sQTLs represented only 7%-21% of sQTLs, depending on the tissue type Chen et al. 73 monocytes, neutrophils, and T cells 197 CD14 þ monocytes, CD16 þ neutrophils, and naive CD4 þ T cells from up to 197 individuals; quantified splicing by using both PSI event-based measurements and relative abundances of transcript isoforms; identified over 2,000 genes with sQTLs at a 5% FDR in each of the three cell types Pala et al. 74 leukocytes 624 included a total of 624 individuals from Sardinia; first sQTL study to integrate whole-genome and RNA-seq data of multiple families to discover common and rare variants affecting splicing; identified 6,768 sQTLs Takata et al. 75 brain (prefrontal cortex) 206 identified 1,595 sQTLs in 1,341 unique genes; significant sQTLs were enriched with disease-associated GWAS loci, particularly loci associated with schizophrenia
The following abbreviations are used: FDR, false discovery rate; T2D, type 2 diabetes; and trQTL, transcript ratio QTL.
population Not only would human iPSCs be able to replace LCLs as a source of individual-specific, continuously expandable biological materials, but these cells can also be differentiated in vitro into many mature cell types, thus circumventing the bottleneck of availability and access in tissue-based RNA-seq studies.
Using these large-scale datasets, researchers have begun to define the landscape, genetic architecture, and phenotypic association of alternative splicing variation in human populations (Table 1) . Despite the differences in tissue and cell type, sample size, and sequencing depth, as well as the computational methods used for discovering sQTLs, several consensuses have emerged. These studies demonstrate that inheritable genetic variation of alternative splicing is widespread across diverse human tissues and cell types. Although sQTL SNPs tend to be enriched at the essential 5 0 and 3 0 splice sites, 57,69,72 many sQTLs can be attributed to SNPs located outside of the splice site regions. These SNPs can modify splicing enhancer or silencer elements as well as known RBP binding sites in exonic or intronic regions. 83 The approach of coupling sQTL results to GWAS signals has identified a large number of sQTLs in high linkage disequilibrium (LD) with previously identified GWAS SNPs ( Table 1 ), suggesting that SNPs affecting alternative splicing could be the causal variants underlying a substantial fraction of GWAS signals for complex traits and diseases. For example, an RNA-seq study of 206 human brain (prefrontal cortex) tissues reported significant enrichment of sQTLs among GWAS disease loci, particularly for GWAS SNPs associated with schizophrenia. 75 Similarly, an RNA-seq study of 89 pancreatic islets identified sQTLs in known type-2-diabetes-associated loci. 70 One key question is whether sQTLs identified in these studies are the primary contributors to GWAS-associated traits and diseases or merely reflect the secondary effects of SNPs that affect phenotypes via other layers of gene regulation. To address this question, an elegant study by Li et al. integrated multiple datasets to analyze eight types of regulatory QTLs in a cohort of LCLs from an African population. 84 The authors found that most sQTLs are independent of eQTLs, and sQTLs appear to have a comparable or even greater magnitude of effects on GWAS traits than eQTLs. These data suggest that splicing is a primary link between genetic variation and complex diseases, consistent with the prevalence of aberrant splicing as a primary cause of Mendelian diseases. 15, 17 Two examples of sQTLs that correlate with GWAS signals are highlighted here. SP140 is a tissue-restricted gene with high expression in lymphoid cells, 85 and its domain structure suggests a role in chromatin-mediated regulation of gene expression. 86 Several GWASs identified SP140 SNPs that are significantly associated with chronic lymphocytic leukemia, 87 multiple sclerosis, 88 Crohn disease, 89 and inflammatory bowel disease. 90 However, the causal mechanism underlying these GWAS signals remained unknown. On the basis of sQTL analysis of RNAseq data of LCLs from a European population, a significant sQTL signal was found for exon 7 of SP140, and the peak SNP was a C-to-T exonic SNP, rs28445040 ( Figures 4A  and 4B ). 57 Although this SNP does not alter the encoded protein sequence of SP140, minigene splicing reporter assays demonstrated its role in regulating the splicing level of SP140 exon 7, such that the T allele is associated with significantly reduced exon inclusion. 57 Because the exon is 78 bp in length, skipping of this exon would remove an in-frame 26 amino acid peptide from the protein product without affecting the downstream reading frame. Strikingly, this SNP is in high LD with GWAS SNPs of all four diseases ( Figure 4C ), suggesting that this is the causal variant underlying the association between SP140 and these diseases. Furthermore, the association between this sQTL and multiple sclerosis was replicated in a recent case-control study. 92 In another example, several studies identified an sQTL in exon 10 of ERAP2, 57,93,94 a gene encoding a protease that processes antigenic epitopes for MHC class I antigen presentation. 95 An A-to-G intronic SNP (rs2248374) within the 5 0 splice site of ERAP2
deactivates the canonical 5 0 splice site and activates a downstream cryptic 5 0 splice site. This change leads to the production of an aberrant transcript that contains a premature termination codon subject to nonsense-mediated mRNA decay. RNA-seq data of LCLs indicate a significant switch in splicing among different genotypes of rs2248374, along with a significant change in steady-state mRNA levels due to alternative-splicing-coupled mRNA decay ( Figures 4D and 4E ). The G allele is associated with lower levels of MHC class I molecules at the surface of B cells 94 and is in LD with GWAS signals for several diseases, such as Crohn disease 89 and inflammatory bowel disease 90 ( Figure 4F ). These two examples are just the tip of the iceberg for many sQTLs identified across various studies, and they illustrate that sQTLs can influence complex traits and diseases by altering protein activity and function (SP140) or mRNA stability and steady-state mRNA levels (ERAP2). It is also worth noting that the causal variants for these two GWAS-associated sQTLs are silent exonic (SP140) or intronic (ERAP2) and would therefore be missed by many commonly used tools for variant annotation. 96 
Characterizing Causal Variants of Alternative Splicing via Massively Parallel Reporter Assays
Although RNA-seq can reveal associations between genetic variants and alternative splicing, identifying the causal variants underlying the detected associations remains a challenging task. In an sQTL analysis, multiple variants within a haplotype block can be significantly associated with alternative splicing, but we do not know which variant(s) causally affect(s) splicing regulation. A widely used molecular biology approach to the study of splicing regulation is the minigene splicing reporter assay. 97 A minigene splicing reporter is constructed via the insertion of a piece of genomic DNA that contains the exon of interest and its flanking intronic sequences into a position where it is flanked either by exons from another gene (i.e., heterologous minigene reporter) or by the upstream and downstream constitutive exons from the same gene ( Figure 5A ). Site-directed mutagenesis within a minigene splicing reporter can be used for assessing the impact of specific genomic variants or splicing regulatory elements ( Figure 5B ). Coupled with high-throughput screens, minigene splicing reporters can be used for identifying splicing enhancer or silencer elements and discovering trans-acting factors or small-molecule compounds that regulate the splicing of specific exons. With recent advances in oligonucleotide synthesis technologies and high-throughput sequencing, massively parallel reporter assays (MPRAs) have become an increasingly popular approach to the study of gene regulation, including alternative splicing. 98 MPRAs test the functional impacts of many sequence variants in parallel. These sequences are inserted into a reporter construct and transfected into cells or combined with cellular extracts for RNA-seq data of 89 CEU individuals are from the Geuvadis project. 64 Sashimi plots were drawn with rmats2sashimiplot (see Web Resources). LD plots were drawn with Haploview 4.2 91 and include CEU individuals from the 1000 Genomes Project (phase 3). For each boxplot, the top and bottom of the box represent the third and first quartiles, respectively. The band in the middle of the box represents the median. The whiskers of each boxplot extend to the most extreme data points within 1.5 times the interquartile range from each box.
determining the functional impacts of sequence variants ( Figure 5C ). Two recent studies conducted MPRAs with minigene splicing reporters to determine the effects of cis sequence variants on splicing. RNA-seq. Leveraging the abundant synthetic reporter data, the authors were able to use machine learning to model splicing patterns and predict the effects of human SNPs on splicing. Interestingly, the models learned from alternative 5 0 and 3 0 splice sites can also predict exon skipping in vivo. In another study, Soemedi et al. developed a massively parallel splicing assay (MaPSy) to interrogate the effects of 4,964 exonic disease-causing mutations on alternative splicing. 100 The authors synthesized a 170 bp genomic sequence library for all mutant and wild-type exon pairs. Disease-mutation-containing exons that were less than or equal to 100 bp in length were selected and synthesized to include at least 55 bp of the upstream intron and at least 15 bp of the downstream intron. Two parallel assays were performed. The first assay tested the impact of the mutation on the exon's inclusion or skipping in vivo when the reporter was transfected into cells, and the second tested whether the mutation influenced the splicing of the upstream intron in vitro when the sequence was incubated with nuclear extracts. Even though they used distinct experimental systems, the two assays reached general agreement. Approximately 10% of the tested disease-causing mutations perturbed splicing in both assays. By contrast, only 3% of common SNPs perturbed splicing in both assays. CRISPR-Cas9-based genome editing could address these issues and has been used in recent work for characterizing splicing regulatory elements in endogenous genes.
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MPRAs are also limited by the ability to generate libraries; thus, not all exons or variants are assessable by current systems. Future improvements in oligonucleotide synthesis technologies could address this limitation and allow a broader set of exons and deep intronic variants to be examined.
Alternative Splicing Meets Machine Learning
There has been a long-standing interest in developing in silico methods of predicting alternative splicing. The basic scientific premise is that there exists a ''splicing code,'' a set of genomic and RNA features and associated rules that determine the splicing pattern of any primary transcript in a given cell type. 12 Machine learning serves the general purpose of learning underlying patterns from data to allow pattern recognition, classification, and prediction. In computational biology, machine learning has been extensively employed in genomics, transcriptomics, proteomics, and other domains. 103 For example, algorithms have been developed to predict regulatory elements such as promoters, enhancers, and splice sites. 103 Shortly after the EST-based discovery of widespread alternative splicing, several studies applied machine learning methods to predict a binary classification of alternative versus constitutive exons. [104] [105] [106] [107] Alternative exons have distinct sequence features such as exon and intron length, splice site strength, divisibility by three, sequence conservation within exonic and flanking intronic regions, and composition of oligonucleotides reflecting splicing regulatory elements. 107 Machine learning methods can leverage these features to predict whether an exon undergoes alternative splicing. [104] [105] [106] [107] In a landmark study, Barash et al. used quantitative splicing microarray data across 27 mouse tissues to predict tissue-specific patterns of alternative splicing. 108 They grouped the 27 tissues into four broad categories and converted the PSI value of each exon for each tissue category into three probabilities representing an increase, a decrease, or no change in exon inclusion in that tissue category. Then, the authors collected 1,014 features representing RNA sequence motifs and transcript features. They applied a single-layer logistic Bayesian network that models how individual features cooperate or compete to influence splicing in each tissue type. Importantly, the resulting splicing code can reveal novel regulatory features and predict mutation-induced changes in splicing patterns. This work represents a breakthrough in the field because it was the first demonstration that in silico models can successfully predict tissue-regulated alternative splicing. After this work, Xiong et al. added hidden layers to the Bayesian network to construct a Bayesian neural network (BNN). 109 These hidden layers helped the authors model non-linear relationships between features, leading to an improved prediction accuracy. Based on the BNN framework, the web tool AVISPA was constructed for splicing prediction and analysis and was trained with more data and an expanded feature set. 110 Recently, deep learning, a state-of-the-art machine learning technology, has been applied to predicting alternative splicing [111] [112] [113] ( Figure 5D ). Deep learning refers to methods that map raw input feature data to increasingly abstract feature representations, where higher layers contain more abstract representations. 114 Compared with canonical machine learning methods, deep learning is capable of automatically learning complex functions without a need for handcrafted features or rules, and it scales well to large and high-dimensional datasets. 114, 115 Deep learning has been successfully applied in a variety of fields, including image classification and speech recognition 114 and more recently in computational biology. 115 In two studies, Frey and colleagues used RNA-seq data from mouse and human tissues to construct deep learning models that predict the splicing levels of individual exons across different tissues 111 113 The integrative model generalizes well for RBP perturbation data and improves the accuracy of alternative splicing prediction. 113 Another interesting direction for future work is to incorporate chromatin states, epigenetic marks, and 3D genome organization in a predictive model, given that splicing is a co-transcriptional process and these features influence splicing via a variety of molecular mechanisms. 101 In addition to using machine learning techniques to directly predict splicing patterns and PSI values, other studies have adopted an alternative strategy of predicting splicing-altering genomic variants by using prior variant annotations as training data. [118] [119] [120] [121] The basic idea is to collect variants known to affect splicing and/or cause human diseases along with common ''splicing-neutral'' variants that are likely to have no effect on splicing and then build classifiers to distinguish these two categories of variants. The potential shortcomings of these approaches are that the classification of positive versus negative training data might not be accurate and that the results might suffer from selection bias or overfitting. Nonetheless, these tools offer a complementary strategy for evaluating the potential effects of genomic variants on splicing. An interesting method called ExonImpact was recently developed to prioritize disease-associated splicing-altering variants on the basis of the predicted effects of alternative splicing at the protein level. 121 The rationale behind this work is that not all aberrant splicing events are equally detrimental at the protein level, and pathogenic splicing mutations have distinct protein features that can be incorporated into the predictive model.
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Alternative Splicing for Disease Diagnosis Given the importance of splicing in disease pathogenesis and progression, several therapeutic strategies have been pursued for correcting splicing defects in disease. 17 A notable success is the recent FDA approval of nusinersen, an antisense oligonucleotide drug for correcting splicing in spinal muscular atrophy. 122 New data are emerging that alternative splicing might provide diagnostic biomarkers for disease status or outcome. 26 An example of the predictive power of alternative splicing for disease prognosis was demonstrated in two recent studies showing that alternative splicing profiles can predict cancer patients' survival time at a comparable and often better accuracy than gene expression levels. 54, 123 One possible explanation for these observations is the intrinsic feature of alternative splicing data. Given that alternative splicing is quantified as the relative ratio of multiple isoforms from a single gene, alternative splicing data are self-normalized on a per-gene basis and can be viewed as having an ''internal control'' that could provide a more robust molecular signature than gene expression levels, especially for large clinical RNA-seq datasets that are prone to technical biases and confounding issues. 54 Consistent with these observations, a new study reported that alternative-splicing-based classifiers generally outperform gene-expression-based classifiers for a wide range of biological classification problems. 124 In a major advance with broad implications, Cummings et al. demonstrated the potential of RNA-seq and alternative splicing analysis for diagnosing rare diseases. 55 The authors analyzed the muscle transcriptomes of 63 individuals with muscle disorders and compared their RNA-seq data with GTEx RNA-seq data of 184 control muscle samples. Of the 63 individuals with muscle disorders, 50 were genetically undiagnosed. Strikingly, through RNA-seq analysis, the authors obtained a genetic diagnosis for 35% of the previously undiagnosed individuals by identifying novel disease-associated aberrant splicing events in known disease-associated genes. In four individuals, a recurrent aberrant splicing event was discovered in COL6A1, in which a GC-to-GT genetic variant created a novel 5 0 splice site, leading to the exonization of a 72 bp intronic segment that disrupted the COL6A1 protein product. This variant would not be easily identifiable by exome or genome sequencing alone, given that exome sequencing would miss this deep intronic variant, and genome sequencing would identify too many variants, making it difficult to determine their pathogenicity in the absence of RNA-seq information. Thus, this study offers an important proof of concept that alternative splicing analysis via the integration of RNA-seq with exome or genome sequencing improves disease diagnosis.
Conclusions
The past decade since the advent of RNA-seq has seen tremendous growth in the amount of human transcriptome data. Advances in RNA-seq technologies and computational methods have transformed the study of alternative splicing in health and disease. Population-scale RNA-seq studies have discovered many naturally occurring genomic variants that modulate alternative splicing. Many of these variants are associated with GWAS signals, suggesting a ubiquitous contribution of alternative splicing to phenotypic variability and disease susceptibility in human populations. These genetically regulated, GWAS-associated mRNA isoforms are prime candidates for functional studies of alternative splicing. Future work using isoform-specific gain-of-function or loss-of-function assays should elucidate how genetic variation of alternative splicing affects gene functions and consequently cellular and organismal phenotypes. The prevalent role of alternative splicing in Mendelian and complex diseases suggests that evaluating the impact of genomic variants on splicing needs to be an integral part of clinical variant prioritization. Many computational tools and online resources exist for prioritizing and annotating variants discovered by exome or genome sequencing. 96 Most tools are designed to predict the pathogenic effects of missense variants on protein products. However, there is overwhelming evidence that missense, nonsense, and silent variants within exons, as well as intronic variants, can disrupt splicing and cause disease. 14 Currently, it is challenging to predict the pathogenic effects of splicing variants within exonic and intronic regions, except for variants affecting the conserved splice site signals, and they are thus ignored by many commonly used pipelines for variant assessment. 96 Recent advances in experimental (e.g., MPRAs) and computational (e.g., deep learning) tools will allow researchers and clinicians to screen a large number of variants for their effects on splicing in a systematic and unbiased manner. Beyond SNPs, other non-SNP variants such as indels or short tandem repeats can modify cis splicing regulatory elements and affect alternative splicing. 125, 126 The genetic associations between these non-SNP variants and alternative splicing can also be discovered and characterized by the computational and experimental approaches described in this review. A comprehensive catalog of alternative splicing variation in human populations, along with the ability to discover and characterize splicing-altering variants in specific individuals, holds great value for improving disease diagnoses and ultimately patient care in the era of sequencing and precision medicine.
