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Uvod
Cilj ovog diplomskog rada jest dati kratki pregled teorije skrivenih Markovljevih modela
te predlozˇiti metodu za odredivanje njihove kompleksnosti. Skriveni Markovljevi modeli
se danas primjenjuju u raznim podrucˇjima, poput prepoznavanja govora i rukopisa, analizi
vremenskih nizova i dr. Specijalno, model povremeno neposˇtene kockarnice, opisan u
ovom radu, cˇesto se primjenjuje za modeliranje genoma u bioinformatici.
U prvom poglavlju dan je kratki pregled osnovnih pojmova iz vjerojatnosti i statistike
te definicija Shannonove entropije. U drugom poglavlju definirani su Markovljevi lanci te
je dana formalna definicija skrivenih Markovljevih modela, uz jednostavan primjer. Trec´e
poglavlje sadrzˇi opis nekih algoritama korisˇtenih pri simulaciji i procjeni parametara mo-
dela. U cˇetvrtom poglavlju kratko su definirani neki informacijski kriteriji te pokazana
njihova primjena na nasˇim rezultatima, te je na kraju predlozˇena bolja metoda procjene
kompleksnosti skrivenih Markovljevih modela.
1
Poglavlje 1
Osnovni pojmovi
1.1 Vjerojatnost
Definicija 1.1.1. Pod slucˇajnim pokusom podrazumijevamo takav pokus cˇiji ishodi, od-
nosno rezultati nisu jednoznacˇno odredeni uvjetima u kojima izvodimo pokus. Rezultate
slucˇajnog pokusa nazivamo dogadajima.
Definicija 1.1.2. Neka je A dogadaj vezan uz neki slucˇajni pokus. Pretpostavimo da smo
taj pokus ponovili n puta i da se u tih n ponavljanja dogadaj A pojavio tocˇno nA puta. Tada
broj nA zovemo frekvencija dogadaja A, a broj nAn relativna frekvencija dogadaja A.
Definicija 1.1.3. Osnovni objekt u teoriji vjerojatnosti jest neprazan skup Ω koji zovemo
prostor elementarnih dogadaja i koji reprezentira skup svih ishoda slucˇajnih pokusa. Ako
je Ω konacˇan ili prebrojiv, govorimo o diskretnom prostoru elementarnih dogadaja. Pros-
tor elementarnih dogadaja je kontinuiran ako je Ω neprebrojiv skup. Tocˇke ω iz skupa Ω
zvat c´emo elementarni dogadaji
Oznacˇimo sa P(Ω) partitivni skup od Ω.
Definicija 1.1.4. Familija F podskupova od Ω (F ⊂ P(Ω)) jest σ− algebra skupova (na
Ω) ako je:
F1. ∅ ∈ F
F2. A ∈ F ⇒ Ac ∈ F
F3. Ai ∈ F , i ∈ N⇒ ∪∞i=1Ai ∈ F
Definicija 1.1.5. Neka jeF σ-algebra na skupu Ω. Ureden par (Ω,F ) se zove izmjeriv prostor
Sad mozˇemo definirati vjerojatnost.
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Definicija 1.1.6. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F → R jest vjerojatnost
ako vrijedi:
P1. P(Ω) = 1 (normiranost vjerojatnosti)
P2. P(A) ≥ 0, A ∈ F (nenegativnost vjerojatnosti)
P3. Ai ∈ F , i ∈ N i Ai ∩ A j = ∅ za i , j⇒ P(∪∞i=1Ai) =
∑∞
i=1 P(Ai) (prebrojiva ili σ -
aditivnost vjerojatnosti)
Definicija 1.1.7. Uredena trojka (Ω,F ,P) gdje je F σ−algebra na Ω i P vjerojatnost na
F , zove se vjerojatnosni prostor.
Definicija 1.1.8. Neka je (Ω,F ,P) vjerojatnosni prostor. Elemente σ−algebre zovemo
dogadaji, a broj P(A), A ∈ F se zove vjerojatnost dogadaja A.
Buduc´i da radimo sa slucˇajnim varijablama, potrebno je definirati otvoreni skup.
Definicija 1.1.9. Neka je x ∈ Rn i r > 0. Skup
K(x, r) = {y ∈ Rn : d(x, y) < r}
=
y ∈ Rn :
√
n∑
i=1
(xi − yi)2 < r

nazivamo otvorena kugla oko x radijusa r. Skup A ⊂ Rn je otvoren ako vrijedi
∀x ∈ A,∃r > 0,K(x, r) ⊂ A.
Otvorena okolina tocˇke x ∈ Rn je svaki otvoreni skup koji sadrzˇi tocˇku x.
Definicija 1.1.10. Oznacˇimo sa B σ−algebru generiranu familijom svih otvorenih sku-
pova na skupu realnih brojeva R. B zovemo σ − algebra skupova na R, a elemente
σ−algebre B zovemo Borelovi skupovi.
Buduc´i da je svaki otvoreni skup na R prebrojiva unija otvorenih intervala (a, b) = {x ∈
R, a < x < b}, a, b ∈ R, lako je dokazati da vrijedi
B = σ{(a, b); a, b ∈ R, a < b}
Definicija 1.1.11. Neka je (Ω,F ,P) vjerojatnosni prostor. Funkcija X : Ω → R jest
slucˇajna varijabla (na Ω) ako je X−1(B) ∈ F za proizvoljno B ∈ B, odnosno X−1(B) ⊂ F .
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Definicija 1.1.12. Neka je (Ω,F ,P) proizvoljan vjerojatnosni prostor i A ∈ F takav da je
P(A) > 0. Definiramo funkciju PA : F → [0, 1] ovako:
PA(B) = P(B|A) = P(A ∩ B)
P(A)
, B ∈ F . (1.1)
Lako je provjeriti da je PA vjerojatnost na F i nju zovemo vjerojatnost od B uz uvjet A.
Definicija 1.1.13. Neka je (Ω,F ,P) vjerojatnosni prostor i Ai ∈ F , i ∈ I proizvoljna
familija dogadaja. Kazˇemo da je to familija nezavisnih dogadaja ako za svaki konacˇan
podskup razlicˇitih indeksa i1, i2, ..., ik vrijedi
P(∩ki=1Ai j) =
k∏
j=1
P(Ai j). (1.2)
Neka je X slucˇajna varijabla na diskretnom vjerojatnosnom prostoru (Ω,P(Ω),P) i neka
je
X =
(
a1 a2 . . .
p1 p2 . . .
)
njena distribucija, odnosno vrijedi P(ai) = pi.
Definicija 1.1.14. Funkcija gustoc´e vjerojatnosti od X ili, krac´e, gustoc´a od X jest funk-
cija fX = f : R→ R+ definirana sa
f (x) = P{X = x} =
0, x , aipi, x = ai , x ∈ R
Definicija 1.1.15. Funkcija distribucije slucˇajne varijable X jest funkcija FX = F : R →
[0, 1] definirana sa
F(x) = P{X ≤ x} = P{ω; X(ω) ≤ x}, x ∈ R.
1.2 Statistika
Definicija 1.2.1. Za model T = { f (·; θ) : θ ∈ Θ}, f (·; θ) : R→ [0,+∞ >,Θ ⊂ R kazˇemo da
je regularan ako su zadovoljeni sljedec´i uvjeti:
i) sup f (·; θ) = {x ∈ R : f (x; θ) > 0} ne ovisi o θ ∈ Θ
ii) Θ je otvoreni interval u R
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iii) ∀x ∈ R, θ → f (x; θ) je diferencijabilna na Θ
iv) Za slucˇajnu varijablu X kojoj je f funkcija gustoc´e vrijedi:
0 < I(θ) := Eθ[(
∂
∂θ
log f (x; θ))2] < ∞
Broj I(θ) se zove Fisherova informacija.
v) ∀θ ∈ Θ, ddθ
∫
R
f (x; θ)dx =
∫
R
∂
∂θ
f (x; θ)dx = 0, ako se radi o neprekidnoj slucˇajnoj
varijabli, odnosno ∀θ ∈ Θ, ddθ
∑
x f (x; θ) =
∑
x
∂
∂θ
f (x; θ) = 0, ako je rijecˇ o diskretnoj
slucˇajnoj varijabli.
Definicija 1.2.2. Neka je (Ω,F ) izmjeriv prostor i P familija vjerojatnosnih mjera na
(Ω,F ). Uredena trojka (Ω,F ,P) se zove statisticˇka struktura.
Definicija 1.2.3. n-dimenzionalni slucˇajni uzorak na statisticˇkoj strukturi (Ω,F ,P) je niz
(X1, ..., Xn) slucˇajnih varijabli na izmjerivom prostoru (Ω,F ) takav da su slucˇajne varijable
X1, . . . , Xn nezavisne i jednako distribuirane ∀P ∈ P.
Definicija 1.2.4. Neka je X = (X1, ..., Xn) slucˇajan uzorak iz modela P, P = { f (·; θ) : θ ∈
Θ},Θ ⊂ Rm. Ako je X = (X1, ..., Xn) jedna realizacija odX, tada je vjerodostojnost funkcija
L : Θ→ R
L(θ) = L(θ|X) :=
n∏
i=1
f (Xi; θ)
Statistika θˆ = θˆ(X) je procjenjitelj maksimalne vjerodostojnosti (MLE) ako vrijedi
L(θˆ|X) = max
θ∈Θ
L(θ|X)
Definicija 1.2.5. Za opazˇenu vrijednost x od Xn, l : Θ→ R,
l(θ) = l(θ|X) = log L(θ|X) =
n∑
i=1
log f (xi : θ)
je log-vjerodostojnost.
Definicija 1.2.6. Procjenitelj T = t(X) za τ(θ) ∈ R je nepristran ako vrijedi
∀θ ∈ Θ, Eθ(T ) = τ(θ).
Procjenitelj koji nije nepristran je pristran.
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Definicija 1.2.7. Niz procjenitelja (Tn : n ∈ N) je konzistentan procjenitelj za θ ako za
proizvoljni  > 0 vrijedi
lim
n→∞Pθ{|Tn − θ| ≥ } = 0
Teorem 1.2.8. Neka je Xn = (X1, ..., Xn) slucˇajan uzorak iz regularnog modela P, uz do-
datnu pretpostavku da je θ → f (x; θ) neprekidno diferencijabilna. Tada jednadzˇba vjero-
dostojnosti
∂
∂θ
l(θ|Xn) = 0
na dogadaju cˇija vjerojatnost tezˇi ka 1 za n → ∞ ima korjen θˆn = θˆn(Xn) takav da je
θˆn
Pθ−→ θ, za n→ ∞.
Napomena 1.2.9. Ako jednadzˇba vjerodostojnosti ima jedinstvenu stacionarnu tocˇku θˆn
Pθ0−−→
θ0, tada Teorem 1.2.8 tvrdi da ona mora biti konzistentan procjenitelj za θ0. Ako je MLE
jedinstvena stacionarna tocˇka kao tocˇka lokalnog maksimuma, onda je MLE konzistentan
procjenitelj za θ.
Lema 1.2.10. Neka je X∼B(n, θ) gdje je θ vjerojatnost uspjeha. Tada je procjenitelj mak-
simalne vjerodostojnosti za θ relativna frekvencija uspjeha.
Dokaz. Oznacˇimo sa n broj pokusˇaja, a sa k broj uspjeha. Tada je vjerojatnost da smo
imali tocˇno k uspjeha dana s
f (θ) = P(X = k) =
(
n
k
)
θk(1 − θ)n−k, k = 0, 1, 2, ..., n
Nadimo stacionarne tocˇke koje su kandidati za lokalni maksimum:
f ′(θ) =
(
n
k
)
[kθk−1(1 − θ)n−k − θk(n − k)(1 − θ)n−k−1]
=
(
n
k
)
[θk−1(1 − θ)n−k−1(k(1 − θ) − (n − k)θ)]
= 0
⇒ k − kθ − nθ + kθ = 0
⇒ nθ = k
⇒ θ = kn 
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1.3 Shannonova entropija
Definicija 1.3.1. Za danu slucˇajnu varijablu X sa vjerojatnostima P(xi) i za diskretan skup
dogadaja x1, ..., xK definiramo Shannonovu entropiju s
H(X) = −
K∑
i=1
P(xi) log(P(xi)) (1.3)
Da bismo intuitivno shvatili o cˇemu je rijecˇ razmotrimo primjer bacanja novcˇic´a:
U ovom slucˇaju, imamo dva moguc´a simbola (K = 2), i oba se pojavljuju s vjerojatnosˇc´u
p(xi) = 12 .
Jednostavnim uvrsˇtavanjem u formulu entropije dobivamo H(X) = 1 bit/simbol. Dakle,
vrijednost entropije u ovisnosti o vjerojatnosti pojave pisma/glave kod bacanja novcˇic´a je
1 bit/simbol.
Za slucˇaj “neposˇtenog” novcˇic´a koji uvijek daje pismo, imamo p(x1) = 1, p(x2) = 0,
dobivamo ocˇekivano H(X) = 0 bit/simbol (0 log 0 = 0, jer vrijedi x log x → 0 kada x →
0). Uvrsˇtavanjem svih moguc´ih vjerojatnosti pojave pisma u formulu entropije, dobivamo
graf ovisnosti vrijednosti entropije o toj vjerojatnosti (1.1). Maksimum (1 bit/simbol) je
postignut kada je vjerojatnost pisma jednaka vjerojatnosti glave (p = 12 ). Primijetimo
simetriju ovog grafa. Svejedno je pojavljuje li se s vec´om vjerojatnosˇc´u pismo ili glava.
Slika 1.1: Vrijednost entropije u ovisnosti o vjerojatnosti pojave pisma kod bacanja novcˇic´a
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Pretpostavimo da su zadane dvije funkcije visˇe varijabli f , ϕ : D → R definirane na
skupu D ⊆ Rk. Funkciji ϕ pridruzˇimo implicitnu jednadzˇbu ϕ(y1, ..., yk) = 0 i pripadajuc´i
skup S ⊆ D definiran tom jednadzˇbom S = {(y1, ..., yk) ∈ D | ϕ(y1, ..., yk) = 0}.
Definicija 1.3.2. Ako za tocˇku T0 = (x10, ..., xk0) ∈ S postoji okolina K(T0, δ) ⊆ D tako da
je
f (x1, ..., xk) < f (x10, ..., xk0), ∀(x1, ..., xk) ∈ S ∩ K(T0, δ) \ {T0}
onda kazˇemo da funkcija f u tocˇki T0 ima uvjetni lokalni maksimum uz uvjet
ϕ(x1, ..., xk) = 0.
Problem uvjetnog lokalnog maksimuma z = f (x1, ..., xk)→ maxϕ(x1, ..., xk) = 0
cˇesto rjesˇavamo uvodenjem Lagrangeove funkcije L(x1, ..., xk, λ):
L(x1, .., xk, λ) = f (x1, ..., xk) + λϕ(x1, ..., xk), (x1, ..., xk) ∈ D, λ ∈ R.
Parametar λ zove se Lagrangeov multiplikator.
Lema 1.3.3. Uniformno distribuirani parametri imaju maksimalnu entropiju.
Prije samog dokaza prisjetimo se Bolzano-Weierstrassova i Rolleova teorema:
Teorem 1.3.4. (Bolzano-Weierstrass): Neka je funkcija f : [a, b] → R neprekidna na
segmentu [a, b] ⊂ R. Tada je f ([a, b]) = [m,M] takoder segment.
Napomena 1.3.5. Tvrdnja teorema mozˇe se razdvojiti na tri dijela:
1. f je ogranicˇena na [a, b], odnosno postoje m = inf[a,b] f i M = sup[a,b] f .
2. funkcija f postizˇe svoj minimum i maksimum na [a, b], odnosno postoje xm, xM ∈
[a, b] takvi da vrijedi f (xm) = m i f (xM) = M.
3. za svaki C ∈ (m,M), postoji c ∈ [a, b] takav da je f (c) = C.
Teorem 1.3.6. (Rolle): Neka je f : I → R, diferencijabilna na otvorenom intervalu I ⊂ R
i neka za a, b ∈ I, a < b, vrijedi f (a) = f (b) = 0. Tada postoji c ∈ (a, b) takav da je
f ′(c) = 0
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Dokaz. (Lema (1.3.3)): Definiramo funkcije f : [0, 1]k → R i ϕ : [0, 1]k → R s
f (p1, ..., pk) = −
k∑
i=1
pi log pi
ϕ(p1, ..., pk) =
k∑
i=1
pi − 1.
Neka je λ Lagrangeov multiplikator. Definiramo funkciju g : Rk → R sa
g(p1, ..., pk) = f (p1, ..., pk) + λϕ(p1, ..., pk)
Funkcija g je klase C∞ na zatvorenom skupu [0, 1]k, znacˇi da je ujedno i neprekidna
pa prema Bolzano-Weierstrassovom teoremu poprima minimum m i maksimum M na tom
skupu. Buduc´i da funkcija g nije konstantna funkcija na [0, 1]k barem jedna od te dvije
vrijednosti se nalazi unutar otvorenog skupa (0, 1)k.
Funkcija g je strogo pozitivna na (0, 1)k, u rubovima je jednaka 0, stoga c´e prema Rolleovom
teoremu stacionarna tocˇka biti maksimum.
Trazˇimo stacionarne tocˇke te funkcije.
dg
dpi
= − log pi − 1 + λ = 0
log pi = λ − 1
pi = exp(λ − 1)
k∑
i=1
pi = 1 ⇒ k exp(λ − 1) = 1
Slijedi da funkcija g postizˇe maksimum u tocˇki pM = (p1, ..., pk)
pi =
1
k
, i = 1, ..., k
. 
Poglavlje 2
Skriveni Markovljev model
2.1 Markovljevi lanci
Definicija 2.1.1. Neka je S skup. Slucˇajan proces s diskretnim vremenom i prostorom sta-
nja S je familija X = (Xn : n ≥ 0) slucˇajnih varijabli definiranih na nekom vjerojatnosnom
prostoru (Ω,F ,P) s vrijednostima u S. Dakle, za svaki n ≥ 0 je Xn : Ω → S slucˇajna
varijabla.
Definicija 2.1.2. Neka je S prebrojiv skup. Slucˇajni proces X = (Xn : n ≥ 0) definiran na
vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je
Markovljev lanac prvog reda ako vrijedi
P(Xn+1 = j|Xn = i, Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j|Xn = i) (2.1)
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti dobro
definirane.
Svojstvo u relaciji (2.1) naziva se Markovljevim svojstvom.
Definicija 2.1.3. Oznacˇimo sa pi j = P(Xt+1 = j | Xt = i) vjerojatnost da slucˇajna varijabla
X prijede u stanje j u trenutku t + 1, ako je u trenutku t bila u stanju i. Vrijednost pi j
nazivamo prijelazna (tranzicijska) vjerojatnost.
Markovljev lanac zajedno sa zadanim prijelaznim vjerojatnostima nazivamo
Markovljevim modelom.
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2.2 Skriveni Markovljev model (HMM)
Skriveni Markovljevi modeli su statisticˇki modeli koji imaju sˇiroku primjenu u moleku-
larnoj biologiji, prepoznavanju govora i racˇunalnom prevodenju.
Kod obicˇnog Markovljevog modela niz stanja koji emitira neki niz opazˇanja nam je uvi-
jek poznat. Kod skrivenog Markovljevog modela, imamo niz stanja i niz simbola. Svaki
simbol ovisi jedino o trenutnom stanju u kojem se proces nalazi. Zato generiranje sim-
bola iz stanja modeliramo Markovljevim lancem nultog reda sˇto je upravo niz nezavisnih
dogadaja. Niz stanja skrivenog Markovljevog modela modeliran je Markovljevim lancem
prvog reda, tj. vjerojatnost da se nalazimo u nekom stanju ovisi samo o prethodnom stanju.
Formalno recˇeno:
Definicija 2.2.1. Skriveni Markovljev model prvog reda (eng. Hidden Markov model, HMM)
je skup slucˇajnih varijabli koji se sastoji od dva podskupa, Q i O:
• Q = Q1, ...,QN - skup slucˇajnih varijabli koje poprimaju diskretne vrijednosti
• O = O1, ...,ON - skup slucˇajnih varijabli koje poprimaju diskretne ili kontinuirane
vrijednosti.
Te varijable zadovoljavaju sljedec´e uvjete:
1.
P(Qt|Qt−1,Ot−1, ...,Q1,O1) = P(Qt|Qt−1) (2.2)
2.
P(Ot|QT ,OT , ....,Qt+1,Ot+1,Qt,Qt−1,Ot−1, ...,Q1,O1) = P(Ot|Qt) (2.3)
Uocˇili smo da, osim niza stanja kroz koja proces prolazi (pripadne slucˇajne varija-
ble oznacˇili smo sa Qi), promatramo i niz opazˇanja (simbola, pripadne slucˇajne varijable
oznacˇili smo sa Oi).
Da pojasnimo, relacija (2.2) predstavlja vjerojatnost da smo, za neko t ∈ {1, 2, ...,N},
u stanju Qt uz uvjet da su se dogodila sva prethodna stanja Q1, ...,Qt−1 i emitirali simboli
O1, ...,Ot−1 jednaka tranzicijskoj vjerojatnosti iz stanja Qt−1 u stanje Qt.
Relacija (2.3) povlacˇi da realizacija nekog opazˇanja u sadasˇnjem stanju ovisi samo o tom
stanju. Vjerojatnosti iz relacije (2.3) nazivamo emisijska vjerojatnost.
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Skriveni Markovljev model zadan je sljedec´im parametrima:
• N - broj stanja u kojima se proces mozˇe nalaziti
S = {1, ...,N} (2.4)
S - skup svih stanja procesa
• M - broj moguc´ih opazˇanja
B = {b1, ..., bM} (2.5)
B - skup svih opazˇenih vrijednosti
• L - duljina opazˇenog niza
X = (x1, ..., xL) (2.6)
X - opazˇeni niz
• A - matrica tranzicijskih vjerojatnosti
A = {ai j}, ai j = P(Qt+1 = j|Qt = i), 1 ≤ i, j ≤ N (2.7)
• E - matrica emisijskih vjerojatnosti
E = {e j(k)}, e j(k) = P(Ot = bk|Qt = j), 1 ≤ j ≤ N, 1 ≤ k ≤ M (2.8)
Primijetimo da nam je kod Markovljevog modela nultog reda niz stanja koji emitira neki
niz simbola poznat.
Kod skrivenog Markovljeva modela stanja su “skrivena”, odnosno ne znamo ih pri opazˇanju
nekog niza vrijednosti ili simbola. Medutim, taj niz vrijednosti nam je poznat i pomoc´u
njega mozˇemo donijeti neke zakljucˇke o nizu stanja koji nam je nepoznat.
2.3 Primjer skrivenog Markovljevog modela
Imamo dvije neposˇtene igrac´e kocke. Jedna kocka, koju oznacˇavamo K1, ima vjero-
jatnost da dobijemo jedinicu 45 , a vjerojatnost preostalih ishoda je
1
25 , dok druga kocka, u
oznaci K4 ima vjerojatnost da padne cˇetvorka 34 , a vjerojatnost preostalih ishoda je
1
20 .
Pretpostavimo da pocˇinjemo sa K1. Vjerojatnost da c´emo ponovo koristiti K1 je 95%,
dok je vjerojatnost da c´emo je zamijeniti sa K4 5%. Kad smo jednom K1 zamijenili sa K4,
u 85% slucˇajeva c´emo je i nastaviti koristiti. Vjerojatnost da je zamijenimo sa K1 je 15%.
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1 0.8
2 0.04
3 0.04
4 0.04
5 0.04
6 0.04
1 0.05
2 0.05
3 0.05
4 0.75
5 0.05
6 0.05
0.05
0.15
0.95 0.85
Slika 2.1
Koristimo li notaciju za HMM, nasˇ model zapisujemo na sljedec´i nacˇin:
• N=2
S = {K1,K4}
• M=6
B = {1, 2, 3, 4, 5, 6}
• Matrica tranzicijskih vrijednosti je dana s:
A =
(
0.95 0.05
0.15 0.85
)
gdje je a11 = P(K1|K1) - vjerojatnost da je nakon K1 ponovo bacˇena K1, a12 =
P(K4|K1) - vjerojatnost bacanja K4, ako je prethodno bacˇena K1, a21 = P(K1|K4) -
vjerojatnost da je nakon bacanja K4 bacˇena K1 i a22 = P(K4|K4) - vjerojatnost da je
nakon K4 opet bacˇena K4.
• Matrica emisijskih vjerojatnosti je:
E =
(
0.8 0.04 0.04 0.04 0.04 0.04
0.05 0.05 0.05 0.75 0.05 0.05
)
Prvi redak cˇine emisijske vjerojatnosti elemenata iz B u stanju K1, a drugi redak
emisijske vjerojatnosti elemenata iz B u stanju K4
Proces koji modelira izbor kocki je Markovljev proces prvog reda sa stanjima u S.
Kocke su stanja i prijelaz iz jedne kocke u drugu se mozˇe opisati Markovljevim lancem.
Emisijske vjerojatnosti simbola iz B su u svakom od stanja razlicˇite i ne ovise o prijasˇnjim
stanjima.
Mozˇemo rec´i da smo dali primjer skrivenog Markovljevog modela prvog reda.
Poglavlje 3
Algoritmi za analizu HMM
Kao sˇto se vidi iz prethodnog primjera, ako imamo niz simbola, odnosno opazˇenih vri-
jednosti, npr. X = (1, 2, 1, 2, 5, 6, 4, 4, 3), nepoznat nam je niz stanja - on je skriven. Ipak,
pomoc´u niza simbola moguc´e je:
• odrediti najvjerojatniji niz stanja za dani niz simbola koristec´i Viterbijev algoritam.
• procijeniti parametre uvjetne maksimalne vjerodostojnosti koristec´i Viterbijevo tre-
niranje.
• bolje procijeniti parametre uvjetne maksimalne vjerodostojnosti koristec´i Viterbi-
jevo treniranje modificirano deterministicˇkim kaljenjem.
Uvedimo neke oznake. Niz opazˇenih simbola c´emo oznacˇiti s X = (x1, ..., xn). Pripa-
dajuc´i niz skrivenih stanja nazivamo stazom pi = (pi1, ..., pin). Za tranzicijske i emisijske
vjerojatnosti koristit c´emo vec´ spomenute oznake akl i ek(b).
Staza slijedi Markovljev lanac tako da vjerojatnost stanja u trenutku i ovisi o prethodnom
stanju u trenutku i − 1. Lanac je karakteriziran tranzicijskim vjerojatnostima
akl = P(pii = l|pii−1 = k),
pri cˇemu tranzicijsku vjerojatnost a0k mozˇemo smatrati vjerojatnosˇc´u da pocˇnemo u stanju
k. Emisijska vjerojatnost, odnosno vjerojatnost da je simbol b vidljiv u stanju k, definirana
je s
ek(b) = P(xi = b|pii = k).
14
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3.1 Viterbijev algoritam
Cilj Viterbijevog algoritma je danom nizu opazˇenih simbola pridruzˇiti najvjerojatniju
stazu pi∗, tj. onu stazu za koju vrijedi
pi∗ = arg max
pi
P(x, pi) = arg max
pi
P(pi|x),
pri cˇemu je vjerojatnost P(x, pi) definirana kao:
P(x, pi) = a0pi1
n∏
i=1
epii(xi)apiipii+1 (3.1)
gdje a0pi1 i apinpin+1 koristimo za modeliranje pocˇetka i kraja te stavljamo a0pi1 = apinpin+1 = 1.
Takvu stazu pi∗ dobivenu Viterbijevim algoritmom nazivamo Viterbijev put ili Viterbijev
prolaz.
Pretpostavimo da je za sva stanja k poznata vjerojatnost najvjerojatnije staze koja u sta-
nju k zavrsˇava sa simbolom xi,
vk(i) = P(x1, . . . , xi|pit = k).
Tada se vjerojatnost optimalne staze kroz model gdje su emitirani x1, . . . , xi+1 i koji zavrsˇava
u stanju l mozˇe izraziti rekurzivno:
vl(i + 1) = el(xi+1) max
k
(vk(i)akl).
Viterbijev algoritam se sastoji od cˇetiri koraka:
1. Inicijalizacija (i=0):
v0(0) = 1, vk(0) = 0, k > 0
2. Rekurzija (i=1,...,n):
vl(i) = el(xi) max
k
(vk(i − 1)akl)
ptri(l) = arg max
k
(vk(i − 1)akl)
3. Kraj:
P(x, pi∗) = max
k
vk(n)ak0
pi∗n = arg maxk
(vk(n)ak0)
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4. Povratak unazad (i=n,...,1):
pi∗i−1 = ptri(pi
∗
i )
Napomenimo josˇ da se Viterbijev algoritam u praksi uvijek izvodi u log-prostoru, od-
nosno, racˇunamo log(vl(i)). Time se mnozˇenje mnogo malih vjerojatnosti pretvara u zbra-
janje te brojevi ostaju razumni.
3.2 Viterbijevo treniranje
Funkcija cilja u procjeni maksimalne vjerodostojnosti je maksimizacija relacije (3.1)
preko svih staza pi za dani niz simbola X. Neka je zadan model M, te neki inicijalni pa-
rametri θ. Viterbijevim algoritmom pronademo najbolju stazu pi∗ = arg maxpi P(x, pi) kroz
model M. Na taj nacˇin svakom simbolu iz X pridruzˇimo stanje. Sada mozˇemo odrediti
emisijske i tranzicijske frekvencije. Prema lemi 1.2.10, relativne frekvencije su procjenite-
lji maksimalne vjerodostojnosti, one su novi parametri modela i proces se iterira. Opisana
procedura pronalazi vrijednost θ koja maksimizira vjerodostojnost najvjerojatnijeg niza
skrivenih stanja, ako se ne zaustavi u nekom lokalnom maksimumu.
3.3 Deterministicˇko kaljenje
Kaljenje provodimo na konveksnoj kombinaciji parametara maksimalne entropije i de-
terministicˇki izracˇunatih parametara. U pocˇetku je doprinos deterministicˇki odredenih pa-
rametara jako mali, tj. zadajemo visoku vrijednost parametra kaljenja γ na nekom in-
tervalu, koju kroz iteracije smanjujemo te time mijenjamo omjer u korist deterministicˇki
odredenih parametara. Dodavanje parametara maksimalne entropije sluzˇi izbjegavanju lo-
kalnih optimuma.
U prvoj iteraciji zadajemo inicijalne parametre modela. Ulazni parametri za Viterbijevo
treniranje su konveksne kombinacije parametara maksimalne entropije i inicijalnih parame-
tara. Kada je izracˇunata najvjerojatnija staza kroz model, racˇunamo tranzicijske i emisijske
relativne frekvencije. U svakom sljedec´em koraku ulazni parametri su konveksne kombi-
nacije parametara maksimalne entropije i relativnih frekvencija izracˇunatih u prethodnom
koraku.
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Konkretnije, deterministicˇko kaljenje provodi se na sljedec´i nacˇin:
Inicijalizacija:
Tu = zadani tranzicijski parametri
Eu = zadani emisijski parametri
f lT i f lE su tranzicijski odnosno emisijski parametri maksimalne entropije
Petlja:
Dok je brojacˇ manji od ukupnog broja iteracija radi:
1.  T = γ f lT + (1 − γ)TuE = γ f lE + (1 − γ)Eu
γ - parametar kaljenja
2. Viterbijevim algoritmom racˇunamo najvjerojatniju stazu kroz model i maksimalnu
vjerodostojnost
3. Racˇunamo relativne tranzicijske i emisijske frekvencije
4.  Tu = relativne tranzicijske frekvencije izracˇunate u koraku 3.Eu = relativne emisijske frekvencije izracˇunate u koraku 3.
5. Provjera uvjeta petlje
Kraj:
Imamo matrice relativnih tranzicijskih i emisijskih parametara i maksimalnu vjerodos-
tojnost koju smo dobili u koraku 2.
Poglavlje 4
Rezultati
U radu su korisˇteni programski jezici Python i R.
4.1 Simulacija i optimizacija
Simulirani su nizovi duljine 60000 koristec´i, redom, k = 2, 5, 15, 25 “kocki” s 32 strane.
Dakle, za niz simuliran s, primjerice, k = 5 “kocki”, skriveni Markovljev model dan je
peterocˇlanim skupom stanja S = {K1,K2,K3,K4,K5}, skupom simbola B = {1, 2, ..., 32},
matricom tranzicijskih vjerojatnosti A5 te matricom emisijskih vjerojatnosti E5.
Primijetimo da je entropiju lako dovesti u vezu sa log-vjerodostojnosti. Prema defini-
ciji, za skup simbola B, entropija je negativna suma umnozˇaka vjerojatnosti pojavljivanja
simbola bi ∈ B i logaritamske vrijednosti te vjerojatnosti, dok je log-vjerodostojnost suma
relativnih frekvencija emitiranja simbola, uzimajuc´i u obzir stanje, sa logaritamskom vri-
jednosti vjerojatnosti emitiranja tog simbola, takoder uz uvjet stanja u kojem se proces na-
lazi, i logaritamske vrijednosti tranzicijskih vjerojatnosti medu stanjima kroz koja proces
prolazi. Vidimo da c´e za parametre za koje je entropija maksimalna, log-vjerodostojnost
biti minimalna, i obrnuto. Buduc´i da procesom optimizacije zˇelimo maksimizirati log-
vjerodostojnost, tranzicijski i emisijski parametri za “kocke” birani su tako da to budu
parametri male entropije, tj. tako da svaka “kocka” ima jedan dominantan simbol te da
je vjerojatnost ostanka u istoj “kocki”, tj. istom stanju, znacˇajno vec´a od vjerojatnosti
promjene “kocke”. Primjerice, niz simuliran s k = 5 “kocki”, dobiven je iz parametara
18
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A5 =

0.9 0.025 0.025 0.025 0.025
0.025 0.9 0.025 0.025 0.025
0.025 0.025 0.9 0.025 0.025
0.025 0.025 0.025 0.9 0.025
0.025 0.025 0.025 0.025 0.9

E5 =

0.69 0.01 0.01 0.01 0.01 0.01 ... 0.01
0.01 0.69 0.01 0.01 0.01 0.01 ... 0.01
0.01 0.01 0.69 0.01 0.01 0.01 ... 0.01
0.01 0.01 0.01 0.69 0.01 0.01 ... 0.01
0.01 0.01 0.01 0.01 0.69 0.01 ... 0.01

U procesu optimizacije parametre maksimalne vjerodostojnosti i samu maksimalnu vje-
rodostojnost modela odredili smo pomoc´u Viterbijevog treniranja modificiranog determi-
nisticˇkim kaljenjem, pri cˇemu je broj iteracija postavljen na 1000, no do prekida izvodenja
programa moglo je doc´i i ranije, ako bi se log-vjerodostojnost u nekoj iteraciji smanjila.
Ova se gresˇka ne bi trebala dogadati jer je metoda Viterbijevog treniranja modificiranog
deterministicˇkim kaljenjem optimizacijski proces maksimizacije uvjetne vjerodostojnosti
te bi vjerodostojnost trebala rasti sa svakom iteracijom. Do gresˇke dolazi zbog postavlja-
nja inicijalne vrijednosti svih tranzicijskih i emisijskih parametara na vrijednost razlicˇitu
od nule, ali blizu nuli, npr. 0.01. Time smo pretpostavili i osigurali nemoguc´nost posto-
janja nul-parametara. Rezultati optimizacijskog procesa za k = 2, 5, 15, 25 prikazani su
sljedec´im grafovima:
Slika 4.1: Log-vjerodostojnost za niz2
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Slika 4.2: Log-vjerodostojnost za niz5
Slika 4.3: Log-vjerodostojnost za niz15
Slika 4.4: Log-vjerodostojnost za niz25
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Primijetimo lakat za niz2 i niz5 za stanja 2 i 5. Za te slucˇajeve mozˇemo iz ovih grafova
doc´i do dobrih zakljucˇaka o kompleksnosti, tj. broju stanja, danih modela, dok vec´ za niz
simuliran s 15 kocki broj stanja nije tako ocˇit.
Za kraj, komentirajmo nepromijenjenu vrijednost log-vjerodostojnosti za 32 i 33 sta-
nja. Dokle god je broj stanja manji od duljine simuliranog niza, ocˇekujemo povec´anje
vjerodostojnosti s povec´anjem broja stanja. Medutim, optimizacijski proces tezˇe prona-
lazi takve parametre za broj stanja vec´i od velicˇine skupa simbola. Optimizacijski proces
je “dodijelio” svakom stanju jedan dominantan simbol, medutim, kada imamo jedno sta-
nje visˇe, parametri maksimalne vjerodostojnosti visˇe nisu tako jednostavni, optimizacijski
proces ih tezˇe nalazi, te ne dobivamo ocˇekivano povec´anje vjerodostojnosti. U nasˇem
slucˇaju velicˇina skupa simbola B je 32, te ovo svojstvo optimizacijskog procesa vidimo
kada povec´amo broj stanja s 32 na 33.
4.2 AIC i BIC
Dva cˇesto korisˇtena kriterija za odabir najboljeg statisticˇkog modela su AIC (Akaike
Information Criterion) i BIC (Bayesian Information Criterion). Oba se temelje na funkciji
vjerodostojnosti, a mjere koliko “dobro” model opisuje podatke. Definirani su sljedec´im
jednadzˇbama:
AIC = −2 log(L) + 2 j
BIC = −2 log(L) + j log(m)
gdje je L maksimalna vjerodostojnost modela, m duljina niza, a j broj slobodnih parame-
tara.
Cilj je imati najbolji moguc´i model, sˇto se postizˇe dodavanjem parametara, ali zˇelimo
i da taj model bude sˇto jednostavniji, tj. da ima sˇto manje parametara. Zato informacij-
ski kriteriji sadrzˇe i penalizaciju na kompleksnost modela (tj. kolicˇinu parametara). Time
ujedno mogu sprijecˇiti i problem overfittinga do kojeg mozˇe doc´i dodamo li previsˇe para-
metara u model. Buduc´i da AIC i BIC zapravo procjenjuju koliko je informacija izgubljeno
modeliranjem podataka, najbolji model biti c´e onaj s najmanjim AIC-om (BIC-om).
U nasˇem slucˇaju duljina svakog niza je m = 60000, a broj slobodnih parametara j =
i(i − 1) + 32i, pri cˇemu i oznacˇava i-to stanje, i = 1, 2, . . . , 33. AIC i BIC za nizove
simulirane s 2, 5, 15, 25 “kocki” prikazani su sljedec´im grafovima:
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(a) AIC i BIC za niz2 (b) AIC i BIC za niz5
(c) AIC i BIC za niz15 (d) AIC i BIC za niz25
Slika 4.5
Ocˇito da AIC i BIC u ovom slucˇaju nisu dobri kriteriji jer se njihova vrijednost smanjuje
sa svakim dodatnim stanjem dovodec´i do zakljucˇka da je najbolja procjena broja stanja za
svaki simulirani niz upravo 32.
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4.3 Logaritamsko-polinomijalni kriterij kompleksnosti
Kao sˇto smo vidjeli, graficˇka metoda lakta te AIC i BIC ne daju zadovoljavajuc´e za-
kljucˇke o kompleksnosti modela. Ideja logaritamsko-polinomijalnog kriterija je nac´i kri-
vulju koja najbolje opisuje ocˇekivanu vrijednost log-vjerodostojnosti za neki opazˇeni niz i
pretpostavljeni broj stanja k = 1, . . . , 33. Tada c´e broj stanja cˇija log-vjerodostojnost dobi-
vena optimizacijom ima najvec´e pozitivno odstupanje od krivulje biti upravo kompleksnost
zadanog modela, tj. moc´i c´emo zakljucˇiti da je upravo taj broj stanja trazˇeni skriveni broj
stanja.
Log-vjerodostojnost je suma logaritamskih vrijednosti emisijskih i tranzicijskih vjerojat-
nosti mnozˇenih nekim koeficijentima, koji za emisijske vjerojatnosti ovise o relativnoj frek-
venciji nekog simbola u nekom stanju, a za tranzicijske ovise o polozˇaju simbola u nizu.
Upravo je zbog te ovisnosti o polozˇaju simbola u nizu (tj. ovisnosti trenutnog stanja koje
emitira opazˇeni simbol o prethodnom stanju), tesˇko odrediti ocˇekivanu log-vjerodostojnost
za neki niz.
Neka funkcija g(k), k = 1, 2, . . . , 33 predstavlja vrijednost log-vjerodostojnosti dobivenu
optimizacijskim procesom za neki niz. Definiramo funkciju
f (k) = α ln
k
32
+ β,
gdje je k broj stanja, k = 1, . . . , 33. Parametre α i β procijenjujemo metodom najmanjih
kvadrata, tj. trazˇimo α i β takve da je vrijednost
33∑
k=1
(α ln
k
32
+ β − g(k))2
minimalna.
Grafovi funkcija g(k) i f (k), k = 1, . . . , 33, za nizove simulirane sa redom 2, 5, 15, 25
“kocki” izgledaju ovako:
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Slika 4.6: f (k) = α ln k32 + β i g(k) za niz2
Slika 4.7: f (k) = α ln k32 + β i g(k) za niz5
Slika 4.8: f (k) = α ln k32 + β i g(k) za niz15
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Slika 4.9: f (k) = α ln k32 + β i g(k) za niz25
Vidimo da krivulja ne opisuje sasvim dobro dane podatke o log-vjerodostojnosti, iako
vec´ sada mozˇemo doc´i do priblizˇno dobrih zakljucˇaka o kompleksnosti modela, zanema-
rimo li odstupanja za k = 1.
U svrhu poboljsˇanja krivulje, definirajmo f (k) ovako:
f (k) = α ln
k
32
+ β + γk, k = 1, . . . , 33.
Zˇelja nam je krivulju malo “izravnati”, zato dodajemo komponentu linearne zavisnosti
funkcije f (k) o broju stanja k. Nakon provodenja metode najmanjih kvadrata, grafovi za
ovako definiranu f (k) su sljedec´i:
Slika 4.10: f (k) = α ln k32 + β + γk i g(k) za niz2
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Slika 4.11: f (k) = α ln k32 + β + γk i g(k) za niz5
Slika 4.12: f (k) = α ln k32 + β + γk i g(k) za niz15
Slika 4.13: f (k) = α ln k32 + β + γk i g(k) za niz25
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Iako je poboljsˇanje ocˇigledno, josˇ nismo sasvim zadovoljni procjenom, pogotovo u
rubnim brojevima stanja (poput k = 1 za niz15). Definirajmo stoga krivulju f (k) ovako:
f (k) = α ln
k
32
+ β + γk + δk2 + k3 + ζk4, k = 1, . . . , 33.
Sada grafovi izgledaju ovako:
Slika 4.14: f (k) = α ln k32 + β + γk + δk
2 + k3 + ζk4 i g(k) za niz2
Slika 4.15: f (k) = α ln k32 + β + γk + δk
2 + k3 + ζk4 i g(k) za niz5
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Slika 4.16: f (k) = α ln k32 + β + γk + δk
2 + k3 + ζk4 i g(k) za niz15
Slika 4.17: f (k) = α ln k32 + β + γk + δk
2 + k3 + ζk4 i g(k) za niz25
Ocˇito je procjena log-vjerodostojnosti funkcijom f (k) vrlo dobra. Medutim, za nizove
niz15 i niz25 nije iz samih grafova na prvu vidljivo koji je broj stanja najbolji. Pogle-
dajmo stoga tablice konkretnih vrijednosti funkcija g(k), f (k) te reziduala g(k) − f (k), za
vrijednosti k koje su nam od interesa, tj. za koje je iz grafova ocˇito g(k) > f (k):
k g(k) f (k) g(k) − f (k)
1 -130182.91 -129190.93 -991.97373
2 -118516.61 -120934.86 2418.24575
3 -117595.48 -117617.78 22.29801
Tablica 4.1: niz2
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k g(k) f (k) g(k) − f (k)
4 -131315.52 -132187.64 872.12207
5 -123079.40 -127734.27 4654.86837
6 -122255.29 -124444.10 2188.80975
7 -121463.31 -121967.16 503.85347
Tablica 4.2: niz5
k g(k) f (k) g(k) − f (k)
2 -188984.19 -187637.09 -1347.09623
3 -178575.76 -180877.38 2301.61991
4 -173065.02 -174296.18 1231.15864
13 -128533.99 -129938.10 1404.11502
14 -124631.96 -126754.19 2122.22960
15 -120900.65 -123889.88 2989.22349
16 -119846.30 -121328.50 1482.20098
Tablica 4.3: niz15
k g(k) f (k) g(k) − f (k)
10 -164155.5 -164968.4 812.842988
11 -160786.1 -161282.3 496.153892
19 -131042.0 -131498.9 456.842403
23 -117261.8 -118056.4 794.578810
24 -113456.0 -115078.9 1622.936801
25 -110669.0 -112305.3 1636.301808
26 -109283.8 -109762.7 478.900203
Tablica 4.4: niz25
Iz tablica vidimo da je najvec´e odstupanje postignuto upravo za vrijednosti k = 2, 5, 15, 25
i to su trazˇeni brojevi stanja koji odreduju kompleksnosti opazˇenih modela. Isto je vidljivo
i ako pogledamo grafove rezidualnih vrijednosti za opazˇene nizove:
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(a) Reziduali za niz2 (b) Reziduali za niz5
(c) Reziduali za niz15 (d) Reziduali za niz25
Slika 4.18
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Sazˇetak
U ovom diplomskom radu bavili smo se analizom skrivenih Markovljevih modela. Dana
je njihova formalna definicija te opisani neki algoritmi za njihovu analizu. Algoritme smo
implementirali u programskom jeziku Python te primijenili na modelu neposˇtene kockar-
nice s 32-stranim “kockama”. Prikazano je nekoliko poznatih statisticˇkih metoda za odabir
najboljeg modela, medutim, nijedna nije dala zadovoljavajuc´i rezultat pri primjeni na pro-
cjenu kompleksnosti skrivenih Markovljevih modela. Zato u radu predlazˇemo novi kriterij,
koji daje bolje rezultate.
Summary
This thesis is concerned with analysis of hidden Markov models. We give a formal defi-
nition of an HMM and describe several algorithms used in their analysis. We implement
these algorithms in Python and show their application on an occasionally dishonest casino
model with 32-sided “cubes”. We describe several known statistical methods for choosing
the best model. However, none give satisfying results when used to assess the complexity
of given hidden Markov model. Therefore, we propose a new criterion which gives better
results.
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