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Abstract
For many years, it was thought that Landau's theory of symmetry breaking could
describe essentially all phases and phase transitions. However, in the last twenty
years, it has become clear that at zero temperature, quantum mechanics allows for
the possibility of new phases of matter beyond the Landau paradigm. In this thesis,
we develop a general theoretical framework for these "exotic phases" analogous to
Landau's framework for symmetry breaking phases. We focus on a particular type of
exotic phase, known as "topological phases", and a particular physical realization of
topological phases - namely frustrated quantum magnets. Our approach is based on a
new physical picture for topological phases. We argue that, just as symmetry break-
ing phases originate from the condensation of particles, topological phases originate
from the condensation of extended objects called "string-nets." Using this picture we
show that, just as symmetry breaking phases can be classified using symmetry groups,
topological phases can be classified using objects known as "tensor categories." In
addition, just as symmetry breaking order manifests itself in local correlations in a
ground state wave function, topological order manifests itself in nonlocal correlations
or quantum entanglement. We introduce a new quantity - called "topological en-
tropy" - which measures precisely this nonlocal entanglement. Many of our results
are applicable to other (non-topological) exotic phases.
Thesis Supervisor: Xiao-Gang Wen
Title: Cecil and Ida Green Professor of Physics
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Chapter 1
Intro duction
1.1 Background and motivation
Seventy years ago, the Russian physicist Lev Landau developed a framework for
understanding ordered phases of matter. [1] This framework - known as Landau
theory - is based on two physical concepts: symmetry breaking and order parameters.
These concepts can explain virtually all familiar phases of matter from crystals and
ferromagnets to superfluids and superconductors. For a time, it seemed that Landau
theory could explain all the phases and phase transitions in condensed matter physics.
All that was left to do was to apply Landau theory to particular cases.
However, in the last twenty years, it has become clear that at zero tempera-
ture, quantum mechanics allows for the possibility of new phases beyond the Landau
paradigm. These phases are ordered in some sense, but their order is completely
different from the familiar order of crystals and ferromagnets. It cannot be thought
of in terms of symmetry breaking or order parameters. Instead, it has a nonlocal
character and is manifest in the nonlocal entanglement in the ground state. This new
order gives rise to new low energy physics: quasiparticles typically carry fractional
quantum numbers and interact via emergent gauge bosons!
Recently researchers have coined the term "exotic phases" to describe these non-
Landau phases of matter. Theoretically, exotic phases can occur in a wide variety of
T = 0 strongly correlated condensed matter systems. They are known to occur in the
fractional quantum Hall liquids [2, 3, 4, 5] and are suspected of occurring in the high
T, superconductors [6, 7] as well as frustrated quantum magnets. [8, 9, 10, 11, 12]
More examples will likely be found. Indeed, it is quite possible that exotic phases are
commonplace. Our lack of examples may stem more from a lack of good experimental
probes then from a lack of materials.
In any case, if we are optimistic and assume that these exotic phases are indeed
common, then we are faced with an important theoretical problem. We have a large
class of phases with a unified structure, but our current methods - based on Landau
theory - are useless for understanding them. Clearly, we need to develop a new
framework analogous to Landau theory for analyzing and characterizing these new
exotic phases. Such a framework could unlock a whole new world of condensed
11
matter physics. In addition, it could have implications for quantum computation:
exotic phases are ideal "hardware" from which to build a quantum computer. [13]
Finally, it could even be relevant to high energy physics: there is a possibility that
the vacuum we live in is such an exotic phase, and the photons and electrons we
see around us are simply the low energy excitations of this medium. [14, 15, 16, 17]
This hypothesis is particularly compelling, because in these phases, gauge bosons and
fermions naturally emerge together - just as in our universe. [18]
In this thesis, we will attempt to address the theoretical problem of building a
Landau-like framework for exotic phases. We will focus primarily on a class of exotic
phases known as "topological phases." We will also focus on a particular physical
realization of these phases - namely frustrated quantum magnets. However, many of
our results are relevant to other (non-topological) exotic phases, and to other physical
realizations.
1.2 Theory of topological phases
What are topological phases? Topological phases are quantum (T = 0) phases of
matter with a topological character. They are fundamentally different from any
familiar phase - such as ferromagnets, crystals, superconductors, etc. They can occur
in any spatial dimension d > 1, but here we will focus on the two dimensional case
for simplicity. Two dimensional topological phases have several physical properties:
1. Gapped ground state
2. Degenerate ground state on a torus
3. Anyonic quasiparticle excitations
4. Gapless edge excitations (in chiral case)
Let us consider these properties in more detail. The first property of topological
phases is that they are gapped. For example, suppose one had a two dimensional
quantum magnet in a topological phase. If one measured the energy spectrum of the
sample one would find a finite gap A between the ground state and the first excited
state.
This, in itself, is not new or particularly interesting. What makes topological
phases interesting and different is the second property. Suppose one were to take the
quantum magnet and wrap it up so that it forms a torus. If one then measured the
energy spectrum of this toroidal sample, one would again find a finite gap A between
the ground state and the first excited state. However, the ground state would now
be multiply degenerate! (See Fig. 1-1).
This degeneracy is completely different from the ground state degeneracy that
occurs in an ordered quantum phase such as an Ising ferromagnet. Unlike an Ising
ferromagnet, this degeneracy has nothing to do with symmetry. Indeed, one can
perturb the system in any way, break all symmetries, and the degeneracy cannot
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(a)
(b)
II
Figure 1-1: The energy spectrum of (a) a piece of topologically ordered material and
(b) the same material wrapped into the shape of a torus. In both cases, the ground
state is gapped, but in the case of the toroidal sample, the ground state is multiply
degenerate.
,/ ~ ei8/ ,I ,• •, /, /
~
,,-
----
Figure 1-2: In a topological phase, quasiparticle excitations are typically anyons. If
one exchanges two quasiparticles, the resulting phase, eiB, is typically neither +1
(bosons) nor -1 (fermions), but rather something in between.
be split (in the thermodynamic limit). [19, 20, 2] This is in contrast to an Ising
ferromagnet where the degeneracy splits immediately once the symmetry is broken -
for example, by the application of a magnetic field.
The ground state degeneracy in a topological phase is fundamentally tied to the
topology of the system. This is strange because all the correlations in a topological
phase are short ranged. Yet somehow the material "feels" the global topology of the
system. This sensitivity is an indication of the nonlocal correlations and entanglement
in topological phases.
The third and perhaps most important property of topological phases is that they
exhibit fractional statistics. Imagine exciting the ground state. The result will be
a localized excitation - a quasiparticle. In a topological phase, the quasiparticles
are typically anyons. If one exchanges two quasiparticles, the resulting phase, eiB, is
typically neither +1 (bosons) nor -1 (fermions), but rather something in between
(see Fig. 1-2). [21, 22, 23] Moreover, if one moves one quasiparticle in a .closed loop
around another, it typically acquires a nontrivial phase. Again, this is something
that can never occur in a phase with usual order. In an ordered spin system, the
excitations are always bosonic.
The final property of topological phases (which is only true for the class of topo-
logical phases that break time reversal symmetry) is that they have gapless edge
excitations. These edge excitations are described by chiral Luttinger liquids. [24]
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This property is the most experimentally accessible property of topological phases.
The ground state degeneracy, fractional statistics, and gapless edge excitations in
a topological phase are manifestations of a new kind of order. This order has a topo-
logical character, so it has been named "topological order." [19] The above properties
can be thought of as a physical definition of topological phases and topological order.
Any phase with these properties is topological and vice versa.
A more formal and precise definition is that a topological phase is a phase whose
low energy physics is described by a topological quantum field theory. [25] Topological
quantum field theories (TQFTs) have been defined axiomatically by mathematicians
[26], but roughly speaking, they can be thought of as quantum field theories whose
action S is topologically invariant. That is, S is invariant under any continuous
deformation of space and time. The simplest example are abelian Chern-Simons
theories. These are topological quantum field theories in (2 + 1) dimensions defined
by
S = 4 | d 3xeA1`vax&,a (1.1)
where the indices A, p, v run over 0, 1, 2, and a,,(x) is a gauge field, and k is an inte-
ger. One can check that the Chern-Simons action is invariant under any continuous
deformation of space-time: x - x'. It is therefore a valid TQFT.
Another class of TQFTs are lattice gauge theories with a discrete gauge group.
The simplest example is Z2 gauge theory.
At the moment all known two dimensional TQFTs can be represented as either
Chern-Simons theories or discrete gauge theories. It is an open question as to whether
all TQFTs belong to these two classes (or even whether all TQFTs have a field
theoretic description!).
The topological quantum field theory describing a given topological phase contains
all the information about the topological content of that phase. In particular, the
ground state degeneracies, quasiparticle statistics, and edge excitations can all be
calculated once the TQFT is known. Therefore, classifying topological phases is
equivalent to classifying TQFTs.
1.3 Experimental realizations of topological phases
The first example of a topological phase was found in 1982. In that year, Tsui,
Stormer, and Gossard discovered the fractional quantum Hall effect. [27] They found
that a two dimensional electron gas in a strong perpendicular magnetic field displayed
unusual behavior at certain densities and magnetic fields. In particular, when the Hall
resistance py was plotted as a function of the magnetic field B, it contained a plateau
3hat Pxy - e2
This result was puzzling because it implied that the interacting electron gas formed
an incompressible liquid at fractional filling fraction V = hB = 1, even though non-
interacting electrons could only form incompressible liquids at integer filling fraction
v = m. The v = 1 fractional quantum Hall liquid was clearly rooted in the strong
interactions between the electrons.
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A year after the experiment was performed, Laughlin explained the nature of
the v = fractional quantum Hall (FQH) liquid with a simple wave function. [28]
Laughlin's wave function was a highly entangled state with very unusual properties
- including quasiparticles with fractional charge e/3. Subsequently, it was realized
that these properties are manifestations of topological order. [19] The FQH liquids
are actually topological phases!
Consider, for example, the v = 1/3 Laughlin state. This state is gapped. Fur-
thermore, if one puts this state on a torus, one finds there are 3 different ways of
doing this. Thus, the v = 1/3 FQH liquid has a threefold degenerate ground state on
the torus. [2] Also, the quasiparticle excitations of the Laughlin state have fractional
statistics. For example, if two quasiparticles are exchanged the resulting phase is
e i/3. [23] Finally, the Laughlin state can be shown to have gapless edge excitations.
[24] These properties imply that the v = 1/3 FQH liquid is indeed a topological
phase. The topological quantum field theory that describes its low energy physics is
the k = 3 Abelian Chern-Simons theory (1.1).
At the moment, the fractional quantum Hall liquids are the only known examples
of topological phases. In fact, even for the FQH liquids, complete experimental con-
firmation of their topological order (in particular, their fractional statistics) has not
yet been obtained and is an active area of research. [29, 30, 31, 32] Nevertheless, there
is reason to believe that topological phases - or more generally exotic phases - exist
in many other strongly correlated systems. In this thesis, we focus on the possibility
of these phases in frustrated quantum magnets.
One reason why frustrated magnets are considered good candidates for topolog-
ical phases is that we have currently have many theoretical spin models that realize
topological phases. These models range from "engineered" models that are known
to realize topological phases, to more realistic models that are suspected of realizing
topological phases. [33, 13, 34, 35] We also have a few candidate materials: Cs 2CuC14
and , - (BEDT-TTF)2Cu 2(CN)3.
The first material, Cs2CuCl4, is a spin-1/2 triangular antiferromagnet with anisotropic
exchange couplings. At low temperatures, T < 0.62K, the spins order into an incom-
mensurate spiral state. The low energy excitations of this state are spin waves, and
inelastic neutron scattering shows spin wave peaks in good agreement with theory.
However, spin wave theory cannot account for the breadth of these peaks. [36]
Such broad continua naturally occur in exotic fractionalized phases where the
elementary excitations are not S = 1 magnons, but rather S = 1/2 "spinons." In such
phases, neutrons can excite pairs of spinons with a continua of energies. Therefore, a
number of authors have suggested that, while Cs2CuC14 is not itself fractionalized, it is
likely proximate to a fractionalized phase (or critical point). A number of proposals
have been made for the proximate fractionalized phase. Some involve topological
phases, and some involve gapless exotic phases. [37, 38, 39] However, all are at least
cousins of topological phases.
The second material, - (BEDT-TTF) 2Cu 2(CN) 3, is perhaps the best candidate
for an exotic phase. This organic compound is just on the insulating side of a Mott
transition. It can be thought of as a complicated spin-1/2 system on the triangular
lattice. Recent NMR measurements show no signs of spin order down to 32 minK, which
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is particularly surprising since the antiferromagnetic exchange energy is estimated to
be approximately 250 K! [40]
A natural interpretation is that the ground state of this compound is a spin liquid
- a spin state that doesn't break rotational symmetry. Measurements of the nuclear
spin-lattice relation rate suggest that the excitations are gapless - so that strictly
speaking, the spin liquid is not topologically ordered. However, like all spin liquids,
it is a close relative of a topological phase. One intriguing proposal is that the low
energy physics of this spin liquid is described by a Fermi liquid of spin-1/2 spinons
interacting via an emergent U(1) gauge field. [41, 42]
At the moment, these two compounds are the best candidates for exotic physics.
However, the field of frustrated quantum magnets is still very young, so this is likely
only the tip of the iceberg. In any case, a general framework for analyzing exotic
phases would be useful for making further progress. In this thesis, we will attempt to
accomplish this goal for the case of topological phases in quantum magnets. Many of
our results are also applicable to non-topological exotic phases.
1.4 Landau theory
In order to understand what kind of framework we need to build for topological
phases, we need to first review the framework for ordered phases. This framework -
known as Landau theory - has four basic components (see Fig. 1-3).
The first component of Landau theory is a physical characterization of ordered
phases of matter. Landau theory teaches us that ordered phases of matter are char-
acterized by long range order, symmetry breaking, and order parameters. For every
ordered phase there is an associated order parameter that characterizes its structure.
The second component of Landau theory is a description of the low energy physics
of ordered phases. The Landau framework teaches us that the low energy physics can
be described by Ginzburg-Landau field theories. [43] These theories can be derived
by considering the low energy/long wavelength fluctuations of the order parameter.
The third component of Landau theory is a physical picture for ordered phases.
This physical picture is particle condensation. Consider, for example, the simplest or-
dered phase: the superfluid. A superfluid arises when particles (in particular bosons)
become highly fluctuating and condense. Thus, our picture for a superfluid involves
particle condensation. In fact, one can argue that all ordered phases can be thought
about in terms of particle condensation, or more generally condensation of some
particle-like object (such as spin).
The final component of Landau theory is a mathematical framework for classifying
and characterizing ordered phases of matter. This framework is group theory. All
ordered phases can be characterized by the symmetry group G of the Hamiltonian, and
H of the ground state. Thus, there is a one-to-one correspondence between orders and
pairs of symmetry groups (G, H). Using symmetry groups, one can classify ordered
phases and understand their phase transitions.
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Figure 1-3: The four basic components of Landau's theory of ordered phases.
1.5 Statement of the problem
We would like to build an framework for topological phases analogous
theory. Some progress has been made toward this goal (see Fig. 1-4).
have a physical characterization of topological phases. Just as ordered
characterized by long range order and symmetry breaking, topological
characterized by ground state degeneracy and fractional statistics. [19]
to Landau
Indeed, we
phases are
phases are
We also have an understanding of the low energy effective theories for topological
phases. Just as the low energy effective theories for ordered phases are Ginzburg-
Landau field theories, the low energy effective theories for topological phases are
topological quantum field theories. [25]
However, we are missing the last two components of Landau theory. We have no
physical picture for topological phases. How can simple spins on a lattice give rise to
fractional statistics and ground state degeneracy? What kinds of interactions favor
topological phases? This is mysterious.
Equally problematic is our lack of a general mathematical framework for topo-
logical phases. How do we classify and characterize topological phases? What is the
mathematical structure of topological phases? Again, we are at a loss.
There is yet another missing piece in the theory of topological phases. This piece
involves the physical characterization of topological phases. Our physical charac-
terization of topological phases is not nearly as powerful as for ordered phases. In
particular, while we know how to detect order in a wave function (e.g. by looking for
long range correlations) we do not know how to detect topological order. Intuitively,
we expect that topological order is encoded in the entanglement in the ground state
wave function. But how exactly is it encoded?
17
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Figure 1-4: The four basic components of the theory of topological phases. While
previous research has provided a physical characterization and low energy effective
theory for topological phases, we are missing a physical picture and mathematical
framework.
1.6 Outline of the thesis
In this thesis, we will attempt to fill in these missing pieces in the theory of topological
phases, focusing on the case of frustrated quantum magnets. We will argue that the
physical picture for topological phases in quantum magnets involves a concept called
"string-net condensation" while the mathematical framework for topological phases
is something called "tensor category theory." Finally, we will show that topological
order - like long range order - can be detected in a ground state wave function. The
method involves computing a quantity called "topological entropy" which probes
nonlocal quantum entanglement.
The thesis is organized as follows. In chapter 2, we explain the basic physical pic-
ture of string-net condensation. In chapter 3, we present exactly soluble spin models
that demonstrate this picture. In the process, we derive the mathematical frame-
work of tensor category theory. In chapter 4, we introduce the concept of topological
entropy and show that it can be used to detect topological order in a ground state
wave function. In the final chapter we summarize our results and describe several
new directions for research. Many of the mathematical details can be found in the
appendix.
Most of the material in this thesis has been adapted from material published
elsewhere. Chapters 2 and 3 were adapted from Ref. [44, 14], while chapter 4 is
adapted from Ref. [45].
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Chapter 2
String-net picture of topological
phases
While we understand many of the macroscopic properties of topological phases (ground
state degeneracy, fractional statistics, edge excitations, etc.), we are missing a physi-
cal picture for how these macroscopic properties emerge from microscopic degrees of
freedom - such as spins on a lattice. We do not know the mechanism responsible for
these phases, nor do we have intuition for what kinds of energetics favor them.
In this chapter, we will attempt to remedy this problem. We will describe a
physical picture for topological phases in quantum spin systems. Our physical picture
is very general. As we will see in the next chapter, it can be applied to any non-chiral
topological phase (It is currently unclear whether it can be extended to the chiral
case - such as in FQH effect).
The physical picture we will present is based on "string-net condensation." String-
net condensation is a phenomenon that can occur in a quantum spin system. Roughly
speaking, it occurs whenever local energetic constraints cause the spins to organize
into effective extended objects called "string-nets", and these string-nets become
highly fluctuating and condense. We will argue that topological phases in spin sys-
tems originate from string-net condensation in the same way that traditional ordered
phases originate from particle condensation. The string-net condensation picture can
also be applied to other (non-topological) exotic phases whose low energy physics is
described by gauge theory.
The chapter is organized as follows. In section 2.1, we describe a special case of
string-net condensation, known as "string condensation." In section 2.2, we describe
the general string-net condensation picture. In section 2.3, we motivate the string-net
picture using lattice gauge theory.
2.1 String condensation
It is useful to begin with a special case of string-net condensation, known as "string
condensation." What is string condensation? String condensation is a phenomenon
that can occur in a quantum spin system. There are two requirements for this phe-
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Figure 2-1: Two ways that spin models can give rise to string-like degrees of freedom.
(a) Interactions can favor configurations where down spins (denoted by red dots) have
an even number of down spin neighbors. (b) In the RVB picture for antiferromagnets,
low energy configurations correspond to dimer coverings of the square lattice. A dimer
covering (denoted by red lines) can be mapped onto a collection of closed loops by
superimposing a reference dimer state (denoted by black lines).
nomenon to occur.
First, the spin interactions must favor spin configurations which are string-like.
There are a number of ways that this can happen. One naive way is the follow-
ing. The interactions in spin-1/2 system could potentially favor configurations where
down spins have an even number of down spin neighbors (indeed, on the kagome and
pyrochlore lattices, nearest neighbor spin interactions can have this effect [46, 12]).
Then the low energy configurations will consist of closed loops of down spins (see Fig.
2-la).
Another way that spin interactions could give rise to string-like configurations is
the RVB picture for antiferromagnets. [47] In a spin-1/2 antiferromagnet, one could
imagine that the low energy spin states are configurations where each spin forms a
singlet with one of its neighbors. These valence bond states can be thought of as
dimer states where every site is contained in exactly one dimer. Any dimer state can
be thought of as a string state. To see this, one can simply superimpose the dimer
state on a fixed reference dimer state. [48] The result is a collection of closed loops
(see Fig. 2-lb). In this way, a frustrated antiferromagnet can give rise to string-like
degrees of freedom.
The second requirement for string condensation is that these string-like degrees of
freedom become highly fluctuating and condense. More precisely, consider any spin
system whose low energy degrees of freedom are string-like. The low energy physics
of such a spin system is described by some kind of effective "string model." The
Hamiltonian of an effective string model is typically a sum of potential and kinetic
energy pieces:
H = UHu + tHt (2.1)
The kinetic energy Ht gives dynamics to these low energy string states while the
potential energy Hu is typically some kind of string tension. When U > t, the string
tension dominates and we expect the ground state to be the vacuum with a few small
strings. On the other hand, when t > U, the kinetic energy dominates, and we
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t/U <<1 t/U >> 1
Figure 2-2: A schematic phase diagram for the generic string Hamiltonian (2.1).
When t/U (the ratio of the kinetic energy to the string tension) is small the system
is in the normal phase. The ground state is essentially the vacuum with a few small
strings. When t/U is large the strings condense and large fluctuating string-nets fill
all of space. We expect a phase transition between the two states at some t/U of
order unity.
expect the ground state to consist of many fluctuating strings. Large strings with a
typical length on the order of the system size fill all of space. We expect that there is
a quantum phase transition between the two states at some t/U on the order of unity
(see Fig. 2-2). In the latter case, we say that the spin system is "string condensed."
What does string condensation have to do with topological phases? We will see
that string condensed phases are naturally topological phases.
However, string condensation is not sufficiently general to account for all non-
chiral topological phases. To do that, we need to consider "string-net condensation."
2.2 String-net condensation
To explain string-net condensation in more detail, we need to define "string-nets" and
"string-net models." We begin with string-nets. 1 As the name suggests, string-nets
are networks of strings. Here we will assume that they are trivalent networks where
each node or branch point is attached to exactly 3 strings. The strings, which form
the edges or links of the network, can come in different "types" and can carry a sense
of orientation. Thus, string-nets can be thought of as trivalent networks or graphs
with oriented, labeled edges (see Fig. 2-6). String-nets can be realized by lattice spin
systems in the same way as strings (see Fig. 2-3) though they typically require more
complicated interactions.
Now that we have defined string-nets, it is natural to consider the concept of
"string-net models" - quantum mechanical models whose basic degrees of freedom are
1 A particular kind of string-net (where the strings are labeled by positive integers) plays an im-
portant role in the theory of loop quantum gravity, a background independent approach to quantum
gravity. [49] However, in this field such string-nets are known as "spin-networks."
21
Q
Figure 2-3: Spin models can also give rise to string-net degrees of freedom at low
energies. For example, interactions can favor configurations where down spins have
2 or 3 nearest neighbors. The result is branching strings like the ones shown above.
Usually, however, the formation of string-nets requires more complicated interactions
then strings.
bik_
I J
Figure 2-4: The orientation convention for the branching rules.
string-nets. String-net models are a very general: there are infinitely many different
string-net models. To specify a particular string-net model one has to provide several
pieces of information. First, one needs to specify the structure of the string-nets in
the model. The structure of the string-nets can be characterized by the following
pieces of data:
1. String types: The number of different string types N. (We will label the
different string types with the integers i = 1, ..., N).
2. Branching rules: The set of all triplets of string-types {{i, j, k}...} that are
allowed to meet at a point. (see Fig. 2-4).
3. String orientations: The dual string type i* associated with each string type
i. The duality must satisfy (i*)* = i. The type-i* string corresponds to the type-
i string with the opposite orientation. If i = i*, then the string is unoriented
(see Fig. 2-5).
= -.--Figire i*
Figure 2-5: i and i* label strings with opposite orientations.
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Figure 2-6: Four examples of string-net models. In (a) there is one unoriented string
with no branching. In (b) there is one unoriented string type with branching. In (c)
there are 2 unoriented string types with two types of branching: {1, 2, 2}, {2, 2, 2).
In (d) there are 2 oriented string types, 1* = 2, with branching {1, 1, 1}, {2, 2, 2}
(we've omitted labels for clarity). Each string-net model gives rise to a different
kind of topological order when the string-nets condense (see section 3.3 for a detailed
discussion of the four models).
This data describes the detailed structure of the string-nets (see Fig. 2-6). To
complete the string-net model, one also has to specify a string-net Hamiltonian. Just
like the string Hamiltonian (2.1), the typical string-net Hamiltonian is a sum of
potential and kinetic energy pieces, H = UHu + tHt where the kinetic energy Ht
gives dynamics to the string-nets, while the potential energy Hu is typically some
kind of string tension.
We can now explain string-net condensation in detail. Like string condensation,
string-net condensation is a phenomenon that can occur in a quantum spin system.
There are two requirements for string-net condensation to occur. First, the spin
interactions must be such that the low energy degrees of freedom are some kind of
effective string-nets. Thus the spin system must be described by some kind of effective
string-net model at low energies. The second requirement is that the effective string-
nets have a large kinetic energy compared with their string tension - that is t > U.
If this happens, the effective string-nets will become highly fluctuating and condense.
The resulting ground state will be a quantum liquid of large string-nets - a string-net
condensate.
As we will see later, these string-net condensed phases are naturally topological
phases. Moreover, depending on the structure of string-nets, and the kind of string-net
condensation, many different kinds of topological orders can occur. Thus, string-net
condensation provides a physical picture/mechanism for the emergence of topological
phases.
But how general is this picture? Mathematical results suggest that it is very
general. In (2 + 1) dimensions, all "doubled" (in other words, non-chiral) topological
orders can be described by string-net condensation (provided that we generalize the
string-net picture as in appendix A.1). [26] Examples include all discrete gauge
theories, and all doubled Chern-Simons theories. The situation for dimension d > 2 is
less well understood. However, we know that string-net condensation quite generally
describes all lattice gauge theories with or without emergent Fermi statistics (see
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Figure 2-7: The constraint term Illegs of I aT and magnetic term Iledges of p aj in Z2
lattice gauge theory. In the dual picture, we regard the links with aX = -1 as being
occupied by a string, and the links with aX = + 1 as being unoccupied. The constraint
term then requires the strings to be closed - as shown on the right.
chapter 3).
In the following section we motivate and give intuition for the string-net picture
by explaining the close connection between lattice gauge theory and string-net con-
densation.
2.3 Gauge theories and string-nets
In this section, we review the string-net picture of lattice gauge theory. [50, 51, 46]
We point out that, quite generally, the ground states of deconfined lattice gauge
theories can be understood as string-net condensates. Since deconfined lattice gauge
theories form a large class of topological phases, this result provides intuition for (and
motivates) the string-net picture of topological phases.
We begin with the simplest lattice gauge theory - Z2 lattice gauge theory [52]. For
simplicity we will restrict our discussion to trivalent lattices such as the honeycomb
lattice (see Fig. 2-7). The Hamiltonian is
HZ2 = -U L af - t L II aj
i p edges of p
(2.2)
where aX'y,z are the Pauli matrices, and I, i, p label the sites, links, and plaquettes
of the lattice. The Hilbert space is formed by states satisfying
II afl<1» = 1<1»,
legs of I
(2.3)
for every site I.
It is well known that Z2 lattice gauge theory is dual to the Ising model in (2 +
1) dilnensions [53]. What is less well known is that there is a more general dual
description of Z2 gauge theory that exists in any number of dimensions [54]. To
obtain this dual picture, we view links with aX = -1 as being occupied by a string
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and links with ax = +1 as being unoccupied. The constraint (2.3) then implies that
only closed strings are allowed in the Hilbert space (Fig. 2-7).
In this way, Z2 gauge theory can be reformulated as a closed string theory, and the
Hamiltonian can be viewed as a closed string Hamiltonian. The electric and magnetic
energy termns have a simple interpretation in this dual picture: the "electric energy"
-U Ei cu is a string tension while the "magnetic energy" -t >p Hedges of p is a
string kinetic energy. The physical picture for the confining and deconfined phases
is also clear. The confining phase corresponds to a large electric energy and hence a
large string tension, U >> t. The ground state is therefore the vacuum configuration
with a few small strings. The deconfined phase corresponds to a large magnetic energy
and hence a large kinetic energy, t > U. The ground state is thus a superposition of
many large string configurations. In other words, the ground state of deconfined Z2
gauge theory is a quantum liquid of large strings - a string condensate. (Fig. 2-8a).
A similar, but more complicated, picture exists for other deconfined gauge theories.
The next layer of complexity is revealed when we consider other Abelian theories,
such as U(1) gauge theory. As in the case of Z2, U(1) lattice gauge theory can be
reformulated as a theory of electric flux lines. However, unlike Z2, there is more then
one type of flux line. The electric flux on a link can take any integral value in U(1)
lattice gauge theory. Therefore, the electric flux lines need to be labeled with integers
to indicate the amount of flux carried by the line. In addition, the flux lines need
to be oriented to indicate the direction of the flux. The final point is that the flux
lines don't necessarily form closed loops. It is possible for three flux lines El, E2 , E3
to meet at a point, as long as Gauss' law is obeyed: E1 + E2 + E3 = 0. Thus, the
dual formulation of U(1) gauge theory involves not strings, but more general objects:
networks of strings (or string-nets). The strings in a string-net are labeled, oriented,
and obey branching rules, given by Gauss' law (Fig. 2-8b).
This string-net picture exists for general gauge theories. In the general case,
the strings (electric flux lines) are labeled by representations of the gauge group.
The branching rules (Gauss' law) require that if three strings E1,E2, E3 meet at
a point, then the product of the representations E1 0 E2 0 E3 must contain the
trivial representation. (For example, in the case of SU(2), the strings are labeled
by half-integers E = 1/2, 1, 3/2, ..., and the branching rules are given by the triangle
inequality: {El, E 2, E 3 } are allowed to meet at a point if and only if E1 < E2 + E 3,
E2 < E3 + E1, E3 < E1 + E2 and E1 + E2 + E3 is an integer (Fig. 2-8c)) [50]. These
string-nets provide a general dual formulation of gauge theory. As in the case of Z2,
the deconfined phase of the gauge theory always corresponds to highly fluctuating
string-nets -- a string-net condensate.
In this section, we have shown that string-net condensation can give rise to gen-
eral deconfined gauge theories. However, we would like to emphasize that string-net
condensation is more then just a reformulation of gauge theory. Instead, it should
be viewed as a generalization of gauge theory. As we will see in the next chap-
ter, string-net condensation can give rise to other topological orders beyond discrete
gauge theory - such as doubled Chern-Simons theories. In fact, it's possible that some
string-net condensates do not even have a field theoretic formulation!
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Figure 2-8: Typical string-net configurations in the dual formulation of (a) Z2, (b)
U(1), and (c) SU(2) gauge theory. In the case of (a) Z2 gauge theory, the string-net
configurations consist of closed (non-intersecting) loops. In (b) U(1) gauge theory,
the string-nets are oriented graphs with edges labeled by integers. The string-nets
obey the branching rules E1 + E2 + E3 = 0 for any three edges meeting at a point.
In the case of (c) SU(2) gauge theory, the string-nets consist of (unoriented) graphs
with edges labeled by half-integers 1/2, 1, 3/2, .... The branching rules are given by
the triangle inequality: E 1, E2, E3 } are allowed to meet at a point if and only if
E1 < E2 + E3, E2 < E3 + E 1, E 3 < E 1 + E2, and E1 + E 2 + E 3 is an integer.
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Chapter 3
Theory of string-net condensation
In the previous chapter, we described a physical picture for non-chiral topological
phases based on the concept of string-net condensation. In this chapter, we make
this picture more quantitative. In the process, we find a solution of the second major
problem in the theory of topological phases - the problem of finding a mathematical
framework for classifying and characterizing topological phases.
This mathematical framework is tensor category theory. We find that there is a
one-to-one correspondence between non-chiral topological orders and mathematical
objects known as "tensor categories." [55] Tensor categories can be thought of as
collections of numerical constants (di, F/Jk ) which satisfy certain algebraic equations
(3.5). Each tensor category determines the universal properties of the associated topo-
logical order (quasiparticle statistics, ground state degeneracy, etc.) just as symmetry
groups do in Landau theory.
Our analysis is based on a constructive approach. For each two dimensional string-
net condensate, we construct a string-net wave function that captures its universal
properties. We show that each wave function is associated with a tensor category.
This gives a classification of string-net condensates and hence non-chiral topological
phases.
To complete the picture we construct exactly soluble 2D spin models realizing each
string-net condensate. These models explicitly demonstrate the string-net condensa-
tion picture. They realize all discrete gauge theories and all doubled Chern-Simons
theories (in (2 + 1) dimensions). One of the Hamiltonians - a spin-1/2 model on the
honeycomb lattice - is a simple theoretical realization of a universal fault tolerant
quantum computer. [56]
The models can also be generalized to higher dimensions. The higher dimensional
models yield an interesting result: they demonstrate that (3 + 1)D string-net con-
densation naturally gives rise to both emerging gauge bosons and emerging fermions.
Thus, string-net condensation provides a mechanism for unifying gauge bosons and
fermnions in (3 + 1) and higher dimensions.
We feel that our constructive approach is one of the most important features of our
analysis. Indeed, in the mathematical community it is well known that topological
field theory, tensor category theory and knot theory are all intimately related [26, 57,
58]. Thus it is not surprising that topological phases are closely connected to tensor
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categories and string-nets. The contribution of this work is the demonstration that
these elegant mathematical relations have a concrete realization in condensed matter
systems.
The chapter is organized as follows. In section 3.1, we consider the case of (2 + 1)
dimensions. In 3.1.1 and 3.1.2, we construct string-net wave functions and Hamil-
tonians for each (2 + 1)D string-net condensed phase. Then, in 3.1.3, we use this
mathematical framework to calculate the quasiparticle statistics in each phase. In
section 3.2, we discuss the generalization to 3 and higher dimensions. In the last
section, we present several examples of string-net condensed states - including a spin-
1/2 model theoretically capable of fault tolerant quantum computation. The main
mathematical calculations can be found in appendix A.
3.1 String-net condensation in (2 + 1) dimensions
3.1.1 Fixed-point wave functions
In this section, we try to understand the universal features of each string-net con-
densed phase in (2 +1) dimensions. Our approach, inspired by Ref. [50, 57, 58, 59, 60,
61], is based on the string-net wave function. We construct a special "fixed-point"
wave function for each string-net condensed phase. We believe that these "fixed-
point" wave functions capture the universal properties of the corresponding phases.
We show that each wave function is associated with a collection of numerical con-
stants (di, Ftlc) that satisfy certain algebraic equations (3.5). In this way, we derive
a one-to-one correspondence between string-net condensates (and hence non-chiral
topological phases) and tensor categories (di, FiJ ). We would like to mention that a
related result on the classification of (2 + 1)D topological quantum field theories was
obtained independently in the mathematical community.[26]
To begin, imagine we have a string-net model with some number of string types N,
some branching rules {{i, j, k}}, some orientations, and some string-net Hamiltonian
H. As we vary the parameters in H, we expect that the model can realize both
normal phases and string-net condensed phases.
Let us try to visualize the ground state wave function in one of the string-net
condensed phase. We expect that a string-net condensed state is a superposition
of many different string-net configurations. Each string-net configuration has a size
typically on the same order as the system size. The large size of the string-nets implies
that a string-net condensed wave function has a non-trivial long distance structure.
It is this long distance structure that distinguishes the condensed state from the
"normal" state.
In general, we expect that the universal features of a string-net condensed phase
are contained in the long distance character of the wave functions. Imagine comparing
two different string-net condensed states that belong to the same quantum phase. The
two states will have different wave functions. However, by the standard RG reasoning,
we expect that the two wave functions will look the same at long distances. That is,
the two wave functions will only differ in short distance details - like those shown in
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Figure 3-1:Three pairs of string-n t configurations that differ only in their short
Figure 3-1: Three pairs of string-net configurations that differ only in their short
distance structure. We expect string-net wave functions in the same quantum phase
to only differ by these short distance details.
Figure 3-2: A schematic RG flow diagram for a string-net model with 4 string-net
condensed phases a, b, c, and d. All the states in each phase flow to fixed-points in the
long distance limit. The corresponding fixed-point wave functions a, b, (I, and Id
capture the universal long distance features of the associated quantum phases. Our
ansatz is that the fixed-point wave functions 4I are described by local constraints of
the form (3.1-3.4).
Fig. 3-1.
Continuing with this line of thought, we imagine performing an RG analysis on
ground state functions. All the states in a string-net condensed phase should flow
to some special "fixed-point" state. We expect that the wave function of this state
captures the universal long distance features of the whole quantum phase. (See Fig.
3-2). In the following, we will construct these special fixed-point wave functions.
How can we find the fixed-point wave functions 1(? Our approach is based on
the following observation: for each fixed-point wave function I, there is some series
of local constraint equations on string-net wave functions for which it is the unique
solution (an argument for this is given in appendix A.2). This means we only need to
find appropriate constraint equations. Each set of constraint equations will completely
specify a fixed-point wave function ), albeit implicitly.
How can we find the local constraint equations? We will use a heuristic approach.
We will simply guess the form of the local constraints. Then, in the next section,
we will verify our guess by constructing fixed-point Hamiltonians whose ground state
wave functions satisfy exactly these constraints.
Consider a string-net model with some number of string types N, some branching
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rules {{i, j, k}}, and some orientations. We wish to find local constraints for the
fixed-point wave functions. Our ansatz is that the local constraints are given by
~ ( ) =~ ( )
~( d) =di~ ( )
~ ( ) =6ij~ ( )
~ (~) = LF~I;;~(
n
(3.1)
(3.2)
(3.3)
(3.4)
where the shaded gray areas represent other parts of the string-nets that are not
changed. The di and the F~1;;are arbitrary complex numerical constants. Different
choices of (di, F~{:) correspond to different fixed-point wave functions.
We should mention that the local constraints (3.1-3.4) are written using a new
notational convention. According to this convention, the indices i, j, k etc., can take
on the value i = 0 in addition to the N physical string types i = 1, ... ,N. We think
of the i = 0 string as the "empty string" or "null string." It represents empty space -
the vacuum. Thus, we can convert labeled string-nets to our old convention by simply
erasing all the i = 0 strings. Our convention serves two purposes: it simplifies notation
(each equation in (3.1-3.4) represents several equations with the old convention), and
it reveals the mathematical framework underlying string-net condensation.
We now briefly motivate these constraints. We begin with the first rule (3.1).
This rule has been drawn schematically. The more precise statement of this rule is
that any two string-net configurations that can be continuously deformed into each
other have the same amplitude. In other words the wave function <I> only depends on
the topologies of the string-nets. The motivation for this constraint is that we are
looking for topological string-net phases.
The second rule (3.2) is motivated by the fundamental property of RG fixed-
points: scale invariance. The wave function <I> should look the same at all distance
scales. Since a closed string disappears at length scales larger then the string size,
the amplitude of an arbitrary string-net configuration with a closed string should be
proportional to the amplitude of the string-net configuration alone.
The third rule (3.3) is similar. Since a "bubble" is irrelevant at long length scales,
we expect
)
But if i i j, the configuration ~ is not allowed: ~ ( ) = O. We
conclude that the amplitude for the bubble configuration vanishes when i =1= j.
The last rule is less well-motivated. The main point is that the first three rules are
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not complete: another constraint is needed to specify the ground state wave function
uniquely. The last rule (3.4) is the simplest local constraint with this property. An
alternative motivation for this rule is the fusion algebra in conformal field theory.[62]
By applying the local rules in (3.1-3.4) multiple times, one can compute the am-
plitude of any string-net configuration in terms of the amplitude of the no-string
configuration. (For example, we can compute the amplitude
fiX) ( = jFiXn: (a j i.O:(
by applying the fourth rule, the third rule, and the second rule in sequence). Thus
the string-net wave function I is completely determined by (3.1-3.4). Equivalently,
( is determined by the numerical constants (di, Fkjm).
However, an arbitrary choice of (di, F7ijm) does not lead to a well defined . This
is because two string-net configurations may be related by more then one sequence of
local rules. We need to choose the (di, Fkjm ) carefully so that different sequences of
local rules produce the same results. That is, we need to choose (di, FJM) so that the
rules are self-consistent. This mathematical problem is solved in appendix A.3. We
find that the only (di, ~ijm) that give rise to self-consistent rules and a well-defined
wave function <> are those that satisfy
Fij k Vk
Flkm* j i imjVmVn
FkIn =- -jin I kn* = k*nl
N
mS q F izp F* _ FizP Friq*
kp*n mns* kr* q*kr* m
n=O
where vi = vi* - /41 (and vo = 1). Here, we have introduced a new object ijk
defined by the branching rules:
16k ={ 1, if i, j, k} is allowed, (3.6)
0 n = U, otherwise. .
There is a one-to-one correspondence between solutions of (3.5) and (2 + 1)D
string-net condensed phases: each solution corresponds to a string-net wave function
69 which in turn corresponds to a string-net condensed phase. These solutions have a
rich mathematical structure, and can be viewed in a much more elegant and abstract
way. Each solution is an example of a mathematical object known as a "tensor
category." [55]
According to our analysis, tensor categories give a complete classification of (2 +
1)D string-net condensed phases (or equivalently non-chiral topological phases [26]).
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We will show later that tensor categories also provide a convenient framework for
deriving the physical properties of quasiparticles. Thus, tensor category theory is the
fundamental mathematical framework for string-net condensed phases, just as group
theory is for symmetry breaking phases.
It is highly non-trivial to find solutions of (3.5). However, it turns out each group
G provides a solution. The solution is obtained by (a) letting the string-type index
i run over the irreducible representations of the group, (b) letting the numbers di be
the dimensions of the representations and (c) letting the 6 index object F~knm be the
6 j symbol of the group. The low energy effective theory of the corresponding string-
net condensed state turns out to be a deconfined gauge theory with gauge group G.
Another class of solutions can be obtained from 6j symbols of quantum groups. In
these cases, the low energy effective theories of the corresponding string-net condensed
states are doubled Chern-Simons gauge theories.
These two classes of solutions are not necessarily exhaustive: Eq. (3.5) may have
solutions other then gauge theories or Chern-Simons theories. Nevertheless, it is clear
that gauge bosons and gauge groups emerge from string-net condensation in a very
natural way.
In fact, string-net condensation provides a new perspective on gauge theory. Tra-
ditionally, we think of gauge theories geometrically. The gauge field A, is analogous
to an affine connection, and the field strength F,, is essentially a curvature tensor.
From this point of view, gauge theory describes the dynamics of certain geometric ob-
jects (e.g. fiber bundles). The gauge group determines the structure of these objects
and is introduced by hand as part of the basic definition of the theory. In contrast,
according to the string-net condensation picture, the geometrical character of gauge
theory is not fundamental. Gauge theories are fundamentally theories of extended
objects. The gauge group and the geometrical gauge structure emerge dynamically
at low energies and long distances. A string-net system "chooses" a particular gauge
group, depending on the coupling constants in the underlying Hamiltonian: these pa-
rameters determine a string-net condensed phase which in turn determines a solution
to (3.5). The nature of this solution determines the gauge group.
One advantage of this alternative picture is that it unifies two seemingly unrelated
phenomena: gauge interactions and Fermi statistics. Indeed, as we will show in section
3.1, string-net condensation naturally gives rise to both gauge interactions and Fermi
statistics (or fractional statistics in (2 + 1)D). In addition, these structures always
appear together. [18]
3.1.2 Fixed-point Hamiltonians
In this section, we construct exactly soluble lattice spin Hamiltonians that explic-
itly demonstrate the string-net condensation picture. These Hamiltonians provide a
lattice realization of all (2 + 1)D string-net condensates and therefore all non-chiral
(2 + 1)D topological phases (provided that we generalize these models as discussed
in appendix A.1). In addition, they put the ansatz in the previous section on firm
ground: their ground states are precisely the fixed point wave functions -Ž. We would
like to mention that a related result was obtained independently by researchers in the
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Figure 3-3: A picture of the lattice spin model (3.7). The electric charge operator QI
acts on the three spins adjacent to the vertex I, while the magnetic energy operator
Bp acts on the 12 spins adjacent to the hexagonal plaquette p. The term QI constrains
the string-nets to obey the branching rules, while Bp provides dynamics. A typical
state satisfying the low-energy constraints is shown on the right. The empty links
have spins in the i = 0 state.
quantum computation community. [63]
For every (di, F~{:) satisfying the self-consistency conditions (3.5) and the uni-
tarity condition (3.11), we can construct an exactly soluble spin Hamiltonian. The
model is a spin system on a (2D) honeycomb lattice, with a spin located on each link
of the lattice. However, the spins are not usual spin-1/2 spins. Each spin can be in
N + 1 different states labeled by i = 0,1, ... ,N.
It is useful to think of the spin states using the string-net language. To do that,
we assign each link an arbitrary orientation. When a spin is in state i, we think of
the link as being occupied by a type-i string oriented in the appropriate direction. If
a spin is in state i = 0, then we think of the link as empty. In this way spin states
correspond to string-net states.
The exactly soluble Hamiltonian for our model is given by
(3.7)
where the sums run over vertices I and plaquettes p of the honeycomb lattice. The
coefficients as satisfy as. = a; but are otherwise arbitrary.
Let us explain the terms in (3.7). The first term, QI acts on the 3 spins adjacent
to the site I:
(3.8)
where 6ijk is the branching rule symbol (3.6). If we think of the spin states in terms
of string-nets, this term constrains the strings to obey the branching rules described
by 6ijk. With this constraint the low energy Hilbert space is simply the set of all
allowed string-net configurations on a honeycomb lattice. (See Fig. 3-3). We think
of QI as an electric charge op.erator. It measures the "electric charge" at site I, and
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favors states with no charge.
We think of the second term Bp as a magnetic flux operator. It measures the
"magnetic flux" through the plaquette p (or more precisely, the cosine of the magnetic
flux) and favors states with no flux. This term provides dynamics for the string-net
configurations.
The magnetic flux operator Bp is a linear combination of (N + 1) terms B,
s = 0,, ..., N. Each B is an operator that acts on the 12 links that are adjacent to
the hexagon p. (See Fig. 3-3). Thus, the Bp are essentially (N + 1)12 x (N + 1)12
matrices. However, the action of Bp does not change the spin states on the 6 outer
links of p. Therefore the Bp can be block diagonalized into (N + 1)6 blocks, each of
dimension (N + 1)6 X (N + 1)6. Let Bp,shijkl (abcdef), with a, b, c... = 01, ..., N,
denote the matrix elements of these (N + 1)6 matrices:
b)" h- c
a gBp a I jd
f)-k-e
-d
-E B 'h'''k' (abcdef) a-g d) (3.9)
~J p,ghijkl 
m,...,r fk'. 
Then the operators Bp are defined by
BS,ghiij'k'l' (abcdef)
_ al*g bg*h ch*i di* j k fk* 
s*hg'* s*hgi'* s~ji s*kjI* s*lk* (3.10)
(See appendix A.4 for a graphical representation of B`). One can check that the
Hamiltonian (3.7) is Hermitian if F satisfies
Fi*** = (Fl)* (3.11)
in addition to (3.5). Our model is only applicable to topological phases satisfying
this additional constraint. We believe that this is true much more generally: only
topological phases satisfying the unitarity condition (3.11) are physically realizable.
The Hamiltonian (3.7) has a number of interesting properties, provided that
(di, Fkjm) satisfy the self-consistency conditions (3.5). It turns out that:
1. The Bp and Q1 's all commute with each other. Thus the Hamiltonian (3.7) is
exactly soluble.
2. Depending on the choice of the coefficients a, the system can be in N + 1
different quantum phases.
3. The choice a= d= corresponds to a topological phase with a smooth
continuum lim t. The ground state wave function for this parameter choice is
continuum limit. The ground state wave function for this parameter choice is
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topologically invariant, and obeys the local rules (3.1-3.4). It is precisely the
wave function , defined on a honeycomb lattice. Furthermore, QI, Bp are
projection operators in this case. Thus, the ground state satisfies QI = Bp = 1
for all I, p, while the excited states violate these constraints.
Thus, the Hamiltonian (3.7) with the above choice of a8 provides an exactly soluble
realization of the doubled topological phase described by (di, Fij ). We can obtain
some intuition for this by considering the case where di are the dimensions of the
irreducible representations of some group G and Fiim is the 6j symbol. In this
case, it turns out that QI and Bp are precisely the electric charge and magnetic flux
operators in the standard lattice gauge theory with group G. Thus, (3.7) is the usual
Hamiltonian of lattice gauge theory, except with no electric field term. This is exactly
the Kitaev model - the zero coupling, exactly soluble Hamiltonian of lattice gauge
theory. [52, 13] In this way, our construction can be viewed as a generalization of
lattice gauge theory.
In this paper, we will focus on the smooth topological phase corresponding to the
parameter choice a = d d2 (see appendix A.4). However, we would like to mention
that the other N quantum phases also have non-trivial topological (or quantum) order.
However, in these phases, the ground state wave function does not have a smooth
continuum limit. Thus, these are new topological phases beyond those described by
continuum theories.
3.1.3 Quasiparticle excitations
In this section, we find the quasiparticle excitations of the string-net Hamiltonian
(3.7), and calculate their statistics (e.g. the twists 0, and the S matrix sp). We will
only consider the topological phase with smooth continuum limit. That is, we will
choose a = d in our lattice model.
-i= i
Recall that the ground state satisfies Q = B = 1 for all vertices I, and all
plaquettes p. The quasiparticle excitations correspond to violations of these con-
straints for some local collection of vertices and plaquettes. We are interested in the
topological properties (e.g. statistics) of these excitations.
We will focus on topologically nontrivial quasiparticles - that is, particles with
nontrivial statistics or mutual statistics. By the analysis in Ref. [18], we know that
these types of particles are always created in pairs, and that their pair creation opera-
tor has a string-like structure, with the newly created particles appearing at the ends.
(See Fig. 3-4). The position of this string operator is unobservable in the string-net
condensed state - only the endpoints of the string are observable. Thus the two ends
of the string behave like independent particles.
If the two endpoints of the string coincide so that the string forms a loop, then
the associated closed string operator commutes with the Hamiltonian. This follows
from the fact that the string is truly unobservable; the action of an open string
operator on the ground state depends only on its endpoints. Thus, each topologically
nontrivial quasiparticle is associated with a (closed) string operator that commutes
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with the Hamiltonian. To find the quasiparticles, we need to find these closed string
operators. [13]
An important class of string operators are what we will call "simple" string oper-
ators. The defining property of simple string operators is their action on the vacuum
state. If we apply a type-s simple string operator W(P) to the vacuum state, it cre-
ates a type-s string along the path of the string, P. We already have some examples
of these operators, namely the magnetic flux operators BP. When BP acts on the vac-
uum configuration 10), it creates a type-s string along the boundary of the plaquette
p. Thus, we can think of BP as a short type-s simple string operator, W(9p).
We would like to construct simple string operators W(P) for arbitrary paths
P = I1, ..., IN on the honeycomb lattice. Using the definition of BP as a guide, we
make the following ansatz. The string operator W(P) only changes the spin states
along the path P. The matrix element of a general type-s simple string operator
W(P) between an initial spin state 1, .. i and final spin state il, ... i, is of the form
(i...eiN ( 12 kN) (-1) (3.12)
k=1 k=l
where e1, ... , eN are the spin states of the N "legs" of P (see Fig. 3-4) and
ikVSwk, if P turns right, left at Ik, Ik+1
k.
Wk = VikB ik, if P turns left, right at Ik, Ik+l (3.13)
1, otherwise
Here, W}, W; are two (complex) two index objects that characterize the string W.
Note the similarity to the definition of Bp. The major difference is the additionalfrN Nfactor k=l Wk. We conjecture that wviv-il = 1 for a type-s string, so -Ik= Uwk is
simply a phase factor that depends on the initial and final spin states i, i2, ..., iN,
iz, i', ..., Ii'. This phase vanishes for paths P that make only left or only right turns,
such as plaquette boundaries Op. In that case, the definition of W(P) coincides with
BP.
A straightforward calculation shows that the operator W(P) defined above com-
mutes with t he Hamiltonian (3.7) if Lw, (D satisfy
N
-m rsl*i Vj s k nl
Wj ljm*W i V L s*nl*k ksm*
n=O
N
zi = S wi Fi s*ks * (3.14)
k=O
The solutions to these equations give all the type-s simple string operators.
For example, consider the case of Abelian gauge theory. In this case, the solu-
tions to (3.14) can be divided into three classes. The first class is given by s - 0,
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aviv = wjvivJ = 1. These string operators create electric flux lines and the associ-
ated quasiparticles are electric charges. In more traditional nomenclature, these are
known as (Wegner-)Wilson loop operators [52, 64]. The second class of solutions is
given by s = 0, and w i iJvs = (JVs)* # 1. These string operators create magnetic
flux lines and the associated quasiparticles are magnetic fluxes. The third class has
s O0 and w~i jvs = (iiv-)* 1. These strings create both electric and magnetic
flux and the associated quasiparticles are electric charge/magnetic flux bound states.
This accounts for all the quasiparticles in (2 + 1)D Abelian gauge theory. Therefore,
all the string operators are simple in this case.
However, this is not true for non-Abelian gauge theory or other (2+1)D topological
phases. To compute the quasiparticle spectrum of these more general theories, we
need to generalize the expression (3.12) for W(P) to include string operators that are
not simple.
One way to guess the more general expression for W(P) is to consider products of
simple string operators. Clearly, if W1(P) and W2 (P) commute with the Hamiltonian,
then W(P) = W 1 (P) W2(P) also commutes with the Hamiltonian. Thus, we can
obtain other string operators by taking products of simple string operators. In general,
the resulting operators are not simple. If W1 and W2 are type-s1 and type-s 2 simple
string operators, then the action of the product string on the vacuum state is:
W(P)I0) = W 1(P)W 2 (P)I) = WI(P)1s 2) = 68ss 1s2 Is)
where s) denotes the string state with a type-s string along the path P and the
vacuum everywhere else. If we take products of more then two simple string operators
then the action of the product string on the vacuum is of the form W(P) 1) = Es n, Is)
where nS are some non-negative integers.
We now generalize the expression for W(P) so that it includes arbitrary products
of simple strings. Let W be a product of simple string operators, and let n, be the non-
negative integers characterizing the action of W on the vacuum: W(P) O) = Es nsIs).
Then, one can show that the matrix elements of W(P) are always of the form
il i...N = F (3.15)
Sk k=l k=l
where { f I kk if P turns right, left at Ik, Ik+1
vi $kSk+lik
~Qk VkVsk Qk k~lik' if P turns left, right at Ik, Ik+l (3.16)
6SkSk+1 *Id, otherwise
and Qtj, Q2tj are two 4 index objects that characterize the string operator WV. For
any quadruple of string types i, j, s, t, (tj, t) are (complex) rectangular matrices
of dimension n, x nt. Note that type-so simple string operators correspond to the
special case where n7 = 0,. In this case, the matrices 1Qtj, 12tj reduce to complex
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Figure 3-4: Open and closed string operators for the lattice spin model (3.7). Open
string operators create quasiparticles at the two ends, as shown on the left. Closed
string operators, as shown on the right, commute with the Hamiltonian. The closed
string operator W(P) only acts non-trivially on the spins along the path P = I1, I2...
(thick line), but its action depends on the spin states on the legs (thin lines).
The matrix element between an initial state i, i2, ... and a final state iz, ... is
ad (ee2 F FC ... ) for a type-s simple stringV 2Vs2 3 l. i3 vs3ili2... f 1 .' ')--- '*tvi, * 
and Wii 2 .(ele2... .) {S k (ifii 23 *) " ... T( v.Id i3vS3si3 . for1%2... 52 2 83, ,3 Vi 8152il 82S3 Vi. $ 3S4i31 3
a general string.
numbers, and we can identify
Qtj = W6s 6t Qst = ss 6t. (3.17)st= wjS8sot0o, ftj = S S to O
As we mentioned above, products of simple string operators are always of the form
(3.15). In fact, we believe that all string operators are of this form. Thus, we will
use (3.15) as an ansatz for general string operators in (2 + 1)D topological phases.
This ansatz is complicated algebraically, but like the definition of Bp, it has a simple
graphical interpretation (see appendix A.5).
A straightforward calculation shows that the closed string W(P) commutes with
the Hamiltonian (3.7) if Q and Q satisfy
N N
V im sl*i l VjVs _n2 rsj * s i~ - t1jik 1*nO Irsj kjm* sti Vm t*nl* rtk krm*
s=0 m n=O
N
Qflti = . k. Fit*' (3.18)
s ti St j* (i*3s1*
k=O
The solutions (Qm, Qm) to these equations give all the different closed string operators
Wm. However, not all of these solutions are really distinct. Notice that two solutions
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(Q1 , Q1), ( 2 , Q2) can be combined to form a new solution (Q', Q'):
-sti 1,sti ® 2,sti
~sti = Q1,sti (3.19)
This is not surprising: the string operator W' corresponding to (Q', Q') is simply the
sum of the two operators corresponding to (Q1,2, Q1,2): W' = W1 + W2.
Given this additivity property, it is natural to consider the "irreducible" solutions
(Q>, Qu,) that cannot be written as a sum of two other solutions. Only the "irre-
ducible" string operators W, create quasiparticle-pairs in the usual sense. Reducible
string operators W create superpositions of different strings - which correspond to
superpositions of different quasiparticles. 1
To analyze a topological phase, one only needs to find the irreducible solutions
(Q,, Q,) to (3.18). The number M of such solutions is always finite. In general, each
solution corresponds to an irreducible representation of an algebraic object. In the
case of lattice gauge theory, there is one solution for every irreducible representation
of the quantum double D(G) of the gauge group G. Similarly, in the case of doubled
Chern-Simons theories there is one solution for each irreducible representation of a
doubled quantum group.
The structure of these irreducible string operators W, determines all the universal
features of the topological phase. The number M of irreducible string operators is the
number of different kinds of quasiparticles. The fusion rules WW = M 1 h W
determine how bound states of type-a and type-0 quasiparticles can be viewed as a
superposition of other types of quasiparticles.
The topological properties of the quasiparticles are also easy to compute. As an
example, we now derive two particularly fundamental objects that characterize the
spins and statistics of quasiparticles: the M twists O, and the M x M S-matrix, sp
[65, 25, 57, 20].
The twists Oc, are defined to be statistical angles of the type-a quasiparticles. By
the spin-statistics theorem they are closely connected to the quasiparticle spins s,:
ei° " = e2riso. We can calculate , by comparing the quantum mechanical amplitude
for the following two processes. In the first process, we create a pair of quasiparticles
a, 5 (from the ground state), exchange them, and then annihilate the pair. In the
second process, we create and then annihilate the pair without any exchange. The
ratio of the amplitudes for these two processes is precisely e ° .
The amplitude for each process is given by the expectation value of the closed
string operator W, for a particular path P:
A 1 = K (<i'N (3.20)
A 2 = (iLII ) (3.21)
1Note that reducible quasiparticles should not be confused with bound states. Indeed, in the case
of Abelian gauge theory, most of the irreducible quasiparticles are bound states of electric charges
and magnetic fluxes.
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Here, ) denotes the ground state of the Hamiltonian (3.7).
Let (RQ, Q,, n,) be the irreducible solution corresponding to the string operator
W,. The above two amplitudes can be then be expressed in terms of (Q,, ,, n,)
(see appendix A.5):
.A1 = Z dTr(Qfsss. ) (3.22)A, = d' (3.22)
A 2 = ZErn,ds (3.23)
Combining these results, we find that the twists are given by
ei, A dS Tr(a, (3.24)A2 Es n,,sd,
Just as the twists 0 are related to the spin and statistics of individual particle
types a, the elements of the S-matrix, s3 describe the mutual statistics of two particle
types a, /3. Consider the following process: We create two pairs of quasiparticles
a, a, , 3, braid a around , and then annihilate the two pairs. The element s,3
is defined to be the quantum mechanical amplitude A of this process, divided by
a proportionality factor D where D2 = ,(Z n,,,d,) 2 . The amplitude A can be
calculated from the expectation value of W, Wo for two "linked" paths P:
A= ( '>) (3.25)
Expressing A in terms of (Q,, QO, n,), we find
A 1
Sc3 - Tr (Qo ,iij . ) Tr(Qsjji.)didj (3.26)
ijk
3.2 String-net condensation in (3 + 1) and higher
dimensions
In this section, we generalize our results to (3+1) and higher dimensions. We find that
there is a one-to-one correspondence between (3 + 1) (and higher) dimensional string-
net condensates and mathematical objects known as "symmetric tensor categories."
[55] The low energy effective theories for these states are gauge theories coupled to
bosonic or fermionic charges. (See Ref. [14, 15] for a simplified, alternative derivation).
Our approach is based on the exactly soluble lattice spin Hamiltonian (3.7). In
section 3.1.2, we analyzed that model in the case of the honeycomb lattice. However,
the choice of lattice was somewhat arbitrary: we could equally well have chosen any
trivalent lattice in two dimensions.
Trivalent lattices can also be constructed in three and higher dimensions. For
example, we can create a space-filling trivalent lattice in three dimensions, by "split-
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Figure 3-5: A three dimensional trivalent lattice, obtained by splitting the sites of
the cubic lattice. We replace each vertex of the cubic lattice with 4 other vertices as
shown above.
ting" the sites of the cubic lattice (see Fig. 3-5). Consider the spin Hamiltonian (3.7)
for this lattice, where I runs over all the vertices of the lattice, and p runs over all the
"plaquettes" (that is, the closed loops that correspond to plaquettes in the original
cubic lattice).
This model is a natural candidate for string-net condensation in three dimensions.
Unfortunately, it turns out that the Hamiltonian (3.7) is not exactly soluble on this
lattice. The magnetic flux operators B~ do not commute in general.
This lack of commutativity originates from two differences between the plaque-
ttes in the honeycomb lattice and in higher dimensional trivalent lattices. The first
difference is that in the honeycomb lattice, neighboring plaquettes always share pre-
cisely two vertices, while in higher dimensions the boundary between plaquettes can
contain three or more vertices (see Fig. 3-6). The existence of these interior vertices
has the following consequence. Imagine we choose orientation conventions for each
vertex, so that we have a notion of "left turns" and "right turns" for oriented paths
on our lattice (such an orientation convention can be obtained by projecting the 3D
lattice onto a 2D plane - as in Fig. 3-6). Then, no matter how we assign these
orientations, some plaquette boundaries will always make both left and right turns.
Thus, we cannot regard the boundaries of the 3D plaquettes as small closed strings
the way we did in two dimensions (since small closed strings always make all left
turns, or all right turns). On the other hand, the magnetic flux operators B~ only
commute if their boundaries are small closed strings. It is this inconsistency between
the algebraic definition of B~ and the topology of the plaquettes that leads to the
lack of commutativity.
To resolve this problem, we need to define a Hamiltonian using the general simple
string operators W(8p) rather then the small closed strings B~. Suppose (w~j' W~j)'
s = 0,1, ...N are type-s solutions of (3.14). After picking some "left turn", "right
turn" orientation convention at each vertex, we can define the corresponding type-s
simple string operators Ws(P) as in (3.12). Suppose, in addition, that we choose
(w~j' W~j) so that the string operators satisfy Wr . Ws = l:t brstWt (this property
ensures that Ws (8p) are analogous to B~). Then, a natural higher dimensional gen-
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Figure 3-6: Three plaquettes demonstrating the two fundamental differences between
higher dimensional trivalent lattices and the honeycomb lattice. The plaquettes pi,
P2 lie in the xz plane, while p3 is oriented in the xy direction. Notice that pi and
P2 share three vertices, I, 12, Is3 - unlike neighboring plaquettes in the honeycomb
lattice, which share two vertices. Also, notice that the plaquette boundaries apl and
Op3 intersect only at the line segment I314. The boundary 0 P1 makes a left turn
at I3, and a right turn at 14. Thus, if we shrink the segment I314 to a point, these
two plaquette boundaries intersect exactly once - unlike neighboring plaquettes in
the honeycomb lattice, which intersect tangentially when their common boundary is
shrunk to a point.
eralization of the Hamiltonian (3.7) is
N
H = - QI - W,, WP = E asWs(Op) (3.27)
I p s=O
For a two dimensional lattice, the conditions (3.14) are sufficient to guarantee that the
closed strings W,(aOp) commute within the ground state subspace. The Hamiltonian
(3.27) is then an exactly soluble realization of a doubled topological phase. However,
in higher dimensions, one additional constraint is necessary.
This constraint stems from the second, and perhaps more fundamental, difference
between 2D and higher dimensional lattices. In two dimensions, two closed curves
always intersect an even number of times. For higher dimensional lattices, this is not
the case. Small closed curves, in particular plaquette boundaries, can (in a sense)
intersect exactly once (see Fig. 3-6). Because of this, the objects wjk must satisfy the
additional relation:
W.jk = Wkj (3.28)
One can show that if this additional constraint is satisfied, then (a) the higher dimen-
sional Hamiltonian (3.27) is exactly soluble, and (b) the ground state wave function
1) is defined by local topological rules analogous to (3.1-3.4). This means that (3.27)
provides an exactly soluble realization of topological phases in (3 + 1) and higher
dimensions.
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Each exactly soluble Hamiltonian is associated with a solution (FklIn, W k, Wjk) of
(3.5), (3.14), (3.28). By analogy with the two dimensional case, we conjecture that
there is a one-to-one correspondence between topological string-net condensed phases
in (3 + 1) or higher dimensions, and these solutions. The solutions (Fn, kl,jk, Jk)
correspond to a special class of tensor categories - symmetric tensor categories. [55]
Just as tensor categories are the mathematical objects underlying string condensa-
tion in (2 + 1) dimensions, symmetric tensor categories are fundamental to string
condensation in higher dimensions.
There are relatively few solutions to (3.5), (3.14), (3.28). Physically, this is a
consequence of the restrictions on quasiparticle statistics in 3 or higher dimensions.
Unlike in two dimensions, higher dimensional quasiparticles necessarily have trivial
mutual statistics, and must be either bosonic or fermionic. From a more mathematical
point of view, the scarcity of solutions is a result of the symmetry condition (3.28).
Nevertheless, each group G does provide a solution. This solution is obtained
by (a) letting the string-type index i run over the irreducible representations of the
gauge group, (b) letting the numbers di be the dimensions of the representations,
(c) letting the 6 index object Fm be the 6j symbol of the group, and (d) setting
wz.k = ± f t M . Here we choose the positive sign in almost all cases. The only time
when the sign is negative is when j = k and the unique G-invariant tensor in k 0 k 0 i
is antisymmetric in the first two indices. With this choice, one can show that (3.5),
(3.14) and (3.28) are satisfied. The low energy effective theory of the corresponding
string-net condensed state is a deconfined gauge theory with gauge group G.
It is not surprising that we have this class of solutions since the string-net picture
of gauge theory (section 2.3) is valid in any number of dimensions. However, there is
another class of solutions that is more interesting. These are obtained by "twisting"
the usual gauge theory solution. We replace ck by Wjk where
Wjk = Wjk ()P (3.29)
Here P(i) is some assignment of parity ("even", or "odd") to each representation i.
The assignment must be self-consistent in the sense that the tensor product of two
representations with the same (different) parity decomposes into purely even (odd)
representations. The low energy effective theories for these string-net condensed states
are variants of gauge theories - called "twisted gauge theories." Notice that if all the
representations are assigned an even parity, we are back to the usual gauge theory
solution: Wik = ik
The major physical distinction between twisted gauge theories and standard gauge
theories is the quasiparticle statistics. In standard gauge theory, the fundamental
quasiparticles are the N + 1 electric charges corresponding to the N + 1 string types.
These quasiparticles are all bosonic. In twisted gauge theories, there are also N + 1
different electric charges corresponding to the N + 1 string types. However, in this
case, the charges corresponding to "odd" representations i are fermionic.
It appears that gauge theories coupled to fermionic or bosonic charged particles
are the only possibilities for higher dimensional string-net condensates: mathematical
work on symmetric tensor categories suggests that the only solutions to (3.5), (3.14),
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(3.28) are those corresponding to gauge theories and twisted gauge theories. [66]
Thus, higher dinlensional string-net condensation naturally gives rise to both
emerging gauge bosons and emerging fermions. This is interesting because it sug-
gests that gauge interactions and Fermi statistics may be intimately connected. The
string-net picture may be the bridge between these two seemingly unrelated phenom-
ena. [18, 14, 15]
We would like to mention that (3+ 1) dimensional string-net condensed states also
exhibit nlembrane condensation. These membrane operators are entirely analogous
to the string operators. Just as open string operators create charges at their two
ends, open membrane operators create magnetic flux loops along their boundaries.
Furthermore, just as string condensation makes the string unobservable, membrane
condensation leads to the unobservability of the membrane. Only the boundary of
the membrane - the magnetic flux loop - is observable.
3.3 Examples
3.3.1 N == 1 string model
We begin with the simplest string-net model. In the notation from chapter 2, this
model is given by
1. Number of string types: N = 1
2. Branching rules: 0 (no branching)
3. String orientations: 1*= 1.
In other words, the string-nets in this model contain one unoriented string type and
have no branching. Thus, they are simply closed loops. (See Fig. 2-6a).
We would like to find the different topological phases that can emerge from these
closed loops. According to the discussion in section 3.1.1, each phase is captured by
a fixed-point wave function, and each fixed-point wave function is specified by local
rules (3.1-3.4) that satisfy the self-consistency relations (3.5). It turns out that (3.5)
have only two solutions in this case (up to resealing):
do -
dl
Fggg
F~~~
1
Fllg = :i:l
FlOl F.0ll 1101 - 011-
F.110 F.lOl Fall 1001 = 010 = 100 = (3.30)
where the other elements of F all vanish. The corresponding local rules (3.1-3.4) are:
<P (fa D) = :i: <P (m)
<P (I> <I) = :i: <P (ILl)
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(3.31)
Figure 3-7: The Hamiltonians (3.35), (3.36), realizing the two N = 1 string condensed
phases. Each circle denotes a spin-1/2 spin. The links with aX = -1 are thought of
as being occupied by a type-1 string, while the links with aX = + 1 are regarded as
empty. The electric charge term acts on the three legs of the vertex I with aX. The
magnetic energy term acts on the 6 edges of the plaquette p with aZ, and acts on the
6 legs of p with an operator of the form f(aX). For the Z2 phase, f = 1, while for
the Chern-Simons phase, f(x) = i(1-x)/2.
We have omitted those rules that can be derived from topological invariance (3.1).
The fixed-point wave functions <1>:1: satisfying these rules are given by
(3.32)
where Xc is the number of disconnected components in the string configuration X.
The two fixed-point wave functions <1>:1: correspond to two simple topological
phases. As we will see, <1>+ corresponds to Z2 gauge theory, while <1>_ is a U (1) x U (1)
Chern-Simons theory. (Actually, other topological phases can emerge from closed
loops - such as in Ref. [59, 60, 61]. However, we regard these phases as emerging
from more complicated string-nets. The closed loops organize into these effective
string-nets in the infrared limit).
The exactly soluble models (3.7) realizing these two phases can be written as
spin 1/2 systems with one spin on each link of the honeycomb lattice (see Fig. 3-7).
We regard a link with aX = -1 as being occupied by a type-1 string, and the state
aX = +1 as being unoccupied (or equivalently, occupied by a type-O or null string).
The Hamiltonians for the two phases are of the form
H:I: = - L Q 1,:1: - L Bp,:I:
I p
The electric charge ternl is the same for both phases (since it only depends on the
branching rules):
Ql,x = ~(1 + II ail
legs of I
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(3.33)
The magnetic terms for the two phases are
1
Bp, 2 (B' B 1 i, ) (3.34)
edges of p legs of p
where Pp is the projection operator Pp = Il'Ep QI. The projection operator Pp can be
omitted without affecting the physics (or the exact solubility of the Hamiltonian). We
have included it only to be consistent with (3.7). If we omit this term, the Hamiltonian
for the first phase (+) reduces to the Kitaev toric code [13] - the exactly soluble zero
coupling limit of Z2 lattice gauge theory:
H+ x=-Z I| a-E 17 u (3.35)
I legs of I p edges ofp
The Hamiltonian for the second phase,
H_=-E H ¢c ( l )( H i) (3.36)
I legs of I p edges ofp legs ofp
is less familiar. However, one can check that in both cases, the Hamiltonians are
exactly soluble and the two ground state wave functions are precisely (DI (in the ax
basis).
Next we find the quasiparticle excitations for the two phases, and the correspond-
ing S-matrix and twists 0O.
In both cases, equation (3.18) has 4 irreducible solutions (n,,, Q'jt, Q2'), =
1, 2, 3,4 - corresponding to 4 quasiparticle types. For the first phase (+) these
solutions are given by:
nl,o = 1, nl,l = 0, Q0,000 = 1, Q1 =1
n 2,0 = 0, 2 ,1 = 1 Q2,110 2,111 Q
n4,0 = 0, n4 ,1 = 1, 1, Q4,11 = -1
The other elements of Q vanish. In all cases Q = Q.
The corresponding string operators for a path P are
W1 = Id
W2 = II 
edges of P
W3 = H 
R-legs
W4 = I ° H ' (3.37)
edges of P R-legs
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Figure 3-8: A closed string operator W(P) for the two models (3.35),(3.36). The
path P is drawn with a thick line, while the legs are drawn with thin lines. The
action of the string operators (3.37),(3.40) on the legs is different for legs that branch
to the right of P, "R-legs", and legs that branch to the left of P, "L-legs." Similarly,
we distinguish between "R-vertices" and "L-vertices" which are ends of "R-leg" and
"L-leg" respectively.
where the "R-legs" k are the legs that are to the right of P. (See Fig. 3-8). Techni-
cally, we should multiply these string operators by an additional projection operator
flIP QI, in order to be consistent with the general result (3.15). However, we will
neglect this factor since it doesn't affect the physics.
Once we have the string operators, we can easily calculate the twists and the
S-matrix. We find:
ei01 = 1, eiO2 = 1, ei0 (3.38)
1 1 -1 -1
S= = 6 - (3.39)
This is in agreement with the twists and S-matrix for Z2 gauge theory: W1 creates
trivial quasiparticles, W2 creates magnetic fluxes, VV3 creates electric charges, W4
creates electric/magnetic bound states.
In the second phase (_), we find
nl,o = 1, nl,l =0, °0 = , 1 = 1
1,000 1,001
n2,0 = , n2,1 = 1, Q2110 , 211 =i2,110 2,111
n3,o 0, n 3,11 = 1  Q1 , O =-i
n4,o = 1n4,1 = 0, 0 =1, 1 =4,000 4,001
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Once again, the other elements of Q vanish. Also, in all cases, Q = Q*. The corre-
sponding string operators for a path P are
W = Id
W2 = I a; H I i I (-1)s
edges of P R-legs L-vertices
W3 = Hi °J H(-i)- H (-1)8I
edges of P R-legs L-vertices
W4 = II ,x (3.40)
R-legs
where the "L-vertices" I are the vertices of P adjacent to legs that are to the left of
P. The exponent s is defined by s = (1 - oa)(1 + ua), where i, j are the links
just before and just after the vertex I, along the path P. (See Fig. 3-8).
We find the twists and S-matrix are
ei ol = 1, ei2 = i, eiO3 = -i, ei o4 =1 (3.41)
1 11 I 11
1 -1 -1 1( i 1 z (3.42)
We see that W1 creates trivial quasiparticles, W2, W3 create semions with opposite
chiralities and trivial mutual statistics, and W4 creates bosonic bound states of the
semions. These results agree with the U(1) x U(1) Chern-Simons theory
1L = 4 KIJarIaa, 1, J = 1,2 (3.43)
4ir
with K-matrix
(2C 0 2) (3.44)
Thus the above U(1) x U(1) Chern-Simons theory is the low energy effective theory
of the second exactly soluble model (with dl = -1).
Note that the Z2 gauge theory from the first exactly soluble model (with dl = 1)
can also be viewed as a U(1) x U(1) Chern-Simons theory with K-matrix [67]
EK = (2 O (3.45)
3.3.2 N = 1 string-net model
The next simplest string-net model also contains only one oriented string type - but
with branching. Simple as it is, we will see that this model contains non-Abelian
anyons and is theoretically capable of universal fault tolerant quantum computation
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[56]. Formally, the model is defined by
1. Number of string types: N = 1
2. Branching rules: {{I, 1, I}}
3. String orientations: 1* = 1.
The string-nets are unoriented trivalent graphs (see Fig. 2-6b). To find the topological
phases that can emerge from these objects, we solve the self-consistency relations
(3.5). We find two sets of self-consistent rules:
<P (II D) ='x . <P (I)
<P (I> <I) =,;1 . <P (-==-) + ,~1/2 . <P (Ill)
<P (1)-<1) =,~1/2 . <P (-===-) - ,;1 . <P (ICIJI)
where 'x = lx2V5.(Once again, we have omitted those rules that can be derived from
topological invariance). Unlike the previous case, there is no closed form expression
for the wave function amplitude.
Note that the second solution, d1 = 1-2V5does not satisfy the unitarity condition
(3.11). Thus, only the first solution corresponds to a physical topological phase. As
we will see, this phase is described by an 803(3) x 803(3) Chern-Simons theory.
As before, the exactly soluble realization of this phase (3.7) is a spin-1/2 model
with spins on the links of the honeycomb lattice. We regard a link with aX = -1
as being occupied by a type-1 string, and a link with aX = 1 as being unoccupied
(or equivalently occupied by a type-O string). However, in this case we will not
explicitly rewrite (3.7) in terms of Pauli matrices, since the resulting expression is
quite complicated.
We now find the quasiparticles. These correspond to irreducible solutions of (3.18).
For this model, there are 4 such solutions, corresponding to 4 quasiparticles:
1: nl,O = 1, nl,1 = 0, n~,ooo= 1, ni,oOl = 1
2: n2,0 = 0, n2,1 = 1, n~,110= 1,
n0 - _"Y-le7ri/5 01 - "y -1/2e37ri/52,111-,+ ' 2,111- ,+
3: n3,0 = 0, n3,1 = 1, 0~,110= 1,
nO _ -1 -7ri/5 nl _ -1/2 -37ri/5H3,111- -,+ e , H3,111-,+ e
4: n4,0 = 1, n4,1 = 1, O~,ooo= 1, n~,110= 1,
ntoOl = _,+2, 0~,111= ,+1, nt111 = ,;.5/2,
01 - (01 )* - "y -11/4 (2 _ e37ri/5 + "y e-37ri/5)4,101- 4,011 -,+ ,+.
In all cases, n = 0*.
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(3.46)
We can calculate the twists and the S-matrix. We find:
ei{h = 1 eifh = e-47ri/5 ei(}3 = e47ri/5, ei(}4 = 1 (3.47), ,
(i , , ~2 )S= 1 -1 ,2 -, (3.48)1 +,2 ,2 -1 -,-, -, 1
We conclude that WI creates trivial quasiparticles, W2, W3 create (non-Abelian)
anyons with opposite chiralities, and W4 creates bosonic bound states of the anyons.
These results agree with S03(3) x S03(3) Chern-Simons theory, the so-called doubled
"Yang-Lee" theory.
Researchers in the field of quantum computing have shown that the Yang-Lee
theory can function as a universal quantum computer - via manipulation of non-
Abelian anyons. [56] Therefore, the spin-1/2 Hamiltonian (3.7) associated with (3.46)
is a theoretical realization of a universal quantum computer. While this Hamiltonian
may be too complicated to be realized experimentally, the string-net picture suggests
that this problem can be overcome. Indeed, the string-net picture suggests that
generic spin Hamiltonians with a trivalent graph structure will exhibit a Yang-Lee
phase. Thus, much simpler spin-1/2 Hamiltonians may be capable of universal fault
tolerant quantum computation.
3.3.3 N == 2 string-net models
In this section, we discuss two N = 2 string-net models. The first model contains one
oriented string and its dual. In the notation from section 2.2, it is given by
1. Number of string types: N = 2
2. Branching rules: {{I, 1, I}, {2, 2, 2}}
3. String orientations: 1* = 2, 2* = 1.
The string-nets are therefore oriented trivalent graphs with Z3 branching rules (see
Fig. 2-6d). The string-net condensed phases correspond to solutions of (3.5). Solving
these equations, we find one set of self-consistent local rules:
4? (I 0) =4? (I)
4? (rJ> <11) =4? (CiDI)
4? (I> <I) =4? (III) (3.49)
The corresponding fixed-point wave function 4? is simply the constant function: 4?(X) =
1 for all X.
As before, we can construct an exactly soluble Hamiltonian, find the quasi particles
and compute the twists and S-matrices. We find that 4? is described by a Z3 gauge
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theory. There are 32 = 9 elementary quasiparticles. These quasiparticles are electric
charge/magnetic flux bound states formed froln the 3 types of electric charges and 3
types of magnetic fluxes.
The final example we will discuss contains two unoriented strings. Formally it is
given by
1. Number of string types: N = 2
2. Branching rules: {{I, 2, 2}, {2, 2, 2}}
3. String orientations: 1*= 1, 2* = 2.
The string-nets are unoriented trivalent graphs, with edges labeled with 1 or 2 (see
Fig. 2-6c). We find that there is only one set of self-consistent local rules:
q> (I d) =di . q> (I)
q> (~ ~) =q> (IIJI)
q> (~ ~) =q> (1iTII)
q> (~) =q> (1illI)
."<T> (1mI) = - <T> (I~nl)
2
q> (~) = L Fii: .q> (I ~~~Il)
n=O
where do = dl = 1, d2 = 2, and Fii::" is the matrix
(3.50)
(
1. 1.
2 2
p22m _ 1. 1.
22n - 2 2
1 1
V?- -V?-
_1 )V?-o
If we construct the Hamiltonian (3.7), we find that it is equivalent to the stan-
dard exactly soluble lattice gauge theory Hamiltonian [13] with gauge group S3 - the
permutation group on 3 objects. One can show that this theory contains 8 elemen-
tary quasiparticles (corresponding to the 8 irreducible representations of the quantum
double D(S3)). These quasiparticles are combinations of the 3 electric charges and 3
magnetic fluxes.
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Chapter 4
String-net condensation and
quantum entanglement
In the previous two chapters, we described a physical picture and mathematical frame-
work for non-chiral topological phases. It might appear that we have a complete
theory of topological phases.
However, the theory of topological phases is still incomplete. There are several
problems that need to be addressed. In this chapter we focus on one of these prob-
lems: the problem of physical characterizing topological phases. At the moment, our
physical characterization of topological order is weak - much weaker then our charac-
terization of symmetry-breaking order. For example, we can easily detect symmetry
breaking order in a ground state wave function. To do this, one simply looks for long
range correlations (Si' Sj). But we cannot detect topological order in a wave function.
Indeed, the only physical characterizations of topological order [19] involve properties
of the Hamiltonian - e.g. quasiparticle statistics [23], ground state degeneracy [68, 2],
and edge excitations [19].
Yet we expect that topological order is a property of the ground state. Topologi-
cally ordered states are highly entangled and this entanglement is responsible for their
unusual properties. If topological order is in any way analogous to symmetry-breaking
order it should be a property of the ground state wave function.
This is a serious problem, not only conceptually, but also for practical reasons.
In recent years, many wave functions have been proposed as examples of topological
order such as Gutzwiller projected states [69], quantum loop gas wave functions [60],
and resonating dimer wave functions. [48] However, we cannot make sharp statements
about whether these states actually contain topological order.
In addition, this is a problem for numerical studies. For example, there is reason
to believe that the ground state of the J1 - J3 model - a spin-1/2 antiferromagnet
on the square lattice - is topologically ordered for some choices of parameters. But
we cannot establish this definitively since current techniques only allow us to look for
symmetry breaking order. [35, 34]
In this chapter, we remedy this problem. We demonstrate that topological order
is manifest not only in dynamical properties but also in the basic entanglement of
the ground state wave function. Furthermore, this entanglement can be detected in
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Figure 4-1: One can detect topological order in a state \lJ by computing the entangle-
ment entropies 81,82,83,84 of the above four regions, AI, A2, A3, A4' Here the four
regions are drawn in the case of the honeycomb lattice. Note that these regions have
been carefully designed so that Al differs from A2 in the same way that A3 differs
from A4'
a disk-like region: there is no need to consider non-trivial topologies such as a torus
to detect topological order.
Our approach is based on the string-net condensation picture. String-net con-
densed states are highly entangled, and we described a method for detecting this en-
tanglement. The method involves computing a new quantity that we call "topological
entropy." We would like to mention that a similar result was obtained independently
in the recent paper, Ref. [70].
This chapter is organized as follows. In section 4.1, we describe the main result.
In section 4.2, we explain the basic physical picture behind the result, and in section
4.3 we work out a simple example. In section 4.4, we derive the result for general
string-net models.
4.1 Main Result
We focus on the (2+ 1) dimensional case (though the result can be generalized to any
dimension). Let \lJ be an arbitrary wave function for some two dimensional lattice
model. For any subset A of the lattice, one can compute the associated quantum
entanglement entropy 8A = Tr(PA log PA). [71] The main result of this chapter is
that one can determine the "total quantum dimension" D of \lJ by computing the
entanglement entropy 8A of particular regions A in the plane. Normal states have
D = 1 while topologically ordered states have D > 1. Thus, this result provides
a way to distinguish topologically ordered states from normal states, using only the
wave function.
t\/lore specifically, consider the four regions AI, A2, A3, A4 drawn in Fig. 4-1. Let
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the corresponding von Neumann entanglement entropies be Si, S2, S3, S4 . Consider
the linear combination (S 1 - S2) - (S3 - S4) computed in the limit of large, thick
annuli, R, r -- oco. The main result of this chapter is that
(S1 - S2) - (S3 - S4) = - log(D2) (4.1)
where D is the total quantum dimension of the topological order associated with
4. Here, D = Zi d 1 for a topological order described by a string-net condensate
(N, di, FJkn ijk). In the case of discrete gauge theories, D is simply the number of
elements in the gauge group.
We call the quantity (S1 - S2)- (S3 - S4) the "topological entropy", -Stop, since it
measures the entropy associated with the topological entanglement in 4'. The above
result implies that Stop is universal: it only depends on the type of topological order
encoded in .
4.2 Physical picture
The idea behind (4.1) is that topologically ordered states contain nonlocal entangle-
ment. Consider, for example, the Kitaev toric code [13] - the zero coupling, exactly
soluble limit of Z2 lattice gauge theory. The model is a spin-1/2 model in with spins
located on the links i of the honeycomb lattice. The Hamiltonian is
H=-E f u-E H r (4.2)
I legs of I p edges ofp
where I, i, p label the vertices, links, and plaquettes of the honeycomb lattice (see
Fig. 4-2).
This model is exactly soluble: all the different terms, Hiegs of I Jox and Hedges of p a'
commute with each other. The ground state I) is known exactly. The easiest way
to describe is in terms of strings. [72] One can think of each spin state as a string
state, where a a = -1 spin corresponds to a link occupied by a string and a Ua = 1
spin corresponds to an empty link. In this language, is simple: @'(X) = 1 for string
states X where the strings form closed loops, and vanishes otherwise.
All local correlations (fo2a) vanish for this state. However, contains nonlocal
correlations. To see this, imagine drawing a curve C in the plane (see Fig. 4-3). There
is a nonlocal correlation between the spins on the links crossing this curve: (W(C)) =
(Iiec a) = 1. This correlation originates from the fact that the number of strings
crossing the curve is always even. Similar correlations exist for more general states
that contain virtual string-breaking fluctuations. In the general case, the nonlocal
correlations can be captured by "fattened string operators" Wfat(C) that act on spins
within some distance 1 of C where I is the length scale for string breaking.
'The usual definition of D is D = / d where a runs over the quasiparticle types. This agrees
with the formula given in the text. The reason is that i only runs over a subset of the quasiparticle
types - roughly speaking, those corresponding to "electric charges." This subset has the property
that Ei d2 = d .
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Figure 4-2: A picture of a spin-1/2 model (4.2) that realizes Z2 topological order. The
spins, denoted by open circles, are located on the links of the honeycomb lattice. The
ternl fllegs of I ai acts on the three spins adjacent to the vertex I, while fledges ofp aj
acts on the six spins along the boundary of the plaquette p.
To determine whether a state is topologically ordered, one has to determine
whether the state contains such nonlocal correlations or entanglement. While it is
difficult to find the explicit form of the fattened string operators Wfat,[73] one can
establish their existence or non-existence using quantum information theory. The
idea is that if the string operators exist, then the entropy of an annular region (such
as Al in Fig. 4-1) will be lower than one would expect based on local correlations.
The combination (SI - S2) - (S3 - S4) measures exactly this anomalous entropy.
To see this, notice that (SI - S2) is the amount of additional entropy associated with
closing the region A2 at the top. Similarly, (S3 - S4) is the amount of additional en-
tropy associated with closing the region A4 at the top. If \II has only local correlations
with correlation length ~ then these two quantities are the same up to corrections of
order O(e-R/f.), since A2, A4 only differ by the region at the bottom. For such states,
limR-+oo(SI - S2) - (S3 - S4) = o. Thus, a nonzero value for Stop signals the presence
of nonlocal correlations and topological order.
The universality of Stop can also be understood from this picture. Small defor-
mations of \II will typically modify the form of the string operators Wfat and change
their width l. However, as long as l remains finite, (SI - S2) - (S3 - S4) will converge
to the same value when the width r of the annular region is larger than l.
4.3 A simple example
Let us compute the topological entropy of the ground state \II of the Z2 model and
confirm (4.1) in this case. We will first compute the entanglement entropy SR for an
arbitrary region R. To make the boundary more symmetric, we split the sites on the
boundary links into two sites (see Fig. 4-4). The wave function \II generalizes to the
new lattice in the natural way.
We will decompose \II into \II = Ll w}nwiut where \II}n are wave functions of spins
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Figure 4-3: The state W contains nonlocal correlations originating from the fact that
strings always cross a curve C an even number of times. These correlations can be
measured by a string operator W (C) (blue curve). For more general states, a fattened
string operator Wfat (C) (blue region) is necessary.
Figure 4-4: A simply connected region R in the honeycomb lattice. We split the sites
on the boundary links into two sites labeled im and im, where m= 1, ... , n.
inside R, W?ut are wave functions of spins outside R, and l is a dummy index. A
simple decomposition can be obtained using the string picture. For any ql, ... , qn,
with qm = 0,1, and Lm qm even, we can define a wave function W~, ...,qn on the spins
inside of R: w~~,...,qn (X) = 1 if (a) the strings in X form closed loops and (b) X
satisfies the boundary condition that there is a string on im if qm = 1, and no string
if qm = O. Similarly, we can define a set of wave functions W~~.~.,Tn on the spins outside
of R.
If we glue win and waut together - setting qm = rm for all m - the result is W.
Formally, this means that
w= ~ win WoutL ql, ... ,qn ql ... ,qn
ql + ...+ql even
(4.3)
It is not hard to see that the functions {W~~ ,... ,qn : Lm qm even}, and {W~~.~.,Tn :
Lm rm even} are orthonormal. Therefore, the density matrix for the region R is an
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equal weight mixture of all the { q qn : m qm even}. There are 2 n-1 such states.
The entropy is therefore SR = (n - 1) log 2. [71]
This formula applies to simply connected regions like the one in Fig. 4-4. The same
argument can be applied to general regions R and leads to SR = (n - j) log 2, where
n is the number of spins along AR, and j is the number of disconnected boundary
curves in AR.
We are now ready to calculate the topological entropy associated with 'I. Accord-
ing to (4.1) we need to calculate the entropy of the four regions shown in Fig. 4-1.
From SR = (n- j) log 2, we find
S1 = (nl-2) log 2
S2 = (n2 -1) log2
S3 = (n3 - 1)log2
S4 = (n4 -2) log 2
where nl, n2, n3, n4 are the number of spins along the boundaries of the four regions.
The topological entropy is therefore
-Stop = (nl - n 2 - n 3 + n4 - 2) log 2
But the four regions are chosen such that (nl - n2) = (n3 - n4). Thus the size
dependent factor cancels out and
-Stop = -2 log 2 = -log(2 2)
This agrees with (4.1) since the total quantum dimension of Z2 gauge theory is D = 2.
4.4 General string-net models
To derive (4.1) in the general (parity invariant) case, we compute the the topological
entropy for the exactly soluble string-net models discussed in chapter 3. The ground
states of these models describe all (2 + 1) dimensional parity invariant topological
orders. Recall that the models and the associated topological orders are characterized
by several pieces of data: (a) An integer N - the number of string types. (b) A
completely symmetric tensor 6ijk where i, j, k = 0, 1,..., N and 6ijk only takes on the
values 0 or 1. This tensor represents the branching rules: three string types i, j, k
are allowed to meet at a point if and only if 6 ijk = 1. (c) A dual string type i*
corresponding to each string type i. This dual string type corresponds to the same
string, but with the opposite orientation. (d) A real tensor di and a complex tensor
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Figure 4-5: A typical string-net state on the honeycomb lattice. The empty links
correspond to spins in the i = 0 state. The orientation conventions on the links are
denoted by arrows.
Fkjm satisfying the algebraic relations
Fijk _= Vk jk
"j*i*O - ijk
F km Im* Fjim Fimj VmVn
kM = in =Ikn knl V
N
x-Fmlq jiP Fjs*n _ FiP riq*kp*n mns* lkr* - q*kr* ms
n=O
(kln) = F- n*(4.4)
where vi is defined by vi = vi* = /v. For each set of (Fk',v di, 6 ijk) satisfying these
relations, there is a corresponding exactly soluble topologically ordered spin model.
The spins in the model are located on the links k of the honeycomb lattice.
However, the spins are not usual spin-1/2 spins. Each spin can be in N + 1 different
states which we will label by i = 0,1, ..., N. The Hamiltonian of the model involves a
12 spin interaction. The model is known to be gapped and topologically ordered and
all the relevant quantities - ground state degeneracies, quasiparticle statistics, etc.,
can be calculated explicitly (see chapter 3).
The ground state wave function is also known exactly. It is easiest to describe
using the string-net language. One first needs to pick an orientation for each link
on the honeycomb lattice. When a spin is in state i, we think of the link as being
occupied by a type-i string oriented in the appropriate direction. If a spin is in state
i = 0, then we think of the link as empty. In this way spin states correspond to
string-net states (see Fig. 4-5).
If a spin configuration {(ik corresponds to an invalid string-net configuration -
that is, a string-net configurations that doesn't obey the branching rules defined by
6ijk - then 4(({ik}) = 0. On the other hand, if {ik} corresponds to a valid string-net
configuration then the amplitude is in general nonzero. What are these amplitudes?
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These amplitudes are determined uniquely by the local constraints
(4.5)
(4.7)
(4.6)
(4.8)
~ ( ) =~ (
~(~ d) =di~ (I)
~ ( ) =8ij~ (
<I>(~) = ~ Fijm<I> (~ ~ kln
n
where the shaded areas represent other parts of the string-nets that are not changed.
Also, the type-O string is interpreted as the no-string (or vacuum) state. The first
relation (4.5) is drawn schematically. The more precise statement of this rule is that
any two string-net configurations on the honeycomb lattice that can be continuously
deformed into each other have the same amplitude. In other words, the string-net
wave function <I>only depends on the topologies of the network of strings.
Recall that by applying these relations multiple times, one can compute the am-
plitude for any string-net configuration (on the honeycomb lattice) in terms of the
amplitude of the vacuum configuration. Thus, (4.5-4.8) completely specify the ground
state wave function <I>(see chapter 3).
Let us first compute the von Neumann entropy SR of the exact ground state wave
function <I>for a simply connected region R (see Fig. 4-4). Again we split the site on
the boundary links into two sites. We decompose <I>into <I>= Ll <I>}n<I>iutwhere <I>}n
are wave functions of spins inside R, <I>iutare wave functions of spins outside R, and
l is some dummy index.
A wave function <I>inon the spins inside of R can be defined as follows. Let
{ik} be some spin configuration inside of R. If {ik} doesn't correspond to a valid
string-net configuration - that is one that obeys the branching rules, then we define
<I>in({ik}) = o. If {ik} does correspond to a valid string-net configuration, then we
define <I>in({ik}) using the graphical rules (4.5-4.8).
However, there is an additional subtlety. Recall that in the case of <I>,the graphical
rules could be used to reduce any string-net configuration to the vacuum configura-
tion. To fix <I>,we defined <I>(vacuum) = 1.
In this case, since we are dealing with a region R with a boundary, string-net con-
figurations cannot generally be reduced to the vacuum configuration. However, they
can be reduced to the tree-like diagrams X{q,s} shown in Fig. 4-6a. Thus, to define
<I>in,we need to specify the amplitude for all of these basic configurations. There are
multiple ways of doing this "and hence multiple possibilities for <I>in.Here, we will
consider all the possibilities. For any labeling qI, ... , qn, 81, ... , 8n-3 of the string-net
in Fig. 4-6(a), we define a wave function <I>~~,s} by <I>~~,S}(X{ql,S/}) = 8{q},{q/}8{s},{S/}'
Starting from these amplitudes and using the graphical rules (4.5-4.8) we can deter-
mine <I>~~,s} (X) for all other string-net configurations. In the same way, we can define
wave functions <I>{~,~}on the spins outside of R through <I>{~,~}(Y{rl,t/}) = b{r},{r/}b{t},{t/},
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(a)
Figure 4-6: The basic string-net configurations (a) X{q,s} for inside Rand (b) Y{r,t}
for outside R.
Figure 4-7: The string-net configuration Z{q,s,r,t} obtained by "gluing" the configura-
tion X{q,s} to Y{r,t}.
where the Y{r,t} are shown in Fig. 4-6(b).
Now consider the product wave functions <I>{~,s} <I>{~,~}. These are wave functions
on the all the spins in the system - both inside and outside R. They can be generated
from the amplitudes for the string-net configurations Z{q,s,r,t} in Fig. 4-7:
<I>{~,s} <I>{~,~} (Z{ q' ,s' ,r' ,t'}) = 8{q},{q,}8{s },{s,}8{r },{r,}8{t},{ t'}
On the other hand, it is not hard to show that for the ground state wave function
<I>, the amplitude for Z{q,s,r,t} is
m
Comparing the two, we see that
<I>= L <I>{~,s} <I>{~,~}8{q},{r}8{s},{t} II(~)
{q,s,r,t}, m
(4.9)
It turns out that the wave functions {<I>{~,s}} are orthonormal, as are the {<I>{~,tt}}
(see appendix A.6). This means that we can use them as a basis. If we denote
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in this basis, the waveout{q>q,s} r,t} by {q, s, r, t}), then in this basis, the wave function 4 is
({q, s, r, tl(4) = 6{q},{r}6{s},{t} I( dm)
m
The density matrix for the region R can now be obtained by tracing out
outside of R, or equivalently, tracing out the spin states I {r, t}):
({q', s'}IPRj{q, S}) = 6 {q},{q} 6{s}{s'} II dqn
m
To normalize PR, we need to compute its trace. Note that
Tr(pR) = E I dqm
{q,s} m
= EN{q}J dqm
{q} m
where N{q}
expression
is the number of allowed labelings of {s} for a given {q}.
N{q} = > 6qlq2ssq3s ... Sn-3qn-lQn
{s}
and the identity Ei di6ijk = djdk, we find
Tr(pR) = N{q} H dqm = Dn- 1
{q} m
where D = -k d2. Thus, the normalized density matrix PR is
({q', s') pRI{q, s}) = 6{q},{q'}6{s},{s'} Dn-
Since the density matrix is diagonal, we can easily obtain the entanglement entropy
for SR. Taking -TrpR log PR, we find
SR = -dm log
{q,s}
N{q} fl dqm
D{ -
{q}
H! dql, 
Dn- l J
log Dn - 1 )
Expanding and rearranging, the expression simplifies to
SR = (n -1)log(D)-E N{q} Hm dqmDn-1
{q}
E log(dq )
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(4.10)
the spins
(4.11)
Using the
(4.12)
(4.13)
Reversing the order of the two summations,
SR = (n- 1)log(D) - lo g(d ) N{q} Hm dqm
1 {q}
1 q}N
= (n- 1)log(D)- E
1 q=O
E N{q}JH dqm
{qm:mAl} ml
= (n - 1) log(D) -
= (n - 1) log(D) -
= (n - 1) log(D) -
N
l q=O
dq1 log(dq,)Dn-
dqL log(dq,)Dn-1
N d2
E E d ' log(dq,)
1 q=O
N I2
n kD log(dk)
k=O
where the third equality follows from the same manipulations as (4.12). Rewriting
this so that the finite size correction is manifest, we derive
SR = - log(D)-n D log (
k=O
This result applies to simply connected regions like the one shown in Fig. 4-1. The
same argument can be applied to general regions R. In the general case, we find
N lo
SR = -j log(D) -n D log
k=O
(dk
VD
(4.15)
where n is the number of spins along OR, and j is the number of disconnected bound-
ary curves in OR.
We can now calculate the topological entropy associated with . Applying (4.15),
we find
S1 = -2logD-nlso
S2 = -logD-n 2so
S3 = -logD-n 3so
S4 = -2log D - n4s
where nl, n2, n3, n4 are the numbers of spins along the boundaries of the four regions,
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dq D n- 2
(4.14)
and
N d2 (dk)
k=O
The topological entropy is therefore
-Stop = -2 log D + (n - n2 - n3 + n4)so = -2 log D
in agreement with (4.1). This establishes (4.1) for the exactly soluble string-net
models.
To prove (4.1) more generally we appeal to universality. By the argument pre-
sented in section 4.2, the topological entropy is universal throughout each quantum
phase. Therefore, the previous result implies that (4.1) holds for general string-net
condensed states, not just the above exactly soluble points. Since string-net con-
densation describes all non-chiral topological phases, this establishes (4.1) for general
non-chiral topological orders. We believe (4.1) also holds for chiral topological orders.
This was established using different methods in the recent paper [70].
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Chapter 5
Conclusion
5.1 Summary of results
In this thesis, we have shown that the string-net picture can provide many of the
components of a Landau-like framework for topological phases. In particular, we
have shown that it can provide a physical picture and mathematical framework for
these phases (see Fig. 5-1).
The physical picture we have presented was based on the phenomenon of "string-
net condensation." If a spin model happens to have local energetics which favor
string-like configurations of spins, and these string-like configurations become highly
fluctuating and condense, the spin model can enter a string-net condensed phase.
These string-net condensed phases are naturally non-chiral topological phases. Thus,
string-net condensation provides a physical picture for non-chiral topological phases -
analogous in many ways to the particle condensation picture for ordered phases. We
hope that this physical picture may help direct the search for topological phases in
frustrated quantum magnets. It may also be useful in the search for non-topological
exotic phases.
We have also shown that string-net condensation can give a mathematical frame-
work for topological phases. This framework is tensor category theory. We have
shown that each (2 + 1) dimensional non-chiral topological phase is associated with
a tensor category - a 6 index object Fij and a set of real numbers di satisfying
the algebraic relations (3.5). All the universal properties of the topological phase
are contained in the associated tensor category. In particular, the tensor category di-
rectly determines the quasiparticle statistics of the associated topological phase (3.24,
3.26). Thus tensor categories can be used to classify non-chiral topological phases in
the same way that groups can be used to classify ordered phases.
We have constructed exactly soluble spin Hamiltonians (3.7) that demonstrate
this physical picture and mathematical framework. These models are very general
and can realize all non-chiral topological phases. Their generality comes at a price,
however - the models require 12 spin interactions.
These results were derived for string-net condensation in (2 + 1) dimensions. We
have also investigated the consequences of string-net condensation in (3 + 1) dimen-
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characterization
Low energy
effective theory
Physical picture
Mathematical
framework
Figure 5-1: The four basic components of the theory of topological phases. In this the-
sis, we have filled in the bottom two boxes. We have shown that the physical picture
for topological phases is string-net condensation, while the mathematical framework is
tensor category theory. We have also shown that topological phases are characterized
by nonzero topological entanglement entropy.
sions. In that case, we found that string-net condensation naturally gives rise to
gauge theories coupled to bosonic or fermionic charges. Thus, string-net condensa-
tion provides a mechanism for unifying Fermi statistics and gauge interactions. This
result may have implications for high energy physics. [14, 15, 17, 16]
Finally, we have shown that topological order can be detected in the wave function
just like nornlal order. Instead of being encoded in local correlation functions, topo-
logical order is encoded in nonlocal correlations or entanglement. We have shown that
a quantity called "topological entropy" can measure this nonlocal entanglement. In
addition to its applications to numerical studies, this result is important conceptually.
It gives a deeper understanding of what topological order actually is. Topological or-
der is fundamentally a kind of non-local quantum entanglement. To move beyond the
Landau paradigm, we need to develop new tools to handle this entanglement.
5.2 New directions
While it may seem that our theoretical framework for topological phases is complete,
there are still many missing pieces.
First, and perhaps most importantly we are missing a crucial component of Lan-
dau theory: Inean field theory. We do not have a good mean field approach for exotic
phases (since the slave particle formalisnl is likely unreliable). Because of this, ana-
lytical results have been restricted to special exactly soluble points. We cannot make
predictions about where topological phases and exotic phases should occur in real
materials. vVe cannot bridge the gap between theory and experiment. Thus, a good
mean field approach would represent a breakthrough in the theory of exotic phases. A
nat ural direction for research would be to develop such a mean field theory using the
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string-net picture. Such a mean field theory would be particularly well suited to spin
models whose low energy physics is described by strings or dimers. More generally,
if one could combine this approach with projected entangled pair states - a recent
development in quantum information theory [74] - one might be able to develop a
very general mean field technique for frustrated quantum magnets.
Another interested direction involves the question of phase transitions. Recall that
Landau theory is not only a theory of phases, but also a theory of phase transitions.
It would be useful to have a similar framework for phase transitions in topological
phases. At the very least, one should be able to predict what pairs of topological
phases can be separated by a second order phase transition.
Yet another direction would be to generalize the string-net picture to chiral topo-
logical phases. At the moment, the string-net picture only works for non-chiral phases.
Only these phases can occur when extended objects condense. However, there must
be a related picture that can explain chiral phases. This would be particularly useful
given the fact that the quantum Hall states are chiral.
Also, the string-net picture is not the only picture for exotic phases in spin systems.
Another way of constructing exotic states is the slave particle approach. In this
approach, the spin operator is written as a fermion or boson bilinear and the spin
Hamiltonian is mapped onto a fermion or boson Hamiltonian where the fermions or
bosons are coupled via a gauge field. The slave particle approach and the string-net
approach must be connected, but at the moment the precise connection is missing.
Where are the strings in the slave particle states? This is an open question.
Finally, there are a number of new directions related to the concept of topological
entropy. Topological entropy could potentially be a useful numerical tool for detect-
ing topological order. A natural problem to consider is the J1 - J3 model on the
Heisenberg lattice. This model is suspected of being topologically ordered in certain
parameter regimes, but current methods can only probe symmetry-breaking order in
the ground state. [35, 34] It would be interesting to compute the topological entropy
for this model. This would be the first example of topological order in an SU(2)
invariant system. In fact, it would be the first example of a spin liquid.
A related direction is whether there exist concepts analogous to topological en-
tropy for gapless exotic phases. Can one detect gapless quantum order in a wave
function? In general, to what extent are dynamics encoded in ground state wave
functions?
From a more general point of view, all of the phases described by Landau's sym-
metry breaking theory can be understood in terms of particle condensation. These
phases are classified using group theory and lead to emergent gapless scalar bosons
[75, 76], such as phonons, spin waves,etc . In this thesis, we have shown that there
is a much richer class of phases - arising from the condensation of extended objects.
These phases are classified using tensor category theory and lead to emergence of
anyons, fermions, and gauge interactions. Clearly, there is whole new world beyond
the paradigm of symmetry breaking and long range order. It is a virgin land waiting
to be explored.
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Appendix A
Mathematics of string-net
condensation
A.I General string-net models
In this section, we discuss the most general string-net models. These models can de-
scribe all doubled topological phases, including all discrete gauge theories and doubled
Chern-Simons theories.
In these models, there is a "spin" degree of freedom at each branch point or node
of a string-net, in addition to the usual string-net degrees of freedom. The dimension
of this "spin" Hilbert space depends on the string types of the 3 strings incident on
the node.
To specify a particular model one needs to provide a 3 index tensor 6ijk which
gives the dimension of the spin Hilbert space associated with {i,j, k} (in addition to
the usual information). The string-net models discussed in the body of the thesis
correspond to the special case where 6ijk = 0,1 for all i, j, k. (To get intuition about
the more general6ijk note that in the case of gauge theory, 6ijk is the number of copies
of the trivial representation that appear in the tensor product i @ j @ k. Thus we
need the more general string-net picture to describe gauge theories where the trivial
representation appears multiple times in i@ j @ k).
The Hilbert space of the string-net model is defined in the natural way: the
states in the string-net Hilbert space are linear superpositions of different spatial
configurations of string-nets with different spin states at the nodes.
One can analyze string-net condensed phases as before. The universal properties
of each phase are captured by a fixed-point ground state wave function <I>. The wave
function <I> is specified by the local rules (3.1), (3.2) and simple modifications of (3.3),
(3.4) :
~(
~(
) =8ij8uT~ (~)
) = 2)F~{;;)~:~(
nJ1.v
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The complex numerical constant Fkln is now a complex tensor (Fkjm )0a of dimension
6 ijm X klm* X inl X (6 jkn*.
One can proceed as before, with self-consistency conditions, fixed-point Hamilto-
nians, string operators, and the generalization to (3 + 1) dimensions. The exactly
soluble models are similar to (3.7). The main difference is the existence of an ad-
ditional spin degree of freedom at each site of the honeycomb lattice. These spins
account for the degrees of freedom at the nodes of the string-nets.
A.2 Argument for local constraint equations
In this section we give a heuristic argument for why fixed point wave functions can
be described as the unique solution of local constraint equations on string-net wave
functions.
Suppose ) is some fixed-point wave function. We know that 1q is the ground state
of some fixed-point Hamiltonian H. Based on our experience with gauge theories, we
expect that H is a zero coupling fixed point. That is, H contains no string tension
terms. This means that H is simply a sum of local kinetic energy terms, Ht,i:
H = tHt = t E Ht,i
i
We expect that all the kinetic energy terms commute with each other. Thus, H is
completely unfrustrated, and the ground state wave function minimizes the expec-
tation values of all the kinetic energy terms }Ht,i) simultaneously. Minimizing the
expectation value of an individual kinetic energy term Ht,i is equivalent to imposing
a local constraint on the ground state wave function, namely Ht,il ) = Eil )) (where
Ei is the smallest eigenvalue of Ht,i). We conclude that the wave function I) can
be specified uniquely by local constraint equations. The local constraints are lin-
ear relations between several string-net amplitudes )(X 1), (X 2 ), (I(X3 )... where the
configurations X1, X 2, X 3 ... only differ by local transformations (e.g. transformations
generated by the local kinetic energy operators Ht,i).
A.3 Self-consistency conditions
In this section, we derive the self-consistency conditions (3.5). We begin with the
last relation, the so-called "pentagon identity", since it is the most fundamental. To
derive this condition, we use the fusion rule (3.4) to relate the amplitude (
to the amplitude (I ) in two distinct ways (see Fig. A-1). On the one hand,
70
(a)
k I
i m
(d)
(b)
i n.- I
m
(e)
(c)
Figure A-i: The fusion rule (3.4) can be used to relate the amplitude of (a) to the
amplitude of (c) in two different ways. On the one hand, we can apply the fusion rule
(3.4) twice - along the links denoted by solid arrows - to relate (a) -- (b) - (c). But
we can also apply (3.4) three times - along the links denoted by dashed arrows - to
relate (a) -, (d) -, (e) - (c). Self-consistency requires that the two sequences of the
operation lead to the same linear relations between the amplitudes of (a) and (c).
we can apply the fusion rule (3.4) twice to obtain the relation
(
Fq*kr.q (~)F 1 "D ' q 
1'Q*~~~~~~~~~T*~  .
i jk
P ,
Fq*kr* mls* q
r,s
(Here, we neglected to draw a shaded region surrounding the whole diagram. Just as
in the local rules (3.1-3.4) the ends of the strings i, j, k, 1, m are connected to some
arbitrary string-net configuration). But we can also apply the fusion rule (3.4) three
times to obtain a different relation:
=E
= E FZmq Fjip 
-,S kp* n mnSix /
ns$
Fkmlq Fjip FljsnT ( I)kpn ns* lkr ~:k i -I )=rs
n,r,s
If the rules are self-consistent,
Thus, the two coefficients of )
then these two relations must agree with each other.
must be the same. This equality implies the
pentagon identity (3.5).
The first two relations in (3.5) are less fundamental. In fact, the first relation is
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Figure A-2: Four string-net configurations related by tetrahedral symmetry. In dia-
gram (a), we show the tetrahedron corresponding to Gkt. In diagrams (b), (c),(d),
we show the tetrahedrons Gl*km *G Gifnm, obtained by reflecting (a) in 3 different
planes: the plane joining n to the center of m, the plane joining m to the center of n,
and the plane joining i to the center of k. The four tetrahedrons correspond to the
four terms in the second relation of (3.5).
not required by self-consistency at all; it is simply a useful convention. To see this,
consider the following rescaling transformation on wave functions 4) - . Given a
string-net wave function 1(, we can obtain a new wave function 1 by multiplying the
amplitude (X) for a string-net configuration X by an arbitrary factor f(i, j, k) for
each vertex {i, j, k} in X. As long as f(i, j, k) is symmetric in i, j, k and f(O, i, i*) = 1,
this operation preserves the topological invariance of . The rescaled wave function
1 satisfies the same set of local rules with rescaled Fijm.
FkJrn , m Fijmf(i,j,m)f(k,l,m*) (A.1)kin kin =kin f(n, I, i)f(j,k, n*)
Since and () describe the same quantum phase, we regard F and F as equivalent
local rules. Thus the first relation in (3.5) is simply a normalization convention for F
or I) (except when i, j or k vanishes; these cases require an argument similar to the
derivation of the pentagon identity).
The second relation in (3.5) has more content. This relation can be derived by
computing the amplitude for a tetrahedral string-net configuration. We have:
( ) FzmD )
-kn :~
=FFlnFknk* Fin*oi* dkdidnDJ(0) (A.2)
=Fk1nvijkvI4I( O) (A.3)
We define the above combination in the front of ~(0) as:
Gkln -Fkln ViVj kVl (A.4)
Imagine that the above string-net configuration lies on a sphere. In that case, topo-
logical invariance (together with parity invariance) requires that G'im be invariant
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Figure A-3: The fattened honeycomb lattice. The strings are forbidden in the shaded
region. A string state in the fattened honeycomb lattice (a) can be viewed as a
superposition of string states on the links (b).
under all 24 symmetries of a regular tetrahedron. The second relation in (3.5) is
simply a statement of this tetrahedral symmetry requirement - written in terms of
F~{:. (See Fig. A-2).
In this section, we have shown that the relations (3.5) are necessary for self-
consistency. It turns out that these relations are also sufficient. One way of proving
this is to use the lattice model (3.7). A straightforward algebraic calculation shows
that the ground state of (3.7) obeys the local rules (3.1-3.4), as long as (3.5) is
satisfied. This establishes that the local rules are self-consistent.
A.4 Graphical representation of the Hamiltonian
In this section, we provide an alternative, graphical, representation of the lattice
model (3.7). This graphical representation provides a simple visual technique for
understanding properties (a)-(c) of the Hamiltonian (3.7).
We begin with the 2D honeycomb lattice. Imagine we fatten the links of the lattice
into stripes of finite width (see Fig. A-3). Then, any string-net state in the fattened
honeycomb lattice (Fig. A-3a) can be viewed as a superposition of string-net states
in the original, unfattened lattice (Fig. A-3b). This mapping is obtained via the local
rules (3.1-3.4). Using these rules, we can relate the amplitude <I>(X)for a string-net
in the fattened lattice to a linear combination of string-net amplitudes in the original
lattice: <I>(X) = l:ai<I>(Xi). This provides a natural linear relation between the
states in the fattened lattice and those in the unfattened lattice: IX) = l:ai IXi).
This linear relation is independent of the particular way in which the local rules
(3.1-3.4) are applied, as long as the rules are self-consistent.
In this way, the fattened honeycomb lattice provides an alternative notation for
representing the states in the Hilbert space of (3.7). This notation is useful because
the magnetic energy operators B; are simple in this representation. Indeed, the action
b h C
of the operator B~ on the string-net state \.0.) is equivalent to simply adding
f k 8
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Figure A-4: The action of B; is equivalent to adding a loop of type-s string. The
resulting string-net state (a) is actually a linear combination of the string-net states
(b). The coefficients in this linear relation can be obtained by using the local rules
(3.1-3.4) to reduce (a) to (b).
a loop of type-s string:
b h C
As we described above, we can use the local rules (3.1-3.4) to rewrite 1--\0>') as
f k 9
a linear combination of the physical string-net states with strings only on the links,
that is to reduce Fig. A-4a to Fig. A-4b. This allows us to obtain the matrix elements
of B;.
The following is a particular way to implement the above procedure:
Bs I0b~ " d) -I ~.h ~d) _ ~ pgg"O phh"O pii"O pjj"'O pkk"O pll.O I):':.h',:,',., d)paw. - a ... - ~ s.sg'. s.shl• s.Silo. s.sj'. s.Ski" s"S/'. I, 5 .5 . j
I J I, J g'h'i'j'k'[' II .J'
k eke f k k' k ~
b h' h h' C
I
gg' 5 i'i., )
gg.O hh.O ii.O jj*O kk.O [[*0 bg.h ch.i di. j ej. k fk.[ at. 9 g' 5 5 I d2: PS. sg'. PS. sh'. Ps. si'. PS" sj'. PS. Sk'. PS. S['. PS. h'g'. PS.i' h'. PS. j'i'. PS. k'j'. PS.[I k'• Ps" g'[I. a I' s! .j'
g'h'i'j'k'[' II' .,J
f k' k k' ~
(A.5)
Notice that (A.5) is exactly (3.10). Thus, the graphical representation of B; agrees
with the original algebraic definition.
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Using the graphical representation of B~ we can easily show that B~i and B~
commute. The derivation is much simpler then the more straightforward algebraic
calculation. First note that these operators will commute if PI, P2 are well-separated.
Thus, we only have to consider the case where PI and P2 are adjacent, or the case
where PI, P2 coincide. We begin with the nearest neighbor case. The action of
B~i B~; on the string-net state Fig. A-5a can be represented as Fig. A-5b. Fig.
A-5b can then be related to a linear combination of the string-net states shown in
Fig. A-5c. The coefficients in this relation are the matrix elements of B~~B~~. But
by the same argument, the action of B~~B~~ can also be represented by Fig. A-5b.
We conclude that B~~ B~~, B~~ B~~ have the same matrix elements. Thus, the two
operators commute in this case.
On the other hand, when PI = P2, we have
.... .
• ,» = l<:@»))
=~F:;l:;~.I«~»
(A.6)
(A.7)
Thus,
BS2BSI - ~.r Bk. P P - L Uk. S2S1 P'
k
Since 6k.S2S1 is symmetric in 82, 81, we conclude that B~1 B~2 = B~2 B~I, so the oper-
ators commute in this case as well. This establishes property (a) of the Hamiltonian
(3.7).
Equation (A. 7) also sheds light on the spectrum of the B~ operators. Let the si-
multaneous eigenvalues of B~ (with P fixed) be {b~}. Then, by (A. 7) these eigenvalues
satisfy
~ 6 bk - bS2bsiL k. S2S1 q - q q
k
We can view this as an eigenvalue equation for the (N + 1) x (N + 1) matrix MS2, defined
by M;2,j = 6j.S2i. The simultaneous eigenvalues b~2 are simply the simultaneous
eigenvalues of the matrices MS2' In particular, this means that the index q ranges
over a set of size N + 1.
Each value of q corresponds to a different possible state for the plaquette p. The
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Figure A-5: The action of Bpl Bp2 on the string-net state (a) can be represented by
adding two loops of type-sl and type-s 2 strings as shown in (b). The string-net state
(b) is a linear combination of the string-net states (c). The coefficients are obtained
by using (3.1 -3.4) to reduce (b) to (c).
magnetic energies of these N + 1 different states are given by: Eq = -s as bq.
Depending on the parameter choice as, all on the plaquettes p will be in one of these
states q. In this way, the Hamiltonian (3.7) can be in N + 1 different quantum phase.
This establishes property (b) of the Hamiltonian (3.7).
One particular state q is particularly interesting. This state corresponds to the
simultaneous eigenvalues bs = d,. It is not hard to show that the parameter choice
as = ad makes this state energetically favorable. In fact, using (A.7) one can show
that Bp is a projector for this parameter choice, and that Bp = 1 for this state.
Furthermore, the ground state wave function for this parameter choice obeys the
local rules (3.1-3.4). One way to see this is to compare Bpli-7i) with Bpli'ri).
For the first state, we find
S
d Fo J
js Zk k
j s Vi Ek k )
.,s
For the second state, we find the same result:
jBs = k
It follows that
o = (i- iB- ,p ) - (iilBp )
- K(i- i) -( )
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Figure A-6: The action of the string operator Wo:(P) is equivalent to adding a type-a
string along the path P. The resulting string-net state can be reduced to a linear
combination of states on the honeycomb lattice, using the local rules (3.1-3.4), (A.8).
so
This result means that the strings can be moved through the forbidden regions at the
center of the hexagons. Thus, the local rules which were originally restricted to the
fattened honeycomb lattice can be extended throughout the entire 2D plane. The
wave function <I> obeys these continuum local rules and has a smooth continuum limit.
We call such a state smooth topological state. This establishes property (c) of the
Hamiltonian (3.7).
We would like to mention that the wave functions of some smooth topological
states are positive definite. So these wave functions can be viewed as the Boltzmann
weights of statistical models in the same spatial dimension. What is interesting is that
these statistical models are local models with short-ranged interactions [57, 58, 77].
A.5 Graphical representation of the string opera-
tors
In this section, we describe a graphical representation of the long string operators
Wo:(P). Just as in the previous section, this representation involves the fattened
honeycomb lattice. The action of the string operator Wo:(P) on a general string state
X, is simply to create a string labeled a along the path P (see Fig. A-6). The
resulting string-net state can then be reduced to a linear combination of string-net
states on the unfattened lattice. The coefficients in this linear combination are the
matrix elements of Wo:(P).
However, none of the rules (3.1-3.4) involve strings labeled a, nor do they allow for
crossings. Thus, the reduction to string-net states on the unfattened latti~e req~ires
new local rules. These new local rules are defined by the 4 index objects n~,sti' n~,sti'
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and the integers no,i: 'I '~?)
I
'>c:. ... )~." -i
I).;i) - (A.8)
Here, a, T are the two indices of the matrix n~. (Until now, we've neglected to write
out these indices explicitly).
After applying these rules, we then need to join together the resulting string-nets.
The "joining rule" for two string types 8}, 82 is as follows. If 8} =1= 82, we don't join
the two strings: we simply throwaway the diagram. If 8} = 82, then we join the two
strings and contract the two corresponding indices a}, a2. That is, we multiply the
two n matrices together in the usual way. Using the same approach as (A.5), one
can show that the graphical definition of Wo(P) agrees with the algebraic definition
(3.15).
In the previous section, we used the graphical representation of B; to show that
these operators commute. The string operators Wo (P) can be analyzed in the same
way. With a simple graphical argument one can show that the string operators Wo(P)
commute with the magnetic operators B; provided that (3.1-3.4),(A.8) satisfy the
conditions
Ii" I~>-l~k)a~>-k) - (A.9)i"+
I).;i) I.---:'/') (A.10)- v{~__
These relations are precisely the commutativity conditions (3.18), written in graphical
form.
A.6 Orthonormality
In this section, we show that the set of wave functions {<I>{~,s}}are orthonormal (the
same argument applies to the wave functions {<I>{~~s}})'
First, we rephrase the problem in a more convenient language. Suppose X is some
string-net configuration inside R. If we apply the graphical rules we can calculate the
amplitude of X in terms of the basic configurations X{q,Sr
<I>(X) = L C{q,s} (X)<I>(X{q,s})
{q,s}
78
Notice that the coefficient in this expansion is nothing but the wave function VIi n S
I{· s}(X = c{q,s}(X)
Thus, we can establish the orthonormality of in from the orthonormality of the
coefficients c{q,s}. But these coefficients are simply the result of applying the graphical
rules many times in succession. Therefore, it suffices to show that the coefficients in
the graphical rules are orthonormal.
Only two rules are necessary to reduce an arbitrary configuration X to X{q,s}.
The first is (3.4):
·4) (I) = Fkln> (8I) (A.11)
This rule can be written as
(Ym) = E m
n
where Ym,Xn are the string-net configurations on the left and right hand sides respec-
tively. The coefficients are therefore cn(Ym) = Fkm. We need to establish that
Ccn(Ym)(cp(Ym))* = np
m
This can be derived from the relations in (4.4). First, substitute i = 0, p = j*, s = m*
into the third relation in (4.4). This gives
N
i FmlqFiOj* Fjm n _ FjOj* rOq*
kjn mnm Ikr* - q* kr* mm
n=O
Applying the first and second relation, we find F j I = jmn F = j*kr =M = mn m jkr q*k r* - 1jq*MkqT ~olm -
6qm.1°qr- The identity simplifies to
N
lq jmnS kjn F Ikr* = 6 qr 6 jq*k 6 qml
n=O
Applying the second relation and the last relation, we find Fm (Fk)I* so
N
~' jmn* Jmn
lkq* n J Ikr* = qr6 jq*k 6 q m l
n=O
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If X, Xp are valid string-nets, then 6 i1l6 n*jk = 1, and we arrive at the required result:
N
{ Fjmn * Fjmn _Z( Ikq* Ikr* -= qr
n=O
The second rule is a generalization of (3.3) that also incorporates (3.2):
)(") = ijdi*kl dId
This rule can be written as
I(Yijkl) = 6 im6 ijikld- '.(Xm)
The coefficients Cm(Yijkl) = imij 6 i*kl satisfy the relation
= 6i6in6ij 6 i*kl ddl
ijkl 
dkdl
= 
6 mn E d 6 i*k l
di
= 6mnD
Thus, this rule also preserves orthonormality (up to an irrelevant constant).
Since the coefficients C{q,s(X) are obtained by applying these two rules many
times in succession, they must also be orthonormal. Hence, the wave functions {qV's
are orthonormal, as claimed.
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E Cm(Yijkl)(C.l(Yijkl))*
ijkl
IN1 .~i 
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