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Abstract
Let E/L be an elliptic curve deﬁned over a number ﬁeld L with complex multiplication by
the ring of integers of a quadratic imaginary number ﬁeld K ⊆ L. We ﬁx a prime ideal p in
K and assume E to have good reduction modulo p. We consider cosets of the form P +Gm,
where Gm denotes the group of points of order pm and P a point of order pr+m, r0, m1,
which can be viewed as the set of all “pm-th roots” of some point in Gr .
In analogy to the Kummer theory such a coset gives rise to the deﬁnition of an order O˜P
in an algebra MP and to an associated order A deﬁned below by its local components. These
objects naturally come into play in the Galois module structure of rings of integers in ray class
ﬁelds over K. It is the aim of this article to construct global generators both for O˜P and A as
algebras over the ring of integers of L. For the convenience of the reader we also include from
(J. Number Theory 77 (1999) 97) a simple construction of Galois generators for O˜P over A.
We thereby show that these generators also ﬁt in the setting of this article that is more general
than in [Sch4]. The main results in Theorems 3, 6 and 7 are obtained assuming the base ﬁeld
L to contain “enough” torsion points of E.
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1. Introduction and results
We begin by reviewing the basic facts from the Galois module structure of elliptic
curves with complex multiplication and introducing some notations used in the sequel.
1.1. Weierstraß models of elliptic curves
Let K be a quadratic imaginary number ﬁeld and OK its maximal order. Let x, y
be a pair of elliptic Weierstraß functions with respect to an ideal m of OK satisfying
y2 + a1xy + a3y = x3 + a2x2 + a4x + a6 (1)
with coefﬁcients ai in a ﬁnite extension L of the Hilbert class ﬁeld of K.
We do not treat the more general case of a curve associated with an ideal belonging
to a suborder of OK though very probably all the results obtained here will carry
over to this more general case using the results of Bley [Bl]. This will appear in a
forthcoming paper of Stefan Bettner.
The complex points of the elliptic curve E deﬁned by (1) are parameterised in the
following way:
C/m→ E(C), +m → Q() :=
{
(x() : y() : 1) if  ∈ m,
(0 : 1 : 0) if  ∈ m.
In the sequel we will often use the notation
f (Q) := f () for Q = Q(),
where f is a function elliptic with respect to m. Let
W := −x
y
be the standard uniformising parameter at the origin O = Q(0). Then in a neighbour-
hood of 0 there is an expansion of the form
W(1 + 2) = W(1)+W(2)+W(1)W(2)G(W(1),W(2)) (2)
with a power series
G(X, Y ) ∈ Z[a1, . . . , a6][[X, Y ]].
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1.2. Torsion points and good reduction
There is a natural operation of OK on E(C) deﬁned by
[]Q() := Q() for  ∈OK.
A point Q ∈ E(C) is called a torsion point if []Q = O, for some element  ∈OK\{0}.
For a torsion point Q = Q(), we call
o(Q) := o() := { ∈OK | []Q = O} = { ∈OK |  ∈ m}
the order of Q or the order of . Note that the order o() not only depends on  but
also on m, which will always be clear from the context. The torsion points of E are
in E(Qc), where Qc denotes the algebraic closure of Q. In the sequel we will use the
notation
E[f] := {Q ∈ E(Qc) | o(Q) | f}
for an integral ideal f of K. The above operation on OK is compatible with the Galois
action in the following sense. Let L denote the Galois group of Qc/L. For  ∈ L
we will show later in Proposition 2 that
Q() = Q() for all  ∈ f−1m
with a  ∈OK that depends only on  and f. Hence,
[](Q) = ([]Q) for all Q ∈ E[f],  ∈OK and  ∈ L.
We ﬁx a prime ideal p in K of norm p, and we assume that the ai are p-integers in
L and E to have good reduction above p. Then clearly
G(X, Y ) ∈O′L[[X, Y ]],
where O′L denotes the ring of p-integers in L. The right-hand side in (2) is also
convergent P-adically with the same limit, if W(1) and W(2) are in the valuation
ideal of P in some ﬁnite extension of L with a prime ideal P above p.
Now we consider points Q ∈ E(Qc) of order o(Q) = pe for some e > 0. As E has
good reduction above p by assumption, we have the factorisation
W(Q) ∼ p 1(pe)b, if o(Q) = pe (3)
with Euler’s function  in K and some ideal b prime to p. A proof of (3) is contained
in the proof of Proposition 5.
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1.3. Kummer theory on E
For a prime ideal p with the above properties we set
Gs := E[ps] for s0.
We ﬁx r,m ∈ N0 with
m1 and r0
and a coset P +Gm of some point P satisfying
[pm]P ⊆ Gr.
We assume
Gr ⊆ E(L).
Then P  − P is in Gm for  ∈ L. Hence, the set P + Gm of all “pm-th roots” of
some point of order dividing pr in E(L) is mapped onto itself by the elements of L.
This implies that the polynomial
hP (X) :=
∏
R∈P+Gm
(X −W(R))
has coefﬁcients in L. Using factorisation (3), we can conclude from (2) that hP (X) has
no multiple root. So its factorisation in L[X] is of the form
hP (X) = g1(X) · · · · · gt (X)
with distinct factors. Now we deﬁne an L-algebra by
MP :=MP (L) := L[X]/(hP (X)) ∼= L[X]/(g1(X))⊕ · · · ⊕ L[X]/(gt (X)),
which is obviously a direct sum of ﬁelds that can also be described in the following
way:
MP = Map(P +Gm,Qc)L := { (R)R∈P+Gm ∈ (Qc)|Gm| | R = R∀ ∈ L}.
Another suitable description of MP following directly from the deﬁnition is given by
MP = { (f (W(R))R∈P+Gm | f (X) ∈ L[X]}.
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It is also useful to write MP as a direct sum
MP =
pm − 1⊕
i=0
L i ,  = (W(R))R∈P+Gm .
MO deﬁnes an algebra in the group ring of Gm over Qc by
A :=


∑
Q∈Gm
aQQ | (aQ)Q∈Gm ∈MO


that can also be written in the form
A =
pm − 1⊕
i=0
L 	(i), 	(i) =
∑
Q∈Gm
W(Q)iQ.
For P with the above property, MP is an A-module with respect to the operation
(R)R∈P+Gm ◦
∑
Q∈Gm
aQQ :=

 ∑
Q∈Gm
R−QaQ


R∈P+Gm
.
1.4. Integral objects
In the theorems and propositions that follow we will make the following assumptions
mentioned already before:
(4a) K is an imaginary quadratic number ﬁeld with maximal order OK,Wk the number
of roots of unity in K
(4b) E is an elliptic curve deﬁned by Eq. (1) satisﬁed by a pair of elliptic Weier-
straß functions with respect to an ideal m of OK and having coefﬁcients in a
ﬁnite extension L of the Hilbert class ﬁeld of K.
(4c) p is a ﬁxed prime ideal in OK of norm p. We assume the coefﬁcients of (1) to
be p-integral and E to have good reduction above p.
(4d) We ﬁx r,m ∈ N0, m1, we assume Gr ⊆ E(L) and we let P be a point in
E(Qc) with [pm]P ⊆ Gr .
Let O be an order in MP and for a prime ideal p′ in L let Op′ denote its local
component, i.e. its completion inMP (Lp′). Then O is characterised by its completions.
Conversely, given a set of orders Op′ in MP (Lp′) for every prime ideal p′ with the
property that Op′ is the maximal order in MP (Lp′) up to a ﬁnite number of p′’s there
exists a unique order O in MP with local components Op′ .
By OP we denote the maximal order in MP . This is the direct sum of the rings
of integers in the number ﬁelds that occur in the above decomposition of MP . The
202 R. Schertz / Journal of Number Theory 111 (2005) 197–226
integral object we are going to study is the order O˜P that we deﬁne by its local
components
(O˜P )p′ :=
{ { (f (W(R)))R∈P+Gm | f (X) ∈OLp′ [[X]]} if p′ |p,
(OP )p′ if p′ p.
The local component for p′ |p can also be written as a direct sum
(O˜P )p′ =
pm − 1⊕
i=0
OLp′ 
i ,  = (W(R))R∈P+Gm .
Further we deﬁne an order in A by
A := 1

m


∑
Q∈Gm
aQ Q
∣∣∣∣∣∣ (aQ)Q∈Gm ∈ O˜O

 ,
where 
 is an element from the Hilbert class ﬁeld of K that is associated with p. By the
principal ideal theorem such an element always exists. We summarise the following
properties of O˜P and A proved in [T] in the case of E having everywhere good
reduction.
Theorem 1. We assume (4a)–(4d). Then
(1) A is a ring,
(2) O˜P ◦A ⊆ O˜P .
(3) We have
discr(hP (X))p = pmpm
and by deﬁnition
discr(O˜P )p = discr(hP (X))p.
If we further suppose
• E to have everywhere good reduction
or
• E[q] ⊆ E(L) for some ideal q prime to p and qgcd(wK,q) composite,
then
discr(O˜P ) = discr(hP (X))p = pmpm.
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For an element  = (P+Q)Q∈Gm ∈ O˜P and character  of Gm we deﬁne a resolvent
by
(, ) :=
∑
Q∈Gm
P+Q(Q).
Using Theorem 1 we then obtain the following criterion proved in [T] for E having
everywhere good reduction.
Theorem 2. We assume (4a)–(4d) and we let  ∈ O˜P have the property
(, ) ∼ pm for all characters  of Gm.
Then  is a generator of O˜P over A:
O˜P =  ◦A.
According to [S-T] an element with the property assumed in Theorem 2 always exists
if p does not divide the number wK of roots of unity in K. Explicit constructions can
also be found in [Sch4]. These constructions reveal the existence of a generator in
the case p |wK , if the base ﬁeld contains sufﬁciently many torsion points of an order
prime to p. For the convenience of the reader we explain in the next section one of
the various constructions of generators  described in [Sch4]. We thereby show that
these generators also ﬁt into the more general setting of this article.
For the constructions we have in mind we sometimes require the elliptic curve to
satisfy one of the following conditions related to an integral ideal q of K:
Kq ⊆ L and
L(E[f]) ⊆ LKqf for all integral ideals f of K, (5)
where Kc denotes the ray class ﬁeld modulo c over K for an integral ideal c. We shall
prove later in Proposition 3 that the next condition (6) is sufﬁcient for (5)
E[q] ⊆ E(L),q  2, if dK = −3,−4,
E[q] ⊆ E(L) and 12 |q, if dK = −3,
E[q] ⊆ E(L) and 4 |q, if dK = −4, (6)
where dK denotes the discriminant of K.
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For the construction of a generating element  of O˜P over A, we sometimes make
the following assumptions:
q is composite,
d2 |q for every prime ideal d of Norm N(d) = 2 dividing q (7)
or a bit stronger
q is composite,
d2 |q for every prime ideal d of Norm N(d) = 2, 3 dividing q. (7′)
1.5. Construction of Galois generators for O˜P
The main tool for the construction of Galois generators is the normalised -function
of the complex lattice  = Z1 + Z2, 
(
1
2
)
> 0,
(z |) := e− zz∗2 (z |) 12√().
Here z∗ = z11 + z22 with the quasi-periods 1, 2 belonging to 1,2 and the
real coordinates z1, z2 deﬁned in the representation z = z11 + z22.  denotes the
discriminant from the theory of elliptic functions.
To construct an element satisfying the hypotheses of Theorem 2 we consider an
integral ideal q of K that is prime to p having property (7′).
Then we can ﬁnd two elements ,  ∈ pmq m such that
o(), o(), o(+ ) and o
(
+ 
pm
)
are composite. (8)
This choice can also be made under the weaker condition (7) if pm ≡ 1 mod q,
because then the last two conditions in (8) coincide. Given such a choice we deﬁne
h(z) := e− 12 l(z,)(z+  |m)(z |m) , l(z, ) := z
∗ − z∗.
We choose an element  ∈OK having the property
 ≡ 0 mod pm,
 ≡ 1 mod N(q)
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and set
g(z) := h(+ z)
h((+ z)) . (9)
We then have
Theorem 3. We assume (4a)–(4d) and we let q be a composite integral ideal of K,
prime to p satisfying (7′) and (5). Then g deﬁned in (9) is in L(x, y) and
 := (g(R))R∈P+Gm
is in O˜P , its resolvents having the factorisation pm. Hence  is a generator of O˜P
over A. Under the weaker condition (7), this assertion still holds if pm ≡ 1 mod q.
Otherwise it can be reduced to the case pm ≡ 1 mod q using the map  deﬁned
below.
If conditions (5) and (7) are not satisﬁed, we can modify our construction and obtain
a Galois generator on condition that
p wK, (10)
where wK denotes the number of roots of unity in K. We therefore consider the
following operation: Assume we are given any two points P1, P2 ∈ E(Qc) of order
dividing pr+m and elements (1) ∈ O˜P1 , (2) ∈ O˜P2 . Then, as in [Sch4], using the
power-series expansion for the elements (i) and the relation
∑
Q∈Gs
W(Q)i ≡ 0 mod ps , i0 (11)
from [T], we obtain an element in O˜P1+P2 by
(1) ◦ (2) := (P1+P2+Q)Q∈Gm, P1+P2+Q :=
1

m
∑
Q′∈Gm
(1)
P1+Q+Q′
(2)
P2−Q′ . (12)
In addition we have the following relation of resolvents:
((1) ◦ (2), ) = 1

m
((1), )((2), ).
In particular, if the resolvents of (1), (2) have the factorisation pm, the same is true
for (1) ◦ (2).
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Now if p is prime to wK , it is easy to see that there exists a composite ideal q
prime to p, satisfying (7′) and
gcd((q),p) |wK.
We let L˜ be the extension of L obtained by adjoining the points of order q, and of
order 12 resp. 4, if dK = −3 resp. dK = −4. Then,
n := [L˜ : L] |wK(q).
Hence, n is prime to p and we can ﬁnd n′ ∈ N such that
n n′ ≡ 1 mod pr+m.
Now let (1) be the element in O˜[n′]P (= O˜[n′]P (L˜)) as deﬁned in Theorem 3 and let
(1), . . . , (n) be the images of (1) under the automorphisms of L˜/L. We set
 := (1) ◦ · · · ◦ (n) (13)
and obtain an element of O˜P (= O˜P (L)) satisfying the assumption of Theorem 2. So
we have the following theorem, obtained in [S-T] under the assumption of everywhere
good reduction:
Theorem 4 (Srivastav and Taylor [S-T]). We assume (4a)–(4d). Then O˜P is free of
rank one on A for p not dividing the number wK of roots of unity in K.
There is a natural relation between the Galois generators for different m’s that can
also be used for the construction of Galois generators. Let m,n be ideals of OK ,
n ⊂ m
and let Em, En be elliptic curves deﬁned by pairs x(z |m), y(z |m), respectively,
x(z |n), y(z |n) of Weierstraß functions with respect to m and n. We consider the
epimorphism
 : En → Em,
deﬁned by
En  Q → Q + n → Q +m → Q′ =: (Q) ∈ Em
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whose kernel is the set of nm−1 torsion points of En. We consider the special
case
n = mps , 1s < m
and we assume Em and En and the prime ideal p to satisfy conditions (4a)–(4d) with
the same ﬁeld L of deﬁnition. Given the elliptic curve Em deﬁned over L with good
reduction above p we can choose for En the Fueter model when p is odd and the
model of Deuring in case p  3. Further, a common ﬁeld of deﬁnition for Em and En
is given by a ﬁnite extension Lˆ of L and we can even achieve that Lˆ(x(z |n), y(z |n))
is a Galois extension of Lˆ(x(z |m), y(z |m)), the Galois group being given by
Gal(Lˆ(x(z |n), y(z |n))/Lˆ(x(z |m), y(z |m))) = { |  ∈ m mod n}, (14)
where  denotes the substitution f (z) → f (z + ). (A possible such ﬁeld Lˆ is ob-
tained by adjoining to a common ﬁeld of deﬁnition for Em and En the nm−1 torsion
points of En and the coefﬁcients of the rational functions F,F1 in the representa-
tions x(z |m) = F(x(z |n))y(z |n), y(z |m) = F1(x(z |n))y(z |n).) The kernel of 
consists of the ps-torsion points of En and
(P +Gnm) = (P )+Gmm−s ,
with the obvious meaning of m and n in the exponent. By the same letter  we denote
the induced map
 :MnP (m)→Mm(P )(m− s),
deﬁned by
(())R :=
∑
R′∈−1(R)
R′ .
We will show later that
(O˜
n
P (m)) ⊆ psO˜
m
(P )(m− s). (15)
Furthermore, the resolvents of () are equal to the resolvents of , because the
characters of Gmm−s can be understood as characters of Gnm that are trivial on Gns .
So for  ∈ O˜nP (m) satisfying the hypotheses of Theorem 2, we see that the
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same holds for
1

m−s
() ∈ O˜m(P )(m− s).
Thus, we obtain a generator for O˜
m
(P )(m− s) from a generator of O˜
n
P (m).
1.6. Global constructions of O˜P and A
In view of the global generators of O˜P over A mentioned above, one may ask
whether there exist global constructions of the locally deﬁned objects O˜P and A as
OL-algebras. From the discriminant and index formulas of Theorem 1 we can deduce
the following criterion.
Theorem 5. We assume (4a)–(4d) and we let T ∈ L(x, y) be a uniformising parameter
at the origin of the elliptic curve with no poles outside K \ p−∞m and satisfying
T (R +Q)− T (R) ∼ p 1(o(Q)) for all points R,Q ∈ E[p∞], Q = O.
Then, (T (R))R∈P+Gm is a generator of O˜P over OL:
O˜P = { (f (T (R)))R∈P+Gm | f ∈OL[X]}.
In particular,
A = 1

m


∑
Q∈Gm
f (T (Q))Q | f (X) ∈OL[X]

 .
More precisely, A is a free module on OL:
A =
pm − 1⊕
i=0
OLi with i = 1
m
∑
Q∈Gm
T (Q)i Q.
To construct a function satisfying the hypotheses of Theorem 5 we use the normal-
isation of the Weierstraß ℘-function introduced in [Sch1]:
P(z) :=
(

℘(z |m)
6√(m)
)wK
2
,
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where  is a suitable algebraic unit. We deﬁne
T (z) := P(+ z)− P() (16)
with an element  in K of order o() = q = (1).
In Proposition 1 we will show that T is in L(x, y), if there is a point of order q in
E(L). We can now state our main result.
Theorem 6. We assume (4a)–(4d) and E(L) to contain a point of order q, prime to
p and qgcd(wK,q) composite. Then the function T deﬁned in (16) with an element  of
order q is in L(x, y) and satisﬁes the hypotheses of Theorem 5.
1.7. Galois module structure of Ray class ﬁelds
We begin by setting up some notation. Let N/M be a Galois extension of number
ﬁelds, G its Galois group. Then N is known to be a rank one module on the group
ring M[G], the operation of M[G] on N being deﬁned by
ϑ ◦  :=
∑
∈G
aϑ
 for ϑ ∈ N,  =
∑
∈G
a ∈ M[G].
One may ask whether the same holds for the ring of integers ON of N with M[G]
replaced by the associated order
AN/M :=
{
 =
∑
∈G
a ∈ M[G]
∣∣∣∣∣ ON ◦  ⊆ON
}
,
i.e. to ask whether there exists an element ϑ ∈ON such that
ON = ϑ ◦AN/M.
We will now describe how the results of the Theorems 3,4 and 6 can be applied to
obtain an explicit construction of a generator ϑ and the associated order AN/M for
certain extensions of the form
Nq/Mq = Kqpr+m/Kqpr with [Nq : Mq] = pm,
where q is an integral ideal, p a prime ideal of norm p not dividing N(q) and
1mr.
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The last condition implies that the Galois group G = G(Nq/Mq) is isomorphic to
p−m/OK by
p−m/OK → G,
+OK →  := (1− 0) (17)
with a number 0 ∈ qpr+m \ pr+m+1, where (1 − 0) denotes the Frobenius auto-
morphism belonging to the ideal (1 − 0). In particular, the characters of p−m/OK
can be understood as characters of G. Now we ﬁrst consider
Case qgcd(wK,q) composite: We let g and T be the functions deﬁned in (9) and (16)
for the lattice m =OK and set
ϑ := g(1) with some 1 ∈ K, o(1) = pm+r , 10 ≡ 1 mod pr+m,
T () := T () for  ∈ p−m.
Then we have the following explicit result.
Theorem 7. Let q be a composite integral ideal, prime to p, qgcd(wK,q) composite and
satisfying (7′). Then
ONq =OMq [T (1)],
ANq/Mq =
1

m
{∑
∈G
f (T ())
∣∣∣∣∣ f (X) ∈OMq [X]
}
,
ONq = ϑ ◦ANq/Mq .
If only condition (7) is satisﬁed by q, the construction of  has to be modiﬁed as
indicated at the end of Theorem 3.
Note that Nq and Mq are the global ﬁelds deﬁned above. We now consider
Case q = (1): We contend that the last assertion of Theorem 7 holds for the “natural”
extension N1/M1 = Kpr+m/Kpr , too, with a suitable other element ϑ′. We therefore
observe that the proof of this assertion relies on the factorisation
(ϑ, ) :=
∑
∈G
ϑ() ∼ pm (18)
for all characters  of G, which will be proved later. In fact by a calculation of
discriminants it can be shown that the third assertion of Theorem 7 holds for every
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element ϑ′ ∈ ONq satisfying (18). So if we can ﬁnd ϑ′ ∈ Kpr+m satisfying (18), we
obtain
ON1 = ϑ′ ◦AN1/M1 ,
by intersecting both sides of the equation ONq = ϑ′ ◦ANq/Mq by Kpr+m . To construct
such an element ϑ′ ∈ N1 = Kpr+m we assume p wK . Then as before we can conclude
that there exists a composite integral ideal q satisfying (7′) such that
p  n := [Nq : N1].
Hence, we can ﬁnd n′ ∈ N with nn′ ≡ 1 mod pr+m. Herewith we set like in (13)
ϑ′ := 1

m(n−1)
∑
1...n
g(n′1 + 1)1 . . . g(n′1 + n)n , (19)
where the summation is over all tuples
(1, . . . ,n) mod pm with 1 + · · · + n ≡ 0 mod OK.
1, . . . ,n denote the different automorphisms of Nq/N1.
Theorem 8 (Schertz [Sch4]). For p wK we have
ON1 = ϑ′ ◦AN1/M1
with the element constructed in (19).
However, for the extension in Theorem 8 we do not obtain an explicit description
of the associated order AN1/M1 from our constructions.
2. Proofs
In what follows we let x, y be a pair of elliptic Weierstraß functions with respect to
an ideal m of OK that have the properties mentioned at the beginning.
Proposition 1. Let Q = Q() ∈ E(L) be a point of order q = (1). Then the function
T deﬁned in (16) is in L(x, y).
Proof. By a change of coordinates,
(x˜, y˜) := ( 148 (12x + a21 + 4a2), 18 (2y + a1x + a3)) (20)
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we obtain a new pair of elliptic Weierstraß functions satisfying an equation of the
form
y˜2 = 4x˜3 + Ax˜ + B with A,B ∈ L. (21)
As a pair of elliptic Weierstraß functions we can express x˜ and y˜ as polynomials of
℘ and ℘′, so
x˜ = aP0 + b, P0 :=  ℘6√(m) ,
y˜ = dP1 + eP0 + f, P1 :=  32 ℘
′
4√(m) ,
with and some constants a, b, c, d, e, f. Putting these equations into (21) and keeping
in mind that a, d = 0 we obtain by comparing pole orders and coefﬁcients that b =
e = f = 0 and d2 = a3; hence,
x˜ = u2P0,
y˜ = u3P1 (22)
with some constant u = 0. Thus we can express (21) by the algebraic equation
℘′(z |m)2 = 4℘(z |m)3 − g2(m)℘ (z |m)− g3(m)
satisﬁed by ℘ and ℘′. The minimal polynomial of y˜ over C(x˜) being uniquely deter-
mined, we can compare coefﬁcients thereby obtaining the equality
2
g2(m)
3√(m)u
4 = −A and 3 g3(m)√
(m)
u6 = B. (23)
From [Sch1] we know that
2
g2(m)
3√(m) and 
3 g3(m)√
(m)
(24)
are in the Hilbert class ﬁeld of K, hence, in L, and we can conclude
uwK ∈ L,
because g2(m) = 0 for dK = −3 and g3(m) = 0 for dK = −4. Eq. (22) implies
T (z) = u−wK
(
x˜(z+ )wK2 − x˜()wK2
)
.
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By assumption we know that L contains the coordinates x˜(), y˜() of the point Q.
Hence, by the addition formula of E it follows that T is in L(x˜, y˜) = L(x, y). 
From the proof of Proposition 1 we obtain the following two propositions.
Proposition 2. Let f be an integral ideal in K and  ∈ L. Then there exists a
 ∈OK such that
Q() = Q() for all  ∈ f−1m.
Proof. For  ∈ m the assertion of Proposition 2 being trivial, we can assume  to be
from f−1m \m.
In view of relation (22) we ﬁrst compute the action of  on the values P0() and
P1(). We observe that by standard arguments from complex multiplication P0() and
P1() are contained in the ray class ﬁeld modulo 12N(f)2. Further, the Hilbert class
ﬁeld K(1) being contained in L, the automorphism  acts trivially on K(1). So its
restriction to K12N(f)2 is the Frobenius automorphism of a principle ideal (). The
computation can therefore be done by the reciprocity law of complex multiplication as
for the example described in [B-Sch]. The result is
P0() = 0P0(), P1() = 1P1(),
where 0, 1 are roots of unity that are independent of . From [Sch1] we know that
P() = P(). Further, we have
u2 = uu2
with a wK2 -th root of unity u, because u
wK is in L. Hence, u0 is a wK2 -th root of
unity. Therefore, by the homogeneity of the ℘-function and considering the fact that
the wK -th roots of unity are units in OK , we can write
x˜() = x˜(′0) = x˜(−′0)
with some other wK -th root of unity ′0 that is independent of . By a similar argument
we have
y˜() = ′1y˜(′0)
with some root of unity ′1 that is independent of . x˜() and y˜() satisfying (21)
we then get
′1 = ±1.
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Hence again by homogeneity
y˜() = y˜(′1′0).
This proves our assertion with  = ′1′0. 
Proposition 3. Condition (6) implies condition (5).
Proof. First we treat the cases dK = −3,−4. Here we know from the proof of Propo-
sition 1 that u2 is in L. According to [Sch1], the numbers P(), o() | f,  /∈ m are
in Kf. So by (22) it follows that the x˜-coordinates of the points of order dividing f
are in LKqf. It remains to show that the y˜-coordinates of these points are in LKqf
too. By assumption, L contains a point of order q. Its y˜-coordinate y˜(0) is non-zero
because q  2. To prove the remaining assertion we contend that
y˜()
y˜(0)
∈ Kqf for o() | f,  /∈ m.
Using (22), we can write
y˜()
y˜(0)
= ℘
′ ( |m)
℘′
(
0 |m
) .
By the reciprocity law of complex multiplication as described in [B-Sch] we now can
show that the above quotient is in Kqf; hence, y˜() ∈ LKqf.
In the cases dK = −3,−4 we let 0 be the parameter in C/m of a point of
order t = 12 resp. t = 4. Then by standard techniques using the reciprocity law of
complex multiplication we obtain that P0(0) and P1(0) are in K(t). Hence, by (22)
we obtain u ∈ LK(t). We contend that LK(t) = L. By (23) we get u6 ∈ L resp.
u4 ∈ L and then (22) implies that LK(t) is generated over L by x˜3(0) = u6P(0)
resp. x˜(0)2 = u4P(0). Hence K(t) ⊆ L and u ∈ L. The assertion of Proposition 3
then follows as in the cases we considered ﬁrst. 
Proposition 4. Let q be an integral ideal of K and let E/L satisfy condition (5). We
assume f ∈ C(x, y) to have the following property: There are inﬁnitely many prime
ideals l in K such that
f () ∈ LKqln , whenever  ∈ l−nm \m for n ∈ N.
Then f ∈ L(x, y).
Proof. f has a representation of the form
n(x)f = a(x)+ b(x)y (25)
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with polynomial
n(X), a(X), b(X) ∈ C[X], gcd(n(X), a(X), b(X)) = 1.
If we assume n(X) to have leading coefﬁcient 1, these polynomials are uniquely de-
termined. By the identity theorem for meromorphic functions their coefﬁcients are also
the unique solution of a system of linear equations that is obtained by writing down
the values of (25) for any sequence zn → 0, zn = zn′ for n = n′, such that x, y and
f have no poles in {zn | n ∈ N}. Given a prime ideal l in K, we can choose such a
sequence so that
zn ∈ l−nm \ l−(n−1)m, n ∈ N.
Of course, to avoid poles of f, x, y we have, in addition to our assumption, to exclude
a ﬁnite number of zn’s. By hypotheses on the values of f and from assumption (5)
we then know that the coefﬁcients of the system of linear equations are contained in
the ﬁeld
⋃∞
n=1 LKqln . Hence, the same must hold for the unique solution where the
leading coefﬁcient of n(X) is equal to 1. This implies
f ∈ LKqlN (x, y) for some N ∈ N.
To prove the assertion of our proposition, it sufﬁces to show that almost all pairs l, l′
satisfy
LKqln ∩ LKql′n = L for all n ∈ N.
In fact this is true for any two prime ideals l, l′ of K that are unramiﬁed in L/K ,
because the prime ideals of Kq ramiﬁed in Kqln for Kqln = Kq are exactly the
prime ideals above l, and these are totally ramiﬁed. This ﬁnishes the proof of
Proposition 4. 
Next we derive a p-adic power-series expansion for certain singular values of func-
tions in L(x, y). We therefore again consider a ﬁxed prime ideal p in K and assume
that the elliptic curve deﬁned by (1) has p-integral coefﬁcients in L and good reduction
above p. We then have series expansions
− 1
y()
= W()3 +
∑
n4
AnW()n,
x() = W()−2 +
∑
n−1
BnW()n,
y() = −W()−3 +
∑
n−2
CnW()n (26)
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for  in a neighbourhood of zero with p-integral coefﬁcients An,Bn, Cn ∈ L. This
implies that every function f ∈ L(x, y) has a Laurent expansion
f () =
∞∑
n=n0
dnW()n (27)
with coefﬁcients in L, convergent for  = 0 in a neighbourhood of zero. The following
proposition contains a criterion for the p-integrality of the dn.
Proposition 5. Let f ∈ L(x, y) have the following properties:
(1) all poles of f are in K \ p−∞m,
(2) f () is a p-integral algebraic number for  ∈ p−∞m.
Then the coefﬁcients dn in (27) are p-integral numbers in L and n0 = 0.
In particular, for  ∈ p−∞m series (27) is also P-adically convergent to f () for
every prime ideal P above p in the extension L(f (),W()) of L.
Proof. We ﬁrst assume p to be odd and E to be the Fueter model,
y2 = x3 + a2x2 + x, a2 = 3℘(2)
℘ ()− ℘(2) , o() = 4, (28)
deﬁned over K(4) by the functions
x(z) := ℘()− ℘(2)
℘ (z+ 2)− ℘(2) = −
(3)(z+ 2)2
()(z+ 4)(z) ,
y(z) := 1
2
√
℘()− ℘(2)
dx(z)
dz
= −(2)
3(3)(2z+ 4)
2()(z+ 4)2(z)2 .
The coefﬁcient a2 is p-integral and the elliptic curve (28) has good reduction above p
according to [C-T]. The singular values
() = ( |m),  ∈ K \m,
are algebraic integers in some ray class ﬁeld over K. Here we need their factorisation
() ∼
{
1 if o() is composite,
p
1
(o()) if o() is the power of a prime ideal p,
(29)
where  denotes the Euler function in K.
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Now let 1, . . . , m mod m be the poles of f that are not in m. Then we can
represent f in the form
f = a(x)+ b(x)y(
m∏
i=1
(x − x(i ))
)N (30)
with some sufﬁciently large N ∈ N and polynomials a(X), b(X) ∈ L(x(1), . . . , x(m))
[X]. By (29) we conclude that the values x(i ) are p-integral. Together with (26) this
shows that the coefﬁcients dn in the expansion (27) are in a ﬁnite extension M of L
with a bounded p-denominator, i.e. there exists an algebraic number A = 0 such that
Adn is p-integral for all nn0. (31)
Further, n0 = 0 because the poles of f are not in p−∞m. By (29) we ﬁnd
W() ∼ p 1(o())b for  ∈ p−∞m \m (32)
with an ideal b prime to p. Now (31) and (32) imply that series (27) is P-adically
convergent to f () for every prime ideal P above p in L(W()), if  is in p−∞m\m.
Moreover, letting  vary through all points in p−∞m \m, we can conclude using (32)
that the dn are p-integral, because by assumption the values f () are p-integral.
Now let x˜, y˜ be an arbitrary pair of elliptic Weierstraß functions deﬁning an elliptic
curve E˜ over an algebraic extension L of K(1) with p-integral coefﬁcients and good
reduction above p. The functions x and y from the Fueter model can then be expressed
in the form
x = u2x˜ + a,
y = u3y˜ + bx˜ + c (33)
with u, a, b, c ∈ C. Inserting these expressions into (28) we can express the equation
of E˜ by u, a, b, c and the coefﬁcient a2 in (28)(see also [Si, p. 49]). In particular we
obtain the relation
u12
E˜
= E
between the discriminants of E˜ and E. This relation shows that u is a p-unit. Further
the equations between the coefﬁcients of E˜ and (28) reveal that the constants a, b, c
are p-integral. From (33) we now obtain an expansion
W = u−1W˜ +
∞∑
n=2
cnW˜
n
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with p-integral coefﬁcients cn, and, inserting this series into (27), we get a power series
in W˜ with p-integral coefﬁcients, which is the desired result.
It remains to prove the proposition in the case, when p divides 2. Here the proof is
done in the same way using instead of Fueter’s model the model of Deuring deﬁned
by the functions
x(z) := ℘(z)− ℘()
℘′() 23
= −(z− )(z+ )
(z)2
,
y(z) := 1
2
(
℘′(z)
℘′()
− a1x(z)− 1
)
= (z− )
2(z+ 2)
(z)3
with o() = 3 and
a1 = ℘
′′()
℘′() 43
= 12℘()
2 − g2(m)
2℘′() 43
∈ K(9).
The algebraic equation between x and y is given by
y2 + a1xy + y = x3.
If p  3, its coefﬁcient a1 is p-integral and the elliptic curve E deﬁned by the equation
has good reduction above p, because the discriminant of E has the factorisation
E = ()12. 
Proof of Theorem 1. If E has everywhere good reduction the assertion of Theorem 1
has been proved in [S-T,T]. Everywhere good reduction is needed there to assure the
extensions of L in the deﬁnition of MP to be unramiﬁed outside p. For the proof of
(1) and (2) this is of no importance.
When E contains the points of order q for a composite ideal q  2 and prime to p, the
assertion follows from Theorem 6, because the discriminant of the subring generated
by (T (R))R∈P+Gm over OL is equal to the p-part of the discriminant of hP (X) so
again MP is unramiﬁed outside p. 
Proof of Theorem 2. When E satisﬁes one of the assumptions made in (3) of Theorem
1 the discriminants of O˜P and O˜O are both equal to pmp
m
. Due to this fact, a
calculation of discriminants making use of the Frobenius determinant formula leads to
the desired result.
If we assume E only to have good reduction above p, we can ﬁnd a pair xˆ, yˆ
of Weierstraß functions with respect to m deﬁning an elliptic curve Eˆ over a ﬁnite
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extension Lˆ of L having everywhere good reduction. So identifying points of E and Eˆ
according to the parametrisation by cosets +m we can write
OP (Lˆ) =  ◦A(Lˆ).
Replacing Lˆ by a further ﬁnite extension we achieve in addition
Lˆ(xˆ, yˆ) = Lˆ(x, y).
Note that for corresponding points P1, P2 ∈ E(Qc); Pˆ1, Pˆ2 ∈ Eˆ(Qc) we then have the
equivalence
P 1 = P2 ⇐⇒ Pˆ 1 = Pˆ2.
Further, the uniformising parameter Wˆ = − xˆ
yˆ
has a power-series expansion
Wˆ =
∞∑
n=1
dnW
n
with p-integral coefﬁcients in Lˆ and a p-unit a1 as leading coefﬁcient. So in the
local descriptions above p of O˜P (Lˆ) and O˜P (L) we can use the same uniformising
parameter W:
(O˜P (Lˆ))p′ =
pm − 1⊕
i=0
O
Lˆp′
i , (O˜P (L))p′ =
pm − 1⊕
i=0
OLp′ 
i ,
 = (W(R))R∈P+Gm .
Now, intersecting local components of MP (L) with local components on both sides of
the equation OP (Lˆ) =  ◦A(Lˆ) we obtain
(
O˜P (L)
)
p′
=  ◦A(L)p′ for all p′ | p.
For the other prime ideals p′ of L the same equality is trivial, because then the local
components of O˜P (L) and O˜O(L) are the local components of the maximal orders
in OP (L) resp. OO(L). So we can conclude
O˜P (L) =  ◦A(L). 
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Proof of Theorem 3. The ﬁrst part of the proof can be found in [Sch4], where, using
the transformation formula of the -function, it has been shown that g is elliptic with
respect to m. To conclude that g is in L(x, y) we will use Proposition 4. So let l
be an arbitrary prime ideal in K not dividing N(q) and  ∈ l−nm for some n ∈ N.
By the reciprocity law of complex multiplication, as described in [B-Sch], we obtain
g() ∈ K12N(qln)2 , and the computation of the Galois action shows
g()() = · · · = g() = · · · = g()
for every  ∈OK , prime to 12N(ql),  ≡ 1 mod qln, where () denotes the Frobe-
nius automorphism belonging to the ideal (). Hence, g() is in Kqln . Proposition 4
now implies
g ∈ L(x, y).
Moreover, using the factorisation of the -values and keeping in mind that  has order
q, it can easily be veriﬁed that g() is integral for all  ∈ p−∞m and all prime ideals
p not dividing N(q). So by Proposition 5 we can conclude that the element deﬁned
in Theorem 3 is in fact in O˜P .
We now contend that the resolvent of the element deﬁned in Theorem 3 has the
factorisation supposed in Theorem 2. We therefore write
(, ) =
∑
∈p−mm mod m
g(1 + )(),
where 1 is the parameter of P = Q(1). To compute its factorisation we use the
resolvent formula (2.15) from [Sch4]. Keeping in mind that the function g(z) in this
article is equal to the function g( + z) in [Sch4], we obtain for g as deﬁned above
the following formula:
(g(z |), ) :=
∑
∈ˆ
 mod 
g(z+  |)¯() = 12
√
(ˆ)
()
C0(+ z)h((+ z) |)−1,
with the character 0() = el((1−),),
C0(+ z) = e−
1
2 lˆ(+z, n+0 )
( |)(+ z+ 
n
+ 0 | ˆ)
(+ z | ˆ)( 
n
+ 0 | ˆ)
,
 = m, ˆ = p−mm, n = [ˆ : ] = pm
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and some
0 ∈
1
n
.
According to a classical result of complex multiplication we have
12
√
(ˆ)
()
∼ pm
for the above lattices and for z = 1 all -values in the deﬁnition C0( + z) and
h((+ z) |) are units because of (7′), (8) and (32). Finally, the exponential factor
in the deﬁnition of C0(+ 1) being a root of unity we can conclude that (, ) is
associated with pm. This ﬁnishes the proof of Theorem 3 when we can assume (7′).
The construction of a generating element and the weaker assumption (7) is explained
at the end of the following proof of (15).
Proof of (15). From the p-adic power-series expansion of ,
R =
∞∑
n=0
dnW(R |n)n,
we obtain
(())R =
∑
R′∈−1(R)
R′ =
∑
Q∈Gns
R0+Q =
∞∑
n=0
dn
∑
Q∈Gns
W(R0 +Q |n)n
with some R0 ∈ −1(R). Now applying the group law (2) to the values
W(R0 +Q |n) and then congruence (11) we ﬁnd
∑
R′∈−1(R)
R′ ≡ 0 mod ps .
To obtain an expression for () as a power series in R ∈ (P )+Gmm−s , we observe that∑
Q∈Gns W(z + Q |n) is elliptic with respect to m and has a power-series expansion
of the form
∑
Q∈Gns
W(z+ Q |n) =
∞∑
k=0
bkW(z |m)k.
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The coefﬁcients bk are in Lˆ because of (14) and p-integral by Proposition 5. So by
inserting the expansion for W(z |n) in the expansion for (())R we get an expansion
of the desired form. 
Following the above construction, we obtain an element of Om(P )(m− s) by
 =

 1

s
∑
R′∈−1(R)
g(R′ |mps)


R∈(P )+Gms
,
its resolvents having factorisation pm−s , whence, according to Theorem 2 it is a gen-
erating element. This does not ﬁnish the proof, because, according to our construction,
the base ﬁeld for Om(P )(m− s) is Lˆ. So we appeal to Proposition 4 for the function
g˜(z) := 1

s
∑
Q′∈Gns
g(z+ Q′ |mps)
to conclude that  is in fact in Om(P )(m− s) with the original base ﬁeld L. 
Proof of Theorem 5. A function T satisfying the hypotheses of Theorem 5 clearly also
satisﬁes the hypotheses of Proposition 5, because with R = O we see that T (Q) =
T (R +Q)− T (R) is integral for every Q ∈ E[p∞]. Hence, we can conclude that the
element
 := (T (R))R∈P+Gm
deﬁned in Theorem 5 is in O˜P . To prove that  is a generator we have to factorise
the discriminant of the polynomial
gP (X) :=
∏
R∈P+Gm
(X − R)
and to show that it is equal to the discriminant of O˜P , which is the p-part of the
discriminant of the polynomial
hP (X) :=
∏
R∈P+Gm
(X −W(R)),
deﬁned above. From the p-adic version of (2) we ﬁnd
W(R)−W(R +Q) = −W(Q)−W(R)W(Q)G(W(R),W(Q))
for R ∈ P +Gm and Q ∈ Gm,
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as a P-adic limit for every prime ideal P in a ﬁeld containing the values W(R), R ∈
P +Gm. This implies
W(R)−W(R +Q) ∼ p 1(o(Q))b for Q ∈ Gm \ {O}
with an ideal b prime to p. As by assumption we have
T (R)− T (R +Q) ∼ p 1(o(Q)) for Q ∈ Gm \ {O},
this shows that the discriminant of gP (X) is equal to the p-part of the discriminant of
hP (X). Hence,  is a generator of O˜P .
Proof of Theorem 6. Let T be the function deﬁned in (16). By Proposition 1 we have
T ∈ L(x, y).
To show that T satisﬁes the other hypotheses of Theorem 5, we quote from [Sch1] the
formula
P(1)− P(2) = (−)e
e−1∏
i=0
(1 + i2)(1 − i2)
(1)2(
i2)2
,
where e = wK2 and  is a generator of the group of roots of unity in K. Now let
Q = Q() = O, R = Q(1) be points of E[p∞]. We set 1 := 1 + . By the above
formula we obtain
T (R +Q)− T (R) = (−)e−1
e−1∏
i=0
(+ (1+ i )1)(+ (1− i )1)
(+ 1)2(i1)2
.
Herein
(+ (1− 0)1) = () ∼ p
1
(o(Q))
according to (29), whereas all other factors are units because the order of  is equal
to q and qgcd(wK,q) is composite. So we obtain the factorisation
T (R +Q)− T (R) ∼ p 1(o(Q)) ,
that we wanted to show. 
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Proof of Theorem 7. First we assume the prime ideal p to be odd and q to satisfy
(7′). The assertions of Theorem 7 will then be obtained from Theorem 6 using Fueter’s
elliptic curve E belonging to OK . The coefﬁcients of E being in K(4), we can consider
E to be deﬁned over
L = K4qpr .
By standard results from complex multiplication we know (see for example [Sch3])
that
L(E[q]) ⊆ K4q.
Hence, E(L) contains the points of order q and (5) is satisﬁed. Therefore, we can
apply Theorems 3 and 6. We choose an arbitrary point
P = Q(1) of order o(1) = pr+m.
According to Theorem 6 we have
O˜P =  ◦A,
where  and A are explicitly given in terms of values of the functions g and T deﬁned
in (9) and (16)
 = (g(P +Q))Q∈Gm = (g(1 + ))∈p−m/OK ,
A =
pm−1⊕
i=0
OM4qi , i =
1

m
∑
Q∈Gm
T (Q)iQ,
T (Q()) := T (),  ∈ p−m.
By the reciprocity law we obtain that W(1) is in N4q with the Galois action
W(1)
(1−0) = W(1 − ) for  ∈ p−m.
In view of the second above description of MP this implies that the map
 : MP → N4q, (aP+Q)Q∈Gm → aP ,
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is an isomorphism of M4q-algebras. Further, by (17) we have an isomorphism deﬁned
by
ˆ : Gm → Gal(N4q/M4q), Q() → (1+ 0),
that can be extended to A and hence to A by setting
ˆ

 ∑
Q()∈Gm
f (T (Q()))Q()

 := ∑
∈G
f (T ()) for f (X) ∈ L[X].
This shows that (O˜P ) is a ˆ(A)-module contained in ON4q generated by P :
(O˜P ) = P ◦ ˆ(A).
Further, we have the equality
dN4q/M4q((O˜P )) = discr(O˜P ) = pmp
m
between discriminants. The computation of the discriminant of N4q/M4q by the
conductor–discriminant formula from class ﬁeld theory yields the same result. There-
fore, we can now conclude
ON4q = (O˜P ), AN4q/M4q = ˆ(A)
and
ON4q = P ◦AN4q/M4q .
To prove the last equation for Nq/Mq instead of N4q/M4q, we observe that Nq∩M4q =
Mq. Hence, Gal(Nq/Mq) can be identiﬁed with Gal(N4q/M4q) and denoted by the
same letter G. We observe that P is in Nq. So, intersecting both sides of the last
equation by Nq, we get
ONq = P ◦ ((AN4q/M4q ∩Nq[G])).
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Keeping in mind that, according to Theorem 5 and 6, A is a free ON4q -module this
yields
(AN4q/M4q ∩Nq[G]) = ˆ(A ∩Nq[Gm])
= ˆ

 1

m


∑
Q∈Gm
f (T (Q))Q | f (X) ∈OMq [X]



 .
This completes the proof of the second and third assertion of Theorem 7 in the case p
odd and q satisfying (7′). If q satisﬁes the weaker condition (7), we obtain the second
assertion of Theorem 7 by repeating the proof using an element constructed by the
map  instead of P . 
The case p even is settled in the same way using the model of Deuring. The ﬁrst
assertion has already been proved in [Sch1].
Proof of Theorem 8. The element in (19) is in ON1 and its resolvents have the
factorisation (ϑ′, ) ∼ pm. The assertion of Theorem 8 now follows analogously to the
proof of Theorem 7. 
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