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Abstract
We obtain a strict quantization of the holomorphic functions on any semisimple coadjoint
orbit of a complex semisimple connected Lie group. By restricting this quantization, we also
obtain strict star products on a subalgebra of analytic functions for any semisimple coadjoint
orbit of a real semisimple connected Lie group. If this Lie group was also compact, the star
product is of Wick type. The main tool to construct our quantization is a construction by
Alekseev–Lachowska and an explicit formula for the canonical element of the Shapovalov
pairing between generalized Verma modules.
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Introduction
The quantization problem in physics asks whether one can associate a quantum system to a
classical mechanical system, such that the classical mechanical system can be recovered from
the quantum one in the classical limit. Since both systems can be studied by their observable
algebras it makes sense to first quantize the classical observable algebra. This algebra is usually
the Poisson algebra C∞(M) of smooth functions on a Poisson manifold M . The observable
algebra of a quantum mechanical system is some non-commutative *-algebra A , which in many
cases is obtained from a C∗-algebra. The states of the quantum mechanical system can then be
obtained as normalized positive linear functionals on A . To define their superposition, one has
to represent A on a (pre) Hilbert space, so that the superposition of two vector states can be
defined as the vector state corresponding to the sum of the two vectors.
Formal deformation quantization, as introduced in [2], has proven to be a fruitful theory for
answering some aspects of the quantization problem. One views Planck’s constant h¯ as a formal
parameter and tries to find so-called formal star products ⋆ on A = C∞(M)[[h¯]]. These star
products are just associative C[[h¯]]-bilinear products for which 1 ∈ C∞(M) is a unit and which
satisfy the correct classical limit. To be more precise, if f, g ∈ C∞(M) and f⋆g =
∑∞
i=0Ci(f, g)h¯
i
then one requires C0(f, g) = fg and C1(f, g)− C1(g, f) = i{f, g}. Usually one also requires the
Ci to be bidifferential operators, so that ⋆ is local and can be restricted to open subsets of
M . Searching for formal star products is an idealization of the quantization problem, since A
is only an algebra over C[[h¯]] and we cannot substitute real values for h¯. However, since we
have algebraized the problem and neglected analytic aspects (such as convergence of the power
series), there are many tools to study this situation. For symplectic manifolds, the existence and
classification of formal star products was obtained in [5,14,18,37], and in the more general case
of Poisson manifolds it follows from Kontsevich’s formality theorem [29]. One can also study
formal star products that are equivariant with respect to the action of a Lie group, where the
classification follows for example from [15].
However, even though formal deformation quantization yields very nice results, it builds on
the idealization of h¯ being a formal parameter. This idealization is simply not satisfied by nature,
where h¯ is some small constant that can be measured. In order to make the results of deformation
quantization applicable, one therefore needs to replace the formal algebras by more analytic
objects. One is now confronted with the problem of finding a strict quantization [31, 35, 36, 38],
i.e. finding some field of “nice” *-algebras Ah¯ (over C) depending “nicely” on a parameter h¯
ranging over some subset of C. However, a conceptual understanding of strict quantizations is
much harder to achieve than in the formal case. There are many examples of strict quantizations
and some procedures to produce such examples. Some of these examples behave quite differently
and therefore there are several ways to formalize the above definition, i.e. specifying the parameter
set and what “nice” actually means. Both existence and classification questions are more or less
hopeless due to the increased complexity.
There are two prominent constructions of strict quantizations. The first is due to Rieffel [38]
who, using oscillatory integrals, deforms the product on a Fréchet algebra endowed with an
isometric action of Rd. If the original algebra is a C∗-algebra, then Rieffel constructs a C∗-
algebraic quantization. See also [6] for a generalization to negatively curved Kählerian Lie groups.
The second construction, due to Natsume, Nest and Peter [36], essentially glues convergent
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versions of the Weyl product on charts to obtain a C∗-algebraic quantization. However, both
methods work only for some symplectic manifolds and fail for example for the 2-sphere with its
SO(3)-invariant symplectic structure [39]. They also make crucial use of the finite dimensionality
of the classical mechanical system, so it remains unclear how to apply them to quantum field
theories, despite such field theories fitting into the framework of formal deformation quantization.
A different approach was proposed by Beiser and Waldmann in [3, 4, 41]. They start from
a formal deformation quantization and take a subalgebra where the formal power series con-
verge. This subalgebra can then be completed with respect to a topology in which the product
is continuous. Such an approach needs additional geometric structures to determine such a
subalgebra. It has been carried out explicitly for exponential type star products on possibly
infinite-dimensional vector spaces [40], for the linear Poisson structure on the dual of a Lie al-
gebra [17] and for the hyperbolic disc Dn using an invariant star product obtained with phase
space reduction techniques [30]. See also [42] for a survey. In this paper, we extend this approach
to semisimple coadjoint orbits of connected semisimple Lie groups, which gives a much larger
class of geometrically interesting examples.
A coadjoint orbit of a Lie group G has a canonical symplectic form that is G-invariant. Coad-
joint orbits play an important role in different areas of mathematics. In symplectic geometry,
they are related to momentum maps. In the representation theory of unitary Lie groups, they ap-
pear e.g. in the Kirillov orbit method [28]. Basic examples of coadjoint orbits are hyperbolic discs
and complex projective spaces, including the 2-sphere. Coadjoint orbits of compact connected
semisimple Lie groups have a unique complex structure that makes them Kähler manifolds.
Constructions of star products on coadjoint orbits are due to many authors [1,9–12,19,26,27].
In this paper we will focus on the construction of Alekseev–Lachowska [1], which has an algebraic
flavour. The construction works in a complex setting, but in the end we can restrict our results
to real coadjoint orbits. It uses the non-degeneracy of the Shapovalov pairing between certain
generalized Verma modules. The canonical element Fh¯ of this pairing satisfies an associativity
equation generalizing that of a Drinfel’d twist and induces a strict star product, the formal
expansion of which around 0 is a formal star product. The main point is that we can use
methods developed by Ostapenko [33] to obtain an explicit formula for the canonical element
in Theorem 2.15, which is the first main contribution of this work. This formula shows that
the canonical element (and therefore also the induced star product) depends rationally on h¯
with a countable set of poles P that accumulates only towards 0. We have proven in [16] that
the construction of Alekseev–Lachowska gives the same star product as the construction by
Karabegov [27]. Karabegov’s construction is much more geometric and can be interpreted as
deforming the Gutt star product on the dual of a Lie algebra so that it becomes tangential to
the coadjoint orbits and hence can be restricted.
For h¯ not in the set of poles, the star product converges trivially on the polynomial functions,
since only finitely many elements of the infinite sum defining Fh¯ are non-zero on polynomials.
The star product has many nice properties. Firstly, it is G-invariant. Secondly, when restricting
to the real setting, if G is compact the star product is of Wick type [25] with respect to the
Kähler complex structure on the coadjoint orbit, meaning that it derives the first argument only
in holomorphic directions and the second argument only in antiholomorphic directions.
The second major step after constructing the star product is to use the explicit formulas to
prove its continuity with respect to the topology of locally uniform convergence. This topology
is locally convex and we can extend the product to a continuous product on the completion of
the polynomials. Using analytic geometric methods we identify this completion with the space
of holomorphic functions.
Main Theorem I For any semisimple coadjoint orbit Oˆ of a connected semisimple complex Lie
group G we obtain a family of products ∗ˆh¯ : Hol(Oˆ) × Hol(Oˆ) → Hol(Oˆ) for h¯ ∈ C \ P , where
each product ∗ˆh¯ is continuous with respect to the topology of locally uniform convergence. Every
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∗ˆh¯ is G-invariant and the dependence on h¯ is holomorphic.
This result is certainly interesting in its own right even though it does not fit directly into the
framework of deformation quantization. However, as mentioned above, we can also restrict it
to real coadjoint orbits O ⊆ Oˆ. Denote by A(O) the class of functions on O that extend to
holomorphic functions on Oˆ (if a function extends, its extension is unique). A(O) contains the
polynomials. We define the topology of extended uniform convergence on A(O) by saying that
a sequence of functions in A(O) converges if the corresponding sequence of extensions converges
locally uniformly.
Main Theorem II For any semisimple coadjoint orbit O of a connected semisimple real Lie
group G we obtain a family of products ∗h¯ : A(O) × A(O) → A(O) for h¯ ∈ C \ P , where each
product ∗h¯ is continuous with respect to the topology of extended locally uniform convergence.
Every ∗h¯ is G-invariant and the dependence on h¯ is holomorphic. The formal expansion of ∗h¯
around 0 is a formal star product deforming the G-invariant symplectic form of O.
For the hyperbolic disc our quantized algebra (A(Dn), ∗h¯) agrees with the algebra obtained in [30]
while for the 2-sphere, (A(S2), ∗h¯) is the algebra considered in [16].
Since we constructed a quantization of the holomorphic functions on a complex coadjoint
orbit and restricted this quantization to real orbits, it follows that the algebras (A(O), ∗h¯) and
(A(O′), ∗′h¯) are isomorphic if O and O
′ are coadjoint orbits of two Lie groups with the same
complexification through one common element. This isomorphism generalizes the classical Wick
rotation, which is an isomorphism between Pol(CPn) and Pol(Dn). However, this isomorphism
does not necessarily preserve the complex conjugation.
In order to apply our quantization to physics, we should represent the Fréchet algebras
(A(O), ∗h¯) on a Hilbert space. Given a positive linear functional we can use the GNS repre-
sentation to do so. For a formal star product of Wick type all point evaluation functionals are
positive. However, formal positivity means only that the first non-vanishing order is positive and
therefore, as in this case, might not survive the passage to strict products (where the contribution
of higher orders can dominate the contribution of the first order). However, for certain coadjoint
orbits we will prove that point evaluations stay positive.
It would be interesting to study the behaviour at the poles more explicitly. Karabegov
proved in [27] that if G is in addition compact then the algebras at the poles coincide with the
Berezin–Toeplitz quantization [9–12]. In particular, they are finite dimensional. In this sense
our infinite dimensional Fréchet algebras (A(O), ∗h¯) interpolate between the finite dimensional
Berezin–Toeplitz algebras.
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In Section 1 we recall some well-known facts about coadjoint orbits. This includes the realizability
as orbits of matrix Lie groups; polynomials on the orbit and their relation to polynomials on
the Lie group; and invariant multidifferential operators on homogeneous spaces. In Section 2
we introduce the Shapovalov pairing of (generalized) Verma modules and obtain an explicit
formula for its canonical element. We use this canonical element to define a strict star product
on polynomials on coadjoint orbits. In Section 3 we show that this product is continuous with
respect to the topology of locally uniform convergence, so that we can extend it to the completion,
which consists of all holomorphic functions on the orbit. Finally, we restrict our strict product to
real forms in Section 4 and derive some further properties of our construction: we study positive
linear functionals and investigate isomorphisms of the algebras obtained for different real forms
of the same complex Lie group. In Appendix A we give some remaining proofs and more details
on complex structures.
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Notation
In the whole paper GR and GC denote real and complex Lie groups respectively. If all Lie groups
in a subsection are real or complex, we say so in the beginning of that subsection and use G
to denote such Lie groups. Otherwise, if we do not state such a convention at the beginning
of a subsection, results formulated for G hold for both real and complex Lie groups. K always
denotes a compact real Lie group. We denote the Lie algebras of G, GR, GC and K by g, gR,
gC and k, respectively. The dimension of g is n. Sometimes g will be concretely realized by
matrices inside CN×N , in which case we set m = N2. If g is semisimple, then r denotes the rank
(i.e. the dimension of a Cartan subalgebra h). The number of positive roots is k = 12(n − r).
For a manifold M we denote the smooth functions from M to C by C∞(M). Oλ refers to
coadjoint orbits of real Lie groups and Oˆλ to coadjoint orbits of complex Lie groups, see also
Convention 1.7.
1 Preliminaries
In this section we summarize some background material needed in the rest of the paper. All
results are well-known, but a coherent exposition might be hard to find in the literature. We
review the realizability of coadjoint orbits as coadjoint orbits of matrix Lie groups and some
properties of coadjoint orbits in Subsection 1.1. In Subsection 1.2 we recall the definition of
polynomials on Lie groups and coadjoint orbits in a differential geometric setup and we treat
invariant multidifferential operators on homogeneous spaces in Subsection 1.3.
1.1 Generalities
For a semisimple Lie algebra g the Killing form B : g → g is non-degenerate, giving an isomor-
phism ♭ : g → g∗, X 7→ X♭ = B(X, · ). We denote its inverse by ♯ : g∗ → g. Furthermore, we
denote the adjoint representation of a Lie group G by AdG : G → End(g) and usually drop the
superscript G if it is clear from the context. Its differential is ad : g→ end(g), X 7→ [X, · ]. For
g ∈ G we write Adg for Ad(g) and we let AdG be the image of G under Ad. Moreover, adg is
the image of g under ad. For a connected Lie group G, integrating the Jacobi identity gives
Adg[X,Y ] = [AdgX,Adg Y ] (1.1)
for g ∈ G and X,Y ∈ g. Denote the map G× g→ g, (g,X) 7→ AdgX by A˜d
G
.
Lemma 1.1 The following diagram is commutative:
G× g g
AdG× adg adg
A˜d
G
AdG× ad ad
A˜d
AdG
. (1.2)
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Proof: From (1.1) we obtain AdGg [X,Ad
G
g−1 Y ] = [Ad
G
g X,Y ], so adAdGg X = Ad
G
g adX Ad
G
g−1 .
But since the map Ad for the matrix Lie group AdG is just given by conjugation, the right
hand side of this equation is nothing else then the adjoint action of AdGg ∈ AdG on adX ∈ adg.
Therefore
ad ◦A˜d
G
(g,X) = adAdGg X = Ad
G
g adX Ad
G
g−1 =
= AdAdG
AdGg
adX = A˜d
AdG
(AdGg , adX) = A˜d
AdG
◦ (AdG× ad)(g,X) ,
implying commutativity of the diagram. 
For µ ∈ g let ΩGµ = {X ∈ g | X = Adg µ for some g ∈ G} be the adjoint orbit of G through µ.
Similarly, we denote the coadjoint orbit through λ ∈ g∗ by
O
G
λ = {ξ ∈ g
∗ | ξ = Ad∗g λ for some g ∈ G} . (1.3)
Here Ad∗ : G→ End(g∗) denotes the coadjoint action of G, defined by letting Ad∗g : g
∗ → g∗ be
the dual map of Adg−1 : g → g. We drop the superscript G from Ω
G
µ and O
G
λ if it is clear from
the context.
It is well-known that Oλ ∼= G/Gλ where Gλ = {g ∈ G | Ad
∗
g λ = λ} is the stabilizer subgroup
of λ. If G is a real (complex) Lie group, there is a unique smooth (complex) manifold structure on
G/Gλ that makes the projection π : G→ G/Gλ a smooth (holomorphic) submersion and we use
it to define the structure of a smooth (complex) manifold on Oλ. In the real case, Oλ is always
a symplectic manifold (in particular it has even dimension), equipped with the GR-invariant
Kirillov-Kostant-Souriau symplectic form ωKKS defined by
ωKKS(XOλ , YOλ)
∣∣
ξ
= ξ([X,Y ]) . (1.4)
Here X,Y ∈ gR and XOλ
∣∣
ξ
= ddt
∣∣
t=0
Ad∗exp(−tX) ξ denotes the fundamental vector field of X for
the coadjoint action. Note that the map gR/gRλ → TλOλ, X 7→ XOλ
∣∣
λ
is an isomorphism.
We say that λ ∈ (gC)∗ is semisimple if adλ♯ ∈ end(g
C) is diagonalisable and λ ∈ (gR)∗ is
semisimple if the complex linear extension of λ to the complexification of gR is semisimple. A
coadjoint orbit Oλ is semisimple if λ is semisimple.
Proposition 1.2 Let GC be a complex connected semisimple Lie group and λ ∈ (gC)∗ be
semisimple. Then GCλ is connected.
Proof: The Lie algebra spanned by λ♯ integrates to a Lie subgroup of GC. The closure of this
Lie subgroup is a torus T and GCλ is its centralizer. Centralizers of tori are connected. 
Note that the statement is also true for a real connected semisimple compact Lie group K, but
might fail if the compactness assumption is dropped.
We denote the smooth functions on G that are invariant under the action of Gλ from the
right by C∞(G)Gλ . That is, f ∈ C∞(G)Gλ if and only if f ∈ C∞(G) and f(gg′) = f(g) for all
g ∈ G and g′ ∈ Gλ. There is an isomorphism
π∗ : C∞(G/Gλ)→ C
∞(G)Gλ , f 7→ π∗f := f ◦ π (1.5)
and for a complex Lie group, this isomorphism restricts to an isomorphism on holomorphic
functions. We denote the inverse by π∗ : C
∞(G)Gλ → C∞(G/Gλ).
If G is connected and semisimple, then B is G-invariant and therefore ♭ is G-equivariant. It
restricts to a diffeomorphism Ωµ ∼= Oµ♭ between adjoint and coadjoint orbits of G. Therefore we
may switch between adjoint and coadjoint orbits whenever this is advantageous.
IfG is semisimple, then so is g. In particular g has trivial center, so ad : g→ end(g) is faithful.
Lemma 1.1 implies that the adjoint orbit ΩGµ of a connected semisimple Lie group G and the
orbit ΩAdGadµ of AdG are diffeomorphic as the map ad : g→ adg is a G-invariant intertwiner.
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Proposition 1.3 Let λ ∈ ad∗g be an element of the dual of adg. Then the coadjoint orbits O
G
λ◦ad
and OAdGλ are diffeomorphic.
Proof: The dual map ad∗ : ad∗g → g
∗ of the map ad : g→ adg provides an intertwiner. 
In particular, we can assume without loss of generality and throughout this work, that G is
realized as a matrix Lie group and that its Lie algebra is realized concretely via ad as a subspace
of end(g). Using the argument provided in [20, Theorem 9] we may assume that G is even a
closed matrix Lie group (where the size of the matrices is possibly larger than dim g).
Proposition 1.4 If a connected semisimple Lie group G is realized as a linear group, that is as
a subgroup of GL(N,C) for some N , then G is in fact a subgroup of SL(N,C).
Proof: The Lie algebra g of G is semisimple, so in particular we must have [g, g] = g. So every
element of g is a linear combination of commutators, therefore g must be realized as trace-free
matrices (when identifying g ∼= T
1
GL(N,C) ∼=MN×N (C)). Applying the exponential map gives
that a neighbourhood of the identity in G is realized by matrices of determinant 1. Since any
element of G can be written as a product of elements in this neighbourhood, G is realized as a
subgroup of SL(N,C). 
Definition 1.5 Let GR be a real Lie group. A complexification of GR is a complex Lie group GC
together with an embedding ι : GR → GC, so that the corresponding Lie algebra gC is isomorphic
to the complexification gR ⊗ C of gR and the map Teι : g
R → gC corresponds to the injection
X 7→ X ⊗ 1 under this isomorphism.
Note that a complexification according to this definition does not always exist and if it exists it
may not be unique. (For a connected semisimple Lie group it exists if and only if the group can
be realized as a linear group.) There is a different notion of a universal complexification that
does always exist, but that does not enjoy the property that gC ∼= gR ⊗ C. We will not use the
notion of universal complexifications in this paper.
Proposition 1.6 If GR is a real closed linear Lie group, then it admits a complexification GC.
Proof: Both GR and its Lie algebra gR are realized by real matrices. The complexification
gC = gR ⊗ C is a Lie subalgebra of glN (C). Thus we can use the exponential map to construct
a complex Lie subgroup GC of GL(N,C) containing GR as a subgroup and having gC as Lie
algebra, see e.g. [21, Chapter 5.9]. If GR was a closed subgroup of GL(N,R), then it is also a
closed subgroup of GC. 
Convention 1.7 If we use GR and GC in the same statement, we will always assume that GC is
a complexification of GR. Oλ will always denote a semisimple coadjoint orbit of a real connected
semisimple Lie group and Oˆλ a semisimple coadjoint orbit of a complex connected semisimple
Lie group. If we use Oλ and Oˆλ in the same statement, we will always assume that Oλ is a
coadjoint orbit of a real Lie group GR through λ ∈ (gR)∗ and that Oˆλ is a coadjoint orbit of a
complexification GC of GR through (the complex linear extension of) λ.
Lemma 1.8 Let GR be a real Lie group with complexification GC. Then the embedding ι : GR →
GC descends to an embedding Oλ → Oˆλ and for every ξ ∈ (g
R)∗, TξOˆλ is the complexification of
TξOλ.
Proof: We identify GR with a subgroup of GC. Since the action is holomorphic GCλ is a
complexification of GRλ = G
C
λ ∩G
R. So the map ι descends to a map Oλ ∼= G
R/GRλ → G
C/GCλ
∼=
Oˆλ that is still injective. One proves that it is actually an embedding by using that the right
action of GCλ on G
C is proper and free, so that GC is a principal fibre bundle over GC/GCλ .
As before, we can identify TλOλ with g
R/gRλ and TλOˆλ with g
C/gCλ . So TλOˆλ is indeed a
complexification of TλOλ and the argument for other points is just the same. 
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Using the isomorphism ♭, the complex conjugation of gC with respect to gR induces a complex
conjugation on (gC)∗.
Proposition 1.9 Let λ ∈ (gR)∗. Then the complex conjugation of (gC)∗ restricts to the complex
coadjoint orbit Oˆλ.
Proof: Note that it suffices to prove that the complex conjugation of gC restricts to the adjoint
orbit Ωˆλ♯ of G
C through λ♯ ∈ gR ⊆ gC. We realize GR and gR by real matrices as before.
Then the complex conjugation of gC ∼= gR⊗C is just the entrywise complex conjugation. Since
the exponential map commutes with complex conjugation it follows that GC is closed under the
entrywise complex conjugation. Therefore, if µ = Adg λ
♯ = gλ♯g−1 ∈ Ωˆλ♯ for some g ∈ G
C we
have µ = gλ♯g−1 ∈ Ωˆλ♯ since g ∈ G
C. 
Remark 1.10 Any complex connected semisimple Lie group GC has a unique structure of an
algebraic group, see Theorem 6.3 and the preceding corollary in Chapter 1 of [32]. Holomorphic
representations are polynomial. Consequently if GC is realized as a subgroup of GL(N,C) it
is automatically closed. The coadjoint action GC × (gC)∗ → (gC)∗ is a morphism of algebraic
varieties, allowing also to use algebraic geometric methods in the study of coadjoint orbits.
Coadjoint orbits of GC are smooth subvarieties of (gC)∗. A coadjoint orbit of GC is closed in the
Zariski topology if and only if it is semisimple, see [13, Theorem 5.4]. In particular, semisimple
coadjoint orbits of complex connected semisimple Lie groups are affine algebraic varieties.
Note however, that this is not necessarily true for real connected semisimple Lie groups
(not even if they are linear). It is still true that real connected semisimple Lie groups and their
coadjoint orbits are connected components (with respect to the usual topology) of affine algebraic
varieties.
1.2 Polynomials on coadjoint orbits and matrix Lie groups
In this subsection we introduce polynomials on matrix Lie groups and coadjoint orbits. In the
case of complex semisimple connected Lie groups both the Lie group itself and the coadjoint
orbit are affine algebraic varieties, see Remark 1.10, and our definition of polynomials coincides
with the definition of regular functions on algebraic varieties.
Definition 1.11 (Polynomials on G) For a linear real Lie group GR, we denote the unital
complex subalgebra of C∞(GR) generated by the functions Pij : G
R → C, g 7→ gij, mapping
g ∈ GR to its (i, j)-th entry by Pol(GR) and call its elements polynomials. Similarly, on a
complex linear Lie group GC, the algebra of polynomials Pol(GC) is the unital complex subalgebra
of C∞(GC) generated by the functions Pij : G
C → C, g 7→ gij .
Polynomials on a complex Lie group GC are holomorphic. Such a definition is common in
algebraic geometry. Note however, that polynomials on a complex Lie group GC do not coincide
with polynomials on the underlying real Lie group of GC. If G is connected and semisimple, then
the definition of polynomials is independent of the way in which G is realized as a linear group.
On a finite dimensional vector space V we define Pol(V ) to be the unital complex subalgebra
of C∞(V ) generated by the linear maps. Then Pol(V ) ∼= S(V ∗) where S(V ∗) is the symmetric
tensor algebra over the dual space of V if V is a complex vector space and Pol(V ) ∼= S(V ∗
C
) where
V ∗
C
is the complexification of V ∗ if V is real.
Definition 1.12 (Polynomials on Oλ) For a real coadjoint orbit Oλ ⊆ (g
R)∗ we denote the
restriction of the algebra of polynomials on (gR)∗ to Oλ by Pol(Oλ) and call its elements poly-
nomials on the orbit. If Oˆλ ⊆ (g
C)∗ is a complex coadjoint orbit, then Pol(Oˆλ) denotes the
restriction of polynomials on (gC)∗ to Oˆλ.
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If gC is realized as a Lie subalgebra of glN (C), then Pol(Oˆλ) is generated by Qij := Rij
∣∣
Oˆλ
where
Rij : glN (C)
∗ → C, ξ 7→ ξ(Eij) with Eij denoting the matrix with entry 1 at position (i, j) and
all other entries being zero. Note that the algebras Pol(Oλ) and Pol(Oˆλ) are in general not free.
Denote the ideal of polynomials on gR resp. gC vanishing on Oλ resp. Oˆλ by I(Oλ) resp.
I(Oˆλ). It is clear that the maps Pol(g
R)/I(Oλ) → Pol(Oλ) and Pol(g
C)/I(Oˆλ) → Pol(Oˆλ) are
isomorphisms. We would now like to relate polynomials on Oλ and Oˆλ. Recall that we are using
Convention 1.7, so that Oλ ⊆ Oˆλ according to Lemma 1.8.
Proposition 1.13 The restriction map ( · )
∣∣
Oλ
: Hol(Oˆλ) → C
∞(Oλ) restricts to an isomor-
phism ( · )
∣∣
Oλ
: Pol(Oˆλ)→ Pol(Oλ).
Proof: It is well-known that the restriction map Pol(V ⊗ C) → Pol(V ) is an isomorphism. If
we can prove that the restriction map I(Oˆλ) → I(Oλ) is an isomorphism, then we will be done
since Pol(Oˆλ) ∼= Pol((g
C)∗)/I(Oˆλ) → Pol((g
R)∗)/I(Oλ) ∼= Pol(Oλ) is an isomorphism. Since
any map vanishing on Oˆλ vanishes in particular on Oλ, the restriction map I(Oˆλ) → I(Oλ) is
well-defined and it is injective since it is the restriction of an injective map. So we only need
to prove surjectivity, meaning that if a polynomial p on (gR)∗ vanishes on Oλ, then its unique
extension to a polynomial pˆ on (gC)∗ vanishes on Oˆλ. Since Oˆλ is a complex submanifold of
(gC)∗, the restriction of pˆ to Oˆλ is holomorphic. As such it is determined by its derivatives (of all
orders) at λ. It is even determined by its derivatives in the direction of TλOλ since TλOˆλ is the
complexification of TλOλ by Lemma 1.8. But all these derivatives vanish since the restriction of
pˆ to Oλ vanishes. 
With exactly the same proof a similar result is also true for polynomials on Lie groups.
Proposition 1.14 The restriction map ( · )
∣∣
GR
: Hol(GC) → C∞(GR) restricts to an isomor-
phism ( · )
∣∣
GR
: Pol(GC)→ Pol(GR).
We denote the inverses of the isomorphisms in the previous two propositions by
·ˆ : Pol(Oλ)→ Pol(Oˆλ) and ·ˆ : Pol(G
R)→ Pol(GC) . (1.6)
Lemma 1.15 If f ∈ Pol(GC) satisfies f
∣∣
GR
∈ Pol(GR)G
R
λ then f ∈ Pol(GC)G
C
λ .
Proof: Let f be as in the statement of the lemma. Since f
∣∣
GR
= (g ⊲ f)
∣∣
GR
for all g ∈ GRλ
it follows from the injectivity of ( · )
∣∣
GR
that f = g ⊲ f , i.e. f ∈ Pol(GC)G
R
λ . Therefore f is in
particular invariant under gRλ , thus also under g
C
λ since the action is holomorphic. Since G
C
λ is
connected by Proposition 1.2 we obtain that f is GCλ -invariant. 
Corollary 1.16 The map ( · )
∣∣
GR
: Pol(GC)G
C
λ → Pol(GR)G
R
λ is an isomorphism.
Now we want to determine how the map π∗ behaves on polynomials.
Proposition 1.17 The map π∗ : Hol(Oˆλ) ∼= Hol(G
C/GCλ ) → Hol(G
C)G
C
λ restricts to an iso-
morphism π∗ : Pol(Oˆλ)→ Pol(G
C)G
C
λ .
Proof: By Proposition 1.4 we know that GC is realized as a subgroup of SL(N,C). For a
monomial Qij = Rij
∣∣
Oˆλ
∈ Pol(Oˆλ), we compute
π∗Qij(g) = Qij(π(g)) = Qij(Ad
∗
g λ) = Qij(λ(g
−1 · g)) = λ(g−1Eijg) =
∑
k,ℓ
λ(Ekℓ)(g
−1)kigjℓ
and because det g = 1 we can write (g−1)ki as a polynomial in the entries of g, so that π
∗Qij itself
is a polynomial in the entries of g. Since Pol(Oˆλ) is generated by the Qij and π
∗ is an algebra
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homomorphism, it follows that for any p ∈ Pol(Oˆλ) we have π
∗p ∈ Pol(GC). Injectivity of π∗ is
immediate. Surjectivity is harder to prove. One can either use methods from algebraic geometry
(making use of Remark 1.10, see for example [24, Chapter 12]) or work in a more differential
geometric setting using GC-finite functions as outlined in Subsection A.1. 
Corollary 1.18 The map π∗ : Pol(Oλ)→ Pol(G
R)G
R
λ is an isomorphism.
Proof: The composition Pol(Oλ)
·ˆ
−→ Pol(Oˆλ)
π∗
−→ Pol(GC)G
C
λ
(·)|
GR−−−−→ Pol(GR)G
R
λ equals π∗ and
is an isomorphism because of Proposition 1.13, Corollary 1.16 and Proposition 1.17. 
Corollary 1.19 The following diagram commutes and all arrows are isomorphisms:
Pol(GC)G
C
λ Pol(Oˆλ)
Pol(GR)G
R
λ Pol(Oλ)
π∗
(·)|
GR (·)|Oλ
π∗
·ˆ
π∗
π∗
·ˆ
. (1.7)
1.3 Invariant k-differential operators on homogeneous spaces
In this subsection we consider GC-invariant holomorphic k-differential operators on a homoge-
neous space GC/HC and GR-invariant k-differential operators on a homogeneous space GR/HR
and their relation. These results seem to be well-known, but proofs are hard to find in the liter-
ature. The real case is treated in [7, Theorem 3.1]. In the whole subsection k ≥ 1 is an integer,
GR is a real Lie group with complexification GC and HR is a closed Lie subgroup of GR with
complexification HC ⊆ GC.
Let M be a manifold. For f ∈ C∞(M) we define Mf : C
∞(M) → C∞(M), f ′ 7→ ff ′ and
M
(i)
f = id
×(i−1) ×Mf × id
×(k−i) : C∞(M)k → C∞(M)k.
Definition 1.20 Let M be a manifold. For a multiindex K = (k1, . . . , kk) ∈ Z
k we define
k-DiffOpK(M) = {0} if some ki < 0 and otherwise we define
k-DiffOpK(M) = {D : C
∞(M)k → C∞(M) |Mf ◦D −D ◦M
(i)
f ∈ k-DiffOpK−ei(M)
for all f ∈ C∞(M) and 1 ≤ i ≤ k} . (1.8)
Here (K − ei)j = Kj − δij where δij is 1 if i = j and 0 otherwise. Elements of k-DiffOpK(M)
are called k-differential operators of degree K. A map D : C∞(M)k → C∞(M) is said to be a
k-differential operator if it is a k-differential operator of some degree K.
Any k-differential operator is local, so that it can be restricted to any open subset. In a chart
U ⊆M with local coordinates (x1, . . . , xn), a k-differential operator D of degreeK can be written
as
D(f1, . . . , fk) =
∑
I1,...,Ik∈N
n
0
cI1,...,Ik∂
I1
x f1 · . . . · ∂
Ik
x fk (1.9)
where cI1,...,Ik ∈ C
∞(M) and cI1,...,Ik = 0 if |Ii| > Ki for some 1 ≤ i ≤ k. For a multiindex
I ∈ Nn0 we used ∂
I
x = ∂
I1
x1
. . . ∂Inxn and ∂xi =
∂
∂xi
. Conversely, an operator D : C∞(M)k → C∞(M)
that has this form in any chart is k-differential of order K. A k-differential operator D on a
complex manifold M is holomorphic if, in local holomorphic coordinates (z1, . . . , zn), we have
D(f1, . . . , fk) =
∑
I1,...,Ik∈N
n
0
cI1,...,Ik∂
I1
z f1 · . . . · ∂
Ik
z fk
with all cI1,...,Ik being holomorphic. Here ∂
I
z = ∂
I1
z1
. . . ∂Inzn and ∂zi =
∂
∂zi
. In particular holo-
morphic k-differential operators map Hol(U)k to Hol(U) for all open subsets U ⊆M . We write
k-DiffOpH(M) for the space of holomorphic k-differential operators.
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A k-differential operator D on a manifold M with an action of a Lie group G is said to be
invariant under G if φ∗g(D
~f) = D((φ∗g)
×k ~f) for all ~f ∈ C∞(M)k and all g ∈ G. Here φg :M →M
is the diffeomorphism of M induced by the action. We write k-DiffOpG(M) for the space of
invariant k-differential operators on M . A k-differential operator on G is said to be left-invariant
if it is invariant with respect to the left action L : G×G→ G, (g, g′) 7→ gg′ =: Lg(g
′).
Recall that for X ∈ gR the vector field
X left
∣∣
g
:=
d
dt
∣∣∣
t=0
g exp(tX) ∈ Γ∞(TGR) (1.10)
is left-invariant, meaning that the 1-differential operator f 7→ X leftf is left-invariant. We extend
the map X 7→ X left complex linearly to a map ( · )left : gC → Γ∞(TCGR), where Γ∞(TCGR) are
sections of the complexified tangent bundle TCGR. To obtain holomorphic differential operators
in the complex setting we define
X left,H
∣∣
g
:=
1
2
(
d
dt
∣∣∣
t=0
g exp(tX)− i
d
dt
∣∣∣
t=0
g exp(itX)
)
∈ Γ∞(T (1,0)GC) , (1.11)
for X ∈ gR, which is just the (1, 0)-part of the vector field ddt
∣∣
t=0
g exp(tX) ∈ Γ∞(TGC). So
f 7→ X left,Hf is a left-invariant holomorphic 1-differential operator. Extend the map X 7→ X left,H
complex linearly to a map (·)left,H : gC → Γ∞(T (1,0)GC). Both (·)left and (·)left,H are Lie algebra
homomorphisms, so they extend to algebra homomorphisms ( · )left : U gC → DiffOpG
R
(GR) and
( · )left,H : U gC → DiffOpG
C
H (G
C).
Lemma 1.21 If GC is a complexification of GR, UC ⊆ GC is open and UR = UC ∩GR ⊆ GR
then the diagram
Hol(UC) C∞(UR)
Hol(UC) C∞(UR)
(·)|
UR
uleft,H uleft
(·)|
UR
(1.12)
commutes. In formulas, (uleft,Hf)
∣∣
UR
= uleft(f
∣∣
UR
) for any u ∈ U gC and f ∈ Hol(UC).
Proof: It suffices to prove the statement for X ∈ gR. The tangent map of a holomorphic
function commutes with the multiplication by i. Therefore we compute for a holomorphic function
f ∈ Hol(UC) and g ∈ UR that
X left,Hf(g) =
1
2
(Tgf ◦ TeLg(X)− iTgf ◦ TeLg(iX)) = Tgf ◦ TeLg(X) = X
leftf
∣∣
UR
(g) . 
In the following we extend various maps to k-fold products and still denote them by the same
symbol,
Adg : (U g
C)⊗k → (U gC)⊗k , Adg(u1 ⊗ . . . ⊗ uk) = Adg u1 ⊗ . . .⊗ Adg uk
π∗ : C∞(GR/HR)k → (C∞(GR)H
R
)k , π∗(f1, . . . , fk) = (π
∗f1, . . . , π
∗fk)
( · )left : (U gC)⊗k → k-DiffOpG
R
(GR) , (u1 ⊗ . . . ⊗ uk)
left(f1, . . . , fk) = u
left
1 f1 · . . . · u
left
k fk
and ( · )left,H : (U gC)⊗k → k-DiffOpG
C
H (G
C) is defined similarly.
Proposition 1.22 The map ( · )left : (U gC)⊗k → k-DiffOpG
R
(GR) is an isomorphism.
Proof: The statement for k = 1 is well-known, see e.g. [23, Chapter II, Proposition 1.9 (b)].
The general case is proven in Subsection A.2. 
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Lemma 1.23 The map ( · )left,H ◦ (( · )left)−1 : k-DiffOpG
R
(GR) → k-DiffOpG
C
H (G
C) is an
isomorphism.
Proof: We define an inverse
Φ : k-DiffOpG
C
H (G
C)→ k-DiffOpG
R
(GR) , Φ(D)
(
f1
∣∣
UR
, . . . , fk
∣∣
UR
)
= (D~f)
∣∣
UR
where UC ⊆ GC is open, UR = UC ∩ GR and ~f = (f1, . . . , fk) ∈ Hol(U
C)k. Given ~f ′ ∈
im(( · )
∣∣×k
UR
) ⊆ C∞(UR)k its preimage is uniquely determined on a small enough neighbourhood
of UR and since the k-differential operator D is local, Φ(D)~f ′ is well-defined.
Assuming that φ : UC → Cn is a coordinate chart mapping UR into a real subspace V ⊆ Cn
with complexification Cn (one can use the exponential map to obtain such charts), the image of
the restriction map contains at least the pull-backs of polynomials on φ(UR) ⊆ V to UR. Since
the restriction is an algebra homomorphism the operator Φ(D) satisfies the same commutation
rules with multiplication operators as D, so is k-differential according to Definition 1.20. A
k-differential operator defined on all polynomials in a chart extends uniquely to all smooth
functions. The left-invariance of D implies left-invariance of Φ(D), so Φ is well-defined.
It follows from Lemma 1.21 that Φ ◦ ( · )left,H ◦ (( · )left)−1 = id. Furthermore Φ is injective
since Φ(D) = 0 implies D~f
∣∣
UR
= 0 for all ~f ∈ Hol(UC)k and all open subsets UC ⊆ GC, so by
GC-invariance D~f = 0 for all ~f ∈ Hol(UC)k and all open subsets UC ⊆ GC. 
Corollary 1.24 The map ( · )left,H : (U gC)⊗k → k-DiffOpG
C
H (G
C) is an isomorphism.
Proof: Compose the isomorphisms obtained in Proposition 1.22 and Lemma 1.23. 
Note that (U gC/U gC · hC)⊗k is isomorphic to (U gC)⊗k/I where I = I1 + · · · + Ik and Ii =
(U gC)⊗(i−1) ⊗ U gC · hC ⊗ (U gC)⊗(k−i) is a left ideal. Introduce the set
Uinv = {~u ∈ (U g
C)⊗k | [~u] ∈ (U gC/U gC · hC)⊗k is HR-invariant}
= {~u ∈ (U gC)⊗k | Adh ~u− ~u ∈ I for all h ∈ H
R} . (1.13)
Lemma 1.25 Let ~u ∈ Uinv. Then ~u
left ~f ∈ C∞(GR)H
R
for all ~f ∈ (C∞(GR)H
R
)k.
Proof: Assume that ~u = u1 ⊗ . . . ⊗ uk with ui ∈ U g
C, that ui = ciX
1
i . . . X
mi
i with X
j
i ∈ g
R
and ci ∈ C and that ~f = (f1, . . . , fk). Then we calculate
(~uleft ~f)(gh) = (uleft1 f1)(gh) . . . (u
left
k fk)(gh)
=
d
dt1
∣∣∣
t1=0
. . .
d
dtm1
∣∣∣
tm1=0
c1f1(gh exp(t1X
1
1 ) . . . exp(tm1X
m1
1 )) . . .
d
dt1
∣∣∣
t1=0
. . .
d
dtmk
∣∣∣
tmk=0
ckfk(gh exp(t1X
1
k) . . . exp(tmkX
mk
k ))
=
d
dt1
∣∣∣
t1=0
. . .
d
dtm1
∣∣∣
tm1=0
c1f1(g exp(t1AdhX
1
1 ) . . . exp(tm1 AdhX
m1
1 )) . . .
d
dt1
∣∣∣
t1=0
. . .
d
dtmk
∣∣∣
tmk=0
ckfk(g exp(t1AdhX
1
k) . . . exp(tmk AdhX
mk
k ))
= ((Adh ~u)
left ~f)(g) .
By linearity (~uleft ~f)(gh) = ((Adh ~u)
left ~f)(g) holds for all ~f ∈ (C∞(GR)H
R
)k and ~u ∈ (U gC)⊗k.
If Xmii ∈ h
R for some i ∈ {1, . . . , k}, then using the right HR-invariance of fi a computation
similar to the one above shows that ~uleft ~f = 0. Therefore
(~uleft ~f)(gh) = ((Adh ~u)
left ~f)(g) = (~uleft ~f)(g) + ((Adh ~u− ~u)
left ~f)(g) = (~uleft ~f)(g) ,
proving the lemma. 
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Because of this lemma we can define
Ψ˜ : Uinv → Map(C
∞(GR/HR)k,C∞(GR/HR)) , Ψ˜(~u)~f = π∗(~u
left(π∗ ~f)) .
As in the proof of Lemma 1.23 it follows from Definition 1.20 that Ψ˜(~u) is k-differential on
GR/HR (and of the same order than ~uleft), since π∗ and π∗ are algebra homomorphisms. Ψ˜(~u)
is GR-invariant, because π∗ and π∗ are G
R-equivariant and ~uleft is GR-invariant. So Ψ˜ really
maps into k-DiffOpG
R
(GR/HR). The map Ψ˜ descends to a map
Ψ : ((U gC/U gC · hC)⊗k)H
R
→ k-DiffOpG
R
(GR/HR) (1.14)
because Ψ˜(I) = 0 according to the last part of the proof of the previous lemma.
Proposition 1.26 The map Ψ defined in (1.14) is an isomorphism.
Proof: The proof is given in Subsection A.2. 
Before transferring these results to the complex setting, we want to give a more explicit way to
calculate Ψ([~u])~f for coadjoint orbits.
Proposition 1.27 Let Oλ ∼= G/Gλ be a coadjoint orbit. For ~u = Uinv and ~f = (f1, . . . , fk) ∈
C∞(Oλ)
k we have
Ψ([~u])~f(Ad∗g λ) = (S(Adg u1))Oλf1(Ad
∗
g λ) · . . . · (S(Adg uk))Oλfk(Ad
∗
g λ) . (1.15)
Here, S is the antipode of U gC and we have extended the Lie algebra homomorphism gR ∋ X 7→
XOλ ∈ Γ
∞(TOλ) defined just after (1.4) to an algebra homomorphism U g
C → DiffOp(Oλ).
Proof: Defining the Lie algebra homomorphism ( · )right : gR → Γ∞(TGR), X 7→ Xright with
Xright
∣∣
g
= ddt
∣∣
t=0
exp(−tX)g and extending to U gC as before, one checks that
uleftf(g) = cX left1 . . . X
left
j f(g)
= c
d
dt1
∣∣∣
t1=0
. . .
d
dtj
∣∣∣
tj=0
f(g exp(t1X1) . . . exp(tjXj))
= c
d
dt1
∣∣∣
t1=0
. . .
d
dtj
∣∣∣
tj=0
f(exp(t1AdgX1) . . . exp(tj AdgXj)g)
= c(−AdgXj)
right . . . (−AdgX1)
rightf(g)
= (S(Adg u))
rightf(g)
for u = cX1 . . . Xj ∈ U g
C with c ∈ C and Xi ∈ g
R. Furthermore, we have
uright(π∗f)(g) =
d
dt
∣∣∣
t=0
π∗f(exp(−tX)g) =
=
d
dt
∣∣∣
t=0
f(Ad∗exp(−tX)Ad
∗
g λ) = uOλf(Ad
∗
g λ) = π
∗(uOλf)(g)
and therefore
Ψ([~u])~f(Ad∗g λ) = (~u
leftπ∗ ~f)(g)
= uleft1 (π
∗f1)(g) · . . . · u
left
k (π
∗fk)(g)
= (S(Adg u1))
right(π∗f1)(g) · . . . · (S(Adg uk))
right(π∗fk)(g)
= (S(Adg u1))Oλf1(Ad
∗
g λ) · . . . · (S(Adg uk))Oλfk(Ad
∗
g λ) . 
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We assume for the rest of this subsection that HC is connected. Then any [~u] ∈ (U gC/U gC ·
hC)⊗k with ~u ∈ Uinv is H
C-invariant: The HR-invariance implies hR-invariance, which im-
plies hC-invariance since the action is holomorphic, which implies HC-invariance because of the
connectedness assumption.
Lemma 1.28 Let ~u ∈ Uinv. Then ~u
left,H ~f ∈ C∞(GC)H
C
for all ~f ∈ (C∞(GC)H
C
)k.
Proof: One repeats the calculation of Lemma 1.25 using (1.11) instead of (1.10) and the HC-
invariance described above. 
Since ~uleft,H is holomorphic and π∗ and π∗ map (anti-)holomorphic functions to (anti-)holomor-
phic functions, we get a map
ΨH : ((U gC/U gC ·hC)⊗k)H
C
→ k-DiffOpG
C
H (G
C/HC) , ΨH([~u])~f = π∗(~u
left,H(π∗ ~f)) . (1.16)
We have a canonical embedding GR/HR → GC/HC induced by the embedding GR → GC, which
follows as in Lemma 1.8 since we only used the homogeneous space description of coadjoint orbits
in its proof.
Lemma 1.29 If UC ⊆ GC/HC is open and UR = UC ∩GR/HR ⊆ GR/HR then the diagram
Hol(UC)k C∞(UR)k
Hol(UC) C∞(UR)
(·)|×k
UR
ΨH([~u]) Ψ([~u])
(·)|
UR
(1.17)
commutes. In formulas this means (ΨH([~u])~f)
∣∣
UR
= Ψ([~u])(~f
∣∣
UR
) for any ~u ∈ Uinv and ~f ∈
Hol(UC)k.
Proof: We use π∗ also for the map π∗ : (C∞(UR))k → (C∞(π−1(UR))H
R
)k and similarly for
π∗. Furthermore we assume that the k-differential operators are automatically restricted to the
domain of the functions we apply them to. Using Lemma 1.21 we compute
(π∗ΨH([~u])~f)
∣∣
π−1UR
= (~uleft,Hπ∗ ~f)
∣∣
π−1UR
= ~uleft(π∗ ~f
∣∣
π−1UR
) = ~uleftπ∗(~f
∣∣
UR
) = π∗Ψ([~u])(f
∣∣
UR
)
and the lemma follows by applying π∗. 
Lemma 1.30 The map ΨH ◦ Ψ−1 : DiffOpG
R
(GR/HR) → DiffOpG
C
H (G
C/HC) is an isomor-
phism.
Proof: We define an inverse
Φ : k-DiffOpG
C
H (G
C/HC)→ k-DiffOpG
R
(GR/HR) , Φ(D)
(
f1
∣∣
UR
, . . . , fk
∣∣
UR
)
= (D~f)
∣∣
UR
where UC ⊆ GC/HC is open, UR = UC ∩ GR/HR and ~f = (f1, . . . , fk) ∈ Hol(U
C)k. Given
~f ′ ∈ im(( ·)
∣∣×k
UR
) ⊆ C∞(UR)k it follows from Lemma 1.8 that its preimage is uniquely determined
on a small enough neighbourhood of UR and since the k-differential operator D is local, Φ(D)~f ′
is well-defined. The rest of the proof is completely similar to the proof of Lemma 1.23. It uses
Lemma 1.29 instead of Lemma 1.21. 
Corollary 1.31 The map ΨH : ((U gC/U gC · hC)⊗k)H
R
→ k-DiffOpG
C
H (G
C/HC) is an iso-
morphism.
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2 Constructing the star product
In this section we construct a strict associative product for polynomials on all semisimple coad-
joint orbits of real or complex semisimple connected Lie groups. We will construct a twist induc-
ing these star products, first for regular orbits in Subsection 2.1 and then for arbitrary semisimple
orbits in Subsection 2.2. In Subsection 2.3 we determine properties of the star products and we
consider some examples in Subsection 2.4.
2.1 Verma modules and the Shapovalov pairing
In this subsection we introduce Verma modules and the Shapovalov pairing between them.
Following [33], we obtain an explicit formula for the canonical element if the pairing is non-
degenerate. A similar formula in the more general setting of quantum groups was obtained
recently in [34]. All Lie algebras appearing in this subsection are complex.
Let g be a complex semisimple Lie algebra and choose a Cartan subalgebra h. Recall that
a root is a non-zero element α ∈ h∗ such that gα = {X ∈ g | adH X = α(H)X for all H ∈ h}
contains a non-zero element. Set g0 = h. Denote the set of roots by ∆ and choose an ordering
(i.e. a subset ∆+ of positive roots such that, setting ∆− = −∆+, we have ∆+ ∪ ∆− = ∆,
∆+∩∆− = ∅ and such that if the sum of positive roots is a root, then it is positive). Denote the
simple roots (i.e. elements of ∆+ that cannot be written as a sum of two elements of ∆+) by Σ.
Let n+ and n− be the nilpotent Lie subalgebras spanned by the positive respectively negative
root spaces and define b+ = h⊕ n+ and b− = h⊕ n−.
Note that [gα, gβ] ⊆ gα+β which can be interpreted as a grading by∆∪{0} on g. Consequently
〈X ⊗ Y − Y ⊗ X − [X,Y ]〉 is a homogeneous ideal in the tensor algebra Tg and it follows that
U g is Z∆ graded, where the root lattice Z∆ is the set of integral linear combinations of roots.
We denote the degree of w ∈ U g by d(w) ∈ Z∆. Another coarser Z-grading on g can be defined
by letting elements of a simple root space have degree 1 and elements of h have degree 0. This
grading induces a Z-grading on U g.
Given a linear functional λ ∈ h∗, we can define a representation of h on C by letting H ⊲ z =
λ(H)z, and extend it to a representation Cλ of b
+ by letting n+ act trivially. Now
Mλ = U g⊗U (b+) Cλ (2.1)
defines a left U g-module, isomorphic to U (n−) (as a U (n−)-module). Indeed, fixing a non-zero
vector ηλ ∈ Cλ, the map · ⊗ ηλ : U (n
−) → Mλ, v 7→ v ⊗ ηλ defines an isomorphism, which
can be shown by using the Poincaré-Birkhoff-Witt theorem. We can use this isomorphism to
define a U g-module structure (depending on λ) on U (n−). We denote the inverse of · ⊗ ηλ
by ·∨ : Mλ → U (n
−). Mλ is called a Verma module. It is the most general module of highest
weight λ, meaning that any other module of highest weight λ can be obtained as a quotient of
Mλ.
Similarly we define a representation C∗λ of b
− by letting h act as before, but now extending
trivially along n−. Then we define
M∗λ = C
∗
λ ⊗U (b−) U g , (2.2)
which is a right U g-module isomorphic to U (n+) via η∗λ ⊗ · : U (n
+)→M∗λ , u 7→ η
∗
λ ⊗ u (here
η∗λ ∈ C
∗
λ is a fixed non-zero vector). We may also consider the left U g-module
M−λ = U g⊗U (b−) C
∗
−λ , (2.3)
which is isomorphic to U (n+) via · ⊗ η∗−λ : U (n
+) → M−λ , u 7→ u ⊗ η
∗
−λ. Denote the inverse
isomorphisms M∗λ → U (n
+) and M−λ → U (n
+) by ·∨∗ and ·∨− , respectively.
Let S denote the antipode of U g. M−λ is closely related to M
∗
λ as the following proposition
shows.
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Proposition 2.1 The following diagram is commutative:
U g×U (n+) U g×M∗λ M
∗
λ U (n
+)
U g×U (n+) U g×M−λ M
−
λ U (n
+)
id×(η∗λ⊗·)
S×S
⊳ ·∨∗
S
id×(·⊗η∗−λ) ⊲ ·∨−
. (2.4)
Expressed in a formula this means S(((η∗λ⊗u)⊳w)
∨∗) = (S(w)⊲ (S(u)⊗ η∗−λ))
∨− , where w ∈ U g
and u ∈ U (n+). Here ⊳ : U g × M∗λ → M
∗
λ , (w, x) 7→ x ⊳ w and ⊲ : U g × M
−
λ → M
−
λ ,
(w, x) 7→ w ⊲ x denote the right respectively left action of U g on M∗λ respectively M
−
λ .
Proof: Choose bases {X1, . . . ,Xk} of n
+, {H1, . . . ,Hr} of h and {Y1, . . . , Yk} of n
−. According
to the Poincaré-Birkhoff-Witt theorem
{Xρ11 . . . X
ρk
k H
ζ1
1 . . . H
ζr
r Y
τ1
1 . . . Y
τk
k } and {Y
τk
k . . . Y
τ1
1 H
ζr
r . . . H
ζ1
1 X
ρk
k . . . X
ρ1
1 }
are both bases of U g. Thus we can define linear maps Φ−,Φ∗ : U g→ U (n
−) by
Φ−(X
ρ1
1 . . . X
ρk
k H
ζ1
1 . . . H
ζr
r Y
τ1
1 . . . Y
τk
k ) = δτ1,0 . . . δτk ,0(−λ(H1))
ζ1 . . . (−λ(Hr))
ζrXρ11 . . . X
ρk
k ,
Φ∗(Y
τk
k . . . Y
τ1
1 H
ζr
r . . . H
ζ1
1 X
ρk
k . . . X
ρ1
1 ) = δτ1,0 . . . δτk ,0λ(H1)
ζ1 . . . λ(Hr)
ζrXρkk . . . X
ρ1
1 .
Note that S ◦ Φ∗ = Φ− ◦ S. Also, we have ((η
∗
λ ⊗ u) ⊳ w)
∨∗ = Φ∗(uw) and (w ⊲ (u⊗ η
∗
−λ))
∨− =
Φ−(wu). Therefore
S(((η∗λ⊗u)⊳w)
∨∗) = S(Φ∗(uw)) = Φ−(S(uw)) = Φ−(S(w)S(u)) = (S(w)⊲(S(u)⊗η
∗
−λ))
∨− . 
The easiest way to introduce the Shapovalov pairing is to note that
M∗λ ⊗U g Mλ
∼= C∗λ ⊗U (b−) U g⊗U (b+) Cλ
∼= C∗λ ⊗U h Cλ
∼= C , (2.5)
where the last isomorphism is given by zη∗λ ⊗ ηλ 7→ z (for z ∈ C). So we can define
〈 · , · 〉′λ :M
∗
λ ×Mλ → C , (x, y) 7→ x⊗ y . (2.6)
In order to calculate 〈η∗λ⊗u, v⊗ ηλ〉
′
λ for u ∈ U (n
+) and v ∈ U (n−) one needs to write uv ∈ U g
in the form
∑
i v
′
ih
′
iu
′
i with u
′
i ∈ U (n
+), v′i ∈ U (n
−) and h′i ∈ U h. The pairing is then given by
summing λ(h′i) for those summands that have v
′
i = u
′
i = 1. This is made more precise in the next
lemma. We define the projection ( ·)0 onto the first summand in U g = U h⊕(n
− ·U g+U g ·n+),
where n− ·U g is the right ideal generated by n− and U g · n+ the left ideal generated by n+.
Lemma 2.2 For w,w′ ∈ U g the Shapovalov pairing defined in (2.6) can be computed as
〈η∗λ ⊗ w,w
′ ⊗ ηλ〉
′
λ = λ((ww
′)0) . (2.7)
It is U g-invariant, in the sense that 〈x,w ⊲ y〉′λ = 〈x ⊳ w, y〉
′
λ for x ∈ M
∗
λ, y ∈ Mλ. If d(w) 6=
−d(w′) then 〈η∗λ ⊗ w,w
′ ⊗ ηλ〉
′
λ = 0 and if d(w) = −d(w
′) then
〈η∗λ ⊗ w,w
′ ⊗ ηλ〉
′
λ1 = (ww
′ ⊗ ηλ)
∨ = (η∗λ ⊗ ww
′)∨∗ = (S(w′)S(w) ⊗ η∗−λ)
∨− . (2.8)
Proof: It is clear that η∗λ ⊗ ww
′ ⊗ ηλ vanishes whenever ww
′ ∈ n− ·U g+U g · n+. If h ∈ U h,
then η∗λ ⊗ h ⊗ ηλ = λ(h), implying (2.7). The U g-invariance follows from this formula. Next,
if d(w) 6= −d(w′) then d(ww′) 6= 0, so 〈η∗λ ⊗ w,w
′ ⊗ ηλ〉
′
λ = λ((ww
′)0) = 0. If d(w) = −d(w′),
we let w′′ = ww′. Then d(w′′) = 0 and we check (η∗λ ⊗ w
′′ ⊗ ηλ)1 = (w
′′ ⊗ ηλ)
∨ = (η∗λ ⊗ w
′′)∨∗
on all elements of the form Xρ11 . . . X
ρk
k H
ζ1
1 . . . H
ζr
r Y
τ1
1 . . . Y
τk
k with degree 0, which is easy since
for a degree zero element ρ1 = · · · = ρk = 0 implies τ1 = · · · = τk = 0 and vice versa. The
first two equality signs of (2.8) follow, the third then follows by applying Proposition 2.1 since
S(1) = 1. 
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In the following we consider the induced pairing on U (n+)×U (n−) ∼= M−λ ×Mλ
∼= M∗λ ×Mλ,
using the isomorphism from Proposition 2.1. Explicitly, we consider
〈 · , · 〉λ : U (n
+)×U (n−)→ C , (u, v) 7→ 〈u, v〉λ := 〈η
∗
λ⊗ S(u), v⊗ ηλ〉
′
λ = λ((S(u)v)0) . (2.9)
The U g-invariance of 〈 · , · 〉′λ implies that for w ∈ U g, u ∈ U (n
+) and v ∈ U (n−) we have
〈S(w)u, v〉λ = 〈u,wv〉λ . (2.10)
If the pairing 〈 · , · 〉λ is non-degenerate, we would like to explicitly determine its canonical
element Fλ ∈ U (n
+) ⊗ˆU (n−), i.e. the element
∑
i ui ⊗ vi where {ui} and {vi} are bases of
U (n+) and U (n−) satisfying 〈ui, vj〉λ = δij . By U (n
+) ⊗ˆU (n−) we mean the completion of the
tensor product with respect to the Z-grading defined in the beginning of this subsection, which
is needed since the canonical element is an infinite sum. The following lemma is well-known.
Lemma 2.3 Let Fλ =
∑
i Fλ,1,i ⊗ Fλ,2,i ∈ U (n
+) ⊗ˆU (n−) be the canonical element of the
pairing 〈 · , · 〉λ. Then Fλ satisfies∑
i
Fλ,1,i〈u, Fλ,2,i〉λ = u and
∑
i
Fλ,2,i〈Fλ,1,i, v〉λ = v (2.11)
for all u ∈ U (n+) and v ∈ U (n−) and is uniquely determined by this property.
The pairing 〈 · , · 〉λ is non-degenerate precisely when the Verma modules are irreducible, but we
will not need this below. In order to determine Fλ explicitly, we need to introduce some more
notation.
Denote the Killing form of g by B. Note that B
∣∣
h×gα
≡ 0 for all α ∈ ∆, so B
∣∣
h×h
is non-
degenerate and for α ∈ h∗ we have α♯ ∈ h (see the beginning of Subsection 1.1 for a definition
of ♯). For α, β ∈ h∗, let (α, β) = B(α♯, β♯). Denote the positive roots by α1, . . . , αk. For every
positive root αi ∈ ∆
+ choose elements Xi = Xαi ∈ g
αi and Yi = Yαi = X−αi ∈ g
−αi such that
B(Xi, Yi) = 1. Then we have [Xi, Yi] = α
♯
i since for all H ∈ h,
B([Xi, Yi],H) = B(Xi, [Yi,H]) = αi(H)B(Xi, Yi) = αi(H) = B(α
♯
i ,H)
and the Killing form is non-degenerate on h. Note that [α♯i ,Xi] = αi(α
♯
i)Xi = (αi, αi)Xi and
similarly [α♯i , Yi] = −(αi, αi)Yi, so X
′
i = 2(αi, αi)
−1Xi, Y
′
i = Yi and H
′
i = 2(αi, αi)
−1α♯i satisfy
the commutation relations of the usual sl2 generators, i.e. [X
′
i, Y
′
i ] = H
′
i, [H
′
i,X
′
i] = 2X
′
i and
[H ′i, Y
′
i ] = −2Y
′
i . Let ρ =
1
2
∑
α∈∆+ α be the half-sum of all positive roots. Denote non-negative
integral linear combinations of positive roots by N0∆
+. Finally, for λ ∈ h∗ fixed, and µ ∈ h∗
define the number
pλ(µ) =
1
2
(µ, µ)− (ρ, µ)− (λ, µ) . (2.12)
Recall that for a representation ρ : g → V we call v ∈ V a weight vector of weight µ ∈ h∗
if ρ(H)v = µ(H)v for all H ∈ h. The space of all weight vectors of weight µ is denoted by V µ
and V is called a weight module if V =
⊕
µ∈h∗ V
µ. A highest weight module is a weight module
generated by a vector v ∈ V satisfying Xαv = 0 for all α ∈ ∆
+.
Lemma 2.4 (Ostapenko, [33, Lemma 2]) Let V be a highest weight module with highest
weight λ, assume µ ∈ N0∆
+ and let v ∈ V λ−µ. Then
− pλ(µ)v =
∑
α∈∆+
X−αXαv . (2.13)
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Proof: Choose an orthonormal basis Hi of h with respect to the Killing form. The Casimir
element
c =
∑
α∈∆+
(XαX−α +X−αXα) +
∑
i
HiHi =
∑
α∈∆+
(2X−αXα + α
♯) +
∑
i
HiHi
acts as a scalar on V because V is generated by a highest weight vector and c is central in U g.
Evaluating it on a highest weight vector the X−αXα part vanishes and we obtain that c acts as
multiplication by
∑
α∈∆+(α, λ) +
∑
i λ(Hi)λ(Hi) = (2ρ, λ) + (λ, λ). Therefore
(2ρ, λ)v + (λ, λ)v = 2
∑
α∈∆+
X−αXαv + (2ρ, λ − µ)v + (λ− µ, λ− µ)v . 
LetW be the set of words with letters from {1, . . . , k}. For a word w = (w1, . . . , w|w|) ∈W , define
wopp = (w|w|, . . . , w1), wi...j = (wi, . . . , wj), Xw = Xw1 . . . Xw|w| ∈ U (n
+), Yw = Yw1 . . . Yw|w| ∈
U (n−) and αw = αw1 + · · · + αw|w| . We use wi...j = ∅ if j < i, X∅ = 1, Y∅ = 1 and α∅ = 0.
Furthermore let
pwλ (µ) :=
|w|−1∏
i=0
pλ(µ− αw1...i) . (2.14)
We call a set T of words a tree if w = (w1, . . . , w|w|) ∈ T implies that w1...i ∈ T for all i =
0, . . . , |w| − 1 and (w1, w2, . . . , w|w|−1, x) ∈ T for all x ∈ {1, . . . , k}. For a tree T we denote by
maxT the set of elements w ∈ T such that w 6= w′1...i for any w
′ ∈ T and any i ∈ {0, . . . , |w′|−1}.
Finally a tree is said to be admissible if pwλ (µ) 6= 0 for all w ∈ T .
Lemma 2.5 (Ostapenko, [33, Theorem 3]) Let V be a highest weight module with highest
weight λ, assume µ ∈ N0∆
+ and let v ∈ V λ−µ. For an admissible tree T we have
v =
∑
w∈maxT
(−1)|w|pwλ (µ)
−1YwXwoppv . (2.15)
Proof: Apply the previous lemma repeatedly. 
Lemma 2.6 Let V be a lowest weight module of lowest weight −λ, assume µ ∈ N0∆
+ and let
v ∈ V −λ+µ. Then
∑
α∈∆+ XαX−αv = −pλ(µ)v and for an admissible tree T we have
v =
∑
w∈maxT
(−1)|w|pwλ (µ)
−1XwYwoppv . (2.16)
Proof: Similar to the proof of Lemma 2.4 and Lemma 2.5. 
Define the set Ω = {λ ∈ h∗ | pλ(µ) 6= 0 ∀µ ∈ N0∆
+ \ {0}}.
Proposition 2.7 Let λ ∈ Ω. Then the Shapovalov pairing 〈 · , · 〉λ : U (n
+) × U (n−) → C is
non-degenerate and its canonical element Fλ ∈ U (n
+) ⊗ˆU (n−) is given by
Fλ =
∑
w∈W
pwλ (αw)
−1Xw ⊗ Yw =
∑
w∈W
|w|∏
i=1
pλ(αwi...|w|)
−1Xw ⊗ Yw . (2.17)
Proof: We check that Fλ satisfies the property given in Lemma 2.3. We decompose v ∈ U (n
−)
into weight components v =
∑
µ∈N0∆+
v−µ with v−µ of weight −µ. For µ ∈ N0∆
+ let Wµ be
the set of words w ∈W satisfying αw = µ. Then∑
w∈W
pwλ (αw)
−1Yw〈Xw, v〉λ =
∑
w∈W
pwλ (αw)
−1(YwS(Xw)v−αw ⊗ ηλ)
∨ =
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=
∑
µ∈N0∆+
∑
w∈Wµ
((−1)|w|pwλ (αw)
−1YwXwoppv−µ ⊗ ηλ)
∨ =
∑
µ∈N0∆+
v−µ = v .
The first equality holds because 〈Xw, v〉λ1 = 〈η
∗
λ ⊗ S(Xw), v ⊗ ηλ〉
′
λ1 = (S(Xw)vαw ⊗ ηλ)
∨ by
Lemma 2.2 and because ·∨ is U (n−)-equivariant. The third equality follows from (2.15) because
we can rewrite the sum over all w ∈Wµ as a sum over maxT for an admissible tree T as follows:
Define
T = {∅} ∪ {w ∈W | ∃w′ ∈Wµ and 0 ≤ i ≤ |w
′| − 1 such that w1...|w|−1 = w
′
1...i} ,
which is the smallest tree containing Wµ. Since λ ∈ Ω this tree is admissible. Clearly Wµ ⊆
maxT . Furthermore, any element w ∈ max T satisfies either αw = µ, so that w ∈ Wµ, or there
does not exist any w′ ∈ Wµ and i ∈ {0, . . . , |w
′|} with w = w′1...i, so that µ − αw /∈ N0∆
+ and
therefore Xwoppv−µ = 0.
Similarly, for u =
∑
µ∈N0∆+
uµ ∈ U (n
+) where uµ is of weight µ we compute that∑
w∈W
pwλ (µ)
−1Xw〈u, Yw〉λ =
∑
w∈W
pwλ (µ)
−1(XwS(Yw)uαw ⊗ η
∗
−λ)
∨− =
=
∑
µ∈N0∆+
∑
w∈Wµ
((−1)|w|pwλ (µ)
−1XwYwoppuµ ⊗ η
∗
−λ)
∨− =
∑
µ∈N0∆+
uµ = u ,
using 〈u, Yw〉λ = 〈η
∗
λ ⊗ S(u), Yw ⊗ ηλ〉
′
λ1 = (S(Yw)uαw ⊗ η
∗
−λ)
∨− . 
2.2 Obtaining a twist
The starting point for the considerations in this subsection is the following observation of Alekseev
and Lachowska: we can view the element Fλ from (2.17) as an element of (U g/U g · h)
⊗ˆ2 by
using the inclusion U (n+) ⊗ˆU (n−) → (U g)⊗ˆ2 and passing to the quotient. Note that h acts
on U (g)⊗ˆ2 by H ⊲ (w ⊗ w′) = adH w ⊗ w
′ + w ⊗ adH w
′ where H ∈ h and w,w′ ∈ U g. Since
the action of h preserves the degree, this action is well-defined on the completed tensor product
and it clearly passes to the quotient.
Proposition 2.8 (Alekseev–Lachowska [1]) Let λ ∈ Ω. The element Fλ ∈ (U g/U g · h)
⊗ˆ2
is h-invariant and satisfies
((1 ⊗ ∆)Fλ)1⊗ Fλ = ((∆⊗ 1)Fλ)Fλ ⊗ 1 . (2.18)
Proof: See the proof of Theorem 2.16. 
Using the results of Subsection 1.3, Fλ induces a product on polynomials on coadjoint orbits
for which gλ = h. Such orbits are of maximal dimension among all coadjoint orbits and called
regular. Since Fλ satisfies (2.18) this product is associative, see Lemma 2.19.
The aim of this subsection is to generalize this proposition so that it becomes applicable also
for non-regular semisimple orbits. To achieve this, we replace h by a possibly larger stabilizer gλ
and define a generalization of the Shapovalov pairing. When this pairing is non-degenerate, we
derive an explicit formula for the canonical element, which satisfies (2.18). Finally, by considering
Fih¯/λ for λ ∈ h
∗ fixed and h¯ varying in some subset of C we obtain a whole family of non-
commutative products. All Lie algebras appearing in this subsection are complex.
Let g be a semisimple Lie algebra acting under the coadjoint action on its dual g∗. We
assume that λ ∈ g∗ is semisimple and that gλ is its stabilizer, i.e. gλ = {X ∈ g | ad
∗
X λ = 0}.
We fix a Cartan subalgebra containing λ♯ (which is possible since λ is semisimple) and denote
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the corresponding root system by ∆. Since any H ∈ h commutes with λ♯, it follows that
ad∗H λ = λ([−H, · ]) = −B(λ
♯, [H, · ]) = −B([λ♯,H], · ) = 0, so h ⊆ gλ. We let
∆′ = {α ∈ ∆ | (α, λ) = 0} and ∆ˆ = {α ∈ ∆ | (α, λ) 6= 0} = ∆ \∆′ . (2.19)
One checks easily that gλ = h ⊕
⊕
α∈∆′ g
α. Given an ordering on ∆ with ∆± being the set of
positive respectively negative roots, define ∆ˆ± = ∆± ∩ ∆ˆ and (∆′)± = ∆± ∩∆′. Assume that
∆ is invariant in the following sense.
Definition 2.9 An ordering of ∆ is called invariant if for any α ∈ ∆ˆ+ and β ∈ ∆′ such that
α+ β is again a root, this root α+ β is in ∆ˆ+.
Note that since the sum of two roots in ∆′ is again in ∆′ (if it is a root), it is automatic that
α+β ∈ ∆ˆ. The important part of the previous definition is that α+β should again be positive.
We say an ordering is standard if there are c1, c2 ∈ {±1} such that for all α ∈ ∆ˆ
+ we have
either c1Re(α, λ) > 0 or c2(α, λ) ∈ iR
+. Here Re stands for the real part. Standard invariant
orderings exist always since we can construct them as follows. First, take an ordering on ∆′
(meaning a subset (∆′)+ such that if the sum of two elements of (∆′)+ is in ∆′, then it is in
(∆′)+ and such that for (∆′)− := −(∆′)+ we have (∆′)+ ∪ (∆′)− = ∆′ and (∆′)+ ∩ (∆′)− = ∅).
Then let α ∈ ∆ be positive if α ∈ (∆′)+ or Re(α, λ) > 0 or (α, λ) ∈ iR+.
We will usually consider ∆ with a standard invariant ordering since these orderings are
the ones which induce, under further assumptions, star products of pseudo Wick type, see
Proposition 2.27. However, the construction below works also for other invariant orderings.
Lemma 2.10 If an ordering of ∆ is invariant, then every root in ∆′ can be written as a linear
combination of the simple roots in ∆′.
Proof: Assume the statement of the lemma was false. Then there is α ∈ ∆′ that can not be
written as a linear combination of roots in Σ∩∆′ and without loss of generality we may assume
that α is positive. Since every positive root is an integral linear combination of simple roots with
non-negative coefficients, α =
∑
β∈Σ cββ with cβ ∈ N0 and without loss of generality we may
assume that α was chosen such that N :=
∑
β∈Σ∩∆′ cβ is minimal. By assumption there must
be some root β ∈ Σ ∩ ∆ˆ for which cβ is non-zero. It is well known that for every positive root
α that is not already simple there is at least one simple root σ ∈ Σ such that α − σ is again
a positive root. If this σ was in ∆′, this contradicts the minimality of N (because α − σ has
smaller N) so we must have σ ∈ ∆ˆ. But then σ is positive and σ+(−α) = −(α−σ) is negative,
contradicting that the ordering is invariant. 
We define a Z-grading g =
⊕
i∈Z gi by letting elements of each simple root space g
α have degree
0 if α ∈ ∆′ and degree 1 if α ∈ ∆ˆ. Since any root α ∈ ∆ can be written uniquely as an integral
linear combination α =
∑
β∈Σ cββ, this means that the degree of elements of g
α is
∑
β∈Σ∩∆ˆ cβ.
The previous lemma implies that gλ = g0. Indeed, the Cartan subalgebra has degree 0 and
any root in ∆′ is a linear combination of simple roots in ∆′, thus has degree 0. So gλ ⊆ g0. All
roots in ∆ˆ+ have a positive degree and all roots in ∆ˆ− have a negative degree, so that all roots
of degree 0 must lie in ∆′, giving g0 ⊆ gλ. Define n˜
+ =
⊕
i∈N gi, n˜
− =
⊕
i∈N g−i, b˜
+ = g0 ⊕ n˜
+
and b˜− = g0 ⊕ n˜
−.
Remark 2.11 For a regular coadjoint orbit, we have ∆′ = ∅. Consequently ∆ˆ = ∆, g0 = h,
n˜+ = n+ and n˜− = n−. In this case the following results are just the same as the results of the
last subsection. Using this analogy we usually denote an element of g0 by H.
Let λ ∈ g∗0 be the restriction of λ ∈ g
∗ to g0. Then λ([H
′,H]) = ad∗H λ(H
′) = 0 for all H,H ′ ∈ g0,
so λ : g0 → C is a Lie algebra homomorphism and therefore extends to an algebra homomorphism
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λ
∆′
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1 1
Figure 1: Illustration of the Z-grading. Simple roots are encircled. Positive roots are drawn
green and negative ones red if they lie in ∆ˆ. Roots from ∆′ are drawn with orange dashed lines.
The grading is indicated next to each root space. The Cartan subalgebra always has grading 0.
A regular orbit of SU(3) is shown on the left, the other two pictures are of non-regular orbits.
In the right picture the ordering on ∆′ is not invariant and gλ ⊆ g0 does not hold. The ordering
in the left picture is not standard, but would be if λ was in the striped region.
λ : U (g0)→ C. Similarly to the previous subsection we can define a representation of g0 on C
by letting H ∈ g0 act as λ(H) and extend this trivially along n˜
+ or n˜− to representations Cλ or
C
∗
λ of b˜
+ or b˜−, respectively. Define the generalized Verma modules
M˜λ = U g⊗U (b˜+) Cλ , M˜
∗
λ = C
∗
λ ⊗U (b˜−) U g and M˜
−
λ = U g⊗U (b˜−) C
∗
−λ , (2.20)
that are a left U g-module, a right U g-module and a left U g-module, respectively. As before
there are isomorphisms U (n˜−)→ M˜λ, v 7→ v⊗ηλ, U (n˜
+)→ M˜∗λ , u 7→ η
∗
λ⊗u and U (n˜
+)→ M˜−λ ,
u 7→ u ⊗ η∗−λ. We denote the inverses by ·
∨∼ , · ∨∼,∗ and · ∨∼,− . Most of the results of the
previous subsections have obvious analogues in this setting, for example we can use
M˜∗λ ⊗U g M˜λ
∼= C∗λ ⊗U (b˜−) U g⊗U (b˜+) Cλ
∼= C∗λ ⊗U (g0) Cλ
∼= C (2.21)
to define pairings 〈 · , · 〉′∼,λ : M˜
∗
λ × M˜λ → C, (x, y) 7→ 〈x, y〉
′
∼,λ = x ⊗ y and 〈 · , · 〉∼,λ :
U (n˜+)×U (n˜−)→ C, 〈u, v〉∼,λ = 〈η
∗
λ ⊗ S(u), v ⊗ ηλ〉
′
∼,λ. We can compute these pairings using
Lemma 2.2 with the obvious modifications.
Define g±λ =
⊕
α∈(∆′)± g
α = gλ∩n
±. Note that Lλ = U (g) ·g
−
λ ⊗ ηλ and L
∗
λ = η
∗
λ⊗ g
+
λ ·U (g)
are submodules of Mλ and M
∗
λ , respectively. Define the maps
πλ :Mλ → M˜λ , w ⊗U (b+) ηλ 7→ w ⊗U (b˜+) ηλ (2.22a)
π∗λ :M
∗
λ → M˜
∗
λ , η
∗
λ ⊗U (b−) w 7→ η
∗
λ ⊗U (b˜−) w (2.22b)
that are well-defined and U g-module maps. Since g−λ ⊆ b˜
+ it follows that U (g) · g−λ ⊗ ηλ is in
the kernel of πλ, so that πλ descends to a map Mλ/Lλ → M˜λ. Similarly π
∗
λ descends to a map
M∗λ/L
∗
λ → M˜
∗
λ .
Lemma 2.12 These maps Mλ/Lλ → M˜λ and M
∗
λ/L
∗
λ → M˜
∗
λ are isomorphisms of U g-modules.
Proof: We define an inverse ψλ : M˜λ → Mλ/Lλ, w ⊗U (b˜+) ηλ 7→ w ⊗U (b+) ηλ. This map is
well-defined since b˜+ = b+⊕g−λ and for any Y ∈ g
−
λ , w ∈ U g we have ψλ(wY ⊗vλ) = [wY ⊗vλ] =
0 = ψλ(w ⊗ Y vλ). Clearly it is an inverse to the quotient map induced by πλ. One proceeds
similarly for the other map. 
Lemma 2.13 Let x ∈M∗λ and y ∈Mλ. Then we have 〈π
∗
λ(x), πλ(y)〉
′
∼,λ = 〈x, y〉
′
λ. In particular
〈 · , · 〉′λ
∣∣
M∗λ×Lλ
= 〈 · , · 〉′λ
∣∣
L∗λ×Mλ
= 0.
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Proof: Using Lemma 2.2 we obtain 〈η∗λ ⊗U (b−) w,w
′ ⊗U (b+) ηλ〉
′
λ = λ((ww
′)0). Denoting
the projection onto the first summand in U g = U (g0) ⊕ (n˜
− · U g + U g · n˜+) by ( · )∼0 it
follows as in Lemma 2.2 that 〈η∗λ ⊗U (b˜−) w,w
′ ⊗
U (b˜+) ηλ〉
′
∼,λ = λ((ww
′)∼0 ), so we only need
to prove λ((ww′)0) = λ((ww
′)∼0 ). Ordering the roots in such a way that α1, . . . , αℓ ∈ ∆ˆ and
αℓ+1, . . . , αk ∈ ∆
′ we calculate
λ((Y τ11 . . . Y
τk
k H
ζ1
1 . . . H
ζr
r X
ρk
k . . . X
ρ1
1 )
∼
0 )
= δτ1,0 . . . δτℓ,0δρ1,0 . . . δρℓ,0λ(Y
τℓ+1
ℓ+1 . . . Y
τk
k H
ζ1
1 . . . H
ζr
r X
ρk
k . . . X
ρℓ+1
ℓ+1 )
= δτ1,0 . . . δτk ,0δρ1,0 . . . δρk ,0λ(H
ζ1
1 . . . H
ζr
r )
= λ((Y τ11 . . . Y
τk
k H
ζ1
1 . . . H
ζr
r X
ρk
k . . . X
ρ1
1 )0) . 
Remark 2.14 We can use the isomorphisms ·∨∼ and ·∨∼,∗ to transfer the results of the previous
two lemmas to U (n˜+), U (n˜−) and the pairing 〈 · , · 〉∼,λ. To be more specific, we have U (n˜
−) ∼=
U (n−)/U (n−) · g−λ and U (n˜
+) ∼= U (n+)/U (n+) · g+λ . The maps
π− = ·∨∼◦πλ◦(·⊗ηλ) : U (n
−)→ U (n˜−) and π+ = S◦·∨∼,∗◦πλ◦(η
∗
λ⊗·)◦S : U (n
+)→ U (n˜+)
are the projections, so with the ordering of the roots defined in the previous proof we compute
π−(Y τ11 . . . Y
τk
k ) = δτℓ+1,0 . . . δτk ,0Y
τ1
1 . . . Y
τℓ
ℓ and π
+(Xρ11 . . . X
ρk
k ) = δρℓ+1,0 . . . δρk ,0X
ρ1
1 . . . X
ρℓ
ℓ .
Lemma 2.13 means that 〈π+(u), π−(v)〉∼,λ = 〈u, v〉λ for u ∈ U (n
+) and v ∈ U (n−).
Define the set Ω˜ = {λ ∈ h∗ | pλ(µ) 6= 0 ∀µ ∈ N0∆ˆ\{0}}. Furthermore let W˜ be the set of words
w such that αw1...i ∈ N0∆ˆ
+ for all i = 1, . . . , |w|. Since π+(Xw) = π
−(Yw) = 0 for w ∈ W \ W˜ ,
the following theorem is not surprising.
Theorem 2.15 Let λ ∈ Ω˜. Then the Shapovalov pairing 〈 · , · 〉∼,λ : U (n˜
+) × U (n˜−) → C is
non-degenerate and its canonical element Fλ ∈ U (n˜
+) ⊗ˆU (n˜−) is given by
Fλ =
∑
w∈W˜
pwλ (αw)
−1π+(Xw)⊗ π
−(Yw) =
∑
w∈W˜
|w|∏
i=1
pλ(αwi...|w|)
−1π+(Xw)⊗ π
−(Yw) . (2.23)
Proof: It suffices to prove that
∑
w∈W˜ p
w
λ (αw)
−1π−(Yw)〈π
+(Xw), v˜〉∼,λ = v˜ for all v˜ ∈ U (n˜
−)
and that
∑
w∈W˜ p
w
λ (αw)
−1π+(Xw)〈u˜, π
−(Yw)〉∼,λ = u˜ for all u˜ ∈ U (n˜
+) by using an analogue
of Lemma 2.3. Let v ∈ U (n−) be the image of v˜ under the inclusion U (n˜−)→ U (n−), so that
π−(v) = v˜. Assume that v =
∑
µ∈N0∆ˆ+
v−µ is the weight decomposition of v. Then∑
w∈W˜
pwλ (αw)
−1π−(Yw)〈π
+(Xw), v˜〉∼,λ =
∑
w∈W˜
pwλ (αw)
−1π−(Yw)〈Xw, v〉λ =
= π−
( ∑
w∈W˜
pwλ (αw)
−1Yw〈Xw, v−αw〉λ
)
= π−
( ∑
µ∈N0∆ˆ+
∑
w∈W˜µ
(−1)|w|pwλ (αw)
−1YwXwoppv−µ
)
,
where W˜µ = {w ∈ W˜ | αw = µ}. We claim that there is an admissible tree T and v
′ ∈ U (n−) ·g−λ
such that∑
w∈W˜µ
(−1)|w|pwλ (αw)
−1YwXwoppv−µ = v
′ +
∑
w∈maxT
(−1)|w|pwλ (αw)
−1YwXwoppv−µ ,
which would finish the proof by using Lemma 2.5. Indeed, let
T = {∅} ∪ {w ∈W | ∃w′ ∈ W˜µ and 0 ≤ i ≤ |w
′| − 1 such that w1...|w|−1 = w
′
1...i}
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be the smallest tree containing W˜µ. Since λ ∈ Ω˜, this tree is admissible. Furthermore W˜µ ⊆
maxT and any element w ∈ max T satisfies exactly one of the following two conditions. Either
αw = µ, so that w ∈ W˜µ appears in the sum on the left hand side of the above equation. Or
µ − αw /∈ N0∆ˆ
+, so that Xwoppv−µ would have to be of weight αw − µ /∈ −N0∆ˆ
+ and does
therefore lie in U (n−) · g−λ . The statement for u˜ is proven similarly. 
For λ ∈ h∗ we let Pλ = {0} ∪ {h¯ ∈ C \ {0} | iλ/h¯ /∈ Ω˜}, which depends on the chosen ordering
even though we omitted it from the notation. For h¯ ∈ C \ Pλ define Fh¯ := Fiλ/h¯. Note that
giλ/h¯ = gλ. Using the inclusions U (n˜
+)→ U g and U (n˜−)→ U g and the canonical projection
U g→ U g/U g · gλ, we may consider Fh¯ as an element of (U g/U g · gλ)
⊗ˆ2 in the following.
Theorem 2.16 (Alekseev–Lachowska [1]) Let λ ∈ h∗ and assume that Pλ is countable. Then
i.) Fh¯ depends rationally on h¯, with no pole at zero. In particular, the Taylor series expansion
of Fh¯ around 0 makes sense and gives an element F ∈ (U g/U g · gλ)
⊗2[[h¯]].
ii.) The elements Fh¯ and F satisfy (2.18).
iii.) Fh¯ and F are gλ-invariant.
Recall that U (n˜+) =
⊕
i∈N0
Ui(n˜
+) and U (n˜−) =
⊕
i∈N0
U−i(n˜
−) are graded since U g is.
Define U(j)(n˜
±) =
⊕
|i|≤jUi(n˜
±). Rational dependence of Fh¯ on h¯ means that the part of Fh¯ up
to a given degree is rational, that is F
(i)
h¯ ∈ U(i)(n˜
+)⊗ U(i)(n˜
−) is rational (which is well-defined
since U(i)(n˜
+)⊗ U(i)(n˜
−) is a finite dimensional vector space).
Proof: Part i.) follows directly from the formula for Fλ given in Theorem 2.15. Part ii.) is
proved in [1, Section 4]. To see part iii.), note first that the g-invariance of the Shapovalov pairing
(proven similarly as in Lemma 2.2) implies that Fh¯ ∈ U (n˜
+) ⊗ˆU (n˜−) is also g-invariant. The
gλ-invariance of Fh¯ ∈ (U g/U g · gλ)
⊗ˆ2 follows since the map U (n˜+)×U (n˜−)→ (U g/U g · gλ)
⊗ˆ2
is gλ-equivariant. 
Alekseev and Lachowska obtained this theorem in slightly greater generality for Lie algebras
allowing a decomposition similar to the one we used (without assuming that g is semisimple).
In the semisimple case, we can make more precise statements about the poles Pλ.
Proposition 2.17 Let λ ∈ h∗. Assume that (λ, µ) 6= 0 for all µ ∈ N0∆ˆ
+ satisfying 12 (µ, µ) =
(ρ, µ). Then the set Pλ is countable and accumulates only at zero.
Note that the assumption is in particular satisfied for standard orderings, since there are c1, c2 ∈
{±1} such that c1Re(λ, µ) > 0 or c2(λ, µ) ∈ iR
+ for all µ ∈ N0∆ˆ
+.
Proof: From the definition of Pλ we obtain
Pλ = {0} ∪ {h¯ ∈ C \ {0} | piλ/h¯(µ) = 0 for some µ ∈ N0∆ˆ
+ \ {0}} . (2.24)
Under our assumptions piλ/h¯(µ) =
1
2(µ, µ)− (ρ, µ)−
i
h¯(λ, µ) has the only root i(λ, µ)/(
1
2 (µ, µ)−
(ρ, µ)) if 12(µ, µ)− (ρ, µ) 6= 0 and no root otherwise. Therefore Pλ is countable since N0∆ˆ
+ \ {0}
is countable. It accumulates only at zero since∣∣∣∣∣ i(λ, µ)1
2(µ, µ)− (ρ, µ)
∣∣∣∣∣ ≤ ‖λ‖‖µ‖1
2‖µ‖
2 − ‖µ‖‖ρ‖
=
‖λ‖
1
2‖µ‖ − ‖ρ‖
if ‖µ‖ > 2‖ρ‖. Note that there are only finitely many elements µ ∈ N0∆ˆ
+ with ‖µ‖ ≤ 2‖ρ‖. 
Remark 2.18 It was proven in [1, Proposition 3.1] that for any fixed λ ∈ h∗ the Shapovalov
pairing 〈 · , · 〉∼,iλ/h¯ is invertible for all but countably many values of h¯. However, it can happen
for certain non-standard orderings that Pλ = C. In this case our method does not suffice to prove
the non-degeneracy of the Shapovalov pairing and does not provide a formula for its canonical
element.
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2.3 The induced star product
In this subsection we show how to obtain associative products from the twist constructed in the
last subsection. We will do this both for complex and real coadjoint orbits. In the complex case
the setup of the previous two subsections is still valid, i.e. we consider the coadjoint orbit Oˆλ of
some complex semisimple connected Lie group GC for a semisimple element λ ∈ (gC)∗ and pick
a Cartan subalgebra hC containing λ♯. In the real case, we consider the coadjoint orbit Oλ of
some real semisimple connected linear Lie group GR through a semisimple element λ ∈ (gR)∗
(being linear is no restriction according to Proposition 1.3). We take a complexification GC of
GR, see Proposition 1.6, and extend λ complex linearly to an element of (gC)∗. We pick a Cartan
subalgebra hR of gR containing λ♯. Then its complexification hC is a Cartan subalgebra of gC.
We apply the construction of the previous subsection to the complexifications. In any case, we
assume that the ordering is chosen such that Pλ is countable.
By Proposition 1.2 we know that GCλ is connected. Therefore the g
C
λ -invariance of the ele-
ments F and Fh¯ constructed in the previous section implies G
C
λ -invariance. Consequently we
can apply the results of Subsection 1.3 in order to obtain GC-invariant holomorphic bidifferential
operators on Oˆλ ∼= G
C/GCλ and G
R-invariant bidifferential operators on Oλ ∼= G
R/GRλ from the
elements F and Fh¯. We define the formal star products
⋆ˆ : Hol(Oˆλ)[[h¯]]×Hol(Oˆλ)[[h¯]]→ Hol(Oˆλ)[[h¯]] , (f, g) 7→ f ⋆ˆ g := Ψ
H(F )(f, g) , (2.25a)
⋆ : C∞(Oλ)[[h¯]]× C
∞(Oλ)[[h¯]]→ C
∞(Oλ)[[h¯]] , (f, g) 7→ f ⋆ g := Ψ(F )(f, g) . (2.25b)
Lemma 2.19 The products ⋆ and ⋆ˆ are associative.
Proof: Using the Sweedler notation ∆(u) = u(1) ⊗ u(2) we have u
left(φ · ψ) = uleft(1)φ · u
left
(2)ψ for
u ∈ U gR and φ,ψ ∈ C∞(GR). Writing Fh¯ = Fh¯,1⊗Fh¯,2 and suppressing a sum over such terms
we obtain
f ⋆ (g ⋆ h) = π∗[F
left
h¯ (π
∗f, F lefth¯ (π
∗g, π∗h))]
= π∗[F
left
h¯,1 (π
∗f) · F lefth¯,2 (F
left
h¯,1 (π
∗g) · F lefth¯,2 (π
∗h))]
= π∗[F
left
h¯,1 (π
∗f) · F lefth¯,2,(1)F
left
h¯,1 (π
∗g) · F lefth¯,2,(2)F
left
h¯,2 (π
∗h)]
= π∗[(Fh¯,1 ⊗ Fh¯,2,(1)Fh¯,1 ⊗ Fh¯,2,(2)Fh¯,2)
left(π∗f, π∗g, π∗h)]
= π∗[((1⊗ ∆)Fh¯ · (1⊗ Fh¯))
left(π∗f, π∗g, π∗h)]
= π∗[((∆ ⊗ 1)Fh¯ · (Fh¯ ⊗ 1))
left(π∗f, π∗g, π∗h)]
= (f ⋆ g) ⋆ h ,
where f, g, h ∈ C∞(Oλ) and where we used that Fh¯ satisfies (2.18). The proof for ⋆ˆ is similar.
In order to define strict star products from Fh¯, we need to ensure that Ψ(Fh¯) is well-defined.
Lemma 2.20 Assume gR is realized as a Lie subalgebra of glN (R). Then for any polynomial
p ∈ Pol(GL(N,R)), there is a constant Np ∈ N such that for any u ∈ U (n˜
+) and any v ∈ U (n˜−)
of filtration degree greater Np we have u
leftp = vleftp = 0. A similar statement is true for a
complex Lie subalgebra of glN (C) and q ∈ Pol(GL(N,C)).
Proof: Using the Leibniz rule we may assume that p = Pkℓ in the notation of Definition 1.11.
Let Eij ∈ glN (R) be the matrix that is 1 at position (i, j) and 0 otherwise. It is easy to check that
Eleftij Pkℓ = δjℓPki and therefore X
leftPkℓ =
∑
i,j(XEℓk)ijPji for all X ∈ glN (R). Consequently,
if u = u1 . . . uM ∈ U (glN (R)) then u
leftPkℓ =
∑
i,j(u1 . . . uMEℓk)ijPji, where we multiply the
matrices u1, . . . , uM on the right hand side.
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Since adX is nilpotent for any X ∈ n˜
+ it follows that 0 = (adX)s = ad(Xs) for X ∈ n˜
+,
where the index s stands for the semisimple part of the Jordan decomposition. Since g is
semisimple this implies Xs = 0, so every X ∈ n˜
+ is realized by a nilpotent matrix. It follows
from Engel’s theorem that any matrix Lie algebra consisting of nilpotent matrices is nilpotent
as an algebra, so there exists a constant M ∈ N such that products of M or more elements of
n˜+ vanish. Therefore, if u is a product of at least M elements of n˜+ the above calculation shows
that uleftPkℓ = 0.
The argument for n˜− is similar. The statement for holomorphic polynomials follows from
this result by using Lemma 1.29 and Proposition 1.14. 
Corollary 2.21 For p, p′ ∈ Pol(Oλ) and q, q
′ ∈ Pol(Oˆλ), the expressions Ψ(Fh¯)(p, p
′) and
ΨH(Fh¯)(q, q
′) are well-defined.
Proof: Recall that Ψ(u⊗ v)(p, p′) = π∗(u
leftπ∗p · vleftπ∗p′). By Corollary 1.18 π∗p and π∗p′ are
polynomials, so the last lemma implies that only finitely many summands in the infinite sum
defining Fh¯ give a non-zero contribution. The complex case follows similarly. 
This corollary enables us to define also the strict star products
∗ˆh¯ : Pol(Oˆλ)× Pol(Oˆλ)→ Pol(Oˆλ) , (p, q) 7→ p ∗ˆh¯ q := Ψ
H(Fh¯)(p, q) , (2.26a)
∗h¯ : Pol(Oλ)× Pol(Oλ)→ Pol(Oλ) , (p, q) 7→ p ∗h¯ q := Ψ(Fh¯)(p, q) . (2.26b)
Since the dependence of Fh¯ on h¯ is rational, it follows that these star products also depend
rationally on h¯ (meaning that p ∗h¯ q is a polynomial depending rationally on h¯ for fixed p, q ∈
Pol(Oλ) and similarly for ∗ˆh¯) and their formal expansion around h¯ = 0 reproduces the products
⋆ and ⋆ˆ. It follows from Lemma 1.29 that for p, q ∈ Pol(Oˆλ) we have
(p ∗ˆh¯ q)
∣∣
Oλ
= (p
∣∣
Oλ
) ∗h¯ (q
∣∣
Oλ
) . (2.27)
The same compatibility holds for the formal star products. Since ΨH and Ψ map to G-invariant
bidifferential operators, it is clear that the star products are all G-invariant, meaning that (g ⊲
p) ◦ (g ⊲ q) = g ⊲ (p ◦ q) where ◦ is ∗ˆh¯, ∗h¯, ⋆ˆ or ⋆ and p, q are in the domain of ◦.
Proposition 2.22 The formal star product ⋆ on Oλ deforms the KKS symplectic form ωKKS.
Proof: Since piλ/h¯(µ)
−1 =
(
1
2(µ, µ)− (ρ, µ)−
i
h¯(λ, µ)
)−1
= ih¯
(
ih¯
2 (µ, µ)− ih¯(ρ, µ) + (λ, µ)
)−1
it
follows from Theorem 2.15 that F is of the form
F = 1 + ih¯
∑
α∈∆ˆ+
(λ, α)−1Xα ⊗ Yα +O(h¯
2) .
So antisymmetrizing the first order gives
F antisym(1) = i
∑
α∈∆ˆ+
λ(α♯)−1(Xα ⊗ Yα − Yα ⊗ Xα) = i
∑
α∈∆ˆ
λ([Xα, Yα])
−1Xα ⊗ Yα = iπKKS ,
where πKKS denotes the Poisson tensor associated to the KKS symplectic form. 
Note that the product on Oˆλ deforms the complexification of this symplectic form. Since ⋆ is the
formal expansion of ∗h¯, the previous proposition implies that also ∗h¯ deforms the KKS symplectic
structure. For real coadjoint orbits we can say a bit more about the type of the star product.
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Lemma 2.23 For any ξ = Ad∗g λ ∈ Oλ the complex subspaces
L+,ξ = span
{
(AdgXα)Oλ
∣∣
ξ
, α ∈ ∆ˆ+
}
⊆ TCξ Oλ , (2.28a)
L−,ξ = span
{
(AdgXα)Oλ
∣∣
ξ
, α ∈ ∆ˆ−
}
⊆ TCξ Oλ (2.28b)
are independent of the choice of g ∈ GR.
Proof: Any two choices g, g′ ∈ GR differ by an element of GRλ , that is g
′ = gx with x ∈ GRλ .
So it suffices to prove that span{AdxXα , α ∈ ∆ˆ
±} = span{Xα , α ∈ ∆ˆ
±}. This follows from
the invariance of the ordering and the connectedness of GCλ . 
Therefore the complex distributions L+ and L− in T
C
Oλ spanned by L+,ξ and L−,ξ respectively
are well-defined.
Corollary 2.24 The star product ∗h¯ derives the first argument only in the directions of L+ and
the second argument only in the directions of L−.
Proof: This follows from the explicit formula for Fh¯ and Proposition 1.27. 
For special Cartan subalgebras, the distributions L+ and L− have some further properties. They
can be real or the holomorphic and antiholomorphic tangent spaces with respect to a complex
structure. Before giving further details let us make the following definitions.
Definition 2.25 (Star products of standard ordered type) A star product ∗h¯ on a sym-
plectic manifoldM is said to be of standard ordered type if there are two Lagrangian distributions
L1 and L2 spanning the tangent bundle of M such that the first argument of the star product is
derived only in the directions of L1 and the second argument only in the directions of L2.
Note that L1 and L2 are assumed to be distributions in the real tangent bundle of M .
Definition 2.26 (Star products of (pseudo) Wick type) A star product ∗h¯ on a complex
manifoldM is said to be of pseudo Wick type if the first argument is derived only in holomorphic
directions and the second argument only in antiholomorphic directions. A star product of pseudo
Wick type on a Kähler manifold is said to be of Wick type.
For formal star products of Wick type point evaluations are positive linear functionals. This
explains the above distinction of Wick and pseudo Wick type. Note however that the situation
is more complicated for strict star products.
Recall that even though all Cartan subalgebras of a complex semisimple Lie algebra are
conjugate, this is no longer true for Cartan algebras of a real semisimple Lie algebra. If hR is
compact (meaning that it integrates to a compact subgroup of GR) then there are GR-invariant
complex structures on Oλ. Indeed, these structures are in bijection to invariant orderings of ∆ˆ
(we say an ordering on ∆ˆ is invariant if it is the restriction of an invariant ordering of ∆ as
defined in Definition 2.9) as follows. First, recall that TCλ Oλ
∼= gC/gCλ
∼=
⊕
α∈∆ˆ g
α. So given
an invariant ordering we can define a map I : TCλ Oλ → T
C
λ Oλ by letting IXα = iXα if α ∈ ∆ˆ
+
and IXα = −iXα if α ∈ ∆ˆ
−. The map I extends GR-invariantly to an endomorphism of the
complexified tangent bundle TCOλ and restricts to an endomorphism of the real tangent bundle
TOλ, that is a complex structure. If G
R is compact, then there is a unique ordering that makes
Oλ with the complex structure I and the KKS symplectic form ωKKS a Kähler manifold. See
Appendix A.3 for more details.
Proposition 2.27 For a semisimple coadjoint orbit Oλ of a real semisimple connected linear
Lie group GR, the product ∗h¯ defined above is of
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i.) pseudo Wick type with poles in R if hR is compact and the same ordering is used in the
construction of the star product and the definition of the complex structure,
ii.) standard ordered type with poles in iR if ihR ⊆ gC is compact.
IfGR is compact, the ordering inducing a Kähler complex structure on Oλ is the one for which α ∈
∆ˆ is positive if (α, iλ) > 0, see Proposition A.9. This ordering is standard. The corresponding
star product ∗h¯ is of Wick type.
Proof: It is well-known that roots take purely imaginary values on a compact Lie subalgebra
of the Cartan subalgebra. Since λ ∈ (gR)∗ is by definition real on hR ⊆ hC, it follows that
(λ, µ) ∈ iR if hR is compact and (λ, µ) ∈ R if ihR is compact. Since 12(µ, µ) − (ρ, µ) ∈ R, this
implies that the roots (with respect to h¯) of piλ/h¯(µ) =
1
2(µ, µ) − (ρ, µ) −
i
h¯(λ, µ) are real if h
R
is compact and purely imaginary if ihR is compact.
If hR is compact the holomorphic and antiholomorphic tangent spaces associated to the
ordering used for the definition of the star product are just the distributions L+ and L−, implying
that the product is of pseudo Wick type.
If ihR is compact, then every adH for H ∈ h
R is self-adjoint. Since they are all commuting
we can find simultaneous eigenvectors in gR (without complexifying). But then we can pick our
Xα and Yα to lie in g
R so that L1 = L+ ∩ g
R and L2 = L− ∩ g
R are Lagrangian distributions
satisfying Definition 2.25. 
Remark 2.28 Assume that hR is compact as in part i.) of the previous proposition. If one
uses different invariant orderings in the construction of the star product and in the definition
of a complex structure, then the distributions L+ and L− may both contain holomorphic and
antiholomorphic directions. Since we are mainly interested in (pseudo) Wick type products
(these are the ones for which we would hope to find positive linear functionals on the star
product algebra, see Subsection 4.2), we will usually assume that the two orderings agree. Since
the ordering making (Oλ, I, ωKKS) a Kähler manifold is unique (if it exists), see Proposition A.9,
we use this ordering in the construction of the star product.
2.4 Examples
In this subsection we derive formulas for Fh¯ in the case G
C = SL(n+1,C) for a certain stabilizer
GCλ . Both complex projective spaces and hyperbolic discs are coadjoint orbits of a real form of
GC and we determine the elements Fh¯ inducing star products of Wick type.
Example 2.29 (SL(n+ 1,C)) Let G = SLn+1(C) with Lie algebra g = sln+1(C). Number
the rows and columns of a matrix X ∈ g by 0, . . . , n. Let λ : g → C, X 7→ −irX0,0 where
r ∈ R+. Using that B is a 2(n + 1) times the trace, it follows easily that λ♯ is a multiple of
diag(n,−1, . . . ,−1). In this case
gλ = {X ∈ sln+1(C) | X0,i = Xi,0 = 0 for 1 ≤ i ≤ n} ,
Gλ = {X ∈ SLn+1(C) | X0,i = Xi,0 = 0 for 1 ≤ i ≤ n} .
We use the diagonal matrices in g as a Cartan subalgebra. Defining Li ∈ h
∗, Li(X) = Xii we
obtain that the roots are given by αi,j = Li − Lj for 0 ≤ i, j ≤ n with i 6= j. We let αi,j be
positive if i < j. Then the simple roots are α0,1, α1,2, . . . , αn−1,n. Define Xi,j = Ei,j ∈ g
αi,j and
Yi,j = Ej,i ∈ g
αj,i and note that B(Xi,j , Yi,j) = 2(n+ 1).
The formula for Fh¯ obtained in Theorem 2.15 cannot easily be simplified unless n = 1. In
this case there are only two roots α = α0,1 and −α = α1,0 and there is a unique word wk
of a given length k ∈ N0. Writing µ = sα and noting λ = −irα/2 we obtain piλ/h¯(µ) =
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1
2s
2(α,α) − 12s(α,α) −
1
2h¯sr(α,α) =
1
4s(s− 1−
r
h¯). Therefore
pwkiλ/h¯(αwk) =
k∏
m=1
4
m
(
m− 1− rh¯
) = (−4)k
k! rh¯
(
r
h¯ − 1
)
. . .
(
r
h¯ − (k − 1)
) ,
Fh¯ =
∑
k∈N0
(−1)k
k! rh¯
(
r
h¯ − 1
)
. . .
(
r
h¯ − (k − 1)
)Xk ⊗ Y k , (2.29)
where X = X0,1 and Y = Y0,1. The factor 4 disappears because B(X,Y ) = 4. Even though
Theorem 2.15 is not really useful to obtain a nice explicit formula in the general case, there are
other ways to obtain such a formula. Note however, that Theorem 2.15 is perfectly suited for
obtaining continuity estimates in the next section.
Proposition 2.30 For GC = SLn+1(C) and λ as above, we have
Fh¯ =
∑
k∈N0
(−1)k
k! rh¯
(
r
h¯ − 1
)
. . .
(
r
h¯ − (k − 1)
) (X0,1 ⊗ Y0,1 + · · ·+X0,n ⊗ Y0,n)k . (2.30)
Proof: The Lie algebras n˜+ and n˜− are the commutative Lie algebras spanned by X0,1, . . . ,X0,n
and Y0,1, . . . , Y0,n. Then {X
I := XI10,1 . . . X
In
0,n | I ∈ N
n
0} and {Y
J := Y J10,1 . . . X
Jn
0,n | J ∈ N
n
0} are
bases of U (n˜+) and U (n˜−). The Lie algebra n+ is spanned byXi,j with j > i and we can viewX
I
also as an element of U (n+). Then π+(XI) = XI and similarly π−(Y J) = Y J . Consequently
〈XI , Y J〉∼,iλ/h¯ = 〈X
I , Y J〉iλ/h¯. For degree reasons the bases above are orthogonal, meaning
〈XI , Y J〉iλ/h¯ = 0 for I 6= J . Indeed, d(X
I) = I1d(X0,1) + · · ·+ Ind(X0,n) = I1α0,1 + · · ·+ Inα0,n
and d(Y J) = −(J1α0,1 + · · · + Jnα0,n). Since the α0,i are linearly independent, Lemma 2.2
implies the claimed orthogonality. Note that we are using the refined degree d introduced in the
beginning of Subsection 2.1 here.
So we only have to determine the normalization 〈XI , Y I〉iλ/h¯. Define Hi = [X0,i, Y0,i] =
E0,0 − Ei,i. Given a multiindex I ∈ N
n
0 we can form a sequence that starts with I1 many 1’s,
then has I2 many 2’s, . . . , then In many n’s. Denote the k-th element of this sequence by (I)k.
We claim that
(XIY I)0 = I!
|I|∏
k=0
(H(I)k − k) (2.31)
from which the proposition follows because 〈XI , Y I〉iλ/h¯ =
i
h¯λ((X
IY I)0) and
i
h¯λ(Hi) =
r
h¯ . For
n = 1 the claim is proven in [16, Lemma 5.2]. Proceeding by induction, we assume that it holds
for n− 1 and prove that it also holds for n. Write I− = (I1, . . . , In−1, 0). Then
(XIY I)0 = (X
I−XIn0,nY
In
0,nY
I−)0 = (X
I−In!(Hn(Hn − 1) . . . (Hn − In + 1) + Z)Y
I−)0 =
= In!((Hn − |I−|)(Hn − |I−| − 1) . . . (Hn − |I−| − In + 1)X
I−Y I−)0 ,
where Z is an element of U (span{X0,n, Y0,n,Hn}) satisfying (Z)0 = 0 and d(Z) = 0. Conse-
quently Z = Y0,nZ
′ for some Z ′ ∈ U (span{X0,n, Y0,n,Hn}). Since Y0,n ∈ g
αn,0 any commutators
of Y0,n with elements of g
α0,1 , . . . , gα0,n−1 have a weight
∑n−1
i=0 ciLi − Ln, so must either be 0
or in a negative root space. Therefore (XI−ZY I−)0 = 0. We also used [Hn,X0,i] = X0,i for
1 ≤ i ≤ n− 1 in the last step. 
Corollary 2.31 Let GC = SLn+1(C) and λ be as above, but choose the opposite ordering, for
which αi,j with i > j is positive. Then
Fh¯ =
∑
k∈N0
1
k! rh¯
(
r
h¯ + 1
)
. . .
(
r
h¯ + (k − 1)
) (Y0,1 ⊗ X0,1 + · · ·+ Y0,n ⊗ X0,n)k . (2.32)
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Proof: The only thing changing in the above calculation is that the roles of X0,i and Y0,i are
swapped. Now [Y0,i,X0,i] = Ei,i − E0,0, so
i
h¯λ([Y0,i,X0,i]) = −
r
h¯ , which means that r changes
sign. 
Example 2.32 (CPn) It is well-known that the coadjoint orbit of SU(n + 1) through λ :
sun+1 → R, X 7→ −irX0,0 is the complex projective space CP
n. SL(n + 1,C) is a complexifi-
cation of SU(n + 1). Using the notation hC for the Cartan subalgebra of sln+1(C) from above
and defining hR = sun+1∩h
C we obtain a compact Cartan subalgebra of sun+1. Proposition A.9
tells us that the Kähler complex structure is defined by the ordering for which (iλ, α) > 0, which
is just the ordering for which all αi,j with i < j are positive. Therefore the element Fh¯ from
Proposition 2.30 induces a Wick type star product on CPn. Note that this product has poles at
{ 1nr | n ∈ N}.
Example 2.33 (Dn) Denote the complex hyperbolic disc in n dimensions by Dn. Recall that
SU(1, n) denotes the group of isometries of the indefinite scalar product g(v,w) = −v0w0 +∑n
i=1 viwi on R
n+1. It is well-known that the coadjoint orbit of SU(1, n) through λ : su1,n → C,
X 7→ −irX0,0 is the hyperbolic disc Dn. SL(n + 1,C) is a complexification of SU(1, n). Again,
hR = su1,n ∩ h
C defines a compact Cartan subalgebra of su1,n. Now all roots are non-compact,
so that according to Corollary A.10 the Kähler complex structure is defined by the ordering for
which (iλ, α) < 0, which is the ordering for which all αi,j with i > j are positive. Therefore the
element Fh¯ from Corollary 2.31 induces a Wick type star product on Dn. Note that this product
has poles at {− 1nr | n ∈ N}.
Remark 2.34 A Wick type star product on the hyperbolic disc was also studied in [30], where
it was obtained from a Wick type product on Cn+1 using phase space reduction. One can prove
that the products are indeed the same. To do this, one checks that monomials of degree 1
generate the star product algebra, so that it suffices to compare the two formulas for a degree
1 monomial and an arbitrary monomial. But for a degree 1 monomial only very few summands
are non-zero in both constructions and one can explicitly check that the expressions agree.
3 Continuity
In this section, we extend the product ∗ˆh¯ : Pol(Oˆλ) × Pol(Oˆλ) → Pol(Oˆλ) defined in (2.26a) to
a continuous product ∗ˆh¯ : Hol(Oˆλ) × Hol(Oˆλ) → Hol(Oˆλ) on all holomorphic functions on the
coadjoint orbit. We achieve this by proving the continuity of ∗ˆh¯ with respect to the topology of
locally uniform convergence in two steps: In Subsection 3.1 we prove the continuity of ∗ˆh¯ with
respect to a topology that we call the reduction-topology and in Subsection 3.3 we prove that the
reduction-topology coincides with the topology of locally uniform convergence. Consequently ∗ˆh¯
extends to the completion of the space of polynomials on the coadjoint orbit. Using the results
of Subsection 3.2 we prove in Subsection 3.3 that this completion is the space of all holomorphic
functions. In the whole section all Lie groups and orbits will be complex.
3.1 Continuity of the star product
In this subsection we prove the continuity of the star product ∗ˆh¯. Note that because ∗h¯ is the
restriction of ∗ˆh¯ to Oλ according to (2.27) this also implies the continuity of ∗h¯ with respect to
a subspace topology. We will come back to this in Subsection 4.1.
There are two approaches to constructing a topology that were considered in [16] and called
the quotient-topology and the reduction-topology. We can either define a topology on Pol(g)
and obtain a quotient topology on Pol(Oˆλ) (the quotient-topology) or we can work on C
N×N ,
consider a quotient topology on Pol(G) and then consider Pol(Oˆλ) as the subspace of Gλ-invariant
polynomials (the reduction-topology). Since we gave a description of ΨH(Fh¯) as bidifferential
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operators on G in Subsection 1.3 we will work with the reduction-topology in the following.
Similar results can also be obtained in the quotient-topology (at least for maximal coadjoint
orbits). Note that we proved in [16] that the quotient-topology and the reduction-topology
coincide for the 2-sphere and we would expect this to be true in greater generality.
In the following we will assume that the Lie group G is concretely realized as a complex
subgroup of GL(N,C). In particular, its Lie algebra g is a subalgebra of glN (C) and we may
consider the element Fh¯ ∈ U (n˜
+) ⊗ˆU (n˜−) as an element of U (glN (C)) ⊗ˆU (glN (C)). Then
Lemma 2.20 shows that
∗′h¯ : Pol(C
N×N )× Pol(CN×N )→ Pol(CN×N ) , (p, q) 7→ p ∗′h¯ q := F
left,H
h¯ (p, q) , (3.1)
gives a well-defined product on Pol(CN×N ). Note that this product is (in general) not associative
since Fh¯ satisfies (2.18) only after passing to the quotient. However, by construction it induces
a product on Pol(G) ∼= Pol(CN×N )/I(G) and furthermore on Pol(G)Gλ . This latter product
coincides by construction with ∗ˆh¯. Here we denote by I(G) the vanishing ideal of G ⊆ C
N×N ,
that is all polynomials Pol(CN×N ) that vanish when restricted to G.
Denote the topology of locally uniform convergence on Pol(CN×N ) by Tlc and recall that it
is the locally convex topology defined by the seminorms ‖p‖K = maxz∈K |p(z)| for all compact
subsets K ⊆ CN×N .
Definition 3.1 (Reduction-topology) The topology Tlc on Pol(C
N×N ) induces a quotient
topology on Pol(G) ∼= Pol(CN×N )/I(G) and we call the subspace topology on Pol(Oˆλ) ∼= Pol(G)
Gλ
the reduction-topology.
In Subsection 3.3 we will prove that the reduction-topology coincides with the topology of locally
uniform convergence on Oˆλ. We use the rest of this subsection to prove the following theorem.
Theorem 3.2 For h¯ ∈ C \ Pλ the product ∗
′
h¯ on Pol(C
N×N ) is continuous with respect to the
topology of locally uniform convergence Tlc.
Corollary 3.3 For h¯ ∈ C \ Pλ the star product ∗ˆh¯ on Pol(Oˆλ) is continuous with respect to the
reduction-topology.
Proof: This follows immediately from the previous theorem and the construction of the reduc-
tion-topology. 
Remark 3.4 It is interesting to point out that the proof of Theorem 3.2 will not use anything
about the actual Lie algebra structure but semisimplicity and the form of the element Fh¯. In
fact, we only need that the coefficients of Fh¯ behave like p
w
λ (αw) ≈ |w|
2 for large |w|, the rest is
to count terms and see that there are not too many.
The strategy to prove Theorem 3.2 is as follows. We will first introduce a different locally convex
topology that is better suited for obtaining continuity estimates. We will then prove that this
topology is equivalent to the topology of locally uniform convergence and we will prove continuity
of ∗′h¯ with respect to this topology.
Set m = N2. Let B = {b1, . . . , bm} be the standard basis of C
m and denote the dual basis of
(Cm)∗ by B∗ = {b∗1, . . . , b
∗
m}. Elements of Pol(C
m) ∼= S((Cm)∗) can be written uniquely in the
form
∑
I∈Nm0
aIb
∗
I . Here I ∈ N
m
0 is a multiindex, b
∗
I = (b
∗
1)
∨I1 ∨ · · · ∨ (b∗m)
∨Im and only finitely
many of the coefficients aI ∈ C are non-zero. For any R ∈ R
+ define a norm∣∣∣∣∣∣∣∣∣∣∣∣∑I∈Nm0 aIb∗I
∣∣∣∣∣∣∣∣∣∣∣∣
R
:=
∑
I∈Nm0
|aI |R
|I| . (3.2)
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Note that these norms coincide with the T0-norms with respect to the basis B
∗, studied for
example in [41]. We denote the locally convex topology given by endowing Pol(Cm) ∼= S((Cm)∗)
with all the seminorms ||| · |||R by T|||·||| .
Note that ||| · |||R is submultiplicative with respect to the classical product:∣∣∣∣∣∣∣∣∣∣∣∣(∑I∈Nm0 aIb∗I
)
∨
(∑
J∈Nm0
a′Jb
∗
J
)∣∣∣∣∣∣∣∣∣∣∣∣
R
=
∣∣∣∣∣∣∣∣∣∣∣∣∑I,J∈Nm0 aIa′Jb∗I ∨ b∗J
∣∣∣∣∣∣∣∣∣∣∣∣
R
≤
≤
∑
I,J∈Nm0
|aI ||a
′
J |R
|I|+|J | =
(∑
I∈Nm0
|aI |R
|I|
)(∑
J∈Nm0
|a′J |R
|J |
)
=
=
∣∣∣∣∣∣∣∣∣∣∣∣∑I∈Nm0 aIb∗I
∣∣∣∣∣∣∣∣∣∣∣∣
R
∣∣∣∣∣∣∣∣∣∣∣∣∑J∈Nm0 a′Jb∗J
∣∣∣∣∣∣∣∣∣∣∣∣
R
.
Proposition 3.5 The topologies T|||·||| and Tlc coincide.
Proof: Assume p =
∑
I∈Nm0
aIb
∗
I ∈ Pol(C
m) is a polynomial. Given K ⊆ Cm compact, choose
R ∈ R such that |z| ≤ R holds for all z ∈ K. Then on the one hand we have
‖p‖K = maxz∈K
|p(z)| ≤
∑
I∈Nm0
|aI |R
|I| = |||p|||R .
On the other hand, if DR ⊆ C
m denotes a closed polydisc of radius R, then Cauchy’s integral
formula yields
|aI | =
1
I!
|∂Ip(0)| =
1
(2π)m
∣∣∣∣∣
∫
|zi|=R
p(z)
zI+(1,...,1)
dzI
∣∣∣∣∣ ≤ maxz∈DR|p(z)| RmR|I+(1,...,1)| = 1R|I| maxz∈DR|p(z)| ,
so that
|||p|||R =
∑
I∈Nm0
|aI |R
|I| ≤
∑
I∈Nm0
1
(2mR)|I|
R|I| max
z∈D2mR
|p(z)| ≤
≤ max
z∈D2mR
|p(z)|
∑
I∈Nm0
(2m)−|I| ≤ 2 max
z∈D2mR
|p(z)| = 2‖p‖D2mR .
Thus we can estimate any norm of T|||·||| by a seminorm of Tlc and vice versa, so the two topologies
coincide. 
Because of the previous proposition we can and will work with the norms ||| · |||R instead of the
norms ‖ · ‖K in the following. To do so, we need to estimate the coefficients pλ(µ) defined in
(2.12). We assume that the positive roots α1, . . . , αk ∈ ∆
+ are ordered in such a way that
α1, . . . , αr are the simple roots.
Lemma 3.6 (Estimates for pλ) For any fixed compact set K ⊆ h
∗ there are constants C > 0
and M such that pλ(αw) defined in (2.12) satisfies
|pλ(αw)| ≥ C|w|
2 (3.3)
for all words w ∈W of length |w| ≥M and all λ ∈ K.
Proof: Write αw =
∑r
i=1 cw,iαi as a linear combination of simple roots, where cw,i ∈ N0
satisfy |w| ≤
∑m
i=1 cw,i ≤ c|w| with c depending only on the root system. Since (ρ, αi) > 0 for
all 1 ≤ i ≤ r we can choose cρ, Cρ ∈ R
+ such that cρ ≤ (ρ, αi) ≤ Cρ holds for all 1 ≤ i ≤ r.
Similarly, there is C ′ ∈ R+ with |(λ, αi)| ≤ C
′ for all λ ∈ K and 1 ≤ i ≤ r. Then
(αw, αw) ≥
1
(ρ, ρ)
(αw, ρ)
2 =
1
(ρ, ρ)
(
r∑
i=1
(cw,iαi, ρ)
)2
≥
c2ρ
(ρ, ρ)
(
m∑
i=1
cw,i
)2
≥
c2ρ
(ρ, ρ)
|w|2
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and for all λ ∈ K we obtain
|(ρ+ λ, αw)| ≤
m∑
i=1
cw,i(|(ρ, αi)|+ |(λ, αi)|) ≤ (Cρ + C
′)
m∑
i=1
cw,i ≤ c(Cρ + C
′)|w| .
Setting C = 14(ρ,ρ)c
2
ρ, C1 = c(Cρ + C
′) and M = C1C and assuming |w| ≥M we obtain
|pλ(αw)| ≥
1
2
(αw, αw)− |(ρ+ λ, αw)| ≥ 2C|w|
2 − C1|w| ≥ 2C|w|
2 − C|w|2 = C|w|2 . 
Corollary 3.7 (Estimates for pw
λ
) Fix λ ∈ h∗. For any compact set K ⊆ C \ Pλ there is a
constant Cp > 0 such that p
w
iλ/h¯(αw) defined in (2.12) satisfies
|pwiλ/h¯(αw)
−1| ≤
C
|w|
p
(|w|!)2
(3.4)
for all words w ∈ W˜ and all h¯ ∈ K.
Proof: By definition K ′ = {iλ/h¯ | h¯ ∈ K} ⊆ Ω˜. Let M and C be the constants from the
previous lemma applied to K ′. Since iλ/h¯ ∈ Ω˜, we have minw∈W˜ ,|w|≤M |piλ/h¯(αw)| > 0 for all
h¯ ∈ K. Since this quantity depends continuously on h¯ the minimum for h¯ ∈ K exists and must
also be positive. Hence we may decrease the constant C obtained in the previous lemma so that
|piλ/h¯(αw)| ≥ C|w|
2 also holds for the finitely many non-zero words not considered there. Then
the corollary follows. 
We have now collected all the results needed to prove Theorem 3.2.
Proof of Theorem 3.2: First, we note that it suffices to prove the existence of a constant
M such that for any multiindices I, J ∈ Nm0 we have |||b
∗
I ∗
′
h¯ b
∗
J |||R ≤ (RM)
|I|+|J |. Indeed, this
statement implies the continuity of ∗′h¯ since for p =
∑
I∈Nm0
pIb
∗
I and q =
∑
I∈Nm0
qIb
∗
I we estimate
∣∣∣∣∣∣p ∗′h¯ q∣∣∣∣∣∣R = ∣∣∣∣∣∣∣∣∣∣∣∣∑I∈Nm0 pIb∗I ∗′h¯∑J∈Nm0 qJb∗J
∣∣∣∣∣∣∣∣∣∣∣∣
R
≤
∑
I∈Nm0
∑
J∈Nm0
|pI ||qJ |
∣∣∣∣∣∣b∗I ∗′h¯ b∗J ∣∣∣∣∣∣R
≤
∑
I∈Nm0
∑
J∈Nm0
|pI ||qJ |(RM)
|I|+|J |
=
∣∣∣∣∣∣∣∣∣∣∣∣∑I∈Nm0 pIb∗I
∣∣∣∣∣∣∣∣∣∣∣∣
RM
∣∣∣∣∣∣∣∣∣∣∣∣∑J∈Nm0 qJb∗J
∣∣∣∣∣∣∣∣∣∣∣∣
RM
= |||p|||RM |||q|||RM .
Using the notation (I)j introduced in the proof of Proposition 2.30 we estimate∣∣∣∣∣∣b∗I ∗′h¯ b∗J ∣∣∣∣∣∣R = ∣∣∣∣∣∣∣∣∣F left,Hh¯ (b∗I , b∗J )∣∣∣∣∣∣∣∣∣R
≤
∣∣∣∣∣∣∣∣∣∑
w∈W˜
pwiλ/h¯(αw)
−1(Xw ⊗ Yw)
left,H(b∗I , b
∗
J)
∣∣∣∣∣∣∣∣∣
R
(1)
≤
∑
w∈W˜
|pwiλ/h¯(αw)
−1|
∑
w(1),...,w(|I|)
∑
w′
(1)
,...,w′
(|J|)
∣∣∣∣∣∣∣∣∣X left,Hw(1) b∗(I)1∣∣∣∣∣∣∣∣∣R . . . ∣∣∣∣∣∣∣∣∣X left,Hw(|I|) b∗(I)|I|∣∣∣∣∣∣∣∣∣R ·
·
∣∣∣∣∣∣∣∣∣∣∣∣Y left,Hw′
(1)
b∗(J)1
∣∣∣∣∣∣∣∣∣∣∣∣
R
. . .
∣∣∣∣∣∣∣∣∣∣∣∣Y left,Hw′
(|J|)
b∗(J)|J|
∣∣∣∣∣∣∣∣∣∣∣∣
R
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(2)
≤
∑
w∈W˜
C
|w|
p
(|w|!)2
|I||w||J ||w|C2|w|R|I|+|J |
(3)
≤ R|I|+|J |
∑
|w|∈N0
(kCpC
2)|w|
|I||w||J ||w|
(|w|!)2
(4)
≤ R|I|+|J |
∑
|w|∈N0
(k1/2C
1/2
p C|I|)|w|
|w|!
∑
|w|∈N0
(k1/2C
1/2
p C|J |)|w|
|w|!
≤ R|I|+|J |ek
1/2C
1/2
p C|I|ek
1/2C
1/2
p C|J |
= (Rek
1/2C
1/2
p C)|I|+|J | .
The sum
∑
w(1),...,w(|I|)
introduced in (1) is over all partitions of w into words w(1), . . . , w(|I|). To
be more precise, consider a partition P1, . . . , P|I| of {1, . . . , |w|} into |I| many subsets. If Pi =
{p1i , . . . , p
ji
i } with p
1
i < · · · < p
ji
i , then associate the word w(i) = wp1i
wp2i
. . . w
p
ji
i
. Then we sum
over all partitions. The other sum is defined similarly. We also used submultiplicativity of ||| · |||R.
To justify (2), we note that for any Z ∈ glN (C), Z
left,Hb∗i is of degree 1, so that X
left,H
w(ℓ) b
∗
(I)ℓ
is of
degree 1. Defining C = maxi∈{1,...,m},α∈∆
∣∣∣∣∣∣∣∣∣X left,Hα b∗i ∣∣∣∣∣∣∣∣∣
1
we obtain
∣∣∣∣∣∣∣∣∣X left,Hw(ℓ) b∗(I)ℓ ∣∣∣∣∣∣∣∣∣R ≤ C |w(ℓ)|R.
The sum over w(1), . . . , w(|I|) has |I|
|w| many terms, since for each wk we can choose in which of
the |I| many sets we want to have it. Similarly for the other sum. In (3) we used that there are
at most k|w| many words of a given length |w| in W˜ and (4) holds, because we just added some
positive extra terms. 
Remark 3.8 For a fixed compact set K ⊆ C\Pλ the above proof shows that there is a constant
M ∈ R+ such that for any h¯ ∈ K we have∣∣∣∣∣∣p ∗′h¯ q∣∣∣∣∣∣R ≤ |||p|||RM |||q|||RM (3.5)
since Corollary 3.7 gives uniform estimates for all h¯ ∈ K.
3.2 Stein manifolds and extension of holomorphic functions
In this subsection we want to discuss extension properties of holomorphic functions on closed
complex submanifolds or, more generally, on analytic subsets of Stein manifolds. We will use
the results in the next section to identify the reduction-topology with the topology of locally
uniform convergence and to determine the completion of the space of polynomials with respect
to this topology. Since analytic subsets in a Stein manifold are a very natural setting to prove
the extendability results, we formulate them in this generality (even though we only need the
case of closed submanifolds most of the time). The content of this section has been known for
long and can be found e.g. in the textbook [22].
Definition 3.9 (Holomorphic convex hull) For a compact subset K of a complex manifold
M we define its holomorphic convex hull to be the set
KˆM = {z ∈M | |f(z)| ≤ sup
K
|f | for all f ∈ Hol(M)} . (3.6)
Definition 3.10 (Stein manifold) A complex manifold M of dimension n is said to be Stein
if
i.) for any compact subset K ⊆M its holomorphic convex hull KˆM is compact,
ii.) for every z ∈ M there are functions f1, . . . , fn ∈ Hol(M) that form a coordinate system
around z.
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Stein manifolds should be thought of as domains of holomorphicity for analytic functions of
several complex variables. Clearly Cn is Stein.
Definition 3.11 A subset V ⊆ M of a complex manifold is called analytic, if for every point
z ∈ M there is a neighbourhood U ⊆ M such that there is a family of holomorphic functions
fi ∈ Hol(U) with i ∈ J , J some index set, such that
V ∩ U = {z ∈ U | fi(z) = 0 for all i ∈ J} . (3.7)
Example 3.12 Any closed complex submanifold M of Cn is an analytic subset. Indeed, around
any z ∈ M we can find a submanifold chart, that is a neighbourhood U and coordinates z =
(z1, . . . , zn) such that M ∩U is given by the vanishing of the last n−dimM coordinates. Around
any z /∈M there is a neighbourhood U such that U ∩M = ∅ and we may pick f1 = 1.
Definition 3.13 A function f : V → C on an analytic subset V ⊆ M of a complex manifold
is called holomorphic, if for every point z ∈ V there is a neighbourhood U ⊆ M of z and a
holomorphic function g ∈ Hol(U) such that g
∣∣
V
= f .
Example 3.14 If V is a closed complex submanifold of Cn as in the last example, then this def-
inition of a holomorphic function coincides with the usual definition. Indeed, in any submanifold
chart a holomorphic function can be extended constantly along the last n − dimM variables,
giving a holomorphic function on a neighbourhood. The reverse implication is clear.
Proposition 3.15 Let V be an analytic subset of a Stein manifold M . Then Hol(V ) endowed
with the topology of locally uniform convergence is a Fréchet space.
Proof: It follows from the definition of analytic sets that V is closed. Therefore the restriction
of any compact exhaustion of M to V gives a compact exhaustion Ki of V . The seminorms
‖f‖Ki = supKi |f | define a countable system of seminorms inducing the topology of locally
uniform convergence. The completeness of Hol(V ) with respect to this topology is a non-trivial
result and proved in [22, Theorem 7.4.9]. 
The crucial property of analytic subsets of Stein manifolds is the following extendability property
for any holomorphic function on V .
Theorem 3.16 (Extendability of holomorphic functions) Let V be an analytic subset of
a Stein manifold M . Any function f ∈ Hol(V ) can be extended to a function f ∈ Hol(M). In
other words, the restriction map Hol(M)→ Hol(V ) is surjective.
Proof: See [22, Theorem 7.4.8]. 
Denote the functions of Hol(M) that vanish on V by I(V ). Note that the restriction map
Hol(M) → Hol(V ) descends to a map on the quotient, r : Hol(M)/I(V ) → Hol(V ). By the
previous theorem this map is surjective and it is clearly injective by definition of I(V ).
Corollary 3.17 If Hol(M)/I(V ) is endowed with the quotient topology of the topology of locally
uniform convergence and Hol(V ) is endowed with the topology of locally uniform convergence
then the map r is a homeomorphism.
Proof: We know that r is bijective, so it only remains to prove the continuity of r and r−1. Both
Hol(M) and Hol(V ) are Fréchet spaces (for Hol(V ) this is the statement of Proposition 3.15).
Since I(V ) is closed, Hol(M)/I(V ) is also a Fréchet space. Clearly the locally uniform con-
vergence of a sequence fi ∈ Hol(M) implies the locally uniform convergence of the sequence of
restrictions fi
∣∣
V
∈ Hol(V ) so the map r is continuous. The statement then follows from the open
mapping theorem for Fréchet spaces. 
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3.3 Characterizing the reduction-topology
It remains to determine the topology on Oˆλ, induced by the topology of locally uniform conver-
gence on CN×N . In this subsection, we show that it is indeed the topology of locally uniform
convergence and that the completion of the space of polynomials on Oˆλ with respect to this
topology is exactly the space of holomorphic functions on Oˆλ.
Recall that we consider Pol(CN×N ) with the topology Tlc of locally uniform convergence and
Pol(Oˆλ) with the reduction-topology Tred. There are two steps when defining the reduction-
topology. First, we quotient out the vanishing ideal of G to obtain a topology Tqu on Pol(G).
Second, we restrict Tqu to polynomials invariant under the right action of Gλ to obtain a topology
on Pol(Oˆλ).
Proposition 3.18 The reduction topology Tred coincides with the topology of locally uniform
convergence.
Proof: Since G is a closed submanifold ofCN×N , see Remark 1.10, it follows from Example 3.12
that it is an analytic subset. Applying Corollary 3.17 yields that Tqu is just the topology of locally
uniform convergence on G. It is then clear that by restricting to right Gλ-invariant functions,
we obtain again a topology of locally uniform convergence. This topology is by definition the
reduction-topology. 
Finally we would like to determine the completion P̂ol(Oˆλ) of Pol(Oˆλ) in the topology of locally
uniform convergence.
Proposition 3.19 We have P̂ol(Oˆλ) = Hol(Oˆλ).
Proof: The inclusion P̂ol(Oˆλ) ⊆ Hol(Oˆλ) is trivial, since the limit of a locally uniformly con-
vergent sequence of holomorphic functions is again holomorphic.
The other inclusion is easy if one uses that semisimple coadjoint orbits are affine algebraic
varieties, see Remark 1.10: In particular they are analytic subsets of g∗ and therefore we can
use Theorem 3.16 to extend any f ∈ Hol(Oˆλ) to a holomorphic function f˜ ∈ Hol(g
∗), which can
be approximated by polynomials. Restricting these approximating polynomials to Oˆλ gives a
sequence of elements of Pol(Oˆλ) converging locally uniformly to f .
Alternatively, we know that G is a closed subgroup of GL(N,C), so that the same argument
gives that any f ∈ Hol(G) can be approximated by pn ∈ Pol(G). Assume f ∈ Hol(G)
Gλ .
Let K be a maximal compact subgroup of G, so that Kλ = Gλ ∩ K is closed and therefore
compact. Averaging pn over Kλ gives a sequence p
′
n ∈ Pol(G)
Kλ that converges locally uniformly
to f . Now Lemma 1.15 implies that p′n is really Gλ-invariant, so π∗p
′
n ∈ Pol(Oˆλ) converges to
π∗f ∈ Hol(Oˆλ). 
We are now able to state and prove our main theorem.
Theorem 3.20 Let Oˆλ be a complex semisimple coadjoint orbit of a semisimple connected com-
plex Lie group. Then for any h¯ ∈ C \ Pλ the Alekseev–Lachowska star product ∗ˆh¯ on Pol(Oˆλ) is
continuous with respect to the topology of locally uniform convergence and extends to a continuous
product ∗ˆh¯ : Hol(Oˆλ)×Hol(Oˆλ)→ Hol(Oˆλ) on the space of all holomorphic functions on Oˆλ.
Proof: From Subsection 3.1 we know that the Alekseev–Lachowska star product is continuous
with respect to the reduction-topology. We showed in Proposition 3.18 that the reduction-
topology is the topology of locally uniform convergence. It follows from the previous proposition
that the completion of Pol(Oˆλ) is Hol(Oˆλ). 
Proposition 3.21 (Holomorphic dependence on h¯) For fixed holomorphic functions p, q ∈
Hol(Oˆλ) and x ∈ Oˆλ the map C \ Pλ → C, h¯ 7→ p ∗h¯ q(x) is holomorphic.
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Proof: By construction of the star product, the map C \ (Pλ ∪ {0}) → C, h¯ 7→ p
′ ∗ˆh¯ q
′(x) is
rational for p′, q′ ∈ Pol(Oˆλ). Assume that pn, qn are sequences of polynomials on Oˆλ such that
pn → p and qn → q locally uniformly. Since the estimates of Subsection 3.1 are locally uniform
in h¯, see Remark 3.8, it follows that pn ∗ˆh¯ qn → p ∗ˆh¯ q locally uniformly in h¯. But clearly the
evaluation at x is continuous, so that h¯ 7→ p ∗ˆh¯ q(x) is a locally uniform limit of rational functions
and therefore holomorphic. 
4 Real coadjoint orbits
In Subsection 4.1 we formulate explicitly what happens when we restrict the quantization of the
holomorphic functions on a complex semisimple coadjoint orbit constructed in the last section
to a real semisimple coadjoint orbit. We discuss positive linear functionals in Subsection 4.2 and
compare the algebras obtained for coadjoint orbits of real Lie groups with the same complexi-
fication in Subsection 4.3. Most results follow almost directly from the results in the complex
case.
4.1 Strict star products on real coadjoint orbits
Let us now restrict the quantization of the complex orbit to a real orbit. As in Subsection 2.3
let Oλ be a coadjoint orbit of a real semisimple connected Lie group G
R through a semisimple
element λ ∈ (gR)∗. According to Subsection 1.1 we can assume without loss of generality that
GR is linear, so that it has a complexification GC and that both are closed submanifolds of some
C
N×N . We choose a Cartan subalgebra hR ⊆ gR containing λ♯. Then we run the construction
of star products from the previous sections for the complexifications, giving a strict product on
Hol(Oˆλ). Define
A(Oλ) = im
(
( · )
∣∣
Oλ
: Hol(Oˆλ)→ C
∞(Oλ)
)
and A(GR) = im
(
( · )
∣∣
GR
: Hol(GC)→ C∞(GR)
)
.
(4.1)
Note that the arguments of Subsection 1.2 imply that an element f ∈ A(Oλ) determines a unique
element fˆ ∈ Hol(Oˆλ). Indeed, existence follows by definition of A(Oλ) and fˆ is determined by all
its derivatives at λ. Since the complexification of TλOλ is just TλOˆλ, see Lemma 1.8, it suffices to
take derivatives in the direction of TλOλ. But these derivatives are determined by f . A similar
reasoning holds for GR and GC. Compare the following proposition to Corollary 1.19.
Proposition 4.1 The following diagram commutes and all arrows are isomorphisms:
Hol(GC)G
C
λ Hol(Oˆλ)
A(GR)G
R
λ A(Oλ)
π∗
(·)
∣∣
GR
(·)
∣∣
Oλ
π∗
·ˆ
π∗
π∗
·ˆ
. (4.2)
Proof: We know from Subsection 1.1 that π∗ : Hol(Oˆλ) → Hol(G
C)G
C
λ is an isomorphism. In
the previous paragraph we explained that ·ˆ : A(Oλ) → Hol(Oˆλ) and ·ˆ : A(G
R) → Hol(GC)
are isomorphisms and as in Lemma 1.15 it follows that the same is true for ·ˆ : A(GR)G
R
λ →
Hol(GC)G
C
λ . Composing these isomorphisms we obtain that π∗ : A(Oλ) → A(G
R)G
R
λ is an
isomorphism. 
Since Pol(Oˆλ) ⊆ Hol(Oˆλ) it follows that Pol(Oλ) ⊆ A(Oλ). We can define a topology of extended
locally uniform convergence on A(Oλ) as follows: A sequence fn ∈ A(Oλ) converges to some
f ∈ A(Oλ) if and only if the sequence fˆn ∈ Hol(Oˆλ) converges locally uniformly to fˆ ∈ Hol(Oˆλ).
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Clearly the maps ·ˆ : A(Oλ) → Hol(Oˆλ) and ( · )
∣∣
Oλ
: Hol(Oˆλ) → A(Oλ) are both homeomor-
phisms. From Proposition 3.19 it follows that the closure of Pol(Oλ) with respect to the topology
of extended locally uniform convergence is A(Oλ).
Theorem 4.2 Let Oλ be a semisimple coadjoint orbit of a semisimple connected real Lie group.
Then for any h¯ ∈ C \ Pλ the Alekseev–Lachowska star product ∗h¯ on Pol(Oλ) is continuous with
respect to the topology of extended locally uniform convergence and extends to a continuous star
product ∗h¯ : A(Oλ)×A(Oλ)→ A(Oλ).
Proof: We know from (2.27) that ∗h¯ is just the restriction of ∗ˆh¯. Since the restriction is a
homeomorphism, it follows from the continuity of ∗ˆh¯ that ∗h¯ is also continuous. 
Corollary 4.3 (Holomorphic dependence on h¯) For fixed functions p, q ∈ A(Oλ) and x ∈
Oλ the map C \ Pλ → C, h¯ 7→ p ∗h¯ q(x) is holomorphic.
Proof: Since p ∗h¯ q is the restriction of pˆ ∗ˆh¯ qˆ to Oλ this follows from Proposition 3.21. 
4.2 Positive linear functionals
In this subsection we prove that for certain coadjoint orbits and certain values of h¯ the point
evaluation functionals of the star product algebras constructed in Subsection 4.1 are positive.
In order to have a meaningful notion of positivity we need a star involution on (A(Oλ), ∗h¯). Of
course, this star involution should be the restriction of the complex conjugation of C∞(Oλ), but
we need to prove that this restriction is well-defined.
Since gC ∼= gR⊗C we consider the complex conjugation · : gC → gC,X⊗ z 7→ X⊗ z. Using
the isomorphism ♭ : gC → (gC)∗ defined in Subsection 1.1 we obtain a complex conjugation
on (gC)∗, which by Proposition 1.9 restricts to a complex conjugation · : Oˆλ → Oˆλ. For any
f ∈ Hol(Oˆλ) consider the function f
∗ = · ◦ f ◦ · where the complex conjugation on the left is
the one of C. It is easy to see that f∗ is holomorphic
Tf∗ ◦ I = · ◦ Tf ◦ · ◦ I = · ◦ Tf ◦ I−1 ◦ · = · ◦ J−1 ◦ Tf ◦ · = J ◦ · ◦ Tf ◦ · = J ◦ Tf∗ ,
where we use I to denote the complex structure of Oˆλ and J to denote the complex structure
of C. Since · is the identity on Oλ ⊆ (g
R)∗, it follows that f∗
∣∣
Oλ
= f
∣∣
Oλ
. Consequently
restricting ∗ : Hol(Oˆλ) → Hol(Oˆλ) yields a map
∗ : A(Oλ) → A(Oλ) that agrees with the
complex conjugation.
Proposition 4.4 Let Oλ be a semisimple coadjoint orbit of a connected semisimple real Lie
group. Assume that the Cartan subalgebra hR used in the construction of a star product ∗h¯ is
compact. Then (f ∗h¯ g)
∗ = g∗ ∗h¯ f
∗.
Proof: As in the proof of Proposition 2.27 one argues that since hR is compact the coeffi-
cients pwiλ(αw) are real and more generally p
w
iλ/h¯(αw) = p
w
iλ/h¯(αw). From (A.1) we obtain that
Xα ⊗ Yα = Yα ⊗ Xα for both a compact and a non-compact root α ∈ ∆ˆ. Since Ψ(
∑
i ui ⊗
vi)(f, g) = Ψ(
∑
i vi ⊗ ui)(g, f) for any ui, vi ∈ U g
C such that [
∑
i ui ⊗ vi] ∈ ((U g
C/U gC ·
gCλ )
⊗2)G
R
λ and any f, g ∈ C∞(Oλ) the proposition follows from the formula for Fλ obtained in
Theorem 2.15. 
Hence we can consider A = (A(Oλ), ∗h¯,
∗) as a star algebra. A linear functional φ on a *-algebra
A is said to be positive if φ(a∗a) ≥ 0 for all a ∈ A .
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Theorem 4.5 Assume that Oλ is a semisimple coadjoint orbit of a real connected semisimple Lie
group GR. Assume that as in Section 2 we have chosen a Cartan subalgebra hR containing λ♯,
that hR is compact and that all roots in ∆ˆ are non-compact. Let ∗h¯ be the star product constructed
with respect to the ordering for which α ∈ ∆ˆ is positive if and only if (α, iλ) < 0. Then for all
ξ ∈ Oλ the point evaluation at ξ is a positive linear functional evξ : (Hol(Oλ), ∗h¯) → C if
h¯ ∈ (0,∞) \ Pλ and −
i
h¯(λ, µ) > (ρ, µ)−
1
2(µ, µ) for all µ ∈ N0∆ˆ
+ \ {0}.
If gC is a complex semisimple Lie algebra, then it has a split real form gR and there is a
compact Cartan subalgebra hR ⊆ gR. Let H ∈ hR, set λ = H♭ and consider Oλ. All roots are
non-compact and the ordering from the previous theorem is standard and makes Oλ a Kähler
manifold, see Corollary A.10. With this ordering − ih¯(λ, µ) > 0 for h¯ > 0. The right hand side
of the inequality in Theorem 4.5 can only be positive if |µ| ≤ 2|ρ| and there are only finitely
many such µ ∈ N0∆ˆ
+. Therefore there exists a constant M > 0 such that evξ : Hol(Oλ)→ C is
positive for all h¯ ∈ (0,M) \ Pλ.
Proof: The last condition of the theorem says precisely that piλ/h¯(µ) > 0 for all µ ∈ N0∆ˆ
+.
Therefore pwiλ/h¯(αw) > 0 for all w ∈ W˜ . For a non-compact root we have Xα = Yα according to
(A.1b). Consequently
Ψ
( ∑
w∈W˜
pwiλ/h¯(αw)
−1π+(Xw)⊗ π
−(Yw)
)
(f, f) =
∑
w∈W˜
pwiλ/h¯(αw)
−1π∗(X
left
w (π
∗f) · Y leftw (π
∗f))
=
∑
w∈W˜
pwiλ/h¯(αw)
−1π∗(X
left
w (π
∗f) ·X leftw (π
∗f)) ,
so that Ψ(
∑
w∈W˜ p
w
iλ/h¯(αw)
−1π+(Xw)⊗ π
−(Yw))(f , f)(ξ) ≥ 0. 
Similarly one can prove that the point evaluation is a positive linear functional for the Wick type
star product on a coadjoint orbit Oλ of a compact Lie group if h¯ ∈ (−∞, 0) \ Pλ satisfies the
condition of the theorem.
Example 4.6 (CPn and Dn) One checks easily that for the hyperbolic disc Dn all roots α0,i
and αi,0 (using the notation of Example 2.29) are non-compact, so that according to the previous
theorem point evaluations are positive linear functionals if h¯ ∈ (0,M) \ PDnλ for some constant
M > 0. Since SU(n+1) is compact, point evaluations forCPn are positive if h¯ ∈ (−M ′, 0)\PCP
n
λ .
However, the formulas for Fh¯ derived in Corollary 2.31 and Proposition 2.30 show that the
coefficients are always positive for h¯ ∈ (0,∞) \PDnλ on Dn and for h¯ ∈ (−∞, 0) \P
CPn
λ on CP
n
(note that since CPn is compact Xα = −Yα so the factor (−1)
n should not be viewed as part of
the coefficients). This shows that the previous theorem can be improved at least in some special
cases.
In physics we are interested only in positive values of Planck’s constant, so that the *-algebra
for the hyperbolic disc seems to be better suited for physical applications.
4.3 A generalized Wick rotation
In this short subsection we want to state an immediate corollary of the construction in the
previous sections. Let GR1 , G
R
2 be two connected semisimple real Lie groups with the same
complexification GC. Assume λ ∈ (gR1 )
∗ ∩ (gR2 )
∗ where we view gR1 and g
R
2 as Lie subalgebras
of gC. Denote the coadjoint orbits of GR1 and G
R
2 through λ by O
1
λ and O
2
λ, respectively. There
is an isomorphism Pol(O1λ)→ Pol(O
2
λ) given by composing the map Pol(O
1
λ) ∋ p 7→ pˆ ∈ Pol(Oˆλ)
with the restriction to O2λ. Here Oˆλ is the coadjoint orbit of G
C through λ. It turns out that
this isomorphism is still an isomorphism of the completed quantum algebras.
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Theorem 4.7 Let GR1 and G
R
2 be two real semisimple connected Lie groups with a common com-
plexification GC and assume that λ ∈ (gR1 )
∗∩(gR2 )
∗ is semisimple. Then the algebras (A(O1λ), ∗
1
h¯)
and (A(O2λ), ∗
2
h¯) constructed with respect to the same Cartan subalgebra h and the same ordering
are isomorphic.
Proof: Both algebras are isomorphic to (Hol(Oˆλ), ∗ˆh¯). 
Example 4.8 (CPn and Dn) We know from Example 2.32 and Example 2.33 that CP
n and
Dn are coadjoint orbits of the Lie groups SU(n+1) and SU(1, n) through the same element. So
the previous proposition implies that the star product algebras on CPn and Dn are isomorphic
if we choose the same ordering in the construction of the star products. Choosing the ordering
that makes CPn Kähler implies that the Wick type star product on CPn is isomorphic to the
anti-Wick type star product on Dn. (A star product is of anti-Wick type if the first argument is
derived in antiholomorphic directions and the second argument is derived in holomorphic ones.)
Similarly the anti-Wick type star product algebra on CPn is isomorphic to the Wick type star
product algebra on Dn. With a bit more effort one can actually prove that the Wick type star
product for h¯ on CPn is isomorphic to the Wick type star product for −h¯ on Dn.
Note that Theorem 4.7 only gives an algebra homomorphism between A(O1λ) and A(O
2
λ). If we
view these algebras as *-algebras with the star involution considered in the last subsection then
they are in general not *-isomorphic! In fact the isomorphism of Theorem 4.7 is an isomorphism
of *-algebras if and only if the induced involutions on Pol(Oˆλ) agree.
A G-finite functions, complex structures and some proofs
In Appendix A.1 we prove Proposition 1.17 using the concept ofG-finite functions. In Appendix A.2
we prove Proposition 1.22 and Proposition 1.26. Finally we recall some facts about complex
structures on coadjoint orbits in Appendix A.3.
A.1 G-finite functions
In this subsection we prove Proposition 1.17 using G-finite functions.
Definition A.1 (G-finite functions) Let M be a manifold with an action of a Lie group G.
Then f ∈ C∞(M) is said to be G-finite if the vector space span{g ⊲ f , g ∈ G} is finite dimen-
sional. We denote the space of G-finite functions on M by FinG(M) or just by Fin(M) if G is
clear from the context.
Here g ⊲ f denotes the smooth function on M defined by g ⊲ f(m) = f(g−1 ⊲ m). We will use
this definition for M = G and the action L and for M = Oˆλ and the coadjoint action of G
C.
Lemma A.2 Let GC be a matrix Lie group. Polynomials on GC and polynomials on Oˆλ are
GC-finite.
The similar statements for a real Lie group are also true, but we will not need them in the
following.
Proof: For g ∈ GC we have that g ⊲ Pij is a linear combination of some Pkℓ since the action by
left multiplications is linear. If p ∈ Pol(GC) is a product of n polynomials Pij , then g ⊲ p is in
the linear span of products of up to n many polynomials Pkℓ, which is a finite dimensional space.
For Oˆλ the action of G
C on Pol(Oˆλ) is induced by the adjoint action of G
C on S(gC). The
lemma then follows because the adjoint action preserves the degree of a symmetric tensor. (This
says that if p = X1 . . . Xn ∈ Pol(Oˆλ) with X1, . . . ,Xn ∈ g
C then g ⊲ p = AdgX1 . . .AdgXn and
the proof is finished by taking linear combinations.) 
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Proposition A.3 For a complex semisimple connected Lie group GC, GC-finite holomorphic
functions on Oˆλ are polynomials.
Proof: Hol(Oˆλ) is isomorphic to Hol(G
C)G
C
λ as a GC-module. The restriction to a maximal
compact Lie subgroup K ⊆ GC is an injective K-module homomorphism to L2(K) (square-
integrable functions on K with respect to the left-invariant Haar measure), so that we may
view Hol(GC)G
C
λ and Hol(Oˆλ) as K-submodules of L
2(K). In particular, they are completely
reducible as K-modules and therefore also as GC-modules. Each irreducible module of highest
weight ν appears only finitely many times in L2(K) and thus also in Hol(Oˆλ).
The scalar product of L2(K) is K-invariant and therefore any irreducible modules of different
highest weights are orthogonal. Restricting the scalar product to Hol(Oˆλ) gives that Hol(Oˆλ)
ν
is orthogonal to Hol(Oˆλ)
ν′ if ν 6= ν ′.
Assume f ∈ Fin(Oˆλ) is holomorphic and not in Pol(Oˆλ). We can without loss of generality
assume that f ∈ Fin(Oˆλ)
ν for some weight ν. (Indeed, we can write f =
∑
µ f
µ with fµ ∈
Fin(Oˆλ)
µ and only finitely many fµ are non-zero because f is GC-finite. One of these fµ is not
in Pol(Oˆλ).) Furthermore we can choose f orthogonal to Pol(Oˆλ)
ν (which is finite dimensional)
and therefore orthogonal to Pol(Oˆλ). However, this space is dense inHol(Oˆλ) because polynomials
on K are dense in L2(K). 
Corollary A.4 The map π∗ : Pol(Oˆλ)→ Pol(G
C)G
C
λ is an isomorphism.
Proof: It only remains to show that π∗ is surjective (see Proposition 1.17). Any element f ∈
Pol(GC)G
C
λ is GC-finite by Lemma A.2. Then its image under the GC-equivariant isomorphism
π∗ : Hol(G
C)G
C
λ → Hol(Oˆλ) is also G
C-finite because finite dimensionality of span{g ⊲ f} implies
finite dimensionality of span{g ⊲ π∗f} = span{π∗(g ⊲ f)}. The previous proposition implies that
the GC-finite element π∗f ∈ Pol(Oˆλ) is a polynomial. It is mapped to f by π
∗. 
With similar methods as in this subsection one can prove that GC-finite functions on GC coincide
with polynomials on GC. Since the definition of GC-finite functions does not depend on a repre-
sentation of GC as a linear group, it follows that our definition of polynomials in Definition 1.11
is indeed independent of the representation. This implies the same result for GR.
A.2 Proofs of Proposition 1.22 and Proposition 1.26
All Lie groups and Lie algebras in this subsection are real (except for the few cases where we
consider the complexified universal enveloping algebra), so we drop any superscripts R for better
readability.
We say a k-differential operator is of order K ∈ Zk at a point p ∈ M if when written in a
local chart U around p as in (1.9) we have cI1,...,Ik(p) = 0 whenever |Ij| > Kj for some 1 ≤ j ≤ k.
If I, J ∈ Nn0 are multiindices, we write I ≤ J if Ii ≤ Ji for all 1 ≤ i ≤ n. We use X
I as a
shorthand for XI11 . . . X
In
n ∈ U g if X1, . . . ,Xn ∈ g.
Proof of Proposition 1.22: Choose a basis {X1, . . . ,Xn} of g, then {X
left
1
∣∣
e
, . . . ,X leftn
∣∣
e
} is
a basis of the tangent space TeG and we can choose a chart U around e with local coordinates
(x1, . . . , xn) such that ∂xi
∣∣
e
= X lefti
∣∣
e
.
Assume ~u =
∑
I1,...,Ik∈N
n
0
cI1,...,IkX
I1 ⊗ . . . ⊗ XIk 6= 0 with only finitely many cI1,...,Ik 6= 0.
Choose I1, . . . , Ik in such a way that cI1,...,Ik 6= 0 and cJ1,...,Jk = 0 whenever Ii ≤ Ji and
(I1, . . . , Ik) 6= (J1, . . . Jk). For ~f = (x
I1 , . . . , xIk) we compute ~uleft ~f(e) = I1! . . . Ik!cI1,...,Ik 6= 0.
So ~uleft 6= 0 and ( · )left is injective.
Note that (XI1)leftf1 · . . . ·(X
Ik)leftfk = ∂
I1
x f1 · . . . ·∂
Ik
x fk+D
′(f1, . . . , fk) where the order of D
′
at e is strictly smaller than (|I1|, . . . , |Ik|). So by induction we can find coefficients cI1,...,Ik ∈ C
for any k-differential operator D such that D(f1, . . . , fk)(e) =
∑
I1,...,Ik∈N
n
0
cI1,...,Ik(X
I1)leftf1(e) ·
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. . . · (XIk)leftfk(e). If D is also left-invariant, then D and (cI1,...,IkX
I1 ⊗ . . .⊗XIk)left agree at e
and therefore everywhere on G by left-invariance. This proves surjectivity. 
The proof of Proposition 1.26 is similar. We need the following lemma to simplify the local
calculations.
Lemma A.5 Given a basis B = {X1, . . . ,Xn} of g such that B
′ = {Xn−r+1, . . . ,Xn} is a basis
of h we can choose coordinates x = (x1, . . . , xn) around e on G such that
i.) for any g ∈ G its fiber gH is given locally as {x(g)} + {0} ×Rh,
ii.) the left-invariant vector fields agree with coordinate vector fields at e ∈ G, that is X lefti
∣∣
e
=
∂xi
∣∣
e
.
Given such coordinates we may identify G/H locally with Rn−r × {0}. Then (x1, . . . , xn−r) are
coordinates on G/H and the map π : G→ G/H is given as the projection to the first coordinates.
Proof: It is well known that π : G→ G/H is a principal bundle, therefore we can choose a local
trivialization π−1(U)→ U×H on a small neighbourhood U of eH in G/H. Choosing coordinates
on U and on a neighbourhood of the identity of H, we obtain coordinates x′ on π−1(U) ⊆ G
satisfying property i.). Since all X lefti are linearly independent we can write X
left
i
∣∣
e
= Aij∂(x′)j
∣∣
e
for some invertible matrix A and since X lefti is tangential to H ⊆ G for i > n− r, it follows that
Aij = 0 for i > n − r, j ≤ n − r. Then the coordinates x = (A
−1)Tx′ satisfy both properties of
the lemma. 
Lemma A.6 The map Ψ from Proposition 1.26 is injective.
Proof: Let r = dim h and n = dim g ≥ r. We can choose a basis B = {X1, . . . ,Xn} of
g such that B′ = {Xn−r+1, . . . ,Xn} is a basis of h. According to the Poincare-Birkhoff-Witt
theorem {XI | I ∈ Nn0} is a basis of the universal enveloping algebra U g
C. Setting XI1⊗...⊗Ik =
XI1 ⊗ . . .⊗ XIk ∈ (U gC)⊗k where I1, . . . , Ik ∈ N
n
0 are all multiindices, we obtain that
{XI1⊗...⊗Ik | I1, . . . , Ik ∈ N
n
0}
is a basis of (U gC)⊗k,
{XI1⊗...⊗Ik | I1, . . . , Ik ∈ N
n
0 , (Ii)j > 0 for some 1 ≤ i ≤ k and some j > n− r}
is a basis of the ideal I defined just before Lemma 1.25 and
{XI1⊗...⊗Ik | I1, . . . , Ik ∈ N
n
0 , (Ii)j = 0 for all 1 ≤ i ≤ k, j > n− r} =
= {XI1⊗...⊗Ik | I1, . . . , Ik ∈ N
n−r
0 }
is a basis of a complement C of I in (U gC)⊗k. Injectivity of Ψ means that 0 is the only element
of C on which Ψ vanishes.
Given a non-zero element ~u =
∑
I1,...,Ik∈N
n−r
0
cI1,...,IkX
I1⊗...⊗Ik ∈ C we will construct some
~f ∈ C∞(G/H)k such that Ψ([~u])(~f) 6= 0. Let us assume that (I1, . . . , Ik) are chosen such that
cI1,...,Ik 6= 0 and such that for any other tuple (J1, . . . , Jk) of multiindices with Ii ≤ Ji and
(I1, . . . , Ik) 6= (J1, . . . , Jk) we have cJ1,...,Jk = 0. Choose coordinates x around e on G as in
the previous lemma and let y be the induced coordinates on G/H. Set ~f = (yI1 , . . . , yIk), then
π∗ ~f = (xI1 , . . . , xIk). This implies that Ψ([~u])(~f)(eH) = ~uleft(π∗ ~f)(e) = I1! . . . Ik!cI1,...,Ik 6= 0. 
Lemma A.7 The map Ψ from Proposition 1.26 is surjective.
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Proof: We claim that for any k-differential operator D on G/H we can find ~u ∈ (U gC)⊗k such
that
~uleft(π∗ ~f)(e) = π∗(D~f)(e)
holds for all ~f ∈ C∞(G/H)k. We prove this claim by induction on the order K of D at eH. If
Ki < 0 for some 1 ≤ i ≤ k, then we can use ~u = 0. For the induction step, assume that the claim
is already proven for any k-differential operator of order strictly smaller than K at eH. Choose
coordinates x around e on G as in Lemma A.5 and denote the induced coordinates on G/H by
y. Locally we can write
D(f1, . . . , fk) =
∑
I1,...,Ik∈N
n−r
0
cI1,...,Ik · ∂
I1
y f1 · . . . · ∂
Ik
y fk
with cI1,...,Ik ∈ C
∞(G/H) satisfying cI1,...,Ik(eH) = 0 whenever |Ii| > Ki for some 1 ≤ i ≤ k.
Define a k-differential operator DG on G by
DG(f
′
1, . . . , f
′
k) =
∑
I1,...,Ik∈N
n−r
0
cI1,...,Ik ◦ π · ∂
I1
x f
′
1 · . . . · ∂
Ik
x f
′
k .
Then DG(π
∗ ~f)(e) = π∗(D~f)(e). Set ~u1 =
∑
I1,...,Ik∈N
n−r
0
cI1,...,Ik(π(e))X
I1 ⊗ . . . ⊗ XIk ∈
(U gC)⊗k. Note that D′G = DG − ~u
left
1 has a strictly smaller order than DG at e since X
left
i
∣∣
e
=
∂xi
∣∣
e
. There are functions c′I1,...,Ik ∈ C
∞(G) such that we can express D′G in local coordinates as
D′G(f
′
1, . . . , f
′
k) =
∑
I1,...,Ik∈N
n
0
c′I1,...,Ik · ∂
I1
x f
′
1 · . . . · ∂
Ik
x f
′
k .
Finally, we obtain a k-differential operator D′ on G/H of strictly smaller order at eH than D
by letting
D′(f1, . . . , fk) =
∑
I1,...,Ik∈N
n−r
0
c′I1,...,Ik( · , 0)∂
I1
y f1 · . . . · ∂
Ik
y fk .
It fulfils D′G(π
∗ ~f)(e) = π∗(D′ ~f)(e). Using the induction hypothesis we find ~u′ ∈ (U gC)⊗k such
that ~u′left(π∗ ~f)(e) = π∗(D′ ~f)(e). Now
(~u1 + ~u
′)left(π∗ ~f)(e) = (DG −D
′
G)(π
∗ ~f)(e) + π∗(D′ ~f)(e) =
= π∗(D~f)(e) − π∗(D′ ~f)(e) + π∗(D′ ~f)(e) = π∗(D~f)(e) ,
proving the claim.
Assume that D is in addition left-invariant. Writing Lx : G/H → G/H also for the action of
x ∈ G on G/H we compute
~uleft(π∗ ~f)(x) = L∗x~u
left(π∗ ~f)(e) = ~uleft(L×kx )
∗(π∗ ~f)(e) = ~uleftπ∗((L×kx )
∗ ~f)(e) =
= π∗(D(L×kx )
∗ ~f)(e) = π∗(L∗xD
~f)(e) = L∗xπ
∗(D~f)(e) = π∗(D~f)(x) .
Thus ~uleft(π∗ ~f) = π∗(D~f). Finally, we need to show that ~u has the correct invariance properties
under the adjoint action of H. Define Rg : G→ G, Rg′(g) = gg
′. Since R∗hπ
∗(Df) = π∗(Df) for
h ∈ H we obtain R∗h~u
leftπ∗ ~f = ~uleftπ∗ ~f and therefore
Ψ([Adh ~u])~f(gH) = (Adh ~u)
left(π∗ ~f)(g) = (~uleftπ∗ ~f)(gh) =
= R∗h~u
leftπ∗ ~f(g) = ~uleftπ∗ ~f(g) = Ψ([~u])~f(gH)
for all ~f ∈ C∞(G/H)k and all g ∈ G. So [Adh ~u]− [~u] ∈ kerΨ. The proof of injectivity showed
that this kernel is 0, implying ~u ∈ Uinv and therefore proving surjectivity. 
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A.3 Complex structures on coadjoint orbits
All results of this subsection are classical and well-known, see for example [8] for a summary.
Most Lie groups and Lie algebras in this subsection are real, so we drop superscripts R.
Let G be a real semisimple Lie group and λ ∈ g∗ be a semisimple element. Assume that h ⊆ g
is a Cartan subalgebra containing λ♯ and that h is compact. Let θ be a Cartan involution with
Cartan decomposition g = k ⊕ p satisfying h ⊆ k. Denote the complexification of g by gC and
let · be the complex conjugation with respect to g. Recall that a root α ∈ h∗ is called compact
if θ(X) = X for X ∈ gα and non-compact if θ(X) = −X. (The root spaces gα are subspaces of
the complexification gC of g.) We can always choose Xα ∈ g
α such that B(Xα,X−α) = 1 and if
[Xα,Xβ] = Nα,βXα+β , then N−α,−β = −Nα,β (see [8, Section 3]). In this case,
−X−α = Xα and i(Xα +X−α),Xα −X−α ∈ g if α is compact, (A.1a)
X−α = Xα and i(Xα −X−α),Xα +X−α ∈ g if α is non-compact. (A.1b)
Introduce m =
⊕
α∈∆ˆ g
α ∼= gC/gCλ . Given an invariant ordering of ∆ˆ, see Definition 2.9, we
define I : m → m by extending Xα 7→ iXα if α ∈ ∆ˆ
+, Xα 7→ −iXα if α ∈ ∆ˆ
− linearly.
Clearly I2 = −id. One checks that both for a compact and a non-compact root I restricts to an
endomorphism of g ∩ (gα ⊕ g−α), from which it follows that I restricts to a map g ∩m→ g ∩m,
squaring to −id. Furthermore I is gλ-invariant, meaning I([A,B]) = [A, I(B)] for A ∈ gλ and
B ∈ m. Indeed, it suffices to check this for A = Xα, α ∈ ∆
′ or A ∈ h and B = Xβ, β ∈ ∆ˆ, which
follows from the invariance of the ordering.
Taking fundamental vector fields (see Subsection 1.1) gives an isomorphism g/gλ → TλOλ so
upon identifying m∩ g with g/gλ we obtain an isomorphism m∩ g→ TλOλ. Therefore I induces
an endomorphism of TλOλ squaring to −id. This endomorphism is invariant under gλ since I
is. Consequently it extends to a G-invariant endomorphism of TOλ that is an almost complex
structure. One can check that the Nijenhuis-torsion of I vanishes, so that it is integrable, and
thus defining a G-invariant complex structure on Oλ.
Theorem A.8 Let Oλ be a coadjoint orbit of a real semisimple Lie group G. Assume that h is
a compact Cartan subalgebra containing λ♯. Then G-invariant complex structures on Oλ are in
bijection with invariant orderings of ∆ˆ via the construction described above.
Proof (Sketch): We have already seen that invariant orderings of ∆ˆ give complex G-invariant
structures. On the other hand, given a complex structure it determines a map TλOλ → TλOλ
and complexifying yields I : m → m with I2 = −id. Since this map is invariant under h it must
fix the root spaces, so Xα 7→ icαXα with cα = ±1. Since it fixes the real tangent space, we must
have cα = −c−α. The Nijenhuis torsion of the complex structure vanishes, which implies that
∆ˆ+ = {α ∈ ∆ˆ | cα = 1} defines an ordering. Finally invariance under the whole Lie algebra gλ
gives that this ordering is invariant. 
Proposition A.9 If Oλ is a coadjoint orbit of a compact semisimple Lie group K, then Oλ has
a unique K-invariant complex structure I that makes (Oλ, I, ωKKS) a Kähler manifold and this
complex structure corresponds to an ordering for which α ∈ ∆ˆ is positive if and only if (α, iλ) > 0.
Note that α attains purely imaginary values on k, whereas λ attains real values. Therefore
(α, iλ) ∈ R. The ordering for which α ∈ ∆ˆ+ if (α, iλ) > 0 is standard (see Subsection 2.2).
Proof: Since K is compact, it follows that any root is compact. For α, β ∈ ∆ˆ we calculate
g(Xα,Xβ) = ωKKS(Xα, IXβ) = cβλ([Xα,Xβ ]), which is non-zero only if α = −β. In this case
g(Xα,X−α) = −icαλ(α
♯) = −icα · (α, λ). Then
g(i(Xα +X−α), i(Xα +X−α)) = 2icα · (α, λ) and g(Xα −X−α,Xα −X−α) = 2icα · (α, λ) .
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If g is positive definite, then we must have cα = 1 if (α, iλ) > 0 for α ∈ ∆ˆ and it is easy to see
that these cα really define an invariant ordering and therefore a complex structure. 
Note that the situation is more complicated if G is non-compact, but h is compact, since we
may then have both compact and non-compact roots. The condition for g being positive definite
then becomes cα = 1 if either α is a compact root and (α, iλ) > 0 or if α is a non-compact
root and (α, iλ) < 0. If these conditions define an invariant ordering, then Oλ has a G-invariant
Kähler structure (which is unique according to the above discussion). One can give more explicit
criteria for when the conditions above define an invariant ordering, see [8], but we only need the
following easy case.
Corollary A.10 If all roots are non-compact, then (Oλ, I, ωKKS) is a Kähler manifold with the
ordering for which α ∈ ∆ˆ is positive if and only if (α, iλ) < 0.
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