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Abstract—Medical instrument detection is essential for com-
puter assisted interventions, since it would facilitate the surgeons
to find the instrument efficiently with a better interpretation,
which leads to a better outcome. This article reviews medical
instrument detection methods in ultrasound-guided interven-
tion. First, we present a comprehensive review for instrument
detection methodologies, which include traditional non-data-
driven methods and data-driven methods. The non-data-driven
methods were extensive studied prior to the era of machine
learning, i.e. data-driven approaches. We discuss the main clin-
ical applications of medical instrument detection in ultrasound,
including anesthesia, biopsy, prostate brachytherapy and cardiac
catheterization, which were validated on clinical datasets. Finally,
we selected several principal publications to summarize the key
issues and potential research directions for the computer assisted
intervention community.
Index Terms—Medical instrument, ultrasound-guided inter-
ventions, B-mode, review.
I. INTRODUCTION
With the fast development of technology and applying this
in healthcare, a more effective treatment during surgery is
continuously desirable, which allows people to have better
treatment in a less invasive manner. To achieve an effective
surgical procedure, advanced medical imaging systems such
as ultrasound and X-ray are required, which offer surgeons
accurate visualization and measurement of anatomical struc-
tures while displaying the interventional activities within the
human body. These systems enable the guidance of a medical
instrument inside the patient body without open incision by
adopting a needle puncture or catheter insertion, which is
commonly known as image-guided minimally invasive inter-
vention [1], [2], [3], [4]. This approach is being increasingly
adopted in many surgical applications because of its lower
risk, shorter recovery time and reduced cost. Moreover, with
advanced computer vision and signal processing techniques,
it is possible to obtain operation-related data with higher
quality in an efficient way, which drives researchers to improve
interventional solutions by analyzing the image.
The importance of medical imaging systems and the amount
medical data are rapidly growing in the past years. These
strong developments in medical imaging enable novel ap-
plications to be applied in the area of minimally invasive
surgery. Among the key imaging modalities used in image-
guided minimally invasive surgery, such as X-ray computed
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tomography (CT), magnetic resonance imaging (MRI) and ul-
trasound (US), US imaging has received significant attention in
recent years, because of its advantages, like wide availability,
harmless radiation-free operation and real-time performance
[1]. Furthermore, US offers the unique benefits of a wide
range of transducers that can be used in different application
scenarios from operation room to emergency medical units [5].
As a consequence, US-guided interventional procedures are
broadly investigated and applied in different applications, such
as biopsy [6], [7], regional anesthesia [8], ablation [9], [10] and
prenatal diagnosis and therapy [11]. Guided by US imaging,
automated detection of the instrument during the procedure
is essential for the intervention, since it would simplify the
manipulations on either the US equipment or its transducer,
which reduces the efforts of the sonographer or surgeon to
find the instrument inside the body and perform the medical
operations. By doing so, the intervention can be performed
in a simple but more effective manner, which is beneficial to
both patient and surgeons.
Existing approaches for instrument detection can be clas-
sified as follows. First, instrument detection based on exter-
nal or internal sensing devices, such as fiber sensing [12],
Electromagnetic tracking [13], and robotic-guided detection
[14]. Second, purely image-based approaches, without apply-
ing any supplementary sensors or devices. Although external
sensing-based methods have achieved promising results, the
relatively high cost of equipment and the involved complicated
system set up in the operation room have hampered their
broad acceptance. In contrast, many image-based approaches
have been proposed to detect the medical instrument in US
images. Starting with the instrument modeling by simple
ultrasound image intensity analysis in the early work up to
the latest developed deep learning-based segmentation, various
approaches have been introduced. As illustrated in Fig. 1 (a),
the first work on medical instrument detection appeared in
2002, though the number of papers grew rapidly after 2012.
Based on extensive analysis and literature review, this paper
presents a broad review on image-based instrument detection
in ultrasound for minimally invasive interventions. To the best
of our knowledge, this is the one of the first comprehensive
reviews on medical instrument detection in US imaging.
The review article is organized as follows. First, Section II
involves the review of the methodologies, which clusters
the related literature into non-data-driven and data-driven
approaches. More specifically, non-data-driven methods are
grouped as they are based on a-priori assumptions on the
medical instrument shape via the local image intensity dis-
tribution of voxels or pixels. As a consequence, it mainly in-
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2Fig. 1. Breakdown of the papers included in this review (a) in year of publications until April 2020, (b) instrument detection methods (Section II), and (c)
major clinical applications (Section III). The total number of papers for this review article is 65, the last update to the included paper was on June 1, 2020.
cludes parametrical space-based methods and physical space-
based methods, since they detect the instrument in parametric
transformation and normal physical space, respectively. Data-
driven methods are based on vastly studied machine learning
approaches. More specifically, the instrument-related informa-
tion can be modeled and learned from the data itself, and is
categorized into handcrafted feature-based methods and recent
deep learning-based methods. The above classification is based
on the dominant methodology of the literature, which can also
include pre-/post-processing in the considered framework. The
overview of the ratio of published papers is summarized in
Fig. 1 (b). Second, Section III discusses the related clini-
cal applications, such as anesthesia therapy, biopsy, prostate
brachytherapy and cardiac interventions with catheters, of
which a literature overview is summarized in Fig. 1 (c). Third,
Section IV systematically discusses the evaluation methods,
dataset descriptions and experimental performance of these
papers. Fourth, Section V presents examples of the principal
publications in the area. Meanwhile, it includes discussions
on the key issues and potential research directions in the
computer-assisted intervention area based on these principal
articles. Finally, conclusions are given in Section VI.
II. INSTRUMENT DETECTION METHODS
In this section, we have segmented the instrument detection
methods into two classes: non-data-driven methods and data-
driven methods. Specifically, the non-data-driven methods
mostly originate from the period earlier than the era of
machine learning. This is explained by considering that the
initial studies were conducted with limited ultrasound data and
hardware support. Later on, driven by the rapid development
of computing hardware and software, such as faster GPUs
with larger memories, advanced US imaging systems and
open-source machine learning toolboxes, instrument detection
solutions have been converging to data-driven methods, which
are commonly denoted as machine learning.
A. Non-data-driven Methods
As for preliminary non-data-driven studies in instrument
detection, there are two major classes based on a-priori knowl-
edge of the instrument in US, which are called parametric
space methods and physical space methods. More specifically,
the parametric space method detects the instrument by ap-
plying some spatial transformation, i.e. spatial transformation
from physical space to parameter space, on an intensity or
thresholded image with prior knowledge of the tool. As
for the physical space method, it performs mathematical or
geometrical modeling in the physical space with the standard
spatial coordinate system.
1) Parametric space methods: The methods of this category
apply a spatial parametric transformation on US images with
prior shape knowledge of the instruments, assuming e.g. a
straight or curved line in 2D or 3D space. With the prior
shape information, the instrument has strong response af-
ter some projection-based spatial parametric transformation,
which accumulates the pixel or voxel intensities along the
instrument propagation with respect to spatial location and
direction. Here, it is assumed that the instruments yield a
higher intensity value than background in the B-mode or
thresholded US images. Ding et al. [15], [16] proposed to
segment a needle in 3D US by applying spatial projection from
3D to 2D thresholded volumetric data, which iteratively adjusts
the projection direction in 3D space to minimize the projected
needle area in the 2D plane. Okazawa et al. [17] introduced
the use of the 2D Hough Transformation with prior knowledge
of the needle insertion angle. The pixel values along the
estimated direction are accumulated to generate a histogram
of the projected voxels, which produces the corrected needle
direction with post-processing, including iteratively direction
rotation, points rejections, etc. Zhou et al. [18], [19] and Qiu et
al. [20] presented a 3D Hough Transformation-based method
on a thresholded volumetric image, which selects the highest
accumulated values in the transformed space as the spatial
parameters of the needle. Similarly, Radon Transformation-
based Parallel Integral Projection [21] on the voxel intensity
was introduced by Barva et al. to detect the straight electrode
in 3D US images. The instrument is detected as the maximized
response point in the Radon parametric space, which accumu-
lates the voxel intensity values along the propagation of the
instrument, as shown in Fig. 2. However, the essential insight
of their methods is similar to the Hough Transformation-based
approaches, except for the case of thresholding. Later on, the
Hough Transformation method was also applied on the 2D
images, by projecting 3D images using a ray-casting approach
[22]. Recently, Beigi and Rohling have employed temporal in-
formation to enhance the ability of the Hough Transformation
[23], which detects the needle in the 2D+T(time) US images.
Moreover, Daoud et al. have proposed to apply the 2D Hough
3Transformation technique to needle localization in 2D B-mode
[24] images, where they also introduced Power Doppler as
extra information, improving the performance over only B-
mode methods.
Fig. 2. Overview of Parallel Integral Projection (PIP) method by Barva et al.
[21]. (a) PIP transform: the integral of the image intensity is calculated along
a line given by the point Q = [u, v] and a vector w. (b) Evaluation of the
PIP transformation of a 3-D image. The electrode is represented by a cylinder
M . In this particular configuration, the parallel integral is maximized when
the line of integration is identical with the electrode axis.
Above methods have some prior knowledges for the instru-
ment detection: (1) instruments are straight or little bit curved
in the images, which can be modeled by accumulating the
values along the instrument axis through spatial transforma-
tion; (2) the instrument has higher intensity values than the
background such that a simple threshold or intensity-based
transformation can be directly applied to detect the target.
With the previous assumptions, most methods were validated
based on computer simulations [21] or phantom environment
(in-vitro) [15], [17], [18], [19], [20], but in most works the
challenges and difficulties were underestimated for instrument
detection in noisy B-mode images. Although there were some
studies [15], [18], [20], [23] that considered more challenging
datasets from isolated tissue or even patient data, i.e. ex-vivo
and in-vivo datasets, the simplified voxel thresholding without
sufficient local or contextual information hampers the capacity
of the detection algorithms by introducing too much outliers or
giving an under-segmented instrument. In contrast, instrument
model-fitting methods with proper pre-processing could be
more suitable to model the instrument in B-mode images and
improve the detection performance [25].
2) Physical space methods: The preliminary study for
instrument modeling can be traced back to Novotny et al.
[26], since they modeled the catheter as a voxel cluster
with longest and straightest connectivity groups, which was
implemented based on Principle Component Analysis (PCA).
With this initial study, a texture-based instrument segmentation
method [27] was proposed in 3D US images by applying
Expectation-maximization, local texture analysis and PCA,
which iteratively segments the instrument from an in-vitro
dataset. Zhao et al. introduced 3D gradient orientation to
calculate the instrument phase information [28], which seg-
ments the needle by applying Line-Support-Region analysis
for grouped regions. Similar to this local gradient analysis, a
histogram analysis method was designed by McSweeney et al.
[29] to threshold the US image, which localizes the needle by
morphological operation and line fitting. The Frangi vesselness
filter [30] was considered to better describe the instrument
and filter out instrument-related points in US images, based
on assumptions on the high contrast of instrument edges
compared to background and a tubular structure [31], [32],
[33], [34]. Although these methods may include different pre-
/post-processing steps, the core idea of them is to extract
tubular-like structures by Hessian matrix analysis for local
intensity distributions. Further processing steps range from
a simple thresholding [31], [32], [35] to Random sample
consensus (RANSAC) model-fitting [34] with Kalman filtering
in time sequence-based US datasets [36], [33]. Moreover, the
local Hessian matrix is also applied to detect the shadow of
steep needles in 3D US [37], which automatically extracts the
2D slice containing the needle for in-plane visualization.
Beside the above vesselness filter-based methods, template
matching with a pre-defined catheter filter was proposed by
Cao et al. [38], which considered a 3D catheter template for
candidate voxel selection. The resulting images were opti-
mized by a likelihood map with shape measurement. Similarly,
automatically optimized Gabor filter methods [39], [40], [41],
[42], [43] were used with different image processing steps
for needle segmentation in 2D US. Specifically, Kaya et al.
[39], [40], [41] proposed to employ a two-stage method for
needle localization based on Gabor filtering with an optimized
insertion angle estimation. First, the Otsu’s method is applied
to obtain the binary image. Then, the needle in the binarized
image is localized by RANSAC model-fitting, which generates
the region-of-interest (ROI) for needle-tip probability mapping
and localizes the tip. Their methods were validated with
static images [39] and real-time video [40]. Moreover, they
further implemented a simulation platform for needle tracking
[41] for real-time localization. In contrast to Kaya et al.
methods with complex post-processing, Hacihaliloglu et al.
[42] employed log-Gabor filters to extract phase-symmetry
information, which automatically selects the scale, bandwidth
and orientation parameters to enhance the contrast of the
needle. The needle is finally detected by a modified Maximum
Likelihood Estimation SAmple Consensus (MLESAC) method
[44]. Furthermore, Mwikirize et al. [43] proposed to localize
the needle by introducing signal transmission maps for 2D US,
which firstly enhances the visibility of the needle in noisy US
images. Then, the needle is localized by applying the algorithm
from Hacihaliloglu et al. [42].
In contrast to the above methods for static US images, there
are some papers focusing on exploiting temporal information.
Kaya et al. [46] proposed tracking the needle tip by applying
a dynamic updated template to 2D US video, which measures
the similarity between the template and US images to identify
the target. This method avoids needle localization algorithms
in each video frame, but requires template definition. Beigi et
al. [47], [45], [48] intensively studied the needle detection by
applying spectral analysis, which makes use of spatiotemporal
information from natural hand tremor. This periodic pattern
is hardly observed by human eyes, but can be captured by
spectral analysis of 2D B-mode images, which leads to a better
result than static images. However, these image modalities
were limited to 2D+T format, due to hardware constraints
4Fig. 3. Block diagram of Beigi et al. [45]. A reference frame is selected from the input sequence of the B-mode data and all frames are sent as the input to
the algorithm (a). Three complex Gabor wavelet pairs form the steerable pyramid for spatial decomposition of the sequence (b) into local magnitude and phase
measurements (c). Phase differences of all frames will be computed from the reference frame and (e) temporally filtered using a bandpass filter. Amplitude
weighting is then performed on the filtered phase differences for adjustments in cases where magnitude responses are weak (f). Results from all scales and
orientations are combined (g) and thresholded to generate the binary mask for the Hough transform (h). The Hough transform derives an estimate of the
trajectory and discards some of the outliers (i). Model fitting is finally used to remove any remaining outliers and improve the trajectory detection (j). The
detected needle is then added to the input sequence as an overlay (k).
and complex filtering steps or real-time requirements, as is
depicted in Fig. 3. Although there is a recent study focusing
on 3D volumetric data with temporal information [49], they
considered an extra camera for giving support information,
which obtained a better performance than ROI-based Kalman
filtering.
The above methods mainly follow an algorithm pipeline,
which we denote as segmentation-modeling pipeline. First,
carefully designed filters or instrument templates are applied
to extract/enhance the instrument-related information in the
image. Second, optimized thresholding is applied to binarize
the images to segment the instrument from the data. Third,
model-fitting algorithms in 2D/3D images are applied to
localize the target. Although the processing steps can be
different, most of above methods indicated that a successful
segmentation method is the key step to detect the instrument
in challenging US images, which significantly relates to the
first and second steps. However, these segmentation methods
are limited by prior knowledge of the instrument and is
sensitive to image modality or appearance. Moreover, a simple
thresholding with prior or empirical knowledge also limits the
segmentation performances in different application cases. To
better describe the instrument-related information and obtain
more accurate segmentation results, data-driven methods were
exploited as they can better describe the information with
knowledge learned from the data itself.
B. Data-driven Methods
In recent years, with the fast development of hardware
for data recording and processing, data-driven methods, also
called machine learning methods, have been intensively ex-
ploited in computer vision and medical imaging analysis
areas. The main idea of data-driven methods is to model
task-related information by designing a proper mathematical
representation from the training dataset, e.g. feature vector and
pre-trained classifier, which is then used to make a prediction
or decision without being explicitly programmed [50]. There
are two popular and widely studied approaches, the first one is
handcrafted feature design with a machine learning classifier.
This method employs feature vector extraction and task classi-
fication. However, the design of handcrafted features requires
task-related knowledge and experience, which hampers the
classification performance and therefore is gradually replaced
by a recently developed learning technology, i.e. deep learning.
Deep learning is a fully data-driven method, which combines
feature extraction and classification with a fully automated
information learning style. Deep learning methods can auto-
matically learn the task-related information from provided data
and, in most cases, learn more powerful feature representations
than the previous handcrafted feature design methods.
1) Handcrafted feature-based methods: Krefting et al. [52]
proposed a multi-threshold-based needle detection method in
video sequence by applying contextual statistical features. For
each frame of the sequence, multi-thresholding is applied to
obtain the binarized images for feature extraction, which are
then classified by a Mahalanobis distance-based linear classi-
fier. In contrast, a common approach to detect the instrument
by machine learning methods is to extract a feature vector
for each pixel or voxel in the US image, which is then
classified by a pre-trained supervised machine learning model.
The model assigns the category for each point, which generates
the segmented image for the post-processing, e.g. RANSAC
model-fitting or Radon/Hough transformation.
Because machine learning methods provide better segmenta-
tion performance, they have been intensively studied in recent
years. Uhercˇı´k et al. [53] proposed to use voxel intensity,
Frangi vesselness response and axis descriptors as the discrim-
inating features for needle voxel classification by a Cascade
classifier, which obtained a much higher successful rate and
accuracy than Parallel Integral Projection and Random Hough
Transformation methods. Hatt et al. [54] proposed to consider
second-order Gaussian derivative filters for producing the fea-
5Fig. 4. Block diagram of CRF-based needle detection [51]. The feature vectors for each voxel are extracted and selected for voxel classification and fully-
connected 3D CRF, respectively. With the aid of initial voxel classification, the 3D CRF processes contextual correlations between selected features and the
segmented volume.
tures describing pixels in 2D US images, which are classified
by AdaBoost to segment needle. The Radom Transformation
is applied to localize the instrument in the image. Their results
demonstrated a better performance than simple and straightfor-
ward thresholding methods like intensity thresholding, filtered
thresholding or Frangi vesselness thresholding.
Pourtaherian et al. extensively studied needle detection by
applying 3D orientation-invariant Gabor features with Linear
Support Vector Machine (LSVM) [55], which is processed by
a RANSAC algorithm to localize the instrument [56], [57],
[58]. Their studies show that the Gabor filter with LSVM could
properly capture the spatial information for a long but thin
instrument in complex 3D US images. However, their initial
studies for catheter segmentation were only validated in an in-
vitro dataset with insufficient segmentation results for accurate
detection. Later on, Zanjani et al. [51] demonstrated the Gabor
features can be simplified by feature selection and the segmen-
tation performances can be boosted by Conditional Random
Field (CRF) [59] than a simple LSVM, which segments the
images based on contextual-level information correlation (as
shown in Fig. 4). To further exploit complex anatomical
information in 3D US for catheter segmentation in cardiac
catheterization, Yang et al. proposed multi-scale and multi-
definition features for supervised learning classifiers, which
demonstrated a better discriminating information extraction
than techniques solely based on Gabor features [60], [61]. The
segmented instrument was fitted by a more complex Sparse-
Plus-Dense RANSAC algorithm to fit the curvature instrument
in the cardiac chambers. Similar to Pourtaherian, Mwikirize et
al. [62] also considered log-Gabor features as the local phase
extractor, which is processed by locally normalized histogram
of orientated gradients (HOG) features, to describe the needle
in 2D US slices. The constructed HOGs are then classified by
LSVM to segment and enhance the needle in 2D US slices.
In the mean time, Younes et al. [63] proposed to make use
of Gaussian mixture model-based Naive Bayes classifier to
segment the needle in 3D prostate brachytherapy US. The
needle in US is finally localized by a standard RANSAC
model-fitting.
The above methods are applied on static images, as the
voxel-level feature extraction and classification in US images
are computationally expensive for current hardware. Never-
theless, still several papers focusing on 2D US with temporal
information can be found. Beigi et al. [64] proposed to detect
a hardly visible needle in 2D+T US by applying local phase
extraction with temporal sequence analysis. More specifically,
the phase information for each frame is extracted to formulate
the element from a time-sequence-based phase video, which is
then processed by Auto-Regressive Moving-Average (ARMA)
model to extract the feature vector. With classification from
a modified SVM, the small motion of the invisible needle
can be characterized for needle detection. Furthermore, Beigi
et al. employed spectral feature analysis on spatiotemporal
features derived from optical-flow analysis [65], which allows
to detect and track the needle in a 2D US video. In contrast to
these off-line learning methods, Mathiassen et al. [66] applied
on-line learning, i.e. learning and updating the needle-related
information during the video progressing. They applied the
statistical filtering methods, i.e. Kalman filter and Particle
filter, to learn the appearance of the instrument in the video
with real-time performance.
Beside the above machine learning with classification,
Zhang et al. [67], [68] proposed to detect multi-needle in
3D brachytherapy by unsupervised sparse dictionary learning
(SDL). Specifically, the needles and tissue information in
the 3D images are encoded into latent space, which are
then distinguished by the sparse dictionary model. Based on
the SDL, the needle in the 3D space can be captured and
reconstructed in the volume that multiple needles can be
localized by region-of-interest-based RANSAC model-fitting.
Even though the above methods achieved satisfactory de-
tection results for the given tasks, it is difficult to design
the optimal feature representation, which is the key reason
that hampers the segmentation. This leads to complex post-
processing to avoid the outliers or false positives. Moreover,
the designed features can only focus on local information,
while ignoring the contextual and semantic information [51].
To handle these limitations, deep learning methods based on
neural networks were proposed and studied in recent years
[69].
2) Deep learning based methods: At the beginning of
the era of deep learning, Geraldes and Rocha proposed to
consider neural networks, i.e. Multilayer Perceptron network
(MLP), to segment the needle in 2D US images [71], [72].
The segmented results are used to guide the Kalman filter to
track the needle tip in the video sequences [71]. These papers
demonstrated the feasibility of deep learning to detect the a
medical instrument in challenging US images.
6Fig. 5. Block diagram of VOI-based CNN for catheter detection [70].
The input volume is first processed by a Frangi filter to select the VOI
voxels, which are then classified by a tri-planar-based CNN for voxel-based
classification. The RANSAC model-fitting is applied to localize the catheter
in 3D B-mode images.
The conventional voxel-based classification in previous
studies was extended into deep learning methods, which
employed convolutional neural networks (CNN) to classify
the voxels’ category by a classification strategy on whole 3D
images. Pourtaherian et al. [73], [74] and Yang et al. [75]
proposed a tri-planar CNN method to segment the needle or
catheter in 3D US volume, which simplified the computational
cost by extracting three orthogonal slices of 3D local patches
instead of a full 3D patch. Nevertheless, this exhaustive
strategy is time-consuming because it applies a CNN on every
point of the image iteratively, which cannot satisfy real-time
clinical usage. Later on, this exhaustive strategy was overcome
by applying the Frangi vesselness filter as a voxel-of-interest
(VOI) pre-selection step [70], which is shown in Fig. 5.
The voxel-based classification is time-consuming and can be
easily limited by large-sized US images, which are processed
in the sample domain [76]. As a consequence, a fast region-
based CNN (Fast R-CNN) is combined with regional proposal
network (RPN) to efficiently detect the needle in 2D US
images [77]. Specifically, the Fast R-CNN is considered to
generate the shared feature maps for RPN, which classifies
and regresses the location of the needle in the input image.
By doing so, the location of the needle in 2D US images is
annotated by a bounding box. However, this method cannot
accurately segment and localize the instrument skeleton at
pixel or voxel level. To overcome this limited performance
and leverage the powerful fully convolutional network (FCN),
which assigns the class categories to all the points of the input
image by using semantic information, semantic segmentation
was introduced and studied for instrument segmentation.
To semantically segment the instrument in US, an FCN
with U-Net structure [78] was considered as a solution, since
it exploits the semantic information at different image scales
with skipping connections for data flow. This approach leads
to state-of-the-art performance in most applications in the
medical imaging area (means limited training images for the
network). A 2D FCN is applied to segment the needle in
2D US [79], [80] and in 3D US by applying spatial de-
composition, i.e. decomposing the volume into stacks of slices
[81], [82]. However, in terms of 3D volumetric data, the
decomposition approach limits the semantic information usage
due to the compromised 3D information after slicing. To
address this limitation, patch-based 2.5D or 3D UNet were
proposed to segment the cardiac catheter [83], [84], [85] or
prostate needles [86] in 3D volumetric data by dividing the
image into smaller patches, which preserves the 3D contextual
information and clearly reduces the GPU memory require-
ments for 3D deep learning. Nevertheless, this patch-based
strategy limits the whole image contextual information usage.
To overcome this limitation, Arif et al. applied an extremely
simplified 3D UNet on a complete 3D image to segment the
needle in ultrasound imaging for liver [87]. Although their
method showed a successful result in that application, its
generalization and segmentation abilities are constrained by
the simplified network design [85].
Due to requirements of a large amount of datasets and high
GPU memory usage for deep learning, temporal information
is not widely investigated in deep learning-based medical
instrument detection. Mwikirize et al. [88], [89] proposed
time-difference-based regression and classification CNNs to
detect the needle in 2D US sequences. The differences between
two adjacent frames are obtained by applying pixel-wise
logical operation, which captures subtle motion of the needle
and feeds it into CNNs for the detection. Nevertheless, these
methods process the temporal information outside the CNN
such that the spatial-temporal information may not be properly
handled by the deep learning approach.
In contrast to commonly used CNNs, convolutional dic-
tionary learning was proposed by Zhang et al. [90] as an
extension from their work [67]. Instead of their previous
work using sparse dictionary learning (SDL), Zhang et al.
considered a convolutional sparse coding model to replace the
SDL method [90], which used CT images as the a supervisory
signal to create the dictionary for reconstructing the detected
needles in the 3D volumetric data.
Although the deep learning methods provide advantages
in segmentation accuracy and better information description,
this data-driven method requires a large amount of training
data with annotations that hampers the real clinical usage.
Moreover, most state-of-the-art methods are far from real-time
performance, so that optimizations are still required. These
limitations form also key issues for employing deep learning
when considering mature clinical applications.
III. CLINICAL APPLICATIONS
This section discusses the main clinical applications re-
lated to medical instrument detection. More specifically, up
to now, the paper has mainly categorized current papers
into four classes with clearly defined clinical applications
being validated on clinical datasets, which are: (1) US-guided
anesthesia-based intervention, (2) US-guided biopsy therapy,
(3) US-guided prostate brachytherapy and (4) US-guided car-
diac catheterization.
A. US-guided anesthesia-based intervention
Needle-based regional anesthesia or imposing blockade is
important in current clinical practice, which provides a safer
and more accurate intervention for further procedures. Con-
ventional regional anesthesia requires experienced surgeons to
deliver the medicine to the correct region, which is commonly
guided by ultrasound imaging, since it provides a fast and
7Fig. 6. Utilization of US to guide needle therapy [91] (a) The clinical situation
showing the multi-fold coordination of 1© the needle, 2© ultrasound trans-
ducer, while 3© looking at the US screen (Courtesy of Philips Ultrasound).
(b) Schematic representation of guiding a needle using US imaging, depicting
an example situation for regional anesthesia, where the needle tip is outside
the imaging plane and is approaching an erroneous target area, as a result of
poor needle-transducer alignment.
convenient visualization solution for clinical experts. However,
as shown in Fig. 6, multi-fold coordination of the US screen,
needle and ultrasound probe complicates the procedure and
hampers the operation outcomes with higher risks. As a
result, extensive training for a surgeon is required to achieve
a successful therapy under the guidance of the ultrasound
imaging.
To visualize the needle during the US-guided regional anes-
thesia or blockade, an essential constraint should be satisfied
in conventional 2D US: the needle should be positioned in-
plane in 2D images, where the needle is visualized as a bright
line, requiring a perfect alignment between instrument and
ultrasound plane [43]. However, this 2D US-guided therapy is
facing the challenges of the instrument being invisible [64], or
the instrument being out of the plane [58]. As a consequence,
3D volumetric ultrasound is gradually adopted into clinical
usage, because it can provide richer spatial information of the
needle. However, complex 3D information and complicated
3D image visualization hampers the efficiency of the surgeons
when they are looking for the needle and guiding it to the
target region. As a consequence, automatic needle detection is
investigated to facilitate the clinical interventions and improve
the operation outcomes. With extensive validations in [58], 3D
US-guided needle anesthesia have been proven to be a promis-
ing solution to facilitate this type of regional intervention.
B. US-guided biopsy
Biopsy of nodule or lymph node is essential for diagnosis,
particularly for finding malignant tissue. To obtain the tissue
samples by biopsy, needle biopsy or open surgical biopsy is
commonly considered, based on suspected pathology, patient
health condition and procedure complexity. Although conven-
tional open surgery biopsy provides better diagnostic results,
Fig. 7. Example of US-guided needle biopsy. With guidance of US imaging,
the needle is correctly placed to abnormal regions for performing a biopsy,
such as breast biopsy or thyroid nodule biopsy.
the less invasive needle-based biopsy becomes attractive, as
it offers a reasonable result. Historically, needle-based biopsy
was performed by radiologists in special procedure rooms with
interventional radiology suites, which is however gradually
replaced by a US imaging system because of its lower cost,
higher healthcare efficiency and better tissue characterization.
However, the drawbacks of US imaging need to be addressed,
like difficult interpretation, lower image contrast than tradi-
tional X-ray imaging, and the fact that extra training is required
for surgeons to obtain a satisfied tissue sample [92].
Similar to the above regional anesthesia, multi-dimensional
coordination has complicated the procedure of the needle guid-
ance. As a result, automatic instrument detection is necessary
to help surgeons in performing their tasks. Moreover, US
imaging is also increasingly used for tissue characterization
or abnormality detection, which can facilitate the biopsy
procedures together with instrument detection. With a richer
3D spatial information, 3D US can efficiently and accurately
facilitate the surgeons to perform the operations and reduce
the risk for patients. As has been proven by Arif et al. [87],
3D US-guided liver biopsy can facilitate needle detection in
volumetric data.
C. US-guided prostate brachytherapy
Prostate cancer is the development cancer in the prostate,
which is the second-most common cancer in male patients.
Prostate therapies are important treatment worldwide for
prostate cancer. Specifically, prostate brachytherapy is a highly
recommended treatment for patients at the early stage of
cancer development. To perform the therapy, the needles or
catheters are used to place radioactive particles (so-called
seeds), which have the size of a grain of rice, to the tumor
regions. It delivers a high-dose radiation (HDR) to the tumor
without affecting the normal tissue around abnormal areas.
To guide the instrument to perform seeds implantation in the
prostate, Transrectal Ultrasound (TRUS) has been considered
since the 1980s [93], which facilitates the operation and results
in better experience for patients.
In contrast to other applications, prostate brachytherapy
requests to insert multiple instruments into the prostate, so that
multi-instrument detection in TRUS is essential for a success-
ful operation planning. However, because of this requirement
and instrument placement condition, i.e. needles are close to
8Fig. 8. Example of US-guided prostate brachytherapy. Needles are guided by
US images to place radiation seeds for prostate cancer (source: Understanding
Brachytherapy for Prostate Cancer from https://www.prostate.org.au/).
each other, the detection algorithms need to be stable and
accurate enough for the detection of multiple objects, which
is rarely studied in state-of-the-art solutions. Moreover, beside
this multi-detection challenge, an efficient detection algorithm
is required because the common operation time is around 90
minutes for prostate brachytherapy [93]. As shown in Zhang
et al. [68], the needle detection procedures are extremely
accelerated to a half minute, whereas conventional needle
digitization takes around 15-20 minutes by an experienced
physician.
D. US-guided cardiac catheterization
Fig. 9. Example of cardiac catheterization under US guidance. The ultrasound
probe captures the 3D volumetric data of the heart chamber, which contains
an RF-ablation catheter. The algorithm outputs the segmentation results and
automatically demonstrates the results in 2D slices for a better view.
Similar to US-guided needle therapy, US-guided catheter-
izations, especially for cardiac applications, are also facing
the challenge of multi-dimensional coordination for surgeons.
Moreover, due to complex anatomical structures in the heart
chambers, sonographers need more time to localize the less
obvious catheter (compared to the metal needle) in 3D vol-
umetric data by a slice-by-slice tuning procedure, which is
time-consuming and complicates the operation. Nevertheless,
3D ultrasound is attractive for catheterizations because of its
radiation-free nature and easy-to-use properties, and its richer
offering of spatial information for tissues [61]. As a result,
it is a promising choice to support or replace current X-
ray imaging for cardiac interventions. An example of cardiac
catheter detection in 3D volumetric data is shown in Fig. 9.
To detect the catheter in 3D US images, several solutions
were proposed [38], [61], [85], which employed different
methods as reviewed in Section II. However, there are still
several challenges that need to be addressed in the future
work: (1) US-guided catheterization is not widely accepted
for clinical usage so that expert knowledge is limited by
experience. Furthermore, a clear definition is lacking of how
accurate and how fast the instrument detection should be. (2)
Due to hardware limitations of the US probe, the 3D volu-
metric data only focuses on small field-of-view of the heart
chamber, which then lacks of the guidance capability when the
instrument is inserted into the target region, so that a cardiac
catheter still requires X-ray to perform guidance in the vein.
This hampers the flexibility of US-guided interventions. (3)
Only sets of limited studies has been performed on US-guided
catheterizations when compared to needle-based interventions,
which makes US-guided catheterizations a minority area in the
field of computer-assisted interventions.
IV. EVALUATION DATASET, METRICS AND RESULTS
In this section, the papers are summarized based on the
above detection methods. To complete the discussions on these
papers, we summarize the information w.r.t. datasets, like data
type, data format and target clinical application, which is cov-
ered in overview by Table I and Table II. More specifically, as
for dataset type, there are four different categories: simulation
dataset, in-vitro dataset, ex-vivo dataset and in-vivo dataset.
These types of dataset are explicitly defined and explained as
follows.
Simulation: Computer software-based simulation was used
to generate ultrasound images with well-defined instrument
information with image content. Filed II [94] is the commonly
used simulation platform for US image generation. Because
it can provide sufficient image results without extra cost for
US equipment and experiment labs, such as biological lab
for tissue experiments and target instrument operations, which
require extra clinical doctors to guide the experiments. As a
result, a simulation dataset can be used to validate the scientific
idea and perform a feasibility study. However, this approach
lacks complex anatomical structures of the tissue, which limits
the clinical value and stability of the methods.
In-vitro: In contrast to simulation datasets, in-vitro datasets
provide a more realistic case, which employ polyvinyl alcohol
(PVA) or agar phantoms to mimic the human tissue. Moreover,
these datasets were recorded from real US imaging equipment
with proper post-processing, which tried to mimic real clinical
scenarios. However, this approach has an essential limitation
that the phantom cannot include complex and detailed anatom-
ical structures in the real clinical applications, such as vessels
or muscles. Moreover, due to different physical properties
between a phantom and real tissue, the US imaging results are
also different, which limits the robustness and clinical value
of the algorithms.
Ex-vivo: Similar to in-vitro data, ex-vivo data is another
commonly used dataset type, which replaces PVA or agar
9phantoms to an isolated real animal tissue, such as chicken
breast for needle detection or porcine heart for catheter de-
tection. These kinds of tissues provide a more complex image
appearance due to anatomical structures, which are much more
similar to clinical applications. Nevertheless, this dataset type
still has limitations of the recording conditions, such as less
complex muscle and vessel structure of chicken breast when
considering a needle detection for anesthesia or water-filled
(rather than real blood) heart chamber for cardiac catheteri-
zation. Although these limitations hamper the clinical value,
they provide a more stable and promising comparison when
compared to the above non-tissue-based datasets. Because of
the data recording difficulties, such as biological experiment
certification and support from clinical experts, ex-vivo datasets
are still important and are considered in a majority of recent
papers, which indicates its importance for algorithm validation.
In-vivo: In this article, in-vivo data is defined as the dataset
coming from real clinical operation, such as prostate biopsy, or
live animal dataset, e.g. live porcine for cardiac catheterization.
Because the datasets were recorded from real clinical usage
or mimicking it, these in-vivo datasets demonstrated important
clinical value for the algorithm validation. However, recording
of this type of dataset is challenging when compared to the
above three dataset types. First, it is difficult to ask surgeons
to record the data when the therapy is not widely accepted
in the hospital, or data recording can hamper the operation
procedures. Second, due to privacy policy, it is difficult to ob-
tain the patient dataset without complex anonymization steps.
Third, the cooperation with clinical experts can be difficult,
because various surgeons have different preferences for image
appearance and configurations, which makes it complicated to
agree on a unified image quality and appearance for algorithm
development.
As summarized in Table I and Table II, only the most
valuable clinical datasets are reported, i.e. in-vivo or ex-vivo
datasets, and are indicated for multi-dataset validation papers.
With the above definitions of the datasets, algorithms
were validated and summarized in Table III and Table IV.
To evaluate the detection performances, several validation
methods are used and summarized: (1) non-learning-based
methods are commonly validated on the dataset as described,
i.e. validate the method on the whole dataset; (2) learning-
based methods are commonly validated on a testing dataset
after using a different but similar training dataset for model
training. More specifically, cross-validation like leave-one-out
cross-validation (LOOCV), k-fold cross-validation (k-CV) or
a straightforward dataset split (S), i.e. dividing the dataset into
training, validation and testing subsets, are commonly used in
learning-based methods.
As for evaluation metrics, the orientation error (OE,
instrument-axis direction mismatch), tip error (TE, instrument-
tip mismatch), detection error (DE, location-detection error),
end-points error (EE, average mismatch of instrument tip and
tail), diameter mismatch (DM), tip-to-plane error (PE, point-
plane distances between the end-points of the ground-truth
needle and the detected plane) and axis error (AE, average
error of each point on the instrument axis) are used for local-
ization or detection accuracy. Precision, Recall and Dice score
(DSC) are used to measure the segmentation performance
at pixel or voxel level. Time efficiency is denoted as t for
simplicity. Hough/Radon Transformations are simplified as
Hough/Radon. KF and PF represents Kalman filter and Particle
filter, respectively. Other notations or abbreviations are defined
in the above sections. It is worth to mention that the spatial
resolution of the images are not summarized because some of
the papers did not include this parameter. Some table cells are
empty due to unclear descriptions from the considered papers.
Although there is no commonly used benchmarking dataset
for a fair comparison, the detection performance from the
literature shows a promising accuracy for clinical usage as
they consider almost the same evaluation metrics. However, in
terms of real-time efficiency, which is commonly required in
clinical applications for operation guidance, it is far from real
time in most papers. Specifically for papers validated on the
in-vivo datasets, most of them are far from real clinical usage.
Since most of them were validated on limited clinical data, e.g.
around 10 patients or even less, without reporting a sufficient
time efficiency (especially for 3D imaging). Nevertheless, all
the detection results show promising accuracy for guidance.
This result demonstrates a trend that the researchers in the
area are more focusing on detection accuracy instead of real-
time performance, especially for papers w.r.t. 3D volumetric
datasets.
V. DISCUSSION
To conclude this review, we have selected several represen-
tative papers for medical instrument detection in US images
from literature. These papers are not claimed to be the ’best’
or the most cited papers, but have been selected based on their
detection methods for different approaches and/or whether
evaluation was performed on clinical datasets. The order of
the selected list below is ranked by year of publication.
Novotny et al. (2003) [26]: As one of the preliminary
works for instrument detection in 3D US images, this paper
considered a PCA-based shape prior knowledge to detect the
instrument in thresholded images. It already included essen-
tial steps of the detection methods, which are followed and
considered by later studies. Although the direct thresholding
is simple and straightforward, the segmentation step shows
the importance for the later post processing, such as PCA,
Hough transformation or model-fitting algorithm. The PCA-
based shape analysis indicates the importance to model the
instrument shape information, i.e. a curved tube or line in the
3D space. The combination of two main steps are used and
extended by later studies in different forms.
Zhou et al. (2007) [18]: In contrast to PCA-based model
analysis, the Hough transformation can better capture the ge-
ometric information of the instrument, since it models the tool
as the thicker line in the 3D space without a carefully tuned
Eigenvalue analysis. The Hough transformation can better
describe the instrument pose in the space by a parametrical
representation, which is used by other papers in succeeding
years. However, the lack of studying segmentation makes this
approach less stable when the US images include complex
anatomical structures or noise.
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TABLE I
OVERVIEW OF PAPERS USING NON-LEARNING-BASED TECHNIQUES FOR INSTRUMENT DETECTION, ORDERED BY YEAR OF PUBLICATION. CLINICAL
APPLICATIONS ARE MENTIONED IN THE LITERATURE.
Reference Year Format Application Dataset
Ding et al. [15] 2002 3D Needle biopsy/brachytherapy in-vitro/ex-vivo
Novotny et al. [26] 2003 3D Graspers for cardiac/fetal surgery ex-vivo
Ding et al. [16] 2004 3D Needle biopsy/brachytherapy in-vitro/ex-vivo
Okazawa et al. [17] 2006 2D Needle biopsy/drug delivery in-vitro
Linguraru et al. [27] 2006 3D Tntracardiac operation in-vitro/in-vivo
Zhou et al. [18] 2007 3D RF-ablation for uterine operation in-vitro
Zhou et al. [19] 2008 3D RF-ablation for uterine operation in-vitro
Barva et al. [21] 2008 3D Biopsy/neurological simulation
Aboofazeli et al. [22] 2009 3D Biopsy in-vitro
Zhao et al. [28] 2009 3D Biopsy in-vitro
Ren et al. [31] 2011 3D Catheter intervention in-vitro
Zhao et al. [36] 2013 3D Needle biopsy simulation
Cao et al. [38] 2013 3D Catheter for cardiac/prostate/biopsy in-vivo
Mohareri et al. [32] 2013 3D+t Prostate therapy in-vitro/ex-vivo/in-vivo
Zhao et al. [33] 2013 3D+t Needle biopsy simulation
Qiu et al. [20] 2013 3D prostate therapy in-vitro/ex-vivo/in-vivo
Malekian et al. [34] 2014 3D Catheter biopsy simulation
McSweeney et al. [29] 2014 2D Needle biopsy/nerve block in-vitro
Kaya et al. [39] 2014 2D Needle biopsy/drug delivery in-vitro
Kaya et al. [40] 2014 2D Needle biopsy/drug delivery in-vitro
Beigi et al. [23] 2014 2D+t Needle biopsy/anesthesia/delivery in-vitro/ex-vivo
Beigi et al. [47] 2015 2D+t Needle biopsy/anesthesia/delivery in-vitro/in-vivo
Hacihaliloglu et al. [42] 2015 2D Needle biopsy/anesthesia/therapy ex-vivo
Kaya et al. [41] 2015 2D+t Needle biopsy/drug delivery in-vitro
Pourtaherian et al. [37] 2016 3D Needle anesthesia/ablation ex-vivo
Beigi et al. [45] 2016 2D+t Needle biopsy/nerve block/anesthesias in-vitro/in-vivo
Mwikirize et al. [43] 2016 2D Needle biopsy/ablation/anesthesia ex-vivo
Beigi et al. [48] 2016 2D+t Needle biopsy/nerve block/anesthesia in-vivo
Kaya et al. [46] 2016 2D+t Needle biopsy/drug delivery in-vitro
Daoud et al. [49] 2018 3D Needle intervention ex-vivo
Daoud et al. [24] 2018 2D Needle intervention ex-vivo
Agarwal et al. [35] 2019 2D+t Anesthesia/biopsy/brachytherapy in-vitro
TABLE II
OVERVIEW OF PAPERS USING LEARNING-BASED TECHNIQUES FOR INSTRUMENT DETECTION, ORDERED BY YEAR OF PUBLICATION. CLINICAL
APPLICATIONS ARE MENTIONED IN THE LITERATURE.
Reference Year Format Application Dataset
Krefting et al. [52] 2007 2D Prostate biopsy in-vivo
Uhercˇı´k et al. [53] 2013 3D Needle biopsy/brachytherapy simulation/in-vitro/in-vivo
Geraldes et al. [71] 2014 2D+t Needle anesthesia/biopsy/brachytherapy in-vitro
Rocha et al. [72] 2014 2D Needle anesthesia/biopsy/brachytherapy in-vitro
Pourtaherian et al. [56] 2015 3D Needle biopsy/ablation/anesthesia in-vitro/ex-vivo
Hatt et al. [54] 2015 2D Needle biopsy/nerve block/anesthesia ex-vivo/in-vivo
Pourtaherian et al. [57] 2015 3D Needle biopsy/anesthesia ex-vivo
Mathiassen et al. [66] 2016 2D+t Needle ablation/biopsy ex-vivo
Pourtaherian et al. [58] 2017 3D Needle/catheter intervention in-vitro/ex-vivo/in-vivo
Beigi et al. [64] 2017 2D+t Needle biopsy/ablation/anesthesia in-vivo
Beigi et al. [65] 2017 2D+t Needle biopsy/ablation/anesthesia in-vivo
Mwikirize et al. [62] 2017 3D Needle anesthesia ex-vivo
Zanjani et al. [51] 2018 3D Needle biopsy/anesthesia ex-vivo
Mwikirize et al. [77] 2018 2D Needle anesthesia/oncology ex-vivo
Yang et al. [60] 2018 3D Cardiac catheterization in-vitro/ex-vivo
Younes et al. [63] 2018 3D Prostate brachytherapy in-vivo
Pourtaherian et al. [81] 2018 3D Needle biopsy/ablation/anesthesia ex-vivo
Pourtaherian et al. [74] 2018 3D Needle biopsy/ablation/anesthesia ex-vivo
Yang et al. [61] 2019 3D Cardiac catheterization in-vitro/ex-vivo/in-vivo
Yang et al. [70] 2019 3D Cardiac catheterization ex-vivo
Yang et al. [82] 2019 3D Cardiac catheterization ex-vivo
Yang et al. [83] 2019 3D Cardiac catheterization ex-vivo
Mwikirize et al. [89] 2019 2D+t Needle biopsy/anesthesia in-vitro/ex-vivo
Mwikirize et al. [88] 2019 2D+t Needle biopsy/anesthesia ex-vivo
Arif et al. [87] 2019 3D Needle biopsy in-vitro/in-vivo
Yang et al. [85] 2019 3D Cardiac catheterization ex-vivo/in-vivo
Min et al. [76] 2020 3D Cardiac catheterization ex-vivo
Rodgers et al. [80] 2020 2D/3D Interstitial gynecologic brachytherapy in-vitro/in-vivo
Zhang et al. [68], [67] 2020 3D prostate brachytherapy in-vivo
Zhang et al. [86] 2020 3D Prostate brachytherapy in-vivo
Zhang et al. [90] 2020 3D Prostate brachytherapy in-vivo
Lee et al. [79] 2020 2D Needle biopsy in-vivo
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TABLE III
PERFORMANCES OF PAPERS USING NON-LEARNING-BASED TECHNIQUES FOR INSTRUMENT DETECTION. ORDERED BY YEAR TO MATCH TABLE I. -
MEANS NOT REPORTED IN THE PAPER.
Reference Year Image Size Size of Dataset Key Metrics Performance
Ding et al. [15] 2002 357× 326× 352 - OE/t 1◦/1-3 sec.
Novotny et al. [26] 2003 128× 160× 64 - - -
Ding et al. [16] 2004 357× 326× 352 6 volumes EE/OE/t 0.7 mm/1.2◦/13FPS
Okazawa et al. [17] 2006 482× 398 10 images AE 0.2-0.8 mm
Linguraru et al. [27] 2006 - - - -
Zhou et al. [18] 2007 381× 381× 250 100 trails OE/EE/t 1.93◦/2.03 mm/0.22 sec.
Zhou et al. [19] 2008 381× 381× 250 100 trails OE/EE/t 1.58◦/1.76 mm/1.76 sec.
Barva et al. [21] 2008 53× 71× 3100 8 volumes AE/TE/t 0.301 mm/0.263 mm/1121 sec.
Aboofazeli et al. [22] 2009 256× 256× 125 15 volumes TE/t 2.8 mm/3 sec.
Zhao et al. [28] 2009 50× 50× 50 6 AE/DE/t < 2◦/<2 voxel/∼1.93 sec.
Ren et al. [31] 2011 - 6 trails DM < 0.4 mm
Zhao et al. [36] 2013 - - TE/AE/OE improvement > 92%/ > 72% > 71%
Cao et al. [38] 2013 180× 130× 35 26 volumes TE/t 1.11 mm/0.41 sec.
Mohareri et al. [32] 2013 - 12 target registration error/t 2.68 mm/5 min.
Zhao et al. [33] 2013 - - AE/OE improvement > 60% > 63%
Qiu et al. [20] 2013 264× 376× 630 40 volumes OE/TE 0.8◦/1 mm
Malekian et al. [34] 2014 53× 71× 160 28 volumes failure percent/t 0-70%/<10 sec.
McSweeney et al. [29] 2014 - - - -
Kaya et al. [39] 2014 640× 480 723 images detection rate/t 100%/0.31 sec.
Kaya et al. [40] 2014 640× 480 164 images detection rate/t 100%/0.234 sec.
Beigi et al. [23] 2014 - - TE 0.16-5.66 mm
Beigi et al. [47] 2015 2.5× 2.5 cm2 30 images TE 0.5-0.7 mm
Hacihaliloglu et al. [42] 2015 450× 450 150 images TE/t 0.49-0.53 mm/0.8 sec.
Kaya et al. [41] 2015 640× 480 112/54/38 images OE/TE/t 1.95◦/1.22/< 17 ms.
Pourtaherian et al. [37] 2016 - 100 trails OE/PE/t 3.44◦/0.66 mm/6.25 sec.
Beigi et al. [45] 2016 - 20 trails OE/TE 0.93◦/1.53 mm
Mwikirize et al. [43] 2016 370× 370 100 images DE/t 0.3 mm/0.6 sec.
Beigi et al. [48] 2016 - 20 sequences OE 2.83◦
Kaya et al. [46] 2016 640× 480 7074 images t 0.10-0.24 sec.
Daoud et al. [49] 2018 - 450/45 trails OE/AE 3.2− 4.6◦/4.0-4.4 mm
Daoud et al. [24] 2018 - 117 images OE/AE/TE 0.2− 0.8◦/0.2-0.6 mm/0.3-0.6mm
Agarwal et al. [35] 2019 - ∼160 frames TE 0.598 mm
TABLE IV
PERFORMANCES OF PAPERS USING LEARNING-BASED TECHNIQUES FOR INSTRUMENT DETECTION. ORDERED BY YEAR TO MATCH TABLE II. - MEANS
NOT REPORTED IN THE PAPER. ∼ MEANS AVERAGE ESTIMATION OF IMAGES. N IS A VALUE BASED ON PATIENTS
Reference Year Image Size Size of Dataset Key Metrics Performance
Krefting et al. [52] 2007 - S:1650/-/4950 images failure rate 6%
Uhercˇı´k et al. [53] 2013 273× 383× 208 S:18/-/3 volumes failure rate/EE/t 0%/<0.5 mm/∼ 300 sec.
Geraldes et al. [71] 2014 - S:1335/-/422 images DE 5.68-39.8 mm
Rocha et al. [72] 2014 101× 101 S:2272/568/710 images mean square error 0.0066
Pourtaherian et al. [56] 2015 ∼ 148× 169× 159 LOOCV: 4/4 volumes DE/OE/t 0.65-0.9 mm/2.2-3.5◦/73-117 sec.
Hatt et al. [54] 2015 - LOOCV:577 images successful rate/DE 99.8%/0.19 mm
Pourtaherian et al. [57] 2015 - LOOCV:12 volumes Precision/Recall 0.32/0.75
Mathiassen et al. [66] 2016 - S:512/-/1390 images 95th percentile of DE/t 85% improvement/35.4 FPS
Pourtaherian et al. [58] 2017 ∼ 180× 190× 206 LOOCV:9 volumes EE/OE/t 0.60-0.68 mm/2.2-3.7◦/>120 sec.
Beigi et al. [64] 2017 - S: 10/5/5 videos OE/DE 2.12◦/1.69 mm
Beigi et al. [65] 2017 - S: 18/6/36 videos success rate/OE/TE 100%/1.28◦/0.82 mm
Mwikirize et al. [62] 2017 S:40/-/40 volumes Precision/Recall/t/TE 0.88/0.98/3.5 sec./0.44 mm
Zanjani et al. [51] 2018 ∼ 184× 249× 203 S:8/-/2 ×3 volumes DSC improvement 10-20%
Mwikirize et al. [77] 2018 - 10-folds: 2500 images DSC/OE/TE/t 0.99/0.82◦/0.23 mm/0.58 sec.
Yang et al. [60] 2018 ∼ 152× 163× 110 LOOCV:20/10/12 volumes DSC 0.579-0.744
Younes et al. [63] 2018 765× 575× 65 9 volumes for EM TE/OE/t 4.2 mm/6◦/1.25 sec. per needle
Pourtaherian et al. [81] 2018 452× 280× 292 5-CV: 20 volumes visibility improved
Pourtaherian et al. [74] 2018 ∼ 300× 230× 230 5-CV: 20/20 volumes DSC/TE 80-84%/<0.7 mm
Yang et al. [61] 2019 ∼ 152× 163× 110 LOOCV:10/10/12/8 volumes DSC/TE/t 0.52-0.83/1.9-3.0 mm/∼450 sec.
Yang et al. [70] 2019 ∼ 150× 170× 151 3-CV: 65 volumes DSC/EE/t 0.54/2.07 mm/10 sec.
Yang et al. [82] 2019 ∼ 157× 160× 150 S:62/-/30 volumes Precision/Recall/t 0.597/0.686/1.1 sec.
Yang et al. [83] 2019 128× 128× 128 3-CV: 25 volumes DSC/EE 0.577/1.8 mm
Mwikirize et al. [89] 2019 - S:5000/1000/700 images TE/t 0.72 mm/0.094 sec.
Mwikirize et al. [88] 2019 256× 256 S:7000/-/500 images TE/t 0.55 mm/67 FPS
Arif et al. [87] 2019 192× 256× 128 2-CV: 149 volumes DE/OE/t 1 mm/ 2◦/3-5 FPS
Yang et al. [85] 2019 ∼ 157× 160× 150 S:62/30 and 3-folds:18 volumes DSC 0.658-0.696
Min et al. [76] 2020 376× 92× 88 2-CV: 8 volumes DSC/t 0.673/2.2 sec.
Rodgers et al. [80] 2020 - S:210/-/52 images DE/OE 0.27 mm/0.5◦
Zhang et al. [68], [67] 2020 1024× 768×N S:70/21 detection rate/DE 95%/1.01 mm
Zhang et al. [86] 2020 ∼ 1024× 768×N 5-CV: 23 patients shaft error/TE 0.290 mm/0.442 mm
Zhang et al. [90] 2020 ∼ 1024× 768×N 5-CV: 10 patients shaft error/TE 0.15 mm/0.44 mm
Lee et al. [79] 2020 440× 500 S: 794/-/202 images DSC/OE 0.567/13.3◦
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Beigi et al. (2016) [48]: This work is an example of different
image modalities than the above static images. Beigi et al.
proposed to exploit the time-domain information based on 2D
B-mode images, which detected an invisible needle by con-
sidering spatiotemporal feature correlations. These approach
is totally different than the above segmentation-modeling
strategy, so that it is difficult to fairly compare them. Moreover,
due to limited hardware and datasets for 3D B-mode imaging,
this method was not studied in 3D+time US images in later
literature. Nevertheless, this approach should be useful when
a larger amount of medical datasets become available in the
future.
Pourtaherian et al. (2017) [58]: With preliminary studies
of segmentation-modeling, this paper performed extensive
studies to detect a needle in 3D B-mode images, by applying
orientation-invariant Gabor features with an LSVM classifier.
With the proposed more discriminating features, the instru-
ment segmentation performance is higher than with previous
studies. However, with this complex feature extraction step
with the exhaustively voxel-based classification, the total pre-
diction time for each volume is drastically increased from
several seconds to several minutes. This limitation hampers the
real-time clinical usage for US-guided intervention therapies.
Yang et al. (2019) [85]: As the fast development of deep learn-
ing with superior performance than conventional handcrafted
feature design, this paper employed a state-of-the-art U-Net
structure for semantic segmentation, which obtained better
segmentation results and resulted into accurate localization for
cardiac catheter detection. This paper is one of the preliminary
works for 3D US-guided cardiac catheterization, since it is
still not as mature as the needle intervention. Nevertheless,
the large image size, limited training datasets with laborious
expensive annotations and non-real-time performance hamper
the real clinical usage for this method, even though it was
validated on valuable clinical datasets.
Zhang et al. (2020) [68]: Besides the above deep learning
or handcrafted feature design for single instrument detection,
this paper is an important example to detect multiple needles
in 3D US by employing dictionary learning. The instruments
were detected by an unsupervised learning approach without
effort for data annotation. This paper showed a different
solution for conventional segmentation-modeling approaches.
Nevertheless, it requires the image domains to have simi-
lar appearance and anatomical structures, which limits the
flexibility of the method when US images contain different
anatomical structures, such as different heart chambers for
cardiac catheterization.
With the above summaries, there are remaining some chal-
lenges and limitations for this area, despite the current methods
obtain satisfactory results. We discuss these challenges below.
• When considering the commonly used segmentation mod-
eling in both non-data-driven and data-driven methods, it is
straightforward method without complex pre-/post-processing
when compared to the state-of-the-art methods in computer
vision. A successful segmentation indeed leads to a better
model fitting and detection results, but this approach was
only validated on limited datasets, which cannot ensure a
generalization and robustness for real clinical applications. For
example, different recording settings and recording US equip-
ment can lead to different ultrasound appearance and image
quality, which may challenge the robustness and generalization
of the algorithm. As a result, a proper pre-processing, such
as domain adaptation or image normalization, is required for
future work, which is still rarely studied during past years.
Moreover, a better post-processing instead of a straightfor-
ward RANSAC modeling should be applied to avoid time-
consuming processing. Meanwhile, this straightforward fitting
method can have limitations when the instrument has a spatial
shape different from a curved tube, such as an instrument with
ball shape or circular shape for cardiology.
• As for data-driven methods, especially deep learning-based
methods, algorithms are tend to learn the information from a
large amount of annotated images, which is however difficult
to realize in current clinical practice. Because there are many
difficulties to record the clinical dataset during an operation, a
more matured data collection protocol is required. Moreover,
even when it is allowed to collect patient datasets, it is still
an expensive solution to train a satisfying model for clinical
usage, because of complex network design and the requirement
of huge data collection. To overcome these limitations, several
solutions may be considered. (1) A simpler and task-specified
network design should be employed to decrease overfitting
and total detection time to support real-time application. (2)
Domain adaptation may be a solution to address the dataset
limitation, which can train a network based on in-vitro/ex-vivo
datasets and adapt it to in-vivo dataset domain with limited
clinical data. This approach is more cost-effective than directly
train the model from patient data, as it requires less support
from surgeons.
• Considering the existing literature summary, most re-
searchers are focusing on the easiest tasks for US-guided
intervention, i.e. needle-based anesthesia or biopsy, since the
datasets are easier to obtain than with prostate brachytherapy
and cardiac catheterizations. This trend also reflects that these
interventions are more mature and widely accepted by hospi-
tals because of their ease of use and lower costs. Nevertheless,
researchers should consider more cooperation with hospital
and industry to develop instrument detection algorithms for
different clinical practice and better surgical outcomes.
• As discussed in this paper, the current literature is focusing
on improving detection accuracy rather than time efficiency,
which are however both important for US-guided intervention
therapies. Moreover, it is unclear for clinical application how
accurate the detection should be for broad acceptance by
surgeons, e.g. whether 1-mm detection accuracy or 0.7 DSC
segmentation accuracy is sufficient for clinical experts. In
the future, a more comprehensive study should be performed
under the cooperation with surgeons, which should validate the
importance and different value settings for detection accuracy
and detection efficiency.
• The most recent solutions concentrate on static US images,
which implies to perform detection algorithms on a frame-
by-frame basis in the real application. However, in clinical
scenarios, real-time US imaging is captured as a video se-
quence in both 2D and 3D US formats. To better exploit
temporal information, 3D+time data should be exploited in
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future, which is however limited by current software and
hardware implementations.
• It is important to have benchmarking datasets for different
clinical applications, such as biopsy, anesthesia and cardiac
interventions, which enable a fair comparison of the perfor-
mance and robustness of the methods. This can lead to a better
diversity for dedicated solutions and their broad acceptance in
the medical community.
VI. CONCLUSION
In this review paper, we have thoroughly reviewed the
technologies for medical instrument detection in US images
to guide various types of interventions. We have observed
that segmentation modeling is used in the majority of the
methods in this area, which also follows the development of
computer vision in recent years. Moreover, different clinical
applications are reviewed, which shows that the most popular
topics are related to needle-based interventions, since it has
been widely used in current clinical practice, ranging from
anesthesia to biopsy. In contrast, catheter-based methods are
not widely considered, because it is still guided by X-ray or
other image modalities. The presented overview tables for this
domain clearly show that the technology trend follows that of
the computer vision area, which leads to the conclusion that all
image-based method for interventions have similar limitations
from different non-medical-related areas. Summarizing, this
paper points out the advantages of recent papers for US-guided
interventions, but also bring the weaknesses of these methods
and US-based processing to the foreground. In this sense, this
review encourages other researchers to explore the less popular
areas of US-guided intervention therapy.
APPENDIX A
LITERATURE SELECTION
Conference proceedings was searched for IPCAI, MICCAI,
SPIE Medical Imaging, IEEE ISBI, IEEE IUS, IEEE ICIP
and IEEE EMBC based on the title and abstract of papers.
Moreover, related major journal articles are also searched for
IEEE TMI, IEEE TBME, IEEE JBHI, IEEE TUFFC, MedIA
and IJCARS. With specified searching input, we considered
search string as ’(Needle OR Catheter OR Instrument) AND
(Detection OR Segmentation OR Localization) AND Ultra-
sound’. We went over all the searched papers by title and
abstract to make sure the content is correct. If there were
still some misleading, we went to the main content of the
paper to make a decision. We have excluded the paper with
external device as the detection support, such as EM sensor
or robotics (paper was only selected when there were some
image processing solutions applied for instrument detection).
We also checked references of the papers to confirm the key
publications were not missing, as some of papers might be
published in other journals or conferences.
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