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Introduction générale :
qu'est-ce qu'une théorie
scientiﬁque ?
On considère généralement que la connaissance produite par l'entreprise scien-
tiﬁque peut être adéquatement étudiée par la description et l'analyse des théories
scientiﬁques, qui sont censées contenir et exprimer cette connaissance. Un des buts
généraux de cette thèse est d'examiner la notion de théorie, et d'évaluer sa perti-
nence pour l'analyse de la connaissance scientiﬁque. Je me restreins, dans l'ensemble
de ce travail, aux théories des sciences empiriques, à l'exclusion, donc, des théories
mathématiques.
Dans cette introduction, je présenterai dans un premier temps les présupposés
majeurs mis en ÷uvre dans le travail qui suit, après quoi j'exposerai les principales
thèses qui y sont défendues. Un rapide aperçu de l'état des questions qui m'intéressent
dans les recherches actuelles me permettra ensuite de situer ma démarche dans le
cadre de la philosophie des sciences d'aujourd'hui. Enﬁn, je présenterai le mouvement
d'ensemble de mon argumentation.
1 Présupposés adoptés
1.1 Les théories sont des outils de représentation et d'inférence
On appelle  théorie scientiﬁque  la forme que prend en général la connaissance
qui résulte des observations et des expérimentations des scientiﬁques portant sur un
domaine particulier de phénomènes  par exemple, le mouvement des corps macro-
scopiques. Une théorie se distingue toutefois d'un simple compte rendu d'observation
par le fait qu'elle exprime des hypothèses générales à propos des phénomènes qu'elle
décrit.
Ces hypothèses consistent à représenter les phénomènes au moyen de concepts
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théoriques, dont les référents n'appartiennent pas toujours au domaine de l'obser-
vable. Ainsi, la mécanique newtonienne permet de représenter les phénomènes du
mouvement au moyen des concepts de masse et de force ; en établissant une relation
entre ces deux concepts et les phénomènes observables (selon laquelle la force est le
produit de la masse par l'accélération), elle énonce une hypothèse générale à propos
de ces phénomènes. C'est cette hypothèse générale qui permet d'aller au delà de la
seule description des phénomènes et d'en fournir des explications et des prédictions.
Ces explications et ces prédictions sont le résultat des inférences que les hypo-
thèses théoriques permettent aux agents de tirer. En représentant les phénomènes
au moyen des concepts de masse et de force, je peux, en vertu de l'hypothèse selon
laquelle la force est le produit de la masse par l'accélération, procéder à un calcul
qui me permet de prédire et d'expliquer le comportement des corps que j'étudie.
Pour prendre un autre exemple, la théorie mendélienne de l'hérédité, en introduisant
le concept de gène et en décrivant le comportement des entités hypothétiques qu'il
désigne, permet de prédire et d'expliquer la transmission des caractères observables
des individus de génération en génération.
C'est donc en représentant les phénomènes d'une certaine manière  c'est-à-dire,
au moyen d'hypothèses mettant en jeu certains concepts  qu'une théorie permet de
les prédire et de les expliquer. De cette déﬁnition sommaire et consensuelle se dégage
le présupposé principal de ma thèse : une théorie est à la fois un outil de représentation
et un outil d'inférence ou de calcul. Ces deux ingrédients sont indispensables à la
déﬁnition d'une théorie scientiﬁque : si l'une de ces deux fonctions n'est pas remplie,
on refuse généralement de parler de théorie scientiﬁque.
D'une part, un discours relatant un ensemble de faits  même vrais  n'est pas
un discours théorique s'il n'exprime pas des hypothèses générales permettant de tirer
des inférences qui dépassent les seuls faits relatés. À Carlyle, qui, selon Poincaré,
aurait écrit  Le fait seul importe ; Jean sans Terre a passé par ici, voilà ce qui est
admirable, voilà une réalité pour laquelle je donnerais toutes les théories du monde ,
le physicien répondrait  Jean sans Terre a passé par ici ; cela m'est bien égal, puisqu'il
n'y repassera plus.  (Poincaré, 1902, p. 158) Aussi riche et informatif soit-il, un
ensemble d'énoncés exprimant des propositions sur le monde n'est théorique que s'il
en oﬀre une représentation telle que l'on puisse, en manipulant cette représentation
suivant certaines règles (par exemple, des règles de déduction mathématique), en tirer
d'autres propositions.
Inversement, une théorie n'est pas seulement un outil de calcul. Un ordinateur qui,
si on y entre certaines données, fournit des résultats justes à propos, par exemple,
du temps qu'il fera demain, n'est pas un outil théorique, parce qu'il n'est pas un
outil de représentation. Le mécanisme qu'il met en ÷uvre pour accomplir son calcul
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n'est pas conceptuel ; ce calcul n'est pas eﬀectué en vertu d'une hypothèse générale
à propos des phénomènes. Autrement dit, on n'appellera pas  théorie  un simple
instrument de calcul parce qu'on attend d'une théorie qu'elle nous dise quelque chose
à propos des phénomènes. Une théorie est donc, de façon indissociable, un discours
sur le monde et un instrument de calcul.
L'objet d'ensemble de ma thèse est d'explorer certaines conséquences de cette
double fonction des théories et de comprendre son articulation. Mon hypothèse de
départ est que c'est en vertu de la manière dont elle représente les phénomènes qu'une
théorie permet de tirer des inférences. Autrement dit, non seulement une théorie est
à la fois un discours et un instrument, mais encore c'est en vertu de ce discours et de
la manière dont il est présenté qu'elle fonctionne comme instrument. Pour reprendre
les termes de Heinrich Hertz, les théories nous fournissent des images des objets du
monde extérieur telles que  les conséquences, nécessaires selon la pensée, de ces
images soient toujours les images des conséquences, nécessaires selon la nature, des
objets reproduits  (Hertz, 1894, p. 67)1. C'est en disant que les corps ont une masse,
qu'ils exercent des forces les uns sur les autres et que leur mouvement est accéléré
suivant la proportion évoquée ci-dessus  c'est en fournissant une image  newto-
nienne  du monde  que la mécanique permet de faire des calculs qui conduisent à
l'explication et à la prédiction du mouvement de ces corps.
1.2 Représentation, explication et compréhension
Dans ce qui précède, j'ai situé sur le même plan l'explication et la prédiction des
phénomènes observables, considérant qu'elles résultent toutes deux des inférences
que nous permettent de tirer les théories, la prédiction concernant les phénomènes à
venir, et l'explication les phénomènes qui se sont déjà produits, ou qui se produisent
en général. Une précision s'impose sur cet usage de la notion d'explication.
Un des présupposés fondamentaux de la tradition de philosophie des sciences née
au début du vingtième siècle des travaux des néopositivistes du Cercle de Vienne est la
distinction, formulée par Pierre Duhem (1914), entre l'objet des théories scientiﬁques
et celui de la métaphysique. Si par  explication  on entend désigner l'élucidation
des causes premières des phénomènes observables, elles-mêmes inaccessibles aux sens
et par conséquent purs objets de spéculation, alors la théorie ne fournit pas, selon
Duhem et selon toute la tradition positiviste, d'explications. Elle est  un système
abstrait qui a pour but de résumer et de classer logiquement un ensemble de
1Je cite la traduction française inédite établie par Anouk Barberousse et Alexis Bienvenu. La
pagination de référence est celle de l'édition allemande, indiquée en bibliographie.
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lois expérimentales, sans prétendre expliquer ces lois.  (Duhem, 1914, p. 3)2
Cela signiﬁe que les concepts que la théorie introduit pour représenter les phéno-
mènes sont des symboles commodes permettant de présenter sous une forme concise
et ordonnée l'ensemble des propositions générales tirées des observations empiriques
(ce que Duhem appelle les  lois expérimentales ). On peut bien appeler les lois
théoriques ainsi formées des  hypothèses , au sens où elles sont les prémisses des
inférences permettant de prédire les phénomènes ; elles sont néanmoins nettement dis-
tinctes des hypothèses métaphysiques dans la mesure où, selon Duhem, elles ne disent
rien de plus que l'ensemble des propositions rapportant des observations empiriques.
Dans cette perspective positiviste, la théorie est bien un outil de représentation et
d'inférence, mais les explications qu'elle fournit sont les stricts analogues des prédic-
tions ; elles ont la même forme logique, une forme hypothético-déductive. Quand les
positivistes logiques, avec Hempel, réintroduisent la notion d'explication et cherchent
à la déﬁnir, aﬁn de rendre compte de l'exigence raisonnable selon laquelle une théorie
doit fournir une explication des phénomènes de son domaine, c'est sur la base de ce
présupposé fondamental. Selon eux, une explication est une forme de description, qui
n'exige rien de plus que la connaissance empirique.3
Dans cette thèse, je n'aborderai pas la question de l'explication scientiﬁque ; quand
j'emploierai cette notion, ce sera dans le sens pré-analytique et consensuel  dont les
positivistes logiques ont cherché à donner une déﬁnition formelle , qui permet de dire
qu'une théorie explique les phénomènes qu'elle décrit au moyen d'hypothèses théo-
riques.4 Dire qu'une théorie explique un phénomène signiﬁe donc simplement qu'elle
répond à une question de la forme  pourquoi ce phénomène s'est-il produit ?  en per-
mettant de montrer que l'énoncé qui décrit ce phénomène est la conséquence d'autres
énoncés décrivant des phénomènes avérés, en vertu d'une hypothèse théorique.5 Au-
2Les italiques et petites capitales sont d'origine.
3Pour la conception déductive nomologique de l'explication formulée par Hempel, voir l'article
séminal de Hempel et Oppenheim (1948), ainsi que (Hempel, 1965a). Pour les débats sur l'explication
scientiﬁque, nés des critiques que la conception de Hempel a suscitées, voir l'ouvrage édité par Salmon
et Kitcher (1989), et en particulier la contribution de Salmon (1989).
4C'est en ce sens que Carnap aﬃrme qu'il  n'y a pas de véritable opposition entre description
et explication. Bien entendu, si l'on entend description au sens étroit, comme la pure description
de ce que tel scientiﬁque a fait tel jour avec tels instruments, alors les adversaires de la pure des-
cription avaient raison [dans les débats qui opposaient, au xixe siècle, les partisans de l'explication
à ceux de la description] d'exiger davantage, d'exiger une explication réelle. Mais aujourd'hui nous
savons bien que la description au sens large, c'est-à-dire l'activité consistant à situer les phénomènes
dans le contexte de lois plus générales, fournit le seul type d'explication qui puisse être donné des
phénomènes.  (Carnap, 1966, p. 244)
5Une théorie explique aussi des phénomènes généraux, en permettant de déduire la loi expéri-
mentale décrivant une régularité empirique d'une hypothèse théorique.
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trement dit, une théorie qui permet de déduire la description de certains phénomènes
en permet, de ce simple fait, la prédiction et l'explication. On trouvera donc souvent
ce terme accolé à celui de prédiction, sans qu'il faille interpréter cela comme une
quelconque prise de position dans les débats sur l'explication scientiﬁque.
En revanche, je me démarquerai de la tradition positiviste sur un point impor-
tant, qui constitue mon second présupposé initial. Outre le rejet de la métaphysique,
cette tradition se caractérise par le refus de prendre en considération la dimension
psychologique de l'utilisation des théories par les agents. Ainsi, par exemple, une
analyse rigoureusement empiriste de l'explication scientiﬁque ne doit pas, dans cette
perspective, en appeler au sens psychologique de la notion : le fait qu'un  sentiment
de compréhension  soit le résultat d'une bonne explication ne fait pas partie, selon
les positivistes logiques, de l'objet du philosophe, mais de celui du psychologue. En
conséquence, les positivistes logiques ainsi que leurs héritiers étudient la double fonc-
tion des théories (représentative et inférentielle) d'un point de vue logique et non pas
d'un point de vue cognitif : ils déﬁnissent le contenu des théories comme tout ce que
l'on peut en déduire, en principe, en vertu de règles objectives, mais ne prêtent pas
attention aux processus inférentiels que les agents mettent eﬀectivement en ÷uvre.
Ma thèse repose sur le parti pris opposé. Je propose d'examiner la double fonction
des théories en adoptant la perspective de leurs utilisateurs. Par  utilisateurs d'une
théorie , j'entends désigner aussi bien les experts qui l'élaborent, la développent
et la convoquent pour prédire et expliquer les phénomènes, que les étudiants qui
l'apprennent. Adopter cette perspective revient à considérer les théories comme les
productions d'esprits humains, et à étudier leur fonctionnement comme outils de
représentation et d'inférence sous l'angle de leur utilisation, en pratique, par des
agents aux capacités cognitives limitées. Autrement dit, je pars du principe qu'il n'y
a pas de théorie sans théoricien ou, plus largement, sans des agents qui l'utilisent
pour représenter les phénomènes et pour tirer des inférences à leur propos. Cette
activité cognitive propre aux utilisateurs d'une théorie, experts ou débutants, est ce
que j'appelle l'activité théorique. C'est par l'analyse de l'activité théorique que je
prétends éclairer la double fonction  représentative et inférentielle  des théories.
Hertz, en aﬃrmant que les théories nous fournissent des images de certains objets
du monde en vertu desquelles nous sommes capables de prédire et d'expliquer le
comportement de ces objets, prenait acte du fait que, étant  des images de notre
esprit particulier , elles  doivent être déterminées aussi par les propriétés de son
mode de reproduction des objets  (Hertz, 1894, p. 68). Cela signiﬁe que, puisque
c'est en vertu de son fonctionnement comme représentation qu'elle permet de tirer
des inférences, une théorie ne remplit pleinement son rôle que pour autant qu'elle
est comprise par un esprit. Un  système abstrait  de symboles, pour reprendre les
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termes de Duhem, n'est véritablement une théorie, dans la perspective que j'adopte,
que si le calcul inférentiel opéré sur ces symboles a une dimension conceptuelle.
Je pars donc du principe que l'on comprend les phénomènes au moyen d'une
théorie qui permet de les prédire et de les expliquer si l'on comprend la théorie elle-
même. Là où les positivistes prétendent déﬁnir la fonction prédictive et explicative
d'une théorie par l'ensemble de ses conséquences déductives en principe, je me propose
d'analyser la compréhension des théories, en pratique, par les agents.
La compréhension d'une théorie  et donc la compréhension des phénomènes
au moyen de cette théorie  repose sur une double compétence : on comprend une
théorie quand on est, d'une part, en mesure d'en tirer des propositions prédictives
et explicatives à propos des phénomènes, et, d'autre part, quand on comprend ce
qu'elle dit de ces phénomènes, c'est-à-dire quand on est en mesure de se représenter
les phénomènes au moyen de son système de concepts.
Comme je l'ai suggéré précédemment, cette dimension conceptuelle est ce qui dis-
tingue une théorie d'une simple machine à calculer : c'est en tant qu'elle est un outil
de représentation qu'elle est, aussi, un outil d'inférence. Autrement dit, comprendre
comment elle marche  savoir la faire fonctionner comme outil inférentiel  et com-
prendre ce qu'elle dit  se représenter les phénomènes au moyen de ses concepts 
sont deux composantes indissociables de la compréhension d'une théorie, mises en
÷uvre dans toute activité authentiquement théorique.
Cette thèse, dans son ensemble, vise à montrer la fécondité d'une analyse des
théories scientiﬁques qui adopte la perspective des agents. Mon objet central sera
donc l'interaction cognitive des agents avec les représentations que leur fournissent
les théories. Cela exclut du champ de mon analyse les questions concernant la relation
des théories avec les phénomènes, comme celles de la vérité ou de l'adéquation em-
pirique des théories, ainsi que celles relatives aux idéalisations, aux approximations
et aux abstractions opérées lors de la description théorique des phénomènes, pour
autant, du moins, que ces questions sont abordées sans la prise en compte des agents.
Mon entreprise est strictement descriptive, au sens où elle ne vise à énoncer aucune
déﬁnition normative des théories.
2 Thèses défendues
2.1 La notion de théorie ne permet pas de rendre compte de l'ac-
tivité scientiﬁque dans la perspective des agents
La première et principale thèse que je défends consiste en une remise en cause
de la pertinence de la notion de théorie scientiﬁque, telle qu'elle est habituellement
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conçue par les philosophes des sciences. On considère généralement qu'une théorie
scientiﬁque, comme, par exemple, la mécanique classique, peut être décrite comme
l'expression systématique d'un certain contenu, c'est-à-dire d'un ensemble de propo-
sitions concernant le monde.
Ce contenu est, la plupart du temps, identiﬁé à l'ensemble des conséquences dé-
ductives  ce que les logiciens appellent la clôture déductive  d'un petit nombre
d'hypothèses, que l'on appelle les  principes  de la théorie. Dans cette perspec-
tive, le contenu de la mécanique classique consiste en l'ensemble des propositions que
l'on peut en principe déduire des lois fondamentales énoncées par Newton (1687) et
reformulées par ses successeurs.
Déﬁnir ainsi le contenu d'une théorie revient à faire l'hypothèse selon laquelle la
forme particulière sous laquelle ses principes sont énoncés n'a pas d'incidence sur
son contenu : si les lois de la logique et des mathématiques permettent de montrer
l'inter-déductibilité de deux principes, alors ces derniers sont équivalents, puisque
leur clôture déductive est identique. L'équivalence logique des principes garantit,
en ce sens, l'équivalence de l'ensemble de leurs conséquences empiriques. Une telle
conception logico-empirique du contenu des théories caractérise ce que j'appelle, après
Paul Humphreys (2004), l'étude de la science en principe.
Ce travail vise à montrer que cette perspective est intenable, car elle ne permet
pas de rendre compte de la double fonction représentative et inférentielle des théories.
Pour en rendre compte, je montre qu'il convient de prêter attention à l'utilisation que
les agents font, en pratique, des représentations fournies par les théories. Aﬃrmer cela
ne revient pas seulement à proposer, en parallèle d'une étude du contenu des théories,
un examen de la science en tant qu'activité humaine : je souhaite montrer qu'une
analyse détaillée de l'utilisation des théories rend caduque toute déﬁnition strictement
logico-empirique de leur contenu.
Pour prendre un exemple que l'on retrouvera dans la suite de ce travail, supposons
que l'on dispose d'une équation diﬀérentielle permettant, en principe, de prédire le
mouvement d'un système physique. Si cette équation n'est pas intégrable, on ne peut
pas en tirer la fonction décrivant l'évolution temporelle de ce système. Supposons
à présent que l'on trouve un moyen de transformer cette équation en une équation
soluble, qui permet de tirer les prédictions empiriques souhaitées et, en outre, de
déduire plusieurs autres principes débouchant sur tout un ensemble de conséquences
insoupçonnées auparavant. Puisque l'on a obtenu la seconde équation à partir de
la première, le défenseur d'une conception logico-empirique du contenu des théories
aﬃrmera que toutes ces conséquences faisaient déjà partie du contenu de la pre-
mière équation. L'étude de la science que Paul Humphreys (2004) appelle en pratique
consiste à refuser une telle aﬃrmation.
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Une des premières conséquences de l'adoption de cette perspective est la remise
en cause de toute distinction ferme entre la forme et le contenu des théories. En
eﬀet, la modiﬁcation formelle d'un principe peut avoir des conséquences importantes
sur ce qu'il est possible, en pratique, d'en déduire. Or, il est fréquent  le cas de
la mécanique classique en est un exemple  qu'une  même  théorie puisse être
exprimée sous des formulations diﬀérentes. En conséquence, la remise en cause de la
distinction de principe entre forme et contenu implique, à son tour, de décomposer
la notion traditionnelle de théorie et d'étudier dans le détail les processus inférentiels
mis en ÷uvre par les agents qui utilisent des hypothèses théoriques sous une forme
particulière.
Pour montrer la fécondité de cette perspective, mon argumentation reposera en
très grande partie sur l'analyse d'exemples ; en outre, par l'examen critique de cer-
taines tentatives de déﬁnition logico-empirique du contenu des théories, je montrerai
qu'elles manquent des aspects essentiels de l'activité théorique. Cela me conduira donc
à renoncer à une conception des théories scientiﬁques conçues comme des  touts 
abstraits, c'est-à-dire indépendants de l'utilisation que les agents peuvent en faire,
et à déﬁnir d'autres notions plus à même, selon moi, de rendre compte de l'activité
théorique.
2.2 Une hypothèse théorique : la notion de version
La première de ces notions est celle de version. Elle correspond, pour ainsi dire,
au versant cognitif de ce que l'on appelle traditionnellement  théorie . Prenant
acte de la nécessité de rendre compte des processus inférentiels mis en ÷uvre par
les agents, je ferai l'hypothèse d'un ensemble de représentations mentales propre à
chaque individu utilisant une théorie  en entendant par  théorie  un ensemble
d'hypothèses théoriques à propos d'un domaine de phénomènes.
Cela signiﬁe que je supposerai que chaque agent, au cours de son apprentissage
et de sa pratique scientiﬁques, se forme un ensemble de représentations mentales au
moyen desquelles il raisonne à propos des phénomènes. Cet ensemble de représenta-
tions mentales, naturellement, est extrêmement contraint par les relations logiques
entre les concepts de la théorie. Cependant, chaque individu, en fonction de son
histoire, de l'apprentissage qu'il a suivi, de la forme sous laquelle les hypothèses
théoriques lui ont été présentées et de l'ordre dans lequel elles ont été introduites, re-
lie diﬀéremment ces représentations entre elles et au monde empirique. Quoique leur
architecture déductive soit contrainte par des relations objectives entre les concepts,
on peut supposer que de nombreux chemins inférentiels diﬀérents restent possibles.
Dans mon argumentation, l'introduction de la notion de version a le statut d'une
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hypothèse théorique permettant de rendre compte de l'activité scientiﬁque du point
de vue des agents. Cependant, dans la mesure où leurs représentations mentales ne
nous sont pas accessibles  elles sont des entités hypothétiques destinées à rendre
compte de leur vie cognitive et, plus précisément, de leurs raisonnements , elles ne
peuvent pas être étudiées  directement .
Par conséquent, mon analyse portera essentiellement sur les écrits et les propos
explicites de certains scientiﬁques, ainsi que sur les représentations externes que les
agents construisent et manipulent au cours de leur apprentissage et de leur pratique
scientiﬁques. Introduire la notion de version revient à considérer ces représentations
externes comme la source et le produit d'un ensemble de représentations mentales.
Aﬁn d'étudier la manière dont les agents les utilisent dans leurs raisonnements, je
propose des outils d'analyse, parmi lesquels la notion de format de représentation.
2.3 Un outil d'analyse : la notion de format
Renonçant à fonder l'étude de l'activité théorique sur la notion trop abstraite
de théorie, et opérant un changement de perspective qui consiste à étudier les pro-
duits de l'activité théorique du point de vue des agents, je montrerai qu'il convient,
pour étudier le détail de la représentation et de l'inférence scientiﬁques, de prêter
attention aux représentations particulières utilisées par les agents, et non aux théo-
ries prises comme des  touts . Cette démarche implique de s'intéresser à tous les
types de représentations (externes) utilisées dans la pratique scientiﬁque. Je serai
ainsi conduite à prendre en compte non seulement les représentations linguistiques,
qu'il s'agisse d'énoncés en langage naturel ou d'équations mathématiques, mais en-
core les autres types de support utilisés pour exprimer, développer et appliquer des
hypothèses théoriques : images picturales, diagrammes, schémas, graphes, etc.
Aﬁn de rendre compte de la diversité de ces types de représentation, et de son inci-
dence sur les raisonnements des agents, je déﬁnirai et j'analyserai la notion de format
de représentation. Cette notion vise à rendre compte du fait que deux représentations
dont le contenu est en principe identique (par exemple, une liste de données numé-
riques et la présentation de ces mêmes données sous la forme d'un tableau ou d'un
graphe) ne facilitent pas les mêmes inférences chez les agents. Autrement dit, leur
contenu, quoique équivalent en principe, n'est pas également accessible aux agents.
Or, dans la perspective que je défends, c'est l'étude du contenu cognitivement acces-
sible des représentations qui est pertinent pour une analyse de l'activité théorique.
La recherche d'une déﬁnition précise de la notion de format  et, corrélativement,
de celle du contenu cognitivement accessible d'une représentation  me permettra
de montrer la chose suivante : dès lors que l'on prête attention aux conséquences de
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la forme d'une représentation pour les raisonnements des agents, on est conduit à
prendre en compte, non seulement cette forme, mais encore les capacités cognitives
des utilisateurs de cette représentation, ainsi que le but épistémique dans lequel elle
est utilisée.
Dans cette analyse, comme dans celle de la notion de version, je m'appuie sur
une conception inférentialiste du contenu des représentations. On peut, à gros traits,
distinguer deux manières concurrentes de déﬁnir le contenu d'un concept (ou la si-
gniﬁcation d'un terme). La première consiste à le déﬁnir en termes de conditions de
vérité : le contenu d'un concept ou plutôt d'un énoncé dans lequel il ﬁgure est alors
déterminé par l'état du monde qui le rendrait vrai. La seconde aﬃrme que le contenu
d'un concept est, au moins partiellement, déterminé par le rôle ou la fonction qu'il
remplit dans les inférences des agents. Cette dernière  que l'on appelle  concep-
tion inférentialiste   me semble la plus adaptée pour rendre compte du contenu
des représentations théoriques. Sans entrer dans les débats diﬃciles opposant ces
diﬀérentes conceptions de la signiﬁcation, j'adopte donc et mets en ÷uvre cette pers-
pective ; j'espère ainsi en montrer la fécondité pour une analyse de la connaissance
scientiﬁque.
3 État de la question et méthodologie
Ce travail, consistant en une critique de la conception de la connaissance scien-
tiﬁque issue des travaux des positivistes logiques du Cercle de Vienne et de leurs
héritiers, se situe, de ce simple fait, dans la lignée de ces travaux. C'est en eﬀet en
prenant au sérieux les motivations et les buts de ces philosophes que je prétends en
faire la critique ; un chapitre (le chapitre 5) est ainsi consacré à un examen des ap-
proches formelles des théories, et vise à montrer que ma démarche trouve sa source
dans le constat de tensions internes à ces approches.
Je chercherai à montrer que ces tensions sont dues à l'adoption, par les positivistes
logiques et leurs héritiers, du présupposé que j'entends rejeter : celui selon lequel on
peut  et on doit  étudier la connaissance scientiﬁque en faisant abstraction des
conditions dans lesquelles elle est construite, établie et utilisée.
En outre, les outils que je mets en ÷uvre et les analyses qui m'ont directement
inﬂuencée proviennent tous de travaux qui se situent dans l'héritage  large  de
l'empirisme logique et de ses critiques. Je me propose de les présenter rapidement
dans ce qui suit.
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3.1 L'héritage kuhnien
L'÷uvre de Thomas Kuhn est sans doute celle à la lecture de laquelle mon travail
doit le plus. La Structure des révolutions scientiﬁques, parue en 1962, se présente
comme une critique radicale de la philosophie des sciences des positivistes logiques.
Elle repose sur le rejet de la plupart des présupposés fondamentaux de ces derniers,
et en particulier de l'entreprise qui consiste à reconstruire la connaissance scienti-
ﬁque sans prêter attention au contexte de son élaboration, aux pratiques qui lui sont
associées, et aux agents qui la construisent.
Les thèses de Kuhn, aussi riches que contradictoires, ont fait l'objet d'une quantité
innombrable de critiques. Je n'entends pas, dans ce travail, en proposer la défense ou
en prolonger la critique. Comme je le montrerai dans un chapitre qui lui est en partie
consacré (chapitre 6), mon travail se démarque du sien sur des points importants.
S'il en est un héritier, c'est moins pour ses thèses célèbres sur l'incommensurabilité
des paradigmes que pour la partie de son travail consacrée à l'étude des pratiques de
ce qu'il appelle la  science normale .
J'adopte en eﬀet, et je mets en ÷uvre, un des présupposés fondamentaux de la
pensée de Kuhn, celui selon lequel l'analyse de la connaissance scientiﬁque passe
par une étude de la manière dont elle est apprise par les agents. Mon analyse de
l'activité théorique, comme celle de Kuhn, vise en eﬀet à en donner une déﬁnition
qui inclue aussi bien les processus de l'apprentissage que ceux du développement et
de l'application des théories. À son insistance sur les communautés scientiﬁques, je
substituerai toutefois une attention aux agents cognitifs individuels.
Je rejette en revanche, comme cela apparaîtra clairement dans le choix de mes
études de cas, un autre des présupposés kuhniens : celui selon lequel il existe une
frontière nette entre le développement de la science normale, c'est-à-dire celle des
pratiques normées des sciences arrivées à maturité et institutionnellement reconnues
(la science des  disciplines  scientiﬁques), et les changements que Kuhn appelle
 révolutionnaires , qui séparent les diﬀérentes traditions de science normale. L'es-
sentiel de mon propos est en eﬀet de remettre en cause l'aspect  monolitique  des
théories les mieux reconnues, et de montrer qu'il existe d'authentiques diﬀérences
conceptuelles au sein d'une  même  théorie.
3.2 Les philosophes de la science  en pratique 
Plus récemment, plusieurs philosophes des sciences, que l'on peut décrire, pour
certains, comme les héritiers du tournant pragmatique engagé par les travaux de
Kuhn, ont proposé des analyses de la connaissance scientiﬁque reposant sur le rejet
de plusieurs présupposés des positivistes logiques. Ainsi, Nancy Cartwright (1983) et
12 Introduction générale
ses élèves ont souligné l'inadéquation de toute conception hypothético-déductive des
théories scientiﬁques, selon laquelle l'explication et la prédiction des phénomènes em-
piriques consistent en une application déductive des théories. Prenant comme objet
premier d'étude les processus de modélisation, c'est-à-dire la construction, la modi-
ﬁcation et la manipulation de modèles, conçus comme des outils partiellement indé-
pendant des théories, ils conçoivent la science comme une activité plus inventive et
imaginative que les reconstructions formelles des théories ne le suggèrent.
D'autres philosophes, proches à certains égards de cette perspective, comme par
exemple Ian Hacking, et surtout Philip Kitcher, se situent plus clairement dans l'hé-
ritage kuhnien, et décrivent, plutôt que le contenu logico-empirique des théories, les
 styles  (voir par exemple Hacking, 1982, 1983a,b, 1992a,b, 2003) ou encore les
 schèmes  (Kitcher, 1981, 1983, 1993) de raisonnement propres à diﬀérentes disci-
plines et traditions scientiﬁques.
Si mon travail est proche, par plusieurs aspects, de ceux de ces auteurs, il vise
cependant à prêter une attention plus précise aux processus cognitifs eﬀectivement
mis en ÷uvre par les agents au cours de leur apprentissage et de leur pratique scien-
tiﬁques. Comme cela apparaîtra dans la critique que je proposerai de la notion de
modèle au chapitre 6, ainsi que dans la comparaison de mon étude de la génétique
classique avec celle que propose Kitcher (1984) (chapitre 8), les analyses de ces au-
teurs se concentrent, selon moi, sur des objets (modèles, schèmes de raisonnement)
encore trop abstraits pour permettre une analyse détaillée de la représentation et de
l'inférence scientiﬁques.
Parmi les philosophes des sciences que l'on peut classer dans cette catégorie gros-
sièrement déﬁnie comme celle de la  science en pratique , Paul Humphreys (2004)
est sans aucun doute celui auquel mon travail doit le plus. La critique qu'il propose
des approches formelles des théories dans son ouvrage Extending Ourselves repose,
entre autres, sur le constat de l'importance de la forme particulière  qu'il appelle
la  syntaxe   des équations et des représentations manipulées dans l'application
empirique des théories. Une partie du chapitre 6 de ce travail est consacrée à l'examen
d'un des outils d'analyse  la notion de gabarit  qu'il propose dans ce but.
La diﬀérence majeure entre la perspective de Humphreys et la mienne est la di-
mension cognitive que je donne à l'étude de l'activité théorique. Alors que son propos
est de rendre compte de l'importance croissante de l'utilisation des ordinateurs dans
ce qu'il appelle la  science computationnelle , mon but est de rendre compte de
la compréhension individuelle que les agents, du débutant à l'expert, ont des repré-
sentations théoriques qu'ils utilisent. En conséquence, dans mon travail, la frontière
entre la science en principe et la science en pratique ne passe pas précisément au
même endroit que chez Humphreys.
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3.3 Les approches cognitives de l'activité scientiﬁque
Une seconde branche de l'héritage kuhnien  après la science en pratique  est
celle de l'étude cognitive de l'activité scientiﬁque. Plusieurs philosophes et historiens
des sciences (par exemple Nersessian, 1984, 2008; Thagard, 1992), inspirés par les
propos de Kuhn concernant l'apprentissage scientiﬁque et le changement conceptuel,
cherchent dans les sciences cognitives et en particulier la psychologie expérimentale
(entre autres, Carey, 1985; Spelke, 1991; Carey, 1991; Gopnik, 1996) des hypothèses
permettant d'analyser le raisonnement scientiﬁque.
L'examen de l'interaction cognitive des agents avec les représentations qu'ils uti-
lisent gagnerait sans doute à la mobilisation de certains résultats des recherches en
sciences cognitives, comme ceux auxquels font référence ces auteurs. Cela permettrait
en particulier d'approfondir l'analyse des notions de version et de format, par une
compréhension de la relation entre les représentations mentales des agents et les re-
présentations externes. Quoique fortement inspiré par la lecture de certains travaux
portant sur ces questions, mon travail reste cependant, autant que possible, agnos-
tique quant aux hypothèses cognitives permettant d'étayer mon propos. Étant donné
le caractère encore neuf et rarement consensuel de la plupart des hypothèses exis-
tantes sur le format des représentations mentales et les processus computationnels
qui implémentent les raisonnements des agents, je reste aussi prudente que possible
dans mon utilisation de ces hypothèses.
3.4 Les études sur la science (science studies)
Critiquer le positivisme logique en insistant sur la pratique de la science, comme
je le fais dans cette thèse, peut sembler rapprocher mon propos d'une autre tradition
d'analyse de l'activité scientiﬁque  qui se réclame d'ailleurs, elle aussi, de l'héritage
kuhnien , celle des  études sur la science  (science studies) ou  études sociales de
la science  (social studies of science). Ce champ, fort divers, est né dans les années
1970 d'un rejet radical de tous les présupposés du positivisme et, plus largement, du
refus de la plupart des catégories classiques d'analyse de la connaissance scientiﬁque,
comme les notions de rationalité, d'objectivité, de vérité et de méthode (voir, entre
autres Bloor, 1976; Latour, 1995; Callon et Latour, 1991; Pickering, 1992).
Considérant que la science est une activité humaine dont le contenu est déterminé
par les interactions sociales de ses acteurs, les diﬀérents défenseurs de cette approche
prétendent rejeter tout discours normatif sur les sciences, et étudier la science  telle
qu'elle se fait . Cela les conduit souvent à adopter une méthodologie fondée sur des
études de cas historiques (voir par exemple Shapin et Schaﬀer, 1985) ou sociologiques,
et à prêter une grande attention aux pratiques et aux  traces  concrètes produites
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par les scientiﬁques et circulant entre eux (voir par exemple Latour et Woolgar, 1979).
Dans la mesure où ma démarche repose, elle aussi, sur une attention à la pra-
tique et aux représentations concrètes utilisées par les scientiﬁques, ainsi que sur une
méthodologie favorisant les études de cas  comme cela apparaît clairement à la vue
du plan général de ma thèse, qui accorde deux parties sur trois à de telles études 
il convient de marquer nettement ce qui, au delà de ces points communs, diﬀérencie
ma perspective de celle des études sur la science.
Tout d'abord, cette thèse étant un travail de philosophie et non d'histoire ou de
sociologie des sciences, les études de cas que j'y développe s'appuient, en très grande
partie sur des sources secondaires ayant déjà  fait le travail  de l'enquête historique.
En particulier, la première partie de ma thèse, consacrée à la mécanique classique,
n'est pas une enquête sur l'histoire de la mécanique, et je ne prétends rien ajouter
au savoir historique concernant cette théorie. Ma seconde étude de cas, consacrée à
la cartographie génétique dans les années 1920, peut sembler davantage inﬂuencée
par les méthodes des études sur la science. Cependant, l'intérêt que je porte aux
pratiques des agents et à l'utilisation de représentations concrètes est motivé par des
questions d'une nature diﬀérente de celles qui guident les études sur la science.
En eﬀet, c'est à la pratique en tant qu'elle fait partie de l'activité théorique des
agents que je m'intéresse, et non aux pratiques en tant qu'elles sont insérées dans un
réseau d'interactions sociales, institutionnelles, et économiques. Étudier l'interaction
cognitive des agents avec les représentations théoriques qu'ils utilisent est, pour moi,
le moyen d'analyser le contenu conceptuel des connaissances produites, et non ce
que les spécialistes des études sur la science appellent la  construction des faits
scientiﬁques .
En conséquence, tout en m'appuyant parfois sur des études de cas issues de tra-
vaux appartenant à cette tradition (comme, par exemple, celle de David Kaiser, 2005
sur les diagrammes de Feynman), je rejette certains présupposés intellectuels et mé-
thodologiques qui la caractérisent souvent. En particulier, le présupposé qui consiste
à refuser toute pertinence aux catégories d'objectivité, de vérité et de rationalité me
semble aller à l'encontre d'une analyse féconde de l'activité théorique qui, indépen-
damment de la question de savoir si elle débouche eﬀectivement sur l'établissement
de croyances vraies, est, pour une très grande part, guidée par la recherche d'une telle
connaissance. Le parti pris qui découle de ce présupposé, et qui consiste à n'analyser
que les pratiques, sans prêter aux sujets de ces pratiques l'intention d'apprendre et
de comprendre, me semble limiter la fécondité de ces analyses.
En conséquence, j'adopte le présupposé inverse : m'intéressant à la compréhension
des agents, je pars du principe qu' il y a bien quelque chose à comprendre . Admettre
que cette compréhension est toujours située, et enquêter sur les conséquences de ce
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constat, ne revient pas à faire du contenu des connaissances scientiﬁques un pur
produit des pratiques et des interactions sociales.6
4 Plan de l'argumentation
Cette thèse s'ouvre et se ferme par une étude de cas. La première, qui occupe les
quatre premiers chapitres, est consacrée à la mécanique classique, et me permet de
soulever les diﬀérentes questions que je prétends traiter. La seconde, qui en occupe la
troisième et dernière partie, est destinée, par l'examen d'un exemple tiré des sciences
biologiques (et plus précisément de la génétique classique) à mettre en ÷uvre la
méthode proposée et les outils d'analyse élaborés pour répondre à ces questions.
4.1 Première partie  Formulations et versions de la mécanique
classique
La première partie de ce travail, des chapitres 1 à 4, est consacrée à un exemple
paradigmatique de théorie scientiﬁque, celui de la mécanique classique. Cette partie
dans son ensemble vise deux objectifs. Le premier est de montrer, par l'exemple, la
première des thèses que je défends, annoncée précédemment : la notion de théorie,
conçue comme un ensemble d'hypothèses jointes à leur clôture déductive, ne permet
pas de rendre compte de l'utilisation des théories comme outils de représentation
et d'inférence. Le deuxième est d'introduire la notion de version, et d'en montrer la
fécondité pour l'analyse de plusieurs problèmes soulevés par l'examen de la mécanique
classique.
Après un premier chapitre introductif présentant ces diﬀérents problèmes,
j'aborde l'étude de la mécanique sous deux perspectives diﬀérentes, synchronique
et diachronique.
Dans le chapitre 2, je m'intéresse à la mécanique classique telle qu'elle est en-
seignée et utilisée aujourd'hui. Cette perspective anhistorique me permet de montrer
que l'identité de ce que l'on considère habituellement comme une seule et même
théorie est fortement remise en cause par une attention à son utilisation pour repré-
senter et résoudre des problèmes particuliers. En eﬀet, les diﬀérentes formulations
sous lesquelles la mécanique peut être exprimée et utilisée sont autant d'outils de
représentation et d'inférence diﬀérents. Cette analyse me permet de déﬁnir et de
6La fermeté de ma prise de distance vis-à-vis des études sur la science ne doit pas masquer, d'une
part, la grande diversité des thèses qui y sont défendues  auxquelles j'ai consacré un mémoire de
DEA  ni, d'autre part, la richesse de certaines études de cas historiques, comme, par exemple,
celle de David Kaiser (2005) sur laquelle une partie du chapitre 7 du présent travail s'est largement
appuyée.
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justiﬁer le choix d'une étude du contenu des connaissances théoriques centrée sur la
pratique.
Le chapitre 3, en introduisant la notion de version, poursuit l'examen de la mé-
canique classique dans la perspective des agents. Cet examen me permet d'éclairer
deux types de problèmes. En premier lieu, je montre qu'il existe, entre les diﬀérentes
formulations de la mécanique telle qu'elle est enseignée et utilisée aujourd'hui, d'au-
thentiques diﬀérences conceptuelles, dont une analyse logico-empirique des théories
ne permet pas de rendre compte. Ce constat, qui motive l'introduction de la notion de
version, me permet, en second lieu, d'éclairer un problème d'ordre historiographique :
aborder l'étude de certains épisodes du développement historique de la mécanique
sous l'angle de la notion de version me permet en eﬀet de remettre en question la
possibilité d'une distinction tranchée entre le développement formel d'une théorie et
sa refonte conceptuelle.
Enﬁn, le chapitre 4 propose un bilan des analyses qui précèdent à la lumière de
la notion de compréhension.
4.2 Deuxième partie  Unités et outils d'analyse de l'activité théo-
rique
La deuxième partie de ce travail (chapitres 5 à 7) est consacrée d'une part à
l'examen critique des analyses disponibles de la connaissance scientiﬁque, et d'autre
part à la précision et la justiﬁcation de ma propre démarche, ainsi qu'à l'élaboration
de mes outils d'analyse.
Dans le chapitre 5, je présente et je critique deux grandes tentatives pour étu-
dier le contenu des théories scientiﬁques en faisant abstraction des conditions dans
lesquelles elles sont construites, formulées, utilisées et comprises : celle mise en ÷uvre
par les empiristes logiques, héritiers des travaux du Cercle de Vienne, puis celle des
défenseurs de la conception dite  sémantique  des théories, qui se présente comme
une critique de la première. Le but de ce chapitre est double. En premier lieu, l'ana-
lyse de ces approches qui reposent sur le présupposé inverse du mien  une étude de
la science en principe contre une étude de la science en pratique  me permet, par
contraste, de préciser mon approche. En second lieu, je procède à une critique interne
de ces entreprises, en montrant que leur refus de prendre en compte les utilisateurs
des théories sont la cause de plusieurs tensions au sein même de leur propos. Ce
faisant, je justiﬁe l'adoption du parti pris méthodologique consistant à se placer dans
la perspective des agents.
Le chapitre 6 est consacré à l'examen de certaines analyses qui se présentent
elles-mêmes comme des critiques des approches formelles, et dont la mienne est l'hé-
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ritière. Ayant renoncé à centrer l'étude de l'activité théorique sur les théories elles-
mêmes, je cherche dans ces analyses des outils permettant de rendre compte de l'in-
teraction cognitive des agents avec les représentations qu'ils utilisent dans l'appren-
tissage et la pratique scientiﬁques. Une telle étude doit satisfaire plusieurs exigences.
Elle doit en particulier permettre de rendre compte de l'importance de la forme de
ces représentations, et du fait qu'elles acquièrent leur signiﬁcation en tant qu'elles
sont utilisées par les agents comme outils de représentation et d'inférence. J'examine
successivement plusieurs notions destinées à remplacer ou à compléter celle de théo-
rie, parmi lesquelles celle de paradigme, proposée par Kuhn (1962/1970). Par une
analyse critique de ces notions, je précise ma propre perspective. Je suis conduite à
défendre la thèse selon laquelle il convient d'étudier tous les types de représentation
 et non pas seulement les représentations linguistiques  et de renoncer à en étudier
le contenu sur le modèle de la référence linguistique.
Le chapitre 7 élabore les outils d'analyse permettant de rendre compte de la
diversité des représentations utilisées dans la pratique scientiﬁque. J'y propose, en
m'appuyant sur les travaux de Nelson Goodman (1968/1976), l'ébauche d'une ty-
pologie de ces représentations, qui sera mobilisée aux chapitres 8 et 9. J'y introduis
ensuite la notion de format, destinée à rendre compte de l'importance de la forme des
représentations pour les raisonnements des agents. Initialement motivée, comme je
l'ai mentionné précédemment, par le constat du fait que deux représentations ayant
le même contenu peuvent faciliter diﬀérents types d'inférences, l'analyse de la notion
de format me permet de montrer que la prise en compte des capacités cognitives des
agents dans l'analyse du contenu des représentations implique de reconsidérer la dé-
ﬁnition de ce contenu. Cela me permet de compléter la remise en cause, amorcée dès
la première partie, de la distinction entre la forme et le contenu des représentations.
4.3 Troisième partie  Représentations en génétique classique
La dernière partie de ce travail (chapitres 8 et 9) est consacrée à une seconde
étude de cas, en génétique classique. Elle vise deux objectifs principaux. Le premier
est de montrer que l'approche de l'activité théorique défendue dans les deux parties
précédentes n'est pas uniquement applicable aux sciences physiques. En eﬀet, l'exa-
men des pratiques représentationnelles des scientiﬁques permet selon moi de saisir
des aspects essentiels de toute activité théorique. Il permet, en outre, d'apporter un
éclairage nouveau sur certaines questions conceptuelles propres à un domaine scienti-
ﬁque particulier. Le second objectif principal de cette partie est ainsi d'examiner, au
moyen des outils élaborés dans les deux premières parties, certains problèmes relatifs
à la nature et au statut des diﬀérentes hypothèses qui constituent ce que l'on appelle
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 génétique classique .
Le chapitre 8 vise à isoler les diﬀérentes composantes théoriques de la génétique
classique en les identiﬁant à l'utilisation de certains types de représentation. J'établis
une distinction, au sein de la génétique classique, entre ce que j'appelle le mendélisme
 pur  et l'étude des processus cellulaires (cytologie). Cela me permet de montrer les
limites de l'approche de Philip Kitcher (1984), elle-même motivée par le constat de
l'inadéquation des conceptions classiques des théories, et de suggérer que certaines
questions concernant les relations inter-théoriques sont susceptibles d'être éclairées
par une analyse des représentations utilisées dans la pratique scientiﬁque.
Le chapitre 9 met cette suggestion en ÷uvre dans une étude détaillée de la
construction, de l'utilisation et de l'interprétation des cartes génétiques dans les an-
nées 1920. Les cartes génétiques incarnent en eﬀet l'articulation des deux domaines
théoriques distingués au chapitre 8. Leur construction a fait l'objet de plusieurs dé-
bats au sein de la communauté des généticiens dans les années 1920. Je montre que
l'interprétation que les diﬀérents généticiens font des cartes génétiques est partiel-
lement guidée par leurs engagements théoriques et manifeste ce que je propose de
considérer comme leurs versions du mendélisme. Cela me permet de montrer que les
représentations théoriques ne sont pas tant les moyens d'accéder à une théorie dont
elles seraient l'expression, que le lieu même de l'activité théorique.
Première partie
Formulations et versions de la
mécanique classique
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Vue d'ensemble de la première
partie
Cette partie, consacrée à la mécanique classique, vise deux objectifs principaux.
Le premier est de soulever plusieurs questions relatives à la notion de théorie, et
de montrer, par l'analyse détaillée d'un exemple canonique de théorie scientiﬁque,
la première des thèses que je défends dans ce travail : si l'on prête attention aux
détails de l'utilisation d'une théorie comme outil de représentation et d'inférence, on
s'aperçoit que l'identité de ce que l'on considère habituellement comme une seule et
même théorie est remise en question. Les diﬀérentes formulations de la mécanique
classique, telle qu'elle est enseignée et utilisée aujourd'hui, n'oﬀrent pas la même
représentation des phénomènes, et ne facilitent pas les mêmes inférences.
Le deuxième objectif principal de cette partie est d'introduire la notion de version
et d'en montrer la fécondité par l'analyse de plusieurs réﬂexions épistémologiques
et méta-scientiﬁques que la mécanique a inspirées, au cours de son développement,
chez certains des principaux acteurs de son histoire. En présentant ces réﬂexions
comme l'expression d'autant de versions de la mécanique, je montre que la notion
de version permet d'enrichir celle de théorie et de rendre mieux compte, par la place
qu'elle accorde aux agents cognitifs, de la double dimension, représentationnelle et
inférentielle, de l'activité théorique.
Cette partie a un double statut : étude de cas mettant en ÷uvre la démarche que
je défends, elle sert aussi d'introduction aux diﬀérents problèmes que l'ensemble de
ce travail vise à résoudre. Qu'on me pardonne, en conséquence, l'apparente disparité
des questions que j'y soulève ; la suite de ce travail, en y proposant des réponses,
contribuera à en dégager l'unité. Pour l'heure, je procède à une présentation de la
mécanique classique sous plusieurs aspects qui, pris ensemble, fournissent une image
(partielle) de la manière dont cette théorie est enseignée, utilisée et comprise aujour-
d'hui. Cette présentation, outre l'occasion de soulever les questions qui m'intéressent,
me fournit une réserve d'exemples dans laquelle je puiserai tout au long de ce travail.
Un premier chapitre introductif oﬀre une cartographie des principaux problèmes
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abordés dans la partie et propose une déﬁnition initiale des notions qui y seront ana-
lysées. Dans le chapitre 2, je présente les principales formulations de la mécanique
classique telles qu'elles sont enseignées et utilisées aujourd'hui, en montrant que leur
équivalence en principe est remise en question par l'analyse de leur utilisation, en
pratique, comme outils de représentation et d'inférence. J'insiste particulièrement sur
le lien, au sein de chacune de ces formulations, entre la manière dont elles repré-
sentent les phénomènes et les inférences qu'elles permettent de tirer. Le chapitre 3
est consacré à l'analyse de quelques versions de la mécanique  à ne pas confondre
avec ses formulations  qui ont été exprimées au cours de l'histoire. Il vise à remettre
en question l'idée d'une distinction nette entre diﬀérence conceptuelle et diﬀérence
formelle. Enﬁn, le chapitre 4 dresse un premier bilan des problèmes identiﬁés, à la
lumière de la notion de compréhension.
Chapitre 1
Quel est le contenu
de la mécanique classique ?
Planche de ﬁgures extraite des Principia de Newton (1687),  Du mouvement des corps , livre premier.
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Quand on cherche à déﬁnir ce que l'on entend par  théorie scientiﬁque , il semble
naturel de se référer à des exemples de théories existantes. La mécanique classique
en est un des plus fameux, et a longtemps été considérée comme un canon de théo-
rie scientiﬁque. Dans ce chapitre introductif, je présente sommairement la manière
dont on identiﬁe habituellement cette théorie, par la déﬁnition de son domaine d'ap-
plication et l'énoncé des principes et théorèmes au moyen desquels elle permet de
prédire et d'expliquer les phénomènes de ce domaine. J'expose ensuite les principales
diﬃcultés qu'une telle déﬁnition rencontre. Ces diﬃcultés feront l'objet des analyses
détaillées des chapitres suivants, qui justiﬁeront et mettront en ÷uvre l'approche de
l'activité théorique que j'entends défendre.
1 Identiﬁer le contenu de la mécanique classique
Une première manière d'identiﬁer la mécanique classique consiste à déﬁnir le
domaine de phénomènes auquel elle s'applique et dans les limites duquel elle est
valide : c'est la théorie physique qui étudie le mouvement des corps macroscopiques,
dans les cas où leur vitesse est très inférieure à celle de la lumière, ce qui exclut les
phénomènes quantiques et relativistes.1 Des phénomènes comme la chute des corps
sur terre, le mouvement oscillatoire d'un pendule, la trajectoire relative des astres,
sont typiquement dans le domaine d'étude de la mécanique.
À l'époque de leur première présentation systématique par Isaac Newton (1687)
dans les Philosophiae Naturalis Principia Mathematica, les principes de la mécanique
étaient conçus comme fournissant une explication universelle des phénomènes du
mouvement. De plus, pour Newton, ainsi que, plus tard, pour les défenseurs de l'hy-
pothèse atomiste, la mécanique était censée expliquer non seulement les phénomènes
du mouvement, mais aussi l'ensemble des phénomènes physiques et chimiques. Au
vingtième siècle, la double révolution constituée par l'énoncé des théories de la relati-
vité par Albert Einstein et la naissance de la mécanique quantique assigne des limites
au domaine d'application de la mécanique désormais  classique  ; on sait mainte-
nant que sa validité n'est pas universelle, puisqu'elle est fausse en ce qui concerne les
phénomènes microscopiques et cosmologiques.
Déﬁnir son domaine d'application comme je viens de le faire n'est pas suﬃsant
pour identiﬁer une théorie ; on peut en eﬀet avoir plusieurs théories diﬀérentes, contra-
dictoires ou incompatibles entre elles, portant sur un même domaine de phénomènes.
On veut donc aussi pouvoir identiﬁer ce que la théorie dit de ces phénomènes, c'est-à-
1Cette déﬁnition du domaine de la mécanique classique est quelque peu restrictive, dans la mesure
où l'on peut, au moyen des équations de la mécanique, étudier des comportements plus généraux
que le mouvement des corps. C'est cependant à eux seuls que je m'intéresserai dans ce travail.
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dire l'ensemble des hypothèses au moyen desquelles elle nous permet de les prédire et
de les expliquer. Cette exigence semble facile à satisfaire pour la mécanique classique :
elle peut être présentée, comme c'est le cas dans les Principia de Newton, sous la
forme d'un ensemble déductif d'énoncés exprimant des hypothèses théoriques. Leur
présentation systématique attribue à ces diﬀérentes hypothèses un statut plus ou
moins fondamental. Quoique les usages varient, les plus générales et fondamentales
sont couramment appelées  principes2 . Viennent ensuite les lois et les théorèmes.
Les lois correspondent à la forme que prennent les principes quand ils sont appli-
qués à certains types particuliers de mouvements (par exemple, la loi de gravitation
ou la loi du pendule). Les théorèmes peuvent être déﬁnis comme des conséquences
remarquables des principes (par exemple, les théorèmes de conservation). Une telle
présentation systématique de la mécanique est si commune que c'est souvent sur une
référence à cet exemple que s'appuient l'analyse et la déﬁnition philosophiques des
notions de principes, lois et théorèmes.
Ces diﬀérentes hypothèses, jointes à l'ensemble de leurs conséquences déductives,
semblent constituer un ensemble clairement déﬁni que l'on peut appeler le contenu de
la mécanique. Pourtant, un examen attentif des diﬀérentes manières dont ce contenu
peut être exprimé fait surgir plusieurs diﬃcultés.
2 Première diﬃculté : les diﬀérentes formulations contem-
poraines de la mécanique classique
Aujourd'hui, la mécanique classique est enseignée et utilisée sous plusieurs for-
mulations diﬀérentes. On distingue généralement la formulation dite  newtonienne 
ou encore  vectorielle3  de la formulation dite  analytique  ou  variationnelle ,
laquelle se présente elle-même sous plusieurs formulations diﬀérentes (lagrangienne,
hamiltonienne, théorie de Hamilton-Jacobi). Si le nom de chacune de ces formula-
tions indique que la paternité en est attribuée à des savants d'époques diﬀérentes qui
ont contribué aux développements de la mécanique (Newton, 1687; Lagrange, 1788;
Hamilton, 1834), le premier ensemble de problèmes que je souhaite soulever gagne
à être abordé en faisant abstraction du développement historique qui a conduit à
instituer ces formulations comme standard.
Ces problèmes sont ceux de la coexistence, aujourd'hui, dans l'enseignement et la
pratique de la mécanique, de plusieurs formulations, qui diﬀèrent non seulement par
2Newton les appelle  axiomes . On les appelle aussi parfois les  lois de Newton .
3La formulation vectorielle de la mécanique n'est en fait pas due à Newton, mais elle utilise les
mêmes concepts physiques (en particulier celui de force). Je reviendrai sur ce problème plus loin.
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les systèmes de coordonnées et la forme des équations utilisées pour représenter et
expliquer les phénomènes du mouvement, mais aussi par leurs principes et concepts
fondamentaux. Insistons sur un point de vocabulaire : dans toute la partie consacrée
à la mécanique classique (chapitres 1 à 4), je réserverai le terme de formulation aux
formes standard sous lesquelles la mécanique est aujourd'hui enseignée et utilisée,
en ignorant délibérément leur genèse au cours de l'histoire. Il conviendra de bien
distinguer ce terme de ceux de  présentation  et de  version , que j'introduis plus
loin dans le présent chapitre.
Les formulations contemporaines de la mécanique, malgré les diﬀérences que je
viens de mentionner  systèmes de coordonnées, forme des équations, principes et
concepts , sont habituellement considérées comme équivalentes : une chaîne de dé-
ductions mathématiques permet de passer de l'une à l'autre, ce qui semble garantir
que leurs conséquences empiriques sont strictement identiques. Ainsi, les prédictions
fournies par les diﬀérentes formulations de la mécanique n'entrent jamais en contra-
diction entre elles, même pour un domaine restreint de phénomènes. La déﬁnition
logique des concepts qui y ﬁgurent est la même, même si leur place dans l'archi-
tecture d'ensemble de la théorie change : le concept de force, fondamental dans la
formulation newtonienne, devient secondaire dans les formulations variationnelles,
qui s'appuient sur le concept d'énergie, mais sa déﬁnition n'est pas modiﬁée.
La relation entre les formulations de la mécanique classique est donc très dif-
férente, par exemple, de la relation entre la mécanique newtonienne et la théorie
einsteinienne de la relativité, qui ne donnent pas la même déﬁnition du concept de
masse, et dont les prédictions diﬀèrent pour les très grandes vitesses. Pour toutes
ces raisons, on admet généralement que le contenu de la mécanique n'est pas aﬀecté
par la diversité de ses formulations, considérées comme diﬀérentes expressions d'une
seule et même théorie.
Je prétends cependant montrer que la notion de théorie qui sous-tend une telle
aﬃrmation n'est pas satisfaisante, car elle ne rend pas compte de la manière dont la
mécanique fonctionne comme outil de représentation et d'inférence. Si l'on prête at-
tention à la manière dont on utilise les équations issues des diﬀérentes formulations de
la mécanique pour résoudre des problèmes concrets, on s'aperçoit que leur équivalence
logique ne garantit pas l'identité de la théorie en tant qu'elle est utilisée et comprise
par des agents. En eﬀet, les diﬀérentes formulations de la mécanique n'oﬀrent pas la
même représentation des phénomènes et ne facilitent pas les mêmes inférences. Là
où la mécanique newtonienne parle de forces, et représente ces dernières par des vec-
teurs, la mécanique hamiltonienne parle d'énergie et utilise des quantités scalaires.
En outre, comme on le verra, selon le cas que l'on étudie, certaines formulations sont,
en pratique, inutilisables, quand d'autres permettent d'atteindre aisément la solution
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du problème.
Le chapitre 2, en insistant sur ces diﬀérences entre les formulations contempo-
raines de la mécanique, vise à montrer qu'il convient de renoncer à identiﬁer le
contenu d'une théorie à l'ensemble de ses conséquences déductives, abstraction faite
des agents qui les utilisent. Pour cela, je m'eﬀorcerai de mettre en valeur la distinction
formulée par Paul Humphreys (2004), entre une étude de la science en principe, au
regard de laquelle l'équivalence des formulations de la mécanique, et par conséquent
l'identité de son contenu, si elle ne sont pas triviales, semblent à peu près assurées,
et une étude de la science en pratique, qui consiste à accorder une place importante à
ce que l'utilisateur d'une théorie peut en faire, et qui invite à réexaminer ces notions
d'équivalence et de contenu.
3 Deuxième diﬃculté : les présentations successives de la
mécanique au cours de l'histoire
Aﬁn de bien distinguer les diﬀérents problèmes auxquels je m'intéresse, je propose
d'appeler  présentation  de la mécanique tout exposé de ses principes, qu'il soit
destiné à en remanier en profondeur l'appareil mathématique, à en examiner ou en
clariﬁer l'organisation conceptuelle, ou encore simplement à exposer ces principes aﬁn
de les enseigner et de les utiliser. Une présentation est donc un objet concret et public
historiquement situé, qu'il s'agisse des Principia de Newton (1687), de la Mécanique
analytique de Lagrange (1788), de La Mécanique de Mach (1883), des Principes de
la mécanique de Hertz (1894), d'un manuel quelconque ou encore de l'exposé du
chapitre 2 du présent travail. Par contraste, les formulations contemporaines de la
mécanique peuvent être décrites comme des classes d'équivalence de présentations :
on peut proposer plusieurs présentations diﬀérentes de chacune de ces formulations,
et ces dernières n'entrent pas dans un rapport de succession historique ni ne portent
la marque de l'époque à laquelle le physicien à qui en est attribuée la paternité les a
pour la première fois présentées.
3.1 Le développement historique de la mécanique : avancée formelle
ou refonte conceptuelle ?
Il existe plusieurs types diﬀérents de présentations de la mécanique. D'abord, les
présentations des  grands noms  de l'histoire de la mécanique, comme celles de
Newton (1687), Lagrange (1788) et Hamilton (1834), font partie d'un vaste ensemble
28 Chap. 1. Quel est le contenu de la mécanique classique ?
de travaux4 qui, du dix-septième au dix-neuvième siècles, ont contribué à construire
et à développer l'appareil mathématique de la mécanique et, par des généralisations
successives, à en étendre le domaine d'application et dresser des ponts entre elle
et d'autres branches de la physique. Après leur première formulation systématique
par Isaac Newton (1687), les principes de la mécanique ont ainsi fait l'objet de plu-
sieurs reformulations et réorganisations, dont certaines ont été jugées suﬃsamment
innovantes par la postérité pour que le nom de leur auteur devienne le label d'une
formulation standard.
Il convient cependant de distinguer soigneusement entre les présentations his-
toriquement données par Newton (1687), Lagrange (1788) et Hamilton (1834) et
les présentations que l'on donne aujourd'hui des formulations dites  newtonienne ,
 lagrangienne  et  hamiltonienne . Par exemple, la formulation newtonienne d'au-
jourd'hui est exprimée en langage vectoriel et au moyen d'équations diﬀérentielles,
alors que toutes les démonstrations des Principia sont faites en langage géométrique
et non à l'aide du calcul diﬀérentiel. De même, la formulation lagrangienne d'aujour-
d'hui est fondée sur le principe de Hamilton, alors que l'auteur de ce principe est âgé
de 10 ans au moment de la mort de Lagrange.
Ce constat conduit à s'interroger sur les raisons au nom desquelles on peut af-
ﬁrmer que les formulations newtonienne et lagrangienne méritent ou non de porter
ces noms, c'est-à-dire les raisons qui motivent le jugement selon lequel Lagrange, par
exemple, est ou non le père de la formulation lagrangienne. Expliciter ces raisons
implique de mettre au jour ce que l'on considère constituer le contenu de ces diﬀé-
rentes formulations ; on pourra alors discriminer entre ce qui leur est essentiel et ce
qui relève simplement des aspects contingents de leur présentation. On pourrait, par
exemple, aﬃrmer que l'utilisation du calcul diﬀérentiel, quoique commode, n'est pas
essentielle à l'expression du contenu de la formulation newtonienne : on jugerait alors
que la réécriture diﬀérentielle des Principia (opérée par Varignon, 1700a,b)5 est une
simple avancée formelle, et non une refonte conceptuelle de la mécanique de Newton.
Distinguer ainsi entre une avancée formelle et une authentique refonte concep-
tuelle est une opération particulièrement délicate dans le cas de la mécanique. Ha-
bituellement, une manière simple d'opérer une telle distinction est de repérer des
diﬀérences logiques et empiriques : on juge, par exemple, que la théorie de la rela-
tivité générale est conceptuellement diﬀérente de la théorie newtonienne de la gra-
vitation parce que, en donnant (entre autres) une déﬁnition diﬀérente du concept
de masse, elle conduit à des prédictions empiriques qui contredisent les prédictions
4Ceux, entre autres, de Varignon (1700a,b), d'Euler (1744), de d'Alembert (1743), de Laplace
(1843-1846), de Poisson (1838) et de Jacobi (1837, 1842).
5Pour la  réécriture  des Principia par Varignon, voir (Blay, 1992, 1993, 1995, 2002).
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newtoniennes.
Les cas typiques de changement scientiﬁque étudiés par les philosophes et his-
toriens des sciences sont ainsi des changements de théorie : les deux théories n'ont
pas le même contenu, et cela se manifeste sans ambiguïté dans les déﬁnitions qu'elles
donnent de leurs concepts fondamentaux et dans les prédictions empiriques aux-
quelles elles conduisent. En ce sens, la frontière entre un développement formel et
un changement conceptuel semble nette, le changement conceptuel correspondant
à un changement logico-empirique. Des conceptions très diﬀérentes du changement
scientiﬁque s'accordent d'ailleurs sur ce point : que l'on conçoive les relations inter-
théoriques sur le modèle de la réduction, comme les empiristes logiques (voir en
particulier Nagel, 1961, chap. 11)6, ou sur le modèle de l'incommensurabilité, comme
Kuhn (1962/1970)7, les diﬀérences conceptuelles sont la plupart du temps identiﬁées
à des diﬀérences logico-empiriques. L'analyse des empiristes logiques permet certes
aussi de rendre compte de changements intra-théoriques, mais les conçoit unique-
ment comme les conséquences de la confrontation à de nouvelles données empiriques,
dont il s'agit de rendre compte en modiﬁant les hypothèses de la théorie en place
 parfois de façon suﬃsamment mineure pour que l'on ne considère pas que cela
donne naissance à une nouvelle théorie. Il s'agit donc, ici encore, d'un changement
logico-empirique.
Le développement historique de la mécanique classique ne peut pas être décrit
ainsi. En eﬀet, les présentations successives des  grands noms  de la mécanique,
si elles sont motivées par la volonté d'en permettre l'application à des problèmes
nouveaux et d'en approfondir les relations avec d'autres théories, n'impliquent pas de
changement logico-empirique ; leur moteur n'en est pas la découverte d'une nouveauté
empirique inexplicable dans le cadre théorique en place et dont il s'agirait de rendre
compte en en modiﬁant certaines hypothèses. Le développement de la mécanique,
intimement lié aux avancées mathématiques dont il est à la fois le moteur et la
conséquence, consiste en une réécriture mathématique et en une réorganisation de
ses principes. S'il débouche, dans certains cas, sur la déﬁnition de concepts nouveaux
comme celui d'action, cela ne modiﬁe pas celle des concepts existants.
6On dit qu'une théorie T1 est réduite par une théorie T2 quand tous les phénomènes expliqués
et prédits par T1 sont prédictibles et explicables par T2, c'est-à-dire quand T1 est une conséquence
logique de T2. En outre T2 peut corriger certaines prédictions de T1, faisant alors apparaître les
prédictions de T1 comme des approximations des prédictions de T2.
7Pour Kuhn, deux théories portant sur le même domaine de phénomènes sont dites incommen-
surables dès lors que certains de leurs concepts centraux, même s'ils sont exprimés par les mêmes
termes, reçoivent des déﬁnitions logiquement incompatibles. Je présenterai et critiquerai les thèses
de Kuhn au chapitre 6.
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Si l'on applique à ce cas les modèles habituels du changement scientiﬁque, l'his-
toire de la mécanique est celle d'un développement purement formel. En ce sens,
aucune nouveauté conceptuelle n'est introduite par Lagrange ou Hamilton ; en ce
même sens, la mécanique présentée par Hamilton est équivalente à celle de Newton.
Ce jugement sur l'histoire des sciences est la contrepartie diachronique de l'aﬃrmation
de l'équivalence (synchronique) entre les formulations actuelles héritées des présen-
tations successives de la mécanique. Il revient à nier la possibilité d'un changement
intra-théorique8 qui soit authentiquement conceptuel.
J'aﬃrme que la notion de théorie qui sous-tend un tel jugement est, ici encore,
insatisfaisante. En identiﬁant le contenu d'une théorie à l'ensemble des conséquences
déductives de ses principes, et en dressant une frontière nette entre développement
formel et innovation conceptuelle, on manque d'authentiques diﬀérences théoriques.
Montrer cela sera un des objets du chapitre 3 ; l'introduction de la notion de version,
en donnant une place centrale à la compréhension que les utilisateurs d'une théorie
en ont, permettra une analyse plus ﬁne de la question du changement théorique que
celle fondée sur la notion classique de théorie, ainsi que la remise en question d'une
distinction nette entre développement formel et avancée conceptuelle.
3.2 Les présentations philosophiques et méta-scientiﬁques de la mé-
canique
Un deuxième type de présentations de la mécanique retiendra mon attention.
Outre les profonds remaniements opérés par les  grands noms  de l'histoire de la
mécanique, cette théorie a fait l'objet, en particulier à la charnière des dix-neuvième
et vingtième siècles, de plusieurs examens critiques destinés à en clariﬁer l'ordre des
principes et la signiﬁcation des concepts.
Dans un contexte où les prémices de la crise de la physique qui va donner nais-
sance aux théories de la relativité et à la théorie quantique9 se font sentir, marquant
la ﬁn du règne de la physique classique, physiciens et mathématiciens10 s'interrogent
et débattent sur le contenu et la place dans la connaissance scientiﬁque de la méca-
nique classique, longtemps considérée comme la théorie physique toute entière, dont
les autres disciplines devaient être des branches. Les explications fournies par la mé-
canique ont en eﬀet longtemps été érigées en standard d'intelligibilité : les physiciens
8Pour une analyse de la notion de changement intra-théorique sur la base de ce même exemple,
voir l'article d'Anouk Barberousse (2008), auquel l'analyse du chapitre 3 doit beaucoup.
9Henri Poincaré (1902, 1905) est un des premiers à diagnostiquer cette crise comme telle.
10Entre autres, Hertz (1894), Mach (1883), Poincaré (1902, 1905), Boltzmann (1897), von Helm-
holtz (1847) et Kirchhoﬀ (1877).
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considéraient qu'une description partiellement incompatible avec les lois de la méca-
nique était inintelligible.11 Autour de 1900, l'universalité de ce modèle explicatif est
remise en cause. Il devient urgent, pour le défendre ou pour le combattre, d'en avoir
une conception parfaitement claire. Cela passe, la plupart du temps, par la recherche
d'une présentation de la mécanique qui permettrait de faire apparaître clairement le
statut de ses diﬀérentes hypothèses et de donner une déﬁnition précise à ses diﬀérents
concepts.12
La distinction entre ces présentations, que j'appelle  philosophiques , ou méta-
scientiﬁques , et celles des  grands noms  de l'histoire de la mécanique, est aﬀaire
de degré, et non de nature. Certes, les auteurs dont il est question ici écrivent à la ﬁn
du dix-neuvième siècle, à une époque où les développements de la mécanique clas-
sique ont contribué à lui donner la forme sous laquelle on la présente aujourd'hui ;
son développement est, pour ainsi dire, achevé. Cependant, non seulement ce type
de réﬂexions méta-scientiﬁques se trouve également dans les écrits des principaux
acteurs de l'histoire de la mécanique, mais encore la recherche d'une présentation
des principes de la mécanique qui en fasse apparaître le plus clairement possible le
contenu peut donner lieu à des réécritures qui gagnent parfois le statut de nouvelles
formulations. Par exemple, la présentation proposée par Hertz (1894) se donne à la
fois comme une clariﬁcation conceptuelle et la proposition d'une nouvelle formula-
tion ; la plupart des manuels approfondis de mécanique d'aujourd'hui y consacrent
un développement (voir par exemple Lanczos, 1970, pp. 130-132).
Ces réﬂexions philosophiques et méta-scientiﬁques présentent plusieurs intérêts
pour mon propos. D'abord parce qu'elles sont autant d'exemples de présentations
de la mécanique, dont l'analyse détaillée conduit à remettre en cause la possibilité
d'isoler et de s'accorder sur un ensemble d'hypothèses qui formerait le socle de l'édiﬁce
de la mécanique.
Ensuite parce, selon la manière dont chacun de ces auteurs procède en cherchant
à identiﬁer et à présenter clairement le contenu de la mécanique, il exprime du même
coup une certaine conception des théories et de leur contenu. Par exemple, tout en
reconnaissant que les théories fournissent des images mentales qui portent la marque
des esprits qui les produisent, Hertz (1894) semble orienter sa recherche vers un idéal
qui consisterait à distinguer clairement le contenu d'une théorie de sa forme, jugée
contingente.
11Pour une analyse de la manière dont les physiciens ont cherché à sauver les modèles explicatifs
de la physique classique dans le cadre de la révolution quantique, voir (Chevalley, 1991).
12Ainsi Poincaré regrette-t-il que  les traités de mécanique ne distinguent pas bien nettement
ce qui est expérience, ce qui est raisonnement mathématique, ce qui est convention, ce qui est
hypothèse.  (Poincaré, 1905, chap. vi,  La mécanique classique , p. 111)
32 Chap. 1. Quel est le contenu de la mécanique classique ?
Enﬁn, la manière dont chacun de ces auteurs traite le problème de la diversité
des formulations de la mécanique et de son développement historique me fournit
autant de matériau pour analyser ces problèmes. Autrement dit, ces auteurs, par leurs
réﬂexions, me fournissent un objet d'analyse, en ajoutant à la liste des présentations
de la mécanique qui en ont été historiquement proposées, et sont en même temps des
interlocuteurs qui se trouvent confrontés au problème qui est le mien. La méthode
que je mettrai en ÷uvre pour les lire consistera à traiter ces présentations comme
les expressions d'autant de versions de la mécanique, dont je propose à présent une
déﬁnition sommaire, que le chapitre 3 contribuera à étayer en en montrant la fécondité
pour l'étude de l'activité théorique.
4 Les versions de la mécanique
Chacune des présentations de la mécanique, qu'il s'agisse de la Mécanique ana-
lytique de Lagrange (1788), de La Mécanique de Mach (1883), des Principes de la
mécanique de Hertz (1894), ou encore d'un manuel de référence contemporain comme
ceux de Goldstein (1950/2002) ou de Lanczos (1970), propose une certaine perspec-
tive sur la mécanique, par la manière dont elle en ordonne les diﬀérents principes et
décrit leur articulation, dont elle déﬁnit les concepts qui y ﬁgurent, dont elle évalue
la diﬀérence entre les formulations et, le cas échéant, la contribution des précédents
acteurs de l'histoire de la mécanique. Ces diﬀérentes perspectives correspondent à au-
tant de manières de comprendre la mécanique ; après Anouk Barberousse (2008), je
propose d'appeler la manière de comprendre la mécanique propre à chaque individu,
sa  version  de la théorie. Je la déﬁnis initialement comme l'ensemble des repré-
sentations mentales qu'il se forme au cours de son apprentissage et de sa pratique de
cette théorie.
La notion de version me permet d'émettre une hypothèse contribuant à donner
une image uniﬁée de l'activité théorique, cette dernière expression servant à désigner
non seulement les processus d'invention et de développement d'une théorie, mais
aussi celui de son apprentissage. Je suppose en eﬀet que chacun des utilisateurs de
la mécanique, du débutant à l'expert, en a une certaine version, plus ou moins riche,
plus ou moins robuste ; elle dépend à la fois de l'apprentissage qu'il a suivi, de ses
connaissances d'arrière-plan, ainsi que de ses talents et des types de raisonnement
auxquels il est habitué. Elle détermine la manière dont il utilise les diﬀérents principes
et concepts de la mécanique pour représenter les phénomènes du mouvement et pour
tirer des inférences lorsqu'il résout des problèmes.
Mon propos, il convient de le préciser, n'est pas d'aﬃrmer que la version d'un
débutant est une version de la mécanique classique au même titre que celle d'un expert
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ou, encore moins, que celle de Hamilton. En premier lieu, il existe bien une diﬀérence
entre les inférences autorisées par les principes et les équations de la mécanique, et
les inférences fautives ; les versions des agents, pour autant qu'elles comptent comme
des versions de la mécanique, sont donc extrêmement contraintes par les relations
logiques entre ses concepts.
En second lieu, à supposer qu'un débutant fasse un usage correct des principes qui
lui sont enseignés, sa version se distingue de celle d'un expert, entre autres, par son
ineﬃcacité à résoudre la plupart des problèmes que la mécanique permet de résoudre.
En outre, à la diﬀérence de celles de Lagrange ou de Hamilton, par exemple, la plupart
des versions ne sont pas innovantes : elles sont le résultat de l'apprentissage et de
l'utilisation d'un ensemble d'hypothèses qui ont été formulées par d'autres, mais ne
débouchent pas elles-mêmes sur une manière inédite de formuler ces hypothèses.
Enﬁn, à la diﬀérence de celle de Lagrange ou de Hamilton, mais aussi de Hertz, de
Mach, et de tous les auteurs de manuels, la version d'un profane ne fait généralement
pas l'objet d'une présentation explicite. C'est aux versions de la mécanique qui ont
été exprimées, au moins partiellement, dans des présentations explicites, que je vais
m'intéresser au chapitre 3. Étudier les diﬀérentes présentations de la mécanique qui
en ont été données au cours de son histoire comme l'expression des versions de leurs
auteurs m'oﬀrira un moyen d'aborder les diﬀérents problèmes que j'ai identiﬁés dans
ce chapitre et de mettre en évidence les limites d'une conception des théories qui ne
prend pas en compte leur utilisation par les agents.
L'examen des diﬀérentes formulations actuelles de la mécanique (chapitre 2), puis
celui des versions qui en ont été exprimées dans certaines présentations (chapitre 3)
contribuera à remettre en question l'idée d'un contenu objectif clairement isolable de
la mécanique, indépendant des diﬀérentes manières dont il est formulé et compris. On
verra ainsi que les déﬁnitions et les critères habituellement invoqués pour identiﬁer
une théorie scientiﬁque semblent se dissoudre à l'examen de l'exemple même qui est
censé en être un des canons.

Chapitre 2
Formulations de la mécanique
classique aujourd'hui : principes
et pratique
Le professeur Tryphon Tournesol et son pendule.
Dessin de Hergé (1948), Les Sept Boules de cristal,
Casterman.
36 Chap. 2. Formulations : principes et pratique
Ce chapitre est consacré à la présentation de trois formulations standard de la
mécanique classique, la formulation newtonienne d'une part, et les formulations ana-
lytiques (lagrangienne et hamiltonienne) d'autre part, telles qu'elles sont enseignées
et utilisées aujourd'hui. J'ignore délibérément, dans cette présentation, le dévelop-
pement historique qui a conduit à les instituer comme formulations standard, et
je n'interroge pas le bien fondé de leurs appellations. Ce qui m'intéresse au pre-
mier chef, dans ce chapitre, est la coexistence et l'utilisation, à la même époque, de
plusieurs formulations diﬀérentes d'une théorie. Je me suis principalement appuyée,
pour cet exposé, sur deux ouvrages de référence en mécanique, ceux de Herbert Gold-
stein (1950/2002) et de Cornelius Lanczos (1970). Les cours de Jean-Michel Raimond
(2000), ainsi que les articles de Jeremy Butterﬁeld (2004) et de Jill North (2009a,b)
m'ont également été utiles.
Le but de ce chapitre est de montrer que, si l'on conçoit une théorie comme un
outil de représentation et d'inférence, et si l'on analyse en détail la manière dont elle
remplit ces deux fonctions, les critères habituels d'identité des théories sont remis en
cause ; en particulier, je montrerai que la déﬁnition du contenu d'une théorie comme
l'ensemble de ses conséquences déductives  la clôture déductive de ses principes
 devient intenable. Cela me permettra de justiﬁer l'adoption, pour l'analyse de
l'activité théorique, d'une perspective centrée sur les agents.
Les diﬀérentes formulations de la mécanique sont habituellement considérées
comme équivalentes, en vertu de l'inter-déductibilité de leurs principes. Ce jugement
repose sur une notion d'équivalence que j'appellerai  logique , selon laquelle deux
ensembles d'énoncés expriment le même contenu si l'ensemble de leurs conséquences
déductives est le même. On va voir que, à supposer même que l'on puisse démon-
trer que les formulations de la mécanique satisfont des critères d'équivalence logique
très stricts1, il reste d'importantes diﬀérences entre elles, qu'une analyse de l'activité
théorique doit prendre en compte.
Ces diﬀérences concernent la manière dont les formulations de la mécanique fonc-
tionnent comme outils de représentation et comme outils d'inférence. Du point de vue
1L'équivalence logique de deux ensembles d'énoncés dépend, entre autres, du langage dans lequel
on déﬁnit cette équivalence. Pour une analyse classique de l'équivalence des diﬀérentes formulations
d'une théorie dans la tradition empiriste logique, voir par exemple l'article de Quine (1975). Quine
vise à donner un critère d'identité des théories (par delà leurs diﬀérentes formulations) qui soit plus
faible que celui de la stricte équivalence logique, mais plus fort que celui de la seule équivalence
empirique. La stricte équivalence logique ne permettrait pas, en eﬀet, de s'accommoder des cas de
formulations qui n'emploieraient pas les mêmes termes mais qu'un simple échange de termes suﬃrait
à rendre équivalentes (imaginons, par exemple, les formulations d'une même théorie en anglais et
en français). Cependant, le critère recherché par Quine doit permettre de garantir l'équivalence
empirique des formulations a priori, quel que soit l'état du monde.
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de la représentation, elles diﬀèrent par leurs principes et leurs concepts fondamentaux,
ainsi que par les systèmes de coordonnées et la forme des équations utilisées pour
représenter la dynamique des systèmes physiques. C'est sur ce second ensemble de
diﬀérences  les diﬀérences de représentation mathématique  que le présent chapitre
est centré. Le ﬁl directeur de mon exposé est la relation entre les outils mathéma-
tiques utilisés pour représenter les phénomènes du mouvement et leur utilisation,
en pratique, pour résoudre des problèmes de mécanique, c'est-à-dire pour prédire et
expliquer l'évolution dynamique de certains systèmes physiques. Comme on le verra,
les diﬀérences de représentation mathématique ont d'importantes conséquences sur
les inférences que l'on peut tirer au moyen des équations. Mon but est d'examiner
la manière dont la représentation des phénomènes au moyen de ces langages mathé-
matiques joue sur les raisonnements et la compréhension qu'en ont les utilisateurs
de la théorie.2 Je ne ferai que mentionner, dans l'exposé des trois formulations, les
diﬀérences concernant les concepts et les principes, sur lesquelles je reviendrai au
prochain chapitre.
Résoudre un problème de mécanique consiste, typiquement, à trouver les fonctions
qui décrivent l'évolution de la position et de la vitesse du système étudié au cours
du temps. Ces fonctions sont les solutions d'un ensemble d'équations diﬀérentielles3
qui gouvernent la dynamique du système ; cela signiﬁe qu'elles disent quelles trajec-
toires le système peut suivre en le représentant dans un espace donné et à l'aide d'un
certain système de coordonnées. La résolution d'un problème de mécanique suit typi-
quement deux étapes. La première est celle de la mise en équation : il s'agit d'écrire
2Je contournerai donc la diﬃcile et importante question de savoir comment et pourquoi les struc-
tures des théories mathématiques permettent de décrire et de prédire eﬃcacement le comportement
des phénomènes empiriques. Cette question, en étroite relation avec la question du réalisme scienti-
ﬁque  un des problèmes étant de savoir si, comme l'aﬃrment les défenseurs du réalisme structural,
les mathématiques permettent de représenter les structures réelles, physiques du monde  fait au-
jourd'hui l'objet de débats profonds et complexes (voir, par exemple, Shapiro, 1983; Resnik, 1997;
Ladyman, 1998), dont je ne m'occuperai pas ici.
3Le rôle fondamental des équations diﬀérentielles en physique a été maintes fois souligné ; ainsi,
Arnold (1988, préface) aﬃrme :  La découverte fondamentale de Newton, celle qu'il a considéré
devoir garder secrète et qu'il a publiée seulement sous la forme d'une anagramme, est la suivante :
Data aequatione quotcunque ﬂuentes quantitae involvente ﬂuxiones invenire et vice versa. En langage
mathématique contemporain, cela signiﬁe : Il est utile de résoudre des équations diﬀérentielles. 
Jeremy Butterﬁeld (2004, p. 19) cite Poincaré :  Sans la physique, nous ne connaîtrions pas les
équations diﬀérentielles . Voir aussi (Mach, 1883, p. 321) :  La physique s'habitue progressivement
à considérer la description des faits au moyen d'équations diﬀérentielles comme son véritable but .
Pour une analyse historique et philosophique des notions de fonctions et du rôle des équations
diﬀérentielles dans la solution des problèmes dynamiques, voir (Butterﬁeld, 2004, p. 10-23) et les
sources historiques auxquelles il renvoie (Bottazini, 1986; Lützen, 2003; Kline, 1972; Youschkevitch,
1976).
38 Chap. 2. Formulations : principes et pratique
les équations du mouvement du système étudié à partir des informations dont on
dispose à propos de ce système. La deuxième étape est la résolution de ces équations,
c'est-à-dire leur intégration. On va voir que les diﬀérences de représentation mathé-
matique entre les trois formulations de la mécanique ont des conséquences pratiques
très importantes sur les deux étapes de la résolution de problèmes mécaniques.
Après avoir présenté successivement les trois formulations de la mécanique (sec-
tions 1, 2 et 3) et mis en évidence que chacune d'elles oﬀre des outils de représentation
et d'inférence diﬀérents, je dresserai le bilan de ces diﬀérences et j'approfondirai, à
la section 4, l'analyse de la relation entre un changement dans la forme mathéma-
tique des équations et une modiﬁcation des raisonnements que les agents doivent
faire pour utiliser ces équations dans un calcul. Cela me conduira à réexaminer les
notions d'équivalence et de contenu au nom desquelles on aﬃrme généralement que
les formulations de la mécanique sont les expressions d'une seule et même théorie, et
de montrer qu'elles sont insatisfaisantes pour une analyse de l'activité théorique qui
cherche à rendre compte de la double fonction représentative et inférentielle qu'une
théorie doit remplir.
1 Formulation newtonienne
La formulation newtonienne4 est la première, et souvent la seule, que l'on ap-
prend avant d'entreprendre des études approfondies de physique ou d'ingénierie. Elle
est souvent introduite comme un préalable aux autres formulations, dont l'appareil
mathématique est moins élémentaire. Dans ce qui suit, je présente les outils mathé-
matiques qu'elle utilise pour représenter les phénomènes mécaniques (section 1.1),
puis les principes qui permettent d'obtenir les équations du mouvement gouvernant
la dynamique des systèmes (section 1.2), et enﬁn la manière dont, en pratique, on
peut utiliser ces équations pour résoudre des problèmes (section 1.3).
1.1 Outils mathématiques de la représentation des systèmes méca-
niques
Un des concepts de base de la mécanique newtonienne est celui de point matériel
(ou particule). Il s'agit d'un point géométrique, c'est-à-dire dépourvu d'étendue mais
4On l'appelle aussi  vectorielle . Précisons cependant que c'est Euler qui en 1749 écrit la
deuxième loi de Newton sous la forme qu'on lui connaît aujourd'hui (en coordonnées cartésiennes,
cependant, et non à l'aide d'une notation vectorielle). En outre, la notion de point matériel, et l'in-
terprétation atomiste qui lui est associée, est attribuée à Boscovitch, dans sa Philosophiae naturalis
Theoria de 1758.
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doté d'une grandeur appelée  masse  représentée par un réel positif m.5 L'espace
de représentation du point matériel en mécanique newtonienne est un espace aﬃne
euclidien, déﬁni par un espace vectoriel de dimension ﬁnie (et plus précisément à trois
dimensions, quand le point matériel se meut dans un espace physique à trois dimen-
sions) muni d'un produit scalaire, permettant de déﬁnir une distance et des angles.
Le système de coordonnées le plus couramment utilisé en mécanique newtonienne
est celui des coordonnées rectangulaires ou cartésiennes. Il arrive cependant que l'on
fasse usage de coordonnées polaires pour certains problèmes.6 La position d'un point
matériel dans cet espace est donc entièrement déterminée par trois coordonnées.
Notons que l'on représente souvent un solide par un point matériel que l'on situe
en son centre d'inertie ; c'est le cas lorsque l'on étudie par exemple le mouvement des
planètes et de leurs satellites. Dans le cas d'un solide indéformable7 qui se meut li-
brement dans un espace à trois dimensions, le nombre de coordonnées indépendantes,
appelées aussi  degrés de liberté , nécessaires à la détermination de sa position et
de son orientation est de six.8
On distingue, au sein de la mécanique, entre la cinématique, qui est la descrip-
tion du mouvement des corps, et la dynamique, qui est l'étude des causes de ce
mouvement. Les notions de base de la cinématique sont celles de position, de vitesse
et d'accélération. Elles sont habituellement représentées par des vecteurs. Soit s la
courbe décrite par la particule dans son mouvement et r le rayon vecteur9 pointant
de l'origine vers la particule. r est appelé  vecteur position  et ses coordonnées
(x, y, z) sont les coordonnées cartésiennes de position de la particule. La vitesse étant
5D'autres grandeurs peuvent caractériser l'état d'un point matériel, comme la charge. Je ne m'en
occuperai pas dans cet exposé.
6On utilise les coordonnées cylindriques pour les problèmes qui font intervenir une direction
privilégiée, par exemple lors de l'étude du mouvement de rotation d'un système autour d'un axe.
On utilise les coordonnées sphériques pour l'étude des cas où une propriété ne dépend que de la
distance à un point ; il peut alors être commode de considérer ce point comme l'origine O d'un
système de coordonnées sphériques.
7Un système matériel est dit  solide indéformable  ou  corps rigide  si les distances mutuelles
des points matériels qui le constituent ne varient pas au cours du temps. Je parlerai simplement de
 solide  dans la mesure où je ne m'intéresserai pas aux problèmes de déformation.
8Ce sont les trois coordonnées de position nécessaires à la détermination de la position d'un point
dans un espace à trois dimensions, et les trois coordonnées angulaires permettant de déterminer
l'orientation du solide. Ces trois coordonnées angulaires sont appelées  angles d'Euler .
9J'adopte dans toute cette étude la convention orthographique qui consiste à représenter les
quantités vectorielles par des caractères gras.
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la dérivée de la position par rapport au temps10, le vecteur vitesse peut alors être
déﬁni par l'équation v = drdt ou v = r˙. L'accélération est la dérivée de la vitesse par
rapport au temps, ou la dérivée seconde de la position : a = d
2r
dt2
= dvdt ou a = r¨.
11
L'état d'un système à un instant t est caractérisé par les positions et les vitesses
de chacune de ses particules à cet instant t, jointes à leurs caractéristiques intrin-
sèques, comme la masse. L'état d'un système à chaque instant est donc spéciﬁé par
deux ensembles de coordonnées, celles des positions r et celles des quantités de mou-
vement p (la quantité de mouvement ou impulsion d'un point matériel est le produit
de sa masse par sa vitesse mv) de chacune de ses particules. Si ces dernières se
meuvent librement dans un espace à trois dimensions, la position et la quantité de
mouvement de chacune d'elle aura trois composantes. L'état d'une particule unique
est donc donné par six coordonnées, trois pour la position et trois pour la quantité
de mouvement. L'état d'un système à n particules est donc entièrement spéciﬁé par
un total de 6n coordonnées.
1.2 Lois de la dynamique
La dynamique est l'étude des causes du mouvement. Le concept central de la
dynamique newtonienne est celui de  force . Les trois lois de Newton, également
appelées  axiomes  du mouvement, gouvernent la dynamique des systèmes de par-
ticules.12
1.2.1 Première loi de Newton : le principe d'inertie
Le principe d'inertie stipule que le mouvement d'un point matériel auquel aucune
force extérieure ne s'applique est rectiligne et uniforme ; c'est-à-dire que, sans l'action
d'une force, la vitesse d'un point matériel ne peut changer, son mouvement ne peut
subir aucune accélération. Ce principe donne la déﬁnition des référentiels13 galiléens
10La dérivée est calculée par le passage à la limite :
dr
dt
= lim∆t→0
r2 − r1
∆t
; lim∆t→0
∆s
∆t
=
ds
dt
11Le point (r˙) est utilisé pour symboliser la dérivée première par rapport au temps, et le double
point (r¨) pour symboliser la dérivée seconde par rapport au temps.
12Le statut de ces diﬀérents principes, et la question de savoir s'ils sont des postulats, des déﬁ-
nitions ou des lois empiriques a fait l'objet de nombreux débats depuis le dix-huitième siècle. En
particulier, la deuxième loi peut être interprétée comme un postulat fondamental ou comme une dé-
ﬁnition de la force et de la masse. Je les expose ici sans considérer ces questions, que l'on retrouvera
partiellement au chapitre 3.
13Un référentiel est un système d'axes lié à un observateur auquel est associé un temps t.
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(ou référentiels d'inertie) : ce sont les référentiels où ce principe, associé à un espace
euclidien, est valable.14
Le principe de relativité galiléenne stipule que les lois de la mécanique sont in-
variantes relativement à une transformation galiléenne. Cela signiﬁe que tous les
repères galiléens sont équivalents : si deux observateurs sont animés d'un mouvement
de translation uniforme l'un par rapport à l'autre, alors les mêmes lois du mouvement
doivent s'appliquer à chacun d'eux.
1.2.2 Deuxième loi de Newton : le principe fondamental de la dynamique
(PFD)
On peut déﬁnir la force comme la cause de l'accélération d'un point matériel. On
représente la force, comme les grandeurs cinématiques, par un vecteur. La force F
agissant sur un point en modiﬁe la vitesse, en fonction de la masse m du point.15
Le principe fondamental de la dynamique (ou relation fondamentale de la dyna-
mique, parfois noté  PFD ) stipule que, dans un référentiel galiléen, la force qui
s'exerce sur un point matériel est égale à la dérivée par rapport au temps du vecteur
 quantité de mouvement , soit :
F =
dp
dt
(1)
Cette équation peut aussi s'écrire
F =
d
dt
(mv) (2)
Quand la masse est constante, on peut écrire le PFD sous sa forme plus familière :
F = ma (3)
1.2.3 Troisième loi de Newton : le principe des actions réciproques ou
principe de l'égalité et de la réaction
À strictement parler, on quitte ici le domaine de l'étude du mouvement d'un point
matériel isolé, pour aborder celle des systèmes de points matériels. Considérons deux
points matériels i et j en interaction. Notons Fij la force exercée par le point i sur
14Ce principe peut être considéré comme une simple déﬁnition, comme un postulat théorique, ou
comme l'hypothèse non triviale de l'existence de référentiels galiléens.
15La mécanique newtonienne ne distingue pas entre masse inertielle et masse gravitationnelle.
L'inertie du corps, c'est-à-dire sa résistance au mouvement, est caractérisée par la quantité de
mouvement p = mv.
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le point j et Fji la force exercée par j sur i ; le principe des actions réciproques  ou
principe de l'égalité de l'action et de la réaction  stipule que ces deux forces sont
opposées, et égales en module, ce qui se traduit par la relation :
Fij = −Fji (4)
Remarques
1. Ce qui précède concerne l'étude de mouvements rectilignes. Quand on sort de
ce domaine, on emploie les équivalents angulaires de la position, de la vitesse
et de l'accélération linéaires (voir l'annexe A.1)16.
2. Les trois lois exposées s'étendent sans modiﬁcation profonde aux systèmes de
particules (voir l'annexe A.2). Il faut cependant distinguer entre les forces ex-
ternes agissant sur les points matériels et dues à des causes extérieures au
système, et les forces internes agissant sur un point matériel i et dues aux
autres points matériels du système. La deuxième loi de Newton prend alors
cette forme :
∑
j
Fji + F
(e)
i = p˙i (5)
où F(e)i représente une force externe et Fji est la force interne due à la particule
j agissant sur la particule i.
3. Dans les présentations courantes de la formulation newtonienne, on ajoute gé-
néralement à l'exposé des trois lois du mouvement celui de certains théorèmes
de conservation. Certains sont des conséquences directes des lois du mouve-
ment ; d'autres nécessitent l'introduction de notions (celles d'énergie cinétique,
d'énergie potentielle et de travail) qui ne ﬁgurent pas dans l'énoncé de ces lois,
et qui sont par conséquent déﬁnies ad hoc (voir l'annexe A.3) ; ces notions
sont en revanche les concepts fondamentaux des formulations analytiques de la
mécanique.
1.3 En pratique
Un problème de mécanique consiste, typiquement, à prédire l'évolution dyna-
mique d'un système, c'est-à-dire l'évolution de la position et de la vitesse de ses
16Les démonstrations trop longues pour ﬁgurer dans le texte principal, ainsi que certains dévelop-
pements importants pour une étude approfondie de la mécanique, mais qui ne servent pas directe-
ment mon propos, sont placés à la toute ﬁn de ce travail, en annexes (à partir de la page 553). J'y
renvoie régulièrement au cours de l'exposé qui suit.
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diﬀérents points au cours du temps. La deuxième loi, ou principe fondamental de
la dynamique, gouverne l'évolution dynamique de tout système : elle détermine à
elle seule les trajectoires possibles pour ce système. En représentant l'état mécanique
d'un système au moyen d'équations qui ont la forme du PFD, on est en principe en
mesure d'eﬀectuer des calculs qui permettent de prédire l'état de ce système à tout
instant t. Cela signiﬁe que la solution d'un problème de mécanique dans le cadre
newtonien est apportée par la résolution d'une série d'équations diﬀérentielles de la
forme suivante :
mi
d2xi
dt2
= Fi =
∑
j
Fij + F
(e)
i (6)
En un sens, tout ce que la théorie newtonienne dit à propos du mouvement
des corps est contenu dans l'énoncé des trois lois du mouvement, qui oﬀrent une
représentation mathématique de tous les phénomènes du mouvement. Cependant,
telle quelle, l'équation (6) est un principe abstrait : elle donne la forme générale des
équations du mouvement, mais elle ne permet pas encore de dire quoique ce soit du
comportement d'un système ou d'un type de systèmes. C'est, comme le note Kuhn
(1970a, 1969), une  esquisse de loi .17
L'utilisation de la théorie de Newton pour résoudre des problèmes de mécanique
nécessite donc un apprentissage qui dépasse celui des trois lois de Newton. Prédire et
expliquer des phénomènes particuliers implique d'être en mesure de les représenter
au moyen de la deuxième loi de Newton, c'est-à-dire de donner un contenu à cette
forme de loi de telle sorte qu'elle soit bien la représentation d'un système particulier.
Plusieurs étapes sont nécessaires pour obtenir la description de l'évolution méca-
nique d'un système particulier.18 Il faut tout d'abord spéciﬁer la nature des forces en
17Voir aussi (Cartwright, 1999, p. 180) et (Giere, 1988). L'idée selon laquelle les lois théoriques
ne  disent rien  par elles-mêmes est un des arguments courants contre les conceptions des théo-
ries scientiﬁques qui les déﬁnissent comme un ensemble de principes joints à l'ensemble de leurs
conséquences déductives, que Cartwright (1999, chap. 8), appelle les conceptions  distributeur
automatique  [vending machine view of theory ] ; la plus célèbre de ces conceptions est celle des
empiristes logiques, à laquelle une partie du chapitre 5 est consacrée. Ses défenseurs prennent bien
évidemment en compte la nécessité d'ajouter à ces principes des règles permettant de les appliquer
aux phénomènes, mais ils décrivent ces règles d'une manière qui, selon leurs critiques  que j'en-
dosse , ne rend pas compte des opérations nécessaires à la transformation des lois théoriques en
des descriptions eﬀectives des phénomènes, opérations qui requièrent une grande part de créativité
de la part des agents. J'examinerai ces problèmes au chapitre 6.
18L'analyse détaillée des opérations dans lesquelles consiste chacune de ces étapes est un des as-
pects du projet sur la modélisation conduit par Nancy Cartwright (1999) et par Morgan et Morrison
(1999). Elle s'accompagne de la thèse selon laquelle les modèles sont des outils autonomes, qui per-
mettent d'opérer une médiation entre la théorie et les phénomènes sans toujours dériver de la théorie
elle-même.
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présence : les forces externes appliquées au système et les forces internes s'exerçant
entre les diﬀérentes particules du système. Il existe plusieurs types de forces (forces
de frottement, force de gravitation, force de rappel...). On appelle  loi de force  ou
 fonction de force  la forme particulière que prend le F du principe fondamental
de la dynamique selon le type de force en jeu. Une fois ces forces identiﬁées, on peut
écrire les équations du mouvement du système. Ce sont des équations vectorielles ; il
y en a une pour chaque particule et pour chaque composante de la direction. Elles
gouvernent entièrement l'évolution dynamique du système, pour un état initial donné.
L'étape suivante consiste à donner les conditions cinématiques initiales du sys-
tème, c'est-à-dire les positions et quantités de mouvement initiales de chacune de ses
particules. Intégrer deux fois19 chaque équation conduit alors à une solution unique
pour chaque particule. Cette solution est une fonction vectorielle de la position de
la particule en fonction du temps r(t), et permet par conséquent de déterminer la
position et la vitesse de la particule à chaque instant.
Comprendre la mécanique newtonienne, c'est-à-dire savoir l'utiliser comme ou-
til de représentation et d'inférence, implique donc l'acquisition d'un savoir-faire qui
dépasse la connaissance des hypothèses théoriques in abstracto. En particulier, cela
implique, face à une situation concrète plus ou moins complexe, de savoir identiﬁer les
forces en présence, externes et internes, c'est-à-dire de savoir représenter un système
particulier comme un système newtonien. Selon les cas, la forme que prend alors le
PFD peut le rendre méconnaissable aux yeux du novice. Comme Kuhn (1962/1970)
l'a mis en évidence, les étudiants acquièrent typiquement ce savoir-faire au moyen des
exercices proposés dans les manuels, qui leur présentent des exemples types, ou cas
exemplaires [exemplars], dont la diﬃculté s'accroît au fur et à mesure de l'apprentis-
sage, et qui les préparent à savoir trouver, par la suite, la solution à des problèmes
jamais rencontrés auparavant.20
1.3.1 Exemples types d'application des lois de Newton
La plupart des manuels de mécanique, en plus de l'énoncé des trois lois de Newton,
considèrent comme partie intégrante de la théorie mécanique certaines lois de force
comme celles de la gravitation universelle21 ou de certaines forces de rappel. Ces lois,
que l'on peut appeler  lois phénoménales , sont des hypothèses générales, au sens
où elles ne concernent pas un système en particulier, mais tous les systèmes soumis
19Les équations du mouvement sont des diﬀérentielles du second ordre ; c'est la raison pour laquelle
on a besoin de deux ensembles de valeurs initiales (positions et quantités de mouvement).
20La notion kuhnienne de cas exemplaire fera l'objet d'une analyse détaillée au chapitre 6.
21Voir l'annexe A.4.
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à un certain type de forces. Elles sont cependant moins abstraites que le PFD, dont
elles sont une spéciﬁcation : contrairement au PFD, elles ont un contenu empirique,
au sens où elles disent quelque chose à propos d'un certain type de forces.
Comme l'a noté Giere (1988, p. 6), les manuels de mécanique sont la plupart du
temps organisés en chapitres dont chacun est consacré à l'examen d'un type particu-
lier de forces, et à la résolution de plusieurs problèmes exemplaires. Dans ce qui suit,
j'expose deux de ces problèmes exemplaires, que les manuels les plus élémentaires ne
manquent jamais de présenter. Les systèmes concernés sont des masses ponctuelles,
ce qui évite le problème d'avoir à spéciﬁer les forces internes au système (celles qui
s'exercent entre les particules). Dans les deux cas, la force qui s'exerce sur le système
est une force de rappel.
Le système masse-ressort. Loi de Hooke. La loi de Hooke gouverne la force de
rappel s'exerçant par exemple dans un système (voir ﬁgure 1) constitué d'une masse
m liée à un ressort accroché à un support ﬁxe22 ; le ressort commence par s'étirer pour
équilibrer la force de gravité ; une fois à l'équilibre, on peut étudier le déplacement
vertical de la masse à partir de sa position d'équilibre.
m
Fig. 1  Système masse-ressort.
On appelle x le déplacement vertical et on suppose que l'allongement du ressort
est parfaitement linéaire, auquel cas la force de rappel, lorsque le ressort est tiré, est
22Le système masse-ressort est l'exemple le plus simple de ce que l'on appelle  oscillateur har-
monique . L'oscillateur harmonique est un exemple du mouvement périodique d'une grande im-
portance car il sert de modèle dans beaucoup de problèmes de physique classique ou quantique. Il
désigne le mouvement d'un point au voisinage d'une position d'équilibre stable. Les systèmes clas-
siques qui sont des réalisations de l'oscillateur harmonique comprennent tous les systèmes stables
quand on les écarte un peu de leur position d'équilibre. La notion d'oscillateur harmonique désigne
donc le mouvement d'un point au voisinage d'une position d'équilibre stable. Les propriétés les plus
importantes de l'oscillateur harmonique sont les suivantes : 1. la fréquence du mouvement est indé-
pendante de l'amplitude de l'oscillation ; 2. on peut superposer linéairement les eﬀets de plusieurs
forces appliquées.
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exactement proportionnelle au déplacement de la masse par rapport à sa position
d'équilibre. La loi de Hooke stipule ainsi que la force exercée par un ressort est
proportionnelle à son extension. La force est donc −kx (le signe  −  indique que
c'est une force de rappel). Dans le cas du ressort, la constante k est interprétée comme
une mesure de la raideur du ressort. Le principe fondamental de la dynamique s'écrit
alors :
F = ma =
md2x
dt2
= −kx (7)
où k est la constante de proportionnalité.
On peut alors intégrer l'équation une première fois pour obtenir v(t), puis une
seconde fois pour obtenir x(t). Pour cela, la méthode la plus simple est de déﬁnir
ω2 = km ; l'équation 7 devient alors a + ω
2x = 0 ; les solutions pour la position et
la vitesse en fonction du temps ont la même forme générale harmonique représentée
par la fonction :
f(t) = A cos ω t+B sin ω t (8)
où A et B sont des constantes à déterminer à l'aide des conditions initiales. Par
exemple, si le ressort est tiré puis relâché sans vitesse initiale, les conditions initiales
sont x(t = 0) = A et v(t = 0) = 0. Dans ce cas, la solution de l'équation se réduit à :
x(t) = A cos ω t v(t) = −A sin ω t (9)
Les graphes des deux fonctions ont une forme sinusoïdale. Pour les conditions initiales
x(t=0) = A et v(t=0) = 0, on obtient les graphes de la ﬁgure 2.23
x(t)
v(t)
t
Fig. 2  Position x et vitesse v de la masse m de la masse en fonction du temps t
23Pour résoudre ce problème, on peut aussi utiliser la conservation de l'énergie. En eﬀet, puisque
la force est conservative (voir l'annexe A.3), F (x) = −∇V (x) pour l'énergie potentielle V (x). En
intégrant F (x) = ma, on obtient l'équation 1
2
mv2 + V (x) = E, avec E l'énergie totale. On résout
pour 1
v
et on intègre pour obtenir la solution.
Formulation newtonienne 47
Le pendule simple Un autre exemple de mouvement harmonique simple est oﬀert
par celui du pendule simple, dans la limite des petits angles d'oscillation. Le pendule
simple (ﬁgure 3) consiste en une masse ponctuelle m à l'extrémité inférieure d'un ﬁl
inextensible sans masse de longueur l, sujette à un champ de gravitation uniforme
−mg, et contrainte à se mouvoir le long d'un arc de cercle. On appelle θ son angle
d'oscillation.
Aﬁn de spéciﬁer les forces s'exerçant sur le balancier du pendule, dont on suppose
que c'est une masse ponctuelle, on décompose la force totale dans ses composantes.
Choisissons la direction du ﬁl comme axe des ordonnées et la tangente à l'arc de
cercle décrit par le balancier à l'endroit du balancier comme axe des abscisses. La
composante de la force dans la direction de l'accélération du balancier est mgsinθ.
La longueur s de l'arc de cercle parcourue par le balancier à un certain instant, c'est-
à-dire sa distance à l'origine, est donnée par s = lθ. L'équation du mouvement du
balancier devient alors :
−gsinθ = l d
2θ
dt2
(10)
Cette équation permet de vériﬁer que la période du pendule est proportionnelle à la
racine carrée de sa longueur et indépendante de sa masse, comme l'avaient observé
Galilée et Newton.
l
m
-mgmg sin θ
θ
Fig. 3  Pendule simple.
Notons que l'équation du mouvement n'a pas ici la forme simple de la loi de
Hooke : l'expression de la force est dépendante du sinus de l'angle. Pour ce type
de système, l'usage de coordonnées polaires est parfois plus avantageux que celui de
coordonnées rectangulaires.24 Sans que cela aﬀecte les prédictions, la forme de la loi
de Newton change avec un tel changement de coordonnées. Comme on va le voir, ce ne
24On passe de coordonnées rectangulaires en coordonnées polaires par la transformation suivante :
x = rcosθ et y = rsinθ.
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sera pas le cas avec les équations lagrangiennes et hamiltoniennes du mouvement.25
Comme le montrent ces deux exemples simples  système masse-ressort et pen-
dule simple , l'application de la deuxième loi de Newton à la résolution de problèmes
exige des compétences qui dépassent la seule capacité à opérer des déductions ma-
thématiques au moyen d'équations diﬀérentielles : dans les deux cas, écrire la loi sous
la forme adéquate exige d'être capable de représenter le problème  souvent en s'ai-
dant d'un schéma  de façon à pouvoir identiﬁer les forces pertinentes et à choisir les
coordonnées les plus adaptées.
Remarque : la notion de modèle Les systèmes représentés dans les ﬁgures 1 et 3
sont des systèmes idéaux : la masse m est supposée ponctuelle, et le ressort comme le
ﬁl du pendule sont supposés ne pas avoir de masse ; il n'y a ni frottements, ni résis-
tance de l'air, et le champ de gravitation est supposé uniforme. L'application de la loi
de Hooke à un ressort réel nécessite des hypothèses simpliﬁcatrices ou idéalisations
qui conduisent à représenter ce ressort comme un ressort idéal. On appelle couram-
ment ces systèmes idéaux qui satisfont parfaitement les lois fournies par la théorie des
modèles. Je reviendrai, au chapitre 5, ainsi qu'au chapitre 6 (section 2), sur la notion
de modèle, qui fait l'objet de nombreux débats en philosophie des sciences, mais dont
l'analyse m'éloignerait de mon propos dans le présent chapitre. Insistons cependant
dès à présent sur la chose suivante : en tant qu'ils ont la forme d'un système concret
(un ressort, ou, dans l'exemple suivant, un pendule), ces modèles permettent aux
agents de se représenter ce que disent les lois de la mécanique au moyen d'un sys-
tème (imaginaire) qui y obéirait parfaitement. Autrement dit, et pour employer un
langage métaphorique, tout en étant imaginaires, ces modèles permettent de donner
de la chair aux lois encore abstraites en se les ﬁgurant. En ce sens, ils sont des modèles
de la théorie, qu'ils permettent d'illustrer.
En outre, dans la mesure où l'application des hypothèses de la théorie aux phéno-
mènes peut être décrite comme une opération consistant à représenter, par exemple,
un ressort réel comme un ressort idéal, ce dernier est aussi un modèle du système, au
sens où il en est une représentation, qui porte en elle une hypothèse théorique. En
apprenant à prédire le comportement d'un tel système idéal, on apprend à identiﬁer
et à représenter les forces en présence dans un système réel de telle sorte qu'il devient
possible d'utiliser la loi de Hooke pour en prédire le comportement.26
25Pour plus de détail sur ce point, voir (North, 2009a, pp. 12-15).
26Sur la notion de modèle, voir, entre autres, (Giere, 1988; Cartwright, 1999; Morgan et Morrison,
1999; Frigg, 2002, 2006; Suárez, 1999, 2003; Godfrey-Smith, 2006).
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1.3.2 Limites pratiques de la formulation newtonienne
Les diﬀérentes opérations décrites ci-dessus (identiﬁcation des forces en présence,
écriture des équations, résolution des équations) s'avèrent parfois diﬃciles, voire im-
possible à eﬀectuer. Pour certains systèmes, c'est l'étape de la mise en équation qui
est pratiquement impossible ; dans d'autres cas, c'est la résolution des équations qui
pose problème, car certaines équations ainsi obtenues n'ont pas de solution analy-
tique (c'est-à-dire qu'elles ne sont pas intégrables). Dans ce qui suit, je présente un
cas typique de système que la formulation newtonienne ne permet pas, en pratique,
de décrire, et qui motive l'introduction de la formulation analytique.
Dans certains cas, l'utilisation du principe fondamental de la dynamique s'avère
pratiquement impossible. Spéciﬁer les forces s'exerçant entre les particules d'un sys-
tème aﬁn d'écrire les équations du mouvement correspondantes n'est pas une opéra-
tion qui va de soi ; pour certains systèmes, on rencontre à cette étape des diﬃcultés
insurmontables. C'est le cas de la plupart des systèmes mécaniques soumis à ce que
l'on appelle des contraintes ou liaisons.
Un système contraint est un système dont les particules ne sont pas libres. Il existe
dans la plupart des systèmes physiques des liaisons entre particules qui les empêchent
de se mouvoir librement indépendamment les unes des autres. Contrairement à ce
qui est le cas pour un système de n particules libres, un système contraint n'a pas
6n degrés de liberté. L'exemple le plus simple d'un système contraint est celui d'un
corps rigide, où les contraintes sur les particules sont telles que les distances entre elles
restent inchangées. D'autres exemples peuvent être fournis, comme celui des boules
d'un boulier contraintes à un mouvement uni-dimensionnel, celui des molécules de
gaz à l'intérieur d'un récipient, contraintes à se mouvoir uniquement à l'intérieur de
ce récipient, celui d'une particule placée à la surface d'un solide sphérique, contrainte
à ne se mouvoir qu'à la surface ou dans la région extérieure à la sphère, ou encore
celui de deux pendules liés et contraints à se déplacer dans un plan (ﬁgure 4).27 On
distingue diﬀérents types de contraintes (voir l'annexe A.5). Notons simplement que
27Lanczos (1970) propose cette liste d'exemples de systèmes contraints et de leur nombre de degrés
de liberté :
Un degré de liberté : un piston se mouvant de haut en bas. Un corps rigide en rotation autour
d'un axe ﬁxe.
Deux degrés de liberté : une particule se mouvant sur une surface donnée.
Trois degrés de liberté : une particule se mouvant dans l'espace. Un corps rigide en rotation autour
d'un point ﬁxe.
Quatre degrés de liberté : deux composantes d'une étoile double en révolution sur le même plan.
Cinq degrés de liberté : deux particules maintenues à une distance constante l'une de l'autre.
Six degrés de liberté : deux planètes en révolution autour d'un soleil ﬁxe. Un corps rigide se
mouvant librement dans l'espace.
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θ1
θ2
l2
l1
m2
m1
Fig. 4  Deux pendules liés, contraints à se déplacer dans un plan.
les contraintes dites  holonomes , auxquelles je m'intéresserai presque exclusive-
ment, peuvent être exprimées sous la forme d'équations reliant les coordonnées des
particules et le temps ayant pour forme :
f(r1, r2, r3, ...t) = 0 (11)
Les contraintes introduisent deux types de diﬃcultés dans la résolution des pro-
blèmes de mécanique selon l'approche newtonienne :
1. les coordonnées ri des particules ne sont pas indépendantes les unes des autres ;
les équations du mouvement ne le sont par conséquent pas non plus ;
2. les forces de contrainte ne sont pas données. Elles ﬁgurent parmi les inconnues
du problème. Comme le dit Herbert Goldstein (1950/2002, chap. 1, p. 13),
 imposer des contraintes au système est simplement une autre manière de dire
qu'il y a des forces présentes dans le problème qui ne peuvent être être spéciﬁées
directement mais dont on a connaissance par leur eﬀet sur le mouvement du
système . Cela n'empêche pas d'écrire les équations du mouvement : on peut
traiter les contraintes en laissant les forces de liaison indéterminées. Cependant,
l'élimination des forces de liaison fait alors partie du problème de résolution des
équations.
Comme on va le voir maintenant, la formulation lagrangienne de la mécanique
permet de surmonter ces deux diﬃcultés.
2 Mécanique analytique  Formulation lagrangienne
Les formulations analytiques permettent de traiter de nombreux phénomènes que
la mécanique newtonienne ne peut pas traiter, comme, par exemple, le mouvement
des ﬂuides. En outre, la forme des équations lagrangiennes se retrouve en théorie des
champs et en relativité (pour les premières) et en mécanique statistique et quantique
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(pour les secondes).28 Les exposés des principes de la mécanique analytique motivent
souvent la présentation de cette approche des phénomènes du mouvement par le
constat des limites d'applicabilité de la formulation newtonienne. Les outils mathé-
matiques et les grands principes de la mécanique analytique peuvent être présentés
comme une réponse à la double diﬃculté dégagée ci-dessus.
Les formulations lagrangienne et hamiltonienne sont toutes deux des formulations
analytiques. Elles se distinguent entre autres, comme on va le voir, par le type de co-
ordonnées qu'elles utilisent pour représenter l'état des systèmes. Je présente d'abord
la formulation lagrangienne, dont plusieurs aspects lui sont communs à la formula-
tion hamiltonienne. Je présenterai ensuite, beaucoup plus brièvement, la formulation
hamiltonienne (section 3).
Dans ce qui suit, je présente d'abord (section 2.1) les outils mathématiques au
moyen desquels les formulations analytiques représentent l'état des systèmes méca-
niques. La diﬀérence entre ces outils et ceux qui sont mis en ÷uvre par la mécanique
newtonienne est cruciale pour mon propos ; elle est au c÷ur de l'analyse de la sec-
tion 4 du présent chapitre. Ensuite (sections 2.2 et 2.3), j'expose brièvement  sans
entrer dans le détail des déductions, que je donne en annexe  les diﬀérents prin-
cipes (principe de d'Alembert et principe de Hamilton) qui permettent de déduire
les équations lagrangiennes du mouvement. On verra que ces principes, déductibles
des principes newtoniens, mettent en jeu des concepts diﬀérents (énergies cinétique
et potentielle, travail)29 de celui qui est au fondement de la mécanique newtonienne
(force). Enﬁn (section 2.4), je présenterai la manière dont les équations lagrangiennes
du mouvement peuvent être utilisées pour résoudre des problèmes mécaniques.
2.1 Outils mathématiques de la représentation des systèmes méca-
niques : espace de conﬁguration et coordonnées généralisées
Les outils mathématiques utilisés pour représenter les systèmes en mécanique ana-
lytique peuvent être décrits comme une manière de répondre à la première diﬃculté
énoncée à la ﬁn de la section 1.3.2. La clef de la solution réside dans une des idées
fondamentales de l'approche analytique, celle d'un espace de conﬁguration à n di-
mensions dans lequel la conﬁguration du système entier est représentée par un point,
dont les coordonnées sont appelées  coordonnées généralisées  et sont au nombre
28Présenter cela en détail m'éloignerait du c÷ur de mon propos, et dépasse mes compétences.
Mon exposé vise uniquement à mettre en évidence les diﬀérences entre ces formulations pour des
cas simples.
29Historiquement, ces concepts ont été introduits après la formulation des principes de la méca-
nique analytique. Cependant, dans sa formulation contemporaine, le principe de Hamilton met en
jeu ces concepts. Pour une histoire du concept d'énergie, voir (Harman, 1982b) et (Darrigol, 2001).
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de n, correspondant au nombre de degrés de liberté des particules du système. Les
coordonnées généralisées d'un espace de conﬁguration n'ont pas forcément, comme
on va le voir, la dimension de positions.
Considérons un système mécanique de N particules. Si ces particules sont libres
de contrainte, le système a 3N coordonnées indépendantes ou degrés de liberté. Dans
ce cas, l'espace de conﬁguration coïncide avec l'espace tridimensionnel où la position
de chaque particule est déterminée par 3 coordonnées. S'il existe des contraintes ho-
lonomes, exprimées par k équations de la forme de l'équation (16a), on peut éliminer
à l'aide de ces équations k des 3N coordonnées. Il est alors possible de caractériser
la conﬁguration du système par n = 3N − k variables indépendantes q1, q2, ..., qN ,
appelées  coordonnées généralisées30 , en fonction desquelles les coordonnées rec-
tangulaires de position r1, r2, ..., rN sont exprimées par des équations qui contiennent
implicitement les contraintes. Cela signiﬁe que, contrairement à ce qui est le cas dans
le cadre de la formulation newtonienne, qui représenterait ce système avec les 3N
coordonnées de position et devrait spéciﬁer explicitement les équations des forces qui
maintiennent les contraintes entre les particules (ou alors se trouverait confrontée
au problème de devoir éliminer les forces de liaison laissées indéterminées pour ré-
soudre les équations), on n'a pas besoin de connaître ces forces pour représenter la
conﬁguration du système.31
Les transformations de coordonnées32 conduisant aux n coordonnées généralisées
du système ont la forme suivante :
x1 = f1(q1, ..., q3N ), (12)
30Il y a une ambiguïté dans l'usage de l'expression  coordonnées généralisées  : au sens strict,
elle désigne ce que l'on pourrait appeler les  positions généralisées  ; en ce sens, les coordonnées
généralisées sont au nombre de n pour un système à n degrés de liberté. Parfois, l'expression désigne,
en un sens plus large, l'ensemble formé par les positions et les vitesses généralisées ; en ce dernier
sens, elles sont alors au nombre de 2n pour un système à n degrés de liberté.
31Si la contrainte est non holonome (voir l'annexe A.5), les équations qui l'expriment ne peuvent
être utilisées pour éliminer les coordonnées dépendantes. L'exemple d'un objet roulant sur une
surface sans glissemement le montre : la condition de roulement est une condition diﬀérentielle qui
ne peut être donnée sous forme intégrée qu'après résolution du problème. On peut toujours, si la
contrainte est non intégrable, introduire les équations diﬀérentielles de liaison dans le problème en
même temps que les équations diﬀérentielles du mouvement et éliminer les équations dépendantes,
par la méthode dite des  multiplicateurs de Lagrange  (voir Lanczos, 1970, pp. 43-48 et, pour une
analyse de l'interprétation physique de cette méthode, Butterﬁeld, 2004, pp. 46-49). Cependant, je
supposerai presque toujours dans mon exposé que les contraintes sont holonomes ; cette restriction
est sans eﬀet sur mon propos.
32La représentation de l'état  ou conﬁguration  d'un système à l'aide de coordonnées généralisées
est une généralisation de l'idée de changement de coordonnées (comme dans le cas du passage de
coordonnées rectangulaires x, y, z, à des coordonnées polaires r, θ, φ).
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... = ...
... = ...
zN = f3N (q1, ..., q3N ).
De même que l'on associe aux trois nombres x, y et z un point dans un espace
tri-dimensionnel, on associe aux n nombres q1, q2, ..., qn un point P dans un espace à
n dimensions. De même, si l'on peut associer une courbe et le mouvement d'un point
le long de cette courbe aux équations
x = f(t) (13)
y = g(t)
z = h(t)
on considère que les équations correspondantes
q1 = q1(t) (14)
... = ...
... = ...
qn = qn(t)
représentent la solution d'un problème dynamique : leurs solutions donnent les co-
ordonnées d'un point P dans un espace à n dimensions en mouvement le long d'une
courbe donnée de cet espace, qui représente l'état du système étudié. Par exemple,
la position d'un corps rigide est symbolisée par un seul point dans un espace à six
dimensions. Les diverses positions du corps sont représentées par des points de cet
espace.
Une des caractéristiques de la mécanique analytique est de ne pas spéciﬁer le
type de coordonnées utilisé pour représenter le mouvement d'un système : n'importe
quel ensemble de paramètres qui permet de caractériser la position d'un système
mécanique peut être choisi comme système de coordonnées. Comme on va le voir, cela
a pour conséquence importante le fait que les équations de la mécanique analytique
sont indépendantes du système de coordonnées dans lesquelles elles sont formulées.
Cela permet, entre autres choses, de relier la dynamique avec des géométries d'espace
à plusieurs dimensions.
2.2 Principe de d'Alembert et équations de Lagrange
Rappelons à présent la seconde diﬃculté présentée par les systèmes contraints
(voir page 50) : les forces de contrainte font partie des inconnues du problème. Il faut
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donc trouver un moyen de formuler la mécanique qui autorise à se passer des forces
de contrainte. Le principe du travail virtuel, généralisé de la statique à la dynamique
par le principe de d'Alembert, rend cela possible. On va voir que les équations du
mouvement de Lagrange, équations fondamentales de l'approche analytique de la
mécanique, en sont déductibles. Le principe de d'Alembert n'est pas en tant que
tel un principe variationnel (comme les diﬀérentes formes du principe de moindre
action, que je présenterai ensuite), c'est-à-dire qu'il n'implique pas la minimisation
d'une intégrale, mais on verra que les diﬀérents principes fondamentaux de l'approche
analytique de la mécanique sont déductibles les uns des autres.
2.2.1 Principe du travail virtuel
Le principe du travail virtuel33 est un principe de la statique : il énonce une condi-
tion pour l'équilibre des systèmes contraints. Le travail W d'une force F s'appliquant
à une particule en mouvement du point 1 au point 2 est déﬁni par W12 =
∫ 2
1 F · ds.
Appelons déplacement virtuel δri d'un point i tout changement inﬁnitésimal de la
position de ce point compatible avec les contraintes.34 Le principe du travail virtuel
aﬃrme qu'un système est en équilibre si et seulement si, pour tout déplacement vir-
tuel δri du point ri, la somme des travaux virtuels des forces qui s'y appliquent (Fi)
est nulle. ∑
i
Fi · δri = 0 (15)
Les forces dont il s'agit n'incluent pas les forces de liaison : le principe du travail
virtuel énonce une condition pour l'équilibre d'un système contraint en se passant des
forces qui maintiennent les contraintes. En tant que tel, il repose sur une restriction à
ce que Jeremy Butterﬁeld (2004, p. 44) appelle des contraintes  idéales , c'est-à-dire
des contraintes telles que les forces qui les maintiennent ne produiraient aucun travail
lors d'un déplacement virtuel. Les systèmes contraints  ou systèmes à liaison  sont
déﬁnis comme des systèmes pour lesquels tout déplacement virtuel est réversible et
dont une force arbitrairement faible appliquée dans la direction d'un déplacement
possible suﬃt à briser l'équilibre (Darrigol, 2007, p. 763). Cette restriction exclut,
entre autres, les forces de frottement.35
33Ce principe est dû à Jean Bernouilli et d'Alembert (1743), qui ont élargi les principes de l'équi-
libre énoncés, entre autres, par Stévin, aux système à liaisons. Pour un exposé plus complet de ce
principe, voir (Lanczos, 1970, pp. 75-78) et (Darrigol, 2007, pp. 763-766).
34La notation δ pour indiquer une variation (d'une quantité quelconque, et non pas seulement de
la position) possible ou virtuelle, par opposition à une variation actuelle notée d, a été introduite
par Lagrange.
35Lanczos (1970, pp. 76-77) présente cette restriction comme le postulat fondamental de la mé-
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2.2.2 Principe de d'Alembert
Le principe du travail virtuel satisfait nos besoins en ce qu'il ne contient pas les
forces de liaison, mais il n'est valable qu'en statique. Le principe de d'Alembert est
une extension de ce principe à la dynamique. Comme on va le voir, les équations
lagrangiennes du mouvement en sont déductibles.
Le procédé qui permet le passage de la statique à la dynamique ou, si l'on veut,
la réduction de la dynamique à la statique, consiste à traiter l'opposé du produit ma
comme une force. On réécrit alors le principe fondamental de la dynamique (F = ma)
sous la forme :
F−ma = 0 (16)
On sait que l'annulation d'une force dans la mécanique newtonienne implique l'équi-
libre. L'équation (16) aﬃrme donc que l'addition de la force −ma, appelée  force
d'inertie , aux autres forces agissantes produit l'équilibre. Cela signiﬁe que tout sys-
tème de forces est en équilibre si on ajoute aux forces appliquées les forces d'inertie.36
Si l'on est en possession d'un critère pour l'équilibre d'un système mécanique, on peut
alors étendre ce critère à un système en mouvement. Il suﬃt en eﬀet d'ajouter la force
d'inertie aux forces en présence.
Combiné au principe du travail virtuel, le principe de d'Alembert permet d'af-
ﬁrmer que la somme des travaux virtuels des forces appliquées et des forces d'inertie
s'annule pour tout déplacement compatible avec les liaisons δri :
∑
(Fi −miai) · δri = 0 (17)
Insistons sur le fait que les forces de liaison ne ﬁgurent pas dans ce principe (les
Fi ne comprennent pas les forces de liaison). Dans les cas où la trajectoire virtuelle
coïncide avec la trajectoire réelle, le principe de d'Alembert permet de déduire le
théorème de conservation de l'énergie.37 Pour mon propos, l'aspect le plus important
du principe de d'Alembert est qu'il permet de déduire les équations lagrangiennes du
mouvement.
canique analytique et le baptise  postulat A . En eﬀet, dès lors qu'il est étendu aux systèmes
dynamiques par le principe de d'Alembert, il permet de déduire les principes variationnels fonda-
mentaux de la mécanique analytique. Je reviendrai sur ce point au chapitre 3, section 4.4 (page 149).
36Pour une analyse des hypothèses qui sous-tendent le principe de d'Alembert, voir (Darrigol,
2007, pp. 771-773).
37Voir l'annexe A.6 et, pour plus de détails, (Lanczos, 1970, pp. 94-96). Pour l'examen détaillé
des conséquences du principe de d'Alembert, voir (Lanczos, 1970, pp. 94-110).
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2.2.3 Les équations de Lagrange. Les concepts d'énergies cinétique et
potentielle et de travail
En mécanique lagrangienne, la dynamique des systèmes est entièrement gouver-
née par un ensemble d'équations, appelées  équations de Lagrange  ou  équations
lagrangiennes . Elles sont donc les analogues, dans cette formulation de la méca-
nique, des équations newtoniennes, dont on a vu qu'elles avaient la forme du principe
fondamental de la dynamique.
Les équations lagrangiennes, dont on verra plus loin qu'elles sont déductibles du
principe de Hamilton  lui-même déductible du principe de d'Alembert  sont des
conséquences du principe de d'Alembert. Leur déduction repose sur l'expression du
principe de d'Alembert (équation 17) à l'aide de coordonnées généralisées et sur la
restriction à des systèmes holonomes. Une chaîne de déductions mathématiques38
conduit aux équations suivantes :
d
dt
(
∂T
∂q˙i
)
− ∂T
∂qi
= Qi (18)
où T est l'énergie cinétique du système, déﬁnie par T = 12mv
2, et où Qi représente
les composantes d'un vecteur de l'espace de conﬁguration à n dimensions, que l'on
appelle la  force généralisée , et qui suﬃt à représenter l'action dynamique de
toutes les forces appliquées au système (de même que le mouvement du système peut
être représenté comme le mouvement d'une particule unique dans cet espace à n
dimensions).
Dans le cas des forces que l'on appelle  conservatives , le travail total eﬀectué par
la force Qi au cours d'un mouvement ne dépend que de la position des points extrêmes
et non de la trajectoire particulière eﬀectivement suivie.39 Il devient alors possible
d'exprimer le travail W comme la variation d'une quantité qui dépend seulement de
la position des points terminaux. Cette quantité peut être notée −V , de telle sorte
que l'on a la relation Qi = −∂V∂qi . V désigne l'énergie potentielle du système dans le
champ de force Qi.40
38La déduction, exposée en détail par Butterﬁeld (2004, pp. 51-53) et par Goldstein (1950/2002,
pp. 16-21), est reproduite en annexe (A.7).
39Cela signiﬁe que le travail W eﬀectué autour d'une orbite fermée est nul, c'est-à-dire que∮
F · ds = 0. Le travail doit alors être indépendant du chemin suivi pour intégrer ∫ 2
1
F · ds entre les
points 1 et 2.
40Les systèmes conservatifs sont ceux qui satisfont le théorème de conservation de l'énergie selon
lequel l'énergie totale de la particule T + V est conservée au cours du mouvement. En eﬀet, pour
une masse constante, W12 = T1 − T2 (c'est le théorème de l'énergie cinétique). Comme, dans le cas
des systèmes conservatifs, on a aussi W12 = V1 − V2, on trouve bien T1 + V1 = T2 + V2. Signalons
cependant qu'il existe des forces dérivables d'une fonction scalaire qui ne sont pas conservatives :
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On déﬁnit alors une fonction L, appelée lagrangien, telle que L = T − V , qui
permet de reformuler les équations (35a) comme suit :
d
dt
(
∂ L
∂q˙i
)
− ∂L
∂qi
= 0 (19)
C'est la forme standard des équations lagrangiennes du mouvement, qui gouvernent
la dynamique des systèmes mécaniques.
Les équations lagrangiennes du mouvement, contrairement aux équations newto-
niennes, n'emploient pas le concept de force, représenté en mécanique newtonienne
par une quantité vectorielle qui détermine le mouvement des systèmes. La quantité
fondamentale des équations lagrangiennes, le lagrangien L, est une fonction scalaire,
et non plus vectorielle, qui est déﬁnie en termes d'énergie.41
Les concepts d'énergies cinétique et potentielle et de travail, dont j'ai signalé
(page 42) qu'ils étaient la plupart du temps introduits par les manuels qui s'en
tiennent à la formulation newtonienne par des déﬁnitions ad hoc permettant d'exposer
le théorème de conservation de l'énergie, deviennent donc les concepts fondamentaux
au moyen desquels la mécanique lagrangienne représente les phénomènes du mou-
vement : la dynamique des systèmes y est entièrement gouvernée par une fonction
déﬁnie en termes d'énergie. Dans ce cadre, la notion de force devient une quantité
secondaire, dérivée de celle, plus centrale, de travail.42
Insistons sur un point crucial : les concepts énergétiques peuvent être déﬁnis au
moyen du concept de force et, inversement, le concept de force peut être dérivé de
c'est le cas des forces dérivant d'un potentiel U dépendant du temps, et qui n'est alors pas équivalent à
l'énergie potentielle. Dans la terminologie adoptée par Lanczos (1970, p. 30), les forces dérivant d'un
potentiel, qu'elles soient conservatives ou non, sont appelées monogéniques ; les forces qui ne dérivent
pas d'un potentiel (comme par exemple les forces de frottement), sont dites polygéniques. Dans les cas
les plus généraux de forces monogéniques non conservatives, les deux scalaires fondamentaux de la
mécanique ne sont pas T et V , mais T et U . Dans le cas particulier des forces conservatives, V = −U .
Je m'intéresserai presque exclusivement, dans tout mon exposé, au cas des forces conservatives.
41Le concept d'énergie a été introduit après la formulation des équations du mouvement par
Lagrange. Cependant, dans la formulation contemporaine des équations de Lagrange, le lagrangien
est déﬁni en termes d'énergie. Comme j'y ai déjà insisté, ce chapitre est consacré aux formulations
de la mécanique telles qu'elles sont enseignées aujourd'hui.
42Comme le suggère Jeremy Butterﬁeld (2004, p. 42), on peut présenter les notions d'énergie
cinétique et de travail comme les  analogues  dans le cadre de la représentation du mouvement
des corps à l'aide d'un espace de conﬁguration tel que déﬁni ci-dessus, des expressions placées des
deux côtés de l'équation exprimant la deuxième loi de Newton. L'inertie d'un corps représentée
par l'expression ma et la force F qui s'exerce sur lui sont  destituées de leur rôle de concepts
centraux par leurs cousines : respectivement, l'énergie cinétique et le travail fourni par ces forces 
(Butterﬁeld, 2004, p. 42). Pour une analyse plus détaillée du statut de ces concepts en mécanique
analytique, voir l'annexe A.8.
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celui de travail. La déﬁnition de ces diﬀérents concepts est strictement la même dans
les formulations newtonienne et lagrangienne. Il n'y a pas, comme dans le cas du pas-
sage de la mécanique newtonienne à la mécanique relativiste, de modiﬁcation dans
la déﬁnition des concepts. En ce sens, les formulations newtonienne et lagrangienne
semblent bien exprimer une seule et même théorie, dont on peut considérer qu'elles
l'abordent sous des perspectives diﬀérentes qui conduisent à une organisation dif-
férente de son architecture conceptuelle. La seule diﬀérence qui apparaît d'emblée
entre elles réside dans le fait que la méthode lagrangienne ne fait intervenir, comme
on l'a vu, que les paramètres individuellement contrôlables du système (en ignorant
les degrés de liberté interne).
Ce faisant, ces deux formulations oﬀrent cependant une représentation très diﬀé-
rente des phénomènes du mouvement. Le passage d'une mécanique de la force à une
mécanique de l'énergie implique, entre autres, le passage d'une représentation instan-
tanée et locale à une représentation globale du mouvement (les concepts d'énergies
cinétique et potentielle et de travail concernent en eﬀet la trajectoire globale des sys-
tèmes). Ce changement, qui s'accompagne, comme on l'a vu, d'un changement dans
les outils mathématiques utilisés pour représenter les phénomènes du mouvement, a
des conséquences, comme on le verra bientôt, sur la manière dont, en pratique, les
équations de Lagrange sont utilisées pour résoudre des problèmes.
2.3 Les principes variationnels. Le principe de Hamilton
Le principe de d'Alembert est un principe diﬀérentiel : il part de la considéra-
tion de l'état instantané d'un système et des déplacements virtuels inﬁnitésimaux
autour de cet état instantané. L'utilisation d'un espace de conﬁguration et de co-
ordonnées généralisées et la reformulation des principes de base et des équations
qui l'accompagnent placent ce que je viens d'exposer dans le domaine de la méca-
nique analytique, historiquement mise en place par Lagrange (1788). Cependant, la
méthode variationnelle proprement dite repose sur l'utilisation de principes varia-
tionnels ou intégraux, qui impliquent la minimisation d'une intégrale. Ceux qui sont
utilisés en mécanique analytique43 peuvent être considérés comme des reformulations
du principe de d'Alembert.
Les principes variationnels d'Euler, Lagrange, Hamilton et Jacobi peuvent éga-
lement être appelés  principes de minimum  ou  principes de moindre action ,
selon la manière dont on déﬁnit l'action (elle a toujours, en mécanique analytique, la
dimension d'une énergie), et consistent à considérer le mouvement total d'un système
43On trouve des principes variationnels dans d'autres domaines de la physique, comme par exemple
en optique, avec le principe de Fermat.
Formulation lagrangienne 59
entre les instants t1 et t2. À partir des faibles variations virtuelles du mouvement
total autour du mouvement réel dans l'espace de conﬁguration, on peut déduire les
équations lagrangienne du mouvement.44 Les problèmes de mécanique analytique, qui
peut alors être dite  variationnelle , consistent à déﬁnir une intégrale qu'il s'agit
de minimiser.45 Ainsi, l'approche variationnelle de la mécanique nécessite que l'on
trouve la valeur stationnaire d'une intégrale donnée, et non pas seulement, comme
dans le cas du calcul diﬀérentiel classique, de celle d'une fonction.46
Le principe de Hamilton est la transformation la plus naturelle et la plus directe
du principe de d'Alembert en un principe de minimum ; à partir de là, on peut obtenir
par une spéciﬁcation les formes plus anciennes du principe utilisées par Lagrange et
Euler47, ainsi que le principe de Jacobi (voir l'annexe A.12).
2.3.1 Déduction du principe de Hamilton à partir du principe de d'Alem-
bert
Le principe de d'Alembert (équation 17) utilise une équation diﬀérentielle non in-
tégrable : en eﬀet, si le travail virtuel des forces appliquées peut être décrit comme une
variation de l'énergie potentielle, le travail virtuel des forces d'inertie est une forme
diﬀérentielle non réductible à la variation d'une fonction scalaire ; il doit être établi
pour chaque particule séparément. Cela rend le principe de d'Alembert pratiquement
inutilisable dans de nombreux cas. La transformation du principe de d'Alembert en
un principe variationnel repose sur une intégration par rapport au temps, qui permet
de donner une forme monogénique48 au travail eﬀectué par les forces d'inertie, en les
44Pour le détail des procédés du calcul variationnel, voir (Lanczos, 1970, chap. 2).
45On parlera, à propos de la mécanique variationnelle, de minimisation ou d'extrémisation d'inté-
grales données. En réalité, il suﬃt, pour les problèmes mécaniques, de trouver des valeurs station-
naires de ces intégrales, et non de réels minima ou maxima, en dépit de ce que suggère l'emploi des
termes  minimum  ou  extremum .
46Un problème typique de minimisation d'intégrale, proposé et résolu par Jean Bernouilli (1696),
est celui de la  brachistochrone  (la courbe de la plus rapide descente). Euler et Lagrange ont
contribué aux progrès du calcul variationnel en formulant les équations qui permettent de trouver la
valeur stationnaire d'une intégrale donnée. C'est Lagrange qui le premier montre que la minimisation
d'une intégrale donnée exige des outils spéciﬁques, diﬀérents de ceux du calcul diﬀérentiel ordinaire,
et qui donne vraiment naissance au calcul variationnel.
47Pour une présentation du principe de moindre action dans la version qu'en donnent Euler et
Lagrange, voir (Butterﬁeld, 2004, pp. 63-68). Le nom de  principe de Hamilton , donné par Jacobi,
a été adopté au cours du vingtième siècle.
48Une force monogénique est une force dérivant d'un potentiel.
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représentant par l'énergie cinétique T . On obtient alors49 :
δ
∫ t2
t1
Ldt = δA = 0 (20)
avec L = T − V 50, et A = ∫ t2t1 Ldt.
C'est le principe de Hamilton, qui établit que le mouvement d'un système méca-
nique est tel que l'intégrale A, appelée  action  et déﬁnie comme la diﬀérence entre
l'énergie cinétique T et l'énergie potentielle V , devient stationnaire pour toute varia-
tion arbitraire possible de la conﬁguration du système, pourvu que les conﬁgurations
initiale et ﬁnale soient données.51
Notons que le raisonnement qui conduit du principe de d'Alembert au principe
de Hamilton peut être eﬀectué en sens inverse, en partant du postulat que δA s'an-
nule pour des variations arbitraires de position. Les principes de d'Alembert et de
Hamilton sont donc équivalents dans les cas des systèmes holonomes où les forces
appliquées dérivent d'un potentiel. En revanche, pour les forces ne dérivant pas d'un
potentiel, la transformation du principe de d'Alembert en un principe de minimum
n'est pas possible. Le principe de d'Alembert est plus général, puisqu'il n'exige pas
d'intégration par rapport au temps, et qu'il s'applique en principe aux systèmes holo-
nomes et non holonomes, alors que le principe de Hamilton est restreint aux systèmes
holonomes. Cependant, alors que le principe de d'Alembert représente le mouvement
de façon instantanée (c'est un principe diﬀérentiel), le principe de Hamilton considère
le mouvement de façon globale, ce qui le rend utilisable dans les cas où le principe
de d'Alembert n'est pas intégrable.
Avec le principe de Hamilton, le problème de la dynamique est alors réduit à la
recherche de cette intégrale scalaire A. La condition pour que cette intégrale soit
stationnaire donne toutes les équations du mouvement.
2.3.2 Equivalence du principe de Hamilton et des équations de Lagrange
Le principe de Hamilton est une condition nécessaire des équations de Lagrange,
que l'on a précédemment déduites du principe de d'Alembert ; pour une démonstra-
tion, voir (Whittaker, 1959, section 99, pp. 245-247) et (Lanczos, 1970, pp. 58-59).
Il en est aussi une condition suﬃsante : on peut en eﬀet déduire les équations de
Lagrange à partir du principe de Hamilton. Cette déduction repose sur la représen-
tation du mouvement d'un système dans un espace de conﬁguration à n dimensions,
49Pour l'exposé de la déduction complète, voir (Lanczos, 1970, pp. 112-113), et l'annexe A.9.
50On suppose que, en plus de dériver d'un potentiel, la force est conservative (voir note 40).
51On peut dériver le théorème de conservation de l'énergie du principe de Hamilton, ce qui permet
de mettre en évidence la relation entre l'énergie totale d'un système et le lagrangien.
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où l'état du système à chaque instant est représenté par un unique point. La courbe
décrite par ce point entre deux instants t1 et t2 est appelée  trajectoire de l'état du
système .
Le principe de Hamilton aﬃrme que le mouvement d'un système conservatif ho-
lonome52, entre t1 et t2, est tel que la variation de l'intégrale de ligne A est nulle :
δA = δ
∫ t2
t1
L(q1, ...qn, q˙1, ..., q˙n, t)dt = 0 (21)
La méthode variationnelle permet de déduire les équations de Lagrange du principe22 CHAPITRE 1. FORMULATION LAGRANGIENNE
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Figure 1.2: Trajectoire e®ectivement suivie (ligne continue) et trajectoire vari¶ee (pointill¶ee). La trajectoire vari¶ee
s'¶ecarte in¯nit¶esimalement de la trajectoire e®ectivement suivie et coÄ³ncide avec celle-ci aux extr¶emit¶es.
Pour ¯xer la trajectoire, nous recherchons une condition sur les ±qi. Pour ¶eliminer leurs d¶eriv¶ees
temporelles dans l'expression pr¶ec¶edente nous int¶egrons les termes de la seconde somme par parties.
On obtient alors:
±S =
X
i
Z t2
t1
∙
@L
@qi
¡ d
dt
@L
@ _qi
¸
±qi dt +
∙
@L
@ _qi
±qi
¸t2
t1
: (1.5)
Les accroissements in¯nit¶esimaux ±qi s'annulant aux extr¶emit¶es de la trajectoire, le terme tout int¶egr¶e
est identiquement nul. La somme, elle, ne peut s'annuler pour des ±qi arbitraires (et ind¶ependants)
que si les n ¶equations di®¶erentielles:
@L
@qi
¡ d
dt
@L
@ _qi
= 0 (1 ∙ i ∙ n) (1.6)
sont simultan¶ement v¶eri¯¶ees. Ce systµeme di®¶erentiel avec les conditions aux limites (fournissant 2n
conditions ind¶ependantes) d¶etermine complµetement les n coordonn¶ees g¶en¶eralis¶ees ind¶ependantes. Ces
¶equations di®¶erentielles sont du second ordre par rapport au temps puisque L d¶epend a priori des _qi.
Quelques remarques s'imposent µa ce point.
² Les ¶equations du mouvement ne changent pas quand L est multipli¶ee par une constante. Cette
libert¶e correspond seulement µa un choix d'unit¶es (L a, rappelons{le, la dimension d'une ¶energie).
² La structure de L doit ob¶eir aux sym¶etries du systµeme physique (invariance par translation dans
le temps, dans l'espace..). Nous verrons, dans les prochains paragraphes, que cela conduit µa des
cons¶equences importantes en termes de lois de conservation.
² Les ¶equations du mouvement sont inchang¶ees si on ajoute µa L la d¶eriv¶ee totale par rapport au
temps d'une fonction des coordonn¶ees et du temps. Posons en e®et L0 = L + df(qi; t)=dt (la
fonction f que nous d¶erivons ne doit d¶ependre que des qi pour que le lagrangien modi¯¶e ne
d¶epende que des qi et _qi). L'action S
0, calcul¶ee avec la nouvelle fonction de Lagrange, ne di®µere
de S que par un terme de la forme [f ]t2t1 , qui ne d¶epend manifestement pas de la trajectoire
suivie entre 1 et 2. On pourra v¶eri¯er par simple substitution que les ¶equations de Lagrange ne
Fig. 5  Trajectoire réelle et trajectoire variée de l'état d'un système. Image tirée du cours de
Jean-Michel Raimond (2000).
de Hamilton. Elle consiste à considérer deux trajectoires possibles entre q1 et q2 (voir
ﬁgure 5). 'une, notée qi(t), est l tr jectoi eﬀectivement suivie. L'autre, qu'on
appelle  trajectoire varié , inﬁniment proche, correspond à chaque instant aux
positions qi(t)+δqi(t), où δqi(t) est un accroissement inﬁnitésimal de la position. Ces
deux trajectoires doivent obéir aux mêmes conditions initiales et ﬁnales. La condition
selon laquelle l'action A est extrémale sur la trajectoire eﬀectivement suivie qi(t)
permet de déduire les équations lagrangiennes du mouvement (pour le détail de la
déduction, voir l'annexe A.10).
2.4 En pratique
Dans la for ulation lagrangienne de la mécanique, c'est une fonction scalaire, le
Lagrangien L, qui gouverne l'évolution dynamique du système au cours du temps.
52Le principe s'étend aussi aux systèmes monogéniques non conservatifs, ainsi qu'à certains sys-
tèmes qui ne sont pas à strictement parler monogéniques (voir Butterﬁeld, 2004, pp. 69-70). Dans
cet exposé, je me restreins aux systèmes conservatifs.
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Pour les systèmes où l'on peut déﬁnir un lagrangien53, on dispose d'un procédé très
puissant pour établir les n équations du second ordre qui déterminent le mouvement
d'un système à n degrés de liberté dans un espace à trois dimensions. Ici aussi, 2n va-
leurs initiales indépendantes sont nécessaires pour résoudre ces équations et connaître
l'état du système à tout instant : en eﬀet, le lagrangien L(q, q˙) est une fonction des
positions et des vitesses généralisées. Cependant, à la diﬀérence de ce qui est le cas
dans le cadre de la formulation newtonienne, ces deux ensembles de coordonnées sont
des coordonnées généralisées. De ce fait, les équations du mouvement ne changent
pas de forme avec un changement de coordonnées, et cette formulation donne une
grande liberté dans le choix des variables.
Avec les équations newtoniennes du mouvement, il faut opérer avec de nombreuses
forces et accélérations vectorielles. Avec la méthode lagrangienne, il suﬃt de mettre
en ÷uvre deux fonctions scalaires, T et V , ce qui simpliﬁe énormément le problème.
On peut à partir de là établir un procédé standard direct pour tous les problèmes
de mécanique auxquels la formulation lagrangienne s'applique. Il suﬃt d'écrire T et
V en coordonnées généralisées, de déﬁnir L et de les porter dans les équations de
Lagrange pour obtenir les équations du mouvement. La transformation de T et V de
coordonnées rectangulaires en coordonnées généralisées s'obtient par application des
équations de transformation.
Une solution, trouvée par intégration des équations, a la forme d'une fonction
ou trajectoire dans l'espace de conﬁguration, q(t). La résolution de chaque équation
nécessite deux intégrations aboutissant au total à 2n constantes d'intégration. Dans
un problème particulier, ces constantes sont déterminées par les conditions initiales,
à savoir les valeurs initiales des n coordonnées généralisées qj et des n vitesses géné-
ralisées q˙j .
2.4.1 Exemples de résolutions de problèmes
Particule en mouvement libre : équivalence des formulations newtonienne
et lagrangienne Montrons d'abord, par un exemple simple, l'équivalence des résul-
tats obtenus par les formulations newtonienne et lagrangienne. Prenons le cas d'une
particule unique en mouvement libre. Les forces sont Fx, Fy et Fz. Alors
T =
1
2
m(x˙2 + y˙2 + z˙2) (22)
∂T
∂x
=
∂T
∂y
=
∂T
∂z
= 0 (23)
53C'est-à-dire pour des systèmes holonomes avec des forces appliquées dérivant d'un potentiel
ordinaire ou généralisé.
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∂T
∂x˙
= mx˙,
∂T
∂y˙
= my˙,
∂T
∂z˙
= mz˙, (24)
et les équations du mouvement sont
d
dt
(mx˙) = Fx,
d
dt
(my˙) = Fy,
d
dt
(mz˙) = Fz (25)
On a ainsi  retrouvé  les équations du mouvement dans leur forme newtonienne et
montré l'équivalence des deux formulations pour traiter cet exemple.54
Particule unique en mouvement le long d'une ligne droite Toujours sur
la base d'exemples simples, que la formulation newtonienne permet de résoudre, je
voudrais mettre en évidence la diﬀérence des procédés mis en ÷uvre par les deux
formulations pour résoudre un problème.
Prenons d'abord le cas d'une particule unique en mouvement le long d'une ligne
droite. C'est un système à un degré de liberté, dont le mouvement est décrit par une
équation du second ordre. On a besoin d'une coordonnée généralisée de position pour
caractériser ce mouvement, s, le déplacement le long de la ligne. La vitesse généralisée
est la dérivée première de cette coordonnée par rapport au temps. En insérant cette
coordonnée généralisée dans l'équation de Lagrange (41a), on peut écrire :
d
dt
(
∂L
∂s˙
)
− ∂L
∂s
= 0 (26)
Après spéciﬁcation des conditions initiales, l'intégration donne une fonction unique
décrivant une courbe dans l'espace des états.
Particule décrivant un mouvement harmonique simple Prenons maintenant
l'exemple d'une particule unique décrivant un mouvement harmonique simple. Ici,
L = T − V = 12ms˙2 − 12ks2. Donc, ∂L∂s = −ks, ∂L∂s˙ = ms˙ et ddt(∂L∂s˙ ) = ms¨. On obtient
la même équation du mouvement que celle obtenue dans la formulation newtonienne,
avec la coordonnée newtonienne x et sa dérivée par rapport au temps remplacées par
la coordonnée généralisée de position s et sa dérivée par rapport au temps :
ms¨ = −ks (27)
Notons que cette équation a la même forme, que s soit exprimé en coordonnées
rectangulaires ou angulaires. (27) est l'équation du mouvement d'une particule unique
libre sous l'action d'un mouvement harmonique simple, c'est-à-dire sous l'action d'une
force de rappel qui est une fonction de la particule, quelles que soient les coordonnées
de ce mouvement.
54En considérant le mouvement d'une particule au moyen de coordonnées polaires planes, on
retrouve également l'équation du moment de la force, qui est une généralisation de l'équation new-
tonienne. Voir (Goldstein, 1950/2002, pp. 26-27).
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Pendule simple J'ai présenté, à la section 1.3.1, la manière dont la formulation
newtonienne permet de résoudre le problème du pendule simple. On avait vu que
l'équation de Newton appliquée à ce problème n'avait pas la forme simple de la loi de
Hooke, car l'expression de la force dépendait du sinus de l'angle d'oscillation ; dans de
tels cas, l'utilisation de coordonnées polaires peut s'avérer plus simple. J'avais alors
signalé le fait que la forme de la loi de Newton, en raison de son caractère vectoriel,
change avec un tel changement de coordonnées.
En mécanique lagrangienne, la forme des équations est indépendante d'un change-
ment de coordonnées. Le seul trait pertinent, pour la représentation lagrangienne du
mouvement du pendule, est l'angle θ. En prenant θ˙ comme vitesse généralisée55, on
obtient la même équation que dans le cadre newtonien, avec la coordonnée généralisée
θ et sa dérivée à la place de x et de sa dérivée :
−gsinθ = lθ¨ (28)
Comme c'était le cas dans la formulation newtonienne, l'équation du mouvement
du pendule (28) n'a pas la même forme que pour le mouvement harmonique simple
(27) : la première contient le sinus de la coordonnée de position. Cependant, les
équations de Lagrange (41a) ne changent pas de forme en coordonnées polaires, alors
que les équations de Newton, elles, changent. L'équation qui décrit le mouvement du
pendule est bien la même dans le cadre newtonien et dans le cadre lagrangien. Mais,
en raison du fait qu'elle met en jeu des quantités scalaires et non vectorielles, la loi
dynamique de laquelle on dérive cette équation ne change pas de forme, en mécanique
lagrangienne, avec un changement de coordonnées.56
En conséquence, pour résoudre tous ces problèmes, il n'est pas nécessaire d'écrire
les équations des forces, et, par conséquent, il n'est pas nécessaire de connaître les
forces de contraintes. On aurait pu commencer par utiliser des coordonnées rectan-
gulaires, calculer le lagrangien dans ces termes, et ensuite utiliser les équations de
transformation entre les systèmes de coordonnées pour obtenir une solution. Mais
cela est inutile. Dans le cadre lagrangien, le fait que la trajectoire d'une particule soit
rectiligne ou courbe n'a pas d'importance. Le trait pertinent, dans les cas présentés
ci-dessus, est le caractère unidimensionnel du mouvement, ce qui indique que l'on
peut le représenter au moyen d'une unique coordonnée généralisée. On peut ensuite
choisir la coordonnée qui est  naturelle  au système (rectiligne, polaire, etc.), et
de l'insérer dans l'équation de Lagrange (41a) : dans cette équation, on remplace
simplement q et q˙ par s et s˙, ou θ et θ˙.
55L = T − V = 1
2
m(lθ˙)2 +mgl cosθ. Donc, ∂L
∂θ
= −mgl sinθ, ∂L
∂θ˙
= ml2θ˙, et d
dt
(
∂L
∂θ˙
)
= ml2θ¨.
56Sur ce point, voir (North, 2009a).
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Les pendules liés Cette particularité de la mécanique analytique la rend beau-
coup plus facile d'application dans les cas de systèmes contraints pour lesquels la
formulation newtonienne est pratiquement inutilisable (voir page 50). Par exemple,
dans le cas des deux pendules liés (voir ﬁgure 4, page 50), la formulation newtonienne
est très peu pratique : elle nécessite de faire intervenir la tension des ﬁls, dont on ne
se débarrasse ensuite qu'au prix de manipulations fastidieuses.
En revanche, ce système est très simple à décrire au moyen de la formulation
lagrangienne : il a deux degrés de liberté. Les coordonnées généralisées sont donc
les angles θ1 et θ2. On écrit sans diﬃculté les valeurs des positions et des vitesses
des deux masses en fonction des coordonnées généralisées et des longueurs l1 et l2
des deux pendules. On en déduit l'expression des énergies cinétique et potentielle du
système57 :
T = T1 + T2 (29)
T1 =
1
2
m1l
2
1θ˙
2
1 (30)
T2 =
1
2
m2[l21θ˙21 + l
2
2θ˙22 + 2l1l2cos(θA − θ2)θ˙1θ˙2] (31)
U = U1 + U2 (32)
U1 = −m1gl1cos(θ1) (33)
U2 = −m2gl2cos(θ2)−m2gl1cos(θ1) (34)
On peut alors écrire l'expression du lagrangien L et obtenir le système d'équations
lagrangiennes décrivant le mouvement du pendule. En raison de la présence de termes
en cosθ, ces équations ne sont pas linéaires. On doit donc procéder à une approxima-
tion linéaire, valide dans le domaine des petites oscillations. Après linéarisation, les
équations pour θ1 et θ2 s'écrivent :
(m1 +m2)l1θ¨1 +m2l2θ¨2 + (m1 +m2)gθ1 = 0 (35)
l2θ¨2 + l1θ¨1 + gθ2 = 0 (36)
On résout ce système de deux équations linéaires à coeﬃcients constants par les
méthodes standard. Les solutions sont des combinaisons linéaires de solutions en
exp(−iωt). On obtient une équation bicarrée en ω. Les solutions s'écrivent ±ω1 et
±ω2. La solution générale est une superposition de deux mouvements oscillatoires
aux fréquences ω1 et ω2.
À aucun moment, il n'a été nécessaire de prendre en compte les forces en présence ;
la seule connaissance des angles θ1 et θ2 permet de résoudre le problème sans diﬃculté.
57La déduction qui suit est tirée du cours de Jean-Michel Raimond (2000).
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2.4.2 Limites pratiques de la formulation lagrangienne
On vient de voir que la formulation lagrangienne présente de nombreux avantages
par rapport à la formulation newtonienne, nous oﬀrant un procédé très puissant
pour établir les équations du mouvement d'un système contraint pour lequel on peut
déﬁnir un lagrangien. Notons cependant que cette dernière condition implique une
restriction des problèmes que la formulation lagrangienne permet de résoudre. En
eﬀet, pour les systèmes mettant en jeu des forces qui ne dérivent pas d'un potentiel,
rendant impossible la déﬁnition d'un lagrangien, la formulation newtonienne reste la
seule utilisable. C'est le cas, par exemple, des systèmes mettant en jeu des forces de
frottement.
En outre, on se heurte souvent, lorsque l'on résout des problèmes au moyen de la
formulation lagrangienne, à la diﬃculté suivante : les équations de Lagrange, étant
des diﬀérentielles du second ordre  tout comme les équations newtoniennes  ne
sont pas toujours intégrables.58 La formulation hamiltonienne, dont je vais à présent
exposer les aspects élémentaires, permet de surmonter ce problème.
3 Mécanique analytique  Formulation hamiltonienne
La formulation hamiltonienne de la mécanique fait partie, avec la formulation
lagrangienne, de ce que l'on appelle la  mécanique analytique . Comme elle, elle
repose sur la représentation de la dynamique des systèmes physiques à l'aide de
coordonnées généralisées ; les équations hamiltoniennes du mouvement, comme les
équations lagrangiennes, sont déductibles d'un principe variationnel.
Pas plus que la formulation lagrangienne ne  remplace  la formulation newto-
nienne, qui reste beaucoup plus facile d'utilisation dans de nombreux cas, la formula-
tion hamiltonienne ne remplace la formulation lagrangienne. On l'introduit cependant
la plupart du temps après avoir présenté la formulation lagrangienne, par rapport à
laquelle elle présente plusieurs avantages. Après avoir présenté quelques aspects élé-
mentaires de la formulation hamiltonienne, je reviendrai, dans la section 4 du présent
chapitre, sur la comparaison des trois formulations présentées.
58Cependant, une intégration partielle des équations lagrangiennes permet d'obtenir des équations
diﬀérentielles du premier ordre appelées  intégrales premières du mouvement , qui fournissent des
renseignements sur la dynamique du système étudié, même si sa trajectoire n'est pas totalement
connue. Elles permettent notamment d'établir un lien entre les propriétés du système et les lois de
conservation (voir l'annexe A.11).
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3.1 Transformations de Legendre et équations hamiltoniennes du
mouvement
Un des aspects essentiellement nouveaux de la formulation hamiltonienne de la
mécanique réside dans le fait que ses équations du mouvement sont, contrairement
à celles de Newton et de Lagrange, des équations diﬀérentielles du premier ordre.
Cela a pour conséquence, entre autres, de faciliter la résolution des problèmes, car les
équations du premier ordre s'intègrent aisément et de façon numériquement stable.
Aux n équations diﬀérentielles du second ordre nécessaires, dans le cadre lagran-
gien, pour décrire le mouvement d'un système à n degrés de liberté, la formulation
hamiltonienne permet de substituer 2n équations du premier ordre, obtenues par
transformation des n équations lagrangiennes.59 Cette nouvelle manière de décrire la
dynamique des systèmes physiques repose sur l'utilisation de coordonnées générali-
sées d'un type diﬀérent de celles utilisées dans la formulation lagrangienne. En eﬀet,
les variables indépendantes ne sont plus les positions et vitesses généralisées, mais les
positions et quantités de mouvement (moments) généralisées. On déﬁnit les quantités
de mouvement généralisées pi comme suit :
pi =
∂L(qi, q˙i, t)
∂q˙i
(37)
Les équations de Lagrange peuvent alors être écrites sous la forme
p˙i =
∂L
∂qi
(38)
ce qui fait apparaître L comme une fonction des qi et des q˙i, dont les dérivées partielles
respectives sont les p˙i et les pi. La diﬀérentielle totale du lagrangien s'écrit alors :
dL =
∑
i
pidq˙i +
∑
i
p˙idqi (39)
La technique des transformations de Legendre60 permet de passer de L à une
fonction H dont la diﬀérentielle s'exprime en fonction des qi et des pi. On appelle
 fonction de Hamilton  ou  hamiltonien  cette fonction, déﬁnie ainsi :
H(p, q, t) =
∑
i
q˙ipi − L(q, q˙, t) (40)
59Je ne considérerai ici que les systèmes mécaniques holonomes et admettant un potentiel géné-
ralisé.
60Cette technique inventée par le mathématicien français Legendre (1752-1833) permet de chan-
ger une fonction donnée d'un ensemble de variables données en une nouvelle fonction d'un nouvel
ensemble de variables, les anciennes et nouvelles variables étant reliées entre elles par des trans-
formations de point. Ici, le procédé permet de rendre le lagrangien linéaire dans les vitesses, en
doublant le nombre des variables mécaniques. Voir Goldstein, 1950/2002, pp. 334-338) et (Lanczos,
1970, pp. 161-164).
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La diﬀérentielle de l'hamiltonien est
dH =
∑
i
q˙idpi −
∑
i
p˙idqi (41)
H est donc une fonction des pi et qi dont les dérivées partielles respectives sont
les q˙i et les p˙i. Les n équations de Lagrange peuvent alors être remplacées par 2n
équations diﬀérentielles du premier ordre, qui leur sont équivalentes, appelées les
équations canoniques de Hamilton :
∂H
∂pi
= q˙i (42)
∂H
∂qi
= −p˙i (43)
Les positions et les quantités de mouvement généralisées sont appelées  variables
conjuguées .
Comme dans la formulation lagrangienne, une fonction scalaire unique permet
de prédire le comportement du système : c'est l'hamiltonien H, typiquement égal à
l'énergie totale du système.61 Pour un état initial donné, il permet de déterminer une
histoire unique du système, parmi ses trajectoires possibles.62
3.2 Déduction des équations de Hamilton d'un principe variation-
nel
Les équations hamiltoniennes, obtenues par transformations des équations lagran-
giennes, peuvent également, comme ces dernières, être obtenues à partir d'un principe
61Pour des systèmes conservatifs aux contraintes holonomes, l'hamiltonien coïncide avec l'énergie
totale. En revanche, pour des systèmes où le lagrangien dépend explicitement du temps, l'hamiltonien
ne correspond plus à l'énergie mécanique totale mais permet toujours d'écrire les équations du
mouvement.
62Le formalisme hamiltonien se prête particulièrement bien au traitement de problèmes mettant
en jeu des coordonnées cycliques. On dit qu'une coordonnée qi est cyclique ou ignorable quand le
lagrangien ou l'hamiltonien ne la contient pas (bien qu'il puisse contenir la vitesse q˙i ou la quantité
de mouvement pi correspondante). Voir (Goldstein, 1950/2002, pp. 343-347) et l'annexe A.11. On
peut notamment transposer dans la formulation hamiltonienne les théorèmes de conservation de la
quantité de mouvement par une simple substitution de H à L. En eﬀet, si qi est une coordonnée
cyclique, le lagrangien et donc l'hamiltonien ne dépendent pas explicitement de qi. On peut alors
déduire immédiatement des équations de Hamilton que pi est une constante du mouvement. On
retrouve dans le cadre de la formulation hamiltonienne ce qu'on constate dans celui de la formulation
lagrangienne : si L n'est pas une fonction explicite de t, alors H est une constante du mouvement
(voir l'annexe A.11).
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variationnel. Il suﬃt pour cela d'exprimer l'action A (déﬁnie par A =
∫ t2
t1
Ldt) en fonc-
tion de l'hamiltonien. En vertu de la déﬁnition (40) de l'hamiltonien, on peut ainsi
écrire :
A =
∫ t2
t1
(∑
i
piq˙i −H
)
dt (44)
Le principe de Hamilton devient
δA = δ
∫ t2
t1
(∑
i
piq˙i −H
)
dt = 0 (45)
On appelle parfois l'équation (45) le principe de Hamilton modiﬁé. Il nous dit que
l'accroissement de l'action dans un accroissement inﬁnitésimal doit s'annuler. En
considérant la trajectoire eﬀectivement suivie, déﬁnie par qi(t) et pi(t), et une tra-
jectoire inﬁniment proche, déﬁnie à chaque instant par qi(t) + δqi(t) et pi(t) + δpi(t),
on impose aux deux trajectoires de coïncider à l'instant initial et à l'instant ﬁnal :
δqi(1) = δqi(2) = 0. L'accroissement de l'action peut s'écrire :
δA =
∫ t2
t1
(∑
i
(δpiq˙i + piδq˙i)− δH
)
dt (46)
L'accroissement de H entre la trajectoire de référence et la trajectoire variée s'écrit
simplement :
δH =
∑
i
∂H
∂qi
δqi +
∂H
∂pi
δpi (47)
En intégrant par parties, on peut ﬁnalement en déduire les équations de Hamilton.
3.3 Transformations canoniques
Pour ﬁnir, signalons que la formulation hamiltonienne permet d'opérer un chan-
gement de coordonnées très général, de la forme
qi → Qi(qi, pi, t) (48)
pi → Pi(qi, pi, t)
Les nouvelles positions sont déﬁnies au moyen des anciennes positions, mais aussi au
moyen des anciens moments. Un tel changement de variables laisse toute liberté63
dans le choix des coordonnées, aﬁn d'obtenir des équations intégrables. Cela permet
dans de traiter des problèmes qui sont parfois insolubles dans le cadre lagrangien.
63Il faut cependant exiger qu'il soit réversible, aﬁn que l'état du système soit déterminé de fa-
çon univoque par les nouvelles coordonnées. Cela implique que les Qi et les Pi soient elles aussi
indépendantes.
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S'il existe un nouvel hamiltonien H ′(Qi, Pi, t) qui donne les équations hamilto-
niennes pour les nouvelles variables, on appelle cette transformation  canonique64 
et on peut l'utiliser pour résoudre des problèmes de mécanique. Pour que le principe
de Hamilton, de la forme de l'équation (45), formulé à l'aide des anciennes variables
et à l'aide des nouvelles variables donne les mêmes équations du mouvement, il suﬃt
que les deux quantités intégrées ne diﬀèrent que de la dérivée totale par rapport au
temps d'une fonction F , appelée  fonction génératrice . S'il existe une telle fonction
F , la transformation est canonique. Une fois la fonction F donnée, les équations de
transformation (48) sont complètement déﬁnies. On dispose ainsi d'une méthode très
puissante de résolution des problèmes de mécanique.
4 En quel sens peut-on dire que les formulations de la
mécanique sont équivalentes ?
Quelles conclusions peut-on tirer de ce qui précède pour l'analyse de la notion de
théorie ? Dans cette section, je reviens d'abord sur les éléments qui permettent d'af-
ﬁrmer que ces trois formulations sont équivalentes, et je dégage les présupposés qui
sous-tendent l'aﬃrmation courante selon laquelle elles sont l'expression d'une seule
et même théorie (section 4.1). Ensuite, je dresse un bilan des principales diﬀérences
entre ces formulations, mises en évidence par l'exposé qui précède (section 4.2). Enﬁn,
je me concentre sur un type particulier de diﬀérences, celles qui concernent la repré-
sentation mathématique oﬀerte par chacune des formulations ; j'insiste en particulier
sur le lien entre ces diﬀérences  objectives  (dont on considère cependant, géné-
ralement, qu'elles n'aﬀectent pas l'équivalence des formulations) et l'utilisation de
chacune de ces formulations, en pratique, pour résoudre des problèmes (section 4.3).
L'analyse de ces diﬀérences mathématiques et de leur contrepartie pratique me per-
met d'avancer un premier argument visant à montrer que les présupposés examinés à
la section 4.1 doivent être abandonnés si l'on veut rendre compte de la double fonc-
tion représentative et inférentielle des théories, et d'ouvrir la voie d'une approche des
théories qui adopte la perspective de leurs utilisateurs (section 4.4).
4.1 Équivalence en principe
Les trois formulations de la mécanique présentées ci-dessus sont généralement
considérées comme équivalentes. Une transformation mathématique permet de passer
de n'importe laquelle des trois sortes d'équations à chacune des deux autres. Les
64Ce terme est dû à Jacobi.
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équations de Lagrange peuvent être tirées du principe de d'Alembert (page 56), qui
peut lui-même être considéré comme une reformulation des lois de Newton (page 55) ;
elles sont, de plus, équivalentes au principe de Hamilton (page 60), déductible lui
aussi du principe de d'Alembert (page 59). Les équations de Hamilton sont elles-
mêmes des transformations mathématiques des équations de Lagrange (page 67), et
on peut les déduire du principe de Hamilton modiﬁé par la même transformation
mathématique (page 68). Enﬁn, on retrouve la forme des équations newtoniennes à
partir des équations lagrangiennes et hamiltoniennes (page 62).
Certes, ces diﬀérentes déductions impliquent souvent des restrictions ; par exemple,
la déduction du principe de Hamilton à partir du principe de d'Alembert suppose
que l'on se restreigne à des systèmes holonomes et à des forces dérivant d'un po-
tentiel. La mécanique newtonienne reste la seule utilisable pour l'étude des forces
de frottement. Ces restrictions n'entraînent cependant pas de contradiction entre ces
diﬀérents principes. Pour bien comprendre ce que cela signiﬁe, reprenons l'exemple
de la mécanique newtonienne et de la mécanique einsteinienne. Cette dernière est
une généralisation de la mécanique newtonienne, au sens où la mécanique newto-
nienne devient un cas particulier de la mécanique einsteinienne, mais, en outre, elle
la contredit : elle montre que la mécanique newtonienne n'est qu'approximativement
vraie pour un certain domaine de phénomènes (les mouvements où les vitesses sont
très inférieures à celle de la lumière). En revanche, les diﬀérents principes de la
mécanique analytique n'impliquent jamais de conséquences contradictoires. Pour les
domaines où ils sont applicables, leurs prédictions empiriques ne peuvent pas entrer
en contradiction.
C'est la raison pour laquelle on les considère généralement comme l'expression
d'une seule et même théorie. La reformulation analytique est habituellement consi-
dérée comme une généralisation, qui permet d'étendre le domaine d'application de la
mécanique newtonienne et la rend, ce faisant, plus  puissante . À strictement parler,
elle en est un développement mathématique. L'inter-déductibilité entre les principes
de la mécanique, en garantissant a priori qu'il ne peut pas y avoir de contradiction
entre les conséquences empiriques des diﬀérentes équations, permet donc d'aﬃrmer
qu'elles sont, en un sens, équivalentes. Appelons cette équivalence une équivalence
logique65 ou en principe. Si l'on adopte cette notion d'équivalence pour évaluer les
65Comme je l'ai signalé à la note 1 du présent chapitre, parler d'équivalence logique implique
que l'on précise le langage dans lequel on évalue cette équivalence. Chercher à donner un critère
précis d'équivalence logique pour les diﬀérentes formulations de la mécanique m'éloignerait de mon
propos, et n'apporterait rien à mon argument, dans la mesure où ce n'est pas sur le front de la ca-
ractérisation formelle des relations inter-théoriques (ou inter-formulations) que je souhaite avancer
mes arguments. Au contraire, mon but est de montrer que, même en supposant que les formulations
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relations entre diﬀérentes formulations, alors le contenu d'une théorie est entièrement
déﬁni par l'ensemble de ses conséquences déductives en principe, indépendamment
de la manière dont ces conséquences sont atteintes par les agents, en pratique.
Mon but est de montrer que cette notion d'équivalence est mal choisie quand il
s'agit d'analyser les théories scientiﬁques. Je veux dire par là que, quels que soient
les critères formels que l'on peut établir pour montrer cette équivalence, aﬃrmer sur
cette base que le contenu des formulations de la mécanique est strictement identique
implique une conception des théories qui ne rend pas compte de leur double fonction
représentative et inférentielle. Revenons à présent sur les diﬀérences que mon exposé
des formulations de la mécanique a mises en évidence.
4.2 Bilan des diﬀérences
En premier lieu, chacune des trois formulations de la mécanique présentées ci-
dessus oﬀre une représentation des phénomènes du mouvement au moyen de diﬀérents
principes généraux (deuxième loi de Newton, principes de d'Alembert et de Hamil-
ton, principe de Hamilton modiﬁé) desquels on peut tirer des équations diﬀérentielles
permettant de prédire et d'expliquer le comportement de systèmes mécaniques. Le
principe fondamental de la dynamique newtonienne est lui-même une équation diﬀé-
rentielle, dont le concept central est celui de force, exprimé au moyen d'une quantité
vectorielle. Il exprime la relation qu'entretiennent à chaque instant les forces appli-
quées au système et l'accélération de ce système ; en connaissant ces forces et les
conditions initiales du système, on peut écrire les équations du mouvement, qui ont
la forme du principe fondamental de la dynamique. Le principe de Hamilton est un
principe variationnel qui exprime une condition (celle de la minimisation d'une in-
tégrale) sur le mouvement des systèmes pris dans sa globalité, dont on peut déduire
des équations diﬀérentielles permettant de prédire et d'expliquer le comportement
des systèmes mécaniques. Le concept central de ce principe et de ces équations est
celui d'énergie, exprimé au moyen d'une quantité scalaire.
Si l'on considère ces principes comme les hypothèses que la théorie exprime à
propos des phénomènes, et au moyen desquels elle nous permet de les comprendre,
il semble, en un sens qui reste à analyser, que ces trois formulations ne disent pas
la même chose du monde. L'une parle de forces et oﬀre une représentation locale du
de la mécanique puissent être dites équivalentes en un sens strict, des diﬀérences qui ne vaudraient
pas comme des diﬀérences  logiques  sont importantes pour l'analyse de l'activité théorique. On
trouvera cependant, au chapitre 5, une critique des approches formelles en philosophie des sciences
sur leur propre terrain. Je me contente, ici, d'appeler  équivalence logique  une équivalence empi-
rique prouvée a priori, c'est-à-dire une équivalence telle qu'on ne peut pas déduire de conséquences
contradictoires des diﬀérentes formulations, quel que soit l'état du monde.
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mouvement ; les deux autres parlent d'énergie, et en oﬀrent une représentation glo-
bale.66 En un sens pré-analytique et banal de la notion de signiﬁcation, l'aﬃrmation
selon laquelle la force et l'accélération sont proportionnelles n'a pas la même signiﬁ-
cation que l'aﬃrmation selon laquelle l'intégrale de la diﬀérence de l'énergie cinétique
et de l'énergie potentielle est stationnaire. De même, concevoir les phénomènes du
mouvement en termes d'énergie ou en termes de force sont deux manières diﬀérentes
de se représenter le monde.
Certes, une fois déﬁnis les concepts d'énergie et de force, chacune de ces deux
aﬃrmations est déductible de l'autre, et l'on peut raisonnablement aﬃrmer que la
compréhension de la mécanique classique  et de ce qu'elle dit des phénomènes 
implique la compréhension de cette inter-déductibilité. Mais cela ne supprime pas
ipso facto la diﬀérence conceptuelle entre le principe fondamental de la dynamique
et le principe de Hamilton. Un des buts de mon travail, dans son ensemble, est d'ap-
profondir l'analyse de ce que l'on entend ici par  diﬀérence conceptuelle , et de
montrer que toute entreprise visant à la réduire à une diﬀérence purement  psycho-
logique  qu'une analyse philosophique de la notion de théorie ne doit pas prendre en
compte est condamnée à manquer des aspects essentiels de cette notion. Pour l'heure,
je me contente de souligner cette diﬀérence, dont j'approfondirai l'analyse dès le cha-
pitre 3, et je me concentre, dans ce chapitre, sur un autre type de diﬀérences entre
les formulations de la mécanique.
Outre cette diﬀérence des principes et des concepts, les formulations de la méca-
nique se distinguent en eﬀet les unes des autres par la forme des équations  déduites
de ces principes  au moyen desquelles elles permettent de résoudre des problèmes
de mécanique. Ces équations gouvernent la dynamique des systèmes mécaniques en
représentant leur conﬁguration dans un espace géométrique, au moyen d'un certain
type de coordonnées (coordonnées cartésiennes ou polaires, coordonnées généralisées).
On a vu que les changements dans la représentation mathématique de l'état d'un
système et dans la forme des équations qui lui sont associées ont d'importantes consé-
quences pratiques pour la résolution de problèmes mécaniques. Dans certains cas,
l'utilisation d'une certaine formulation rend impossible la mise en équations du pro-
blème ; dans d'autres cas, c'est la résolution de ces équations qui est impossible.
Ainsi, un changement dans la représentation mathématique d'un problème entraîne
66Signalons d'emblée une diﬃculté supplémentaire, que l'on retrouvera au cours de l'analyse du
chapitre 3 : si l'on prête attention au langage mathématique utilisé dans ces diﬀérents principes, la
frontière entre formulations newtonienne et variationnelle n'est plus la même : en eﬀet, le principe de
d'Alembert est un principe diﬀérentiel, comme le PFD de Newton, alors que le principe de Hamilton
est variationnel.
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dans certains cas un changement dans l'accessibilité67 des solutions de ce problème,
dans le type d'information dont il faut disposer à propos des systèmes étudiés (par
exemple, connaître les diﬀérentes forces appliquées au système), et dans les processus
inférentiels que la recherche de ces solutions requiert. Dans la prochaine section, je
me propose d'approfondir l'examen de la relation entre ces aspects pratiques et le
type de représentation mathématique mis en ÷uvre par chacune des formulations.
4.3 Représentation mathématique et diﬀérences pratiques
On appelle  espace des états  l'espace mathématique dans lequel chacun des
points représente un des états possibles du système entier. L'espace des états ne coïn-
cide pas avec l'espace physique ; c'est un espace beaucoup plus abstrait. Dans le cas
d'une particule unique en mouvement libre dans un espace à trois dimensions, chacun
de ses états possibles est déterminé par six coordonnées (trois pour les positions et
trois pour les vitesses) ; son espace des états a donc six dimensions. Pour un système
à n particules libres de contraintes, chaque état possible étant déterminé par 6n co-
ordonnées, l'espace des états de ce système a 6n dimensions. Diﬀérentes courbes ou
trajectoires dans cet espace représentent des histoires possibles du système.
Les lois de la dynamique, exprimées par les équations newtoniennes, lagrangiennes
ou hamiltoniennes, disent quelles courbes dans l'espace des états sont des histoires
possibles. Elles imposent des contraintes dynamiques sur la trajectoire des systèmes,
dont l'état est représenté dans un certain espace. La description du mouvement d'un
système au moyen d'une équation suppose que son espace des états ait une certaine
structure géométrique. Or, les diﬀérentes formulations de la mécanique n'assignent
pas la même structure géométrique à l'espace dans lequel les équations dynamiques
décrivent l'évolution de l'état des systèmes. Comme je vais rapidement le montrer,
chacune des formulations assigne à l'espace des états une structure plus générale
que la précédente ; c'est la raison pour laquelle on peut parler de généralisations
successives entre formulations. Ces généralisations ont une contrepartie pratique :
elles s'accompagnent d'une plus grande liberté dans le choix des variables utilisées
pour représenter le système et écrire les équations qui gouvernent sa dynamique.68
En mécanique newtonienne, l'état d'un système à chaque instant est caractérisé
par deux ensembles de coordonnées indépendantes, celles des positions et des quanti-
tés de mouvement (produit de la masse et de la vitesse) de chacune de ses particules.
Pour un mouvement libre dans un espace à trois dimensions, l'état d'un système
67C'est un des thèmes centraux de l'ouvrage de Paul Humphreys (2004) ; on le retrouvera à
plusieurs reprises dans le présent travail.
68L'analyse qui suit est partiellement empruntée à Jill North (2009a,b).
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composé de n particules est caractérisé par un total de 6n coordonnées.
L'évolution du système dans son espace des états est gouvernée par le principe
fondamental de la dynamique, F = mdpdt .
69 Il s'agit d'une équation vectorielle, qui
est invariante par transformation galiléenne. La deuxième loi de Newton continue
à valoir dans d'autres systèmes de coordonnées, mais sa forme change dans une
transformation, par exemple, de coordonnées cartésiennes en coordonnées polaires.
Les vecteurs sont des objets indépendants des coordonnées, mais leurs composantes
changent avec le système de coordonnées.
La contrepartie pratique de l'utilisation de ce type de représentation est la néces-
sité de spéciﬁer les composantes de chacune des forces appliquées au système dans les
coordonnées qu'on aura choisies aﬁn d'écrire les équations vectorielles gouvernant la
dynamique du système : les vecteurs sont des objets indépendants des coordonnées,
mais leurs composantes changent avec le système de coordonnées ; pour résoudre un
problème avec la loi de Newton, il faut connaître les composantes des forces dans
le système choisi. Les équations newtoniennes du mouvement, en raison même de
leur nature vectorielle, privilégient un certain type de coordonnées (North, 2009a,
p. 22) ; utiliser la mécanique newtonienne implique d'admettre que le mouvement
de tout système peut être décrit dans un espace vectoriel à l'aide de coordonnées
cartésiennes. La structure géométrique de l'espace de représentation de la mécanique
newtonienne est vectorielle.
En mécanique lagrangienne, l'état d'un système est aussi spéciﬁé par deux en-
sembles de coordonnées : les positions (ou coordonnées70) généralisées et leurs déri-
vées par rapport au temps, les vitesses généralisées. Pour un système à n degrés de
liberté, on aura 6n coordonnées indépendantes (les n coordonnées généralisées qui
représentent le système dans l'espace de conﬁguration71 et leurs dérivées par rap-
port au temps). Chaque état possible du système est donc représenté par un point
dans un espace à 6n dimensions, qui déﬁnit une paire position généralisée-vitesse
généralisée pour l'ensemble du système. Cet espace comprend donc un ensemble de
conﬁgurations possibles et un espace dans lequel sont représentées leurs dérivées par
rapport au temps. Il s'agit du faisceau tangent de l'espace de conﬁguration : l'espace
69On peut donner une  super-version  de l'équation newtonienne du mouvement, regroupant
toutes les équations pour les diﬀérentes particules dans un espace tri-dimensionnel, qui gouverne
l'évolution du point représentant l'état du système entier dans l'espace à 6n dimensions.
70Voir note 30.
71Il faut veiller à ne pas confondre l'espace de conﬁguration et l'espace des états : l'espace de
conﬁguration, en mécanique lagrangienne, a autant de dimensions que le système a de degrés de
liberté ; il permet de représenter la conﬁguration du système à l'aide des positions généralisées.
Autrement dit, il correspond à l'espace euclidien à trois dimensions dans lequel la position d'un
système est représentée dans le cadre newtonien.
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de conﬁguration à 3n dimensions joint à l'espace tangent à 3n dimensions à chaque
point (la ﬁgure 6 représente le faisceau tangent d'un cercle unidimensionnel).
http://upload.wikimedia.org/wikipedia/commons/8/87/Tangen...
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Fig. 6  Le faisceau tangent d'une variété (espace topologique abstrait)  en l'occurrence, un
cercle  est l'ensemble de ses espaces tangents (représentés dans la ﬁgure du haut) assemblés de
manière homogène et sans chevauchement (ﬁgure du bas).
L'évolution d'un système dans son espace des états est ici gouvernée par une équa-
tion scalaire et non vectorielle. La forme de cette équation n'est pas modiﬁée par un
changement de coordonnées, car le lagrangien L, qui est un scalaire, de la dimension
d'une énergie, est indépendant du système de coordonnées choisi. En conséquence,
l'espace des états d'un système reste le même, quelles que soient les coordonnées
choisies.72
La contrepartie pratique de l'utilisation de ce type de représentation mathéma-
tique est la liberté dans le choix des variables utilisées pour déﬁnir le lagrangien,
ce qui permet de décrire simplement l'état d'un système contraint, pour lequel la
description à l'aide d'équations vectorielles représentant les forces est pratiquement
impossible. Étudier la structure géométrique de l'espace des états de la formula-
tion lagrangienne nécessiterait d'avoir recours aux outils de la géométrie moderne, et
cela dépasserait les limites de ce travail (et mes compétences). Signalons seulement
que la mécanique lagrangienne assigne à l'espace des états une structure métrique. La
structure de la mécanique lagrangienne est un espace riemanien, muni d'une métrique
72Prenons l'exemple simple d'une particule en mouvement le long d'une ligne droite. Son espace des
états est un espace à deux dimensions : le faisceau tangent d'une ligne ou d'un cercle unidimensionnel.
Le cercle de la ﬁgure 6 représente les positions généralisées q. Les lignes (ﬁbres) représentent les
vitesses généralisées. Chaque point représente un état possible. Diﬀérentes courbes dans cet espace
représentent des histoires possibles. Il y a plusieurs trajectoires possibles passant par un point pour
une valeur q donnée. Une fois la valeur q˙ spéciﬁée elle aussi, une trajectoire unique est déterminée.
On voit que l'espace des états pour une particule en mouvement unidimensionnel sera le même,
que q soit une coordonnée linéaire ou angulaire. Revenons à l'exemple du pendule simple : la seule
coordonnée que l'on ait besoin de spéciﬁer est θ, avec θ˙ comme vitesse généralisée. L'espace des
états est de nouveau celui de la ﬁgure 6, avec le cercle représentant θ et les ﬁbres représentant θ˙.
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riemanienne73 ; utiliser la mécanique lagrangienne, c'est admettre que le mouvement
de tout système peut être décrit dans un tel espace.
Enﬁn, en mécanique hamiltonienne, le nombre de variables par degré de liberté
d'un système double, mais ces variables sont indépendantes. Rappelons en eﬀet que
les deux ensembles de variables nécessaires à décrire l'état d'un système dans la for-
mulation lagrangienne ne sont pas indépendantes : les vitesses généralisées sont les
dérivées des positions généralisées par rapport au temps. L'espace des états de la
mécanique hamiltonienne est appelé  espace des phases . C'est le faisceau cotan-
gent74 de l'espace de conﬁguration (voir ﬁgure 7). C'est, ici aussi, un espace à 6n
dimensions. Chaque point y représente une paire position généralisée-moment géné-
ralisé pour tout le système. Ici encore, la dynamique du système est gouvernée par
une fonction scalaire. L'espace des états  ou espace des phases  de la mécanique
hamiltonienne, contrairement à l'espace des états lagrangien, n'a pas de structure
métrique : il a une structure symplectique.75
Fig. 7  L'espace des phases du pendule simple est le faisceau cotangent de l'espace de conﬁgura-
tion.
Les diﬀérences des structures géométriques assignées à l'espace des états des sys-
tèmes par chacune des formulations n'impliquent et ne peuvent impliquer aucune
diﬀérence empirique : une fois les contraintes dynamiques imposées par les équa-
73Cela apparaît quand on considère les quantités invariantes des équations lagrangiennes sous un
certain ensemble de transformations (North, 2009b). La transformation d'un ensemble d'équations
lagrangiennes en un autre préserve une structure locale, sous la forme d'une forme diﬀérentielle
quadratique des q˙i ; il s'agit du carré d'un élément de courbe d'un espace riemanien (voir Butterﬁeld,
2004, 2006 et Lanczos, 1970, pp. 17-24).
74Le faiceau cotangent d'un espace topologique est l'ensemble de ses espaces cotangents.
75Une structure symplectique détermine un élément de volume, et non une mesure de distance.
La quantité invariante sous transformation canonique des équations hamiltoniennes est une forme
symplectique (voir North, 2009b, p. 18 ; Butterﬁeld, 2006 ; Arnold, 1978).
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tions, les trajectoires possibles sont équivalentes dans les diﬀérentes formulations.
Cependant, la structure des espaces sous-jacents aux diﬀérentes formulations impose
des contraintes diﬀérentes sur les mouvements géométriquement possibles, c'est-à-dire
possibles avant que les contraintes dynamiques soient imposées.
Ces considérations montrent que, quand bien même les formulations de la mé-
canique sont logiquement équivalentes au sens, mentionné précédemment, où leur
équivalence empirique est démontrable a priori (indépendamment de l'expérience),
il y a un sens où elles ne sont pas mathématiquement équivalentes : elles n'assignent
pas la même structure géométrique aux espaces dans lesquelles elles décrivent le
mouvement des systèmes. Chacun de ces espaces a une structure plus générale ou
abstraite : pour reprendre les termes de Jill North (2009b), l'espace hamiltonien a
moins de structure que l'espace lagrangien, lequel en a moins, à son tour, que l'espace
newtonien.76 En eﬀet, une structure symplectique déﬁnit un élément de volume, mais
pas de distance ; une structure métrique déﬁnit des distances, mais pas de direction ;
une structure vectorielle déﬁnit des directions. Je n'explorerai pas plus avant les diﬀé-
rences de structure entre formulations de la mécanique. Ce rapide examen me permet
cependant de tirer plusieurs conclusions, par lesquelles je termine ce chapitre.
4.4 Les équations de la mécanique comme outils de représentation
et d'inférence
En premier lieu, supposons que l'on adopte la thèse du réalisme structural, c'est-à-
dire la forme du réalisme scientiﬁque qui consiste à aﬃrmer que les structures décrites
par nos théories représentent (ou visent à représenter) les structures réelles du monde
physique. C'est une option assez largement partagée par les philosophes des sciences,
et qui correspond assez bien au type d'engagement réaliste dont font souvent preuve
les scientiﬁques.77 Elle est en eﬀet considérée comme la meilleure manière de rendre
compte du succès empirique de la science tout en évitant les objections classiques
majeures au réalisme.78 Dans une telle perspective, il semble bien que les diﬀérentes
formulations de la mécanique ne disent pas la même chose de la structure du monde ;
il n'en résulte aucune diﬀérence empirique, puisque le comportement des systèmes
76Cela appelle une remarque à propos de la notion même de généralité, qui semble relative à l'usage
que l'on fait d'une formulation. En eﬀet, on vient de voir que la formulation hamiltonienne assigne
une structure plus générale à l'espace des états que les formulations lagrangienne et newtonienne ;
cependant, quand on se place dans le cadre de la théorie de la relativité, on aﬃrme que la formulation
lagrangienne est plus générale.
77On attribue cette position à Poincaré, ainsi qu'à Duhem. Certains propos de Feynman (1965),
quoique ambigus sur ce point, révèlent une certaine forme de réalisme structural.
78Comme, par exemple, l'argument de la méta-induction pessimiste (voir Laudan, 1981).
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physiques est le même quelle que soit la formulation adoptée, mais la structure géo-
métrique sous-jacente du monde n'est pas la même. Ce constat conduit d'ailleurs Jill
North (2009b, p. 26) à aﬃrmer que, quand bien même cela n'implique pas la possi-
bilité de les départager empiriquement, les trois formulations de la mécanique  ne
sont même pas authentiquement équivalentes empiriquement. 79
En outre, sans même s'engager en faveur du réalisme structural  ou de la ver-
sion peut-être trop grossière que j'en décris ici80 , c'est-à-dire sans aﬃrmer que la
structure géométrique de l'espace dans lequel la mécanique décrit les systèmes vise
à représenter la structure géométrique du monde, prendre conscience des contraintes
géométriques associées à chaque interprétation permet d'explorer le contenu spéciﬁ-
quement géométrique de la théorie. Si l'on conçoit la mécanique non pas seulement
comme la science du mouvement dans l'espace et le temps, mais comme la théo-
rie de l'espace et du temps en tant qu'ils contraignent les mouvements, cela prend
toute son importance : les diﬀérentes formulations, en décrivant les phénomènes du
mouvement à diﬀérents niveaux de généralité, n'en donnent pas la même image, et
ne les expliquent pas de la même manière. Cela permet d'aﬃrmer que l'identité des
diﬀérentes formulations de la mécanique  la question de savoir si elles expriment, ou
non, le même contenu  dépend en partie de ce que ses utilisateurs considèrent être
son objet ; or, sur ce point, plusieurs positions sont défendables.
Je développerai ce dernier argument au chapitre 5 (section 3.3), consacré à un
approfondissement de ma critique des approches visant à identiﬁer formellement le
contenu des théories. Pour l'heure, admettons que l'on peut légitimement répondre
à l'argument qui précède en aﬃrmant que la structure géométrique de l'espace sous-
jacent à la description des mouvements est inessentielle au contenu de la mécanique,
et que seul compte ce que les équations permettent de déduire quant au mouvement
des systèmes. De ce point de vue, le contenu géométrique des diﬀérentes formulations
ne fait pas partie du contenu de la théorie, qui n'aﬃrme rien quant à la structure
géométrique du monde ; il n'est que le cadre dans lequel les mouvements des systèmes
sont représentés, cadre certes intéressant à étudier quand on cherche à analyser les
relations des mathématiques et de la physique, mais qui ne nous apprend rien du
monde. Outre qu'une telle réponse implique l'adoption d'une thèse philosophique sur
la nature de la physique mathématique que l'on peut discuter  ce que je ne ferai
pas , elle repose, comme je vais le montrer, sur une conception insatisfaisante du
79Comme le remarque Olivier Darrigol (communication personnelle), cela montre que le réalisme
structural n'est pas à déﬁnir en référence à la structure mathématique de l'appareil formel d'une
théorie (ce que Poincaré, selon Olivier Darrigol, comprend très bien dans la mesure contestable où
il est un réaliste structural).
80Voir note précédente.
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contenu des théories.
En eﬀet, en faisant abstraction de la manière dont les diﬀérentes formulations de
la mécanique représentent les phénomènes  en ne prenant pas en compte la forme
des équations, liée au choix d'un système de coordonnées  cette conception dissocie
tout à fait les fonctions représentative et inférentielle des théories. J'ai montré, dans
ce qui précède, que les diﬀérences pratiques liées à l'utilisation de l'une ou l'autre
formulation sont le corollaire des diﬀérentes représentations mathématiques de l'état
dynamique des systèmes. Ainsi, les diﬀérents types d'inférences que les agents doivent
faire pour prédire et expliquer les phénomènes ont une contrepartie dans la struc-
ture même de l'espace géométrique dans lequel les diﬀérentes formes d'équations
représentent les phénomènes.81 Refuser de prendre cela en considération dans une
déﬁnition du contenu d'une théorie, c'est se condamner à ne pas comprendre com-
ment, en exprimant des hypothèses à propos des phénomènes, cette théorie permet
de les prédire et de les expliquer.
Il y a, certes, quelque chose comme un contenu de la mécanique, identiﬁable
à l'ensemble de ses conséquences déductives en principe, puisque ses principes sont
inter-déductibles. Cependant, aﬃrmer que la mécanique est entièrement identiﬁable à
ce contenu, abstraction faite de la manière dont elle exprime les hypothèses desquelles
peut en principe être déduit cet  ensemble de conséquences  et, corrélativement, de
la manière dont on y accède, revient à en faire une entité abstraite qui n'est ni outil
de représentation ni outil d'inférence.
Un tel contenu désincarné n'est pas l'objet de l'activité théorique, qui consiste
à construire, développer et manipuler des représentations pour tirer des inférences.
Qu'il s'agisse de l'application des diﬀérents principes de la mécanique pour résoudre
des problèmes concrets ou du développement même de la théorie  l'invention de
nouvelles formulations et la découverte de nouvelles conséquences , une telle activité
est incompréhensible si l'on déﬁnit la théorie comme un tout, identiﬁable à un petit
nombre de principes duquel est censé pouvoir être déduit tout son contenu.
En critiquant la notion de théorie qui sous-tend l'aﬃrmation selon laquelle les for-
mulations de la mécanique expriment une seule et même théorie, je ne prétends pas
en donner une autre déﬁnition, qui permettrait de rendre compte de la multiplicité
des formulations de la mécanique classique comme autant de théories. Cela revien-
drait simplement à modiﬁer les critères d'identiﬁcation des théories et à déplacer les
frontières qui les séparent les unes des autres. Or, en soulignant les diﬀérences entre
81Ce constat rejoint la manière dont Jeremy Butterﬁeld (2004, p. 29) décrit les diﬀérences entre
mécanique lagrangienne et mécanique newtonienne : la formulation lagrangienne fournit un schème
pour résoudre des problèmes ; cela s'accompagne du fait qu'elle ne nous donne pas la même image
du monde.
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les formulations de la mécanique, je ne prétends pas aﬃrmer qu'elles sont des théories
diﬀérentes, mais que ces diﬀérences sont des diﬀérences théoriques qui méritent d'être
prises en compte et étudiées en tant que telles.
Signalons d'ailleurs que le constat de ces diﬀérences entre les formulations de la
mécanique, s'il remet sérieusement en question l'identité de son contenu, n'implique
aucunement la nécessité d'opérer un choix entre ces formulations. Bien au contraire,
cette multiplicité de formulations possibles, plus ou moins adaptées aux diﬀérents
problèmes à résoudre, est une des forces de la théorie, puisqu'elle contribue non
seulement à en augmenter l'eﬃcacité prédictive, mais encore à faciliter des dévelop-
pements théoriques dans d'autres domaines de la physique. Le choix d'utiliser l'une
ou l'autre formulation est dicté, en pratique, par le type de problème à résoudre ou
par les généralisations que l'on cherche à opérer, mais il n'est en aucun cas question
d'en choisir une comme étant la  meilleure , quel que soit le critère présidant à un
tel jugement.82
Plutôt que de proposer une autre déﬁnition de la notion de théorie, je suggère
que cette notion, quand on cherche à l'identiﬁer à un ensemble d'hypothèses, quel
que soit le critère de cette identiﬁcation, ne permet pas de rendre compte de la
double dimension représentationnelle et inférentielle de l'activité théorique qui lui est
pourtant essentielle. Il convient dès lors de se tourner vers d'autres unités d'analyse,
et de développer d'autres notions qui permettent de rendre compte de cette double
dimension.83
Une telle approche devra en particulier prêter attention aux utilisateurs des théo-
ries, et à la forme des représentations qu'ils manipulent. On a vu, dans ce qui précède,
à quel point la question de l'utilisation des formulations pour résoudre des problèmes
et les diﬀérences de représentation mathématique qui les caractérisent sont liées. Une
fois que l'on a pris acte de l'importance de la forme même des représentations utili-
sées, et que l'on renonce à faire des théories des  touts  abstraits dans ce que Paul
Humphreys (2004, p. 77) appelle une perspective  sans propriétaire , le point de
vue des agents devient primordial.
82C'est une des raisons pour lesquelles Kuhn, comme on le verra au chapitre 6 (section 3.1.2, en
particulier page 336), accorde peu d'attention au cas des diﬀérentes formulations de la mécanique
classique :  elles ont coexisté sans être considérées incompatibles  (Kuhn, 1976, p. 198, note 10 ;
2000, p. 188, note 18).
83Jeremy Butterﬁeld (2004) suggère ainsi, dans son analyse de la mécanique lagrangienne, que les
notions classiques de  lois  et de  modèles  ne sont pas suﬃsantes à une étude approfondie de la
manière dont les théories permettent de résoudre des problèmes. La notion de  gabarit , proposée
par Paul Humphreys (2004), vise aussi à permettre une analyse plus ﬁne des procédures de calcul
mises en ÷uvre dans l'application des théories ; j'exposerai ses propos sur la notion de gabarit au
chapitre 6, section 3.2.
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Pour ﬁnir, notons qu'une telle perspective invite, comme le suggère Paul Hum-
phreys (2004, pp. 67-70), à repenser la cartographie même des disciplines scientiﬁques
et des champs de l'activité théorique. En eﬀet,  une même théorie   traditionnel-
lement identiﬁée à son domaine de phénomènes et à l'ensemble des choses qu'elle en
dit en principe  peut être utilisée au moyen de diﬀérents types de représentation et,
inversement, certains types de représentations se retrouvent dans d'autres domaines
théoriques (le formalisme lagrangien en théorie des champs et en relativité générale,
et le formalisme hamiltonien en mécanique quantique et statistique).84 En parallèle
d'une cartographie fondée sur le domaine des phénomènes étudiés et sur les condi-
tions de vérité en principe, on peut envisager de tracer des frontières d'un autre type,
qui tiendraient compte des types de représentations utilisés, et des raisonnements et
pratiques qui leur sont associés.85
Conclusion
Les trois formulations de la mécanique  newtonienne, lagrangienne et hamilto-
nienne  oﬀrent une représentation diﬀérente des phénomènes du mouvement ; leurs
hypothèses sont exprimées par des principes qui ne sont pas fondés sur les mêmes
concepts, et qui sont formulés dans des langages mathématiques diﬀérents (calcul
diﬀérentiel et calcul variationnel). La forme même des équations qui en découlent,
exprimées dans des systèmes de coordonnées diﬀérents, a d'importantes conséquences
sur la manière dont, en pratique, on les utilise pour résoudre des problèmes de mé-
canique.
J'ai montré, par une analyse du lien qui unit les diﬀérences de représentation
mathématique aux diﬀérences pratiques liées à l'utilisation de l'une ou l'autre formu-
lation, qu'une attention exclusive à la notion de théorie, identiﬁée à l'ensemble de ses
conséquences déductives en principe, ne permet pas de rendre compte de la double
84Dans une perspective toutefois diﬀérente de la mienne, Olivier Darrigol (2008) propose la notion
de  module  pour rendre compte des similitudes inter-théoriques et des diﬀérences intra-théoriques
dont les analyses classiques des théories et des relations inter-théoriques ne rendent pas compte. Il
déﬁnit les modules comme des  composants essentiels  des théories  qui sont eux-mêmes des théo-
ries avec diﬀérents domaines d'application , et qui jouent un rôle fondamental dans l'application, la
compréhension, la construction et la communication des théories. Son but, à la diﬀérence du mien,
n'est pas tant d'insister sur la forme des représentations utilisées dans la pratique scientiﬁque que
sur la complexité des relations structurelles entre diﬀérentes théories (et modules). Il remet toutefois
en question, comme je cherche à le faire, la pertinence des déﬁnitions classiques des théories et de
l'unité (ou de la division) des sciences pour une analyse de l'activité théorique.
85On retrouvera cette idée dans la deuxième partie de ce travail, au chapitre 6 (section 3.2.2). Elle
sera au c÷ur de mon étude de cas sur la génétique, dans la troisième partie (chapitres 8 et 9).
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dimension représentationnelle et inférentielle de l'activité théorique. Les diﬀérences
mathématiques entre les formulations, qui sont objectives au sens où on peut les
identiﬁer sans faire référence aux opérations inférentielles des agents, mais qui n'af-
fectent pas son contenu empirique en principe, ont une contrepartie pratique. Une fois
l'importance de ces diﬀérences reconnues, on n'est plus justiﬁé à ignorer l'utilisation
des théories par les agents. J'ai ﬁnalement suggéré qu'une analyse de cette double
dimension gagnerait à développer d'autres notions que celle de théorie, en adoptant
la perspective des agents et en prêtant une attention particulière aux formes des
représentations utilisées dans la pratique scientiﬁque et aux raisonnements que leur
utilisation met en jeu.
La suite de ce travail est destinée à élaborer et à mettre en ÷uvre cette approche.
Le chapitre 3, au moyen de la notion de version, va approfondir les diﬀérences concep-
tuelles que l'on trouve au sein de la mécanique classique, d'un double point de vue
diachronique et synchronique ; ce faisant il montrera, je l'espère, la fécondité d'une
approche qui adopte la perspective des agents. Après un chapitre consacré à une cri-
tique des approches visant à déﬁnir formellement le contenu des théories (chapitre 5),
les chapitres 6 et 7 seront consacrés à élaborer des outils permettant d'analyser l'in-
teraction cognitive des agents avec les représentations qu'ils utilisent. La troisième
partie de ce travail (chapitres 8 et 9) les mettra en ÷uvre dans une seconde étude de
cas.
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Le chapitre 2 a montré que la notion de théorie, déﬁnie comme un ensemble
d'hypothèses jointes à la totalité de leur conséquences déductives, ne permet pas de
rendre compte de l'activité théorique, en tant qu'elle implique des agents utilisant
diﬀérentes représentations pour tirer des inférences à propos des phénomènes qu'ils
étudient. J'ai suggéré, en conséquence, que l'on gagnerait à prêter une attention
plus grande aux agents, et aux représentations au moyen desquelles ils raisonnent
quand ils apprennent, développent, et appliquent une théorie. Dans ce chapitre, je
poursuis l'analyse de l'exemple de la mécanique classique en adoptant résolument
la perspective des agents. Pour cela, j'introduis la notion de version : je propose
d'appeler  version  la manière dont un agent, profane ou expert, comprend et utilise
une théorie. Ce chapitre vise à préciser la déﬁnition de cette notion et à en montrer
la fécondité. Ce faisant, j'aborderai plusieurs problèmes identiﬁés au chapitre 1.
 En premier lieu, j'approfondirai l'analyse des diﬀérences conceptuelles entre
les formulations de la mécanique, que j'ai momentanément laissées de côté dans le
chapitre 2. Les formulations de la mécanique, telles qu'on les enseigne aujourd'hui,
se distinguent en eﬀet non seulement par la forme des équations au moyen desquelles
elles permettent de décrire le comportement des systèmes physiques (problème étudié
au chapitre 2), mais aussi par les concepts qu'elles mettent en jeu et par l'architecture
des principes au moyen desquels elles expriment leurs hypothèses. Ces diﬀérences,
quoique gommées par l'identiﬁcation du contenu de la mécanique à ses conséquences
déductives en principe, sont toutefois objectives, au sens où elles sont identiﬁables
sans qu'il soit nécessaire de faire référence aux agents qui utilisent la théorie. Un
des buts de ce chapitre est cependant de montrer que la prise en compte des agents
individuels  et de leurs versions  permet de mener une analyse plus ﬁne de ces
diﬀérences.
 Ce premier problème, synchronique, se double d'un second problème, diachro-
nique. Comme je l'ai signalé au chapitre 1, les diﬀérentes formulations de la méca-
nique, aujourd'hui, sont le résultat d'un développement historique, que les catégories
au moyen desquelles on étudie habituellement le changement scientiﬁque (incom-
mensurabilité ou réduction inter-théorique) ne permettent pas de décrire. En eﬀet,
contrairement à ce qui est le cas, par exemple, dans le passage de la mécanique
newtonienne à la mécanique einsteinienne, les développements de la mécanique par
Lagrange (1788) et Hamilton (1834), entre autres, ne consistent pas en une modiﬁ-
cation logique de la déﬁnition des concepts de Newton (1687), laquelle impliquerait
une modiﬁcation des conséquences déductives en principe de la théorie. Analyser les
présentations successives de la mécanique comme l'expression de versions diﬀérentes
me permettra de rendre compte de la dimension conceptuelle de ces changements.
 Enﬁn, l'introduction de la notion de version pour aborder ces deux ensembles de
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problèmes permet de jeter un éclairage nouveau sur un troisième problème, d'ordre
historiographique. Comme je l'ai signalé au chapitre 1, les formulations newtonienne,
lagrangienne et hamiltonienne de la mécanique, telles qu'on les présente aujourd'hui,
ne correspondent pas aux présentations de Newton (1687), Lagrange (1788) et Ha-
milton (1834). Pour autant, aﬃrmer que les noms que l'on donne aux formulations
d'aujourd'hui reposent sur une erreur de jugement historique reviendrait à réécrire
une histoire tout aussi grossière que celle qui consiste à assimiler sans examen les tra-
vaux de Newton et de Lagrange aux formulations actuelles qui portent leurs noms.
Comme je l'ai souligné au chapitre 1, évaluer les raisons qui permettent ou non d'at-
tribuer, par exemple, le nom de Lagrange à la formulation lagrangienne d'aujourd'hui
implique d'une part de préciser ce que l'on considère constituer le contenu de cette
formulation et d'autre part d'identiﬁer le contenu de la présentation de la mécanique
proposée par Lagrange (1788). En particulier, cela implique de savoir si les diﬀérences
(formelles et/ou conceptuelles) entre les formulations newtonienne et lagrangienne
d'aujourd'hui sont le résultat des nouveautés (formelles et/ou conceptuelles) intro-
duites par Lagrange. L'analyse de la version de Lagrange, telle qu'il l'exprime dans
sa Mécanique analytique de 1788, suivie de celle de plusieurs autres versions de la
mécanique exprimées par des physiciens et des philosophes postérieurs à Lagrange,
me permettra de mettre en évidence que la distinction entre un développement formel
et une avancée conceptuelle  au nom de laquelle on peut juger que Lagrange, pour
ainsi dire, est ou n'est pas  lagrangien   n'est pas tranchée. On verra en eﬀet que
le jugement que chacun porte sur la contribution historique de Lagrange dépend de
sa propre version de la mécanique.
Dans ce qui suit, je reviens dans un premier temps (section 1) sur les diﬀérences
conceptuelles entre les formulations de la mécanique telles qu'on les présente aujour-
d'hui. Ensuite (section 2), je déﬁnis la notion de version, comme une hypothèse utile
pour rendre compte de l'activité théorique. La section 3 est consacrée à l'analyse de la
version de la mécanique que Lagrange (1788) exprime dans la Mécanique analytique ;
je prêterai une attention particulière au jugement que Lagrange porte lui-même sur
l'avancée que constituent ses travaux. La section 4 présente les versions que plusieurs
savants et philosophes postérieurs à Lagrange ont exprimées dans leurs présentations
de la mécanique ; j'y montre en particulier le lien qui existe entre leurs versions et
leur jugement sur la nature du développement historique de cette science. Enﬁn, la
section 5 dresse le bilan de ces diﬀérentes versions et revient sur la diﬀérence entre
avancée formelle et changement conceptuel.
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1 L'architecture conceptuelle des formulations de la mé-
canique classique
Dans cette section, je souhaite montrer que, malgré l'inter-déductibilité de ses
diﬀérents principes, il est un sens dans lequel on peut dire que la mécanique n'a pas
la même signiﬁcation selon le principe que l'on choisit de placer à son fondement.
Dans cette perspective, ce qui distingue une mécanique de la force fondée sur un
principe diﬀérentiel d'une mécanique de l'énergie fondée sur un principe variationnel
est une diﬀérence d'ordre conceptuel, et non pas seulement formel.
1.1 La signiﬁcation des principes dépend de leur place dans l'archi-
tecture déductive de la théorie
En premier lieu, selon le principe sur lequel on considère que repose l'édiﬁce tout
entier de la mécanique et dont les autres principes sont des conséquences déductives,
les concepts premiers de la théorie, c'est-à-dire ceux qui ne sont pas déﬁnis par elle
mais qui lui donnent sa signiﬁcation physique, ne sont pas les mêmes. Ainsi, si l'on
place le principe de Hamilton au fondement de la théorie, le concept premier est celui
d'énergie. La mécanique, en tant qu'elle repose sur ce principe, dit qu'une certaine
quantité, qui a la dimension d'une énergie, est stationnaire au cours du mouvement.
Dans cette perspective, l'expression de la deuxième loi de Newton que l'on  retrouve 
à partir du principe de Hamilton peut être considérée comme une formule qui tire
(au moins partiellement) sa signiﬁcation d'une aﬃrmation portant sur l'énergie des
systèmes.
En revanche, quand elle est placée au fondement de la théorie, la deuxième loi
de Newton aﬃrme quelque chose à propos du monde, à savoir que la force et l'ac-
célération sont proportionnelles. Ce que dit la théorie newtonienne, c'est cela. En
conséquence, la théorie fondée sur un tel principe tire sa signiﬁcation de celles des
concepts de masse et de force. À son tour, dans ce cadre, le principe de moindre
action, déduit de cette loi, n'est qu'une formule pour ainsi dire aveugle n'apportant
pas de signiﬁcation nouvelle à la théorie.
En outre, selon que la mécanique est présentée comme reposant sur le principe
de Newton ou sur celui de Hamilton, l'architecture déductive globale de la théorie
change d'aspect. En eﬀet, les liens déductifs entre les diﬀérents principes ne sont pas
les mêmes. Ils le sont, certes, en principe, puisque l'on peut tous les déduire les uns
des autres, mais le chemin à suivre n'est pas le même, au sens où l'ordre déductif dans
lequel ils sont présentés est diﬀérent ; la place de chacun des principes dans l'édiﬁce
n'est pas la même.
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En plaçant la deuxième loi de Newton au fondement de la théorie, on fait du
principe de Hamilton une conséquence  périphérique  des principes fondamentaux
de la mécanique. En revanche, en plaçant le principe de Hamilton au fondement de
la théorie, on met en évidence l'équivalence des équations du mouvement déduites
d'un principe diﬀérentiel avec un principe variationnel formulé en termes d'énergie ;
ce faisant, on établit de nouveaux liens déductifs entre les diﬀérents principes, ainsi
qu'entre la mécanique et les autres théories faisant usage du concept d'énergie.
Si l'on considère qu'une telle modiﬁcation dans l'architecture de la théorie est
purement formelle, et que l'expression de la loi de Newton a le même contenu quels
que soient les liens établis entre elle et les autres principes, alors on doit admettre que
toutes les conséquences déductives que le principe de Hamilton permet d'atteindre
étaient déjà des conséquences du principe fondamental de Newton avant que celui de
Hamilton soit formulé. Dans une telle perspective, tout ce que l'on peut, en principe,
déduire du principe de Newton fait partie de son contenu.
C'est parce que de telles aﬃrmations me semblent hautement insatisfaisantes
que je propose de considérer que les diﬀérentes manières de présenter l'architecture
déductive de la théorie correspondent à des diﬀérences conceptuelles, et non pas
simplement formelles. Autrement dit, dans ma perspective, le contenu des diﬀérents
principes  et des concepts qu'ils emploient  est aﬀecté par la modiﬁcation de leur
place dans l'ordre déductif de la théorie et par l'introduction de nouveaux principes,
quand bien même ces derniers sont obtenus par une opération purement déductive.
1.2 Diﬀérence architectonique et diﬀérence logique
Pour préciser ce que j'entends ici par  diﬀérence conceptuelle , comparons un
instant ce cas avec celui de la diﬀérence entre mécaniques newtonienne et einstei-
nienne, dans l'analyse que Kuhn (1962/1970, pp. 101-102) en donne.1 Kuhn aﬃrme
que l'expression  F = ma  que l'on peut déduire, moyennant une approximation,
de la théorie d'Einstein n'est pas la loi de Newton, bien qu'elle en ait la même forme,
parce que dans le cadre einsteinien la déﬁnition de la masse est diﬀérente de celle
qu'elle a dans le cadre newtonien. Aﬃrmer, comme je le fais, que la loi de Newton n'a
pas exactement le même contenu selon qu'elle est au principe de la théorie ou qu'on
la  retrouve  à partir du principe de Hamilton peut paraître reposer sur des pré-
supposés analogues à ceux de Kuhn. Il existe pourtant une diﬀérence fondamentale
1Je présenterai cette analyse de façon plus détaillée au chapitre 6 (section 1.2.2). Dans ce même
chapitre (section 1.3), j'approfondirai la comparaison de la conception kuhnienne de la signiﬁcation et
du changement conceptuel qui le conduit à soutenir la thèse de l'incommensurabilité des paradigmes
avec l'approche que je défends au moyen de la notion de version.
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entre ces deux thèses.
Si Kuhn refuse d'appeler  loi de Newton  l'expression  F = ma  déduite de la
théorie d'Einstein, c'est parce que, comme je viens de le dire, il existe une diﬀérence
entre les déﬁnitions newtonienne et einsteinienne de la masse. L'incommensurabilité
des paradigmes newtonien et einsteinien, en raison de laquelle cette même expression
n'a pas la même signiﬁcation dans les deux théories, repose sur une diﬀérence logique
entre leurs déﬁnitions du concept de masse, et non pas sur une diﬀérence dans l'ordre
déductif des principes. Le holisme sémantique qui sous-tend l'argument de Kuhn,
selon lequel les concepts d'une théorie tirent leur signiﬁcation de l'ensemble de la
théorie, n'est pas un holisme situé, si l'on entend par là une position  comme celle
que j'adopte  qui consiste à considérer qu'un principe tire sa signiﬁcation non pas
seulement du système théorique auquel il appartient, mais aussi de la place particu-
lière qu'il y occupe.
Mon propos est de montrer qu'une diﬀérence architectonique, même en l'absence
de diﬀérence logique, implique une variation conceptuelle. En revanche, alors que
le holisme sémantique qui sous-tend l'argument de Kuhn le conduit à aﬃrmer une
diﬀérence de signiﬁcation totale entre l'expression de la loi de Newton dans le cadre
newtonien et la même expression dans le cadre einsteinien  au point que le symbole
représentant le concept de masse n'a pas le même référent dans les deux paradigmes
(Kuhn, 1962/1970, p. 101) , je ne considère en aucun cas les diﬀérences conceptuelles
entre les formulations de la mécanique comme des exemples d'incommensurabilité. Ce
que je rejette, en refusant une conception logico-empirique du contenu des théories,
c'est aussi l'idée selon laquelle les diﬀérences conceptuelles sont aﬀaire de tout ou
rien. Je souhaite montrer qu'au sein d'un même édiﬁce logique, c'est-à-dire d'une
même  théorie , il existe des variations authentiquement conceptuelles.
1.3 Conception vériconditionnelle et conception inférentielle de la
signiﬁcation
L'aﬃrmation selon laquelle les diﬀérences architectoniques entre les formulations
de la mécanique sont des diﬀérences conceptuelles implique l'adoption d'une concep-
tion de la signiﬁcation qui se distingue nettement d'une conception vériconditionnelle,
selon laquelle deux ensembles d'énoncés ont la même signiﬁcation si et seulement s'ils
ont les mêmes conditions de vérité. La notion de signiﬁcation qui sous-tend mon ana-
lyse accorde, contrairement à une approche en termes de conditions de vérité, une
importance à l'usage que l'on en fait dans des processus inférentiels. Autrement dit,
plutôt que de considérer que la signiﬁcation d'un principe  et des concepts qui y
ﬁgurent  lui vient de l'ensemble de ses conséquences déductives en principe, je sug-
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gère qu'elle est aussi déterminée par les inférences au moyen desquelles on l'obtient,
ainsi que par les inférences qu'il facilite, en pratique.
Ici la distinction entre l'analyse de la connaissance scientiﬁque en principe et en
pratique prend un sens légèrement diﬀérent de celle qui a guidé l'analyse du chapitre 2.
Dans les deux cas, il s'agit d'introduire, dans l'analyse du contenu de la mécanique,
le point de vue des agents. Dans l'analyse du chapitre 2, j'ai cherché à souligner, en
adoptant ce point de vue, la diﬀérence entre ce que l'on peut en principe déduire
d'une équation, et ce qu'il est possible, en pratique, d'en faire. Dans l'analyse du
présent chapitre, j'oppose à une conception synoptique de la structure logique d'une
théorie une conception qui prend en compte le fait que son utilisation se fait toujours
dans une certaine perspective : on n'accède pas à la théorie comme à un  tout , mais
on y accède plutôt par tel ou tel  bout , que l'on prend comme principe premier, et
duquel on déduit les autres. Autrement dit, je prends en compte le caractère situé de
l'accès que les agents ont à la théorie. Dans cette perspective, l'ordre dans lequel les
principes sont déduits les uns des autres, et la hiérarchie que l'on établit entre eux,
est de première importance pour en établir le contenu.
Les diﬀérences que je viens de souligner dans l'ordre déductif des diﬀérents prin-
cipes, que l'on décide ou non de les appeler  conceptuelles , sont toutefois des
diﬀérences objectives, au sens où j'ai pu les mettre en évidence sans faire mention de
l'usage qu'en ferait un agent particulier. Pour autant, elles ont des conséquences sur
les inférences que les agents doivent et peuvent eﬀectivement faire. L'hypothèse des
versions, que je propose dans la prochaine section, est destinée à aborder ce type de
diﬀérence sous l'angle non pas seulement de l'ordre déductif objectif, mais sous celui
des raisonnements que les agents conduisent eﬀectivement quand ils utilisent la mé-
canique. C'est sous cet angle, plus  subjectif , que j'entends étudier les diﬀérences
que j'appelle  conceptuelles  entre les formulations de la mécanique.
2 La notion de version
Dans cette section, j'introduis la notion de version, que je propose pour formu-
ler une hypothèse permettant de rendre compte de plusieurs activités que j'appelle
théoriques. Ces activités incluent aussi bien l'apprentissage que l'application et le dé-
veloppement d'un ensemble d'hypothèses théoriques à propos d'un domaine de phé-
nomènes. Pour plus de simplicité, je désignerai cet ensemble d'hypothèses théoriques
par le terme  théorie , sans que cela implique l'existence d'un critère d'identiﬁcation
précis des théories.
Intuitivement, la notion de version correspond à la manière dont un sujet com-
prend une théorie, c'est-à-dire la perspective particulière depuis laquelle il accède à
92 Chap. 3. Architecture conceptuelle et versions
son contenu. Autrement dit, et tout aussi informellement, c'est la théorie  de  ou
 pour  l'agent, la théorie en tant qu'elle est comprise par l'agent.
L'essentiel de la présente section est consacré à approfondir cette déﬁnition de la
notion de version. Après avoir esquissé quelques pistes que l'hypothèse des versions
permet d'emprunter pour étudier l'activité théorique, j'examine la relation entre les
versions ainsi déﬁnies et les formulations de la mécanique, puis je présente la méthode
adoptée dans la suite du chapitre pour étudier les versions exprimées par certains
acteurs de l'histoire de la mécanique.
2.1 La notion de version comme hypothèse permettant de rendre
compte de l'activité théorique
Je suppose que tout agent confronté à une théorie, du débutant à qui elle est
enseignée à l'expert qui la développe ou la convoque pour prédire et expliquer des
phénomènes, se forme un ensemble de représentations mentales, liées à l'utilisation
de cette théorie.2 Cet ensemble de représentations mentales est sa version de cette
théorie.
Pour emprunter le vocabulaire de Hertz (1894), qui aﬃrme que  le procédé que
nous utilisons invariablement pour dériver le futur à partir du passé et parvenir ainsi
à la prévision souhaitée  consiste à  fabriqu[er] en nous des simulacres, ou des
symboles internes des objets externes  (Hertz, 1894, p. 67)  simulacres qu'il appelle
aussi  images  , ma version de la mécanique, c'est l'ensemble des  images  ou
représentations mentales que je me forme au cours de mon apprentissage et de mon
utilisation de cette théorie. C'est en manipulant ces représentations, le plus souvent
au moyen d'un support externe (par exemple, en écrivant des équations), que je
parviens à tirer les inférences permettant de prédire et d'expliquer les phénomènes
ainsi représentés. Étudier l'activité théorique au moyen de la notion de version revient
donc, plutôt que de chercher à reconstruire le contenu  objectif  d'un ensemble
d'hypothèses, indépendamment de la compréhension qu'en ont les agents, à analyser
ce que signiﬁe cet ensemble d'hypothèses pour l'agent qui les utilise.
Avant de poursuivre, il convient d'écarter une ambiguïté : dire que ma version
de la mécanique consiste en un ensemble de représentations mentales n'implique pas
qu'elle corresponde simplement à  ma vision des choses , c'est-à-dire à la façon
dont je me représente les phénomènes du mouvement, quelle qu'elle soit. Ma version
de la mécanique se forme au cours de mon apprentissage de la mécanique, et elle
2Dans ce qui suit, j'entendrai le plus souvent  utiliser une théorie  en un sens large, servant à
désigner toute forme d'activité qui consiste à construire et à développer des hypothèses théoriques, à
les appliquer à la résolution de problèmes particuliers, mais aussi à les enseigner et à les apprendre.
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est contrainte par les règles d'utilisation des représentations (externes) servant à
l'exprimer. Un usage fantaisiste de l'équation exprimant la deuxième loi de Newton
n'émane donc pas d'une version de la mécanique newtonienne.
La version de chacun se caractérise par une certaine manière d'ordonner les dif-
férents principes de la mécanique, de les relier au monde empirique, et par la signi-
ﬁcation qu'il attribue aux concepts qui y ﬁgurent. Elle se manifeste par l'usage qu'il
en fait pour représenter les phénomènes et pour raisonner à leur propos. Elle dépend
à la fois de l'apprentissage qu'il a suivi, de ses connaissances d'arrière-plan, de ses
savoir-faire, et plus largement de tout un ensemble de facteurs que l'on peut appe-
ler  psychologiques  : ses habitudes de raisonnement, ses options métaphysiques
implicites ou explicites, ses préférences et ses engagements théoriques.
Ici aussi, une mise en garde s'impose. Dire que certaines particularités psycholo-
giques des agents déterminent (partiellement) leur version de la mécanique ne veut
pas dire que ma version de la mécanique est aﬀectée par toutes les représentations
mentales qui naissent chez moi par association d'idées avec, par exemple, le terme
 force , ou même par le fait que j'aie intérêt à résoudre un problème de mécanique
pour réussir un examen. Aussi, les facteurs que j'appelle ici  psychologiques  n'in-
cluent pas tout ce qui constitue la psychologie des agents au sens large. Ils ne se
réduisent cependant pas aux seules capacités cognitives, dans la mesure où, comme
je m'eﬀorcerai de le montrer, les préférences et les intérêts théoriques des chercheurs
jouent aussi un rôle dans leur utilisation et leur compréhension d'un ensemble d'hy-
pothèses.
En outre, en supposant que les versions des agents sont partiellement détermi-
nées par ces facteurs, mon but n'est pas d'étudier la manière dont ils la déterminent ;
comme cela apparaîtra dans la suite de ce travail, c'est aux versions elles-mêmes, et
plus précisément à la façon dont elles se manifestent dans la pratique des agents, que
je vais m'intéresser. Autrement dit, à supposer même que certains associations d'idées
comme celles mentionnées ci-dessus aient une incidence sur l'usage qu'un agent fait
des équations de la mécanique, ce qui va m'intéresser dans ce travail est l'usage
qu'il en fait, et non les déterminants psychologiques de cet usage. On peut supposer
que deux agents, pour des raisons psychologiques diﬀérentes, ont la même version
 font le même usage  de la mécanique. Le fait que cette version soit le fruit de
deux ensembles de déterminants psychologiques diﬀérents n'a pas de pertinence pour
l'analyse que j'entends mener. Cependant, décrire les versions des agents comme un
ensemble de représentations mentales implique de les considérer comme un élément
de leur vie psychologique. La suite de cette section, en développant cette caractérisa-
tion sommaire, va me permettre de préciser cela et de montrer comment l'hypothèse
des versions permet de décrire diﬀérentes activités théoriques, depuis l'apprentissage
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d'une théorie par le débutant jusqu'à son développement et son approfondissement
par l'expert.
2.1.1 Apprendre la mécanique : développer et enrichir sa version
Prenons un débutant : sa version minimale lui permet d'utiliser la deuxième loi de
Newton dans des cas très simples, sans qu'il soit en mesure d'en tirer des explications
pour des cas plus compliqués  dans lesquels il ne reconnaît peut-être même pas
des situations susceptibles d'être décrites au moyen de cette loi  ni de voir le lien
déductif qui la relie aux théorèmes de conservation, au principe de d'Alembert et
encore moins aux équations de Lagrange et au principe de Hamilton. En outre, ses
compétences restreintes en mathématiques limitent grandement sa capacité à tirer
des inférences à partir des principes qu'il connaît. Sa version n'est pas à strictement
parler fautive  dès lors qu'il utilise correctement la deuxième loi de Newton dans
des cas simples  mais elle est très limitée.
On peut alors décrire le processus d'apprentissage de la mécanique comme celui de
l'enrichissement et du développement de cette version minimale. Ce processus consiste
à la fois à tisser de nouveaux liens inférentiels entre diﬀérentes représentations  par
exemple, la deuxième loi de Newton et les théorèmes de conservation , et à apprendre
à les relier aux phénomènes empiriques dans diﬀérentes situations. L'étudiant apprend
ainsi progressivement à voir l'unité des diﬀérents phénomènes du mouvement, derrière
leur diversité apparente, et à représenter des situations de plus en plus diverses et de
plus en plus compliquées au moyen des lois de la mécanique. L'apprentissage consiste
aussi à rendre ces diﬀérents liens inférentiels plus  solides , au sens où l'étudiant
acquiert progressivement une plus grande maîtrise du calcul diﬀérentiel et d'autres
règles de déduction mathématique qui lui permettent d'eﬀectuer des inférences plus
rapides. On peut donc décrire l'apprentissage de la mécanique par un agent comme
un processus par lequel sa version devient plus complète, plus développée et plus
robuste.
En outre, une version de la mécanique, en tant qu'ensemble de représentations
mentales, n'est pas indépendante des autres représentations mentales de l'agent. Dans
la mesure où les termes utilisés pour exprimer les concepts de la mécanique sont pour
la plupart empruntés au langage ordinaire, il est fort probable que le sens courant du
mot  force , par exemple, joue un rôle non négligeable dans la compréhension que
le débutant a de la mécanique et l'aide initialement à identiﬁer les forces en présence
dans une situation particulière. Apprendre la mécanique consiste cependant aussi à
modiﬁer progressivement  ou en tous cas à enrichir  l'usage que l'on fait de ces
termes, et à rendre sa version plus indépendante des représentations pré-scientiﬁques
La notion de version 95
du mouvement.
En conséquence, alors que le novice ne fait d'abord pas de distinction très nette
entre le concept non scientiﬁque de force et celui qui ﬁgure dans la deuxième loi de
Newton, l'expert a une version de la mécanique qui est moins empreinte de la signiﬁ-
cation courante des termes. Alors que la version du débutant, encore mal  détachée 
de ses représentations non scientiﬁques et trop fragile pour lui permettre de passer
aisément des équations newtoniennes aux équations lagrangiennes, ne lui permet pas
de voir l'équivalence entre une explication en termes de force et une explication en
termes d'énergie, on peut supposer que l'expert, familier des équations diﬀérentielles
et du calcul variationnel, ne  voit  même plus la diﬀérence entre les formulations
de la mécanique, tant il passe de l'une à l'autre sans diﬃculté. Sa perspective sur
la mécanique lui en donne ainsi une vue d'ensemble plus complète que celle d'un
profane.
2.1.2 Les versions des experts
La notion de version ne permet pas seulement de faire une distinction entre com-
préhension profane et compréhension experte. Décrire l'expertise comme la possession
d'une version relativement robuste et complète de la mécanique ne signiﬁe pas pour
autant que les versions des diﬀérents experts soient identiques entre elles. On peut
en eﬀet supposer que, selon le domaine de spécialité de chacun, les types de raison-
nement auxquels il est habitué, ainsi que ses engagements théoriques, les versions
diﬀèrent les unes des autres.
En eﬀet, les processus inférentiels mis en ÷uvre par les agents au cours de leurs rai-
sonnements, quoique fortement contraints par les relations logiques entre les concepts
de la théorie et les règles de déduction mathématique en vertu desquelles une infé-
rence est correcte ou fautive, sont sous-déterminés par ces relations et ces règles.
Autrement dit, même en les respectant, on peut ordonner les diﬀérents principes de
la théorie de plusieurs manières diﬀérentes, et il reste un grand nombre de  chemins 
inférentiels possibles.
Par exemple, quand bien même chaque expert a une version de la mécanique qui
lui permet de passer aisément d'une formulation à l'autre et de voir l'équivalence
des descriptions en termes de force et en termes d'énergie, on peut supposer qu'un
spécialiste de physique quantique a acquis une telle familiarité avec les équations
hamiltoniennes que c'est sous ce formalisme qu'il utilise le plus naturellement les lois
de la mécanique et qu'il préfère, autant que possible, se représenter les phénomènes
du mouvement au moyen de ces équations.
De plus, quoique l'expertise s'accompagne d'une distinction nette entre le sens
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ordinaire et le sens scientiﬁque des concepts (comme ceux de force et d'énergie),
on peut raisonnablement supposer que leur usage ordinaire, ainsi que le rôle qu'ils
jouent dans d'autres théories scientiﬁques, a une inﬂuence sur la manière dont on
les utilise pour représenter les phénomènes.3 En conséquence, il est probable que les
autres connaissances théoriques, mais également les options métaphysiques, implicites
ou explicites, d'un physicien orientent son regard sur les lois de la mécanique et la
signiﬁcation qu'il leur donne : certains préféreront se représenter les phénomènes du
mouvement en termes d'énergie, et ne voir dans la notion de force qu'un symbole
vide de signiﬁcation ; d'autres, d'esprit plus  mécaniste , préféreront penser qu'il y
a eﬀectivement des forces dans le monde, et que le concept d'énergie est d'utilisation
plus pratique dans certains cas mais tire sa signiﬁcation de sa déﬁnition en termes
de force.
On peut également supposer qu'il existe plusieurs  types d'esprits , certains
préférant manipuler des symboles mathématiques sans considération de la signiﬁca-
tion courante des concepts qu'ils désignent, d'autres accordant une plus grande part,
dans leurs raisonnements, à ce que l'on appelle couramment l' intuition physique 
ou encore  l'imagination . C'est ce que suggère Maxwell, dont les réﬂexions sur l'im-
portance heuristique des images et des analogies dans le raisonnement scientiﬁque ont
fait l'objet de plusieurs travaux récents en philosophie des sciences4 :
[...] certains esprits se satisfont de la contemplation de pures quantités présentées
à leurs yeux par des symboles, et à leurs esprits sous une forme que seuls les
mathématiciens peuvent concevoir.
D'autres suivront plus volontiers des formes géométriques, qu'ils tracent sur le
papier, ou construisent dans l'espace devant eux.
D'autres encore ne sont satisfaits que lorsqu'ils sont en mesure de projeter toute
3L'importance du sens courant des mots utilisés pour exprimer des concepts scientiﬁques, et des
analogies et métaphores qu'ils suggèrent, déjà soulignée par plusieurs physiciens du dix-neuvième
siècle, et en particulier par Maxwell (1890), fait l'objet d'un regain d'intérêt de la part de plusieurs
philosophes des sciences aujourd'hui. Ainsi, par exemple, Evelyn Fox Keller (1983, 1985, 1989, 1995)
montre, au moyen d'exemples tirés de la génétique et de la biologie évolutionniste, que certaines
métaphores (comme celles suggérées par les expressions  gène égoïste ,  action génique ,  compé-
tition , et tout particulièrement la métaphore de l'information en biologie moléculaire) déterminent
partiellement les questions que les scientiﬁques cherchent à résoudre et les types d'explications qu'ils
jugent satisfaisantes. L'idée selon laquelle la compréhension du langage en général  et non pas
seulement du langage scientiﬁque  est dirigée par un certain nombre de métaphores ancrées dans la
manière dont nous nous représentons le monde (par exemple, les métaphores spatiales du  haut  et
du  bas , omniprésentes dans notre langage, comme en témoignent toutes les expressions évoquant
la  hausse  ou la  baisse  d'une valeur) a été développée dans le programme de recherche en
linguistique cognitive de Georg Lakoﬀ et Mark Johnson (voir par exemple Lakoﬀ et Johnson, 1980).
4Voir par exemple (Nersessian, 1984, 1992a, 2002b; Cat, 2001).
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leur énergie physique dans la scène qu'ils évoquent. Ils apprennent à quelle
vitesse les planètes se déplacent dans l'espace, et ils en tirent un délicieux senti-
ment d'ivresse. Ils calculent les forces que les corps célestes exercent les uns sur
les autres, et ils sentent leurs propres muscles contractés par l'eﬀort.
Pour de tels hommes, quantité de mouvement, énergie, masse, ne sont pas que
les expressions abstraites des résultats de l'enquête scientiﬁque. Ils sont des mots
puissants, qui remuent leur âme comme des souvenirs d'enfance. (Maxwell, 1890,
vol. 2, p. 220)
Quoique ces diﬀérents  types d'esprits  utilisent tous les équations de la mécanique
en suivant strictement les règles de déduction mathématique  il n'est pas question ici
du poète qui tirera de la deuxième loi de Newton des conséquences non scientiﬁques
sur l'ordre du monde , il est fort probable que les représentations mentales au moyen
desquelles ils raisonnent ne soient pas précisément les mêmes.
Ainsi, celui qui  préfère  les démonstrations géométriques ne verra dans l'utili-
sation du calcul diﬀérentiel qu'un expédient permettant de tirer des inférences plus
rapides, mais se formera autant que possible des représentations géométriques des
phénomènes ainsi décrits. De même, tout en maîtrisant le calcul variationnel et en
sachant utiliser les équations lagrangiennes et hamiltoniennes, le physicien chez qui le
concept de force, loin d'être un symbole abstrait,  remue l'âme comme un souvenir
d'enfance  pourra ainsi considérer que les formulations analytiques sont des réécri-
tures commodes de la mécanique, qui, pour autant, tire sa signiﬁcation physique du
concept de force.
En conséquence, la version de chacun de ces individus sera légèrement diﬀérente de
celle des autres : celui qui se représente plus volontiers les phénomènes du mouvement
au moyen du concept de force considérera que le principe fondamental de la théorie
est bien celui de Newton, et que les autres en sont des conséquences. Le spécialiste de
physique quantique, au contraire, placera au fondement de la théorie le principe de
Hamilton, et, dans sa version, les lois de la mécanique classique seront très fortement
liées à celles de la mécanique quantique.
Ainsi déﬁnie, l'hypothèse des versions semble permettre non seulement de rendre
compte de l'apprentissage, mais aussi du développement d'une théorie et de l'explo-
ration du contenu de chacun de ses principes, qui conduit parfois à la formulation
de conséquences nouvelles : en eﬀet, de même que l'on peut décrire le processus par
lequel l'étudiant apprend la mécanique comme l'élargissement de sa version, on peut
décrire les raisonnements qui ont conduit, par exemple, Hamilton à introduire de
nouveaux principes et à réorganiser les principes existants, comme le développement
et l'approfondissement de la sienne.5 En conséquence, on peut supposer que, selon
5Voir (Barberousse, 2008) pour une analyse du changement conceptuel à l'÷uvre dans le cas de
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la version qu'ils en ont, les diﬀérents experts ne sont pas portés à développer une
théorie de la même manière. Cette supposition, ainsi que les précédentes, trouveront
un écho dans l'analyse des versions de certains acteurs de l'histoire de la mécanique
proposée aux sections 3 et 4 du présent chapitre.
En supposant que tout agent, du débutant à l'expert, se forme ainsi une version
de la mécanique, élaborée et mobilisée aussi bien au cours de l'apprentissage que du
développement et de l'approfondissement d'une théorie, je ne prétends en aucun cas
nier qu'il existe une diﬀérence importante entre ma version fragile et partielle de la
mécanique et celle, par exemple, de Hamilton, qui, en plus d'être plus robuste et
complète, est innovante, au sens où elle donne lieu à une manière inédite de formuler
et de relier les principes et les équations de la mécanique entre eux. Cependant, décrire
l'apprentissage, le développement et l'invention d'hypothèses théoriques au moyen de
la notion de version permet de supposer que, malgré d'importantes diﬀérences, il y
a quelque chose de commun à ces diﬀérentes activités, que je propose de considérer
comme des activités théoriques.
2.2 Comment étudier les versions de la mécanique ?
Jusqu'ici, la notion de version a été introduite à titre d'hypothèse. La manière
dont cette dernière est déterminée par diﬀérents paramètres  l'enseignement suivi par
l'agent, les autres connaissances dont il dispose, ses préférences et talents personnels,
etc.  n'est pas, en tant que telle, accessible au philosophe et à l'historien, et n'a été,
dans ce qui précède, que l'objet de suppositions. Les versions elles-mêmes, en tant
que représentations mentales, ne peuvent être étudiées que par la manière dont elles
se manifestent.
La première voie par laquelle se manifeste  et se construit  la version d'un
individu est sa pratique de la théorie, c'est-à-dire la manière dont il utilise ses diﬀé-
rentes hypothèses pour résoudre des problèmes particuliers et pour répondre à des
demandes d'explication.6 Cette pratique se caractérise souvent par la construction
la mécanique à l'aide de la notion d'explicitation [making explicit ] empruntée à Robert Brandom
(2000).
6On peut décrire les expériences de psychologie qui portent sur la manière dont les agents,
experts ou profanes, résolvent des problèmes de mécanique comme des enquêtes visant à expliciter
leurs versions de cette théorie (voir par exemple Larkin et al., 1980; White, 1983; Larkin, 1983).
Dans certains cas, ces enquêtes portent sur ce que l'on appelle la  physique naïve , c'est-à-dire
la manière dont les sujets ignorants de la mécanique  la plupart du temps, de jeunes enfants 
se représentent les phénomènes du mouvement. On ne peut pas, dans ce cas, parler de versions de
la mécanique. Cependant, certaines expériences portent aussi sur la compréhension que des sujets
profanes ont des principes de la mécanique qui leur sont enseignés et de la manière dont ils les
utilisent, une fois confrontés à des problèmes. Ce qu'ils mettent en ÷uvre alors est bien une certaine
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et la manipulation de représentations externes au moyen desquelles l'agent tire des
inférences à propos des phénomènes représentés.
En eﬀet, introduire l'hypothèse des versions  c'est-à-dire l'hypothèse selon la-
quelle chaque utilisateur de la mécanique se forme un ensemble de représentations
mentales associées à l'utilisation de cette théorie  ne revient pas à nier l'importance,
pour les processus inférentiels des agents, des représentations externes. Décrire les
raisonnements et les calculs à l'÷uvre dans l'activité théorique comme la construc-
tion et la manipulation d'un ensemble de représentations mentales ne signiﬁe pas que
ces processus soient indépendants du travail d'écriture et de manipulation de repré-
sentations externes comme des équations ou des graphes. Autrement dit, je ne veux
en aucun cas suggérer l'idée naïve selon laquelle les agents, qu'il s'agisse du débu-
tant qui apprend ou de l'expert qui développe et invente, aurait  dans la tête  une
certaine représentation, qu'il pourrait le cas échéant exprimer, après coup, à l'aide
de traces écrites concrètes. Bien au contraire, comme il apparaîtra dans la suite de
mon travail, la méthode que j'y mets en ÷uvre consiste à centrer mon analyse sur les
représentations externes construites et manipulées par les agents.7
À la limite, comme on vient de le voir, tout individu, qu'il s'agisse de Newton,
de Lagrange, de Hamilton, de Hertz, de Mach, de l'auteur d'un manuel de méca-
nique, d'un géomètre non physicien, d'un spécialiste de la théorie quantique, d'un
enseignant, d'un ingénieur, d'un étudiant ou encore d'un philosophe des sciences, a
sa propre version de la mécanique. Elle est, selon les cas, plus ou moins confuse,
développée, complète et robuste. La mécanique  comme n'importe quelle théorie 
fait donc l'objet d'autant de versions qu'il y a d'individus qui l'utilisent et la com-
prennent, partiellement ou totalement.
Cependant, parmi cette multitude de versions possibles, la plupart sont des pers-
pectives plus ou moins complètes sur un corps de connaissances qui a déjà été établi
et présenté de manière explicite : quand j'étudie la mécanique, j'apprends à me servir
de représentations externes que je trouve dans des manuels, et je m'eﬀorce de suivre
les démonstrations et les déductions qui ont été faites par d'autres que moi. Dans
version de la mécanique, certes très pauvre et parfois incohérente, parce qu'entâchée de croyances
fausses.
7L'interaction entre les représentations mentales des agents et les représentations externes qu'ils
utilisent est sans doute beaucoup plus complexe que l'image naïve mentionnée ci-dessus ne le laisse
entendre. De nombreux travaux en sciences cognitives, en particulier ceux qui portent sur la cognition
distribuée (voir par exemple Hutchins, 1995; Clark, 1997), cherchent aujourd'hui à approfondir
l'analyse de la relation entre représentations mentales et représentations externes, supposant en
particulier que ces dernières ne sont pas de simples supports pour le raisonnement que les agents
opèrent au moyen de représentations mentales, mais sont constitutives de ce raisonnement, qui se
ferait à la fois  dans  et  hors de la tête  des agents.
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certains cas, les agents  théoriciens, philosophes, mais aussi auteurs de manuels 
rendent leur version explicite au moyen d'une présentation publique de la mécanique.
C'est là la seconde voie par laquelle les versions de certains agents sont accessibles
à l'analyste, et c'est celle que j'entends exploiter dans la suite de ce chapitre : je
me propose en eﬀet de considérer les traces écrites des travaux des savants qui ont
contribué à l'histoire de la mécanique, qu'il s'agisse de la Mécanique analytique de
Lagrange (1788), des articles de Hamilton (1834), de l' exposé historique et cri-
tique  du développement de la mécanique par Mach (1883), ou encore des Principes
de la mécanique de Hertz (1894), comme une expression (au moins partielle) de leur
version  et le seul accès que nous y ayons.
On retrouvera, au cours de l'analyse des sections 3 et 4, le lien entre les versions
de ces individus et les diﬀérents déterminants que j'ai mentionnés dans la présente
section. Auparavant, il convient de dire un mot de la manière dont la notion de version
permet d'éclairer les diﬀérences conceptuelles entre les formulations de la mécanique,
pointées à la section 1.
2.3 Versions et formulations
J'ai proposé, à la section 1 du présent chapitre, de considérer les diﬀérences archi-
tectoniques entre les formulations actuelles de la mécanique comme d'authentiques
diﬀérences conceptuelles, et non pas seulement comme des diﬀérences formelles. Cela
revient à dire que les diﬀérents principes et concepts de la mécanique n'ont pas la
même signiﬁcation selon la formulation que l'on utilise. Cela implique, comme je l'ai
suggéré, l'adoption d'une conception de la signiﬁcation qui prête attention au rôle
que les diﬀérentes représentations jouent dans les processus inférentiels des agents,
et non pas seulement à leurs conditions de vérité.
C'est  entre autres  dans ce but que j'ai introduit la notion de version : on peut
en eﬀet considérer les diﬀérentes formulations de la mécanique  qui ont les mêmes
conditions de vérité en principe  comme l'expression d'autant de versions de cette
théorie. En eﬀet, bien que, comme je l'ai souligné au chapitre 2 (page 81), il ne soit
pas question de choisir entre les diﬀérentes formulations qui sont, selon les cas, plus ou
moins adaptées à la résolution de problèmes, on peut, en un autre sens, les considérer
comme des manières concurrentes de comprendre et d'utiliser la mécanique.
L'étudiant n'est certes pas sommé de choisir entre formulation newtonienne et
formulations analytiques, et doit au contraire développer sa capacité à utiliser l'un
et l'autre formalisme. Il n'en reste pas moins que, commençant par apprendre la mé-
canique dans la perspective newtonienne, le débutant conservera probablement une
version newtonienne de la mécanique jusqu'à devenir familier des équations lagran-
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giennes ou hamiltoniennes au point de voir tout le contenu de la mécanique depuis
cette nouvelle perspective.
De même, l'expertise se caractérise entre autres par la maîtrise des diﬀérentes
formulations et par la capacité à passer aisément de l'une à l'autre  et donc par la
possession d'une version plus  globale  de la mécanique, qui en inclut les diﬀérentes
formulations possibles. Cependant, considérer les diﬀérentes formulations comme les
expressions de versions diﬀérentes permet de rendre compte à la fois de l'intuition
selon laquelle elles ne disent pas exactement la même chose des phénomènes et du
fait qu'elles ne permettent pas de déduire les mêmes conséquences. Pour le dire de
façon métaphorique, elles n'occupent pas la même place dans le réseau de nos repré-
sentations mentales ; en conséquence, elles n'invitent pas à faire les mêmes inférences.
C'est ce que semble suggérer Feynman à propos des diﬀérentes formulations de
la loi de gravitation (loi de Newton, méthode du champ local et principe de mini-
mum), dont il dit qu'elles sont  scientiﬁquement équivalentes , dans la mesure où
 il est impossible de faire un choix, car il n'y a pas de manière de les départager
expérimentalement puisque l'ensemble de leurs conséquences est identique  mais
 psychologiquement diﬀérentes, et cela en deux sens  :
Premièrement, vous pouvez les aimer ou non, pour des raisons philosophiques ;
à cela, l'exercice est le seul remède. Deuxièmement, elles sont diﬀérentes psy-
chologiquement parce qu'elles ne sont pas du tout équivalentes quand il s'agit
de découvrir de nouvelles lois.
Tant que la physique est incomplète, et que nous essayons de comprendre de
nouvelles lois, les diﬀérentes formulations possibles peuvent fournir des indices
de ce qui pourrait se passer dans d'autres circonstances. Elles ne sont alors
plus équivalentes, psychologiquement, dans la mesure où elles nous suggèrent
des idées sur l'aspect que pourraient revêtir les lois dans une situation plus
générale. (Feynman, 1965, p. 53)
Naturellement,  préférer  la formulation newtonienne ou la formulation hamil-
tonienne ne signiﬁe pas que l'on s'interdise l'utilisation d'une autre formulation : il ne
s'agit pas de choisir l'une ou l'autre formulation à l'exclusion des autres, puisque cha-
cune d'entre elles permet de déduire les autres. Préférer la formulation newtonienne,
c'est plutôt considérer que la mécanique dans son ensemble est d'abord fondée sur
des principes newtoniens.
En outre, considérer les diﬀérentes formulations de la mécanique comme l'ex-
pression de diﬀérentes versions ne doit pas nous faire oublier que chacune de ces
formulations peut elle-même être comprise de diverses manières  faire l'objet de dif-
férentes versions. Les versions ne sont pas des ensembles de représentations exclusifs
et isolés des autres représentations mentales d'un agent. On peut ainsi raisonnable-
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ment aﬃrmer que chaque expert a une certaine version de la mécanique  qui lui fait
préférer, par exemple, une représentation en termes d'énergie à une représentation
en termes de force , dont dépend la manière dont il comprend et relie entre elles les
diﬀérentes formulations.
Cette approche permet de rendre compte des diﬀérences entre les formulations
comme d'authentiques diﬀérences conceptuelles, sans pour autant aﬃrmer qu'elles
sont contradictoires, incompatibles ou incommensurables : en tant que l'utilisation et
la compréhension d'une théorie est toujours située, un agent, même expert, se repré-
sente toujours l'organisation des diﬀérents principes et leur lien au monde empirique
sous une certaine perspective. Cela explique, comme je l'ai suggéré, à la fois la ma-
nière dont il utilise ces principes pour résoudre des problèmes et dont il les développe
et les relie à d'autres domaines théoriques. Cela n'implique aucunement, cependant,
de tracer une démarcation nette entre les formulations.
Bien au contraire, selon les diﬀérences auxquelles on accorde le plus d'importance
 diﬀérences de langage mathématique, diﬀérences architectoniques, etc. , on ne
trace pas la même frontière entre les diﬀérentes formulations. En eﬀet, alors que le
principe de d'Alembert, en tant qu'il repose sur la description des systèmes au moyen
de coordonnées généralisées et qu'il permet de déduire les équations de Lagrange,
ﬁgure à bon droit dans un exposé de la mécanique analytique aux côtés du principe
de Hamilton, il ﬁgure  du côté  de la mécanique newtonienne si l'on considère que
cette dernière est caractérisée, plutôt que par son usage de coordonnées cartésiennes,
par le fait qu'elle repose sur un principe diﬀérentiel exprimé au moyen du concept de
force.8 En conséquence, selon ma version de la mécanique  et selon ma version de
chacune de ses formulations , je n'évalue pas leurs diﬀérences de la même manière.
C'est là un des points essentiels que l'analyse des versions des sections 3 et 4 vise à
montrer.
Pour ﬁnir, aﬃrmer que les formulations newtonienne, lagrangienne et hamilto-
nienne d'aujourd'hui sont les expressions de diﬀérentes versions permet d'aborder
sous un jour nouveau le problème historiographique que j'ai mentionné en intro-
duction. En eﬀet, parmi les versions qui ont fait l'objet de présentations explicites
au cours de l'histoire, certaines, dont j'ai dit qu'elles étaient  innovantes  (voir
page 98), ont donné lieu à la formulation de nouveaux principes, à l'introduction de
nouveaux concepts, et à une réorganisation de l'architecture déductive de la théorie,
qui s'accompagne souvent du développement des mathématiques nécessaires à l'éta-
blissement de ces nouveaux liens déductifs. Les formulations actuelles de la mécanique
8En eﬀet, comme je l'ai souligné plusieurs fois, le principe de d'Alembert est lui-même un principe
diﬀérentiel, et non intégral.
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portent le nom des auteurs de certaines de ces versions particulièrement innovantes.
On peut considérer cela comme l'expression d'un jugement de la postérité selon
lequel les formulations newtonienne, lagrangienne et hamiltonienne de la mécanique
correspondent aux versions que Newton, Lagrange et Hamilton ont exprimées dans
leurs présentations. Cela reviendrait à dire que les diﬀérences entre la présentation
des Principia de Newton (1687) et la formulation newtonienne actuelle, ou entre
la présentation de la Mécanique analytique de Lagrange (1788) et la formulation
lagrangienne actuelle, sont des diﬀérences inessentielles au contenu de ces formula-
tions. Autrement dit, cela signiﬁerait que les innovations introduites par ces diﬀérents
savants correspondent, diachroniquement, aux diﬀérences synchroniques entre les for-
mulations d'aujourd'hui.
Évaluer ce jugement implique deux choses : d'abord, analyser la version que ces
diﬀérents auteurs ont eﬀectivement exprimée ; ensuite, identiﬁer, au sein des formula-
tions actuelles, ce que l'on considère essentiel à leur contenu. C'est un des buts de la
suite de ce chapitre (sections 3 et 4) ; la prochaine section vise à préciser la méthode
que j'entends y suivre.
2.4 Versions et histoire de la mécanique
La suite de ce chapitre est consacrée à l'examen de plusieurs versions de la méca-
nique, telles qu'elles ont été exprimées dans des présentations explicites. Cet examen
va me permettre à la fois d'étayer l'hypothèse des versions au moyen d'exemples par-
ticuliers, et d'éclairer le problème historiographique de l'attribution des diﬀérentes
formulations d'aujourd'hui à certains acteurs de l'histoire de la mécanique.
Rappelons ce problème. Les formulations standard présentées au chapitre 2 dif-
fèrent en plusieurs points des travaux historiques des savants dont elles portent les
noms. Prenons pour commencer l'exemple de la formulation newtonienne : elle est
aujourd'hui exprimée en langage vectoriel et à l'aide d'équations diﬀérentielles, alors
que toutes les démonstrations des Principia sont faites en langage géométrique et
non à l'aide du calcul diﬀérentiel ; bien que les trois axiomes du mouvement que l'on
a retenus comme les principes de la mécanique newtonienne ﬁgurent en tant que tels
dans le texte de Newton, la deuxième loi n'y apparaît pas sous sa forme diﬀérentielle
aujourd'hui standard, et la force et l'accélération n'y sont pas représentées par des
quantités vectorielles (Newton, 1687, p. 11). Comme l'a montré Michel Blay (1992),
c'est à Pierre Varignon (1700a,b) que l'on doit une réécriture des principes newtoniens
à l'aide du formalisme diﬀérentiel, mis au point par Leibniz.9
9Pour une histoire de la mécanique newtonienne, voir (Dugas, 1950; Blay, 1992, 1995, 2002, 1993;
Cohen, 1971, 1980; De Gandt, 1995; Wesfall, 1971; Whiteside, 1970).
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C'est d'ailleurs cette rupture avec la mécanique more geometrico de Newton qui
marque, selon Michel Blay, la naissance de la mécanique analytique.10 En eﬀet, Mi-
chel Blay (1995, p. 108) aﬃrme que la réécriture diﬀérentielle de Varignon  n'est pas
qu'une aﬀaire de langage , et qu'elle s'accompagne d'une  profonde refonte concep-
tuelle  de la théorie, par l'introduction des notions de vitesse dans chaque instant
et de force accélératrice dans chaque instant.
Je ne développerai pas ici la question de la relation entre la présentation de New-
ton et la formulation newtonienne, ni celle de l'apport conceptuel de Varignon.11 Je
souhaite simplement, par cet exemple, suggérer le lien, que le reste de ce chapitre vise
à étudier en détail, entre le jugement historique porté sur la contribution de tel ou
tel acteur du développement de la mécanique et l'adoption d'une certaine version de
cette théorie : ce jugement porté par Michel Blay repose sur une certaine déﬁnition
de la mécanique analytique, à la lumière de laquelle il situe le moment où une au-
thentique nouveauté conceptuelle est introduite. Autrement dit, c'est la manière dont
l'historien Blay comprend la mécanique  c'est sa version de la mécanique  qui le
conduit à juger que l'apport de Varignon est conceptuel et non une simple réécriture
formelle des principes newtoniens. Ainsi, en raison même du fait que le développement
historique de la mécanique ne consiste pas en des changements logico-empiriques, et
est, en ce sens, purement formel, l'historien jugera que la nouveauté introduite par
tel ou tel acteur de son histoire est authentiquement conceptuelle ou non en fonction
de sa propre version de la mécanique et de la manière dont il évalue la diﬀérence
entre ses formulations.
C'est à un examen approfondi de la manière dont ce problème se pose pour le cas
de Lagrange  et non de Newton  que la suite de ce chapitre est consacrée. Je ne
chercherai pas tant à répondre à la question de l'apport authentique de Lagrange à
la mécanique et à la légitimité de l'attribution de son nom à l'une des formulations
analytiques d'aujourd'hui qu'à mettre en lumière, par un examen de la manière dont
certains y ont eﬀectivement répondu  implicitement ou explicitement , la diﬃculté
de trancher nettement entre développement formel et avancée conceptuelle.
J'ai choisi de me concentrer sur le cas de Lagrange et de la formulation lagran-
10Pour une histoire du calcul inﬁnitésimal et de la naissance de la mécanique analytique, voir
(Blay, 1992, 2002).
11Signalons cependant que, malgré cette diﬀérence de forme mathématique (démonstrations géo-
métriques versus équations diﬀérentielles), on peut, contre la thèse de Michel Blay, aﬃrmer que
cette nouveauté mathématique n'est pas le signe d'une version très innovante, dans la mesure où
les démonstrations géométriques de Newton avaient probablement une valeur pédagogique, et où on
peut lui attribuer une représentation en termes de calcul diﬀérentiel, dont il se dispute la paternité
avec Leibniz.
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gienne pour plusieurs raisons. En premier lieu, notons que ce choix n'est pas vérita-
blement exclusif : étudier la version qu'un individu a de la mécanique lagrangienne,
c'est étudier, par cette  fenêtre , la manière dont il se représente l'ensemble de la
mécanique et l'articulation de ses diﬀérents principes.
Par ailleurs, contrairement au cas de la mécanique newtonienne, les diﬀérences de
langage mathématique entre la présentation de 1788 et la formulation lagrangienne
actuelle sont négligeables. En conséquence, le problème est assez diﬀérent. D'une
part, les diﬀérences entre la présentation de Lagrange et la formulation lagrangienne
semblent moindres que dans le cas de la formulation newtonienne, puisque les équa-
tions lagrangiennes du mouvement ont à peu de choses près la forme que leur donnait
Lagrange ; elles sont, comme on le verra, plus diﬃciles à caractériser d'emblée comme
des diﬀérences  formelles . D'autre part, le problème de la réécriture des principes
de Newton par Varignon  et celui, corrélatif du  newtonianisme  de Newton  est
un problème d'histoire conceptuelle qui ne concerne pas la manière dont on com-
prend aujourd'hui la mécanique et ses diﬀérentes formulations, dans la mesure où
la présentation géométrique de Newton n'est plus utilisée depuis la réécriture vari-
gnonienne. En revanche, les diﬀérentes manières de comprendre et de présenter la
formulation lagrangienne posent non seulement une question d'histoire conceptuelle,
mais aussi des questions relatives à la compréhension que les diﬀérents individus, y
compris après Lagrange, ont de la mécanique analytique.
On considère, et c'est la raison principale de mon choix, que Lagrange est le père
de ce que l'on appelle mécanique analytique   le titre même de son ouvrage de 1788
semble autoriser ce jugement. Cependant, la déﬁnition de l'expression  mécanique
analytique  est elle-même assez variable. Aujourd'hui  mais il n'en a pas toujours
été ainsi , on considère souvent que les traits distinctifs les plus remarquables de
la mécanique analytique sont de reposer sur un principe variationnel et d'être une
mécanique de l'énergie, et non de la force. Or, comme l'analyse de la version de
Lagrange le montrera, cette assimilation entre mécanique analytique (lagrangienne),
mécanique variationnelle et mécanique énergétique est loin d'aller de soi.
Dans la section 3, j'examine la version de Lagrange, telle qu'elle ressort de laMéca-
nique analytique de 1788. Le statut qu'il accorde aux diﬀérents principes, ainsi que le
jugement explicite qu'il porte sur sa propre contribution à l'histoire de la mécanique,
me conduiront à remettre en question la légitimité de l'attribution de la formulation
lagrangienne actuelle à Lagrange. Cette conclusion, comme on le verra, est d'ailleurs
conforme au jugement de plusieurs historiens et de certains des successeurs de La-
grange (comme Hamilton), qui considèrent que Lagrange a essentiellement procédé
à un développement formel de la mécanique, et non à une refonte conceptuelle.
L'examen, à la section 4, de plusieurs présentations proposées par des savants et
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des philosophes postérieurs à Lagrange et à Hamilton  en particulier au cours du
dix-neuvième siècle  me permettra de nuancer cette dernière conclusion. On verra en
eﬀet que, selon leur version de la mécanique et, plus précisément, selon le statut et la
signiﬁcation qu'ils accordent à la mécanique analytique (lagrangienne), ils n'évaluent
pas de la même manière les diﬀérences entre formulations et ne tracent pas la même
frontière entre elles ; cela débouche, comme on le verra, sur des jugements diﬀérents
à propos de la contribution historique de Lagrange.
3 La version de Lagrange (1788)
Lagrange est généralement considéré comme le père de la mécanique analytique.
Comme on l'a vu, cette dernière se distingue de la mécanique newtonienne sous
plusieurs aspects. Les équations de la mécanique analytique, sous leur forme lagran-
gienne ou hamiltonienne, représentent l'état des systèmes mécaniques au moyen de
coordonnées généralisées ; on peut les obtenir à partir d'un principe variationnel 
le principe de Hamilton  et elles gouvernent la dynamique des systèmes au moyen
d'une quantité scalaire qui a la dimension d'une énergie.
Plusieurs raisons justiﬁent que l'on attribue à Lagrange la paternité de la mé-
canique analytique ainsi conçue. Celui-ci, à la suite d'Euler, a en eﬀet apporté une
contribution majeure au développement du calcul variationnel.12 Il est notamment
connu pour avoir donné la première formulation mathématique rigoureuse et dépour-
vue de toute signiﬁcation métaphysico-théologique du principe de moindre action13,
suﬃsamment générale pour n'être pas restreinte, comme celle d'Euler, aux systèmes
12Pour une histoire du calcul variationnel, voir (Dahan-Dalmedico, 1988, 1990; Fraser, 1983, 1985b,
1994, 1997; Barroso Filho et Comte, 1988; Panza, 1990, 2003; Galletto, 1991; Barroso Filho, 1994;
Martin-Robine, 2006; Goldstine, 1980).
13Pour une histoire du principe de moindre action, voir (Pulte, 1989; Martin-Robine, 2006). Ce
principe était initialement destiné à oﬀrir un fondement métaphysique ou théologique à l'ensemble de
la physique, permettant de fournir des explications par les causes ﬁnales et non par les seules causes
eﬃcientes. La première formulation de la mécanique au moyen d'un tel principe a été proposée par
de Maupertuis (1746). L'action y est alors déﬁnie comme le produit de la masse, de la vitesse et de
la distance (mvs). Le manque de rigueur de cette déﬁnition a été souligné maintes fois, et personne
ne prétend aujourd'hui que le principe de Maupertuis est authentiquement scientiﬁque. Cependant,
comme le note Anouk Barberousse (2008), il permet malgré tout d'introduire un nouveau concept,
celui d'action, dans la mécanique, et d'ouvrir la voie à une formulation de la mécanique qui se
passerait de la notion de force, jugée douteuse. En outre, comme le montre Maël Pegny (2005), à
la suite de Helmut Pulte (1989), l'inﬂuence de Maupertuis sur les travaux d'Euler est loin d'être
négligeable ; l'opposition classique entre un Maupertuis dont les seules motivations sont théologiques
et un Euler appliquant une méthode scientiﬁque rigoureusement inductive est à nuancer. À ce sujet,
voir (Pegny, 2005), qui examine en détail les motivations d'Euler.
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conservatifs.14 En distinguant une forme étroite  restreinte aux systèmes conservatifs
 et une forme générale du principe, Lagrange permet non seulement de déduire de ce
principe des solutions à des problèmes particuliers (en déduisant des fonctions) mais
également un système d'équations diﬀérentielles équivalentes aux équations newto-
niennes (connues aujourd'hui sous le nom d' équations d'Euler-Lagrange ). Ces
équations préﬁgurent les équations aujourd'hui appelées  lagrangiennes  qui sont
au centre de la formulation lagrangienne actuelle, dans le cadre de laquelle elles sont
déduites d'un principe variationnel, le principe de Hamilton, et formulées, comme lui,
au moyen d'une fonction scalaire L (appelée  lagrangien ) qui a la dimension d'une
énergie.
Pourtant, la version de la mécanique exprimée par Lagrange (1788) est assez dif-
férente de celle que suggèrent la formulation lagrangienne et l'opinion générale qui la
range dans la classe des formulations variationnelles  c'est-à-dire des formulations
de la mécanique qui sont fondées sur un principe variationnel. Un examen de l'archi-
tecture logique de la Mécanique analytique, ainsi que des jugements explicites portés
par Lagrange sur le statut des diﬀérents principes et sur sa propre contribution au
développement de la mécanique révèle en eﬀet un Lagrange bien plus newtonien 
ou, plus précisément, d'alembertien  et attaché à une mécanique de la force que
l'association de son nom à celui de la mécanique variationnelle ne le laisse imaginer.
Autrement dit, comme on va le voir, si Lagrange est bien le père de la mécanique
analytique, l'assimilation de cette dernière à une mécanique variationnelle dont le
concept central est l'énergie ne va pas de soi.15
3.1 L'architecture logique de la Mécanique analytique (1788)
Avant d'examiner la place que le principe de moindre action occupe dans la Mé-
canique analytique, il convient de dire un mot des travaux de Lagrange sur le calcul
variationnel. Toute une partie de son ÷uvre vise en eﬀet à développer ce qu'Amy
Dahan-Dalmedico (1988, 1990) appelle un  style de mathématisation , en l'occur-
rence le formalisme variationnel, dans lequel il voit le moyen de résoudre tout un
ensemble de problèmes physiques.
La ﬁn de la décennie 1750 est ainsi consacrée au développement de la méthode va-
riationnelle et à son application à diﬀérents problèmes physiques.16 À cette époque,
14Pour la formulation du principe de moindre action par Euler (1744) et pour l'inﬂuence de ce
dernier sur les travaux de Lagrange, voir (Pulte, 1989; Pegny, 2005).
15Mis à part les quelques passages originaux de Lagrange que je cite, le matériau historique de
cette analyse est presque entièrement emprunté aux sources secondaires que je mentionnerai au
cours de l'exposé.
16L'année 1760 voit ainsi paraître deux ÷uvres de toute première importance pour le développe-
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le très jeune Lagrange place un grand espoir dans le principe de moindre action,
duquel il montre que l'on peut déduire un ensemble d'équations diﬀérentielles équi-
valentes aux équations newtoniennes. Comme en témoigne ce passage d'une lettre à
Euler du 19 mai 1756, il envisage initialement d'en faire le principe fondamental de
la mécanique :
Au sujet du principe de moindre quantité d'action, je pense pour ma part qu'on
peut le considérer comme la clé universelle de tous les problèmes, tant statiques
que dynamiques, pour les questions relevant soit du mouvement des corps  quel
que soit leur nombre et quelle que soit la manière dont ils sont liés entre eux ,
soit de l'équilibre et du mouvement des ﬂuides quelconques : le fait me paraît
évident, si l'on rajoute aux remarquables résultats concernant son application
à la mécanique, que vous avez déjà publiés en maints endroits, ceux assez peu
nombreux, que je vous ai en partie communiqués, gardant le reste par devers
moi. (Cité dans Pegny, 2005, p. 69)
Pourtant, ce jugement enthousiaste du jeune mathématicien va progressivement
être contrebalancé par une appréciation assez diﬀérente du principe de moindre action
et de son statut dans l'architecture globale de la mécanique : dès les Recherches sur
la libration de la Lune (Lagrange, 1764), ce principe est présenté comme une simple
conséquence du principe de d'Alembert et cesse d'occuper la place centrale qui lui
avait initialement été attribuée. Finalement, un regard sur l'architecture logique de
la Mécanique analytique (voir ci-dessous, ﬁgure 8 page 121, la table des matières de
l'ouvrage), ainsi que sur les jugements explicites que Lagrange y porte sur l'ordre
et le statut des diﬀérents principes, ébranle fortement l'idée selon laquelle il aurait
conçu la mécanique comme fondée sur un principe variationnel. Les deux parties de
l'ouvrage, statique et dynamique, sont en eﬀet fondées sur des principes diﬀérentiels,
et non sur des principes variationnels.
La première moitié de l'ouvrage de 1788 est consacrée à la statique, c'est-à-dire
aux principes qui gouvernent l'équilibre des systèmes mécaniques. Lagrange en expose
les trois principes fondamentaux, à savoir ceux de l'équilibre du levier, de la compo-
sition des mouvements, et enﬁn des vitesses virtuelles.17 C'est ce dernier qu'il érige
ment du calcul variationnel et son application aux problèmes de mécanique : l'Essai sur une nouvelle
méthode pour déterminer les maximas et les minimas des formules intégrales indéﬁnies (Lagrange,
1760b) et l'Application de la méthode proposée dans le mémoire précédent à la solution de diﬀérents
problèmes de mécanique (Lagrange, 1760a).
17Il énonce le principe des vitesses virtuelles comme suit :  Si un système quelconque de tant
de corps ou points que l'on veut tirés, chacun par des puissances quelconques, est en équilibre, et
qu'on donne à ce système un petit mouvement quelconque, en vertu duquel chaque point parcoure
un espace inﬁniment petit qui exprimera sa vitesse virtuelle ; la somme des puissances, multipliées
chacune par l'espace que le point où elle est appliquée, parcourt suivant la direction de cette même
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au rang de principe fondamental, qu'on peut  regarder comme une espèce d'axiome
de mécanique  (Lagrange, 1788, p. 12), insistant sur sa simplicité et sa généralité :
Soit qu'on regarde le Principe des vitesses virtuelles comme une propriété gé-
nérale de l'équilibre, ainsi que l'a fait Galilée ; soit qu'on veuille le prendre avec
Descartes et Wallis pour la vraie cause de l'équilibre, il faut avouer qu'il a toute
la simplicité qu'on peut désirer dans un principe fondamental ; et nous verrons
plus bas combien ce principe est recommandable par sa généralité. [...]
Et en général je crois pouvoir avancer que tous les principes généraux qu'on
pourrait peut-être encore découvrir dans la science de l'équilibre, ne seront que
le même principe des vitesses virtuelles, envisagé diﬀéremment, et dont ils ne
diﬀéreront que dans l'expression.
Au reste, ce principe est non seulement en lui-même très simple et très général ;
il a de plus l'avantage précieux et unique de pouvoir se traduire en une formule
générale qui renferme tous les problèmes qu'on peut proposer sur l'équilibre des
corps. Nous allons exposer cette formule dans toute son étendue ; nous tâcherons
même de la présenter d'une manière encore plus générale qu'on ne l'a fait jusqu'à
présent, et d'en donner des applications nouvelles. (Lagrange, 1788, pp. 10-12)
Dans la seconde section de la statique, intitulée  Formule générale pour l'équilibre
d'un système quelconque de forces ; avec la manière de faire usage de cette formule ,
il montre comment  réduire ce principe en formule  (Lagrange, 1788, p. 12), c'est-
à-dire comment transformer l'énoncé du principe en une équation permettant de
résoudre les problèmes de statique.
En quoi consiste l'innovation de Lagrange ici ? Il invente une méthode permet-
tant, à partir d'un principe connu, auquel il ne semble ajouter aucune signiﬁcation
nouvelle, d'obtenir une formule générale de laquelle on peut déduire les équations
qui gouvernent la statique des systèmes mécaniques. Cette méthode, en termes mo-
dernes, consiste à représenter l'état d'un système à l'aide de coordonnées généralisées,
et donc à exprimer le principe des vitesses virtuelles en fonction des contraintes du
système. Lagrange n'ajoute donc aucun principe nouveau, mais propose une nouvelle
méthode mathématique plus eﬃcace.
La seconde moitié de l'ouvrage est consacrée à la dynamique, dont Lagrange
considère qu'elle doit être fondée sur la statique. Le principe premier de la dyna-
mique, dans ce cadre, est donc l'extension du principe des vitesses virtuelles aux cas
dynamiques, c'est-à-dire le principe de d'Alembert.
Le traité de Dynamique de M. d'Alembert qui parut en 1743, mit ﬁn à ces
puissance, sera toujours égale à zéro, en regardant comme positifs les petits espaces parcourus dans
le sens des puissances, et comme négatifs les espaces parcourus dans un sens opposé.  (Lagrange,
1788, pp. 10-11, italiques originales)
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espèces de déﬁs18, en oﬀrant une méthode directe et générale pour résoudre, ou
du moins pour mettre en équations tous les problèmes de dynamique que l'on
peut imaginer. Cette méthode réduit toutes les lois du mouvement des corps à
celles de leur équilibre, et ramène ainsi la dynamique à la statique. (Lagrange,
1788, p. 179)
Cependant, tel quel,
[c]e principe ne fournit pas immédiatement les équations nécessaires pour la so-
lution des diﬀérents problèmes de dynamique, mais il apprend à les déduire des
conditions de l'équilibre. Ainsi en combinant ce principe avec les principes ordi-
naires de l'équilibre du levier, ou de la composition des forces, on peut toujours
trouver les équations de chaque problème à l'aide de quelques constructions plus
ou moins compliquées. (Lagrange, 1788, p. 180)
Tout comme il avait traduit le principe des vitesses virtuelles en une formule analy-
tique permettant de résoudre les problèmes de statique, en combinant le principe des
vitesses virtuelles exposé dans la statique avec le principe de d'Alembert, Lagrange
obtient  une méthode semblable pour les problèmes de dynamique, et qui [a] les
mêmes avantages  (Lagrange, 1788, p. 181).
De cette manière on pourra exprimer analytiquement les termes dont il s'agit, et
l'on aura une formule générale pour le mouvement des corps, laquelle renfermera
la solution de tous les problèmes de dynamique, et dont le simple développement
donnera les équations nécessaires pour chaque problème, [...]. (Lagrange, 1788,
p. 182)
Le principe de d'Alembert, une fois exprimé en fonction des contraintes du système,
permet bien, comme on l'a vu au chapitre 2, d'obtenir les équations du mouvement.
Jusqu'ici, pas de trace d'un principe de minimum, ni d'un concept énergétique.19
18Les déﬁs en question sont les problèmes de dynamique auxquels se sont attaqués Euler, les
Bernoulli, Clairaut, et auxquels ils ont répondu par des versions successives du principe qu' il était
réservé à M. d'Alembert d'envisager [...] d'une manière générale, [en lui donnant] toute la simplicité
et la fécondité dont il pouvait être susceptible. . Il énonce ce principe comme suit :  Si plusieurs
corps tendent à se mouvoir avec des vitesses et des directions, qu'ils soient forcés de changer à
cause de leur action mutuelle, on peut regarder ces mouvements comme composés de ceux que les
corps prendront réellement, et d'autres mouvements qui sont détruits ; d'où il suit que ces derniers
doivent être tels que les corps animés de ces seuls mouvements se fassent équilibre.  (Lagrange,
1788, p. 180) Pour une analyse de la formulation originale du principe par d'Alembert, voir (Fraser,
1985a; Darrigol, 2007).
19Le concept d'énergie n'existe pas en tant que tel à l'époque de Lagrange. Cependant, comme le
note Maël Pegny (2005), on distingue clairement de la force la vis viva et la vis potentialis, ancêtres
respectifs de l'énergie cinétique et de l'énergie potentielle. Lagrange, donc,  aurait pu  leur donner
un rôle central. C'est précisément le fait qu'il soit formulé au moyen de concepts énergétiques qui
va permettre au principe de moindre action de devenir central dans d'autres domaines que celui de
la seule mécanique, auquel la notion de force est limitée. Pour une histoire des concepts physiques
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Le principe de d'Alembert, institué en principe fondamental de la dynamique, peut
être décrit comme une reformulation ingénieuse de la deuxième loi de Newton qui,
jointe à la méthode analytique mise au point par le mathématicien Lagrange, oﬀre un
outil unique permettant d'obtenir toutes les équations du mouvement pour un sys-
tème mécanique, même sujet à de nombreuses contraintes. Ce progrès considérable
dans la simplicité et la généralité, comme le souligne à plusieurs reprises Lagrange, ne
semble donc pas modiﬁer la signiﬁcation physique de la mécanique : aucun principe,
ni aucun concept authentiquement nouveau n'est ajouté à l'édiﬁce, qui a simple-
ment gagné en élégance et rend possible la résolution de problèmes mécaniques plus
nombreux.
Quelle est donc la place du principe de moindre action dans l'architectonique de
la mécanique de Lagrange en 1788 ? Avant de déduire les équations du mouvement du
principe de d'Alembert reformulé en termes de coordonnées généralisées, Lagrange
examine plusieurs conséquences de ce principe. Parmi elles, au même titre que les
principes de conservation, ﬁgure le  principe de la moindre quantité d'action  :
Mais un des plus grands avantages de cette formule, est d'oﬀrir immédiatement
les équations générales qui renferment les principes, ou théorèmes connus sous
les noms de conservation des forces vives, de conservation du mouvement du
centre de gravité, de conservation du moment du mouvement de rotation, ou
principe des aires, et de principe de la moindre quantité d'action. Ces principes
doivent être regardés plutôt comme des résultats généraux 20 des lois de la dyna-
mique, que comme des principes primitifs21 de cette science, mais étant souvent
employés comme tels22 dans la solution des problèmes, nous croyons devoir en
dire aussi un mot, en indiquant en quoi ils consistent, et à quels auteurs ils
sont dus, pour ne rien laisser à désirer dans cette exposition préliminaire des
principes de la dynamique. (Lagrange, 1788, p. 182)
Tout en insistant sur sa propre contribution à l'histoire de ce principe23, Lagrange
ajoute :
au xixe siècle, voir (Harman, 1982a; Darrigol, 2001).
20Je souligne.
21Je souligne.
22Je souligne.
23Lagrange énonce ainsi le principe de moindre action qu'il attribue à Euler (1744) :  dans les
trajectoires décrites par des forces centrales, l'intégrale de la vitesse multipliée par l'élément de
la courbe, fait toujours un maximum ou un minimum. [...] Cette propriété que M. Euler n'avait
reconnue que dans le mouvement des corps isolés, je l'ai étendue depuis au mouvement des corps
qui agissent les uns sur les autres d'une manière quelconque, et il en a résulté ce nouveau principe
général, que la somme des produits des masses par les intégrales des vitesses multipliées par les
éléments des espaces parcourus, est constamment un maximum ou un minimum.  (Lagrange, 1788,
pp. 188-189)
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Tel est le principe auquel je donne ici, quoique improprement, le nom de moindre
action, et que je regarde non comme un principe métaphysique, mais comme
un résultat simple et général des lois de la mécanique. On peut voir dans le
tome II des Mémoires de Turin, l'usage que j'en ai fait pour résoudre plusieurs
problèmes diﬃciles de dynamique. Ce principe combiné avec celui de la conser-
vation des forces vives, et développé suivant les règles du calcul des variations,
donne directement toutes les équations nécessaires pour la solution de chaque
problème ; et de là naît une méthode également simple et générale pour traiter
les questions qui concernent le mouvement des corps ; mais cette méthode n'est
elle-même qu'un corollaire de celle qui fait l'objet de la seconde partie de cet
ouvrage, et qui a en même temps l'avantage d'être tirée des premiers principes
de la mécanique24. (Lagrange, 1788, p. 189)
Lagrange reconnaît donc bien la possibilité de fonder la dynamique sur le principe
variationnel auquel il a lui-même donné une forme générale nouvelle, rendant possible
la déduction des équations du mouvement. Son jugement, cependant, est sans équi-
voque : ce principe n'est pas un principe primitif de la théorie, c'est une conséquence
intéressante de la formule générale obtenue à partir du principe de d'Alembert, seul
principe à mériter véritablement de ﬁgurer au fondement de l'édiﬁce de la dynamique.
Cette préférence de Lagrange pour le principe de d'Alembert sur le principe de
moindre action peut s'expliquer de plusieurs manières. La première raison en est que
le principe de moindre action, tel qu'il est formulé par Lagrange, est moins général
que celui de d'Alembert. Il ne permet pas de traiter les systèmes non holonomes (en
termes modernes25), les forces non intégrables, et les chocs durs.26
Une fois que Hamilton aura levé cette restriction du principe en déﬁnissant l'action
d'un système en fonction des points initial et ﬁnal de la trajectoire et de l'énergie du
système, le principe de moindre action oﬀrira une méthode encore plus  simple et
générale , pour reprendre les termes de Lagrange, que celle fondée sur le principe
de d'Alembert. Tant que ce n'est pas le cas, il n'y a aucune raison de le préférer à
cette dernière méthode : l'édiﬁce de la mécanique n'en gagnerait pas en élégance ni
en simplicité. En présentant ainsi la mécanique, on peut déduire tout ce qu'elle dit à
partir d'un seul et unique principe.
Cette raison est, à elle seule, suﬃsante à Lagrange pour ne pas chercher à fonder
la mécanique sur un principe nouveau. Un de ses buts est en eﬀet, comme le souligne
Amy Dahan-Dalmedico (1990), de donner  une synthèse vaste et générale, permet-
tant d'obtenir a priori des méthodes, démonstrations et procédures uniformes . Je
propose cependant, dans la section suivante, d'approfondir l'analyse des raisons qui
24Je souligne.
25Voir l'annexe A.5.
26Merci à Olivier Darrigol pour ces remarques. Voir aussi (Darrigol, 2001).
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poussent Lagrange à ne pas faire de sa mécanique analytique une mécanique varia-
tionnelle proprement dite.
3.2 Version de la mécanique et  idéal scientiﬁque  de Lagrange
On peut considérer que l'architecture logique que Lagrange donne à la méca-
nique  et, plus généralement, sa version de la mécanique  est le résultat de ce
qu'Amy Dahan-Dalmedico (1990) appelle son  idéal scientiﬁque , et qu'elle carac-
térise comme suit :
 Symétrie dans les calculs
 Appel privilégié à l'algèbre et sa marche régulière et uniforme
 Méthodes ﬁxes et générales
 Formalisme des procédures
 Expulsion de toute trace de  métaphysique  (au sens courant des géomètres
du xviiie) dans les théories, etc. (Dahan-Dalmedico, 1990, p. 98)
Les quatre premiers points ont été illustrés par ce qui précède. Le cinquième invite
à approfondir l'analyse : non seulement le but principal poursuivi par Lagrange est
de fournir une méthode générale et, de ce fait, suﬃt à choisir la méthode partant
du principe de d'Alembert, mais encore sa volonté d' expuls[er] [...] toute trace de
métaphysique  lui évite d'être séduit, comme l'avaient été Euler27, et, avant lui,
Maupertuis, par la refondation de la mécanique sur un principe susceptible d'appeler
une interprétation téléologique. En en faisant une simple conséquence du principe
de d'Alembert, et non un principe fondamental, Lagrange contribue à débarrasser le
principe de moindre action de toute empreinte métaphysique : il n'apporte en eﬀet
aucune signiﬁcation nouvelle au système.
On peut suggérer que Lagrange a donc  tout à gagner  à maintenir le prin-
cipe de d'Alembert au fondement de sa mécanique : cela lui permet d'avoir un outil
plus général, qui ne requiert pas que les forces soient intégrables, et cela lui évite
un énoncé trop chargé de métaphysique.28 Autrement dit : ce n'est peut-être pas
seulement parce que le principe de moindre action sous sa forme lagrangienne est
moins général que le principe de d'Alembert que Lagrange le  regarde non comme
un principe métaphysique, mais comme un résultat simple et général des lois de la
mécanique , mais aussi parce qu'il le regarde ainsi qu'il n'a aucune raison de chercher
à le placer au fondement de sa mécanique et d'opérer ainsi une révolution concep-
tuelle : d'autres que lui, comme Maupertuis, avaient sacriﬁé à l'idéal de rigueur et de
27Voir (Pegny, 2005) pour une analyse des motivations de Euler ; il montre notamment qu'Eu-
ler cherchait dans le principe de moindre action la clé d'une explication ﬁnale des phénomènes,
permettant de réorganiser le champ de la connaissance.
28Voir (Dahan-Dalmedico, 1990).
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simplicité mathématique pour tenter de fonder la physique entière sur un principe de
minimum.
En outre, au delà même de sa méﬁance vis-à-vis d'une possible interprétation
métaphysique de ce qui n'est dans son système qu'une formule mathématique déduite
d'un principe plus fondamental, on peut aﬃrmer que, de son propre aveu, Lagrange
cherche assez peu à explorer la signiﬁcation physique des principes de la mécanique.
À en croire les jugements explicites que Lagrange porte sur sa propre contribution
au développement de la mécanique, celle-ci est essentiellement formelle : elle contribue
à organiser les principes et à les reformuler d'une manière commode et féconde, mais
son travail ne prétend pas être une enquête systématique sur les conséquences des lois
de la mécanique, c'est-à-dire sur leur signiﬁcation physique ; il consiste plutôt, selon
lui, dans le calcul d'implications purement mathématiques. C'est ce dont témoigne
clairement le célèbre  Avertissement  que Lagrange place en tête de sa Mécanique
analytique, que Hamilton qualiﬁera de  poème scientiﬁque par le Shakespeare des
mathématiques  :
On a déjà plusieurs Traités de Mécanique, mais le plan de celui-ci est entière-
ment neuf. Je me suis proposé de réduire la théorie de cette science, et l'art
de résoudre les problèmes qui s'y rapportent, à des formules générales, dont le
simple développement donne toutes les équations nécessaires pour la solution de
chaque problème. [...]
On ne trouvera point de ﬁgures dans cet ouvrage. Les méthodes que j'y expose
ne demandent ni constructions, ni raisonnements géométriques ou mécaniques,
mais seulement des opérations algébriques, assujetties à une marche régulière et
uniforme. Ceux qui aiment l'analyse, verront avec plaisir la mécanique en devenir
une nouvelle branche, et me sauront gré d'en avoir étendu ainsi le domaine.
(Lagrange, 1788, p. v-vi)
À l'en croire, l'÷uvre de Lagrange est donc en quelque sorte celle d'un mathémati-
cien. Par ces propos, il illustre en eﬀet assez bien les considérations de Feynman sur
les mathématiciens, qui, selon lui,  s'intéressent seulement à la structure du raison-
nement, et ne se préoccupent pas vraiment de ce dont ils parlent , alors que  le
physicien donne un sens à chacune de ses phrases  (Feynman, 1965, p. 55). D'après
l' Avertissement  de la Mécanique analytique, c'est l'analyse qui s'y trouve enrichie,
et non la mécanique.29 Cette dernière a simplement été dotée d'outils puissants, mais
29Je ne prétends pas ici aﬃrmer que Lagrange se comporte uniquement en mathématicien : la
critique que je propose, à la ﬁn de ce chapitre, de la distinction entre un développement formel et
une avancée conceptuelle montrera au contraire que, dans certains cas, des développements  pure-
ment formels  comptent comme des avancées conceptuelles. Dans ce cas précis, les développements
mathématiques de Lagrange sont le plus souvent destinés à rendre la mécanique applicable à de nou-
velles classes de problèmes : théorie des perturbations planétaires, stabilités, systèmes vibratoires,
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sa signiﬁcation physique en est inchangée.
En conséquence, sa signiﬁcation physique lui est tout entière fournie par les prin-
cipes newtoniens, dont le principe des travaux virtuels et le principe de d'Alembert
sont présentés comme des réécritures commodes. On peut donc aﬃrmer que la mé-
canique lagrangienne est une mécanique de la force, puisque c'est le concept central
de ces principes : ils représentent et expliquent les phénomènes du mouvement en
décrivant les forces qui en sont la cause.
Or, et c'est là un deuxième argument en faveur de l'aﬃrmation selon laquelle
Lagrange incarne bien la ﬁgure du mathématicien tel que Feynman le dépeint, il
ne consacre pas le moindre examen critique au concept de force, pourtant tenu en
suspicion par nombre de ses contemporains.30 La déﬁnition qu'il en donne dès la
première page de l'ouvrage, manifestant par là qu'il s'agit bien du concept premier
de la mécanique, est étonnamment sommaire et peu satisfaisante pour quiconque y
cherche une signiﬁcation claire :
On entend en général par force ou puissance la cause, quelle qu'elle soit, qui
imprime ou tend à imprimer du mouvement au corps auquel on la suppose
appliquée ; et c'est aussi par la quantité du mouvement imprimé, ou prêt à
imprimer, que la force ou puissance doit s'estimer. Dans l'état d'équilibre la force
n'a pas d'exercice actuel ; elle ne produit qu'une simple tendance au mouvement ;
mais on doit toujours la mesurer par l'eﬀet qu'elle produirait si elle n'était pas
arrêtée. En prenant une force quelconque, ou son eﬀet pour l'unité, l'expression
de toute autre force n'est plus qu'un rapport, une quantité mathématique qui
peut être représentée par des nombres ou des lignes ; c'est sous ce point de vue
que l'on doit considérer les forces dans la mécanique. (Lagrange, 1788, pp. 1-2)
Lagrange présente donc sa mécanique comme une réécriture et une conﬁrmation des
principes newtoniens, et adopte sans autre examen le concept de force comme concept
premier. Sur ce point, il n'a rien à ajouter à ce qu'a dit Newton : il peut mettre en
÷uvre son idéal de simplicité et de généralité, sans interroger la signiﬁcation physique
des principes.
Ce constat s'accorde d'ailleurs parfaitement avec le jugement que Lagrange porte
sur l'histoire des sciences :
Dès mes premières études j'avais conçu pour d'Alembert une admiration passion-
née, et je l'ai toujours conservée, parce que c'est lui qui, dans le siècle dernier,
a fait le plus de brillantes découvertes. Je conviens cependant qu'on étudiera
plutôt Euler dans tous les temps, et avec raison, parce qu'il a mieux écrit. Ce
acoustiques, etc. (Merci à Olivier Darrigol pour ces précisions) Ce que je souligne ici est que, en
aﬃrmant qu'il n'a pas modiﬁé la signiﬁcation physique de la mécanique, Lagrange évalue lui-même
sa contribution à la mécanique comme un développement formel.
30Voir (Pulte, 1989, pp. 237-238).
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sont là mes deux grands hommes, ceux dont je fais le plus de cas après Newton ;
mais tout le monde ne peut pas être aussi heureux que Newton... (cité dans
Pulte, 1989, p. 232, note 154)
Newton est le plus heureux des hommes et personne ne peut le dépasser, dans la
mesure où, selon Lagrange, tout est dit dans les Principia : les travaux ultérieurs 
de d'Alembert, d'Euler, et de Lagrange lui-même  en sont des réécritures formelles,
qui les rendent applicables à des domaines pour lesquels ils étaient pratiquement
inutilisables, mais qui n'en modiﬁent pas la signiﬁcation physique.
Pour résumer, la mécanique selon Lagrange  la version de Lagrange  est fondée
sur le principe de d'Alembert, et tire sa signiﬁcation du concept de force. Le prin-
cipe de moindre action y ﬁgure, à titre de théorème. De cela, je voudrais tirer deux
ensembles de conclusions.
En premier lieu, je voudrais insister sur la chose suivante : la version de Lagrange,
qui se manifeste dans le statut qu'il attribue aux diﬀérents principes et dans la
signiﬁcation qu'il leur donne, est profondément liée à ce qu'Amy Dahan appelle son
 idéal scientiﬁque , et plus particulièrement son exigence formelle (sa recherche
de la  simplicité  et de la  généralité ), ainsi qu'à son acceptation sans examen
d'une représentation des phénomènes du mouvement en termes de force, et enﬁn à
son jugement sur l'histoire des sciences et sur sa propre contribution.
Mon but n'est pas ici de reconstituer l'histoire intellectuelle et la psychologie de
Lagrange, à laquelle notre accès est fort limité. Je ne me prononcerai pas sur la ques-
tion de savoir, par exemple, si c'est son admiration pour Newton et un engagement
initial en faveur du concept de force qui le conduisent à se limiter à une réécriture for-
melle des principes newtoniens, ou, inversement, si c'est son esprit mathématique et
anti-métaphysique qui le détournent des questions relatives à la signiﬁcation physique
des principes, le faisant accepter sans examen le concept de force. Ce qui m'intéresse
ici n'est pas de répondre à ce genre de questions, mais d'insister sur le fait que, quelles
que soient ici la cause et la conséquence, la conviction de Lagrange qu'il n'y a rien à
ajouter à la signiﬁcation physique de la mécanique newtonienne et son jugement sur
sa propre contribution  selon lequel elle est strictement formelle  sont indissociables.
En second lieu, l'examen de la version de Lagrange semble remettre en cause l'idée
selon laquelle il serait le père de la formulation lagrangienne d'aujourd'hui, en tant
qu'elle est une branche de la mécanique variationnelle. Quelle que soit l'importance
de sa contribution  et bien qu'il ait eﬀectivement développé le calcul variationnel
et montré que l'on pouvait déduire les équations du mouvement d'un principe de
minimum , sa mécanique n'était pas une mécanique variationnelle, au sens où elle
n'était pas fondée sur un principe variationnel ; le concept d'énergie, ou de force vive,
n'y joue pas de rôle fondamental. Comme on va le voir, le saut conceptuel qui consiste
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à réorganiser entièrement l'architecture de l'édiﬁce et à lui permettre de devenir une
mécanique de l'énergie a été opéré par Hamilton (1834). Pour clore cette analyse
de la version de Lagrange, je me propose, dans la section suivante, d'examiner les
conséquences de ce constat pour l'appréciation rétrospective de la contribution de
Lagrange.
3.3 Lagrange (1788) et Hamilton (1834) : développement formel
contre avancée conceptuelle ?
Comme on l'a vu, une des raisons du maintien du principe de d'Alembert au
fondement de la mécanique est que le principe de moindre action, jusqu'à sa refor-
mulation par Hamilton, est moins général que le principe de d'Alembert. Le principe
variationnel qui est au fondement de la formulation lagrangienne actuelle est en eﬀet
le principe de Hamilton : le savant irlandais, en déﬁnissant l'action en fonction des
points initial et ﬁnal de la trajectoire et de l'énergie31 du système, lève la restriction
qui pesait sur le principe de moindre action dans sa version lagrangienne.32
Comme je l'ai suggéré à la section 1 du présent chapitre, Hamilton, en établissant
de nouveaux liens déductifs au sein de la mécanique et en modiﬁant considérable-
ment l'architecture logique de la mécanique par une refondation sur le principe de
moindre action, donne une signiﬁcation nouvelle à l'ensemble de la théorie. Comme
le note Anouk Barberousse, il  jette une lumière nouvelle sur ce qui était simplement
considéré comme une conséquence intéressante des lois du mouvement. Le principe
de Hamilton, pour ainsi dire, dit quelque chose sur la mécanique qui était inconnu
avant le travail de Hamilton  (Barberousse, 2008, p. 93).33
Si l'on suit ce jugement, la formulation lagrangienne actuelle  qui est fondée
sur le principe de Hamilton  est bien plutôt un héritage de ce dernier. Cela signiﬁe
donc que, contrairement à ce que suggère la distinction que l'on trace aujourd'hui
entre mécanique newtonienne d'un côté et mécanique analytique (lagrangienne et
hamiltonienne) de l'autre, si l'on prête attention à la signiﬁcation conceptuelle de la
théorie  et non pas seulement à la forme des équations du mouvement  Lagrange
se trouve  du côté  de Newton, et non de Hamilton.
Ce constat semble bien conﬁrmer le jugement que Lagrange lui-même émet à pro-
31Le concept d'énergie n'apparaît pas en tant que tel chez Hamilton. On le trouve, plus tard, dans
les travaux de William Thomson (Kelvin) et de Helmholtz. Cependant, les changements introduits
par Hamilton ouvrent la voie à une mécanique de l'énergie. Voir (Darrigol, 2001).
32Voir (Barberousse, 2008).
33Anouk Barberousse ajoute, rapportant les propos de Yourgrau et Mandelstam (1968), que, après
Hamilton,  la structure conceptuelle de la mécanique a changé d'aspect. [...] La signiﬁcation, les
aspects et les conséquences de la théorie ont changé.  (Barberousse, 2008, p. 93)
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pos de sa propre contribution au développement de la mécanique : si les travaux de
Hamilton opèrent, un demi-siècle plus tard, un authentique changement conceptuel
au sein de la mécanique  au sens déﬁni à la section 1 du présent chapitre , ceux
de Lagrange, en tant que réécriture et conﬁrmation des principes newtoniens, consti-
tuent un développement formel, mais non une refonte conceptuelle de la mécanique.
En revanche, on peut dire que, si Lagrange avait  raison  de qualiﬁer sa propre
contribution de formelle, il avait  tort  de croire que Newton avant  tout dit  et
qu'un changement conceptuel était inenvisageable.
À en croire Hamilton (1834) lui-même, si Lagrange ne donne pas au principe de
moindre action l'importance fondamentale qu'il acquiert dans le système de Hamilton,
c'est parce qu'il n'a pas conçu l'action sous la déﬁnition qu'en donne Hamilton34 :
Parce qu'il n'avait pas conçu l'action comme une fonction de cette sorte, les
conséquences qui ont été ici déduites de la formule [δV =
∑
m(x′δx + y′δy +
z′δz) −∑m(a′δa + b′δb + c′δc) + tδH] pour la variation de cette intégrale dé-
ﬁnie semblent avoir échappé à l'attention de Lagrange, et des autres illustres
analystes qui ont écrit sur la mécanique théorique, alors même qu'ils étaient en
possession d'une formule pour la variation de cette intégrale qui ne diﬀérait pas
grandement de la nôtre. [...] Il semble, en conséquence, que c'est avec raison que
Lagrange, Laplace et Poisson ont parlé avec légèreté de l'utilité de ce principe
dans l'état présent de la dynamique35. On portera sans doute un jugement dif-
férent sur cet autre principe qui a été introduit dans le présent article, sous le
34 Car bien que Lagrange et d'autres, pour traiter le mouvement d'un système, ont montré que
la variation de cette intégrale déﬁnie s'annule quand les coordonnées extrémales et la constante H
sont données, ils n'ont déduit de ce résultat que la loi bien connue de moindre action ; c'est-à-dire,
celle selon laquelle si l'on imagine que les points ou les corps composant un système se meuvent
depuis un ensemble donné de positions initiales jusqu'à un ensemble donné de positions ﬁnales, non
pas comme ils le font réellement ni même comme ils pourraient le faire suivant les lois dynamiques
générales ou équations diﬀérentielles du mouvement, mais de manière à ne violer aucune liaison
géométrique supposée, ni cette relation dynamique entre vitesses et conﬁgurations qui constitue la
loi de la force vive, et si, de plus, on suppose une diﬀérence inﬁniment petite entre ce mouvement
géométriquement imaginable, mais dynamiquement impossible, et le mouvement actuel du système
entre les positions extrémales données, alors la valeur variée de l'intégrale déﬁnie appelée action, ou
les forces vives du système accumulées au cours du mouvement ainsi imaginé, diﬀéreront inﬁniment
peu de la valeur actuelle de cette intégrale. Mais quand cette loi bien connue de moindre, ou plus
précisément d'action stationnaire, est appliquée à la détermination du mouvement actuel du système,
elle sert uniquement à former, par les règles du calcul des variations, les équations diﬀérentielles de
second ordre du mouvement, qui peuvent toujours être trouvées autrement.  (Hamilton, 1834, p. 8)
35Je souligne. La plupart des successeurs de Lagrange, comme Poisson et Laplace, ne remettent
en eﬀet pas en question la centralité du concept de force, et accordent au principe de moindre
action une place très secondaire (voir Pulte, 1989, p. 263), comme en témoigne la phrase célèbre
de Poisson :  le principe de moindre action est une règle, aujourd'hui inutile, pour construire les
équations diﬀérentielles du mouvement  (cité dans Pulte, 1989, p. 6).
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nom de loi de l'action variée, dans lequel on passe d'un mouvement actuel à un
autre mouvement dynamiquement possible, en variant les positions extrémales
du système, et (en général) la quantité H, et qui sert à exprimer, par le moyen
d'une seule fonction, non seulement les équations diﬀérentielles du mouvement,
mais leurs intégrales intermédiaires et ﬁnales. (Hamilton, 1834, p. 8)
Autrement dit, s'il est  normal  de maintenir le principe de d'Alembert au fonde-
ment de la mécanique tant que l'on ne possède pas la déﬁnition hamiltonienne de
l'action, tout savant post-hamiltonien doit reconnaître le principe de moindre action
pour principe fondamental.
Cette lecture des travaux de Hamilton trouve un écho dans les propos de plusieurs
historiens, comme Helmut Pulte (1989), qui aﬃrment que les changements introduits
par Hamilton constituent une authentique révolution dans l'ontologie sous-jacente de
la mécanique et marquent la ﬁn de la mécanique newtonienne :
la pensée conservative est sans aucun doute complètement étrangère à la phi-
losophie newtonienne de la nature. Le concept d'énergie représente (dans les
mots de Kuhn) un nouveau composant fondamental de l'univers et engendre de
nouveaux problèmes scientiﬁques. Si on se demande s'il est encore possible de
parler d'une mécanique  newtonienne  dans la seconde moitié du xixe, on doit
clairement répondre que non. (Pulte, 1989, p. 18. Traduit par Maël Pegny).
Ainsi, le changement introduit par Hamilton en mécanique permet le passage d'une
théorie de la force à une théorie de l'énergie. Si le newtonianisme  ou d'alembertisme
 de Lagrange s'explique par le fait qu'il ne disposait pas du principe de moindre
action sous la forme générale que lui a donnée Hamilton, Pulte aﬃrme qu'il n'est
plus envisageable, après Hamilton, d'avoir une version lagrangienne (ou newtonienne-
d'alembertienne) de la mécanique.
Où en sommes-nous ? Il semble bien que l'on ait, avec les travaux de Lagrange
d'une part et de Hamilton d'autre part, les exemples de deux types diﬀérents de
changements au sein d'un même ensemble logico-empirique : un développement for-
mel pour le premier (sans que cela implique d'en minimiser l'importance), une refonte
conceptuelle pour le second. Lagrange maintient en eﬀet, au fondement de sa théo-
rie, un principe newtonien, dont le concept central est celui de force ; en ce sens, il
ne fait rien dire de nouveau à la théorie (et le reconnaît). Hamilton, en changeant
l'architecture de la théorie, suggère en revanche une interprétation diﬀérente : la
mécanique newtonienne-d'alembertienne-lagrangienne parle de forces, la mécanique
hamiltonienne parle d'énergie. La distinction conceptuelle entre une mécanique vec-
torielle et une mécanique variationnelle semble donc correspondre à la césure histo-
rique entre Lagrange et Hamilton. La mécanique variationnelle d'aujourd'hui, sous ses
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formes lagrangienne et hamiltonienne36 correspond en eﬀet à la version de Hamilton
et non de Lagrange.
Avant de poursuivre, soulignons une première chose : aﬃrmer ainsi, avec Pulte
(1989), que les travaux de Hamilton changent la signiﬁcation de la mécanique consiste
déjà à renoncer à une conception logico-empirique du contenu des théories. Selon
cette dernière, en eﬀet, les travaux de Hamilton, tout comme ceux de Lagrange,
ne consistent qu'en des modiﬁcations formelles, qui n'aﬀectent pas le contenu de la
mécanique newtonienne. Instituer une diﬀérence entre les contributions de Lagrange
et de Hamilton implique déjà que l'on prête attention à l'ordre déductif des principes
et non pas seulement à leurs relations logiques  en principe .
Je voudrais cependant aller plus loin, et montrer que, dès lors que l'on renonce
à une déﬁnition logico-empirique du contenu des théories et que l'on reconnaît la
possibilité d'un changement conceptuel sans modiﬁcation des conditions de vérité
d'une théorie, il n'est plus même possible d'établir une distinction nette entre déve-
loppement formel et avancée conceptuelle. Corrélativement, je souhaite montrer que
la césure entre une mécanique de la force et une mécanique de l'énergie ne peut pas
être aussi simplement assimilée à un moment historique.
Dans la section suivante, l'examen de plusieurs versions exprimées par des savants,
tous post-hamiltoniens, me permettra ainsi de nuancer doublement les conclusions
auxquelles semblent conduire l'analyse qui précède. On verra en eﬀet que, contrai-
rement à ce qu'aﬃrme ici Pulte, il est encore possible de préférer une mécanique de
la force et d'être lagrangien (ou newtonien) après Hamilton. En outre, il est aussi
possible de voir dans la contribution de Lagrange  contre l'avis même de ce dernier
 une authentique avancée conceptuelle.
36Insistons bien sur le fait que la distinction entre le Lagrange et le Hamilton historiques ne
correspond pas à la distinction entre formulations lagrangienne et hamiltonienne d'aujourd'hui : ces
dernières sont toutes les deux des formulations variationnelles, post-hamiltoniennes. Leur diﬀérence
réside dans le type de coordonnées généralisées qu'elles utilisent et dans la déﬁnition de l'action,
mais pas dans l'ordre général des principes.
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Fig. 8  Table des matières de la Mécanique analytique de Lagrange (1788).
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4 Versions de la mécanique lagrangienne
Dans cette section, je me propose d'examiner plusieurs versions de la mécanique,
telles qu'elles ont été exprimées dans des présentations explicites par diﬀérents savants
depuis la ﬁn du dix-neuvième siècle, c'est-à-dire à une époque où le développement
de la mécanique classique est, pour ainsi dire, achevé. Le premier but de cette sec-
tion est d'approfondir l'analyse de la notion de version et d'en montrer la fécondité.
Je m'eﬀorcerai de souligner le lien, dans chacune des présentations étudiées, entre
l'ordre des principes, le statut et la signiﬁcation qui leur sont attribués, les idéaux
scientiﬁques, les options philosophiques et les préférences théoriques de leur auteur.
En outre, comme on le verra, la plupart de ces présentations s'accompagnent de
jugements méta-scientiﬁques, d'ordre historique ou philosophique, sur la contribution
des diﬀérents acteurs de l'histoire de la mécanique, ainsi que sur la nature (formelle ou
conceptuelle) des diﬀérences entre les formulations dont elle peut faire l'objet. Le lien
entre ce type de jugements et la version dont ils découlent est au c÷ur du problème
qui m'intéresse ici. L'analyse de ce lien me permettra de nuancer les conclusions de
la section précédente, selon lesquelles, d'une part, la contribution de Lagrange à la
mécanique est strictement formelle, et, d'autre part, Hamilton provoque une authen-
tique révolution conceptuelle après laquelle il n'est plus possible d'être lagrangien et
de maintenir une mécanique de la force.
Il convient de dire un mot, avant de les étudier successivement, de la nature des
présentations de la mécanique auxquelles je vais m'intéresser ici. Elles font en eﬀet  à
l'exception de la dernière  partie d'un vaste ensemble de réﬂexions méta-scientiﬁques
et philosophiques de la part de plusieurs savants (physiciens, mathématiciens, physio-
logistes, chimistes) de la ﬁn du dix-neuvième et du début du vingtième siècles, qu'on
appelle parfois  savants philosophes  ou encore  physiciens philosophes .37 Ce sont,
en eﬀet, les derniers savants  complets , à la fois scientiﬁques et épistémologues, à
l'heure où la distinction entre les deux métiers se marque institutionnellement, et où
la philosophie des sciences devient une discipline.38
37Les plus célèbres d'entre eux sont Herman von von Helmholtz (1847), Gustav Kirchhoﬀ (1877),
Heinrich Hertz (1894), Ernst Mach (1883), Ludwig Boltzmann (1897) et Henri Poincaré (1902, 1905).
Les réﬂexions de James C. Maxwell (1920) peuvent aussi ﬁgurer dans cette liste. Signalons aussi
les travaux de Thomson (Lord Kelvin) et Tait (1888), qui constituent la somme la plus complète
des connaissances de l'époque en mécanique et une des références principales de la plupart de ces
auteurs. Enﬁn, Duhem (1903b) peut entrer dans cette catégorie des  physiciens philosophes , même
si son travail sur la mécanique s'apparente plus à une histoire conceptuelle des sciences.
38Mach crée en 1895 une chaire de philosophie des sciences à l'université de Vienne, qu'il intitule
 histoire et théorie des sciences inductives . Boltzmann l'y succède en 1902. Sur l'institutionnali-
sation de la philosophie des sciences comme discipline, voir (Moulines, 2006).
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Plusieurs questions relatives à la nature et au but des théories scientiﬁques sont
débattues parmi ces savants, parfois de façon assez violente ; l'un des débats les
plus importants est celui qui oppose, entre autres, Duhem, Mach et Kirchhoﬀ à
Boltzmann et, dans une certaine mesure, Hertz, les premiers aﬃrmant qu'une théorie
doit être une représentation ou description simple et économique des phénomènes qui
en permet la prédiction, quand les seconds défendent l'idée qu'une théorie, en sus de
prédire, doit expliquer les phénomènes.39 Le débat est d'autant plus complexe que
s'aﬀrontent plusieurs conceptions de la représentation que doit fournir une théorie,
conceptions sous-tendues par des  visions du monde  diﬀérentes ; ainsi, à une image
du monde mécaniste et atomiste, défendue par exemple par Boltzmann, Maxwell et
Lord Kelvin (William Thomson), Mach oppose une conception phénoméniste, qui
invite à s'en tenir aux seuls phénomènes sans prétendre décrire la réalité qui en serait
la cause, et Duhem défend l'énergétisme, doctrine selon laquelle la quantité physique
fondamentale est l'énergie.
L'analyse de ces débats dépasserait les limites du présent travail, et n'y a pas
sa place. Je me contenterai, dans ce qui suit, d'examiner certains aspects des ver-
sions de la mécanique exprimées dans les présentations de trois d'entre ces savants :
Ernst Mach (1883), Heinrich Hertz (1894) et Pierre Duhem (1903a,b). C'est cepen-
dant parce qu'elles prennent sens dans le cadre de ces débats complexes que ces
présentations sont particulièrement intéressantes pour mon propos. La mécanique
étant encore, à cette époque, considérée comme la théorie physique par excellence et
comme un modèle auquel les autres branches de la physique doivent s'eﬀorcer de se
conformer, il est naturel de s'y référer quand on réﬂéchit sur la nature des théories
scientiﬁques. Chacun y cherche une conﬁrmation de ses convictions philosophiques,
et dans le même mouvement expose la mécanique telle qu'il la comprend, à la lumière
desdites convictions. De là naissent de nombreux désaccords sur la signiﬁcation des
diﬀérentes principes, sur la présentation qu'il convient d'en faire, et sur la place de
la mécanique dans l'architecture de la connaissance scientiﬁque. Comme le remarque
Hertz,  tous les physiciens s'accordent pour dire que la tâche de la physique consiste
à rapporter les phénomènes de la nature aux lois simples de la mécanique. Mais quand
il s'agit de savoir quelles sont ces lois simples, il ne règne plus la même unanimité. 
(Hertz, 1894, p. 63)
Ainsi, les diﬀérentes versions que je me propose d'étudier se présentent comme des
39Cette opposition ne recoupe pas celle qui oppose réalistes et instrumentalistes. On peut, comme
Boltzmann, attendre d'une théorie qu'elle fournisse une explication des phénomènes à l'aide d'une
analogie mécanique éclairante sans supposer que cette théorie est vraie. Pour une analyse des notions
d'explication et de compréhension dans les travaux de Boltzmann, voir (de Regt, 1999). Voir aussi
(de Courtenay, 1999; Uﬃnk, 2004).
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manières concurrentes de comprendre la mécanique. Contrairement à ce qui est le cas
dans l'analyse du chapitre 2, où la coexistence de plusieurs formulations standard ne
pose pas de problème particulier aux praticiens et aux théoriciens de la mécanique40
et n'implique aucunement la nécessité d'eﬀectuer un choix entre elles (voir page 81),
les diﬀérentes versions de la mécanique exprimées par les présentations de ces auteurs
entrent  parfois explicitement  en conﬂit les unes avec les autres. Dans bien des cas,
c'est même la recherche de la meilleure  présentation des principes de la mécanique,
celle qui en exprimerait la version la plus limpide, cohérente et dépourvue d'obscurité,
qui motive l'entreprise de l'auteur.
Signalons en eﬀet que, si les options philosophiques des diﬀérents savants prenant
part au débat sur les principes de la mécanique sont opposées, chacun se réclame d'un
idéal de simplicité et, pour reprendre les termes de Mach, d'un certain  esprit anti-
métaphysique  : il s'agit de dépouiller le plus possible les énoncés de la mécanique
de concepts dont la signiﬁcation est douteuse. Chacun, ainsi, cherche à présenter
la mécanique de la manière la plus simple et intelligible possible. Le problème est
que chacun entend ces termes de  simplicité , de  métaphysique  et d' intelli-
gibilité  d'une manière qui traduit des convictions, explicites et parfois implicites,
profondément diﬀérentes. Ainsi, comme le dit Hertz,
la question de savoir ce qui est ici encore simple et admissible, et ce qui ne l'est
déjà plus, n'est pas tranchée ; c'est précisément sur ce point que l'on cesse d'in-
voquer l'unanimité générale. C'est pourquoi nous voyons eﬀectivement naître de
réelles divergences d'opinion quant à savoir si telle ou telle hypothèse correspond
encore ou non à la mécanique ordinaire. [...] Ainsi, par exemple, est-il prématuré
de chercher à rapporter les équations du mouvement de l'éther aux lois de la
mécanique tant que l'on ne s'est pas entendu de façon univoque sur ce que l'on
prétend avoir désigné par ce nom. (Hertz, 1894, p. 63)
Je me propose donc, dans ce qui suit, d'examiner successivement les présenta-
tions de la mécanique de Mach (1883), de Hertz (1894), et de Duhem (1903b). Je
les considérerai à la fois comme l'expression d'autant de versions de la mécanique
apportant du matériau historique à mon analyse, et comme celle des réﬂexions de
philosophes confrontés au problème même qui m'a conduite à introduire la notion de
version : on trouvera en eﬀet, sous la plume de chacun de ces auteurs, une analyse
de la relation entre le contenu de la mécanique, la forme sous laquelle elle est présen-
tée, et la compréhension que les agents individuels, en fonction de leur histoire et de
40Les philosophes des sciences s'y sont d'ailleurs eux-mêmes très peu intéressés ; mis à part (But-
terﬁeld, 2004) et (North, 2009a,b), il est rare de trouver des analyses approfondies de ce cas, qui
se trouve plutôt convoqué comme la preuve qu'une théorie n'est pas réductible à l'une de ses for-
mulations, preuve reposant elle-même sur le postulat selon lequel ces diﬀérentes formulations sont
équivalentes.
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leur psychologie propre, en ont. Je terminerai cette section par un rapide examen de
la version de la mécanique exprimée par Cornelius Lanczos (1970), mathématicien
et physicien hongrois et auteur d'un des ouvrages aujourd'hui considéré comme une
référence en mécanique analytique, qui m'oﬀrira donc l'exemple d'une version de la
mécanique assez largement partagée par les physiciens d'aujourd'hui.
4.1 Ernst Mach (1883), La Mécanique. Exposé historique et critique
de son développement
Ernst Mach écrit son  exposé historique et critique  du développement de la
mécanique un siècle après la parution de la Mécanique analytique de Lagrange, et
un demi-siècle après les travaux de Hamilton. Comme on va le voir, sa version de
la mécanique, semblable en de nombreux points à celle de Lagrange, oﬀre un remar-
quable exemple de la possibilité, pour un physicien post-hamiltonien, de choisir une
mécanique de la force.
4.1.1 Ancrer la signiﬁcation des principes dans une expérience sensible :
la défense du concept de force
Exposer rigoureusement la méthode mise en ÷uvre par Mach nécessiterait une
analyse approfondie de sa philosophie des sciences et de ses travaux en physiologie
de la perception41 et m'éloignerait déraisonnablement de mon propos. En quelques
mots, disons que Mach défend une position phénoméniste radicale, selon laquelle il
n'existe aucun monde physique au delà des apparences, c'est-à-dire de nos expériences
sensibles. La science doit viser à fournir des formules mathématiques permettant de
décrire les objets de nos expériences sensibles de la manière la plus simple et la plus
économique, sans aﬃrmer que ces formules sont l'expression de lois de la nature.
Son entreprise d'examen historique et critique des principes de la mécanique vise
ainsi à retrouver, pour chacun des principes utilisés pour représenter et prédire les
phénomènes du mouvement, sa signiﬁcation véritable, en le réduisant au constat de
ce qu'il appelle un  fait  empirique familier, c'est-à-dire d'une expérience sensible,
réelle ou possible. Ainsi par exemple, à propos du principe des déplacements virtuels :
Il est important de bien prendre conscience que [...] nous n'avons aﬀaire qu'au
constat et à l'établissement d'un fait. [...] Notons [...] que le principe des dé-
placements virtuels, comme tout principe général, apporte, par l'intuition qu'il
nous oﬀre, désillusion et clarté. Il apporte de la désillusion dans la mesure où
41Mach les présentera quelques années plus tard dans l'Analyse des sensations (Mach, 1886). Pour
une analyse de la philosophie de Mach, voir (Cohen et Seeger, 1970; Blackmore, 1972; Banks, 2003).
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nous y reconnaissons des faits connus depuis longtemps et même perçus instinc-
tivement ; en les reconnaissant, nous en avons une perception plus distincte et
déﬁnie. Il apporte de la clarté, dans la mesure où il nous permet de toujours voir
ces mêmes faits simples, jusque dans les relations les plus compliquées. (Mach,
1883, pp. 87-88)42
En reconstituant les expériences qui ont eu lieu ou auraient pu avoir lieu, Mach
reconstruit le processus qui a pu conduire à la formulation des diﬀérents principes.
Par cet exposé, il cherche à rendre les diﬀérents principes de la mécanique  intuitifs 
et, partant, intelligibles.43
Mach insiste à plusieurs reprises sur le fait que le  goût scientiﬁque  (p. 307)
et la  nature intellectuelle 44 des savants jouent un rôle important dans le dévelop-
pement historique de la mécanique et dans la manière et l'ordre choisis par chacun
pour exposer les principes. Ainsi note-t-il, par exemple, que tout au long du déve-
loppement de la mécanique, l'attention des chercheurs a été attirée par des  aspects
très diﬀérents des phénomènes mécaniques  : on considère tantôt que  la quantité
de mouvement d'un système [est] déterminée par la force , tantôt que  sa force
vive [est] déterminée par le travail . Et Mach ajoute que  le caractère propre des
chercheurs joue un grand rôle dans le choix de l'aspect  qui retiendra son attention
(Mach, 1883, p. 315).
Mach reconnaît donc clairement la variabilité de ce que j'ai proposé d'appeler les
 versions  de la mécanique et souligne leur importance dans le développement de la
science. De plus, loin de chercher à débarrasser la mécanique de ce qu'elle doit à son
ancrage dans la sensibilité humaine, tout idiosyncratique soit-elle, Mach considère
qu'un principe n'est intelligible qu'en tant qu'il trouve un écho dans notre sensibilité.
Tant qu'elle ne donne pas lieu à des contradictions, il est donc, selon lui, tout à fait
légitime de faire appel à la signiﬁcation intuitive des concepts scientiﬁques. Le pari
de Mach est précisément de fonder toute la mécanique sur une intuition raisonnée.
42Toutes les citations de Mach sont traduites par moi-même à partir de la traduction anglaise
indiquée en bibliographie.
43Un exemple, parmi d'autres, de cette reconstruction des principes sur une base intuitive est oﬀert
par l'exposé de la démonstration par Lagrange du principe des déplacements virtuels s'appuyant sur
la ﬁction d'un train de poulies et le commentaire qu'il lui adjoint :  La déduction de Lagrange, si on
la dépouille de la ﬁction quelque peu étrange des poulies, a quelque chose de vraiment convaincant,
en raison du fait que l'action d'un poids unique est bien plus proche de notre expérience et plus aisée
à suivre que l'action de plusieurs poids.  (Mach, 1883, p. 78). Voir aussi le diagramme (reproduit
au chapitre 7 du présent chapitre, ﬁgure 31, page 385) destiné à faire comprendre le principe de
Maupertuis, qui met en évidence la signiﬁcation mathématique d'un principe de minimum (Mach,
1883, p. 81).
44Voir ses considérations sur les natures intellectuelles respectives de Galilée et de Kepler (Mach,
1883, pp. 307-310).
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En conséquence, cette conviction philosophique a une inﬂuence sur la version de
Mach lui-même. En eﬀet, il propose une défense du concept de force au nom de ce
qu'il a d'intuitif et même de pré-scientiﬁque. C'est donc en grande partie en raison
de sa volonté d'ancrer les principes de la mécanique dans des expériences sensibles
familières qu'il place le concept de force au centre de sa version, considérant que
la mécanique en tire sa signiﬁcation. Ainsi écrit-il, à propos de l'analogie entre le
concept de force et l'action humaine :
Les tentatives de rejeter cette conception comme subjective, animiste et non
scientiﬁque sont invariablement vouées à l'échec. En eﬀet, il n'est d'aucune utilité
de faire violence aux pensées qui nous sont naturelles et de nous condamner ainsi
à une volontaire misère intellectuelle. (Mach, 1883, p. 95)
Le concept mécanique de force, généralement représenté par un vecteur, trouve une
signiﬁcation intuitive dans notre propre expérience d'êtres agissants soumis aux lois
de la mécanique :
Ces deux principes45 contiennent [...] un énoncé généralisé de la loi de l'inertie,
dont, sous cette forme, non seulement nous voyons, mais encore nous sentons la
justesse.
Ce sentiment n'est pas anti-scientiﬁque ; il est encore moins nuisible. Sans se sub-
stituer à la compréhension conceptuelle, il l'accompagne et il est la condition
fondamentale et la seule preuve d'une maîtrise complète des faits mécaniques.
Nous sommes nous-mêmes des systèmes mécaniques, et cela modiﬁe profondé-
ment notre vie mentale. Personne ne pourra nous convaincre que la considé-
ration des processus mécanico-physiologiques, ainsi que des sentiments et des
instincts qu'ils impliquent, doive être exclue de la mécanique scientiﬁque. Si
l'on ne connaît des principes comme ceux du centre de gravité et des aires que
sous leur forme mathématique abstraite, sans avoir eu aﬀaire aux simples faits
palpables, qui sont à la fois leur application et leur source, on ne les comprend
qu'à moitié, et l'on aura du mal à reconnaître les phénomènes réels comme des
exemples de la théorie. On est alors dans la situation d'une personne qui, sans
avoir parcouru la région environnante, se trouverait soudain en haut d'une tour,
et serait incapable de reconnaître les objets qu'elle aurait sous les yeux. (Mach,
1883, pp. 394-395)
Sur ce point, une comparaison avec le jugement que Poincaré porte sur ce qu'il
appelle la mécanique anthropomorphique  permet de mettre en évidence la manière
dont les conceptions philosophiques et les idéaux scientiﬁques de chacun à la fois
fondent leur version de la mécanique et rendent les conﬂits entre versions diﬃciles
à trancher. Poincaré prend en eﬀet l'exact contre-pied de Mach, en soulignant le
45Il s'agit du théorème du centre de gravité et du théorème des aires.
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caractère illégitime et vain d'un appel à l'aspect intuitif du concept de force pour le
placer au fondement de la théorie :
l'idée de force est une notion primitive, irréductible, indéﬁnissable ; nous savons
tous ce que c'est, nous en avons tous l'intuition directe. Cette intuition directe
provient de la notion d'eﬀort, qui nous est familière depuis l'enfance.
Mais d'abord, quand même cette intuition directe nous ferait connaître la véri-
table nature de la force en soi, elle serait insuﬃsante pour fonder la Mécanique ;
elle serait d'ailleurs tout à fait inutile. Ce qui importe, ce n'est pas de savoir ce
que c'est que la force, c'est de savoir la mesurer.
Tout ce qui ne nous apprend pas à la mesurer est aussi inutile au mécanicien,
que l'est, par exemple, la notion subjective de chaud et de froid au physicien
qui étudie la chaleur. [...]
Mais il y a plus : cette notion d'eﬀort ne nous fait pas connaître la véritable
nature de la force ; elle se réduit en déﬁnitive à un souvenir de sensations mus-
culaires, et on ne soutiendra pas que le soleil éprouve une sensation musculaire
quand il attire la terre.
Tout ce qu'on peut y chercher, c'est un symbole, moins précis et moins commode
que les ﬂèches dont se servent les géomètres, mais tout aussi éloigné de la réalité.
L'anthropomorphisme a joué un rôle historique considérable dans la genèse de
la mécanique ; peut-être fournira-t-il encore quelquefois un symbole qui paraîtra
commode à quelques esprits ; mais il ne peut rien fonder qui ait un caractère
vraiment scientiﬁque, ou un caractère vraiment philosophique. (Poincaré, 1902,
pp. 124-125)
Il est important de préciser, toutefois, que la défense du concept de force dans ce
qu'il a d'anthropomorphique est clairement distincte, chez Mach, de l'adoption d'une
ontologie de la force. La science, selon Mach, ne parle que des apparences sensibles ;
en conséquence, il n'y a, dans le monde, ni force, ni atomes, ni énergie. Selon la
sensibilité de chacun, on peut, comme Newton, préférer parler de force, ou, comme
Huyghens, choisir le travail comme concept premier ; on organisera alors diﬀéremment
les principes de la mécanique :  On est donc libre de considérer la durée de la chute
ou la distance parcourue comme le paramètre déterminant de la vitesse. Si l'on centre
l'attention sur la première, le concept premier est celui de force, et le travail est un
concept dérivé ; si, en revanche, on étudie l'inﬂuence de la seconde, alors le concept
de travail est premier.  (Mach, 1883, p. 311)
Ces deux versions, fondées sur des expériences sensibles diﬀérentes, sont cepen-
dant également légitimes et rien ne permet, selon Mach, de trancher en faveur de
l'une ou l'autre.
Après Huyghens et Newton, les deux manières de penser se mêlèrent et, leur
équivalence et leur indépendance n'étant pas toujours reconnues, cela conduisit
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à plusieurs erreurs et confusions, en particulier dans la querelle entre les carté-
siens et les leibniziens [...] à propos de la mesure de la force. Plus récemment,
cependant, les chercheurs préfèrent tantôt l'une, tantôt l'autre manière de pen-
ser. [...] Cependant, si l'on y regarde de près, on s'aperçoit que les principes
de Huyghens et les propositions de Newton sont également simples et évidents.
(Mach, 1883, pp. 311-314)
Ainsi, la diversité des versions de la mécanique est celle des expériences sensibles de
diﬀérents individus, mais ne doit pas être comprise comme la mise en concurrence
de plusieurs interprétations physiques diﬀérentes. Elle ne remet pas en cause, pour
Mach, l'identité profonde de la théorie et, comme on va le voir, l'équivalence des
diﬀérents principes au moyen desquels elle peut être exprimée.
4.1.2 Distinguer entre le contenu physique et la présentation formelle de
la mécanique : intelligibilité des principes et économie de la pensée
La recherche d'un ancrage de la signiﬁcation physique des principes dans une
expérience sensible, jointe à l'exigence d' économie de la pensée 46, qu'il considère
comme la vertu suprême d'une théorie scientiﬁque, conduit Mach à distinguer clai-
rement entre la signiﬁcation ou le contenu physique de la mécanique, que l'enquête
historique et critique permet de retrouver et de rendre intelligible, et sa présentation
formelle, remarquable accomplissement de la science comme économie de la pensée,
dont la contrepartie est cependant de nous rendre les principes moins intelligibles,
parce que plus abstraits.
Son jugement sur la signiﬁcation des diﬀérents principes de la mécanique est sans
équivoque : ils sont tous équivalents et se réduisent à la constatation d'une même
catégorie de faits empiriques47, intégralement exprimés dans les principes newtoniens,
mais que les mathématiciens postérieurs à Newton ont contribué à résumer dans des
formules plus générales, commodes et économiques :
La contribution de Newton au sujet qui nous intéresse ici est double. Premiè-
rement, il a considérablement étendu le domaine de la mécanique physique en
découvrant la gravitation universelle. Deuxièmement, il a achevé l'énoncé formel
des principes de la mécanique tels qu'ils sont aujourd'hui généralement acceptés.
Depuis Newton, aucun principe essentiellement nouveau n'a été énoncé. Tout
ce qui a été accompli en mécanique depuis lors a consisté en un développement
46 La science elle-même peut [...] être considérée comme un problème de minimum, qui consiste
à présenter les faits de la façon la plus complète possible avec la moindre dépense intellectuelle. 
(Mach, 1883, p. 586)
47 Ainsi, malgré toutes leurs diﬀérences apparentes, les principes de la mécanique ont une identité
profonde. Ces principes ne sont pas les expressions de diﬀérents faits, mais, en quelque sorte, les
reﬂets de diﬀérents aspects du même fait.  (Mach, 1883, pp. 478-479)
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déductif, formel, et mathématique de la mécanique à partir des lois de Newton.
(Mach, 1883, p. 226)
À eux seuls, les principes de Newton suﬃsent, sans qu'il soit nécessaire d'intro-
duire de nouvelles lois, à explorer entièrement tous les phénomènes mécaniques
que l'on peut rencontrer en pratique, que ce soit en statique ou en dynamique.
Les diﬃcultés qui se présentent dans ces problèmes sont invariablement d'un
caractère mathématique (formel), et ne concernent en aucun cas les principes.
(Mach, 1883, p. 344)
Non seulement, selon Mach, le développement formel dont la mécanique a fait l'objet
depuis Newton ne modiﬁe aucunement le contenu physique de la théorie, mais encore
il se distingue nettement de ce que Mach appelle la  période déductive  de l'histoire
de la théorie. Il est le signe d'une science arrivée à maturité, pour laquelle on est en
possession de tous les principes et théorèmes qui en constituent le contenu :
Une fois que les faits les plus importants d'une science de la nature ont été établis
par l'observation, son développement entre dans une nouvelle période  la pé-
riode déductive [...]. Au cours de cette période, on peut reproduire mentalement
ces faits sans avoir constamment recours à l'observation. On se représente, par
la pensée, les cas les plus généraux et compliqués, comme composés d'éléments
plus simples et familiers de l'observation. Cependant, même après que l'on a
déduit, de l'expression des faits les plus élémentaires (les principes) l'expression
des faits plus communs et compliqués (les théorèmes) et que l'on a découvert,
dans tous les phénomènes, les mêmes éléments, le développement de la science
n'est pas achevé. Le développement déductif de la science est suivi de son déve-
loppement formel. Il s'agit alors de présenter sous une forme claire et concise,
c'est-à-dire sous la forme d'un système, les faits qu'il s'agit de reproduire, de
telle sorte que chacun d'entre eux puisse être atteint et représenté mentalement
avec le moindre eﬀort intellectuel. (Mach, 1883, p. 516)
Il est tentant, ici, de reprendre la distinction suggestive de Feynman entre physicien
et mathématicien (voir page 114), et d'aﬃrmer que le travail déductif, qui consiste
à mener une enquête systématique dans les conséquences physiques de la théorie et
à chercher la signiﬁcation empirique de chacun des théorèmes que l'on peut déduire
des principes généraux, est typiquement celui du physicien, quand le développement
formel est l'÷uvre du mathématicien.
Or, la mécanique analytique, qu'il déﬁnit comme une  mécanique algébrique ,
par opposition à la mécanique de Newton, qui est  purement géométrique  (Mach,
1883, pp. 560-561), est, à ses yeux, un des exemples les plus remarquables que l'his-
toire des sciences oﬀre du développement formel d'une science :
C'est Lagrange qui a porté la mécanique analytique à son plus haut degré de
perfection. Le but de Lagrange, dans sa Mécanique analytique (1788), était de
se débarrasser, une fois pour toutes, de tous les raisonnements nécessaires pour
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résoudre des problèmes mécaniques, en les réduisant autant que possible à une
seule et unique formule. Il y est parvenu. Tous les cas susceptibles de se pré-
senter peuvent désormais être traités en suivant un schéma simple, hautement
symétrique et clair, et tous les raisonnements qui restent sont eﬀectués par des
calculs purement mécaniques. La mécanique de Lagrange est une contribution
prodigieuse à l'économie de la pensée. (Mach, 1883, pp. 561-562)
Mais ce travail est clairement distinct de celui qui consiste à enquêter sur la signiﬁ-
cation physique des principes :
Il ne faut pas attendre de cette branche de la mécanique des éclaircissements de
principe. Au contraire, la connaissance des principes doit être essentiellement
achevée avant que l'on puisse envisager d'élaborer une mécanique analytique ;
le seul but de cette dernière est une maîtrise pratique parfaite des problèmes.
Si l'on n'est pas conscient de cela, on ne peut pas comprendre l'importante
contribution de Lagrange, qui est, ici aussi, essentiellement économique. (Mach,
1883, p. 575)
On a ici la preuve que l'aﬃrmation de Pulte (page 119), selon laquelle la méca-
nique de la deuxième moitié du dix-neuvième siècle ne peut pas être une mécanique
de la force, est à nuancer : alors que Mach connaît le principe de moindre action sous
sa forme hamiltonienne, il n'est pas question pour lui d'y voir un principe nouveau.
Tous les principes de minimum sont équivalents, aﬃrme-t-il à plusieurs reprises :  on
peut envisager de nombreuses autres expressions intégrales qui donnent, par varia-
tion, les équations ordinaires du mouvement, sans que pour autant elles aient une
signiﬁcation physique particulière.  (Mach, 1883, p. 463)48 Ils sont, de plus, équi-
valents au principe de d'Alembert :  On déduit aisément le principe de Hamilton
de celui de d'Alembert et, inversement, celui de d'Alembert à partir de celui de Ha-
milton ; ces deux principes sont en fait identiques, et leurs diﬀérences ne sont que
formelles.  (Mach, 1883, p. 475)
L'analyse de ces propos de Mach invite donc à établir une distinction entre deux
types de  principes premiers  : on peut très bien reconnaître qu'une certaine for-
mule, comme le principe de Hamilton, est la plus économique de toutes celles dont
on dispose, et la placer légitimement au fondement de l'édiﬁce formel de la méca-
nique, sans pour autant considérer que c'est de cette formule que la théorie tire sa
signiﬁcation physique.
Plus précisément, en vertu du fait que tous les principes diﬀérentiels et intégraux
de la mécanique ne sont, selon Mach, que des formes diﬀérentes du principe fon-
damental donné par Newton, on peut indiﬀéremment choisir l'un ou l'autre comme
48Voir aussi (Mach, 1883, p. 475) :  On a remarqué, dans ce qui précède, que l'on peut proposer
plusieurs expressions telle que l'annulation de leur variation conduise aux équations ordinaires du
mouvement. Le principe de Hamilton contient une expression de ce genre. 
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principe premier. Quelle que soit l'allure que prendra l'édiﬁce de la mécanique, sa
signiﬁcation en restera inchangée. Or, en ce qui concerne la présentation formelle,
c'est l'exigence d'économie et de commodité qui préside :
La mécanique n'a [...] pas seulement sa ﬁn en elle-même ; elle doit aussi ré-
soudre des problèmes pour des besoins pratiques et pour développer les autres
sciences. Ces problèmes sont pour la plupart plus faciles à résoudre par d'autres
méthodes que celles de Newton  des méthodes dont il a été prouvé qu'elles
sont équivalentes à ces dernières. En conséquence, il serait vain et coûteux de
dédaigner leurs avantages et d'insister toujours pour que l'on revienne aux idées
newtoniennes élémentaires. Il est suﬃsant de s'être convaincu une fois que ce
retour est toujours possible. Ajoutons cependant que les conceptions newto-
niennes sont certainement les plus satisfaisantes et les plus claires [...]. (Mach,
1883, pp. 356-357)
Pour résoudre des problèmes de mécanique, le principe de d'Alembert s'avère d'une
grande utilité. C'est un résultat remarquable du développement formel de la méca-
nique, orienté par un idéal d'économie. Cependant, en raison même de cette exigence
d'économie intellectuelle, les savants sont parfois conduits à faire usage de formules
aveugles, dont la signiﬁcation provient d'un principe dont elles sont une reformula-
tion commode. C'est précisément le travail de l'histoire critique faite par Mach que de
retrouver la signiﬁcation physique des diﬀérents principes, pour nous assurer que l'on
peut continuer à faire usage du principe de d'Alembert et des principes de minimum
qui lui sont équivalents49 :
Le principe de d'Alembert ne nous apprend rien [...] que nous ne puissions ap-
prendre par d'autres méthodes. Le principe remplit, au cours de la résolution des
problèmes, la fonction d'un gabarit qui nous épargne, dans une certaine mesure,
d'avoir à examiner chaque nouveau cas, en nous oﬀrant une méthode permet-
tant d'utiliser des expériences connues et familières. Le principe ne nous oﬀre
pas tant une vue plus profonde des processus étudiés qu'une maîtrise pratique.
La valeur de ce principe est d'ordre économique.
Quand on a résolu un problème au moyen du principe de d'Alembert, on peut
se contenter de savoir que l'application de ce principe implique toutes les ex-
périences concernant l'équilibre que l'on a faites auparavant. Cependant, si l'on
veut appréhender clairement et complètement le phénomène, c'est-à-dire y re-
trouver les éléments mécaniques les plus simples qui nous sont familiers, on est
49 La résolution de quelques problèmes au moyen du principe de d'Alembert suﬃt à montrer
combien il est commode. Elle nous donne aussi la conviction qu'il est possible, dans tous les cas
où cela semblera nécessaire, de résoudre directement et en toute clarté le même problème par la
considération des processus mécaniques élémentaires, et de parvenir au même résultat. La conviction
de la possibilité de cette opération en rend la réalisation inutile dans les cas où le seul but poursuivi
est pratique.  (Mach, 1883, pp. 432-433)
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obligé de prolonger notre étude et de remplacer les expériences concernant l'équi-
libre par les conceptions de Newton ou de Huyghens.50 (Mach, 1883, pp. 430-431)
Le principe de d'Alembert n'est donc, selon Mach, qu'un résumé d'expériences, qui
ne donne en aucun cas une compréhension des phénomènes, mais qui permet à celui
qui a compris une fois les raisons de sa validité, de faire l'économie de certains rai-
sonnements. Ce principe ne dit rien par lui-même51, et ne nous apprend rien de plus
que ce que nous disent les principes newtoniens.
Pour résumer, tous les principes de la mécanique sont, selon Mach  comme,
d'ailleurs, selon Lagrange  équivalents, les développements formels obéissant à un
idéal d'économie qui ne change rien à l'ancrage empirique de la théorie. Mais cet
ancrage lui-même, qui donne sa signiﬁcation physique à la théorie, est susceptible
d'être appréhendé de diﬀérentes manières, en fonction de la tournure d'esprit de
chacun (voir ci-dessus, page 129).
En distinguant nettement entre le principe premier du point de vue de la généralité
et de l'économie, et le principe premier du point de vue de la signiﬁcation physique,
Mach prouve qu'il est possible de rester lagrangien (ou newtonien) après Hamilton :
même une fois que le principe de moindre action a une forme suﬃsamment générale
pour pouvoir ﬁgurer au fondement de l'édiﬁce formel de la mécanique, le contenu de
cette dernière dépend des expériences sensibles qui lui donnent un sens.
Ici encore, la question de savoir ce qui, chez Mach, est déterminant et premier,
d'un engagement inavoué en faveur des concepts newtoniens (en particulier celui de
force), de sa méﬁance vis-à-vis de tout principe susceptible d'appeler une interpréta-
tion métaphysique, ou encore de la conception philosophique des théories scientiﬁques
qu'il défend et qui le conduit à distinguer nettement entre la signiﬁcation physique
des principes et leur exposé formel, n'est pas de celles que je cherche à résoudre.
J'espère en revanche avoir mis en évidence, par cet examen, le caractère indissociable
de ces diﬀérents déterminants de ce que j'appelle la version d'un individu. D'autre
part, l'analyse de la manière dont Mach traite la question de la signiﬁcation physique
d'une théorie et de la distinction entre le conceptuel et le formel me fournit un pre-
mier élément, auquel vont s'ajouter les analyses des versions de Hertz et de Duhem,
permettant de montrer que cette distinction même dépend de la version de celui qui
l'établit.
50Voir ci-dessus, page 129.
51Selon Mach, on ne peut donc pas, à proprement parler, raisonner au moyen du principe de
d'Alembert, au sens où le raisonnement impliquerait la manipulation d'un contenu conceptuel. Le
principe de d'Alembert ne peut faire l'objet que de ce que Leibniz aurait appelé une cogitatio caeca
(voir Leibniz, 1765, II, xxi, p. 146).
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4.2 Heinrich Hertz (1894), Les Principes de la mécanique
Heinrich Hertz partage beaucoup des exigences philosophiques de Mach, en par-
ticulier son idéal d'économie ou de commodité. Il aﬃrme d'ailleurs, dans la préface
de ses Principes, devoir  énormément au beau livre de Mach sur le développement
de la mécanique.  (Hertz, 1894, p. 6) Mach, à son tour, dans une édition ultérieure
de sa Mécanique, consacre une section à l'analyse du livre posthume de Hertz, et
reconnaît que  l'exigence de commodité de Hertz concorde avec [sa propre] exi-
gence de simplicité.  (Mach, 1883, p. 250)52 Tout en se réclamant du même  esprit
anti-métaphysique , Hertz expose cependant une version de la mécanique qui se dé-
marque nettement, et sur de nombreux points, de celle de Mach : comme on va le
voir, les diﬀérents principes de la mécanique ne sont pas, pour Hertz, équivalents ;
les deux grands types de présentations qui en ont été faites (mécanique de la force et
mécanique de l'énergie) n'expriment pas le même contenu. D'autre part, il critique
vigoureusement le concept de force.53 Avant d'examiner sa version proprement dite,
je propose de revenir rapidement sur la conception philosophique des théories qui
guide l'entreprise de Hertz.
4.2.1 Images, versions et présentations
L'exposé de Hertz (1894) est peut-être le meilleur exemple d'un examen rationnel
des principes de la mécanique fait au nom d'une certaine conception des théories
scientiﬁques. L'introduction de son ouvrage est ainsi consacrée à l'exposé de sa cé-
lèbre conception des théories comme  images . L'idée fondamentale des Bildtheorien,
telles que Hertz, mais aussi Boltzmann (1905)54 les défendent, est que l'activité théo-
rique consiste en la construction mentale d'une image ou modèle des phénomènes :
[...] le procédé que nous utilisons invariablement pour dériver le futur à partir du
passé et parvenir ainsi à la prévision souhaitée est le suivant : nous fabriquons
en nous des simulacres, ou des symboles internes des objets externes, et nous
les fabriquons de telle sorte que les conséquences, nécessaires selon la pensée,
de ces images soient toujours les images des conséquences, nécessaires selon la
52Pour une comparaison entre les vues de Hertz et celles de Mach, voir par exemple (Preston,
2008).
53Pour une analyse récente des Principes de la mécanique de Hertz, voir (Lützen, 2005).
54La question de savoir qui, de Hertz et de Boltzmann, est le premier à avoir thématisé cette idée,
n'est pas tranchée (voir de Regt, 1999, p. 117). Pour une comparaison des positions de Hertz et
de Boltzmann, ainsi que de leur inﬂuence sur Wittgenstein, voir (Wilson, 1989; D'Agostino, 1990;
Bouveresse, 1991). Sur la Bildtheorie et la philosophie de Boltzmann, voir aussi (Blackmore, 1995;
de Regt, 1999; Visser, 1999), ainsi que l'ensemble du numéro spécial de la revue Synthese d'avril
1999, vol. 119, n1 et 2.
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nature, des objets reproduits. [...] Une fois que nous avons réussi, à partir de
l'expérience déjà accumulée, à dériver des images qui soient du type exigé, nous
pouvons en peu de temps développer à partir d'elles, comme à partir de modèles
réduits, les conséquences qui, dans le monde extérieur, n'auront lieu qu'au bout
d'un certain temps ou qui résulteront de notre propre intervention ; [...]. (Hertz,
1894, p. 67)55
Sans qu'il soit question de l'examiner en détails ici, notons que cette conception des
théories défendue par Hertz peut être interprétée comme une opposition frontale à
la philosophie d'un Mach ou d'un Duhem qui ne voient dans les théories que des
ensembles de symboles abstraits commodes. Hertz ne se prononce pas explicitement
sur la question de l'explication, mais Boltzmann (1905) ancre dans sa Bildtheorie
l'aﬃrmation selon laquelle une théorie doit fournir une explication des phénomènes
et n'est explicative qu'en tant qu'elle en oﬀre une image intelligible, c'est-à-dire une
image conforme aux  lois de notre pensée , de telle sorte que nous soyons capables
de la manipuler.56
On peut légitimement voir, dans la position de Hertz, et plus encore dans celle
de Boltzmann, l'expression de la conviction qui fonde l'ensemble du présent travail,
et que j'ai exposée dès l'introduction générale : une théorie ne remplit véritablement
sa double fonction d'outil de représentation et d'inférence qu'en tant qu'elle est com-
prise par des agents. Autrement dit, c'est au moyen des représentations mentales qui
constituent ma version de la mécanique  des  images , dans les termes de Hertz et
de Boltzmann  que je parviens à me représenter les phénomènes et, en manipulant
ces représentations, à les prédire.
Aﬃrmer ainsi le caractère indissociable de la fonction de représentation et de la
fonction inférentielle des théories  et, corrélativement, l'exigence selon laquelle une
théorie doit être explicative  ne revient cependant pas à adopter ipso facto une
position réaliste. Bien au contraire, admettre que les théories sont essentiellement
d' étoﬀe mentale  invite à accepter que l'idéal d'objectivité poursuivi par l'en-
quête scientiﬁque ne pourra jamais être tout à fait atteint. Certes, pour permettre
la prédiction des phénomènes, nos images doivent mettre en évidence, comme le dit
également Poincaré (1905, p. 175), un  rapport vrai , mais elles comportent aussi
inévitablement des éléments qui n'ont pas de contrepartie dans le monde physique :
55De même, Boltzmann écrit que  la tâche de la théorie est de construire une image du monde
extérieur qui existe de façon purement interne et qui doit être le guide de nos pensées et de nos
expériences  (extrait d'un discours de 1890 intitulé  Sur la signiﬁcation des théories , reproduit
dans Boltzmann, 1974, p. 33).
56Voir (de Regt, 1999). Il existe un désaccord important entre Hertz et Boltzmann sur la nature
même des  lois de la pensée . Je le présenterai au chapitre 4, section 2.1.
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Les images dont nous parlons sont nos représentations des choses ; elles pos-
sèdent précisément avec les choses cette concordance essentielle qui consiste
dans la satisfaction de l'exigence en question ; mais pour atteindre leur but, il
n'est nullement nécessaire que ces images présentent avec les choses quelque
autre concordance que ce soit. De fait, nous ne savons pas non plus si nos re-
présentations des choses concordent avec elles en quoi que ce soit d'autre que,
précisément, cette relation fondamentale  et nous n'avons aucun moyen de
l'apprendre par l'expérience. (Hertz, 1894, p. 67)57
Ainsi, les images mentales au moyen desquelles nous prédisons et expliquons les phé-
nomènes portent inévitablement la marque des esprits qui les engendrent.
On ne pourra éviter totalement les relations vides, car les images en comportent
du seul fait qu'elles ne sont précisément que des images, et même des images
de notre esprit particulier : elles doivent donc être déterminées aussi par les
propriétés de son mode de reproduction des objets58. (Hertz, 1894, p. 68)
Cependant, même si  nous ne pou[vons] éviter d'introduire dans nos images des
relations auxiliaires inessentielles  (Hertz, 1894, p. 80), il est possible, selon Hertz,
d'énoncer certaines exigences auxquelles nos images doivent se conformer au mieux. Il
en énonce trois. Premièrement, elles doivent être logiquement admissibles, c'est-à-dire
ne pas entrer en contradiction avec  les lois de notre pensée . Deuxièmement, une
image doit être correcte, c'est-à-dire reﬂéter des relations fondamentales des objets
extérieurs de manière à permettre de tirer des prédictions empiriques justes (sans quoi
l'image ne correspondrait pas à la déﬁnition donnée ci-dessus). Enﬁn, une image doit
être distincte et appropriée, c'est-à-dire à la fois  reﬂéter plus de relations essentielles
de l'objet  qu'une autre, et comporter  le plus petit nombre de relations superﬂues
ou vides , donc être  la plus simple  possible. (Hertz, 1894, p. 68)
Or, si les questions de l'admissibilité logique et de la correction des images peuvent
être tranchées objectivement,
quant à savoir si une image est appropriée, on ne peut pas, en général, trancher
de façon univoque ; au contraire, des divergences d'opinion peuvent exister. Une
image peut oﬀrir des avantages d'un certain point de vue, une autre d'un point
de vue diﬀérent, et ce n'est que progressivement, grâce à la mise à l'épreuve
de nombreuses images, que l'on pourra ﬁnalement, avec le temps, obtenir les
images les plus appropriées.  (Hertz, 1894, p. 69)59
57Boltzmann écrit ainsi :  Hertz a fait prendre conscience aux physiciens de quelque chose dont les
philosophes ne doutaient plus depuis longtemps, à savoir qu'aucune théorie ne peut être objective,
c'est-à-dire coïncider précisément avec la nature ; bien plutôt, une théorie n'est qu'une image mentale
des phénomènes [...]  (extrait de son essai de 1899,  Sur le développement des méthodes de la
physique théorique dans la période récente , reproduit dans Boltzmann, 1974, pp. 90-91).
58Je souligne.
59De même, Poincaré reconnaît qu' il peut se faire que [deux théories] expriment l'une et l'autre
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Hertz reconnaît donc explicitement le caractère inévitablement idiosyncratique des
images mentales au moyen desquelles nous représentons et prédisons les phénomènes.
Non seulement elles portent la marque de l'esprit humain, mais encore elles sont
relatives aux esprits individuels qui les produisent.
Les diﬀérentes présentations qui ont été proposées des principes de la mécanique
en sont la preuve : elles expriment en eﬀet la variété des images que les individus
se forment des phénomènes mécaniques ; en retour, elles invitent à s'en former des
images diﬀérentes :
les concepts fondamentaux de la mécanique, joints aux principes qui les lient,
présentent l'image la plus simple que la physique puisse produire des objets du
monde sensible et des processus qui s'y déroulent. Et comme nous pouvons don-
ner diﬀérentes présentations60 des principes de la mécanique en fonction des
diﬀérents choix d'énoncés que nous prenons comme fondement, nous obtenons
plusieurs de ces images61 des choses  images que nous pouvons tester et com-
parer entre elles sous le rapport de leur admissibilité, de leur correction et de
leur appropriation.  (Hertz, 1894, p. 70)
De même que j'ai choisi, comme je l'annonçais à la section 2.2 du présent chapitre,
de considérer les présentations explicites de la mécanique comme des expressions (au
moins partielles) des versions de leurs auteurs, Hertz (1894) se propose, avant d'ex-
poser sa propre version, d'étudier les deux grands types de présentations existantes
(les  expositions scientiﬁques  des images)62 aﬁn de clariﬁer les images qu'elles
expriment, en les comparant du point de vue des trois exigences exposées :
Jusqu'ici, nous avons énuméré les exigences que nous posons à l'égard des images
elles-mêmes ; tout autres sont les exigences que nous posons à l'égard d'une
exposition scientiﬁque de telles images. Nous exigeons de celle-ci qu'elle nous
fasse prendre clairement conscience de la distinction entre les propriétés qui
sont attribuées aux images au nom de l'admissibilité, celles qui le sont au nom
de la correction, et celles qui le sont au nom de l'appropriation. Ce n'est que
de cette façon que nous acquérons la possibilité d'apporter des modiﬁcations et
des améliorations à nos images. (Hertz, 1894, p. 68)
des rapports vrais et qu'il n'y ait de contradiction que dans les images dont nous avons habillé la
réalité.  (Poincaré, 1905, p. 75)
60Je souligne.
61Je souligne.
62Dans la mesure où Hertz ne distingue pas tant les présentations particulières que deux grands
types de présentations, on peut bien les considérer comme deux formulations de la mécanique, ces
dernières étant déﬁnies, si l'on veut, comme des classes d'équivalence de présentations. Cependant,
comme on va le voir, les deux formulations dégagées par Hertz ne correspondent pas exactement
aux formulations d'aujourd'hui : Lagrange y est rangé du côté de Newton.
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Le projet de Hertz est donc, tout en prenant acte de l'impossibilité d'atteindre
une représentation parfaitement objective, vraie et complète des phénomènes  sans
quoi ce ne serait plus une image , d' exposer un agencement parfaitement déterminé
des lois de la mécanique qui soit compatible avec l'état actuel de notre savoir [...]. 
(Hertz, 1894, p. 63)
4.2.2 Les deux images de la mécanique et la version de Hertz : le rejet
du concept de force
Quelles sont les deux images qui se dégagent, selon Hertz, de l'histoire de la
mécanique, et par quoi se diﬀérencient-elles ? La première image, la seule qui ait reçu
un traitement systématique, est celle des présentations  ordinaires , fondées sur les
concepts de force et de masse.
Une première image nous est fournie par la présentation ordinaire de la méca-
nique. Nous entendons par là celle que l'on trouve  sous des versions diﬀérentes
dans le détail mais qui s'accordent sur l'essentiel  dans presque tous les ma-
nuels traitant de l'ensemble de la mécanique et dans presque tous les exposés qui
couvrent l'ensemble du contenu de cette science. Cette présentation constitue la
voie royale et la grande allée triomphale qui conduit la légion des écoliers vers
les profondeurs de la mécanique ; elle suit exactement la marche du développe-
ment historique et de l'enchaînement des découvertes ; ses principales stations
sont repérées par les noms d'Archimède, Galilée, Newton, Lagrange. Elle pose
comme fondement, en tant que représentations données, les concepts d'espace,
de force et de masse. La force y est introduite comme la cause du mouvement,
qui lui préexiste et en est indépendante. (Hertz, 1894, p. 70)
La deuxième image,  d'origine beaucoup plus récente  (p. 82), ouvre la voie d'une
 autre manière de penser  ; elle est fondée sur le concept d'énergie :
Inﬂuencée par l'immense impression que lui a causée la découverte du principe
de conservation de l'énergie, elle aime à traiter les phénomènes qui sont de son
ressort comme des conversions de l'énergie en de nouvelles formes, et à considérer
comme son but ultime de rapporter les phénomènes aux lois de transformation
de l'énergie. Cette façon de procéder peut aussi être appliquée dès le départ aux
processus élémentaires du mouvement eux-mêmes ; par là même, une nouvelle
présentation de la mécanique voit le jour, diﬀérente de la première, dans laquelle
le concept de force s'eﬀace d'emblée au proﬁt du concept d'énergie. (Hertz, 1894,
p. 82)
À la diﬀérence de la première, cette deuxième image n'a fait l'objet d'aucune pré-
sentation explicite et complète, et  il n'existe aucun manuel de mécanique qui se
placerait dès le départ du point de vue de la théorie de l'énergie, et qui introduirait
le concept d'énergie avant celui de force.  (Hertz, 1894, p. 82) Malgré cela, Hertz
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aﬃrme que l'on est bien en présence de deux images diﬀérentes, qu'un examen ra-
tionnel permet de départager des trois points de vue de l'admissibilité logique, de la
correction et de l'appropriation. Sans entrer dans le détail de la critique que Hertz
fait de ces deux images, je me contenterai ici d'en mentionner quelques aspects, par-
ticulièrement signiﬁcatifs pour mon analyse.
Notons d'abord le point suivant : Hertz range sans hésitation Lagrange du côté de
la mécanique de la force ; cela signiﬁe que les progrès formels auxquels il a contribué
ne changent pas, aux yeux de Hertz, l'image générale des processus mécaniques, qui
consiste à les décrire et les expliquer au moyen du concept de force. Le  découpage 
que Hertz opère entre les deux grandes manières de présenter la mécanique est donc
guidé par une attention aux concepts qui donnent leur signiﬁcation physique aux
principes, ainsi qu'à l'ordre déductif des principes, et non à la forme des équations
utilisées.63
Or le concept de force est au c÷ur de sa critique de la première image ; en premier
lieu, il reproche à toutes les présentations existantes de la mécanique de la force de
ne jamais en donner une déﬁnition satisfaisante et claire. Il relève ainsi
la très grande diﬃculté que l'on éprouve à exposer en particulier l'introduction
de la mécanique à des auditeurs perspicaces sans éprouver soi-même un certain
embarras, sans avoir le sentiment de devoir s'excuser ici ou là, et sans ressentir
le désir de survoler les débuts pour en arriver assez rapidement aux exemples
qui parlent d'eux-mêmes. Je suppose que Newton lui-même a dû ressentir cet
embarras lorsqu'il déﬁnit la masse de façon assez brutale comme le produit du
volume par la densité. Je suppose que Thomson et Tait ont dû ressentir la même
chose là où ils font remarquer qu'en réalité on a là une déﬁnition de la densité
plus que de la masse, mais s'en contentent pourtant comme déﬁnition unique de
la masse. Même Lagrange, je pense, doit avoir éprouvé cet embarras ainsi que le
désir d'avancer à tout prix, lorsqu'il introduisit de but en blanc sa mécanique en
expliquant qu'une force est une cause qui donne,  ou bien qui tend à donner ,
un mouvement à un corps ; il ne pouvait assurément pas ne pas sentir la diﬃculté
logique d'une telle double détermination. (Hertz, 1894, p.73)
Le diagnostic de Hertz n'est pas sévère au point d'aﬃrmer que la mécanique ordinaire
est incohérente ou contradictoire et il admet que son  contenu  est logiquement ad-
63 Le concept de principe de la mécanique n'est [...] aucunement ﬁxé de façon stricte. C'est
pourquoi quand nous désignerons individuellement ces énoncés, nous conserverons certes leur appel-
lation d'origine ; mais lorsque nous parlerons tout simplement des principes de la mécanique, nous
ne voudrons pas que l'on entende par là ces quelques énoncés concrets, mais bien tout choix parmi
ces énoncés et d'autres semblables  choix libre au demeurant  qui satisfasse la condition suivante :
que l'on puisse développer à partir de là l'ensemble de la mécanique de façon purement déductive,
sans aucun autre recours à l'expérience.  (Hertz, 1894, p. 70)
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missible64 ; cependant, un exposé de ce contenu logiquement admissible devrait pou-
voir éviter ce genre de défaut.65 Si la diﬃculté est si grande de donner une déﬁnition
précise du concept de force, alors même que le système est logiquement admissible,
il faut envisager, selon Hertz, de s'en passer : non seulement ce concept n'est pas
indispensable à l'exposé de la mécanique, mais encore il est responsable de ce qu'elle
a d'insatisfaisant dans sa forme. C'est donc d'abord au nom de la simplicité et de
l'appropriation que Hertz propose de se passer du concept de force.
Le but de Hertz, dans sa propre présentation des principes, est de n'introduire
dans cette image que des termes qui correspondent à des quantités observables. Les
seuls concepts qu'il juge admissibles sont donc ceux de temps, d'espace et de masse ;
énergie et force sont exclues du système. Il propose de remplacer les forces, censées
être les causes du mouvement, par l'hypothèse de masses et de mouvements cachés.
Il n'y aurait ainsi dans la nature rien que l'on puisse appeler  force  ou  éner-
gie , mais simplement des masses et des mouvements, dont certains nous seraient
imperceptibles. Les mouvements apparents s'expliquent ainsi tous par le même type
de cause : il n'y a en fait que des systèmes à liaison, dont certaines sont cachées,
mais aucun corps n'est soumis à l'action d'une quelconque force extérieure. Quand
on croit qu'un corps obéit à une force, c'est qu'il est lié à d'autres corps, qui nous
sont invisibles. Quand un point matériel s'écarte du mouvement rectiligne uniforme,
c'est qu'il est lié à d'autres points invisibles, et non pas soumis à une force. Une telle
explication est, pour Hertz, plus simple, plus naturelle et plus  intelligible  (Hertz,
1894, p. 95) : elle explique tous les phénomènes du mouvement par un seul type de
cause.
Une première remarque s'impose. C'est, on vient de le voir, au nom de la simplicité
et de l'intelligibilité qui en découle que Hertz cherche à se débarrasser du concept de
force. On peut cependant légitimement aﬃrmer, avec Mach, que l'idéal auquel obéit
la préférence de Hertz pour des masses et des mouvements cachés sur l'hypothèse des
forces, est des plus discutables :  les forces sont décidément préférables [...] aux
masses cachées et aux mouvements cachés. Considérons un morceau de fer posé
sur une table : les deux forces en équilibre, le poids du fer et l'élasticité de la table,
sont très faciles à mettre en évidence.  (Mach, 1883, p. 319) On peut raisonnablement
64 nous sommes nous-mêmes convaincus que les lacunes existantes ne concernent que la forme,
et que toutes les obscurités et incertitudes peuvent être évitées si on organise les déﬁnitions et
les désignations de façon idoine, et si on s'exprime en outre avec circonspection. En ce sens, nous
reconnaissons comme tout le monde l'admissibilité logique du contenu de la mécanique.  (Hertz,
1894, pp. 75-76)
65 Dans une science logiquement parfaite, en mathématique pure, une divergence d'opinion sur
une question de ce genre est totalement inconcevable.  (Hertz, 1894, p. 74)
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aﬃrmer, avec Mach, que l'hypothèse des forces n'est pas moins simple et intelligible
que celle de liaisons cachées.
Cependant, si Hertz voit dans la notion de force un défaut du point de vue de
l'appropriation de l'image qu'elle sous-tend, ce n'est pas sur ce point qu'il aﬃrme
que la  troisième  image, la sienne, présente son plus grand avantage. Le corps
des Principes tend à montrer qu'elle tire sa supériorité d'une plus grande correction,
c'est-à-dire d'une meilleure adéquation empirique ; si l'image reposant sur le concept
de force s'était montrée plus correcte (une fois le test de l'admissibilité logique passé),
on aurait pu s'en satisfaire. La perfection de sa propre image provient, selon Hertz,
du principe unique qu'il place au fondement du système, et qui est une généralisation
de la loi d'inertie aux mouvements cachés :
si le système pouvait un instant rompre ses attaches, ses masses se disperseraient
selon un mouvement rectiligne uniforme, mais [...], une telle dissociation étant
impossible, elles restent du moins aussi près que possible de ce mouvement
auquel elles aspirent. Cette loi fondamentale est dans notre image le premier
énoncé empirique de la mécanique au sens propre ; elle en est aussi le dernier.
Jointe aux hypothèses déjà admises des masses cachées et de la légalité des
rapports, elle nous permet de dériver le reste du contenu de la mécanique de
façon purement déductive. (Hertz, 1894, p. 98)
Comme on va le voir, nombreux ont été les savants à saluer dans l'÷uvre de
Hertz un accomplissement remarquable du point de vue de l'économie de la pensée
et à reconnaître la beauté et l'économie de son système. Tous, cependant, s'accordent
à aﬃrmer que ce système, tout parfait soit-il, est pratiquement inutilisable et, en un
certain sens, inintelligible.
4.2.3 Perfection formelle et intelligibilité de la mécanique
Les Principes de Hertz oﬀrent en eﬀet l'exemple remarquable d'une présentation
où l'exigence de simplicité et la déﬁnition de l'intelligibilité qui l'accompagne entrent
en conﬂit avec une autre forme d'intelligibilité de la théorie : non seulement il n'est
pas évident que les  liaisons cachées  soient plus faciles à concevoir que les forces,
mais encore, comme le dit Mach,
Lorsque l'on ne veut pas simplement accepter d'une façon générale l'hypothèse
des masses et des mouvements cachés, mais que l'on cherche au contraire à l'uti-
liser pratiquement dans les problèmes particuliers, on doit, au moins dans l'état
présent de nos connaissances physiques, en arriver à des ﬁctions si extraordi-
naires et souvent si inimaginables, que l'emploi des accélérations données en
devient de loin préférable. [...] Comme programme idéal, la mécanique de Hertz
est plus belle et d'une plus grande unité que la mécanique ordinaire, mais celle-ci
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l'emporte dans les applications [...]. (Mach, 1883, p. 255-256)66
Notons, d'ailleurs, que cette appréciation de Mach s'accorde avec les buts aﬃchés par
Hertz :
Dans les détails, je n'ai en eﬀet rien à exposer qui soit nouveau ou qui ne puisse
être trouvé dans de nombreux livres. Ce qui, je l'espère, est nouveau, et la seule
chose à laquelle j'attribue quelque valeur, est l'ordonnancement et l'agencement
du tout, c'est-à-dire le côté logique, ou si l'on veut philosophique de la chose.
Mon travail a atteint ou manqué son but selon que quelque chose a été ou non
gagné dans cette direction.  (Hertz, 1894, p. 66).
Je voudrais, pour ﬁnir, souligner une véritable tension au sein même de l'entreprise
de Hertz : d'une part, il défend une Bildtheorie et reconnaît le caractère idiosyncra-
tique des théories, et, d'autre part, il cherche à proposer, au delà des présentations
existantes, une méta-présentation débarrassée de tout eﬀet de perspective67, au point
de la rendre inintelligible  au sens où elle n'a plus aucun ancrage dans l'expérience
sensible  et inapplicable. Cela apparaît assez nettement dans la manière dont il re-
vient, à la ﬁn de l'introduction des Principes, sur l'idée de l' appropriation  (voir
ci-dessus, page 136) au nom de laquelle il a évalué les trois images :
nous n'avons jamais parlé d'appropriation que dans un sens particulier, à savoir
au sens d'un esprit qui, sans égard pour la place fortuite de l'homme dans la
nature, cherche à embrasser objectivement et à présenter de façon simple la tota-
lité de notre connaissance physique ; mais [...] nous n'avons absolument pas parlé
d'appropriation au sens de l'application pratique et des besoins humains. En ce
qui les concerne, il n'est pas nécessaire que la présentation ordinaire de la méca-
nique, qui a été expressément imaginée pour eux, soit jamais remplacée par une
présentation plus appropriée. La présentation que nous introduisons ici entre-
tient un peu le même rapport à la présentation ordinaire que celui qu'entretient
la grammaire systématique d'une langue à une grammaire qui doit permettre
aux débutants de se mettre au fait des nécessités de la vie quotidienne68 aussi
vite que possible. On connaît l'étendue des diﬀérences entre les exigences qui
pèsent sur l'une et l'autre ainsi qu'entre les agencements qui doivent être les
66Duhem (1903b, 167) porte un jugement similaire, aﬃrmant que la mécanique de Hertz, en raison
même du fait que la mort lui a interdit de la mener à bien, est plus  le programme d'une doctrine 
qu'une doctrine proprement dite. Il lui manque, pour être applicable et, de ce fait, susceptible de
montrer sa fécondité ou sa stérilité, d'être  accompagnée de l'indication d'une méthode . Voir
(Mulligan, 1998) pour un examen de la réception des Principes de Hertz par ses contemporains.
67C'est, de ce point de vue, l'ancêtre des approches formelles des théories que j'étudie au cha-
pitre 5 : pourvus d'outils logiques et mathématiques dont Hertz ne disposait pas, les philosophes du
Cercle de Vienne et leurs héritiers donnent comme critère de scientiﬁcité la possibilité, au moins en
principe, de présenter les théories sous une forme axiomatique formelle rigoureuse.
68Je souligne.
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leurs, à l'une et à l'autre, si l'une comme l'autre doivent correspondre à leur but
de façon aussi précise que possible. (Hertz, 1894, p. 112)69
Comme on vient de le voir, le but que Hertz aﬃrme poursuivre ici entre en conﬂit avec
au moins deux autres vertus que l'on peut exiger de la présentation d'une théorie :
la rendre intelligible et la rendre utilisable.70
Concluons cet exposé en comparant rapidement la position de Hertz à celle de
Mach : alors que ce dernier, en cherchant à fonder la signiﬁcation de la mécanique
sur les expériences sensibles des agents, aﬃrme que ces diﬀérentes expériences  et
les diﬀérentes manières de les formuler  sont fondamentalement équivalentes, Hertz
établit une véritable distinction conceptuelle entre deux manières de présenter la mé-
canique, sans pour autant renoncer à l'idéal d'une présentation formellement parfaite.
Ce sont donc deux conceptions très diﬀérentes des théories, aussi bien du point de vue
normatif visant à caractériser la méthode et les buts que doit poursuivre l'entreprise
scientiﬁque que du point de vue descriptif de la nature même de la connaissance qui
en résulte, qui donnent lieu à des versions ainsi qu'à des jugements méta-scientiﬁques
et historiques diﬀérents. Je reviendrai sur les conclusions que l'on peut tirer de cette
comparaison à la section 5, après avoir examiné deux autres versions.
4.3 Pierre Duhem (1903b), L'évolution de la mécanique
Pierre Duhem s'intéresse aux développements historiques de la mécanique éner-
gétique71 et de la thermodynamique dans le cadre d'une entreprise de fondation de la
physique entière sur une conception énergétiste du monde. Il développe par ailleurs
(Duhem, 1914) une philosophie instrumentaliste, selon laquelle les théories ne doivent
en aucun cas viser à fournir une explication des phénomènes en faisant l'hypothèse
d'une quelconque réalité inobservable ; elles sont selon lui des représentations symbo-
liques commodes résultant d'un double processus d'abstraction et de généralisation
69La présentation de Hertz n'est pas non plus destinée à être un traité pédagogique ou un manuel
à l'usage de ceux qui voudraient résoudre des problèmes de mécanique :  Pour diverses raisons, ce
livre n'est pas, à vrai dire, tout à fait adapté comme première introduction ; mais c'est avec d'autant
plus de conviction qu'il s'oﬀre comme guide à qui connaît déjà, dans une certaine mesure, le contenu
de la mécanique sous sa présentation ordinaire. Il espère pouvoir proposer à ce lecteur un point de
vue qui oﬀre au regard, en toute clarté, la signiﬁcation physique, la parenté interne et la portée des
principes de la mécanique ; un point de vue depuis lequel, en outre, le concept de force de même que
les autres concepts fondamentaux de la mécanique apparaissent dépouillés de leurs derniers restes
d'obscurité.  (Hertz, 1894, p. 64)
70Je reviendrai sur cette tension au chapitre 4.
71Le terme  mécanique  dans le titre L'évolution de la mécanique désigne, comme le remarque
Anastasios Brenner dans sa préface, la physique énergétique tout entière.
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à partir des phénomènes.72 Dans ce qui suit, je me concentre sur quelques aspects
de sa version de la mécanique lagrangienne telle qu'elle apparaît dans L'évolution
de la mécanique (Duhem, 1903b) mais aussi dans sa critique de l'ouvrage de Mach
(Duhem, 1903a). Comme il le souligne lui-même, et comme la lecture de leur ÷uvre
respective ne tarde pas à le montrer, Duhem partage lui aussi avec Mach un grand
nombre de convictions sur le but visé par une théorie scientiﬁque, et notamment
l'idéal d'économie73, ainsi que le rejet des explications métaphysiques en science.74
Cependant, la version de la mécanique de Duhem est en désaccord profond avec
celle de Mach ; qui plus est, il ne s'accorde pas sur la manière de comprendre l'÷uvre
de Lagrange elle-même. Contre Mach, Duhem considère que la mécanique de la force,
celle de Newton, mais aussi de Laplace et de Poisson, qui consiste à regarder  les
corps comme formés de masses très petites isolées les unes des autres  n'est pas
équivalente à la mécanique énergétique, qui traite  les corps comme des milieux
continus dont les diverses parties se gênent les unes les autres en leurs divers mouve-
ments et constituent des liaisons les unes pour les autres.  (Duhem, 1903a, p. 453)
Mais, à la diﬀérence de Hertz, qui reconnaît aussi, on l'a vu, l'existence de plusieurs
images diﬀérentes des phénomènes mécaniques, il ne range pas Lagrange du côté de
la mécanique newtonienne.
Contrairement à Mach, qui  ne dissimule d'ailleurs pas ses préférences pour la
méthode de Laplace et Poisson, qu'il nomme méthode de Newton , Duhem choisit
résolument la voie énergétique. Ce qui déﬁnit selon lui cette méthode n'est pas en
premier lieu de prendre le concept d'énergie comme fondamental, mais de représenter
les corps et leurs mouvements d'une manière diﬀérente de la méthode newtonienne ;
cela permet de se passer d'un certain nombre de suppositions qui rendent selon Duhem
les explications fournies par la mécanique de la force aussi suspectes que celles des
scolastiques faisant appel à des qualités et vertus occultes.75
72Pour une analyse de la philosophie des sciences de Duhem, voir (Brenner, 2000).
73 En tout domaine, le progrès de la Science a pour but de faire tenir le plus de réalité possible en
une forme réduite le plus possible ; l'essence de ce progrès est une économie de plus en plus grande
de la pensée.  (Duhem, 1903a, p. 445)
74On va voir dans ce qui suit que l'accusation de sombrer dans la métaphysique est une arme que
diﬀérents  camps  utilisent, et qui n'a pas toujours le même sens.
75 Que l'on traite les attractions et les répulsions réciproques des points matériels comme des
réalités irréductibles à la ﬁgure et au mouvement ; qu'on les considère, au contraire, comme les eﬀets
de mouvements, cachés encore à nos investigations ; il n'en reste pas moins que le physicien peut
et doit invoquer dans ses raisonnements, non seulement des ﬁgures et des mouvements explicites,
mais encore des forces, actuellement hétérogènes aux notions de la Géométrie et de la Cinématique.
Par là, les mots : Expliquer un phénomène physique prennent un sens tout diﬀérent de celui que
leur attribuaient les philosophes cartésiens ou atomistes ; l'explication qui s'arrête à la force, prise
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Certes, la Physique dont Newton a tracé le plan et posé les bases, dont Bos-
covitch a analysé la complète structure, est déjà admirable par la simplicité et
l'ampleur de ses principes ; cependant, à côté de l'hypothèse fondamentale qu'il
y a dans le monde : temps, étendue, masse et force, cette Physique n'admet-elle
pas d'autres suppositions que l'on pourrait éliminer ? Au lieu de réduire la ma-
tière à un ensemble de points inétendus et isolés les uns des autres, ne pourrait-on
y concevoir des corps étendus, variables de ﬁgure, capables de se toucher ? Au
lieu de regarder toutes les forces comme des attractions et des répulsions réci-
proques, fonctions de la seule distance qui sépare les points qu'elles sollicitent,
ne pourrait-on leur laisser une entière détermination, en accouplant seulement
à chaque action une réaction égale directement opposée ? N'amènerait-on pas
ainsi les principes de la Mécanique au plus haut degré de généralité qui se puisse
concevoir ?
À cette construction de la Mécanique rationnelle, les plus grands géomètres du
xviiie siècle contribuent ; Daniel Bernoulli, d'Alembert, Euler, pour ne citer que
les plus illustres, attachent leur nom à quelque part de l'édiﬁce ; mais à Lagrange
on doit son complet achèvement. (Duhem, 1903b, p. 43)
Ce qui distingue la méthode de Bernoulli, d'Alembert, Euler et Lagrange  qui
étaient rangés par Hertz, rappelons-le, dans la première image des phénomènes mé-
caniques  de celle de Newton n'est pas un remplacement du concept de force par un
autre, ni un changement dans l'ordre des principes, mais l'introduction d'une nou-
velle manière de représenter les systèmes physiques. Duhem note bien que  comme
Leibniz, Lagrange regarde la notion de force comme une des notions premières de
la Mécanique ; s'il invoque le mouvement, ce n'est pas pour expliquer la force, c'est
seulement pour faire correspondre à cette idée, transcendante à la Géométrie, un
symbole numérique capable de ﬁgurer dans les formules.  (Duhem, 1903b, p. 45).
C'est le fait d'avoir  restitu[é] aux corps leur étendue, leur ﬁgure, la possibilité de
glisser ou de rouler les uns sur les autres, voire de se déformer  (Duhem, 1903b, p. 45)
qui conduit Lagrange, comme on l'a vu, à formuler le principe des vitesses virtuelles
et le principe de d'Alembert en prenant en compte les liaisons des systèmes étudiés
et à les représenter au moyen de coordonnées généralisées ; à partir de là, il  importe
donc peu de connaître par le détail chacune des forces appliquées aux divers corps
d'un système, son point d'application, sa grandeur, sa direction  (Duhem, 1903b,
p. 49).
Poussons plus loin : Nous pouvons, si nous le voulons, ne considérer en Méca-
nique que des groupes de corps entièrement isolés dans l'espace ; il nous suﬃt,
pour cela, de comprendre en un seul ensemble et le système particulier que nous
comme élément réellement ou provisoirement simple, a de l'analogie avec l'explication scolastique
par les qualités et les vertus occultes.  (Duhem, 1903b, p. 42)
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voulons étudier, et les corps dont l'inﬂuence sur ce système ne nous paraît pas
négligeable. Alors nous n'aurons plus aﬀaire qu'à des forces mutuelles s'exerçant
entre les divers corps d'un même système ; ces forces intérieures sont supposées
dépendre d'un potentiel, dont la connaissance rend inutile la connaissance des
forces mêmes. Ainsi, la notion de force, après s'être fondue dans une notion plus
ample, celle de force généralisée, perd, pour ainsi dire, son caractère premier et
irréductible et apparaît comme une simple dérivation de la notion de potentiel ;
telle est la conséquence naturelle des principes posés par Lagrange, conséquence
qui s'accorde pleinement avec les vues profondes de Leibniz. (Duhem, 1903b,
pp. 53-54)
Ainsi, Lagrange, selon Duhem, tout en acceptant le concept de force, propose une
nouvelle manière de représenter les systèmes mécaniques, qui conduit progressivement
à reléguer au second plan le concept de force, au proﬁt des concepts énergétiques.
C'est sur ce point que sa mécanique se distingue de celle de Newton, reprise par
Laplace et Poisson.
Pour Duhem, on est en présence de deux théories ou manières générales de se
représenter les corps et les phénomènes, non seulement pas équivalentes, mais même
incompatibles. Après avoir cité Mach, à propos de l'équivalence des principes newto-
niens et de ceux de la mécanique analytique, il aﬃrme :
Nous ne souscririons pas entièrement à ces jugements du professeur de Vienne ;
nous ne croyons pas qu'il y ait toujours équivalence entre la méthode de Lagrange
et la méthode que Laplace et Poisson ont tirée des principes de Newton ; nous
pensons que l'extrême économie intellectuelle qui a présidé à la constitution
de cette dernière méthode l'a trop appauvrie pour qu'elle puisse fournir une
représentation satisfaisante de tous les phénomènes d'équilibre et de mouvement.
(Duhem, 1903a, p. 455)
Cette diﬀérence de jugement entre Mach et Duhem à propos de l'équivalence ou non
des méthodes newtonienne et lagrangienne repose sur le fait qu'ils ne tracent pas la
frontière au même endroit. Plus précisément, Mach s'intéresse à la forme mathéma-
tique des principes et aux méthodes mises en ÷uvre, quand Duhem considère l'image
du monde sous-jacente à ces méthodes. De ce point de vue, Lagrange passe, pour
ainsi dire, dans l'autre camp. Alors que, pour Mach, la mécanique lagrangienne est
une mécanique newtonienne, pour Duhem, la méthode analytique mise en ÷uvre par
Lagrange en fait le père de la nouvelle mécanique, qui se distingue de la mécanique
newtonienne en considérant les corps non plus comme composés de particules mais
comme des milieux continus. Lagrange, dont on a vu précédemment qu'on pouvait
dire qu'il avait conﬁrmé les principes newtoniens en leur donnant des armes mathé-
matiques très puissantes, sans rien changer à la signiﬁcation de la théorie (aussi bien
aux yeux de Lagrange lui-même, qu'à ceux de Mach et de Hertz), se trouve être,
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dans la version que Duhem propose de l'histoire de la mécanique, le fer de lance des
adversaires de la mécanique newtonienne.
La volonté d'uniﬁer la physique sur la base des concepts énergétiques conduit
ainsi Duhem à opérer un découpage nouveau des diﬀérentes représentations possibles
des phénomènes du mouvement ; selon ce découpage, Lagrange ne se trouve pas du
même côté que Newton. Pour déﬁnir le contenu d'une théorie, ce qui l'intéresse au
premier chef n'est pas la forme mathématique des principes en tant que telle, mais la
manière dont les corps eux-mêmes sont représentés et conçus. Ce faisant, il exprime
une préférence nette en faveur des concepts énergétiques, que l'on peut raisonnable-
ment critiquer comme une option métaphysique parmi d'autres possibles, consistant
à aﬃrmer la supériorité d'un standard d'intelligibilité sur un autre.
4.4 Une version contemporaine : Cornelius Lanczos (1970), The
Variational Principles of Mechanics
Pour ﬁnir, et avant de dresser le bilan des versions examinées dans cette section,
je propose de présenter brièvement celle qui ressort d'un des manuels de référence
en mécanique aujourd'hui.76 Le but de ce dernier examen est double. En premier
lieu, le manuel de Lanczos étant une des sources de la connaissance en mécanique
de beaucoup de physiciens théoriciens d'aujourd'hui, on peut le considérer comme
l'expression d'une version de la mécanique assez largement partagée par les experts.
En second lieu, la présentation de Lanczos me permet de renforcer encore le constat de
la grande diversité des versions possibles, en particulier par le statut qu'elle accorde
au principe de d'Alembert et par le  découpage  des formulations de la mécanique
qui en résulte.
J'ai principalement opposé, dans ce qui précède, une mécanique de la force et une
mécanique de l'énergie. Le principe de d'Alembert, comme on l'a vu, s'il permet à
Lagrange de déduire des équations qui préﬁgurent les équations lagrangiennes d'au-
jourd'hui, est presque toujours rangé, dans les versions que j'ai présentées jusqu'ici,
 du côté  de la mécanique newtonienne, dans la mesure où il ne fait pas intervenir
de concept nouveau. En outre, on a vu que le maintien de ce principe au fondement
de la mécanique analytique s'explique en partie, chez Lagrange, par le fait que ce
dernier ne dispose pas du principe de moindre action sous une forme assez générale.
En raison même de l'inter-déductibilité des principes de la mécanique, le principe
de d'Alembert n'est pas indispensable à la déduction des équations de la mécanique
analytique : comme on l'a vu, il est possible d'obtenir les équations lagrangiennes
76La première publication de l'ouvrage de Lanczos date de 1949. Il a été régulièrement réédité
depuis.
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du mouvement à partir d'un principe variationnel comme le principe de Hamilton.77
Cependant, la plupart des manuels de mécanique qui procèdent à un examen appro-
fondi de la structure de la mécanique, et cherchent à mettre en lumière l'articulation
logique des principes, introduisent le principe de d'Alembert. L'ordre d'exposition du
chapitre 2 du présent travail suit sur ce point celui du manuel de Lanczos (1970).78 Ce
manuel commence ainsi par présenter le principe de d'Alembert pour en déduire les
équations du mouvement, ainsi que d'autres principes comme celui de la conservation
de l'énergie, avant d'introduire les principes variationnels proprement dits.
Plusieurs raisons peuvent justiﬁer un tel choix. Dans une perspective pédagogique
visant à faciliter la compréhension, il est probable que la présentation du principe de
d'Alembert comme une reformulation de la loi de Newton soit un premier pas plus
facile à franchir avant de passer à la déduction des principes variationnels. Derrière
ce que cette suggestion a de trivial, on peut voir l'idée plus profonde selon laquelle,
quelle qu'en soit la raison (habitudes d'enseignement, aspect élémentaire des forma-
lismes, ou encore aspect plus intuitif du concept de force), il est plus facile, pour
comprendre la mécanique analytique, d'y entrer par la  fenêtre  newtonienne. En
outre, mettre en évidence l'inter-déductibilité des diﬀérents principes permet d'en-
richir notre compréhension des diﬀérents liens logiques entre les principes. C'est ce
que suggère Jeremy Butterﬁeld (2004), citant John Bell (1987, p. 77), à propos de
l'enseignement de la relativité spéciale :  la route la plus longue donne parfois une
plus grande familiarité avec le pays .
Le principe de d'Alembert n'a cependant pas, dans la version de Lanczos, un
statut simplement pédagogique. L'ouvrage de Lanczos est destiné à l'étude de la mé-
canique variationnelle, dont il souligne dès l'introduction les diﬀérences importantes
qui la sépare de la mécanique vectorielle. Il fait ainsi remonter l'opposition entre les
deux méthodes à celle entre Newton et Leibniz, le concept de vis viva de ce dernier
77Certaines présentations de la mécanique, uniquement destinées à introduire les formalismes la-
grangien ou hamiltonien en vue de l'étude d'autres théories qui en font usage, se passent souvent
de l'exposé du principe de d'Alembert. C'est le cas, par exemple, du cours de Jean-Michel Raimond
(2000), qui expose la formulation lagrangienne en guise d'introduction à la théorie de la relativité.
Sans démontrer comment l'on peut, à partir du principe fondamental de Newton, obtenir les équa-
tions de Lagrange, il part du principe de Hamilton, en déduit les équations de Lagrange, dont il
montre l'équivalence avec les équations newtoniennes pour des cas où elles sont toutes les deux ap-
plicables. En outre, dès l'introduction du cours, il aﬃrme que le formalisme analytique n'ajoute rien
de  conceptuellement nouveau . On peut aussi déduire directement les équations de Lagrange à
partir des principes newtoniens. Voir, par exemple, (Woodhouse, 1987, pp. 31-34, 41-47) et (Johns,
2005, chap. 2-2, 2-7). Dans (Desloge, 1982, pp. 522-523, 542-545, 554-557, 564-565), on passe pro-
gressivement de systèmes de moins en moins simples aux contraintes d'abord holonomes, puis non
holonomes.
78C'est aussi, à peu de choses près, l'ordre suivi par Goldstein (1950/2002).
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étant considéré comme l'ancêtre de l'énergie. Grand admirateur de la méthode va-
riationnelle, Lanczos insiste, dans son introduction, sur le caractère remarquable de
l'équivalence des deux méthodes et de la possibilité même de représenter un phé-
nomène  dirigé  comme le mouvement au moyen de quantités scalaires (Lanczos,
1970, p. xxi). Son but est ainsi de présenter la méthode variationnelle, fondée sur un
principe de minimum et sur le concept d'énergie. Autrement dit, l'ouvrage entier se
présente comme une version de la mécanique variationnelle, et non de la mécanique
newtonienne, qu'on ne retrouve qu'à titre de corollaire.
Or, bien que le principe de d'Alembert ne soit pas, en tant que tel, un principe
variationnel, et malgré le fait qu'il soit initialement formulé au moyen du concept de
force et non de celui d'énergie, Lanczos lui accorde un statut fondamental pour la
mécanique variationnelle.
L'importance de l'équation [F+ I = 0] réside dans le fait qu'elle est plus qu'une
reformulation de l'équation de Newton. Elle est l'expression d'un principe. Nous
savons que l'annulation d'une force en mécanique newtonienne signiﬁe l'équi-
libre. Donc l'équation [F + I = 0] dit que l'addition de la force d'inertie aux
autres forces agissantes produit l'équilibre. Mais cela signiﬁe que si nous avons
un critère pour l'équilibre d'un système mécanique, nous pouvons immédiate-
ment étendre ce critère à un système qui est en mouvement. Tout ce que nous
avons à faire est d'ajouter la nouvelle  force d'inertie  aux autres forces. Par
cette méthode la dynamique est réduite à la statique. (Lanczos, 1970, p. 89)
Cette signiﬁcation supplémentaire qu'apporte le principe de d'Alembert à la mé-
canique, Lanczos aﬃrme qu'elle est déjà contenue dans la restriction qui se trouve
au fondement de l'énoncé du principe du travail virtuel et du principe de d'Alem-
bert (voir ci-dessus, chapitre 2, page 54). Comme je l'ai signalé (chapitre 2, note 35
page 55), Lanczos appelle cette restriction le  postulat A  :
Nous pouvons demander quelle est la signiﬁcation physique du principe de
d'Alembert. De la déﬁnition de la  force eﬀective  par l'équation [Fek = Fk+Ik]
il suit que cette force est nulle dans le cas d'une particule libre, et égale à la
force négative de réaction si la particule est sujette à des contraintes. Donc l'ap-
plication du principe du travail virtuel aux forces eﬀectives Fe est équivalente à
l'hypothèse selon laquelle  le travail virtuel des forces de réaction est nul pour
tout déplacement virtuel en harmonie avec les contraintes . Nous sommes donc
renvoyés au même  Postulat A  que nous avons rencontré précédemment [...].
Le principe de d'Alembert généralise ce postulat du champ de la statique au
champ de la dynamique, sans aucune altération. (Lanczos, 1970, p. 91)
En élevant cette restriction au rang de postulat, Lanczos aﬃrme que tous les principes
de la mécanique variationnelle, en tant qu'ils ne sont que des reformulations du
principe de d'Alembert, en découlent :
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Ce postulat n'est pas restreint au royaume de la statique. Il s'applique égale-
ment à la dynamique, quand le principe du travail virtuel est convenablement
généralisé au moyen du principe de d'Alembert. Puisque tous les principes varia-
tionnels fondamentaux de la mécanique, les principes d'Euler, Lagrange, Jacobi,
Hamilton, ne sont que des formulations mathématiques diverses du principe de
d'Alembert79, le Postulat A est en fait le seul80 postulat de la mécanique ana-
lytique, et est par conséquent d'une importance fondamentale. [Lanczos ajoute
en note : Ces scientiﬁques qui prétendent que la mécanique analytique n'est rien
d'autre qu'une formulation mathématique diﬀérente des lois de Newton doivent
supposer que le Postulat A est déductible des lois du mouvement de Newton.
L'auteur ne voit pas comment cela peut être fait. La troisième loi du mouvement,
 l'action égale la réaction , n'est certainement pas assez large pour remplacer
le Postulat A.]  (Lanczos, 1970, pp. 76-77)
Ainsi, Lanczos aﬃrme bien que la mécanique variationnelle dit quelque chose de plus
que la mécanique newtonienne, que son contenu est modiﬁé par l'introduction des
principes variationnels, mais il considère que la vraie nouveauté réside dans le postulat
sur lequel repose le principe de d'Alembert et ses reformulations variationnelles ;
tout ce que dit la mécanique variationnelle en plus de la mécanique newtonienne est
contenu dans ce postulat.
On a vu dans ce qui précède plusieurs manières d'apprécier le travail de Lagrange
et de comprendre la mécanique analytique. Dans presque tous les cas, le principe de
d'Alembert est considéré comme une reformulation du principe de Newton, sans signi-
ﬁcation nouvelle. Lanczos fait du principe de d'Alembert le principe fondamental de
la mécanique variationnelle, dont l'introduction résulte en un changement conceptuel
au sein de la mécanique. Pour lui, si les principes variationnels sont conceptuelle-
ment diﬀérents de ceux de la mécanique vectorielle, ce n'est pas seulement en raison
de l'introduction du concept d'énergie ni de la modiﬁcation de l'architecture globale
de la mécanique, mais parce qu'ils sont la conséquence d'une aﬃrmation nouvelle
 le postulat A , que d'autres, comme Butterﬁeld (2004)81, traitent comme une
restriction.
Après ce tour d'horizon de quelques versions possibles de la mécanique classique,
je propose, à la section suivante, d'en dresser le bilan. J'en examinerai quelques
conséquences pour l'analyse de la relation entre changement formel et changement
conceptuel.
79Je souligne.
80Italiques d'origine.
81Voir chapitre 2, page 54.
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5 Bilan de l'analyse des versions : diﬀérences concep-
tuelles et diﬀérences formelles
J'ai fait l'hypothèse, dans ce chapitre, que les utilisateurs d'une théorie se forment,
au cours de leur apprentissage et de leur pratique, un ensemble de représentations
mentales au moyen desquelles ils développent et appliquent cette théorie pour prédire
et expliquer les phénomènes. Cette hypothèse, destinée à rendre compte de l'activité
théorique, s'accompagne de la conviction selon laquelle les théories, en tant qu'elles
sont des outils de représentation et d'inférence, ne sont pas indépendantes des rai-
sonnements des agents et ne fonctionnent qu'en tant qu'elles sont comprises.
Cela implique que le contenu même d'une théorie ainsi conçue n'est pas identi-
ﬁable indépendamment des versions de ses utilisateurs. Étudier diﬀérentes présenta-
tions de la mécanique comme les expressions d'autant de versions m'a ainsi permis de
mettre en évidence deux choses, sur lesquelles je souhaite revenir dans cette dernière
section. En premier lieu, la grande diversité de ces versions permet de montrer que,
selon la manière dont elle est présentée, la mécanique n'a pas exactement la même si-
gniﬁcation. Autrement dit, j'ai montré qu'il existe des diﬀérences conceptuelles entre
les versions de la mécanique  et les présentations qui les expriment. En second lieu,
certains jugements explicites exprimés par les auteurs étudiés permettent de mettre
en évidence que l'identiﬁcation et l'évaluation de ces diﬀérences conceptuelles dé-
pendent elles-mêmes de la manière dont chacun utilise et comprend la théorie et ses
diﬀérentes formulations.
Dans un premier temps (section 5.1), je reviens sur le statut des diﬀérents facteurs
dont j'ai supposé qu'ils déterminent, au moins partiellement, les versions des agents.
Je propose ensuite (section 5.2) un aperçu récapitulatif des principales diﬀérences
identiﬁées entre les versions examinées. Cela va me permettre, enﬁn (section 5.3),
de revenir sur la question de la distinction entre une diﬀérence conceptuelle (ou un
changement conceptuel) et une diﬀérence formelle (ou un changement formel).
5.1 Idéal scientiﬁque et  psychologie  des agents
J'ai supposé, dans la déﬁnition que j'ai proposée de la notion de version à la
section 2 du présent chapitre, que la version de chaque individu est au moins partiel-
lement déterminée par un ensemble de facteurs que l'on peut appeler  contextuels 
et  psychologiques  : l'apprentissage qu'il a suivi, ses connaissances d'arrière-plan,
mais également ses talents personnels, ses habitudes de raisonnement, ses engage-
ments théoriques et ses préférences philosophiques. J'ai suggéré que, parmi les experts
eux-mêmes, on peut distinguer diﬀérents  types d'esprits  qui, tout en respectant
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les relations logiques entre les concepts de la mécanique, ne les utilisent et ne les
comprennent pas de la même manière.
L'analyse de la section 4 m'a permis de renforcer cette hypothèse, en montrant
que les versions de la mécanique exprimées par diﬀérents savants de la ﬁn du dix-
neuvième et du vingtième siècles semblent elles-mêmes partiellement déterminées par
des facteurs de ce type, auxquels nous avons un accès plus ou moins direct. Parmi
eux, certains sont des choix philosophiques ou scientiﬁques explicites, que l'on peut
appeler, en empruntant cette expression à Amy Dahan-Dalmedico (1990), l' idéal
scientiﬁque  de l'auteur ; d'autres relèvent de déterminants psychologiques dont le
rôle est plus diﬃcile à cerner, mais dont la prise en compte semble utile pour éclairer
les divergences d'opinion.
L'idéal scientiﬁque de chaque auteur se caractérise par un ensemble d'exigences
et de convictions philosophiques à propos de la nature et des buts d'une théorie
scientiﬁque. Dans presque toutes les présentations que j'ai examinées, on a vu qu'un
certain idéal de simplicité, d'économie, ou encore de généralité, est souvent invoqué
pour justiﬁer diverses appréciations sur les diﬀérents principes de la mécanique, sur
les diﬀérentes manières de les ordonner, et sur la contribution respective des acteurs
de son développement historique. Cet idéal de simplicité, ainsi qu'un certain  esprit
anti-métaphysique , pour reprendre les termes de Mach, quoique revendiqués par
tous, peuvent cependant être compris diversement selon les cas, et donner lieu à des
conceptions divergentes de la signiﬁcation physique et de l'importance relative des
diﬀérents principes. C'est, par exemple, au nom de cet esprit anti-métaphysique que
Mach défend le concept de force, en raison même de son caractère intuitif dû à son
ancrage dans une expérience sensible, et qu'il s'oppose à l'idée selon laquelle les prin-
cipes variationnels apportent une signiﬁcation nouvelle à la théorie. C'est pourtant
au nom du même type d'exigences que Hertz cherche à débarrasser la mécanique du
concept de force, et que Duhem voit dans la représentation des corps qui conduit na-
turellement à l'adoption des concepts énergétiques un accomplissement remarquable.
Le consensus autour des valeurs mentionnées est donc principalement verbal.
Notons que l'on aurait du mal à imaginer qu'un scientiﬁque puisse refuser l'idée
selon laquelle la science doit viser la simplicité et éviter les hypothèses dont l'ancrage
empirique est douteux et qui ont une saveur métaphysique. Cependant, le fait que
les diﬀérentes manières de comprendre ces valeurs les font parfois entrer en conﬂit
suggère que l'idéal scientiﬁque de chacun est en fait partiellement déterminé par
d'autres facteurs, d'ordre psychologique et contextuel, qui font rarement l'objet d'un
examen explicite. Hertz, tout comme Mach, reconnaît d'ailleurs l'importance de la
psychologie des savants dans leur travail scientiﬁque. Cette  psychologie  est un
objet bien diﬃcile à saisir pour l'historien, qui ne peut qu'émettre des hypothèses
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invériﬁables sur la façon dont la formation et la spécialité scientiﬁques de chacun,
ses talents propres, ainsi que des éléments d'un contexte scientiﬁque et linguistique
plus ou moins large (allant de la société à la communauté scientiﬁque ou  école ),
déterminent ses options philosophiques, ainsi que le type de raisonnement qu'il mène
avec le plus d'aisance.
Tout en reconnaissant le caractère conjectural des explications en appelant à ces
éléments contextuels, le philosophe peut cependant aﬃrmer qu'ils jouent un rôle,
certes diﬃcile à cerner, dans la vie cognitive et dans l'activité théorique de chacun.
Comme je l'ai souligné au début de mon exposé de la notion de version (page 93), et
comme cela doit être apparu dans l'examen que je viens de proposer, supposer comme
je le fais que la version de chacun est partiellement déterminée par cet ensemble de
facteurs que j'appelle  psychologiques  ne veut pas dire que ce qui m'intéresse au
premier chef est la relation entre ces facteurs et la version des agents. Comme je l'ai dit
à la section 2.2, le seul accès que nous ayons à ces versions est la manière dont elles se
manifestent dans la pratique des agents (leur utilisation des équations de la mécanique
pour résoudre des problèmes) et, le cas échéant, dans la présentation explicite qu'ils
font de cette théorie. C'est aux versions ainsi exprimées, et à la manière dont elles
invitent à reconsidérer le contenu de la mécanique, que je m'intéresse. Cependant,
décrire les versions comme des ensembles de représentations mentales implique de les
considérer comme des éléments de la vie psychologique des agents.
Cela permet d'expliquer, au moins partiellement, la très grande diversité des
positions (explicites) adoptées par les auteurs que j'ai étudiés. Je me propose à présent
de dresser un bilan synthétique des diﬀérentes options choisies par chacun d'entre
eux. Cela va me permettre de montrer la pertinence d'un examen des versions de la
mécanique pour une analyse du contenu de cette théorie (et de ses formulations).
5.2 Bilan récapitulatif des versions étudiées
Les présentations de la mécanique que j'ai examinées se distinguent les unes des
autres par plusieurs aspects. Les diﬀérentes options choisies ne sont pas indépen-
dantes ; toutefois, on l'a vu, leur assortiment varie, de telle sorte que, si l'on peut
grossièrement opposer deux grands types de versions, ce ne sont pas des  blocs 
nettement délimités.
5.2.1 Architecture des principes et ordre des concepts
En premier lieu, les présentations se diﬀérencient par les deux aspects princi-
paux qui permettent de caractériser une version de la mécanique : l'architecture des
principes et l'ordre des concepts. Si ces deux aspects sont liés, ils se  combinent 
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diﬀéremment selon les cas.
Architecture des principes On présente la plupart du temps la mécanique sous
la forme d'un ensemble d'énoncés organisés de manière déductive. Les présentations
se distinguent les unes des autres par les énoncés qu'elles instituent en principes fon-
damentaux, par l'ordre dans lequel elles déduisent les autres, et par le statut qu'elles
leur donnent (postulat, théorème, etc.). De ce point de vue, deux grands types de
présentations s'opposent, celles qui conservent les principes newtoniens comme prin-
cipes premiers, et celles qui voient dans le principe de Hamilton, ou plus généralement
dans un principe variationnel, le véritable fondement de l'édiﬁce. Certains auteurs
considèrent aussi que l'authentique principe fondamental est celui de d'Alembert.
Ordre des concepts On peut aussi distinguer deux grands types de versions sur la
base des concepts dont la théorie est supposée tirer sa signiﬁcation. Certains auteurs
considèrent ainsi que le concept d'énergie tire sa signiﬁcation du concept de force,
dont il est dérivé, d'autres prennent au contraire le concept d'énergie comme premier.
Hertz, quant à lui, propose de se passer des deux. Le choix des concepts premiers va
souvent de pair avec celui des principes fondamentaux : placer le principe de Hamilton
au fondement de la dynamique, c'est généralement admettre que l'énergie en est le
concept premier. Ce n'est cependant pas toujours le cas : on peut placer, comme
Mach ou Lagrange, le principe de d'Alembert, ou même le principe de Hamilton, au
fondement de la mécanique pour des raisons d'économie formelle, sans pour autant
considérer qu'il soit premier du point de vue de la signiﬁcation, et, au contraire,
aﬃrmer qu'il tire sa signiﬁcation de celui de Newton, dont il est alors considéré
comme une réécriture.
5.2.2 Jugements méta-scientiﬁques et historiques
Les auteurs étudiés dans ce chapitre assortissent généralement leur présentation
des principes et des concepts de la mécanique d'un ensemble de jugements explicites
sur la relation (équivalence ou diﬀérence) entre les principes et, le cas échéant, entre
les diﬀérentes présentations de la mécanique (dont la frontière n'est pas toujours
située au même endroit). Enﬁn, ces jugements sont souvent eux-mêmes liés à une
certaine appréciation des grandes étapes de l'histoire de la mécanique.
Jugement porté sur la relation entre les principes Certaines présentations
insistent sur l'équivalence des diﬀérents principes  ou plutôt des diﬀérentes formes
que prennent les principes fondamentaux  quand d'autres aﬃrment que le principe
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de d'Alembert, ou encore celui de Hamilton, dit quelque chose de plus que celui de
Newton. Ce jugement sur l'équivalence ou non des formulations est souvent lié à
certains choix relatifs à l'architecture des principes : conserver les principes newto-
niens au fondement de la mécanique revient à aﬃrmer que tous les développements
ultérieurs sont déjà contenus dans ces principes. Inversement, placer le principe de
Hamilton au fondement de la théorie implique souvent l'aﬃrmation selon laquelle ce
principe dit plus de choses que les principes newtoniens. Cependant, il convient de
faire la même remarque que précédemment (voir ci-dessus le paragraphe sur l'ordre
des concepts) : on peut considérer qu'un principe variationnel est plus économique
formellement sans aﬃrmer qu'il est autre chose qu'une réécriture des lois de Newton.
Tracé des frontières entre les diﬀérentes présentations et évaluation des
versions qu'elles expriment Certains auteurs prennent acte de la possibilité de
présenter la mécanique de diﬀérentes manières, et en font l'objet de réﬂexions expli-
cites. Leur version s'exprime alors aussi par la manière dont ils présentent et com-
prennent les autres versions exprimées au cours de l'histoire, ou par leurs contempo-
rains. La plupart du temps, ils opposent deux grands types de présentations ; mais
le tracé des frontières varie de version à version (puisque les distinctions mention-
nées ci-dessus ne se recoupent pas toujours). Si l'on prête attention aux concepts
fondamentaux, on opposera, avec Hertz, une mécanique de la force et une mécanique
de l'énergie. Si l'on prend comme critère principal le langage mathématique dans
lequel sont exprimés les principes fondamentaux, à partir desquels on obtient les
équations décrivant le mouvement des systèmes, on distinguera entre une mécanique
des équations diﬀérentielles et une mécanique variationnelle. On peut aussi, avec Du-
hem, opposer deux manières de voir les corps (comme composés de corpuscules ou
comme des solides qui ne peuvent s'interpénétrer), ce qui ne recoupe pas exactement
la distinction entre force et énergie. Enﬁn, le découpage standard des manuels d'au-
jourd'hui, que la présentation du chapitre 2 a suivi, oppose la mécanique newtonienne
ou vectorielle à la mécanique analytique ou variationnelle, sans qu'une distinction soit
opérée entre ces deux derniers qualiﬁcatifs. Le critère qui préside à un tel découpage
est alors la forme des équations utilisées pour représenter le mouvement des systèmes.
Appréciation des grandes étapes de l'histoire de la mécanique, et en par-
ticulier de la contribution de Lagrange Les diﬀérents  découpages  se re-
couvrent si peu que, selon les cas, Lagrange se trouve d'un côté ou de l'autre de la
frontière dressée entre deux grands types de présentations. Pour Hertz, il est rangé
dans le camp de Newton, celui d'une mécanique de la force ; Duhem, accordant moins
d'importance aux concepts qu'à la manière de représenter les systèmes physiques,
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admet que la mécanique lagrangienne est une mécanique de la force, mais fait de
Lagrange le père de la mécanique énergétique, fondée sur une nouvelle manière de
représenter les corps. L'usage d'aujourd'hui, qui consiste à appeler  formulation la-
grangienne  un type de présentation fondée sur le principe de Hamilton, peut être
interprété comme l'expression d'un certain consensus qui consiste à attribuer à La-
grange la véritable paternité de la mécanique variationnelle.
En conséquence, selon le  découpage  adopté et selon le  camp  dans lequel
Lagrange est rangé, on jugera tantôt que ses travaux consistent en un développe-
ment formel de la mécanique, et tantôt qu'il a opéré un véritable bouleversement
conceptuel. C'est sur ce point que je me propose de revenir pour clore ce chapitre.
5.3 Changement formel et changement conceptuel
Une des questions que l'on retrouve sous la plume de tous les auteurs étudiés
dans ce chapitre est celle de la signiﬁcation physique de la théorie et de ses diﬀérents
principes. C'est elle qui décide de l'équivalence ou de la diﬀérence des principes, et qui
nous dit quel concept est premier et donne sa signiﬁcation à l'ensemble de la théorie 
ou à l'une de ses formulations, dans le cas où l'on juge qu'elles ne sont pas équivalentes
conceptuellement. L'idée partagée par tous est qu'un changement conceptuel consiste
en une modiﬁcation de la signiﬁcation  ou du contenu  physique de la théorie.
Cependant, alors qu'il peut sembler évident, avant toute analyse, que le contenu
physique d'une théorie doit pouvoir être identiﬁé à l'ensemble de ses conséquences
empiriques, on vient de voir que la question est beaucoup plus délicate. L'ensemble
des choix relatifs à chacun des points récapitulés dans la section précédente peut être
considéré comme l'expression d'une certaine conception de la distinction entre une
avancée conceptuelle et un développement formel.
Reprenons les diﬀérentes opinions exprimées à propos de la contribution de La-
grange. Lagrange lui-même, on l'a vu, considère qu'il n'a pas modiﬁé la signiﬁcation
de la mécanique. Chez lui, ce jugement s'accompagne de la conviction que cette signi-
ﬁcation est tout entière contenue dans les principes de Newton, et que les modiﬁca-
tions ultérieures ne peuvent être que formelles. Pour autant, le changement introduit
par Hamilton est souvent considéré (par exemple par Pulte, voir ci-dessus, page 119)
comme un changement conceptuel. Selon cette opinion, un changement conceptuel
est identiﬁable à un changement dans l'ordre déductif des principes ; en revanche,
un développement du langage mathématique dans lequel les principes et les équa-
tions sont exprimés ne compte pas, dans cette perspective, comme un changement
conceptuel s'il ne débouche pas sur une telle réorganisation.
La diversité des versions exprimées par diﬀérents savants, tous post-hamiltoniens,
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m'a permis de montrer qu'une telle conception du changement conceptuel est loin
de faire l'unanimité. On peut, comme Mach, admettre que le principe de Hamilton
est la formule la plus générale de la mécanique sans pour autant considérer que la
réorganisation qui en résulte change la signiﬁcation physique du système. De même
que l'on pouvait, avant de posséder les outils mathématiques nécessaires, chercher,
comme Maupertuis, à fonder la mécanique sur un principe de minimum, on peut
être newtonien après Hamilton et considérer qu'aucun changement conceptuel n'est
intervenu dans l'histoire de la mécanique.
Inversement, on peut aussi aﬃrmer que c'est la contribution de Lagrange, et non
celle de Hamilton, qui constitue l'avancée conceptuelle la plus importante. Un tel
jugement repose sur l'idée selon laquelle la reformulation analytique des équations
de la mécanique, parce qu'elle ouvre la voie à une nouvelle manière de représenter,
de prédire et d'expliquer les phénomènes du mouvement, constitue en elle-même une
évolution conceptuelle. Selon ce dernier point de vue, il n'est pas illégitime d'attribuer
à Lagrange la paternité de la formulation lagrangienne d'aujourd'hui.
La diﬃculté de trancher entre ces diﬀérents jugements est en partie liée à l'ab-
sence, soulignée par Anouk Barberousse (2008), de toute distinction claire, en phy-
sique théorique, entre la part des mathématiques et la part de la physique. Si l'on
considère que les équations diﬀérentielles sont des représentations des phénomènes,
qu'elles disent quelque chose à propos du monde, on sera tenté de voir dans une nou-
velle forme d'équation une nouveauté conceptuelle, et dans l'enquête mathématique
permettant le développement formel de la mécanique une exploration de sa signiﬁ-
cation physique. Dans une telle perspective, un changement formel (mathématique)
peut bel et bien modiﬁer la signiﬁcation physique d'une théorie.
On peut ﬁnalement tirer de ces considérations une remarque sur la relation entre
histoire et philosophie des sciences : la tâche de l'historien visant à retracer les étapes
de la naissance de la mécanique analytique et celle du philosophe cherchant à en
clariﬁer la structure conceptuelle sont ici profondément liées et pratiquement indis-
sociables. Selon que l'on accorde plus d'importance à l'évolution des formalismes
mathématiques, à l'architectonique des principes, à la déﬁnition des concepts, ou
encore aux options métaphysiques sous-jacentes aux diﬀérentes présentations de la
mécanique, la chronologie change d'aspect. Réciproquement, selon la manière dont
on décrit la contribution des diﬀérents acteurs de l'histoire de la mécanique (de la
réécriture formelle à l'innovation conceptuelle), l'évaluation des diﬀérences entre mé-
canique newtonienne et mécanique analytique, et la déﬁnition même de cette dernière,
changent. En raison même de la diﬃculté d'établir une distinction nette entre forme
et contenu d'une théorie, le changement théorique lui-même n'est pas facile à dater.
C'est d'ailleurs la remise en cause de l'opposition classique entre forme et contenu
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empirique, sur laquelle se fonde généralement l'appréciation historique du change-
ment théorique, qui conduit le philosophe Ian Hacking (1982, 1983a, 1992a,b, 2003)
à trouver dans la notion de  style de raisonnement  proposée par l'historien Alis-
tair Crombie (1994)82 une catégorie éclairante pour l'histoire des sciences.83 Elle
permet en particulier, selon lui, de rendre compte de la manière dont l'invention
d'un langage mathématique, sans forcément s'accompagner d'une nouveauté empi-
rique, introduit une nouvelle manière de raisonner et de représenter les phénomènes ;
quand bien même les résultats que ces raisonnements permettent d'atteindre sont en
principe déductibles de ce que l'on connaissait déjà, la prise en compte de l'aspect
essentiellement créatif de l'invention théorique interdit selon Hacking de prendre  la
déductibilité comme critère d'équivalence  :
Le fait d'imaginer les déductions ne laisse pas les choses identiques. Weinberg84
imagine un tableau analogue à celui d'un écolier qui doit résoudre un exercice de
géométrie euclidienne. Si l'enfant résout le problème, il écrit Q.E.D. à la ﬁn de sa
démonstration, quod erat demonstrandum. Dans une science qui se développe, le
 quod  n'est généralement pas là avant la démonstration. Les grandes ﬁgures de
ce qui a un jour été appelé la mécanique rationnelle, des hommes comme Laplace
et Lagrange travaillant aux alentours de 1800, étaient en un sens en train de
tirer les conséquences des lois du mouvement et de la gravitation de Newton.
Mais ils devaient inventer les mathématiques susceptibles de le faire. Ils devaient
inventer le langage dans lequel les conclusions pourraient être exprimées. Ils
devaient articuler la théorie. Ils n'étaient pas seulement en train de dessiner la
liaison entre des points pour parachever une image. Ils devaient placer les points.
Je ne fais ici qu'évoquer des questions incroyablement diﬃciles. Déductibilité,
traductibilité et équivalence ne sont pas des idées transparentes. (Hacking, 1999,
p. 109)85
Le  style  de Lagrange peut ainsi bel et bien être considéré comme l'introduction
d'une nouvelle manière de raisonner et de comprendre la mécanique : en proposant
82Crombie parle de  styles de pensée scientiﬁque .
83Pour une évaluation de l'utilité de la catégorie de style en histoire des sciences, voir l'article de
Jean Gayon (1996b), qui note en particulier qu'elle permet de rendre compte de la liaison entre la
 singularité d'une forme particulière  et l' universalité nécessaire à la notion d'objectivité  et
de rendre justice, en conséquence, au  processus historique complexe par lequel des connaissances
étroitement dépendantes d'un contexte viennent à s'universaliser. 
84Hacking fait référence aux propos du prix Nobel de physique Steven Weinberg (dans le cadre de
l'aﬀaire Sokal, née du canular de ce dernier, Sokal, 1996) qui aﬃrme que  si jamais nous découvrions
des créatures intelligentes sur quelque planète lointaine et traduisions leurs travaux scientiﬁques,
nous découvririons qu'eux et nous avons découvert les mêmes lois.  (Weinberg, 1996, p. 14, cité par
Hacking, 1999, p. 107).
85La traduction citée est celle de Baudouin Jurdant, dans l'édition indiquée dans la bibliographie.
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une nouvelle forme de représentation, il ouvre la voie à des types d'inférences nou-
veaux.86
Au terme du chapitre 2 (page 82), la remise en cause de la pertinence de la notion
classique de théorie m'a permis d'envisager une nouvelle cartographie de l'activité
théorique, centrée sur les types de représentation utilisés par les agents, et sur les
raisonnements et pratiques qui leur sont associés. De façon analogue, dans le présent
chapitre, la remise en cause de la distinction entre changement formel et changement
conceptuel invite à proposer de nouvelles catégories d'analyse en histoire des sciences,
qui remettent en cause les chronologies habituelles.
Conclusion
Le chapitre 2 m'a conduite à montrer que l'identiﬁcation du contenu d'une théorie
à la clôture déductive d'un ensemble d'hypothèses ne permet pas de rendre compte
de son utilisation comme outil de représentation et d'inférence. Le présent chapitre,
en adoptant la perspective des agents, a proposé une analyse des diﬀérences concep-
tuelles qui existent au sein de la mécanique, d'un double point de vue diachronique
et synchronique.
L'hypothèse des versions est sous-tendue par la conviction que le contenu d'un
ensemble d'hypothèses théoriques ne peut pas être identiﬁé sans la prise en compte
de la manière dont les agents les utilisent pour représenter et pour tirer des inférences
à propos des phénomènes. Par la mise en ÷uvre de cette hypothèse, j'espère avoir
montré que, dès lors que l'on prête attention à ce que j'ai identiﬁé, à la section 1,
comme des diﬀérences conceptuelles entre les formulations d'une même  théorie, on
gagne à franchir un pas supplémentaire, et à prendre en compte également certaines
diﬀérences entre les agents. La motivation initiale de l'examen des formulations de la
mécanique était de remettre en cause la déﬁnition logico-empirique du contenu des
théories et de montrer l'importance de la forme sous laquelle elles sont présentées
pour les raisonnements des agents. Or, l'examen des versions de la mécanique que
je viens de proposer a mis en évidence que la mécanique, sous ses diﬀérentes for-
mulations, n'est pas comprise et utilisée de la même manière par diﬀérents experts.
Autrement dit, il m'a permis de montrer que les diﬀérences de formulation n'ont pas
exactement les mêmes conséquences pour les raisonnements de diﬀérents agents. Si
l'on renonce à considérer que le contenu d'une théorie est déﬁni par l'ensemble de
ses conséquences déductives en principe, et que l'on s'intéresse aux inférences que les
86Le lien entre forme de représentation et type d'inférences est au c÷ur de l'analyse du chapitre 7
du présent travail.
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agents peuvent eﬀectivement tirer au moyen de ses diﬀérentes formulations, on doit
donc aussi admettre que ce contenu n'est pas exactement le même pour des agents
diﬀérents.
Encore une fois, insistons sur la chose suivante : je m'intéresse, dans ce travail,
aux conséquences de la prise en compte des utilisateurs des théories pour une ana-
lyse de leur contenu. Si deux agents, ou deux groupes d'agents, n'utilisent pas les
représentations fournies par une théorie de la même manière, cela implique que, dans
une certaine mesure, le contenu de cette théorie n'est pas le même pour ces deux
(groupes) d'agents. J'introduis, à titre d'hypothèse, l'idée selon laquelle l'utilisation
d'une théorie par les agents est le symptôme  et l'origine  d'une certaine organisa-
tion de ce que je propose de considérer comme un réseau de représentations mentales
(leur version). En tant que telles, ces versions font partie de leur vie psychologique
et sont, donc, déterminées par certaines particularités psychologiques des agents. Ce-
pendant, la façon dont ces particularités psychologiques déterminent la version des
individus ne m'intéresse pas directement. Pour le dire autrement, on peut supposer
que deux agents, pour des raisons psychologiques tout à fait diﬀérentes, ont la même
version de la mécanique : c'est bien à cette version que je m'intéresse, et non aux
raisons pour lesquelles diﬀérents agents ont cette même version.
Pour ﬁnir, notons que l'analyse de la section 4 a mis en évidence que le pro-
blème que l'hypothèse des versions est destinée à traiter est au c÷ur des réﬂexions de
plusieurs savants et philosophes de la ﬁn du dix-neuvième siècle, souvent considérés
comme les ancêtres de la philosophie des sciences dans la tradition des empiristes
logiques. En eﬀet, soucieux de clariﬁer les fondements et la signiﬁcation de la méca-
nique, Mach, ainsi que Hertz, reconnaissent explicitement que la compréhension d'une
théorie est toujours le fait d'un agent sensible aux capacités cognitives limitées (pour
le dire en termes modernes), et prennent acte de la diﬃculté conséquente d'identiﬁer
le contenu objectif d'une théorie. Sans considérer que leur autorité suﬃse à oﬀrir un
argument en faveur de la perspective que je défends, je tiens toutefois à souligner
la parenté entre les problèmes qui les occupent et ceux qui m'intéressent ici, car ce
sont précisément ces problèmes  ceux de la compréhension des agents individuels 
que les empiristes logiques, et la tradition qui s'en est suivie, ont cherché à évacuer
en tentant de déﬁnir le contenu objectif des connaissances scientiﬁques, indépendam-
ment des esprits dont elles sont le fruit (ces approches, que j'appelle  formelles ,
sont examinées au chapitre 5 du présent chapitre).
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Then using eq. 4.80, and relabelling i and j, we deduce:
p′X = Σi X
′
i
∂L
∂q˙′i
= Σij Xj
∂q′i
∂qj
∂L
∂q˙′i
= Σij Xi
∂q′j
∂qi
∂L
∂q˙′j
= Σi Xi
∂L
∂q˙i
≡ pX . (4.94)
Finally, I remark incidentally that in a geometric formulation of Lagrangian mechanics,
the coordinate-independence of pX becomes, unsurprisingly, a triviality. Namely: pX
is obviously the contraction of X with the canonical one-form
θL :=
∂L
∂q˙i
dqi . (4.95)
that we deﬁned in eq. 3.51 of Paragraph 3.3.2.E (3).
4.7.5 Noether’s theorem; and examples
Given just the deﬁnition of conjugate momentum, eq. 4.91, the proof of Noether’s
theorem is immediate. (The interpretation and properties of this momentum, discussed
in the last Subsection, are not needed.) The theorem says:
If X is a (variational) symmetry of a system with Lagrangian L(q, v, t),
then X’s conjugate momentum is a constant of the motion.
Proof: We just calculate the derivative of the momentum eq. 4.91 along the solution
curves in TQ, and apply the deﬁnitions of Yi eq. 4.84, and of symmetry eq. 4.86:
dp
dt
= Σi
dXi
dt
∂L
∂q˙i
+ Σi Xi
d
dt
(
∂L
∂q˙i
)
(4.96)
= Σi Yi
∂L
∂q˙i
+ Σi Xi
∂L
∂qi
= 0 .
All of which, though neat, is a bit abstract! So here are two examples, both of
which return us to examples we have already seen.
The ﬁrst example is a shift in a cyclic coordinate qn: i.e. the case with which our
discussion of Noether’s theorem began, in Section 4.7.2. So suppose qn is cyclic, and
deﬁne a vector ﬁeld X by
X1 = 0, . . . , Xn−1 = 0, Xn = 1 . (4.97)
So the displacements generated by X are translations by an amount  in the qn-
direction. Then Yi :=
dXi
dt
vanishes, and the deﬁnition of (variational) symmetry eq.
4.86 reduces to
∂L
∂qn
= 0 (4.98)
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Ce chapitre conclusif est destiné à tirer des analyses proposées aux chapitres 2
et 3 quelques considérations sur la notion de compréhension. Mon but est à la fois de
dresser un bilan de ces analyses et de soulever d'autres questions qui leur sont liées,
dont certaines seront abordées dans la suite de ce travail. Ce chapitre a donc un ca-
ractère programmatique : je me contente, ici, d'esquisser ces questions, et d'annoncer
les chapitres qui les approfondiront.
Aborder l'étude de l'activité théorique du point de vue des agents implique,
comme je l'ai mentionné à plusieurs reprises, de s'intéresser à la manière dont ils
comprennent les hypothèses théoriques auxquelles ils sont confrontés, que ce soit au
cours de l'apprentissage ou de la recherche. La première déﬁnition que j'ai donnée
de la notion de version, avant son examen plus approfondi, consistait ainsi à décrire
la version d'un agent comme la compréhension qu'il a d'une théorie. Comme je l'ai
suggéré, la notion de version permet à la fois de distinguer diﬀérentes manières de
comprendre une théorie, et d'éclairer les diﬀérents degrés auxquels on peut com-
prendre une théorie : la version d'un profane est à la fois moins robuste et moins
développée que celle d'un expert. Dans ce chapitre, je me propose d'approfondir le
sens de ce que j'entends ici par l'expression  comprendre une théorie .
Dans un premier temps (section 1), je me propose d'examiner les compétences
que l'on exige de la part d'un agent pour aﬃrmer qu'il comprend (plus ou moins bien)
une théorie ; on va voir qu'elles correspondent aux deux fonctions  représentative et
inférentielle  des théories. Cela me permet, dans un deuxième temps (section 2), de
soulever la question de l'intelligibilité d'une théorie, c'est-à-dire de ce qui fait qu'une
théorie est susceptible d'être comprise par les agents, au sens déﬁni dans la section qui
précède. Autrement dit, après m'être intéressée à ce qu'un agent doit être capable de
faire pour aﬃrmer qu'il comprend une théorie, j'examine les caractéristiques qu'une
théorie doit avoir pour qu'il soit possible aux agents de satisfaire ces exigences.
1 Compétences représentationnelles et computationnelles
Que veut-on dire, quand on aﬃrme qu'un individu comprend une théorie ? Si l'on
déﬁnit une théorie comme un ensemble d'hypothèses (ou de principes) permettant
de prédire et d'expliquer les phénomènes empiriques, il semble que la bonne compré-
hension d'une théorie implique d'avoir une vue claire de l'architecture logique de ses
diﬀérents principes et de la manière dont ils sont reliés au monde empirique. Sans re-
mettre en cause une telle déﬁnition, je me propose, dans cette section, d'en préciser le
sens. En réexaminant certains aspects du projet de Hertz (1894), et en proposant une
rapide analyse critique de certains propos de Duhem (1914), j'opposerai deux concep-
tions de la compréhension d'une théorie. Selon la première, que j'examine dans un
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premier temps (section 1.1), une compréhension parfaite impliquerait de s'abstraire
de toute perspective particulière et d'en avoir vue globale et surplombante. La se-
conde conception repose sur le présupposé  qui motive l'ensemble de ce travail 
selon lequel la compréhension d'une théorie est toujours située. Je montrerai, dans
un deuxième temps (section 1.2), que la compréhension ainsi conçue implique la mise
en ÷uvre de deux compétences, l'une permettant d'eﬀectuer des calculs (compétence
computationnelle) et l'autre permettant de se représenter le monde au moyen des
concepts de la théorie (compétence représentationnelle).
1.1 La compréhension abstraite : Hertz et Duhem
J'ai signalé, au chapitre 3 (section 4.2.3), qu'il existe une tension, au sein même du
projet de Hertz (1894), entre la défense d'une Bildtheorie, selon laquelle les individus
raisonnent au moyen d'images mentales permettant de prédire les phénomènes, et la
recherche d'une présentation des principes de la mécanique débarrassée de tout eﬀet
de perspective. Cette tension correspond au conﬂit de deux idéaux d'intelligibilité
diﬀérents, sur lesquels je souhaite revenir ici.
La présentation parfaite des principes, visée comme un idéal par Hertz, consis-
terait à expliciter l'architecture logique de la mécanique de manière à oﬀrir une vue
globale et surplombante de tout l'édiﬁce, des liens logiques entre ses principes, et de
la manière dont l'ensemble est relié aux phénomènes. Cela permettrait de se dégager
de la perspective particulière dans laquelle on se trouve pour en saisir le contenu, et
de débarrasser ce dernier de tout apparat inutile. Au principe même de cet idéal se
trouve l'idée selon laquelle on devrait, au moins en principe, pouvoir distinguer clai-
rement entre ce qui relève du contenu d'une théorie et ce qui relève de sa formulation
et des représentations qui lui sont associées dans l'esprit des individus. Comme je
l'ai montré, cette visée d'une compréhension abstraite et sans perspective entre en
conﬂit avec le constat, dressé par Hertz, que toute compréhension est inévitablement
située, et s'appuie sur la manipulation de représentations particulières.
Ce dernier constat  celui de la nécessité, pour comprendre, de raisonner au
moyen de représentations particulières  est précisément ce que rejette Pierre Duhem
(1914, I, iv), dans ses propos sur l'opposition, inspirée de Pascal1, entre les esprits
abstraits (que Duhem attribue aux Français et aux Allemands) et les esprits amples
(qu'il attribue aux Anglais). Comme je vais le montrer, en prétendant distinguer deux
types d'esprits, Duhem exprime en fait une opposition entre deux déﬁnitions de la
compréhension et des raisonnements qu'elle implique. Les exposer brièvement ici me
1Pascal (1670) distingue entre l' esprit de géométrie  et l' esprit de ﬁnesse  (art. premier,
pensées 1 et 2 dans l'édition Brunschvicg).
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permettra de préciser la thèse que j'ai défendue tout au long de cette partie.
Rappelons d'abord la description faite par Duhem des esprits abstraits et des
esprits amples. Les esprits abstraits sont ceux, selon Duhem, chez qui  la faculté
de concevoir des idées abstraites et d'en raisonner est plus développée que la faculté
d'imaginer des choses concrètes.  Ils  conçoivent sans eﬀort une idée que l'abstrac-
tion a dépouillée de tout ce qui exciterait la mémoire sensible ; ils saisissent clairement
et complètement le sens d'un jugement reliant de telles idées ; ils sont habiles à suivre,
sans lassitude ni défaillance, jusqu'à ses dernières conséquences, un raisonnement qui
prend pour principes de tels jugements. . En revanche, ils sont incapables de  rendre
présents aux yeux de l'imagination un très grand nombre d'objets, de telle façon qu'ils
soient saisis tous à la fois  (Duhem, 1914, p. 78). Cette dernière aptitude caractérise
les esprits amples, ou imaginatifs, qui sont capables d'imaginer et d'embrasser une
multitude de détails concrets ; en revanche, ces esprits, selon Duhem, ne parviennent
à s'exercer que sur des objets qui  tombent sous les sens, qui se touchent ou qui se
voient.  Ces esprits ont besoin,  pour concevoir, du secours de la mémoire sensible ;
l'idée abstraite, dépouillée de tout ce que cette mémoire peut ﬁgurer, leur semble
s'évanouir comme un impalpable brouillard  (p. 79).
Si ces déﬁnitions opposent deux types d'esprits qui peuvent tous deux être  vi-
goureusement développés  (p. 79) et qui ont chacun une puissance qui leur est propre,
Duhem juge explicitement que les esprits abstraits sont supérieurs, car ils sont seuls
capables de saisir la  théorie physique abstraite , sans avoir recours, comme les
physiciens anglais que Duhem critique violemment (pp. 99-109), à des  modèles mé-
caniques . Je reviendrai plus loin sur la notion de modèle mécanique ; je voudrais
insister, pour l'instant, sur la chose suivante : ce que Duhem oppose ici n'est pas,
comme une lecture trop rapide pourrait le faire penser, d'une part la capacité à uti-
liser le langage mathématique d'une théorie, et d'autre part la préférence pour des
 images  comme, par exemple, des schémas ou des diagrammes, ou même comme
les images que suggèrent les analogies ou les métaphores auxquelles les scientiﬁques
ont parfois recours (par exemple, l'analogie entre les molécules d'un gaz et les boules
d'un jeu de billard en théorie cinétique des gaz).
Pour Duhem, les équations, tout comme les diagrammes, font partie de l' ha-
billage  concret de la théorie dont les esprits amples ont besoin, mais dont les esprits
abstraits se passent sans diﬃculté. Reprenant la distinction classique entre l'entende-
ment, siège du raisonnement, et l'imagination, il oppose les raisonnements logiques
qui caractérisent la  méthode purement abstraite et déductive  que l'esprit abstrait
peut conduire sur les notions abstraites, et le calcul propre à l'esprit ample,  où la
faculté d'imaginer [a] plus de part que le pouvoir de raisonner . Les mathématiques,
en tant qu'elles ont recours à des symboles comme les nombres et à des règles de
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manipulation de ces symboles, sont le fait, pour Duhem, des esprits amples :
Au lieu de traiter directement des notions abstraites qui les occupent, de les
considérer en elles-mêmes, ils proﬁtent de leurs propriétés les plus simples pour
les représenter par des nombres, pour lesmesurer ; alors, au lieu d'enchaîner dans
une suite de syllogismes les propriétés de ces notions elles-mêmes, ils soumettent
les nombres fournis par les mesures à des manipulations opérées suivant des
règles ﬁxes, les règles de l'Algèbre ; au lieu de déduire, ils calculent. Or, cette
man÷uvre des symboles algébriques qu'on peut, dans la plus large acception
du mot, nommer le calcul, suppose, chez celui qui la crée comme chez celui
qui l'emploie, bien moins la puissance d'abstraire et l'habileté à conduire par
ordre ses pensées, que l'aptitude à se représenter les combinaisons diverses et
compliquées qui se peuvent former avec certains signes visibles et dessinables, à
voir d'emblée les transformations qui permettent de passer d'une combinaison
à l'autre ; l'auteur de certaines découvertes algébriques, un Jacobi par exemple,
[...] ressemble [...] au joueur qui conduit à une victoire assurée la tour ou le
cavalier. (Duhem, 1914, pp. 89-90)
La faculté de manipuler des symboles ne s'oppose pas, pour Duhem, à l'imagination
et à ce qu'on appelle parfois la  visualisation  : elle en fait partie. Les déductions
purement logiques que les esprits abstraits sont capables de faire ne s'apparentent
pas à la manipulation de symboles algébriques.2 Ces symboles, et leurs règles de
manipulation, pallient ainsi, selon Duhem, le défaut de capacité d'abstraction des
esprits amples. Les esprits abstraits peuvent s'en passer ; leurs raisonnements ne
s'appuient pas sur des représentations, et ne consistent pas en des calculs ; ils saisissent
directement la structure logique de la théorie, derrière toute formulation particulière.3
La  théorie physique abstraite , en tant qu'objet des esprits abstraits, n'est donc
ni outil de représentation, ni outil d'inférence.
Je ne discuterai pas la question de savoir si, comme le prétend Duhem, il existe
des esprits (humains) capables de conduire ce qu'il appelle ici des  raisonnements ,
2En termes modernes, une telle manipulation de symboles algébriques n'est pas, selon Duhem,
purement syntaxique : en tant qu'elle implique, comme il le souligne, la faculté d'imagination, les
symboles que l'on manipule sont déjà, d'une certaine manière, interprétés. On retrouvera ces consi-
dérations lors de l'examen de la conception empiriste logique des théories, au chapitre 5, section 1.5.2
(en particulier page 216).
3 Pour un Français ou pour un Allemand, une théorie physique est essentiellement un système
logique, des déductions parfaitement rigoureuses unissent les hypothèses sur lesquelles repose la
théorie aux conséquences qu'on en peut tirer et qu'on se propose de comparer aux lois expérimen-
tales ; si le calcul algébrique intervient, c'est seulement pour rendre moins lourde et plus maniable
la chaîne de syllogismes qui doit relier les conséquences aux hypothèses ; mais dans une théorie sai-
nement constituée, ce rôle purement auxiliaire de l'Algèbre ne doit jamais se laisser oublier ; il faut
qu'on sente, à chaque instant, la possibilité de remplacer le calcul par le raisonnement purement
logique dont il est l'expression abrégée [...].  (Duhem, 1914, pp. 112-113)
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qui ne s'appuient aucunement sur des représentations.4 Je m'appuierai plutôt sur
les propos de Duhem pour montrer, a contrario, qu'une théorie scientiﬁque, en tant
qu'outil d'inférence  et donc clairement distincte de la  théorie physique abstraite 
de Duhem  ne remplit ce rôle qu'en tant qu'elle fournit des représentations sous une
forme particulière aux agents. Ce que les propos de Duhem permettent de mettre en
évidence, c'est que c'est l' habillage concret  de la théorie, c'est-à-dire sa formulation
particulière, qui en fait un outil d'inférence, et que ces inférences consistent en la
manipulation de représentations particulières.
1.2 Les deux dimensions de la compréhension située
Le premier élément de déﬁnition de la compréhension d'une théorie, donné au
début de cette section, mérite donc d'être précisé : si comprendre une théorie, c'est
avoir une vue claire de l'articulation de ses principes et de la manière dont ils sont
reliés aux phénomènes empiriques, cette compréhension est toujours située, et repose
sur la manipulation de représentations particulières. En tant que telle, elle implique
une compétence inférentielle ou computationnelle (c'est-à-dire permettant d'eﬀectuer
des calculs) : la connaissance de cette articulation logique s'apparente plus à un savoir-
faire et une maîtrise pratique qu'à une connaissance abstraite et sans perspective. Elle
consiste en eﬀet à être capable de déduire les diﬀérents principes les uns des autres,
et à savoir leur donner la forme adéquate qui permettra de les manipuler de façon à
en tirer les solutions d'un problème particulier. Cette compétence peut être plus ou
moins développée, et s'acquiert manifestement par l'exercice : selon que l'on maîtrise
plus ou moins bien les règles du calcul diﬀérentiel, par exemple, on est plus ou moins
capable de manipuler les équations newtoniennes du mouvement, et de déduire les
diﬀérents principes de la mécanique les uns des autres.
Cette compétence computationnelle est indissociable, pour la compréhension d'une
théorie empirique, d'une compétence que j'appelle représentationnelle. En eﬀet, la ma-
nipulation des représentations fournies par la théorie  par exemple, des équations
diﬀérentielles  implique, certes, une capacité à conduire des calculs selon les lois de
la déduction mathématique, mais aussi à en comprendre la signiﬁcation empirique.
Comme on l'a vu au chapitre 2 (section 1.3.1), la connaissance de la deuxième loi de
4L'idée d'une théorie scientiﬁque conçue comme un système logique a été développée par les
empiristes logiques, qui lui ont donné un sens précis, que j'analyserai au chapitre 5. La question de
savoir si, comme le suggère Duhem, il est possible d'utiliser ce système pour opérer des déductions,
sans que cela requière la manipulation de symboles, peut être rapprochée de la question de la possi-
bilité du formalisme pur. La plupart des philosophes des mathématiques, aujourd'hui, la rejettent,
ce qui semble aller dans le sens de mon propos (merci à Paul Humphreys pour m'avoir suggéré ce
lien entre mon analyse et la critique du formalisme pur).
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Newton  et du calcul diﬀérentiel  ne suﬃt pas à résoudre des problèmes. Il faut
aussi, pour prédire le comportement d'un pendule, savoir identiﬁer les forces qui s'y
appliquent de façon à écrire l'équation sous une forme adéquate  qui, dans le cas du
pendule, fait intervenir le sinus de l'angle d'oscillation, et est assez diﬀérente de celle
sous laquelle la deuxième loi de Newton est habituellement exprimée. Il faut ensuite
savoir identiﬁer les conditions initiales du système aﬁn de résoudre cette équation.
Cela implique de faire correspondre les symboles encore abstraits de la loi à une
situation concrète.5 Autrement dit, cela implique d'être en mesure de se représen-
ter les phénomènes au moyen des concepts fournis par la théorie  en l'occurrence,
celui de force  aﬁn de lui faire dire quelque chose à propos du monde empirique.
Dans les termes de Thomas Kuhn, je comprends la mécanique newtonienne si je suis
capable de voir des situations concrètes comme des situations newtoniennes (voir
par exemple Kuhn, 1970b, pp. 169-170). Cette compétence représentationnelle, tout
comme la compétence computationnelle, est susceptible de degrés, et s'acquiert par
l'exercice : comme le souligne Kuhn (Kuhn, 1969, p. 470), les exercices que l'on
trouve à la ﬁn des manuels de mécanique sont destinés à développer la capacité des
étudiants à reconnaître des situations de plus en plus diverses comme des situations
newtoniennes. Ces exercices servent, précisément, à transformer la compréhension
abstraite que les étudiants ont acquise en apprenant leur leçon en une compréhension
située et concrète, leur permettant d'utiliser la théorie pour résoudre des problèmes.6
Ces deux dimensions de la compréhension d'une théorie  représentationnelle et
computationnelle  sont indissociables. En eﬀet, c'est en tant que je comprends ce
qu'elle dit des phénomènes, c'est-à-dire en tant qu'elle en est une représentation, que
je suis en mesure d'écrire une équation sous la forme adéquate. C'est le sens que
je propose de donner à l'aﬃrmation de Feynman, selon laquelle la compréhension
d'une équation, pour un physicien, relève d'un autre type de compétence que la seule
compréhension mathématique :
Ce que cela signiﬁe réellement de comprendre une équation  c'est-à-dire, pas seule-
ment dans un sens strictement mathématique  a été décrit par Dirac. Il a dit :  Je
5L'analyse des propos de Duhem a permis de mettre en évidence le fait que la compétence compu-
tationnelle, en elle-même, implique déjà une compétence représentationnelle : comme je l'ai souligné,
la manipulation de symboles algébriques semble reposer en elle-même sur une faculté d'imagination ;
si c'est le cas, les symboles algébriques, comme je l'ai suggéré, ne sont pas à strictement parler abs-
traits. Ce que je souligne ici est que, dans le cas des sciences empiriques, cette manipulation est
indissociable de leur interprétation empirique, c'est-à-dire de l'attribution de référents empiriques
aux symboles que l'on manipule. C'est donc pour ainsi dire d'une  deuxième couche  interprétative
qu'il s'agit ici.
6Le chapitre 6 de ce travail est en partie consacré à l'analyse des propos de Kuhn sur l'appren-
tissage scientiﬁque.
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comprends ce qu'une équation signiﬁe si j'ai un moyen de me ﬁgurer les caractéris-
tiques de sa solution sans avoir besoin de la résoudre eﬀectivement.  Ainsi, si l'on a
un moyen de savoir ce qui devrait arriver dans des circonstances données sans résoudre
eﬀectivement les équations, alors on  comprend  les équations, en tant qu'elles sont
appliquées à ces circonstances. Une compréhension physique est une chose totalement
non-mathématique, imprécise, et inexacte, mais absolument nécessaire pour un physi-
cien. (Feynman et al., 1963, II, 2-1)
La dimension computationnelle de la compréhension d'une équation n'est pas pure-
ment mathématique  elle n'est pas seulement la connaissance du calcul diﬀérentiel
qui permet la manipulation de symboles abstraits7  au sens où elle implique l'utili-
sation de cette équation pour représenter une situation physique. Elle implique donc
de comprendre ce que dit cette équation, et cette compréhension guide, comme le
suggère Feynman, les calculs que le physicien eﬀectue.8
Pour terminer, notons que, non seulement cette compréhension physique guide les
calculs eﬀectués en vue de résoudre des problèmes, mais on peut également supposer
qu'elle guide l'invention théorique elle-même, en tant qu'elle consiste à déduire de
nouveaux principes et à développer l'appareil mathématique d'une théorie. Feynman
ajoute d'ailleurs, à propos de la croyance selon laquelle la compréhension mathéma-
tique parfaite [inside out ] d'une équation suﬃt à donner une compréhension parfaite
de la physique, que
Cela ne marche pas comme ça. Les mathématiciens qui étudient la physique
dans cette perspective  et il y en a eu beaucoup  apportent généralement bien
peu de contributions à la physique, et, en fait, aux mathématiques. Leur échec
est dû au fait que les situations physiques concrètes dans le monde réel sont si
compliquées qu'il est nécessaire d'avoir une compréhension bien plus large des
équations. (Feynman et al., 1963, II, 2-1)
Ce que semble vouloir dire Feynman, c'est que le développement d'une théorie, même
quand il consiste, comme dans le cas de la mécanique classique, en l'exploration des
conséquences déductives d'un ensemble de principes, ne se réduit pas à l'application
pure et simple des règles de déductions mathématiques. Il est guidé par la volonté
de tirer des conséquences physiques de ce principe. C'est ce qui permet de dire,
comme je l'ai proposé au chapitre 3 (section 5.3, page 157), qu'un changement formel
(mathématique) peut modiﬁer la signiﬁcation physique d'une théorie.
Cela invite ﬁnalement à reconsidérer l'aﬃrmation selon laquelle Lagrange se com-
porte en mathématicien (voir chapitre 3, page 114) : si, de son propre aveu, il ne fait
7Voir ci-dessus, note 5.
8L'analyse de ce que j'appelle ici la dimension  computationelle  de la compréhension, et de
la relation qu'elle entretient avec ce que j'appelle sa dimension  représentationnelle , sera un des
objets principaux du chapitre 6 (en particulier section 3.1.1).
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qu'apporter une modiﬁcation formelle à la mécanique, on peut légitimement aﬃrmer
que son enquête mathématique est guidée par une authentique compréhension phy-
sique (ou, si l'on veut, intuition physique). En ce sens, son travail requiert bien plus
que des talents de mathématicien  si du moins l'on réduit, comme le fait Feynman,
les talents du mathématicien à des compétences  étroitement  computationnelles,
c'est-à-dire n'impliquant que la manipulation de symboles abstraits.9
Dans cette section, j'ai opposé deux conceptions diﬀérentes de la compréhension :
celle, présentée comme un idéal par Hertz et vigoureusement défendue par Duhem,
selon laquelle la compréhension d'une théorie implique de s'abstraire de toute pers-
pective particulière et d'en saisir le contenu sans la médiation de représentations
mentales, et celle, qui sous-tend l'ensemble du présent travail, selon laquelle la com-
préhension est toujours située et repose sur la manipulation de représentations parti-
culières. Adopter cette dernière perspective invite à se demander, comme je propose
de le faire dans la section suivante, quelles exigences une théorie doit remplir pour
être intelligible, c'est-à-dire pour permettre aux individus de manipuler ces représen-
tations.
2 Qu'est-ce qui fait qu'une théorie est intelligible ?
Dans la mesure où la compréhension d'une théorie implique la capacité, de la
part des agents, à manipuler des représentations aﬁn de tirer des inférences à propos
des phénomènes, l'intelligibilité d'une théorie pour un agent doit dépendre de deux
ensembles de facteurs : d'une part, de certaines caractéristiques de la théorie qui
permettent de la présenter sous une forme utilisable par l'agent, et d'autre part des
compétences et des capacités cognitives de l'agent. Autrement dit, l'intelligibilité
d'une théorie semble dépendre de la relation entre la forme sous laquelle elle est
présentée et des capacités cognitives des agents.10
Ces considérations sont au c÷ur de certaines réﬂexions exprimées par Boltzmann
(1905) dans le cadre de sa Bildtheorie. Pour Boltzman comme pour Hertz, les images
que nous fournissent les théories doivent être en accord avec les lois de la pensée.
Cependant, comme je l'ai signalé au chapitre 3 (note 56), il existe un désaccord
important entre Hertz et Boltzmann, concernant ce qu'il faut entendre par  lois de
9Ici encore, l'adjectif  abstrait  n'est pas à comprendre au sens duhémien, mais au sens de
 non encore interprété empiriquement .
10La relation entre la forme particulière des représentations théoriques et les capacités cognitives
de leurs utilisateurs, dont j'esquisse l'analyse dans cette section, fera l'objet d'un examen approfondi
au chapitre 7, sections 2 et 3.
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la pensée . Dans cette section, je présente brièvement ce désaccord11 en montrant
les conséquences de la conception de Boltzmann pour une réﬂexion sur l'intelligibilité
des théories (section 2.1). Je montre ensuite (section 2.2) comment la déﬁnition de
l'intelligibilité qui se dégage de cet examen permet d'éclairer certaines questions sur
la compréhension que diﬀérents individus, de l'expert au profane, peuvent avoir d'une
théorie  sur leur version de cette théorie.
2.1 Boltzmann et l'évolution des lois de la pensée
Pour Hertz, aﬃrmer que les images doivent être en accord avec les lois de la pensée
signiﬁe qu'elles doivent être conformes aux lois logiques, qu'il considère universelles et
éternelles ; en conséquence, la question de ce qu'il appelle l' admissibilité logique 
(voir chapitre 3, page 136) d'une image peut être tranchée objectivement et pour
toujours. C'est la raison pour laquelle une présentation parfaite des principes de
la mécanique doit s'eﬀorcer, autant que possible, de les débarrasser de toutes les
 relations superﬂues  dues à notre esprit et à son  mode de reproduction des
objets . Le fait qu'une image porte la marque de l'esprit qui la produit est, pour
Hertz, un signe d'obscurité, et non de clarté.
Pour Boltzmann, en revanche, le fait qu'il soit indispensable d'être en mesure de
se former une image intuitive de nos théories n'est pas seulement dû à une limitation
de notre esprit, c'est la condition même pour qu'une théorie soit intelligible  pour
qu'elle joue son rôle d'outil de représentation et d'inférence et, ce faisant, pour qu'elle
nous permette de comprendre les phénomènes. Les  lois de la pensée  auxquelles
une théorie doit se conformer ne sont donc pas des lois logiques a priori et univer-
selles, mais bien la manière particulière dont nous nous représentons les phénomènes.
Or, selon Boltzmann, les lois de la pensée, ainsi conçues, ne sont pas éternelles : à
l'idée kantienne du caractère a priori des lois logiques et des formes de l'intuition,
Boltzmann oppose une conception que l'on a souvent qualiﬁée de darwinienne, selon
laquelle les lois de la pensée évoluent, au fur et à mesure des progrès de la physique
et de la connaissance en général. Autrement dit, si les images que nous fournissent
les théories portent la marque de notre esprit, c'est aussi parce que notre capacité à
nous former de telles images est un produit de l'adaptation. En conséquence, selon
Boltzmann, ce qui est intelligible aujourd'hui  ce que les agents cognitifs de l'époque
de Boltzmann sont capables d'utiliser comme outil de représentation et d'inférence
 pourrait cesser de l'être demain, si la découverte de nouveaux phénomènes empi-
11Pour plus de détail sur ce désaccord, et sur la déﬁnition de la compréhension qui se dégage des
propos de Boltzmann, voir (de Regt, 1999). Pour la philosophie de Boltzmann, voir les références
indiquées chapitre 3 (note 54, page 134).
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riques et les progrès de la science nous conduisaient à inventer de nouvelles formes
de représentations.
Notons que ces réﬂexions de Boltzmann trouvent un écho, quelques décennies
plus tard, dans les propos de certains fondateurs de la mécanique quantique. Cette
dernière, en remettant en cause la validité universelle des concepts classiques d'espace
et de temps, bouleverse en eﬀet les critères habituels d'intelligibilité des théories
fournis par la physique classique. Son caractère  non intuitif , qui interdit de se
représenter les objets physiques dans l'espace et le temps, conduit ainsi Heisenberg,
entre autres, à redéﬁnir le  caractère intuitif  d'une théorie,  en le détachant de sa
référence à la région de notre expérience habituelle  (Chevalley, 1998, p. 159, note 3).
Comme Boltzmann, il propose, contre l'idée kantienne de leur validité a priori, une
conception évolutionniste des formes de l'intuition :
Ces formes de l'intuition [...] ont fait leurs preuves dans le commerce de l'homme
avec le monde12, et elles doivent leur validité précisément à ce fait.
[...] le fait que nous ne pouvons faire absolument aucune expérience autrement
que dans ces formes de l'intuition [...] ne légitime pas la supposition que les
formes de l'intuition restent inchangées à toutes les époques. L'existence de la
théorie de la relativité montre au contraire déjà que nous pouvons et que nous de-
vons ici aussi apprendre autrement, et l'on peut penser qu'à des époques futures
la manière de faire des expériences et de les agencer sera dès le début diﬀérente
de la nôtre. Le biologiste Lorenz a soutenu qu'il faut considérer les formes de
l'intuition comme des  schèmes innés  et les comparer à l'instinct d'action
des animaux. Cette conception explique, d'une part, pourquoi ces formes de
l'intuition forment pour nous la présupposition nécessaire de toute expérience
[...]. D'autre part, le fait que ces formes de l'intuition  fassent leurs preuves 
dans la réalité devient une condition de notre existence : seuls les êtres dont
les formes de l'intuition s'ajustent bien à leur monde ambiant peuvent subsister
dans le combat pour l'existence. (Heisenberg, 1942, pp. 356-357)13
Autrement dit, que la mécanique quantique semble inintelligible à une certaine époque
ne signiﬁe pas qu'elle soit destinée à le rester. Le standard d'intelligibilité fourni par
les théories classiques ne doit pas, en ce sens, être considéré comme universel et
éternel.14
Il n'en reste pas moins que, à l'époque de Boltzmann, les modèles classiques sont
les seuls qui soient intelligibles. Sur la base de sa conception évolutionniste des lois
12Je souligne.
13Je cite la traduction de Catherine Chevalley, indiquée en bibliographie.
14Sur la manière dont les fondateurs de la théorie quantique cherchent à rendre compte de l'impos-
sibilité de fournir un modèle classique de cette théorie, voir l'introduction et l'entrée  Images / Re-
présentations intuitives  du glossaire de l'édition de Catherine Chevalley (1991) aux écrits de Niels
Bohr (1961), ainsi que son introduction (Chevalley, 1998) à (Heisenberg, 1942).
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de la pensée, Boltzmann défend en eﬀet, avec des physiciens anglais comme Maxwell
(1890) et Kelvin (Thomson, 1884)15, que Duhem (1914, pp. 99-109) attaque vivement,
l'idée selon laquelle une théorie n'est intelligible  et donc ne fournit une image
explicative des phénomènes  que si l'on peut en présenter un modèle mécanique.
Cela signiﬁe qu'une théorie doit nous permettre de nous représenter les phénomènes
comme des phénomènes mécaniques ; par exemple, elle doit pouvoir être exprimée,
et utilisée pour représenter les phénomènes, au moyen d'équations qui ont la forme
des équations de la mécanique.16
Je reviendrai, au chapitre 5 (sections 1.5 et 1.6), sur la notion de modèle mé-
canique, et sur son lien avec la question de l'intelligibilité des théories. Il convient
cependant, dès à présent, de souligner un point important. Comme je l'ai dit, Boltz-
mann admet qu'une théorie qui n'est pas intelligible à son époque  parce que l'on ne
peut pas en fournir un modèle mécanique  est susceptible de le devenir un jour. En
conséquence, sa préférence pour les modèles mécaniques ne s'accompagne pas chez
lui de la défense de l'hypothèse atomiste, selon laquelle le monde est eﬀectivement
constitué de matière et de mouvement. Aﬃrmer que l'on ne comprend une théorie 
et les phénomènes qu'elle explique  que si elle est conforme à notre manière de nous
15Ainsi, Thomson écrit :  Il me semble que le vrai sens de cette question : Comprenons-nous ou
ne comprenons-nous pas tel sujet de Physique ? est celui-ci : Pouvons-nous construire un modèle
mécanique correspondant ?  (Thomson, 1884, p. 131, cité par Duhem, 1914, p. 102), et, plus loin :
 Je ne suis jamais satisfait tant que je n'ai pu construire un modèle mécanique de l'objet que
j'étudie ; si je puis faire un modèle mécanique, je comprends ; tant que je ne puis pas faire un modèle
mécanique, je ne comprends pas ; et c'est pourquoi je ne comprends pas la théorie électromagnétique
de la lumière. Je crois fermement en une théorie électromagnétique de la lumière [...]  (Thomson,
1884, p. 270, cité par Duhem, 1914, p. 103).
16Notons que l'on peut s'interroger sur l'univocité de la notion de modèle mécanique, dans la
mesure où, comme on l'a vu, les équations de la mécanique peuvent elles-mêmes être présentées
sous plusieurs formes diﬀérentes. Maxwell, à propos de la méthode de Lagrange qui consiste à
éliminer les forces de contrainte exercées sur un système, écrit ainsi :  En suivant les étapes de cette
élimination, l'esprit doit exercer sa capacité de calcul, et doit donc se prémunir contre l'intrusion
d'idées dynamiques. Notre but, au contraire, est de cultiver nos idées dynamiques. Nous proﬁtons
donc des travaux des mathématiciens, et retraduisons leurs résultats depuis le langage de l'analyse
(calculus) vers le langage de la dynamique, de telle sorte que nos mots puissent appeler une image
mentale, non pas de quelque processus algébrique, mais d'une propriété des corps en mouvement. 
(Maxwell, 1920, pp. 123-124) Si Lagrange a opéré un progrès formel remarquable, ses équations
ont perdu en intelligibilité pour un esprit mécaniste comme celui de Maxwell. Autrement dit, il
semble que les équations de Lagrange n'oﬀrent pas à strictement parler, selon Maxwell, un modèle
mécanique des phénomènes. Cela s'accorde avec l'idée, que je défends, selon laquelle les diﬀérentes
formulations de la mécanique peuvent être décrites comme diﬀérentes manières de la comprendre
(comme diﬀérentes versions). Voir à ce sujet les réﬂexions de Jeremy Butterﬁeld (2004), qui aﬃrme
que l'image de la  matière en mouvement , généralement attribuée à la mécanique classique, n'en
est qu'un modèle possible. On retrouvera ce problème au chapitre 5 (section 1.6.5).
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représenter les phénomènes, et si, par conséquent, on peut l'utiliser comme outil de
représentation et d'inférence, n'implique pas que l'on croie que le monde est eﬀecti-
vement tel que cette théorie le représente.17 Autrement dit, les propos de Boltzman
peuvent être interprétés comme l'expression d'une thèse portant sur la nature des
théories et de l'activité théorique plutôt que sur le monde.
2.2 Des standards d'intelligibilité aux versions individuelles
On vient de voir que, pour Boltzmann, en vertu même de ce que j'appelle la double
fonction représentative et inférentielle des théories, leur intelligibilité dépend à la fois
de la forme sous laquelle elles peuvent être exprimées et de la nature même du rai-
sonnement humain. Ses considérations portent sur l'intelligibilité des théories, à une
époque donnée, pour tous les scientiﬁques ; autrement dit, les modèles mécaniques
sont des standards d'intelligibilité à l'échelle large de la communauté scientiﬁque de
la ﬁn du dix-neuvième et du début du vingtième siècles. Je n'approfondirai pas, dans
ce travail, l'analyse du problème de la variabilité historique des standards d'intelli-
gibilité18 ; en revanche, je souhaite tirer de ces considérations des conséquences pour
une analyse de la compréhension à l'échelle beaucoup plus restreinte de l'individu.
J'ai proposé, au chapitre 3 (section 2.1.1), de décrire l'apprentissage d'une théorie
par un agent  l'approfondissement de sa compréhension de cette théorie  comme
un développement et un renforcement de la version qu'il en a. J'ai suggéré que cela
consistait à la fois à développer ses capacités de calcul, permettant de rendre les liens
inférentiels entre diﬀérents principes et équations plus solides, et à apprendre à se
représenter des phénomènes de plus en plus divers et nombreux au moyen des concepts
de la théorie. En ce sens, ce processus consiste à se familiariser progressivement avec
les diﬀérentes formes sous lesquelles une théorie peut être présentée. Alors que les
équations lagrangiennes sont inintelligibles au profane, l'expert les manie avec une
aisance qui lui permet de se représenter les phénomènes par leur moyen. Comprendre
une théorie reviendrait ainsi à faire évoluer, par l'exercice, ses propres habitudes de
raisonnement de manière à être capable d'utiliser les représentations fournies par cette
théorie.19 De même que les lois de la pensée de toute la communauté scientiﬁque d'une
17Je reviendrai sur ce problème au chapitre 5, section 1.5.3, et au chapitre 6, pages 292-295.
18Sur l'aspect contextuel des standards d'intelligibilité (dans une perspective diﬀérente de celle de
Boltzmann), et ses conséquences pour la notion de compréhension, voir (Friedman, 1974; de Regt et
Dieks, 2005). Voir aussi les réﬂexions de Hanson (1963), qui suggère qu'une théorie devient intelligible
à mesure qu'elle prouve son pouvoir prédictif.
19À propos de l'idée selon laquelle la compréhension des représentations théoriques  en particulier
celles qui sont exprimées en langage mathématique  est essentiellement le fruit de l'habitude, citons
la réponse que Johann von Neumann aurait faite à un jeune physicien qui lui aurait dit ne pas
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époque évoluent, selon Boltzmann, au fur et à mesure que la physique progresse, on
peut décrire le processus par lequel ce qui est inintelligible au débutant le devient peu
à peu comme un développement de ses capacités cognitives et de ses compétences
computationnelles et représentationnelles par la manipulation de certaines formes
d'équations.
En outre, j'ai souligné que la notion de version ne permet pas seulement de rendre
compte de la diﬀérence de compréhension entre experts et profanes, mais également
entre diﬀérents experts (voir chapitre 3, section 2.1.2). Pour reprendre un exemple
que j'ai donné à ce moment-là, on peut supposer qu'un spécialiste de mécanique quan-
tique, en raison de la familiarité qu'il a acquise avec les équations hamiltoniennes,
se représente spontanément les phénomènes au moyen de ces équations, alors qu'un
autre expert, plus habitué à manipuler les équations lagrangiennes, comprend plus
aisément la mécanique sous ce formalisme. De plus, comme je l'ai également suggéré,
selon que l'on préfère se représenter les phénomènes en termes de force ou en termes
d'énergie, on n'attribuera pas exactement la même signiﬁcation aux diﬀérents prin-
cipes de la mécanique. L'analyse des versions exprimées au cours de l'histoire par
diﬀérents savants et philosophes (chapitre 3, section 4) a renforcé cette hypothèse :
selon leurs habitudes de raisonnement, leur domaine de spécialité, ainsi que leurs
préférences et engagements théoriques, on peut aﬃrmer que diﬀérents experts n'ont
pas exactement la même version de la mécanique. Au delà des standards d'intelligi-
bilité valables pour tous les scientiﬁques d'une communauté donnée, on peut ainsi
supposer que les diﬀérents individus ne suivent pas exactement les mêmes processus
inférentiels et ne manipulent pas exactement les mêmes représentations mentales ; en
ce sens, sans que cela implique un jugement quant au degré de compréhension, on
peut dire qu'on ne comprend pas la mécanique de la même manière selon la version
que l'on en a  on ne met pas en ÷uvre, pour ainsi dire, les mêmes compétences
représentationnelles et computationnelles.
Conclusion
Je n'ai fait, dans ce chapitre, que soulever un certain nombre de questions qui
feront l'objet des analyses de la suite de ce travail. Ce dernier, dans son ensemble,
vise en eﬀet à tirer les conséquences du présupposé selon lequel les théories, en tant
qu'outils de représentation et d'inférence, sont toujours comprises et utilisées depuis
une perspective particulière. Le chapitre 5 est consacré à l'examen critique de cer-
comprendre la théorie de Hamilton-Jacobi :  Jeune homme, en mathématiques, on ne comprend
pas ; on s'habitue, c'est tout.  (Cité dans Zukav, 1979, note p. 208)
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taines conceptions des théories scientiﬁques nées de l'adoption du présupposé inverse,
selon lequel le contenu d'une théorie doit pouvoir être identiﬁé en faisant abstrac-
tion de son utilisation par les agents cognitifs. Cette analyse me permettra de fonder
ma démarche sur le constat des limites internes de toute entreprise d'identiﬁcation
du contenu des théories qui ne prend pas en compte la perspective située de leurs
utilisateurs.

Conclusion de la première partie
Récapitulons les problèmes abordés tout au long de cette première partie. Le
but principal en était de remettre en question, par l'analyse de l'exemple canonique
de la mécanique classique, la pertinence de la notion de théorie, telle qu'elle est
habituellement conçue, pour une étude de l'activité scientiﬁque des agents ; le second
but en était d'introduire la notion de version et d'en montrer la fécondité.
Au chapitre 2, l'examen des diﬀérentes formulations de la mécanique, telles qu'elles
sont enseignées et utilisées aujourd'hui, m'a permis de montrer que la conception
traditionnelle des théories, qui en identiﬁe le contenu à la clôture déductive d'un en-
semble d'hypothèses, ne permet pas de rendre compte de leur utilisation comme outil
d'inférence et de représentation. Quand on prête attention à cette double fonction,
l'idée d'une équivalence entre les diﬀérentes formulations de la mécanique est remise
en cause, et les contours de la notion de théorie se brouillent.
Prenant acte de cela, j'ai déﬁni, au chapitre 3, la notion de version, destinée à
aborder ce que l'on appelle généralement une  théorie  sous l'angle de la compré-
hension que les agents en ont. À la lumière de cette notion, j'ai proposé une analyse
de plusieurs problèmes posés par les diﬀérentes présentations possibles (synchroni-
quement et diachroniquement) de la mécanique. J'ai, en particulier, montré que la
distinction entre une diﬀérence (ou une avancée) formelle et une diﬀérence (ou une
avancée) conceptuelle n'est pas aussi tranchée que les déﬁnitions logico-empiriques
du contenu des théories le laissent entendre.
Le chapitre 4 a dressé un bilan de ces diﬀérents problèmes à la lumière d'une
analyse de la notion de compréhension. Demander en quoi consiste  comprendre ce
que dit la mécanique  pour un agent particulier implique manifestement de renoncer
à l'idée selon laquelle  ce que dit la mécanique  peut être identiﬁé sans la prise en
compte du détail de l'utilisation des représentations pour tirer des inférences.
Au terme de cette analyse, deux questions se posent, auxquelles la deuxième
partie de ce travail va répondre. La première découle d'une objection. J'ai montré,
dans ce qui précède, l'échec d'un certain nombre de tentatives d'identiﬁcation du
contenu de la mécanique à un ensemble d'hypothèses. J'ai principalement montré
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que la prise en compte de la compréhension individuelle, dans sa double dimension
représentationnelle et computationnelle, implique de renoncer à la déﬁnition d'un
tel contenu. On peut m'objecter que je n'ai prouvé ni l'impossibilité, en principe,
d'une telle déﬁnition, ni, corrélativement, la pertinence de la prise en compte de la
compréhension pour cette déﬁnition. La perspective dans laquelle j'ai abordé l'étude
de la mécanique peut être décrite comme reposant sur une pétition de principe :
étudier les diﬀérentes formes sous lesquelles elle a été exprimée conduit à mettre
cette diversité en valeur et à douter de l'existence d'un contenu indépendant de la
forme sous laquelle il est présenté.
Déﬁnir d'emblée les théories comme des outils de représentation et d'inférence  ce
qui constitue le présupposé fondamental de l'ensemble de cette thèse  est une option
que l'on peut contester. Il semble bien qu'il reste un sens de la notion de théorie qui
autorise à aﬃrmer que la mécanique est une seule et même théorie : ses diﬀérentes
formulations ont les mêmes conditions de vérité empiriques, et jamais l'expérience ne
nous contraindra à en choisir une. On est encore en droit de supposer que l'on peut,
en principe, identiﬁer le contenu de cette théorie (par delà ses formulations), et que
l'échec jusqu'ici (en l'occurrence, jusqu'au début du vingtième siècle) ne signiﬁe pas
que cela est impossible.
Dans le chapitre 5, j'étudie ainsi la manière dont certains philosophes des sciences
du vingtième siècle, héritiers des physiciens philosophes, ont élaboré et utilisé des ou-
tils logiques et mathématiques pour reconstruire formellement le contenu des théories
scientiﬁques ; ces outils, selon eux, doivent permettre de montrer l'identité d'une théo-
rie par delà ses diﬀérentes formulations. Au terme de ce chapitre, je conclurai que
cette entreprise n'est pas seulement impossible ou vaine en pratique, mais qu'elle l'est
(dans une certaine mesure) en principe.
Prenant acte de cela, je chercherai, dans les chapitres 6 et 7, à répondre à la
deuxième question que l'on peut poser au terme du présent chapitre : de quels outils
dispose-t-on pour analyser le détail de la représentation et de l'inférence scientiﬁques,
dont j'ai montré qu'elles doivent faire l'objet d'une attention plus poussée ? Après
avoir proposé quelques éléments de réponse à cette question, je les mettrai en ÷uvre
dans une seconde étude de cas, qui occupera la troisième partie de ce travail.
Deuxième partie
Unités et outils d'analyse de
l'activité théorique
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L'analyse de l'exemple de la mécanique, dans la première partie de ce travail, a
remis en question la pertinence de la notion classique de théorie pour une étude de
l'activité théorique du point de vue des agents. Opérant un changement de perspec-
tive, j'ai introduit la notion de version, aﬁn de rendre compte de l'importance de la
manière dont les individus comprennent et utilisent diﬀérentes hypothèses théoriques
dans leurs raisonnements.
La notion de version, telle que je l'ai déﬁnie, a un statut hypothétique : au cha-
pitre 3, j'ai étudié diﬀérentes présentations de la mécanique en supposant qu'elles
sont les expressions d'autant de versions de la mécanique. J'ai également suggéré que
la version d'un agent, déﬁnie comme un ensemble de représentations mentales, se
manifeste dans l'utilisation qu'il fait de représentations externes pour résoudre des
problèmes ; ces représentations externes sont alors considérées comme la source et
l'expression des représentations mentales qui constituent sa version.
En raison même de ce caractère hypothétique, et parce que nous n'avons pas
d'accès direct aux représentations mentales des agents, la notion de version, en tant
que telle, ne peut pas remplacer la notion de théorie comme unité d'analyse de
l'activité scientiﬁque. Par  unité d'analyse , j'entends désigner des éléments de la
pratique scientiﬁque que l'on peut isoler et dont la description et l'analyse permettent
de rendre compte de la connaissance produite par l'entreprise scientiﬁque.
Se pose alors une double question : d'une part, celle de la déﬁnition des unités
d'analyse qui, à la place de celle de théorie, permettent d'étudier les détails de la
représentation et de l'inférence scientiﬁques ; d'autre part, celle des outils d'analyse
qu'il convient de leur appliquer. Répondre à cette double question est l'objet de
cette deuxième partie. D'une part, je reviens sur les analyses disponibles de l'activité
scientiﬁque, dont j'approfondis la critique par une confrontation directe aux thèses de
diﬀérents auteurs. D'autre part, je cherche à déﬁnir, par contraste avec ces approches,
les unités et les outils permettant d'analyser l'activité théorique dans la perspective
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que je défends.
Le chapitre 5 revient ainsi sur la notion classique de théorie, par une critique de ce
que j'appelle les approches  formelles  de la connaissance scientiﬁque. La première
de ces deux approches est celle des empiristes logiques, héritiers des travaux du néo-
positivisme du Cercle de Vienne. La seconde, appelée  conception sémantique , se
présente comme une critique de l'approche des empiristes logiques. Elles reposent
cependant toutes deux sur une conviction commune : selon elles, la diversité des
formulations d'une théorie n'a pas de conséquence sur son contenu. Cette conviction
fonde la démarche formaliste qui consiste à chercher dans les outils de la logique
formelle et des mathématiques le moyen de reconstruire le contenu des théories par
delà les diﬀérentes formulations sous lesquelles elles sont habituellement utilisées par
les scientiﬁques. La diﬀérence majeure entre ces deux approches réside dans le choix
de ces outils formels et dans le but qu'elles assignent à la reconstruction formelle des
théories. Je chercherai à montrer que le présupposé commun de ces deux conceptions 
selon lequel on peut, en principe, distinguer entre la forme et le contenu des théories 
est responsable de plusieurs tensions internes au sein de ces deux approches. Ma
critique vise, d'une part, à préciser ma démarche par contraste avec une perspective
qui repose sur le présupposé inverse du mien ; d'autre part, elle vise à fonder mon
approche sur le constat des limites internes de toute entreprise visant à étudier le
contenu des connaissances scientiﬁques sans prendre en compte la forme sous laquelle
ce contenu est présenté et la manière dont il est compris.
Le chapitre 6 se penche sur les propos de certains critiques du formalisme des
positivistes logiques, qui ont cherché à déﬁnir des unités d'analyse permettant de
remplacer ou de compléter la notion de théorie. La plus célèbre d'entre elles est la
notion de paradigme, proposée par Kuhn (1962/1970), à laquelle je consacre la ma-
jeure partie de ce chapitre. Par une analyse critique des thèses de Kuhn, je montre
dans quelle mesure l'approche que je défends en est l'héritière et en quoi elle s'en
distingue. Cette analyse me permet de préciser la déﬁnition de plusieurs notions
abordées dans la première partie de ce travail ; j'approfondis ainsi l'analyse de ce que
j'ai appelé, au chapitre 4, la double dimension  computationnelle  et  représenta-
tionnelle  de la compréhension. Par une comparaison avec la notion kuhnienne de
paradigme, je précise également le statut de l'hypothèse des versions dans ma propre
démarche. Je suis ﬁnalement conduite à défendre la thèse selon laquelle l'étude de
l'activité théorique gagnerait à s'intéresser aux représentations concrètes utilisées par
les agents dans l'apprentissage et la pratique scientiﬁques, qu'il s'agisse de représen-
tations linguistiques (comme des équations) ou de tout autre type de représentation
(diagramme, schéma, etc.).
Le chapitre 7 vise à déﬁnir les outils permettant de rendre compte de la diver-
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sité de ces représentations et d'analyser ses conséquences pour les raisonnements
des agents. Au moyen de certains outils d'analyse des représentations déﬁnis par
Goodman (1968/1976), je propose une ébauche de typologie des représentations uti-
lisées dans la pratique scientiﬁque, en montrant que certains types de représentations
semblent plus ou moins bien adaptés à l'expression de certains contenus. Les no-
tions que j'y déﬁnis seront au centre de mon analyse de la cartographie génétique
au chapitre 9. Dans un deuxième temps, j'introduis la notion de format de représen-
tation. Cette notion est destinée à analyser l'interaction cognitive des agents avec
les représentations qu'ils utilisent, et plus particulièrement la relation entre la forme
particulière de ces représentations et les capacités et intérêts cognitifs des diﬀérents
agents.
La troisième partie de ce travail mettra la méthode ainsi déﬁnie à l'÷uvre dans
une nouvelle étude de cas.

Chapitre 5
Formuler et formaliser :
buts et limites des approches
formelles des théories scientiﬁques
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A 3 h 1/2, le docteur découvre la valeur de x, l’inconnue cher-
chée. Ce qui lui cause une joie sans mélange. – Nous prions les
esprits chagrins de s’abstenir de toute réflexion sur la valeur de
x, et de ne point prétendre que Zéphyrin a beaucoup travaillé
pour peu de chose.
Christophe, Vie et mésaventures du savant Cosinus, Le Petit Français Illustré, 27 janvier 1894.
186 Chap. 5. Approches formelles
L'analyse de la première partie a montré la diﬃculté d'isoler le contenu objec-
tif d'une théorie pourtant canonique comme la mécanique classique sous la forme
d'un petit nombre de principes joints à l'ensemble de leurs conséquences déductives.
L'examen des diﬀérentes formulations sous lesquelles la mécanique est aujourd'hui
enseignée et utilisée a montré que l'équivalence des principes ne garantit celle de
leurs conséquences empiriques que d'un point de vue assez abstrait qui ne tient pas
compte des procédures pratiques d'utilisation des diﬀérentes équations de la méca-
nique pour prédire et expliquer le comportement des systèmes physiques étudiés. La
considération des diﬀérentes versions possibles de la mécanique, telles qu'elles ont été
exprimées au cours de l'histoire par les physiciens et les philosophes qui ont cherché
à en dégager la signiﬁcation physique a, à son tour, mis en évidence que, selon la
perspective sous laquelle on aborde les principes de la mécanique, celle-ci ne semble
pas dire exactement la même chose du monde.
Aﬃrmer qu'il existe un sens précis de la notion de théorie selon lequel, malgré
cela, la mécanique est bien une seule et même théorie, c'est supposer qu'il est possible,
au moins en principe, de déﬁnir ce qu'elle dit de telle sorte que ce contenu, considéré
comme indépendant de la compréhension qu'en ont les agents, ne soit pas aﬀecté par
la diversité de ses formulations ; c'est donc supposer qu'il est possible de distinguer
entre ce qui relève du contenu d'une théorie et ce qui relève de sa formulation (qu'il
en existe une seule ou plusieurs, comme dans le cas de la mécanique). J'ai suggéré,
au chapitre 4, que la recherche de la meilleure présentation des principes de la mé-
canique par Hertz (1894) était ainsi guidée par un idéal d'intelligibilité selon lequel
comprendre parfaitement la mécanique reviendrait à se dégager de toute perspective
particulière sur son contenu, et à avoir une vue globale de l'édiﬁce, des liens logiques
entre ses diﬀérents principes, et de la manière dont cet ensemble est relié au monde
empirique. Tout en cherchant à approcher une présentation parfaite, Hertz semble
cependant reconnaître qu'une telle entreprise est vouée à un échec au moins partiel,
en raison même du fait que les théories sont des images mentales et sont, en tant
que telles, déterminées par la nature particulière des esprits qui les produisent et les
formulent.
C'est en partie sur le refus d'une telle conclusion que se fondent les approches
des théories scientiﬁques, que j'appelle  formelles , à l'examen desquelles le présent
chapitre est consacré. Ces approches, caractéristiques de la philosophie des sciences
dominante au vingtième siècle, ont en eﬀet cherché à développer les outils d'une
reconstruction formelle du contenu des théories des sciences empiriques qui permette
de le dégager de tous les aspects, jugés inessentiels, liés à sa (ou ses) formulation(s)
particulière(s) et aux raisonnements des agents qui les développent et les utilisent.
Ici, le terme de formulation est à comprendre en un sens plus large que celui qu'il
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revêtait dans la première partie de ce travail : il sert à désigner la forme sous laquelle
une théorie est habituellement présentée et utilisée par les scientiﬁques. En première
analyse, disons qu'une formulation est l'expression du contenu d'une théorie au moyen
du langage naturel augmenté des expressions mathématiques et des termes utilisés
pour exprimer les concepts scientiﬁques qui n'ont pas toujours le sens qu'ils ont dans
le langage courant (par exemple, les notions de  force  ou de  travail  en mécanique
classique).
Les approches formelles reposent sur le postulat fondamental selon lequel on peut
caractériser le contenu d'une théorie à l'aide d'outils purement formels, empruntés à
la logique et aux mathématiques. Plus précisément, elles considèrent que le contenu
d'une théorie est ce qui est exprimé par la reconstruction formelle. Quand il existe
plusieurs formulations d'une même théorie, la reconstruction doit permettre de mon-
trer que leur contenu est identique. C'est à ce contenu seul qu'elles s'intéressent,
ignorant les aspects des formulations qui n'aﬀectent ni ne modiﬁent la structure lo-
gique ou mathématique de la théorie  et dont la reconstruction formelle ne rend pas
compte. Pour ces approches, ce que dit la théorie ne dépend pas de la manière dont
elle le dit ni de la manière dont les agents, depuis leur perspective particulière, le
comprennent.
Quels sont les outils formels permettant une telle reconstruction ? C'est un des
points sur lesquels se concentre le désaccord entre les deux conceptions des théories
que je vais examiner dans ce chapitre, apparues successivement au vingtième siècle
comme des  orthodoxies1  en philosophie des sciences. La première conception,
baptisée  conception syntaxique  (et parfois  linguistique ) par les défenseurs
de la seconde (qu'ils nomment par contraste  conception sémantique ), est celle
qui émane des écrits des positivistes ou empiristes logiques, membres et héritiers du
Cercle de Vienne, et en particulier Rudolf Carnap, Carl Hempel et Ernest Nagel. Son
inspiration première consiste à réduire la signiﬁcation de tout énoncé ou ensemble
d'énoncés à son contenu empirique, en n'admettant comme éléments non empiriques
que les règles de la logique. Les théories scientiﬁques, selon eux, doivent pouvoir
être exprimées au moyen d'un langage formel, c'est-à-dire un langage tel que son
vocabulaire et les règles de construction et de transformation des expressions formées
au moyen de ce vocabulaire sont explicitement déﬁnis.2
Cet aspect  linguistique  de la philosophie des empiristes logiques les conduit,
1La première des deux a été baptisée  conception orthodoxe  [Received View ] par Hilary Putnam
(1962), un de ses critiques les plus célèbres ; la seconde, se posant en critique et remplaçante de la
précédente, peut aujourd'hui, comme le suggère Soazig Le Bihan (2006), être considérée comme la
 nouvelle orthodoxie .
2Je reviens, à la ﬁn de cette introduction, sur la notion de langage formel.
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selon les défenseurs de la conception sémantique (dont les plus célèbres sont Patrick
Suppes, Bas van Fraassen, Frederick Suppe et Ronald Giere), à se perdre dans des
questions de philosophie du langage sans pertinence pour la philosophie des sciences.
À la place de cette formalisation stricte, la conception sémantique propose l'analyse
de la structure des théories scientiﬁques selon une méthode qui s'inspire des travaux
modernes sur les fondements des mathématiques et en particulier de la théorie des
modèles. Comme on va le voir, ce choix d'outils formels diﬀérents reﬂète des concep-
tions diﬀérentes du contenu des théories.
Le but même de la reconstruction formelle des théories n'est pas le même dans
ces deux cadres. Comme on le verra, pour les empiristes logiques, la formalisation
est un idéal3 qui fournit un critère normatif de scientiﬁcité : une théorie scientiﬁque,
pour être digne de ce nom, doit en principe pouvoir être présentée sous une certaine
forme canonique. Pour la conception sémantique, le projet de reconstruction formelle
se présente plutôt comme un véritable programme de recherche destiné à explorer la
structure des théories scientiﬁques existantes. Son but est de clariﬁer le contenu de
théories particulières et de résoudre des problèmes qui leur sont propres, aussi bien
d'ordre philosophique (comme celui de la réduction d'une théorie par une autre) que
d'ordre plus proprement scientiﬁque (voir Suppes, 1968).
Le but principal de ce chapitre est de critiquer le postulat commun aux approches
formelles, selon lequel il est possible de distinguer nettement entre ce qui relève de
la formulation d'une théorie et ce qui en est indépendant. Comme il est apparu dans
la première partie de ce travail, ce dernier repose, dans son ensemble, sur le postulat
inverse, et vise à en tirer les conséquences ; en ce sens, l'analyse du cas de la mécanique
classique, ainsi que celles des prochains chapitres, peuvent être considérées comme
une critique externe des approches formelles : elles visent à montrer la fécondité d'une
étude de l'activité théorique prêtant attention à la formulation des théories et à leur
utilisation par les agents, c'est-à-dire à des aspects dont la reconstruction formelle ne
rend pas compte (et ne cherche pas à rendre compte).
Dans ce chapitre, je prétends aller plus loin, et proposer une critique interne du
projet même de reconstruction formelle des théories. En étudiant la conception du
contenu des théories qui découle du présupposé opposé au mien, je souhaite non seule-
ment, par contraste, préciser mon approche, mais encore la justiﬁer. Par une analyse
de la manière dont ces deux conceptions conçoivent la relation entre formulation et
contenu, ainsi que de la critique que la conception sémantique administre à celle de
l'empirisme logique, je souhaite en eﬀet mettre en évidence des tensions internes,
3La question de la faisabilité d'une telle formalisation n'est en eﬀet pas considérée comme un
problème par les empiristes logiques.
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dont je montrerai qu'elles sont partiellement dues au refus de prendre en compte les
utilisateurs des théories.
Dans les sections 1 et 2, j'analyse successivement la manière dont les empiristes
logiques et les défenseurs de la conception sémantique déﬁnissent le contenu des
théories. Dans la section 3, j'examine la façon dont ces approches répondraient (et
répondent parfois) à la question de l'identité de la mécanique classique ; cela me
permettra de conclure à l'échec partiel de toute entreprise visant à distinguer net-
tement, au moyen d'une reconstruction formelle, entre ce qui fait partie du contenu
d'une théorie et ce qui relève de sa formulation dans tel ou tel langage (section 3).
Avant d'aborder cet examen, je propose de consacrer la ﬁn de cette introduc-
tion à une mise au point sur les notions de langage formel, de formalisation et
d'axiomatisation, qui me seront utiles tout au long de ce chapitre.4
Un langage formel est constitué
 d'une syntaxe consistant en
 un vocabulaire (un ensemble de symboles) ;
 des règles de construction qui déﬁnissent les expressions bien formées ;
 des règles de transformations qui indiquent les inférences permises.
 d'une sémantique5 qui est l'ensemble des règles d'interprétation des expressions
bien formées, et permet la formation d'énoncés doués de signiﬁcation (voir ci-
dessous).
Formaliser une proposition ou un argument, au sens le plus strict de la notion
de formalisation, consiste à les présenter sous une forme qui distingue syntaxe et
sémantique. Par exemple, l'argument suivant :  Si Marie vient, Pierre vient. Or
Marie vient. Donc Pierre vient  peut être formalisé de la façon suivante :
Pa→ Pb, Pa ` Pb
Tel quel, l'argument est purement syntaxique. La connaissance des règles de ma-
nipulation du symbole →  nous permet d'aﬃrmer qu'on a là la forme d'un rai-
sonnement valide, mais c'est la sémantique qui, nous enseignant que  a  symbolise
Marie,  b  Pierre et  P  le fait de venir, nous permet d'interpréter les énoncés
4L'histoire de la philosophie des sciences au vingtième siècle est indissociable de celle de l'élabo-
ration et du perfectionnement des outils formels de la logique, auxquels les philosophes des sciences
de cette période, qui sont aussi, pour la plupart, des logiciens, ont contribué de manière essentielle.
Dans ce chapitre, cependant, seuls les aspects indispensables à la compréhension de l'entreprise for-
maliste en philosophie des sciences seront mentionnés, et j'ignorerai les problèmes de philosophie de
la logique qui leur sont liés.
5On réserve parfois l'expression  langage formel  à la seule syntaxe, considérant que la séman-
tique fournit une interprétation au langage formel.
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qui le composent.
Une interprétation pour un langage formel ﬁxe un domaine d'objets et y assigne
des référents aux termes non logiques de son vocabulaire et une valeur de vérité aux
énoncés. On appelle  modèle  d'un énoncé une interprétation dans laquelle il est
vrai. On dit alors que cette interprétation  satisfait  cet énoncé. Un énoncé est vrai
(par déﬁnition) de ses modèles ; il est vrai du monde si le monde en est un modèle 
s'il est réalisé dans le monde. Le modèle d'un énoncé, ou d'un ensemble d'énoncés,
peut être un ensemble d'éléments abstraits comme une structure mathématique, mais
on peut également aﬃrmer d'un ensemble d'objets concrets qu'il satisfait un énoncé.
Une théorie formelle est un ensemble d'énoncés en langage formel. Prenons un
exemple géométrique simple (emprunté à van Fraassen, 1980, p. 42). Considérons la
théorie T constituée des cinq énoncés suivants :
A1 Il existe au moins une droite.
A2 Pour deux droites quelconques, il existe au plus un point qui appartient aux deux.
A3 Pour deux points quelconques, il existe exactement une droite qui passe par les
deux.
A4 Toute droite passe au moins par deux points.
A5 Il existe un nombre ﬁni de points.
Avant même de les interpréter, on peut identiﬁer des relations logiques entre ces
énoncés en vertu desquelles, par exemple, on peut aﬃrmer que la théorie T est co-
hérente (il n'y a pas de contradiction logique entre ses énoncés). On peut ensuite
l'interpréter, c'est-à-dire lui attribuer un domaine de référence, au sein duquel elle
peut être vraie ou fausse. La ﬁgure 9 représente une structure géométrique (l'espace
à sept points) qui satisfait T , et qui en est donc un modèle. Dans cette ﬁgure, sept
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Foundations of Geometry in 1897). It will be easiest perhaps to introduce the
relevant axiomatic concepts by way of some simple geometric theories. Consider
the axioms: 2
end p.41
We have here the makings of three theories: T 0 has axioms A1–A3; T 1 is T 0
plus A4; and T 2 is T 0 plus A5.
There are some simple logical properties and relations easily observed here. Each
of the three theories is consistent: no contradictions can be deduced. Secondly, T
1 and T 2 are inconsistent with each other: a contradiction can be deduced if we
add A5 to T 1 . Thirdly, T 1 and T 2 each imply T 0 : all theorems of T 0 are
clearly also theorems of the other two. The first achievement of modern symbolic
logic was to give these logical properties and relations precise syntactic
definitions, solely in terms of rules for manipulating symbols.
Yet, it will also be noticed that these logical notions have counter-parts in
relations expressible in terms of what the theory says, what it is about, and what
it could be interpreted as being about. For instance, the consistency of theory T 1
is easiest to show by exhibiting a simple finite geometric structure of which
axioms A1–A4 are true. This is the so-called Seven Point Geometry:
end p.42
A0  There is at least one line.
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A1  For any two lines, there is at most one point that lies on both.
A2  For any two points, there is exactly one line that lies on both.
A3  On every line there lie at least two points.
A4  There are only finitely many points.
A5  On any line there lie infinitely many points.
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Fig. 9  L'espace à sept points (tiré de van Fraassen, 1980, p. 42).
éléments sont appelés  points  (A, B, C, D, E, F et G), ce qui satisfait l'énoncé
A5. Il est également facile de montrer que les autres énoncés sont satisfaits.
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On appelle  axiomatisation  la présentation d'une théorie sous la forme d'un
système déductif organisé de telle sorte que la totalité de son contenu soit comprise
dans un ensemble déterminé d'énoncés qui sont les axiomes de la théorie. Les consé-
quences logiques des axiomes sont les théorèmes de la théorie. On appelle  clôture
déductive  l'ensemble des conséquences déductives de la théorie.
À strictement parler, l'axiomatisation est indépendante de la formalisation : on
peut présenter une théorie sous cette forme hypothético-déductive sans que cela im-
plique de distinguer sa syntaxe et sa sémantique.6 Dans le cas d'une axiomatisation
en langage formel, la théorie formelle, c'est-à-dire la structure syntaxique non inter-
prétée de la théorie (dans l'exemple ci-dessus, les Ai, avant que leur soit attribué un
domaine de discours), est aussi appelée  système formel  ou  calcul .
On peut axiomatiser une théorie dans diﬀérents langages. Les langages se dis-
tinguent entre autres par leurs vocabulaires logique et non logique. Une formalisa-
tion stricto sensu (je parlerai, tout au long de ce travail, de formalisation  stricte ,
ou encore  syntaxique ) est faite dans un langage dont le vocabulaire non logique
est entièrement non interprété. Les axiomatisations des théories mathématiques sont
souvent faites dans un langage qui suppose déjà déﬁnies certaines notions mathéma-
tiques, celles par exemple de la théorie des ensembles, de l'algèbre matricielle, ou de
toute autre branche des mathématiques. Il ne s'agit dans ce cas pas d'une forma-
lisation au sens strict, la syntaxe n'étant pas à strictement parler non interprétée,
puisqu'elle possède une interprétation mathématique préalable.
Les approches formelles des théories scientiﬁques, auxquelles je m'intéresse dans
ce chapitre, se sont inspirées des axiomatisations en logique formelle et en mathé-
matiques pour proposer des reconstructions formelles des théories des sciences empi-
riques. Dans la mesure où ces dernières, à la diﬀérence des théories mathématiques,
sont supposées avoir des référents dans le monde empirique, le problème particulier
qui s'y pose est celui de la mise en relation de leur structure logique ou mathématique
avec les phénomènes empiriques.
C'est dans la manière dont elles abordent ce problème que réside la diﬀérence
majeure entre les deux approches formelles. Alors que les empiristes logiques, comme
on va le voir, identiﬁent l'interprétation sémantique de la théorie à ses conditions de
vérité empiriques, les défenseurs de la conception sémantique dissocient l'interpréta-
tion de la théorie de son application empirique. Cela se traduit entre autres par une
6Les premières axiomatisations (comme celle d'Euclide) n'étaient pas à strictement formalisées.
Les axiomatisations modernes en logique et en mathématique supposent en revanche une formali-
sation préalable. L'axiomatisation de la géométrie par Hilbert, contrairement à celle d'Euclide, ne
présuppose ainsi aucune connaissance de la signiﬁcation de termes comme  point  et  droite ,
mais en donne la déﬁnition  implicite  en décrivant leurs relations.
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diﬀérence dans le choix des outils formels utilisés pour axiomatiser les théories : for-
malisation au sens strict pour la première7, théorie des ensembles et autres langages
mathématiques pour la seconde.8
Une précision s'impose, pour ﬁnir, à propos de l'usage des notions de formalisa-
tion et d'axiomatisation. Ces notions ne sont pas synonymes. Comme je l'ai dit, elles
sont, à strictement parler, indépendantes l'une de l'autre.9 Si l'on voulait respecter
le sens précis de chacune de ces expressions, on devrait parler, en ce qui concerne les
approches formelles en philosophie des sciences, de formalisation uniquement pour
la conception syntaxique (celle des empiristes logiques), et d'axiomatisation pour les
deux conceptions des théories. Cela permettrait d'éviter certaines confusions sur les-
quelles je reviendrai ; cependant, ce n'est pas toujours l'usage qu'en font les auteurs
concernés : il arrive même qu'ils proposent l'usage inverse de celui que je viens de
proposer.10 La plupart du temps, les termes  formalisation  et  axiomatisation 
sont employés comme des synonymes ; on spéciﬁe simplement le type d'axiomatisa-
tion / formalisation que l'on propose (formalisation stricte ou au moyen de la théorie
des ensembles). Dans ce chapitre, je tâcherai de réserver le terme  formalisation  à
la formalisation stricte ; pour désigner indiﬀéremment la formalisation stricte et les
axiomatisations de la conception sémantique, j'emploierai les notions d' axiomatisa-
tion  et plus généralement de  reconstruction formelle . Il m'arrivera cependant,
par commodité, de suivre l'usage libéral des auteurs dont j'exposerai les propos, en
tâchant d'éviter autant que possible les ambiguïtés. La distinction entre formalisation
7Les défenseurs de la conception sémantique attribuent souvent aux empiristes logiques, et en
particulier à Carnap, l'ambition de formaliser les théories en logique de premier ordre. Les lan-
gages de premier ordre n'admettent comme vocabulaire logique que les quantiﬁcateurs existentiels
et universels du premier ordre (ce qui veut dire qu'ils n'admettent qu'un seul type de variables,
les variables d'individus) et les connecteurs propositionnels vérifonctionnels usuels. Il semble pour-
tant qu'une telle aﬃrmation soit historiquement inexacte. Je reviendrai sur ce problème plus loin
(section 1, note 69 et section 2, page 245).
8Comme on le verra à la section 2, une des raisons pour lesquelles la conception sémantique
refuse le projet de formalisation en premier ordre qu'elle attribue aux empiristes logiques (voir
note 7), c'est parce que les théories mathématiques indispensables à la reconstruction des théories
physiques ne sont pas elles-mêmes formalisables en premier ordre. Je montrerai cependant (section 2,
page 245) que ce rejet du programme des empiristes logiques repose, au delà de la question des outils
disponibles, sur une conception diﬀérente du but même de la reconstruction formelle.
9Pour une analyse de la distinction entre formalisation, axiomatisation, symbolisation et modé-
lisation, voir les 18 premières pages de l'article de Philippe Mongin (2003) sur l'axiomatisation en
économie.
10C'est le cas, par exemple, de Frederick Suppe (1977a, p. 113) :  L'axiomatisation consiste dans
l'établissement d'un calcul axiomatique, et consiste donc dans une formalisation essentiellement
syntaxique [...]. La formalisation englobe à la fois les techniques syntaxiques d'axiomatisation et les
techniques sémantiques de la théorie des modèles. 
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au sens strict d'une part et axiomatisation ou reconstruction formelle d'autre part
est en eﬀet au c÷ur de mon analyse comparée des deux approches.11
1 L'empirisme logique et la  signiﬁcation cognitive  des
théories scientiﬁques
Le programme formaliste en philosophie des sciences est né en Europe, dans les
années 1920, avec les travaux des membres du Cercle de Vienne fondé par Moritz
Schlick.12 Ceux-ci, et tout particulièrement Rudolf Carnap, voient dans les travaux
récents en logique formelle et sur les fondements de l'arithmétique de Gottlob Frege
(1894), ainsi que dans les développements de l'axiomatique par David Hilbert (1899),
la fondation de la théorie des ensembles par Georg Cantor (1883), et surtout le
programme logiciste de Bertrand Russell et Alfred N. Whitehead (1910/1913) qui vise
à réduire les mathématiques à la logique, les outils nécessaires à l'étude systématique
du langage des sciences.
Situés dans ce qu'on appelle le  tournant linguistique , engagé par Wittgen-
stein (1922) et son célèbre slogan selon lequel  toute philosophie est critique du
langage  (Wittgenstein, 1922, 4.0031), les membres du Cercle de Vienne ont pour
projet de dénoncer les prétentions de la métaphysique en montrant que ses discours
sont dépourvus de signiﬁcation, ou plus précisément de ce qu'ils appellent  signiﬁca-
tion cognitive  : les discours de la métaphysique, s'ils possèdent bien une signiﬁcation
expressive, au même titre que la poésie ou la musique13, n'expriment aucune connais-
sance factuelle. Ils ne disent rien du monde et ne sont par conséquent pas susceptibles
d'être vrais ou faux. Ce projet passe par celui d'une analyse critique du langage (Car-
11Notons que dans le titre de ce chapitre, le terme  formaliser  est à comprendre au sens large
de  reconstruire formellement .
12Pour l'histoire du Cercle de Vienne, voir (Soulez, 1985; Bonnet et Wagner, 2006; Ouelbani,
2006). Plus généralement, pour l'histoire et l'analyse des thèses de l'empirisme logique et de Carnap
en particulier, voir (Schilpp, 1963; Bouveresse, 1973; Suppe, 1977a; Jacob, 1980a,b; Friedman, 1999;
Wagner, 2002a; Moulines, 2006; Chapuis-Schmitz, 2006; Bouveresse et Wagner, 2008).
13Les énoncés de la métaphysique  expriment le sentiment de la vie [Lebensgefühl ]  (Carnap,
1932b, p. 175), tout comme la poésie et la musique. À la diﬀérence de ces dernières, cependant, la
métaphysique  feint d'être quelque chose qu'elle n'est pas , en donnant à ses discours la forme d'une
théorie, c'est-à-dire la forme d'un  système d'énoncés qui (en apparence) entretiennent mutuelle-
ment des relations de fondement  (p. 176). Carnap en conclut que, si les métaphysiciens choisissent
d'exprimer le sentiment de la vie en adoptant cette forme inadéquate de discours qu'est la forme
théorique, c'est qu'il leur manque  l'art d'un Beethoven pour exprimer ce sentiment dans un médium
adéquat  et qu'ils sont donc  des musiciens sans talent musical.  (Carnap, 1932b, p. 177). Ces
citations sont extraites de la traduction française indiquée en bibliographie (voir note 22 ci-dessous).
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nap et al., 1929; Carnap, 1932b), et tout particulièrement du langage de la science,
qui doit donner les moyens de déﬁnir sur des bases formelles un critère précis de
démarcation entre les énoncés qui sont doués d'une signiﬁcation cognitive et ceux
qui en sont dépourvus14 (Carnap, 1934a,b), ce qui devait permettre de tracer une
frontière entre science et non science.15
L'ambition initiale du Cercle de Vienne et en particulier de Carnap consiste à ré-
duire la signiﬁcation (cognitive) de tout énoncé16 à sa signiﬁcation empirique. Comme
on va le voir, la notion de signiﬁcation cognitive, dont Carnap, de ses premiers à ses
derniers écrits, cherche à rendre compte par l'établissement de critères formels, repose
sur le rejet, hors du champ de l'analyse philosophique du contenu des énoncés de la
science, de tout ce qui a trait aux aspects psychologiques de la compréhension qu'en
ont les sujets. Insistons aﬁn de dissiper toute ambiguïté : la signiﬁcation cognitive
d'un énoncé, dans les termes de Carnap, désigne comme on va le voir sa signiﬁcation
objective, déﬁnie en termes de valeur de vérité ; l'emploi de l'adjectif  cognitif , ici,
n'est pas à confondre avec celui qui sert à désigner aujourd'hui les processus mentaux
des individus, qu'une analyse de la signiﬁcation cognitive ne doit pas, selon Carnap,
prendre en compte. Je me propose, dans cette section, d'examiner les conséquences
d'une telle exigence sur la déﬁnition du contenu des théories des sciences empiriques.
Après avoir brièvement rappelé la motivation initiale de l'établissement d'un cri-
tère de signiﬁcation cognitive (section 1.1) chez le Carnap des années 1930, je montre-
rai les problèmes particuliers que l'établissement d'un tel critère pose à la déﬁnition
de la signiﬁcation des termes et des énoncés employés dans les théories scientiﬁques
(section 1.2). On verra ensuite (sections 1.3 et 1.4) comment ces problèmes et les
débats qu'ils engendrent17 conduisent Carnap, dans les années 1950, à formuler une
conception des théories scientiﬁques qui sera baptisée  conception orthodoxe  par
Hilary Putnam (1962) puis  conception syntaxique  ou encore  linguistique  par
les défenseurs de la conception sémantique. Aux sections 1.5 et 1.6, j'examinerai
la version qu'Ernest Nagel (1961), généralement considéré comme un des derniers
représentants de l'empirisme logique, propose de cette conception des théories ; je
montrerai que Nagel se démarque plus nettement de l'empirisme logique qu'on ne
14L'analyse logique du langage de la science vise, en outre, à clariﬁer les fondements conceptuels
et méthodologiques de la connaissance scientiﬁque et à progresser ainsi en direction de l'uniﬁcation
des sciences (Carnap, 1932a).
15Sur l'assimilation de ces deux démarcations, et le désaccord entre Carnap et Popper sur ce point,
voir (Jacob, 1980b, p. 131).
16Plus précisément : la signiﬁcation cognitive de tout énoncé synthétique (voir plus bas).
17Ces débats se sont poursuivis principalement sur le continent américain après l'éclatement du
Cercle de Vienne à la veille de la Seconde Guerre mondiale, et constituent une partie essentielle de
l'histoire de la tradition que l'on appelle  positivisme logique  ou  empirisme logique .
L'empirisme logique 195
le reconnaît habituellement18 et prend acte, dans sa déﬁnition des théories, de l'im-
possibilité d'ignorer la manière dont elles sont utilisées et comprises. Cette prise de
distance, jointe au maintien de certaines exigences de l'empirisme logique, conduit ce-
pendant Nagel à une position intenable, dont je montrerai qu'elle est symptomatique
des limites intrinsèques du projet formaliste des empiristes logiques.
1.1 Carnap et la recherche d'un critère de signiﬁcation cognitive
Intuitivement, l'exigence d'un critère de signiﬁcation cognitive pour les énoncés
de la science correspond à l'idée selon laquelle toute connaissance, à l'exception de la
connaissance logico-mathématique, est fondée sur l'expérience. Ce qui distingue les
énoncés des sciences empiriques des pseudo-énoncés de la métaphysique, c'est que les
premiers présentent des états de faits et sont vrais ou faux selon que le monde est ou
non tel qu'ils le décrivent.
L'établissement de ce critère repose sur la distinction entre énoncés analytiques
et énoncés synthétiques. Les énoncés analytiques sont les énoncés qui sont vrais ou
faux en vertu de leur seule forme logique ou de la signiﬁcation des termes qui y
ﬁgurent. Ils n'ont donc pas de contenu  ils sont sinnlos selon la tripartition de
Wittgenstein (1922)19  mais pas absurdes : ils ont une valeur de vérité. Les énoncés
synthétiques sont les énoncés dont la valeur de vérité dépend des faits du monde.
C'est en vertu de ces derniers que la science a un contenu cognitif, qu'elle nous dit
quelque chose du monde. La déﬁnition de l'analycité et celle du critère de signiﬁcation
cognitive des énoncés non analytiques ont beaucoup évolué tout au long des travaux
de Carnap. Cependant, contrairement à Quine et Hempel, il ne renoncera jamais à
leur possibilité.20
18À l'exception, par exemple, de Rosenberg (2000) qui montre que Nagel rompt clairement avec
l'empirisme logique.
19Wittgenstein distingue entre les propositions sensées, qui parlent du monde, les énoncés de la
métaphysique, qui sont absurdes (unsinnig) et les propositions de la logique et des mathématiques,
qui sont vides de contenu (sinnlos).
20Quine (1951), dans sa critique de la distinction analytique / synthétique, distinguera entre deux
sortes diﬀérentes d'énoncés analytiques : les vérités (ou faussetés) logiques, vraies (ou fausses) en
vertu de leur pure forme (tautologies ou contradictions logiques, du type :  Aucun homme non
marié n'est marié , où l'on peut remplacer les termes non logiques par n'importe quel terme sans
aﬀecter la valeur de vérité de l'énoncé) et les vérités (ou faussetés) analytiques qui reposent sur
la signiﬁcation des termes non logiques qui y ﬁgurent, et donc sur leur déﬁnition (par exemple :
 Aucun célibataire n'est marié  est vrai en vertu de la signiﬁcation des termes ; aucune enquête
empirique n'est nécessaire pour vériﬁer cet énoncé, mais il faut connaître la signiﬁcation de ses
termes non logiques). Carnap (1952) admettra cette distinction, mais s'eﬀorcera de maintenir la
distinction entre analytique et synthétique en défendant une position conventionnaliste : la partie
analytique d'un langage donné peut toujours être déﬁnie au moyen de postulats de signiﬁcation, par
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Comme je l'ai dit, l'ambition initiale de Carnap est de réduire entièrement la
signiﬁcation cognitive des énoncés non analytiques de la science à leur signiﬁcation
empirique.21 Deux énoncés (ou deux termes ﬁgurant dans des énoncés) qui ont exac-
tement les mêmes conditions de vérité ont strictement la même signiﬁcation cognitive,
que leur signiﬁcation expressive soit identique ou non pour certains individus :
Admettons [. . .] le cas où existe le critère d'un mot nouveau, comme  bébu ,
et qu'en eﬀet, l'énoncé  telle chose est bébue  soit toujours vrai si et seule-
ment si la chose est quadrangulaire. [...] Nous dirons ici : le mot  bébu  a
la même signiﬁcation que le mot  quadrangulaire . Nous ne nous laisserons
pas dire par ceux qui l'utilisent, qu'ils  veulent dire  autre chose, que toute
chose quadrangulaire est certes aussi bébue et inversement, mais que cela tient
seulement au fait que la quadrangularité est l'expression visible de la  bébi-
tude  qui, elle, est une propriété mystérieuse, elle-même non perceptible. Nous
rétorquerions qu'avec le critère se trouve également établi que  bébu  signiﬁe
 quadrangulaire , et que l'on n'est plus libre de vouloir dire ceci ou cela avec
ce mot. (Carnap, 1932b, p. 159-160)22
La théorie vériﬁcationniste de la signiﬁcation identiﬁe la signiﬁcation cognitive d'un
énoncé synthétique à ses conditions de vériﬁcations empiriques. Autrement dit, un
énoncé synthétique a une signiﬁcation cognitive si et seulement si on peut, au moins
en principe, le soumettre à un test empirique, s'il est vériﬁable empiriquement ; et
sa signiﬁcation est entièrement donnée par ses conditions de vérité. En conséquence,
comprendre un énoncé, c'est en connaître les conditions de vérité et de fausseté.
Selon la version la plus stricte du vériﬁcationnisme, un énoncé qui n'est pas direc-
tement vériﬁable n'a de signiﬁcation cognitive que s'il peut être réduit à un ensemble
lesquels certains termes reçoivent des déﬁnitions explicites.
21Jusqu'au milieu des années 1930, c'est au moyen de la seule syntaxe que Carnap entend mener
l'analyse logique du langage permettant l'établissement d'un critère des énoncés doués de sens. Il voit
notamment dans la théorie russellienne des types le moyen de montrer que tout énoncé dépourvu de
signiﬁcation est tout simplement un énoncé mal formé ; l'énoncé  César est un nombre premier 
violerait ainsi les lois de la syntaxe au même titre que  César est et  (Carnap, 1934a). Il s'appuie
en outre sur une distinction entre idiome formel et idiome matériel (ou contentuel) pour montrer,
par des moyens syntaxiques, que les énoncés qui ont la prétention de parler de la réalité mais qui
n'ont pas de signiﬁcation empirique sont en fait des recommandations linguistiques déguisées (voir
plus bas, note 70). Sur ce point, voir (Jacob, 1980b, p. 107). Comme le note Pierre Jacob (1980b,
p. 112), après qu'Alfred Tarski (1935, 1936a,b) eut redonné  conﬁance aux logiciens à penchant
empiriste en montrant que les concepts de la sémantique sont assis sur une base solide  Carnap
(1942, 39)  se repent de n'avoir pas fait de place à la sémantique dans sa métathéorie. 
22Toutes les citations des textes écrits par Carnap, en allemand, dans la première moitié des années
1930 (Carnap, 1932a,b, 1934a,b) sont tirées des traductions françaises indiquées en bibliographie.
Les citations des textes postérieurs à 1935 (Carnap, 1939a, 1956b, 1966), écrits en anglais, sont
traduites par moi-même.
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ﬁni d'énoncés protocolaires ou observationnels, c'est-à-dire directement vériﬁables23,
ce qui signiﬁe qu'il doit pouvoir être explicitement déﬁni à l'aide d'une conjonction
ﬁnie d'énoncés qui, en dernière analyse, n'emploient que des termes d'observation, et
sont donc eux-mêmes directement vériﬁables. Pour reprendre les termes de Hempel,
l'exigence de vériﬁabilité complète aﬃrme qu' un énoncé a une signiﬁcation empi-
rique si et seulement s'il n'est pas analytique et s'il est logiquement déductible d'une
classe ﬁnie et logiquement non contradictoire d'énoncés observationnels.  (Hempel,
1965b, p. 67).
Dès le début des années 1930, Carnap abandonne cette exigence réductionniste
complète, reconnaissant que de nombreux énoncés des sciences empiriques, comme
par exemple les énoncés exprimant des lois de la nature, ne sont pas susceptibles d'être
réduits à un nombre ﬁni d'énoncés observationnels. Carnap (1936/1937) propose ainsi
plusieurs critères de conﬁrmation pour les énoncés non analytiques d'un langage, et
choisit d'adopter le plus souple (un critère de conﬁrmabilité ou de testabilité24, à
la place d'un critère de vériﬁabilité strict). Par la suite, Carnap va continuellement
libéraliser son critère de signiﬁcation cognitive, admettant dès la ﬁn des années 1930
une forme de holisme, selon laquelle certains termes et énoncés non analytiques ﬁ-
gurant de manière essentielle dans les théories scientiﬁques n'ont de signiﬁcation que
dans le cadre de cette théorie prise comme un tout.25 C'est pour rendre compte de la
manière dont une théorie fournit une interprétation à ces termes et à ces énoncés que
Carnap en propose la reconstruction sous la forme d'un calcul formel, et envisage
l'axiomatisation des théories scientiﬁques26 proprement dites (et non plus la seule
formalisation du langage des sciences en général).
1.2 Le dilemme du théoricien
Les théories scientiﬁques, conçues comme des systèmes descriptifs et explicatifs
des phénomènes observables, font intervenir des termes faisant référence à des choses,
à des aspects des choses ou à des processus qui ne sont pas observables, comme des
microparticules, des électrons, des champs (électromagnétique ou gravitationnel par
23La question des énoncés protocolaires, devenus énoncés observationnels, a fait l'objet de nom-
breux débats dans les années 1930 (voir Carnap, 1932a,b; Neurath, 1933). Dès Testability and Mea-
ning, Carnap (1936-1937) libéralise sa déﬁnition de l'observable, qui devient d'une importance se-
condaire pour la question de l'interprétation des énoncés et des termes théoriques.
24Le critère de conﬁrmabilité est le plus souple des deux ; il ne suppose pas, comme celui de
testabilité, que l'on ait la maîtrise de l'expérience permettant de tester l'énoncé.
25Pour une analyse critique de l'histoire du critère de signiﬁcation cognitive par un empiriste
logique qui, contre Carnap, y renonce, voir (Hempel, 1950, 1951, 1965b). Voir aussi (Quine, 1969).
26L'axiomatisation passe ici par une formalisation au sens strict (voir page 191).
198 Chap. 5. Approches formelles
exemple). Une des étapes de la libéralisation du critère de signiﬁcation cognitive par
Carnap est la reconnaissance du caractère indispensable de ces termes. Dire qu'ils
sont indispensables, c'est dire qu'ils ne peuvent pas recevoir de déﬁnition explicite au
moyen d'énoncés ne faisant intervenir que des termes observationnels.
Aﬁn de bien comprendre en quoi ces termes sont indispensables à l'expression des
théories scientiﬁques, appuyons-nous sur la distinction opérée par Carnap (1956b,
1966), au sein du langage d'une théorie scientiﬁque, entre deux sous-langages : le lan-
gage théorique (LT ) et le langage observationnel (LO). Les énoncés de LO emploient,
outre le vocabulaire logique, commun à LO et à LT , et dont les termes n'ont pas de
référent27, uniquement des termes désignant des entités, des propriétés, des relations
ou des processus observables28 ; l'ensemble de ces termes constitue le vocabulaire
observationnel, VO. Les énoncés de LO peuvent avoir une forme particulière, pour
décrire un état de fait ou un événement singulier, ou une forme générale, pour expri-
mer une généralisation empirique ou loi phénoménale comme, par exemple, l'énoncé
 à la surface de la Terre, tous les corps étendus tombent si on ne leur oppose pas de
résistance . Les énoncés de LT sont ce que l'on appelle des lois ou principes théo-
riques. C'est en principe à partir d'eux que l'on peut déduire et expliquer des lois
phénoménales et des descriptions empiriques particulières. Les termes qui y ﬁgurent
appartiennent au vocabulaire théorique VT et sont appelés  termes théoriques  ;
ce sont les termes, mentionnés ci-dessus, qui font référence à des choses ou à des
processus inobservables.
La signiﬁcation des termes et des énoncés de LO ne pose pas de problème : LO
reçoit une interprétation empirique complète. En revanche, VT ne semble pas pou-
voir être soumis à l'exigence réductionniste selon laquelle tous les énoncés de LT
devraient être déductibles d'une classe ﬁnie d'énoncés de LO et par conséquent tout
terme de VT pouvoir être explicitement déﬁni à l'aide d'une chaîne ﬁnie d'énoncés de
LO. En eﬀet, exiger la réductibilité de tous les termes ﬁgurant dans une théorie à des
27Pour une description plus ﬁne des diﬀérents langages et sous-langages des théories scientiﬁques
selon Carnap, voir la reconstruction de la conception syntaxique par Suppe (1977a), qui distingue
notamment entre un langage observationnel strict, n'incluant ni quantiﬁcateur ni modalité, et un
langage observationnel étendu.
28Voir (Carnap, 1966, chap. 23) pour la déﬁnition de l'observable. En ce qui concerne le langage
(et non les choses), la notion va progressivement se libéraliser jusqu'à devenir synonyme d' extra-
théorique  ; un terme observationnel est un terme qui est compris indépendamment de la théorie
 la distinction entre ce qui est théorique et ce qui ne l'est pas dépend donc aussi de la théorie à
laquelle on s'intéresse. Pour les critiques de la distinction entre langage observationnel et langage
théorique, voir (Putnam, 1962; Achinstein, 1965, 1968). Hempel (1970) défend une conception des
théories scientiﬁques généralement considérée comme proche de celle de Carnap, tout en renonçant
à la distinction entre langage observationnel et langage théorique.
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énoncés observationnels, c'est faire de cette théorie un simple compte rendu d'obser-
vation destiné à mettre de l'ordre dans la masse des expériences accumulées comme,
pour reprendre la métaphore de Carnap,  un système de comptabilité permet d'en-
registrer de façon ordonnée les dépenses et les recettes d'une société commerciale. 
(Carnap, 1966, chap. 26, p. 248) Or, nous attendons d'une théorie scientiﬁque qu'elle
nous fournisse une explication en un sens plus profond que celui où une généralisa-
tion empirique comme  tous les corps incandescents sont chauds  nous fournit une
explication de la chaleur qui se dégage de tel corps incandescent particulier. De plus,
nous attendons d'elle qu'elle nous permette de dériver de nouvelles lois empiriques
à partir de ses lois théoriques ; ces dernières ne peuvent donc pas être de simples
résumés d'une conjonction de plusieurs lois empiriques. Autrement dit, exiger la ré-
ductibilité des termes théoriques au moyen d'énoncés observationnels, c'est renoncer
à une partie importante du contenu cognitif de la théorie, qui doit nous dire quelque
chose de plus que le simple résumé d'un ensemble d'observations.
Hempel (1958) nomme  dilemme du théoricien  le problème auquel conduit
l'exigence réductionniste qui revient à dire que les termes théoriques doivent être
entièrement déﬁnis par l'ensemble (ﬁni) des déductions qu'ils permettent d'opérer
entre diﬀérents énoncés observationnels (ce qui serait le cas si les théories étaient des
manières abrégées de décrire des phénomènes observables) :
[...] si les termes et les principes généraux d'une théorie scientiﬁque remplissent
leur fonction, i.e., s'ils établissent des connexions déﬁnies entre phénomènes ob-
servables, alors on peut s'en dispenser, puisque toute chaîne de lois et d'énoncés
interprétatifs établissant une telle connexion doit être remplaçable par une loi
qui relie directement les antécédents observationnels aux conséquents observa-
tionnels.
En ajoutant à cette thèse cruciale deux énoncés supplémentaires dont la vérité
est évidente, on obtient les prémisses d'un argument ayant la forme classique
du dilemme :
(5.1) Si les termes et principes d'une théorie remplissent leur fonction ils ne
sont pas nécessaires, comme il vient d'être montré ; et s'ils ne remplissent
pas leur fonction, ils ne sont évidemment pas nécessaires. Or dans toute
théorie, soit ses termes et principes remplissent leur fonction, soit ils ne le
font pas. Donc, les termes et principes d'aucune théorie ne sont nécessaires.
(Hempel, 1958, p. 186)29
La notion même de terme théorique se trouve ﬁnalement déﬁnie par le fait que ces
termes ne sont pas réductibles à de l'observable : on peut dire qu'une certaine trace
dans une chambre à bulles est le signe du passage d'un électron ; on peut donner
29La pagination correspond à la réédition de l'article dans (Hempel, 1965b).
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un ensemble de procédures destinées à mesurer la température d'un gaz. Mais la
conjonction de tous les énoncés décrivant les procédures qui permettent d'aﬃrmer,
par exemple, la présence d'un électron, ne suﬃt pas à épuiser la signiﬁcation du
terme  électron . Si cela était possible, alors tout simplement le terme  électron 
cesserait d'être un terme théorique. Tant que cela n'est pas le cas, on peut espérer
inventer de nouvelles procédures et découvrir de nouvelles lois empiriques à l'aide
de ce terme. Le développement des théories, leur application à de nouveaux cas, la
découverte de nouvelles connexions entre phénomènes, reposent sur l'existence de tels
termes.
En conséquence, les règles du langage d'une théorie qui permettent la  traduc-
tion  d'énoncés de VT en énoncés de VO ne peuvent pas épuiser la signiﬁcation des
termes de VT . À partir du moment où l'on renonce au réductionnisme, toute la ques-
tion est de savoir d'où vient la partie non empirique de la signiﬁcation des termes
théoriques. Il s'agit d'admettre le caractère indispensable des termes théoriques, tout
en garantissant la signiﬁcation cognitive de la théorie.30 Dès Testability and Meaning,
Carnap (1936-1937) avait concédé que les termes théoriques ne pouvaient pas être
explicitement déﬁnis en termes observationnels. Il proposait alors la notion d'énoncés
de réduction bilatérale assurant la traduction du langage théorique vers le langage
observationnel et vice-versa. Il va progressivement renoncer au modèle de la traduc-
tion pour adopter celui d'une interprétation partielle. À propos de Testability and
Meaning, Carnap écrit ainsi en 1956 :
À l'époque de cet article, je croyais encore que tous les termes scientiﬁques
pouvaient être introduits comme des termes dispositionnels sur la base de termes
d'observation soit par des déﬁnitions explicites, soit par ce que j'appelais des
énoncés de réduction, qui constituent une sorte de déﬁnitions conditionnelles
[...]. Aujourd'hui, je pense, en accord avec la plupart des empiristes, que le lien
entre les termes d'observation et les termes de la science théorique est bien plus
indirect et faible qu'il n'était considéré dans mes écrits antérieurs et dans ceux
de l'opérationnalisme. Par conséquent, un critère de signiﬁcation pour LT doit
être lui aussi très faible. (Carnap, 1956b, p. 53)
Le problème est alors de déﬁnir le statut de ces règles de correspondance31 qui,
n'étant pas des déﬁnitions explicites, ne sont pas des énoncés analytiques du langage
30Le problème est en eﬀet, comme le résume Carnap (1966, chap. 26, p. 248), de comprendre
 comment on peut justiﬁer l'usage de concepts théoriques par le scientiﬁque sans du même coup
justiﬁer celui de termes métaphysiques par le philosophe .
31Les diﬀérentes tentatives de déﬁnition de ce qui permet de relier les énoncés théoriques aux
énoncés observationnels ont successivement baptisé ces règles  énoncés de réduction  (Carnap,
1936-1937),  déﬁnitions de coordination  ou de  corrélation  (Reichenbach, 1924, 1928),  déﬁ-
nitions opérationnelles  (Bridgman, 1927, 1936), ou encore  dictionnaire  (Campbell, 1920).
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de la théorie. La thèse de Carnap (1956b, 1966) est qu'une théorie prise comme un
tout acquiert sa signiﬁcation par le biais de règles de correspondance qui n'en donnent
qu'une interprétation partielle ; les énoncés et termes théoriques tirent eux-mêmes
leur signiﬁcation de celle de la théorie.
1.3 Règles de correspondance et interprétation partielle (Carnap,
1956, 1966)
La volonté d'établir un critère de signiﬁcation cognitive pour les énoncés de la
science a progressivement conduit Carnap à proposer la reconstruction d'une théorie
scientiﬁque sous la forme d'un ensemble formalisé d'énoncés organisés en un système
déductif. La notion de théorie comme calcul formel joint à une interprétation partielle
apparaît dès (Carnap, 1939b) ; c'est dans (Carnap, 1956b, 1966) qu'elle reçoit son
traitement le plus systématique. Les thèses exprimées dans ces textes sont celles qui
correspondent au plus près à ce que les critiques des empiristes logiques ont appelé
la  conception syntaxique  ou  orthodoxe  des théories scientiﬁques. Signalons
toutefois que ces textes sont très loin, en fait, d'exprimer une orthodoxie, puisque ni
Hempel, ni Nagel, pourtant considérés comme les deux autres grands représentants
de cette conception, n'y adhèrent vraiment. Si Carnap est le plus orthodoxe des
empiristes logiques (du moins de ceux qui écrivent encore dans les années 1950 et
1960), c'est au sens où il ne renonce jamais à certaines des inspirations initiales
du Cercle de Vienne, comme l'établissement d'un critère de signiﬁcation cognitive
et la distinction entre énoncés analytiques et synthétiques au sein d'un langage ;
corrélativement, il reste attaché à l'idée selon laquelle la formalisation d'une théorie
est le moyen d'évacuer hors du champ de l'analyse philosophique tous les aspects
psychologiques ayant trait à la  compréhension intuitive 32 que l'on peut avoir des
termes et des énoncés des théories. Sa position n'a cependant, comme on l'a vu,
jamais cessé d'évoluer.
Le contenu de cette section et de la suivante correspond aux thèses qu'il exprime
en 1956 et 1966. Comme on va le voir, ces thèses comportent à la fois l'aﬃrmation la
32 Le développement de la physique au cours des derniers siècles, et en particulier pendant les
dernières décennies, a conduit progressivement à cette méthode de construction, de test et d'appli-
cation des théories physiques que l'on appelle formalisation, c'est-à-dire, la construction d'un calcul
augmenté d'une interprétation. C'est le progrès de la connaissance et la structure particulière des
domaines étudiés qui a suggéré et a rendu possible, en pratique, cette formalisation accrue. En
conséquence, il est devenu de plus en plus possible de se passer d'une compréhension intuitive des
termes abstraits et des axiomes et théorèmes formulés au moyen de ces termes.  (Carnap, 1939a,
p. 67) Je remercie Delphine Chapuis-Schmitz de m'avoir indiqué ce passage, tiré d'un paragraphe
intitulé  Understanding in Physics .
202 Chap. 5. Approches formelles
plus explicite des présupposés de l'entreprise de reconstruction formelle des théories
dans la tradition des empiristes logiques, et quelque chose comme un aveu de son
échec. On verra ensuite (section 1.5) qu'Ernest Nagel (1961), tout en adoptant un
certain nombre des présupposés de l'entreprise de Carnap, propose une conception des
théories qui s'en distingue par des aspects importants, mettant par là en évidence
les limites internes du programme empiriste logique de reconstruction formelle du
contenu des théories.
Carnap (1956b, 1966) propose de concevoir une théorie scientiﬁque comme es-
sentiellement constituée de deux sortes de postulats : les principes théoriques ou
 postulats-T , qui sont en fait les axiomes de la théorie (leur ensemble est appelé
T ) et les  règles de correspondance ,  postulats-C  ou encore  règles-C  (leur
ensemble est appelé C). Les postulats T ne contiennent que des termes de VT , alors
que les postulats C sont des énoncés mixtes, qui contiennent chacun au moins un
terme théorique et un terme observationnel de manière essentielle. Leur conjonction,
TC, est un système d'axiomes partiellement interprété. Que signiﬁe cette notion d'in-
terprétation partielle ?
Les principes théoriques T donnent une déﬁnition implicite des termes qui y ﬁ-
gurent : ainsi,  F = ma  donne une déﬁnition implicite des termes  force  et
 masse  de la mécanique. À strictement parler, les termes ainsi déﬁnis n'ont pas
encore de signiﬁcation, pas plus que l'énoncé dans lequel ils ﬁgurent. Ce qu'on appelle
ici  déﬁnition implicite  est en fait l'imposition d'une contrainte sur ce qui pourra
être appelé  force  ou masse .33 Cette contrainte est établie par l'expression d'une
relation qui doit être satisfaite, mais aucun moyen ne nous est oﬀert d'interpréter em-
piriquement ces termes et cet énoncé, qui n'ont pas de signiﬁcation extra-théorique.34
T est une théorie purement formelle, ou une forme de théorie, dont la syntaxe n'a pas
encore d'interprétation sémantique.35 Les termes théoriques eux-mêmes sont de purs
symboles aveugles sans aucune signiﬁcation empirique ; ils n'ont pour toute signiﬁca-
33Tout comme, dans les axiomatisations modernes de la géométrie (Hilbert, 1899), les axiomes ne
donnent qu'une déﬁnition implicite de  point  et de  droite .
34Le fait que l'on utilise parfois un terme du langage ordinaire pour nommer l'entité théorique en
question (comme c'est le cas, en mécanique, avec les notions de  force  ou de  travail ) ne doit
pas nous induire en erreur : les représentations mentales associées au terme  force  n'en consti-
tuent pas la signiﬁcation cognitive. Un terme théorique n'a pas de signiﬁcation pré-théorique ou
observationnelle et tire entièrement sa signiﬁcation du contexte de la théorie. Notons que Hempel
(1970), rejetant l'idée d'une distinction nette entre un vocabulaire théorique et un vocabulaire ob-
servationnel, refusera à l'axiomatisation des théories toute pertinence, et insistera sur l'importance
des concepts  ﬂous  et l'utilisation du langage naturel dans la formulation des théories.
35Voir page 189 la mise au point sur les notions de système formel, de formalisation et d'axioma-
tisation.
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tion que les relations que leur assigne cette structure abstraite.36 Les énoncés de T
ne sont pas à strictement parler des assertions, ils ne disent strictement rien :  dans
la mesure où les termes théoriques de base sont seulement implicitement déﬁnis par
les postulats de la théorie, les postulats n'aﬃrment rien, puisque ce sont des formes
d'énoncés plutôt que des énoncés.  (Nagel, 1961, p. 91)
Ce sont les règles de correspondance C qui fournissent son interprétation em-
pirique au système formel T , garantissant une signiﬁcation cognitive à la théorie.
Elles se présentent généralement comme la spéciﬁcation de procédures expérimen-
tales pour appliquer la théorie aux phénomènes. Ces règles sont des énoncés mixtes
(elles contiennent des termes de VT et des termes de VO) qui relient des énoncés de
LT à des énoncés de LO. Par exemple, les énoncés  s'il se produit une oscillation
électromagnétique d'une fréquence déterminée, alors on observe une certaine teinte
bleu-vert , ou encore  la température (mesurée par un thermomètre et donc obser-
vable au sens large déﬁni précédemment)37 d'un gaz est proportionnelle à l'énergie
cinétique moyenne de ses molécules  sont des règles de correspondance (Carnap,
1966, chap. 24, p. 233). Les règles de correspondance jettent ainsi un pont entre lois
théoriques et lois empiriques (sans cela, les théories seraient parfaitement inutiles) ;
c'est grâce à elles que l'on peut tirer des prédictions empiriques de la théorie.
Tout le contenu empirique de la théorie lui est fourni par les règles de corres-
pondance. Les termes théoriques acquièrent donc une signiﬁcation par le biais de
l'interprétation donnée aux énoncés théoriques :
Toute l'interprétation (au sens strict du terme, i.e. interprétation observation-
nelle) qui peut être donnée pour LT est donnée par les règles-C, et leur fonction
est essentiellement d'interpréter certains énoncés contenant des termes descrip-
tifs, et par là d'interpréter indirectement les termes descriptifs de VT . (Carnap,
1956b, p. 46)
Cependant, renoncer  pour les raisons examinées  au réductionnisme en ce qui
concerne les termes théoriques, c'est admettre qu'il n'existe pas de conjonction ﬁnie de
règles de correspondance permettant d'épuiser la signiﬁcation d'un énoncé théorique ;
en outre, chaque règle de correspondance fait intervenir plusieurs termes théoriques,
lesquels à leur tour ﬁgurent dans plusieurs règles de correspondance. L'unité de si-
gniﬁcation cognitive n'est par conséquent plus le terme ni l'énoncé, mais la théorie
36 [...] Quand une théorie est codiﬁée avec soin de telle façon qu'elle prenne la forme d'un sys-
tème déductif (une tâche qui, bien que souvent diﬃcile en pratique, est en principe réalisable),
les hypothèses fondamentales de la théorie ne formulent rien d'autre qu'une structure relationnelle
abstraite  (Nagel, 1961, p. 91).
37La notion d'observable fait l'objet du chapitre 23 de (Carnap, 1966) ; il en déﬁnit plusieurs sens,
le sens large servant à désigner ce qui est  soit directement observable par les sens, soit mesurable
au moyen de techniques relativement simples.  (p. 226)
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tout entière qui, en bloc, a un ensemble de conséquences empiriques que l'on atteint
grâce aux règles de correspondance.
Les règles-C établissent un lien seulement entre certains énoncés d'un type spé-
cial de LT et des énoncés de LO. La thèse précédente, selon laquelle il existait
des déﬁnitions de certains termes de VT dans les termes de VO, déﬁnitions appe-
lées  déﬁnitions corrélatives  (Reichenbach) ou  déﬁnitions opérationnelles 
(Bridgman), a été abandonnée par la plupart des empiristes comme une sim-
pliﬁcation abusive [...]. L'incomplétude essentielle de l'interprétation des termes
théoriques a été mise en lumière dans mes Fondements de la logique et des ma-
thématiques et est discutée par Hempel [...]38. De plus, on ne peut pas exiger
qu'il y ait une règle-C pour chaque terme de VT . Si l'on a des règles-C pour
certains termes, et si ces termes sont liés aux autres par les postulats de T ,
alors ces autres termes acquièrent eux aussi une signiﬁcation observationnelle.
Ce fait montre que la spéciﬁcation, non seulement des règles-C, mais aussi des
postulats-T , est essentielle pour le problème de la signiﬁcation [meaningfulness].
La déﬁnition de la signiﬁcation [meaningfulness] doit être relative à une théorie
T , parce que le même terme peut être doué de signiﬁcation relativement à une
théorie et en être dépourvu relativement à une autre. (Carnap, 1956b, p. 48)
La thèse de l'interprétation partielle, qui repose sur l'adoption d'une position
holiste, consiste à aﬃrmer que cette interprétation empirique globale de la théorie
est nécessairement incomplète : c'est ce qui rend possible l'ajout de nouvelles règles
de correspondance permettant la dérivation de nouvelles lois empiriques à partir des
lois théoriques (Carnap, 1966).
Un système de postulats en physique ne peut pas avoir le splendide isolement
des théories mathématiques par rapport au monde. Les termes axiomatiques
qu'il contient   électron ,  champ , etc.  doivent être interprétés au moyen
de règles de correspondance qui les relient aux phénomènes observables. Cette
interprétation est nécessairement incomplète. Parce qu'elle est toujours incom-
plète, le système reste ouvert, de telle sorte qu'il est possible d'y ajouter de
nouvelles règles de correspondance. [...]
Il est toujours possible d'ajouter de nouvelles règles, ce qui accroît l'ensemble
des interprétations disponibles pour les termes théoriques ; cependant, aussi loin
qu'on l'étende, cette interprétation n'est jamais achevée. En revanche, dans un
système mathématique, elle est achevée. Là, une interprétation logique d'un
terme axiomatique est complète. (Carnap, 1966, pp. 237-238)
Le caractère incomplet de l'interprétation fournie par les règles de correspondance
est donc caractéristique des théories des sciences empiriques, et les distinguent d'une
part des théories mathématiques ( uniquement  théoriques) et d'autre part de purs
comptes rendus d'observation ( uniquement  empiriques). Admettre la thèse de
38Carnap mentionne (Hempel, 1951, 3) et (Hempel, 1952, 7).
L'empirisme logique 205
l'interprétation partielle implique cependant de résoudre le problème posé par la
partie de la signiﬁcation de T qui n'est pas fournie par C. Voyons à présent comment
Carnap prétend résoudre ce problème.
1.4 Le problème des termes théoriques et la solution de Ramsey-
Carnap
Si TC ne fournit qu'une interprétation partielle des termes de VT , en quoi consiste
le reste de leur signiﬁcation, leur  surplus de sens , reconnu indispensable au rôle
explicatif des théories et à la possibilité de dériver de nouvelles lois empiriques à par-
tir des lois théoriques ? Comment garantir la signiﬁcation cognitive de la théorie, si
une partie de sa signiﬁcation, que l'on peut appeler sa signiﬁcation proprement théo-
rique, échappe à ses conséquences empiriques ? La thèse de l'interprétation partielle
et la conception holiste de la signiﬁcation des théories qui l'accompagne incitent un
empiriste logique comme Hempel (1950, 1951, 1965b) à renoncer à l'idée d'un critère
de signiﬁcation cognitive pour les théories reposant sur une distinction nette entre
la partie empirique de leur signiﬁcation et ce  surplus de sens  que l'interprétation
partielle ne déﬁnit pas.
En raison de ce fait [l'interprétation partielle], certains philosophes concluent
que, une fois que notre critère premier a été libéralisé, nous devons admettre
qu'il y a une continuité depuis les termes qui sont étroitement connectés aux ob-
servations, par exemple,  masse  et  température , via ceux qui en sont plus
éloignés, comme  champ électromagnétique  et  fonction psi  en physique,
jusqu'à ces termes qui n'ont aucun lien spéciﬁque avec les événements obser-
vables, par exemple, ceux de la métaphysique spéculative ; par conséquent, le
fait d'avoir une signiﬁcation serait simplement une aﬀaire de degré. Cette posi-
tion sceptique est même adoptée par certains empiristes ; Hempel, par exemple, a
donné des arguments clairs et puissants en faveur de cette conception. (Carnap,
1956b, p. 39)
Contre cette  position sceptique , Carnap va jusqu'à ses derniers travaux s'attacher
à maintenir un critère de signiﬁcation cognitive pour une théorie, et montrer qu'il
est possible de considérer que le contenu cognitif d'une théorie peut être réduit à son
contenu empirique. Tout en adoptant la thèse de l'interprétation partielle, il cherche
à montrer que sa conviction ancienne selon laquelle seul le contenu proprement em-
pirique d'une théorie compte pour la détermination de sa signiﬁcation cognitive est
toujours tenable.
Il s'agit donc de montrer la chose suivante : malgré le fait que l'interprétation
observationnelle des termes théoriques n'épuise pas leur sens, toute question relative
au  surplus de sens  de ces termes est en fait une question linguistique déguisée.
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La distinction entre le contenu empirique d'une théorie, ce qu'elle nous dit sur le
monde, d'une part, et les eﬀets du langage que l'on s'est donné pour exprimer ce
contenu, d'autre part, correspond à la distinction entre la partie synthétique et la
partie analytique de cette théorie. C'est la raison pour laquelle Carnap aﬃrme que,
 pour la philosophie des sciences, une distinction très nette entre analytique et
synthétique est [...] de la plus haute importance  (Carnap, 1966, ch. 27). Comment
établir une telle distinction au sein de TC, à partir du moment où, comme on l'a vu
(voir ci-dessus, page 200), les règles C ne peuvent pas être considérées comme des
énoncés analytiques ?
Pour dégager la partie analytique de LO, il suﬃt d'inscrire dans une théorie, en
plus des vérités logiques, les postulats de signiﬁcation nécessaires à rendre compte de
l'usage que nous faisons des termes d'observation, comme par exemple  les baleines
sont des mammifères .39 En revanche, établir de tels postulats de signiﬁcation pour
LT nécessite ce qui, précisément, nous fait défaut : une connaissance de la signiﬁcation
de ces termes. Comment formuler des postulats de signiﬁcation analogues à ceux
du langage d'observation, permettant d'identiﬁer les énoncés analytiques dans un
langage théorique contenant des termes théoriques qui n'admettent une interprétation
que partielle ? Carnap, par ce que Pierre Jacob (1980b, p. 155) appelle un  tour de
passe-passe , connu sous le nom de méthode de  Ramsey-Carnap , propose une
formalisation de la distinction entre la partie analytique et la partie synthétique des
énoncés de LT :  Je pense que, y compris pour le langage théorique, il est possible de
tracer une frontière adéquate entre ce qui est scientiﬁquement doué de signiﬁcation
et ce qui ne l'est pas .
Voici, très rapidement, en quoi consiste la solution de Carnap.40 Elle repose sur
une proposition de Ramsey (1929)41, consistant à éliminer tous les termes théoriques
ﬁgurant dans l'énoncé des postulats d'une théorie TC par une manipulation logique
simple : après avoir écrit TC sous la forme d'un énoncé correspondant à la conjonction
de tous les énoncés qu'elle contient (l'ensemble T et l'ensemble C), on remplace tous
39Pour la notion de  postulats de signiﬁcation , qui permettent à Carnap de répondre à la
critique quinienne de la distinction entre analytique et synthétique, voir (Carnap, 1952, 1955). Les
postulats de signiﬁcation sont des conventions linguistiques données ou enregistrées à partir de
l'usage en vigueur dans une communauté linguistique. Avec les règles logiques, elles constituent la
partie analytique d'un langage.
40La présentation que je fais ici de la solution de Ramsey-Carnap est très rapide et incomplète.
Pour plus de détails, voir les textes de Carnap (1956b, 1966), et (Jacob, 1980b, pp. 153-155). Le
travail d'Henri Galinon (2009) m'a également été d'une grande aide.
41L'article original de Ramsey, paru en 1929, est passé largement inaperçu. Pour l'histoire de la
 redécouverte  de ce texte par Carnap, voir sa lettre à Hempel du 12 février 1958 (citée in extenso
par Psillos, 1999, pp. 49-50).
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les termes de VT par des variables42 et on ajoute à la formule ouverte qui en résulte des
quantiﬁcateurs existentiels pour chacune de ces variables. L'énoncé ainsi obtenu (la
clôture existentielle de la formule), appelé  énoncé de Ramsey de la théorie  (RTC),
est logiquement et empiriquement équivalent à TC. Il a en eﬀet strictement le même
contenu observationnel, mais, à la place des termes théoriques, il fait apparaître des
variables liées.
Il est important de noter que les termes théoriques ont disparu de l'énoncé
de Ramsey. Ils sont remplacés par des variables. La variable  C1  ne réfère à
aucune classe particulière. Tout ce qui est aﬃrmé, c'est qu'il existe au moins une
classe qui satisfait certaines conditions. La signiﬁcation de l'énoncé de Ramsey
n'est en aucune façon modiﬁée par un changement arbitraire de variables. Par
exemple, les symboles  C1  et  C2  peuvent être intervertis ou remplacés
par d'autres variables arbitrairement choisies, telles que  X1  et  X2 . La
signiﬁcation de l'énoncé reste la même. (Carnap, 1966, chap. 26, p. 251)
RTC exprime donc la partie synthétique de TC. Tout ce que dit TC à propos du
monde est contenu dans RTC. Reste à présent à rendre compte de la partie analytique
de TC. Carnap propose de concevoir TC comme équivalente à la conjonction de
deux énoncés, AT , vide de tout contenu factuel et qui joue le rôle des postulats de
signiﬁcation pour tous les termes de VT , et FT , qui énonce tout le contenu factuel de
la théorie (c'est donc RTC). On a donc :
(AT ∧RTC) ` TC
Le postulat AT d'une théorie TC, qui n'est pas aﬃrmé par la théorie, est :
RTC → TC.
Cet énoncé est empiriquement vide43 : tout le contenu factuel de TC est dans
RTC. L'énoncé AT épuise bien tout ce que la théorie dit des termes de VT : il dit
simplement que si RTC est vrai (c'est-à-dire si la théorie est réalisée, si le monde
empirique en est un modèle), alors nous devons comprendre les termes théoriques de
telle façon que la théorie entière soit vraie. C'est un énoncé analytique, puisque sa
vérité ne dépend que de la signiﬁcation attribuée aux termes théoriques.
La théorie TC est impliquée par la conjonction deRTC et du postulat AT exprimé
par l'implication  RTC → TC  :
(RTC ∧ (RTC → TC)) ` TC.
Cette  solution  permet notamment à Carnap, comme on le verra à la sec-
tion 1.6.3, d'aﬃrmer que le débat entre réalisme et instrumentalisme se réduit à une
42Plus précisément : on remplace tous les termes théoriques par des noms de classes et de relations :
par exemple, on remplace toutes les occurrences de  molécule  ou  électron  par une variable x
ou y, dont on précisera qu'elle appartient à une certaine classe ( Mol , ou  Elec ).
43Son énoncé de Ramsey est une tautologie (merci à Henri Galinon pour cette remarque).
208 Chap. 5. Approches formelles
question pragmatique de choix de langage. Il montre en eﬀet que la question de l'exis-
tence des entités auxquels les termes théoriques ont l'air de référer est une question
linguistique déguisée.
Au moyen de cette manipulation logique, Carnap semble donc être parvenu à
rendre  inoﬀensif  le surplus de sens des termes théoriques. Cependant, aﬃrmer
que RTC et TC disent exactement la même chose à propos du monde ne suﬃt pas,
comme le reconnaît Carnap, à aﬃrmer qu'ils disent exactement la même chose tout
court :
Ramsey a seulement voulu mettre en évidence la possibilité de formuler n'im-
porte quelle théorie dans un langage qui n'exige pas de termes théoriques mais
qui dit cependant la même chose que le langage habituellement utilisé par les
scientiﬁques.
Quand nous disons qu'il  dit la même chose , nous ne prenons en compte que
les conséquences observables. Nous ne prétendons pas, bien sûr, que le langage
de Ramsey dise exactement la même chose. [Le langage habituellement utilisé
par les scientiﬁques] présuppose que des termes théoriques comme  électron 
ou  masse  désignent quelque chose de plus que ce qui nous est fourni par
le contexte de la théorie elle-même. C'est ce que certains auteurs ont appelé le
 surplus de sens  d'un terme. Quand on prend en compte ce surplus de sens,
les deux langages ne sont certainement plus équivalents. L'énoncé de Ramsey
représente le contenu d'observation tout entier de la théorie. Le grand mérite de
Ramsey est d'avoir compris que la théorie ne requiert que ce contenu observa-
tionnel pour remplir sa fonction de théorie, c'est-à-dire pour expliquer les faits
connus et en prédire de nouveaux.44 (Carnap, 1966, chap. 26, p. 254)
Carnap formule ici quelque chose qui peut ressembler à un aveu d'échec, suivi immé-
diatement de l'aﬃrmation la plus explicite qui soit du postulat fondamental de son
entreprise formaliste. En eﬀet, Carnap reconnaît, d'une part, qu'il existe un  surplus
de sens  des termes théoriques, laissé de côté par l'interprétation partielle que four-
nissent les règles de correspondance. Dans la mesure où ce surplus de sens ne fait pas
partie du contenu empirique de la théorie, il semble qu'une partie de sa signiﬁcation
soit irréductible à sa signiﬁcation empirique. D'autre part, il évacue ce problème par
ce que l'on peut décrire comme un véritable coup de force : ce surplus de sens n'a
pas d'importance car il ne joue aucun rôle, aﬃrme Carnap, dans la fonction prédic-
tive et explicative de la théorie. Ce qui lui permet d'aﬃrmer cela, c'est l'aﬃrmation
que cette fonction prédictive et explicative de la théorie repose tout entière sur son
contenu observationnel :  l'énoncé de Ramsey possède exactement le même pouvoir
explicatif et prédictif que le système de postulats d'origine.  (Carnap, 1966, chap. 26,
p. 252) Autrement dit, si l'on s'intéresse à la théorie en tant qu'elle permet de fournir
44Je souligne.
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des prédictions et des explications, alors son contenu peut, selon Carnap, se réduire
à son contenu empirique. Plus qu'une solution au problème, Carnap explicite ici le
présupposé fondamental que son entreprise doit assumer, et dont je vais montrer qu'il
n'est pas tenable.
Comme on va le voir, la conception des théories proposée par Ernest Nagel (1961),
telle que je la comprends, repose sur le refus du présupposé selon lequel la fonction
prédictive et explicative d'une théorie est entièrement réductible à l'expression de son
contenu observationnel. Cela me permettra de montrer que les diﬀérentes manières
de comprendre et de rendre compte de la thèse  ou, plutôt, du problème  de l'inter-
prétation partielle impliquent autant de conceptions diﬀérentes de la signiﬁcation des
théories et de la notion de théorie.45 Leur examen me conduira à montrer le caractère
intenable du projet formaliste des empiristes logiques.46
1.5 Ernest Nagel (1961) et l'importance des modèles
Dans les chapitres 5 et 6 (respectivement intitulés  Experimental Laws and Theo-
ries  et  The Cognitive Status of Theories ) de The Structure of Science, Ernest
Nagel (1961), considéré comme l'un des derniers représentants de l'empirisme logique,
présente sa conception des théories scientiﬁques. Contemporaine des dernières ver-
sions de celle de Carnap (1956b, 1966) que je viens de présenter, la conception de
Nagel en partage certains aspects importants.47 Elle s'en distingue cependant sur des
points essentiels, en particulier sur la question de l'interprétation du système formel
de la théorie (T ).
Comme on va le voir, les diﬃcultés soulevées par la position de Nagel permettent
de saisir les limites de la reconstruction formelle des théories proposée par les empi-
ristes logiques. Il y introduit en eﬀet une troisième composante (en plus des deux 
T et C  déﬁnies par Carnap), dont on va voir qu'elle en constitue une modiﬁcation
majeure, justiﬁée par les limites de la thèse de l'interprétation partielle. Prendre au
sérieux la nécessité de considérer cette troisième composante, dont je vais montrer
qu'elle correspond à la prise en compte de l'utilisation et de la compréhension des
théories par les agents, implique selon moi de renoncer au programme formaliste des
45La notion d'interprétation partielle a fait l'objet de nombreuses critiques (voir notamment Put-
nam, 1962; Achinstein, 1963) montrant qu'il est diﬃcile de lui donner un sens clair et satisfaisant ;
ayant été introduite sans déﬁnition dans (Carnap, 1939b), elle est  utilisée par Carnap et d'autres
[...] au moyen d'abondantes références croisées, mais sans plus d'explication.  (Putnam, 1962, p. 245)
46Il permettra également de comprendre pourquoi Suppe (1971) a vu dans la thèse de l'interpré-
tation partielle une préﬁguration de la conception sémantique des théories.
47Carnap (1966) y fait d'ailleurs plusieurs références explicites qui semblent manifester un accord
profond.
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empiristes logiques. En restant cependant paradoxalement attaché à ce programme,
Nagel aboutit à une conception intenable de la signiﬁcation des théories. Tenter de
mettre de l'ordre et de clariﬁer les diﬃcultés et parfois les contradictions apparentes
de ce texte dense me permettra de montrer qu'un certain nombre de problèmes qui
sont les axes majeurs de l'approche que je défends sont responsables de certaines
tensions internes du projet des empiristes logiques. Le texte de Nagel est en eﬀet
riche de suggestions qui ont fortement inspiré mon travail.
1.5.1 Les trois composantes de la théorie
Nagel (1961) propose de concevoir les théories scientiﬁques comme essentiellement
constituées de trois composantes (et non pas deux, comme chez Carnap) :
(1) un système formel abstrait qui est le squelette logique du système explicatif,
et qui  déﬁnit implicitement  les notions de base du système ; (2) un ensemble
de règles qui assignent un contenu empirique au système formel abstrait en
le reliant aux objets concrets de l'observation et de l'expérience ; et (3) une
interprétation ou modèle pour le système formel abstrait, qui fournit de la chair
à la structure du squelette à l'aide d'une étoﬀe conceptuelle ou visualisable plus
ou moins familière (Nagel, 1961, p. 90).
On voit que les deux premières composantes (squelette logique et règles de cor-
respondance) correspondent conjointement à TC. En ce qui les concerne, Nagel ne
se démarque pas de la position de Carnap exposée précédemment. Les règles de cor-
respondance ont pour fonction de relier les axiomes du squelette aux phénomènes
empiriques ; elles sont absolument indispensables.48
À quoi sert la troisième composante introduite par Nagel ? Nagel nous dit que
le  modèle  est ce qui fournit une interprétation (il parle d'ailleurs indiﬀéremment
du  modèle  ou de l' interprétation ) aux axiomes qui, sans lui, forment une
structure purement syntaxique sans signiﬁcation (un squelette sans  chair ). Les
règles de correspondance ne sont-elles pourtant pas déjà chargées de fournir cette
interprétation (partielle) aux axiomes ? Rappelons en eﬀet que, pour Carnap, l'in-
terprétation de LT  au sens strict du terme  (Carnap, 1956b, p. 46), et donc la
seule qui doive entrer en compte pour étudier la signiﬁcation cognitive de la théorie,
est l'interprétation observationnelle que lui fournissent les règles de correspondance.
Qu'entend donc Nagel par  interprétation  pour aﬃrmer qu'une troisième compo-
sante est nécessaire à l'interprétation des axiomes de la théorie, tout en reconnaissant
48 Le caractère indispensable de ces liaisons a été constamment souligné dans la littérature
récente, et une diversité de noms leur ont été attribués : déﬁnitions de coordination, déﬁnitions
opérationnelles, règles sémantiques, corrélations épistémiques et règles d'interprétation.  (Nagel,
1961, p. 93)
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le caractère indispensable des règles de correspondance ?
Le problème réside dans la notion d'interprétation partielle, dont j'ai signalé pré-
cédemment le caractère mal déﬁni. Plusieurs auteurs, comme Achinstein (1963), af-
ﬁrment que, dans la mesure où les règles de correspondance ne sont pas de simples
postulats de signiﬁcation des termes de VT , et donc dans la mesure où C n'est pas
strictement analytique, ces règles non seulement ne donnent pas une interprétation
complète du système formel T , mais même ne lui fournissent aucune interprétation.49
Autrement dit, à partir du moment où les règles de correspondance ne fournissent pas
une interprétation complète au système formel, il faut, selon lui, renoncer entièrement
à l'idée qu'elles lui fournissent une interprétation, même partielle. Il semble que cela
soit également la lecture de Nagel, qui suggère que les règles de correspondance ne
suﬃsent pas à transformer les axiomes non interprétés du système formel en énoncés
doués de signiﬁcation. Comme l'examen de la section 1.6 le fera mieux comprendre,
ces règles sont plutôt, pour Nagel, des  recettes  permettant, à partir du squelette
syntaxique, de tirer des prédictions empiriques, mais elles ne font pas dire quoique
ce soit aux énoncés de ce squelette. Qu'il soit possible ou non de  sauver  la no-
tion d'interprétation partielle en lui donnant tel ou tel sens50 n'est pas précisément
la question à laquelle je cherche à répondre. Ce qui m'intéresse ici est que, dans le
refus de Nagel de voir dans les règles de correspondance un moyen de fournir une
interprétation au système formel, transparaît une conception diﬀérente du contenu
des théories scientiﬁques, et de la notion de théorie elle-même. Elle se manifestera de
manière encore plus évidente dans la discussion de la section 1.6. Les deux questions
qui se poseront alors seront de savoir, premièrement, si l'inﬂéchissement de la notion
de théorie proposé par Nagel est nécessaire et, deuxièmement, si une telle conception
est compatible avec l'entreprise formelle.
Pour l'heure, admettons, avec Nagel, que l'interprétation de la théorie ne lui est
pas fournie par les règles de correspondance et donc que la notion d'interprétation
partielle ne suﬃt pas à rendre compte de son contenu cognitif. C'est là une diﬀérence
majeure avec la conception de Carnap : selon Nagel, les conséquences empiriques de
la théorie n'en constituent pas tout le contenu cognitif. Cela signiﬁe que l'ensemble
constitué par T et C, à supposer qu'il puisse servir à tirer des prédictions, ne dit
rien. Si la théorie se réduit à cela, elle remplit peut-être son rôle prédictif, mais ce
rôle se réduit à celui d'une machine à calculer : on peut (en principe), en manipulant
49Cependant, Suppe (1971) aﬃrme que l'argument d'Achinstein repose sur une mauvaise compré-
hension de la notion d'interprétation partielle telle que Carnap (1956b) la présente.
50C'est ce que fait Suppe (1971), qui y voit, en germe, la conception sémantique ; sa reconstruction
de la notion repose cependant sur l'abandon de la distinction entre langage théorique et langage
observationnel. Elle ne peut donc pas, comme il le reconnaît, être attribuée à Carnap.
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cet ensemble de symboles suivant certaines règles, tirer des prédictions empiriques ;
mais la théorie, ainsi déﬁnie, est une  boîte noire  qui, en tant que telle, ne nous dit
strictement rien. Aﬁn de lui faire dire quelque chose, il faut lui ajouter une troisième
composante, que Nagel appelle son (ou ses) modèle(s).
En quoi le modèle de la théorie doit-il donc consister pour faire de T un ensemble
d'énoncés doués de sens ? Le terme  modèle  présente l'inconvénient d'une très
grande polysémie, que les propos de Nagel ne contribuent pas à réduire. On peut en
première analyse dégager deux sens diﬀérents de la notion telle qu'elle apparaît dans
ces pages.
En premier lieu, Nagel semble avoir à l'esprit (notamment page 96 de son ouvrage)
la notion logique de modèle (voir ci-dessus, page 190) : les modèles sont des structures
qui fournissent une interprétation à une théorie formelle et la satisfont. Cela signiﬁe
que les relations entre les éléments de la structure sont adéquatement décrites par
la théorie. Un modèle en ce sens peut être une structure abstraite (mathématique),
mais également un ensemble d'éléments concrets qui instancient certaines relations.
Deuxièmement, Nagel emploie également le terme  modèle  pour désigner un
système qui, par certains de ses aspects, entretient une relation d'isomorphisme, ou
plus largement d'analogie, avec un autre système, dont il sert par conséquent de repré-
sentation. On parle alors de modèle analogique, ou encore iconique.51 Ainsi, le modèle
miniature d'un avion, en raison d'une certaine identité de structure avec l'avion en
taille réelle, en est une représentation. Ainsi, la théorie cinétique des gaz utilise le
modèle des boules de billard pour représenter le mouvement des molécules : elle re-
présente ce mouvement comme analogue au mouvement observable et bien connu des
corps macroscopiques ; elle nous invite à nous représenter les molécules du gaz comme
des boules de billard. Ces analogies, que Nagel appelle  matérielles  (substantial),
servent la plupart du temps à se représenter des phénomènes inobservables (parce
que, par exemple, microscopiques) et mal connus sous les traits de phénomènes et
d'objets familiers.
[...] quand les physiciens parlent du modèle d'une théorie, ils ont presque toujours
en tête un système d'objets dont la taille diﬀère très largement des objets qui
51La notion de modèle iconique est déjà discutée par Campbell (1920). Dans les années 1960,
plusieurs philosophes (en particulier Hesse, 1966; Black, 1962) la développent et soulignent l'impor-
tance des analogies et des métaphores dans les théories scientiﬁques. Hesse insiste en particulier sur
le rôle des modèles analogiques dans l'explication. La notion de modèle et le rôle des analogies et des
métaphores dans le raisonnement scientiﬁque fait aujourd'hui l'objet d'un certain nombre de travaux
en philosophie des sciences, qui placent l'utilisation de modèles au c÷ur de l'activité théorique (voir
par exemple Magnani et Nersessian, 2002; Magnani et al., 1999). Ces dernières approches sont en
rupture complète avec celle des empiristes logiques. Ici, ce qui m'intéresse est la manière dont Nagel
cherche à intégrer la notion de modèle à reconstruction formelle dans la tradition empiriste logique.
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sont, au moins approximativement, réalisables dans l'expérience familière, de
telle façon qu'un modèle dans ce sens peut être représenté picturalement ou en
imagination. (Nagel, 1961, p. 110)
Aux analogies matérielles, Nagel ajoute un second type d'analogies, qu'il appelle
 formelles . Ce sont celles suggérées par l'usage, dans un certain domaine scien-
tiﬁque, d'un formalisme (par exemple un type d'équations) appartenant à un autre
domaine. Ce qui est analogue entre les deux domaines est alors une structure de re-
lations abstraites. Certains principes de la théorie de la relativité, par exemple, sont
formulés par analogie avec le principe fondamental de la dynamique newtonienne :
les équations qui les expriment sont du même type mathématique :  Cet exemple
montre comment le formalisme mathématique d'une théorie peut servir de modèle
pour la construction d'une autre théorie au domaine d'application plus large que celui
de la théorie d'origine.  (Nagel, 1961, p. 111)
Remarquons dès à présent que la diﬀérence entre les deux types d'analogie est
moins marquée qu'il n'y peut paraître. En eﬀet, analogies formelle et matérielle vont
souvent de pair. Prenons par exemple la théorie cinétique des gaz : le modèle (ma-
tériel) des boules de billard est suggéré par le fait que cette théorie utilise des équa-
tions du type de celles utilisées pour décrire le mouvement des corps macroscopiques
(analogie formelle). Quand on abstrait du système concret des boules de billard ses
aspects non pertinents pour l'étude du mouvement des molécules (couleur, numéro,
masse, composition chimique, par exemple), l'analogie qui demeure est bien une ana-
logie structurelle dans le comportement mécanique, analogie incarnée par le type
d'équations utilisées, qui  suggèrent  donc l'image de systèmes mécaniques fami-
liers comme les boules de billard pour illustrer la théorie.
Inversement, l'importance heuristique des analogies matérielles pour le dévelop-
pement de l'appareil mathématique (et donc des analogies formelles) d'une théorie
est largement reconnue. Le rôle de la visualisation, de l'utilisation d'images et d'ana-
logies matérielles pour l'élaboration et l'exploration d'hypothèses, leur mise en forme
mathématique, ainsi que l'extension de leur domaine d'application, a fait l'objet de
plusieurs témoignages et réﬂexions philosophiques ou méta-scientiﬁques de la part
des physiciens eux-mêmes. Maxwell (1855), qui développe une véritable méthodolo-
gie de l'analogie physique (voir Nersessian, 2002b), en est un exemple fameux : il
explique en particulier comment l'analogie visuelle, purement qualitative, proposée
par Faraday pour représenter le champ électromagnétique sous la forme de  lignes
de forces  du type de celles que dessine la limaille de fer en présence d'une source
magnétique, l'a conduit, par abstraction, à formuler sa théorie mathématique de
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l'électromagnétisme.52
On comprend en quel sens Nagel aﬃrme que les modèles donnent une  chair 
au squelette syntaxique de la théorie. Cependant, il n'est pas encore évident de
voir l'unité qu'il suggère entre les modèles comme interprétation d'un squelette syn-
taxique, les modèles matériels comme analogie visuelle et les modèles portés par
l'usage de certaines formes d'équations. Cette apparente hétérogénéité est sympto-
matique des diﬃcultés qui m'intéressent ici ; elle devrait s'éclairer par la suite. Ad-
mettons pour l'instant, en un sens encore métaphorique, que les modèles sont ce qui
permet de se représenter, de se ﬁgurer, une théorie autrement inintelligible.
1.5.2 Les modèles et l'intelligibilité de la théorie : explication des phé-
nomènes et compréhension de la théorie
Outre l'importance heuristique des modèles, Nagel aﬃrme que ces derniers jouent
un rôle fondamental dans l'explication. Avant d'analyser ses propos, il convient de dire
quelques mots de la conception orthodoxe de l'explication scientiﬁque dite  déductive-
nomologique  de Hempel53, que Nagel, par ailleurs, contribue à développer.54 Selon
ce modèle, une explication a exactement la même forme logique qu'une prédiction :
l'explication scientiﬁque d'un phénomène particulier ou d'une régularité phénomé-
nale a la forme d'une déduction de type modus ponens dont les prémisses doivent
contenir de manière essentielle une loi universelle (d'où l'adjectif  nomologique ).
Ce qui diﬀérencie prédiction et explication  outre le fait que la conclusion de la
déduction, dans le cas de la prédiction, décrit un phénomène qui ne s'est pas en-
core produit  est d'ordre psychologique et  pragmatique  ; c'est le  sentiment de
compréhension  qui naît d'une bonne explication. De même que, pour Carnap, les
phénomènes psychologiques liés aux  représentations  ou  images  suggérées par
les mots employés ne sont d'aucune pertinence pour la détermination de la signiﬁca-
tion cognitive d'un énoncé, les aspects psychologiques de la compréhension n'ont pas
52L'utilisation des lignes de forces de Faraday par Maxwell, et plus largement les réﬂexions mé-
thodologiques de ce dernier sur l'utilité heuristique d'analogies et de métaphores a fait l'objet de
nombreuses études de cas dans la littérature récente en philosophie des sciences sur le changement
conceptuel et le raisonnement sur la base de modèles [model-based reasoning ] (voir notamment Ner-
sessian, 1984, 1992a, 2002b; Cat, 2001).
53Le texte fondateur de la conception hempélienne de l'explication est (Hempel et Oppenheim,
1948). Hempel développera sa conception dans de nombreux articles, en réponse aux critiques qui lui
sont adressées (voir notamment Hempel, 1965a). Pour une analyse détaillée de l'histoire des débats
sur l'explication, voir (Salmon, 1989; Salmon et Kitcher, 1989).
54Le sous-titre de The Structure of Science est  Problems in the Logic of Scientiﬁc Explanation .
L'ouvrage se présente en majeure partie comme un développement de la conception empiriste logique
de l'explication scientiﬁque.
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à être pris en compte, dans l'orthodoxie hempélienne, par l'analyse philosophique de
l'explication scientiﬁque :  des expressions comme domaine de la compréhension
et compréhensible n'appartiennent pas au vocabulaire de la logique, car elles font
référence aux aspects psychologiques et pragmatiques de l'explication.  (Hempel,
1965a, p. 413).
Au sens très large, expliquer quelque chose à quelqu'un est rendre cette chose
claire et intelligible pour cette personne, c'est-à-dire la lui faire comprendre.
Ainsi conçu, le mot  explication  et ses cousins sont des termes pragmatiques :
leur usage nécessite de faire référence aux personnes impliquées dans le processus
de l'explication. [...] L'explication en ce sens pragmatique est donc une notion
relative : quelque chose peut être dit de manière signiﬁcative constituer une
explication en ce sens uniquement pour tel ou tel individu. (Hempel, 1965a,
pp. 425-426)
On a vu dans ce qui précède que tout le contenu empirique de la théorie est
fourni par le squelette syntaxique et les règles de correspondance, qui permettent
en principe de tirer des prédictions empiriques à partir des axiomes. Si l'on aﬃrme
comme Hempel que l'explication a la même forme logique que la prédiction, on voit
mal comment les modèles pourraient ajouter quoi que ce soit à la fonction explicative
des théories.
C'est donc une notion d'explication qui s'éloigne de la déﬁnition orthodoxe que
Nagel semble avoir à l'esprit quand il aﬃrme que, dans la mesure où les axiomes
du squelette ne sont que des formes d'énoncés qui ne disent rien sur le monde, et
parce que les règles de correspondance n'en fournissent pas d'interprétation (ne les
transforment pas en énoncés proprement dits), le fait que l'on puisse en tirer des
énoncés décrivant les phénomènes observables ne constitue pas une explication. Ici,
la notion d'explication a manifestement le sens que Hempel écarte dans les propos
rapportés ci-dessus ; au sens où Nagel l'emploie ici, on doit pouvoir attendre d'une
explication qu'elle nous permette de comprendre les phénomènes.55 La prédiction (ou
l'explication selon le modèle DN) qu'on en tire est un pur calcul non compris, que
pourrait faire un ordinateur. Réduite à ses deux premières composantes, la théorie
ne nous permet pas de comprendre les phénomènes, car elle n'est pas elle-même
intelligible : sans un modèle, on n'a aucun moyen de comprendre ce qu'elle dit.
55Cette rupture de Nagel avec les dogmes de l'empirisme logique a été soulignée par Alexander
Rosenberg (2000). Selon lui, le naturalisme aujourd'hui est un mouvement en philosophie qui repose
sur l'adoption des arguments de Quine contre l'empirisme, sans pour autant accompagner Quine
jusqu'à l'éliminativisme concernant les modalités ou la signiﬁcation. C'est la raison pour laquelle les
naturalistes sont les enfants d'Ernest Nagel. Le locus classicus du naturalisme philosophique n'est
pas l'épistémologie naturalisée (Quine, 1969). C'est bien plutôt The Structure of Science (Nagel,
1961).  (Rosenberg, 2000, p. 7)
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Nagel remarque que l'histoire des sciences est riche de périodes de doute où une
théorie ne parvient pas à s'imposer en tant que telle parce que, précisément, au-
cun modèle intelligible n'en est disponible. Ainsi, la diﬃculté de trouver un modèle
 visualisable  de la mécanique quantique (voir ci-dessus, chapitre 4, section 2.1) a
longtemps été un obstacle pour considérer qu'elle donnait une explication satisfai-
sante des phénomènes.56 Aﬃrmer qu'il n'existe pas de modèle  visualisable  de la
mécanique quantique tant que l'on ne peut pas en présenter un modèle classique, c'est
dire qu'il nous est impossible de nous représenter le mouvement des corps microsco-
piques autrement que comme celui, bien connu et décrit par la théorie classique, des
corps à l'échelle macroscopique. Donner un modèle mécanique de phénomènes encore
mal compris, permettant par là de dresser une analogie (matérielle ou formelle) avec
des phénomènes classiques, est une manière de rendre les nouveaux phénomènes in-
telligibles. Comme je l'ai mentionné au chapitre 4 (section 2.1), plusieurs physiciens
de la ﬁn du dix-neuvième et du début du vingtième siècles, comme Maxwell, Kelvin
ou Boltzmann, aﬃrment ainsi qu'un phénomène n'est compris que quand la théorie
qui l'explique peut en fournir un modèle mécanique :
La passion de Lord Kelvin pour les modèles mécaniques est un exemple fameux
d'une telle attitude ; il ne s'est jamais senti parfaitement à l'aise avec la théorie
électromagnétique de la lumière de Maxwell parce qu'il était incapable d'en
ﬁgurer un modèle mécanique satisfaisant. (Nagel, 1961, p. 114)
Utiliser un formalisme dont on est familier (comme celui de la mécanique clas-
sique) pour décrire des phénomènes mal connus est une tentative de les représenter
comme des phénomènes classiques. On peut ainsi appeler  modèle mécanique  une
représentation imagée comme celle des boules de billard, mais également l'utilisation
d'équations de la forme F = ma. En ce sens, utiliser un certain langage mathéma-
tique, un certain type d'équations, c'est déjà présenter le squelette syntaxique de
la théorie (en fait inaccessible) sous un certain habillage. C'est là un point impor-
tant, sur lequel Duhem (1914) était explicite (voir ci-dessus, chapitre 4, section 1.1,
pages 164-164) : l'utilisation de l'algèbre symbolique, que Duhem appelle  calcul 
est, en tant que telle, déjà une manière d' habiller  la théorie déﬁnie comme un en-
semble de symboles abstraits. Alors que l'intelligence parfaite de la théorie (celle des
esprits abstraits) consiste en la manipulation de ces symboles abstraits au moyen du
seul raisonnement logique, les esprits amples, comme on l'a vu,  calculent  :  cette
man÷uvre des symboles algébriques qu'on peut, dans la plus large acception du mot,
56Pour une analyse de la manière dont les fondateurs de la mécanique quantique, et en particulier
Niels Bohr (1961), avec la notion de  complémentarité , ont cherché à s'accommoder de l'impos-
sibilité de présenter la mécanique quantique dans un cadre classique en garantissant l'intelligibilité,
voir (Chevalley, 1991). Voir aussi les autres références indiquées au chapitre 4, note 14.
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nommer le calcul, suppose, chez celui qui la crée comme chez celui qui l'emploie,
bien moins la puissance d'abstraire et l'habileté à conduire par ordre ses pensées, que
l'aptitude à se représenter les combinaisons diverses et compliquées qui se peuvent
former avec certains signes visibles et dessinables  (Duhem, 1914, p. 90). En ce sens,
le langage mathématique n'est pas une syntaxe non interprétée.
Le modèle est à la fois ce qui permet de se représenter des phénomènes mal connus
comme des phénomènes familiers, et de se représenter, de se ﬁgurer la théorie elle-
même. Le modèle des boules de billard est à la fois une représentation des molécules
et une visualisation de ce que dit la théorie. Comprendre les phénomènes à l'aide
d'une théorie implique que l'on soit en mesure de comprendre la théorie elle-même,
en tant qu'elle dit quelque chose, qu'elle a un contenu cognitif. Or ce contenu, c'est
le modèle qui nous permet de nous le ﬁgurer. C'est en ce sens que le modèle fournit
une interprétation du squelette syntaxique. Les diﬀérents sens de la notion de modèle
dégagés précédemment commencent ainsi à trouver une unité (sans que le statut de
cette  troisième composante  soit encore tout à fait clair).
Cette analyse repose sur une notion de compréhension qui s'éloigne fortement des
exigences carnapiennes : Nagel souligne en eﬀet que cet  habillage  des théories
dépend du contexte de leur utilisation : un type d'équations duquel on est familier,
comme celles qui incarnent un modèle mécanique, devient, en raison même de cette
familiarité avec les théories qui l'utilisent, un standard d'intelligibilité. Or, les stan-
dards d'intelligibilité sont voués à changer.57 Nagel évoque ainsi des  modes dans les
préférences que les scientiﬁques manifestent pour diﬀérents types de modèles, de type
matériel aussi bien que formel  (Nagel, 1961, p. 115). La  passion  de Lord Kelvin
pour les modèles mécaniques illustre ce point. L'autre exemple souvent pris par Nagel
est celui de la mécanique quantique ; le fait qu'elle puisse sembler inintelligible (parce
qu'on ne peut, comme on l'a vu, en présenter un modèle classique) n'implique pas
que ce sera toujours le cas :
Le fait qu'aucun modèle visualisable incarnant les lois de la physique classique
ne puisse être donné de la théorie quantique, [objectent les défenseurs de la
mécanique quantique], n'est pas une base suﬃsante pour nier que la théorie
quantique décrive les propriétés structurelles des processus subatomiques. Il est
indéniablement souhaitable d'avoir un modèle satisfaisant de la théorie. Mais
57Voir ci-dessus, chapitre 4 (section 2.1), ma présentation de la conception évolutionniste des
lois de la pensée défendue par Boltzmann : comme je l'ai souligné, pour Boltzmann, si les modèles
mécaniques sont seuls, à son époque, susceptibles de fournir une représentation intelligible des phé-
nomènes  et donc de faire comprendre la théorie qui les décrit , c'est parce que les modes de
raisonnement ont évolué de concert avec le progrès des sciences et que les modèles mécaniques sont
en conséquence ceux qui leur sont le plus adaptés ; rien ne permet d'aﬃrmer qu'il en sera toujours
ainsi.
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le type de modèle considéré satisfaisant à un moment donné est fonction du
climat intellectuel qui prévaut. Même si les modèles actuels de la théorie quan-
tique nous semblent étranges et même  inintelligibles  ce n'est pas une raison
contraignante pour aﬃrmer que cette étrangeté ne va pas se dissiper avec une
familiarité accrue, ou qu'une interprétation plus satisfaisante de la théorie ne
sera pas ﬁnalement trouvée. De plus, l'inintelligibilité présumée du modèle pré-
sent provient en grande partie d'une inattention au fait que les mots  onde  et
 particule  utilisés pour le décrire sont utilisés de manière analogique. (Nagel,
1961, p. 144)
Aﬃrmer qu'une théorie n'a pas de signiﬁcation tant qu'un modèle ne lui est pas
fourni, et, en outre, que le modèle est une composante essentielle des théories, c'est
adopter une conception de la notion de théorie qui se démarque de celle de Carnap au
même titre que la conception des théories véhiculée par les physiciens mécanistes58
se démarque de celle défendue par Duhem (1914). Pour Duhem comme pour Carnap
(qui dispose des outils nécessaires à l'expression formelle de la conception duhémienne
d'une théorie comme ensemble de symboles abstraits), TC est suﬃsante ; pour Nagel,
comme pour les physiciens mécanistes, elle ne dit rien tant qu'elle n'est pas présentée
dans un modèle. Ce point est de toute première importance pour la suite de mon
propos : comme on le verra, admettre qu'une théorie, si on la restreint à TC, n'a pas
de signiﬁcation, c'est admettre les limites de la formalisation telle que l'envisagent
les empiristes logiques.
Avant d'en venir à cette conclusion, une question se pose : est-il nécessaire, pour
une caractérisation convenable de la notion de théorie, de faire des modèles une com-
posante essentielle des théories ? On a vu que les modèles constituent une aide psycho-
logique indispensable et occupent manifestement une place importante dans les rai-
sonnements des scientiﬁques. Cela suﬃt-il pour autant à justiﬁer qu'ils ﬁgurent dans
une reconstruction formelle, au même titre que le squelette syntaxique et les règles
de correspondance ? L'ambition initiale de Carnap, on l'a vu, consiste au contraire
à se servir des outils formels pour se débarrasser de ces aspects psychologiques.59
58Je désigne par là les physiciens qui, comme Maxwell ou Kelvin, favorisent la présentation des
théories au moyen de modèles mécaniques, et non des individus qui défendraient l'hypothèse atomiste
(voir chapitre 4, page 172).
59Dans un paragraphe intitulé  Understanding in Physics , Carnap (1939a, pp. 67-68) aﬃrme
clairement que les modèles n'ont pas leur place dans une reconstruction formelle :  Pendant long-
temps, on n'avait pas conscience de la possibilité et même de la nécessité d'abandonner la recherche
d'une compréhension [intuitive]. Quand des formules abstraites, non intuitives, comme, par exemple,
les équations de l'électromagnétisme de Maxwell, étaient proposées en guise de nouveaux axiomes, les
physiciens tentaient de les rendre intuitives en construisant un modèle, c'est-à-dire, une manière
de représenter les microprocessus électromagnétiques par analogie avec des processus macrosco-
piques connus, comme par exemple les mouvements des choses visibles. Plusieurs tentatives ont été
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Insister sur l'importance de cette dimension de l'activité scientiﬁque est tout à fait
légitime60, mais pourquoi vouloir l'intégrer à une reconstruction formelle ? La suite
de cette section est destinée à donner des éléments de réponse à ces questions.
1.5.3 Le dédoublement de la sémantique
Avant d'évaluer l'importance et le statut des modèles en tant que composante
essentielle des théories, revenons un instant sur les règles de correspondance et in-
versons la question : si ce sont les modèles qui permettent d'interpréter le squelette
syntaxique de la théorie, si ce sont eux qui font que la théorie dit quelque chose, à
quoi servent les règles de correspondance, que Carnap concevait précisément comme
des règles d'interprétation ?
Il doit cependant être clair, malgré l'utilisation d'un modèle pour énoncer une
théorie, que les hypothèses fondamentales de la théorie ne donnent que des
hypothèses implicites à propos des notions théoriques qu'elles emploient. [...] De
plus, la présentation d'une théorie par le biais d'un modèle ne rend pas moins
impérieuse la nécessité de règles de correspondance pour relier la théorie à des
concepts expérimentaux. Bien que les modèles des théories aient des fonctions
importantes dans l'enquête scientiﬁque, comme il sera montré dans le chapitre
suivant, les modèles ne sont pas des substituts des règles de correspondance. [...]
La distinction entre un modèle (ou interprétation) pour une théorie et les règles
de correspondance pour les termes de la théorie est une distinction cruciale, et
doit par conséquent être analysée plus avant (Nagel, 1961, p. 95).
faites dans cette direction, sans résultats satisfaisants. Il est important de prendre conscience du
fait que la découverte d'un modèle n'a pas de valeur autre qu'esthétique ou didactique, ou encore,
au mieux, heuristique, et qu'elle n'est pas du tout essentielle au succès de l'application de la théorie
physique. L'exigence d'une compréhension intuitive des axiomes a été de moins en moins satisfaite
quand les développements de la science ont conduit à la théorie de la relativité générale et à la
mécanique quantique, impliquant la fonction d'onde. Beaucoup de gens, y compris des physiciens,
ont un sentiment de regret et de déception à cet égard. Certains, en particulier des philosophes, vont
jusqu'à prétendre que ces théories modernes, puisqu'elles ne sont pas intuitivement compréhensibles,
ne sont pas du tout des théories à propos de la nature mais de pures constructions formelles, de
purs calculs. Mais c'est une incompréhension fondamentale de la fonction d'une théorie physique.
Il est vrai qu'une théorie ne doit pas être un pur calcul et doit posséder une interprétation, sur la
base de laquelle elle peut être appliquée aux faits de la nature. Mais il est suﬃsant, comme on l'a
vu, de rendre cette interprétation explicite pour les termes élémentaires ; l'interprétation des autres
termes est donc indirectement déterminée par les formules du calcul, qu'il s'agisse de déﬁnitions
ou de lois, les reliant aux termes élémentaires.  Je remercie Delphine Chapuis-Schmitz de m'avoir
indiqué ce passage.
60C'est une des préoccupations majeures de Kuhn, qui est justement compté comme un critique
du positivisme logique et des approches formelles.
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Le modèle de la théorie, s'il fournit une interprétation aux axiomes de la théorie et, ce
faisant, les rend intelligibles  ou sensibles , n'établit, selon Nagel, aucun lien entre
eux et l'expérience. Plusieurs modèles peuvent être utilisés pour interpréter une théo-
rie, faisant référence à des domaines de phénomènes diﬀérents, et pouvant entretenir
certaines diﬀérences structurelles ; au mieux un seul d'entre eux est une représenta-
tion adéquate du monde. Le modèle d'une théorie, qui en expose le contenu, n'est
pas présenté comme une représentation vraie des phénomènes. Illustrer les axiomes
de la théorie cinétique des gaz à l'aide du modèle des boules de billard ne revient pas
à aﬃrmer que les molécules sont des boules de billard ; en donnant le modèle d'une
théorie physique, on n'aﬃrme pas plus qu'elle est vraie du monde qu'on ne l'aﬃrme
d'une théorie mathématique en en donnant un modèle visualisable. Ainsi, selon Na-
gel, si le modèle garantit l'intelligibilité de la théorie, les règles de correspondance en
assurent le caractère empirique.
Nagel creuse donc un fossé entre la signiﬁcation d'une théorie  ce qu'elle dit 
et ses conséquences empiriques, alors que, on l'a vu, le projet initial de Carnap était,
avec la théorie vériﬁcationniste, de déﬁnir la signiﬁcation cognitive d'un énoncé par
ses conditions empiriques de vérité. Nagel, parce qu'il se situe dans la tradition empi-
riste logique qui consiste à reconstruire formellement une théorie en distinguant son
squelette syntaxique des règles qui en permettent l'application empirique, et qu'il
exige en même temps d'une théorie qu'elle dise quelque chose de plus qu'un simple
instrument de prédiction, est conduit à opérer un dédoublement de la sémantique des
théories : elles reçoivent leur interprétation empirique des règles de correspondance,
mais cette interprétation ne leur donne pas réellement une signiﬁcation. Pour Carnap,
les énoncés d'une théorie ont une signiﬁcation pour autant que l'on peut établir leurs
conditions de vérité empirique ; leur  surplus de sens , celui qui n'est pas donné
par l'interprétation partielle, n'entre pas dans la caractérisation de leur signiﬁcation
cognitive. Pour Nagel, la théorie fournit une interprétation sémantique à ses énoncés
en décrivant des objets qui, si la théorie est vraie, sont une représentation adéquate
du monde. C'est donc en quelque sorte par un dédoublement de l'interprétation de
la théorie que Nagel comble le vide laissé par l'aspect incomplet de l'interprétation
fournie par les règles de correspondance.
La tension entre la fonction des règles de correspondance et celle du modèle d'une
théorie est cependant révélatrice du fait que la conception des théories qui sous-tend
la reconstruction nagélienne n'est pas compatible avec la formalisation telle que les
empiristes logiques la conçoivent. Dans la deuxième partie de ce chapitre, on verra
que la conception sémantique est née, entre autres, de l'élimination de cette tension
par le renoncement à l'idée selon laquelle on peut distinguer la partie syntaxique
d'une théorie scientiﬁque de son interprétation, et, corrélativement, à l'idée selon
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laquelle le contenu d'une théorie est son contenu empirique. Auparavant, voyons les
conséquences de cette position pour le traitement de ce que Nagel appelle le  statut
cognitif des théories . L'examen de ce problème, qui est celui de la légitimité de
l'attribution d'une valeur de vérité aux énoncés d'une théorie et, corrélativement, de
la nature et de l'existence des entités auxquels les concepts qu'elle emploie sont censés
référer, va me permettre de mettre en évidence le caractère intenable du postulat
fondamental de l'entreprise formaliste des empiristes logiques.
1.6 Le statut cognitif des théories
Dans ce qui précède, on a vu comment les empiristes logiques, en particulier Car-
nap (1956b, 1966) et Nagel (1961), proposent de reconstruire le contenu des théories.
La théorie vériﬁcationniste de la signiﬁcation déﬁnissait la signiﬁcation d'un énoncé
par ses conditions empiriques de vérité : une théorie est donc, dans cette perspective,
vraie ou fausse si et seulement si ses conséquences observationnelles le sont. Avec
la thèse de l'interprétation partielle et l'admission d'un  surplus de sens  non em-
pirique des termes théoriques se pose naturellement la question de la nature et de
l'existence des entités désignées par les termes théoriques, ainsi que de la vérité de
ce que la théorie dit à leur propos. En quel sens peut-on dire que les énoncés d'une
théorie sont vrais ou faux ? Cette dernière question est celle de ce que Nagel appelle
le  statut cognitif61  des théories.
1.6.1 Instrumentalisme, réalisme et descriptivisme
Les trois conceptions concurrentes du statut cognitif des théories présentées par
Nagel sont les conceptions instrumentale, descriptive et réaliste des théories. L'ins-
trumentalisme, comme son nom l'indique, consiste à considérer que la théorie est un
simple instrument destiné à tirer des prédictions empiriques, une boîte noire qui ne
dit rien, n'aﬃrme rien, et au sujet de laquelle il n'y a par conséquent aucun sens à
demander si elle est vraie ou fausse.
Le réalisme, à l'opposé, consiste à soutenir qu'une théorie fait référence à des
entités inobservables et que, par conséquent, s'interroger sur la vérité d'une théorie
revient à s'interroger sur l'existence des entités qu'elle postule. Selon cette conception,
le but des théories est de fournir la représentation la plus ﬁdèle possible des entités
61Attention, ici aussi, au sens de l'adjectif  cognitif  : tout comme dans l'expression carnapienne
 signiﬁcation cognitive , il ne désigne pas les processus mentaux des agents. Cependant, le  statut
cognitif  ne doit pas être confondu avec la  signiﬁcation cognitive . La question du statut cognitif
d'une théorie n'est en eﬀet pas tant celle de sa signiﬁcation, que de l'engagement  de l'attitude
propositionnelle  dont elle est censée faire l'objet.
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non observables. Elle n'est donc couronnée de succès  vraie  que si ces entités
existent.
La conception descriptive, attribuée par Nagel, entre autres, à Pierre Duhem62,
considère que les théories aﬃrment des choses à propos des phénomènes observables,
et peuvent par conséquent être vraies ou fausses. Cependant, tout ce qu'elles disent est
contenu dans leurs conséquences observables ; toutes les autres choses dont elles ont
l'air de parler ne sont qu'un eﬀet de l'usage de symboles aveugles destinés à faciliter
les prédictions. Elle est apparemment à mi-chemin entre les conceptions réaliste et
instrumentale. Selon cette conception,
[...] une théorie est une formulation concise mais elliptique des relations de dé-
pendance entre les événements et les propriétés observables. Bien que les aﬃr-
mations d'une théorie ne puissent pas à proprement parler être dites vraies ou
fausses quand elles sont prises au pied de la lettre, une théorie peut cependant
être caractérisée ainsi dans la mesure où elle est traduisible dans des énoncés
qui portent sur de l'observable. Les défenseurs de cette conception soutiennent,
par conséquent, que dans le sens où une théorie (comme la théorie atomique)
peut être dite vraie, les termes théoriques comme  atome  sont simplement des
notations abrégées pour un complexe d'événements et d'aspects observables, et
ne font référence à aucune réalité physique inaccessible à l'observation. (Nagel,
1961, p. 118)
1.6.2 Le descriptivisme bien compris est un instrumentalisme
La position descriptiviste ressemble fort à celle de l'empirisme logique orthodoxe,
selon laquelle le contenu cognitif d'une théorie se réduit à son contenu empirique.
Cependant, aﬃrmer que les énoncés de la théorie parlent bien des phénomènes obser-
vables repose sur l'hypothèse de la traductibilité des énoncés théoriques en énoncés
observationnels. Or, comme on l'a vu, le fait que les règles de correspondance ne
fournissent qu'une interprétation partielle des termes théoriques interdit de les consi-
dérer comme des déﬁnitions explicites ou des règles de traduction. En conséquence,
la position descriptiviste n'est tenable qu'à condition de considérer que l'interpré-
tation fournie par les règles de correspondance est complète, et que la théorie n'est
rien de plus qu'un simple compte rendu d'observation ; on a vu, à la section 1.2 du
présent chapitre, qu'une telle position est insatisfaisante, et ne permet pas de rendre
compte d'aspects essentiels de la notion de théorie, comme par exemple le fait que
les théories permettent de découvrir de nouvelles lois empiriques. Si l'on refuse une
62Nagel souligne le rôle que cette conception, associée à l'idée selon laquelle une théorie doit se
contenter de décrire sans prétendre expliquer les phénomènes, a joué dans le développement de
l'énergétisme contre la philosophie atomiste (Nagel, 1961, pp. 118-199 et note 9 p. 199).
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telle conception réductrice de la notion de théorie et que l'on admet que les règles
de correspondance ne fournissent qu'une interprétation partielle des énoncés théo-
riques, alors on doit, selon Nagel, renoncer à la position descriptiviste : comme je l'ai
mentionné précédemment, les règles de correspondance, parce qu'elles ne sont pas
des règles de traduction, ne transforment pas les énoncés du squelette syntaxique en
énoncés doués de sens (Nagel, 1961, pp. 122-128). Elles permettent seulement de tirer
des prédictions de cette  boîte noire .
Par conséquent, Nagel aﬃrme que la position descriptiviste  qui considère qu'une
théorie ne dit rien d'autre que ce que l'on peut en tirer empiriquement  n'est pas
tenable (à moins de concevoir une théorie comme un simple compte rendu d'obser-
vation) et se réduit à la position instrumentaliste, pour laquelle la théorie ne dit
strictement rien. Puisqu'elle ne dit rien, cela n'a aucun sens de se demander si ce
qu'elle dit est vrai.
Il s'ensuit que, pour la conception du statut cognitif des théories que l'on vient
d'examiner, la vérité et la fausseté ne peuvent être attribuées à aucune théorie
physique actuelle  du moins pas tant que sa traductibilité dans le langage
observationnel est établie. Par conséquent, la conception que l'on étudie coïncide
avec la seconde position mentionnée précédemment, selon laquelle les théories
doivent être considérées comme des instruments pour mener l'enquête, plutôt
que comme des énoncés à propos desquels les questions de vérité et de fausseté
peuvent être soulevées de façon féconde. (Nagel, 1961, pp. 128-129)
Les énoncés des théories ainsi conçues ont la  forme grammaticale d'énoncés, mais la
plupart de ces expressions ne sont pas, en fait, des énoncés, mais des formes d'énon-
cés.  (p. 132) La théorie  fonctionne comme un principe directeur ou un ticket
inférentiel en vertu duquel on peut tirer des conclusions sur les faits observables,
mais pas comme une prémisse à partir de laquelle ces conclusions sont obtenues 
(pp. 129-130). Ainsi, pour Nagel, le fait que les énoncés non interprétés du sque-
lette syntaxique ne se voient pas fournir une interprétation complète par les règles de
correspondance empêche de les considérer comme les prémisses d'un raisonnement.
La position descriptiviste implique donc de considérer la théorie tout entière comme
une sorte de machine à calculer, dont aucun rouage ne signiﬁe quoi que ce soit63,
mais qui permet, à partir d'un certain nombre d'énoncés doués de sens, de tirer
un autre ensemble d'énoncés doués de sens (dans les deux cas, ce sont des énoncés
d'observation). Il n'y a par conséquent aucune relation d'implication logique entre
les énoncés de la théorie (qui ne sont pas à proprement parler des énoncés) et les
énoncés d'observation.
63Pas plus, pour reprendre l'exemple de Nagel, qu'un marteau ne  représente  les choses que
l'on a construites par son moyen (p. 130).
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La théorie moléculaire des gaz n'est donc pas plus impliquée logiquement (selon
les défenseurs de la conception instrumentaliste)64 qu'elle n'implique des énoncés
à propos de faits d'observation. La raison d'être65 de la théorie est de servir de
règle ou de guide pour faire des transitions logiques d'un ensemble de données
expérimentales à un autre. (Nagel, 1961, pp. 129-130)
Reprenons la conclusion à laquelle arrive Nagel. Elle repose sur l'hypothèse H
selon laquelle les règles de correspondance ne sont pas des règles de traduction (si
l'on refuse cette hypothèse, on renonce à faire d'une théorie autre chose qu'un compte
rendu d'observation). De H, Nagel arrive à la conclusion C que le descriptivisme se
réduit à l'instrumentalisme. En eﬀet, le descriptivisme, selon lequel la signiﬁcation
d'une théorie est sa signiﬁcation empirique, est intenable, car il repose sur une hy-
pothèse fausse (celle selon laquelle les règles de correspondance sont des règles de
traduction). Dès lors que l'on accepte H, on doit reconnaître C, et donc admettre
que la théorie n'a pas de signiﬁcation. Cependant, Nagel n'aﬃrme pas que l'instru-
mentalisme s'impose, puisque, précisément, H, en vertu de quoi il montre C, autorise
à considérer que le contenu de la théorie ne se réduit pas à son contenu empirique. Le
 surplus de sens  laissé de côté par l'interprétation empirique partielle, s'il n'entre
pas, pour Carnap, dans la caractérisation du contenu cognitif de la théorie, est au
contraire de toute première importance aux yeux de Nagel : c'est dans ce  surplus
de sens  que réside toute la signiﬁcation de la théorie, puisque, précisément, son
interprétation empirique ne lui fournit aucune signiﬁcation  en vertu de H.
Ainsi, Nagel établit que, en ce qui concerne son contenu empirique, (RTC pour
Carnap, les prédictions permises par le squelette syntaxique et les règles de corres-
pondance pour Nagel), la théorie ne dit strictement rien et que cela n'a aucun sens
de demander si elle est vraie ou fausse : comme un instrument, elle fonctionne ou ne
fonctionne pas. Si, comme Carnap, on considère que le contenu cognitif d'une théorie
se réduit à son contenu empirique, alors on doit adopter une position instrumenta-
liste selon laquelle la théorie ne dit rien. Mais on peut refuser cette hypothèse, et
considérer que la théorie a un contenu de signiﬁcation non empirique. Dans ce cas,
rien ne nous contraint à adopter une position instrumentaliste.
1.6.3 Les modèles ne disent rien du monde
Revenons un instant à la conception de Carnap : s'il aﬃrme que le contenu cogni-
tif des théories se réduit à leur contenu empirique (leur énoncé de Ramsey RTC), il
64Et donc, selon les défenseurs de la position descriptiviste, puisque Nagel montre que cette
dernière se réduit à la position instrumentaliste.
65En français dans le texte.
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reconnaît que la théorie ne se réduit pas à son contenu empirique, au sens où l'énoncé
de Ramsey de la théorie n'est pas la théorie (voir page 208). C'est essentiellement par
la manière dont ils rendent compte du surplus de sens laissé de côté par l'interpré-
tation partielle que Carnap et Nagel divergent. Comme on va le voir, ce que Carnap
considère comme un eﬀet du langage que l'on s'est donné pour exprimer le contenu
cognitif de la théorie constitue, pour Nagel, la signiﬁcation même de la théorie, qui
lui est fournie par son modèle.
La question qui se pose ici est celle du statut cognitif de ce  surplus de sens .
La reconnaissance du fait que l'on ne peut pas réduire une théorie à la mise en forme
symbolique d'un compte rendu d'observation risque-t-elle de conduire le philosophe à
renoncer à l'empirisme et à admettre l'existence de mystérieuses entités ? Moins dra-
matiquement, est-on obligé, une fois ce fait reconnu, d'adopter une position réaliste
et d'aﬃrmer que, dans la mesure où la théorie atteint son but, les entités dont elle
parle existent ?
La solution de Ramsey-Carnap, au contraire, est destinée à montrer que la partie
non empirique de la théorie, son postulat de signiﬁcation AT , n'est pas une assertion.
Si la théorie de l'électricité semble dire quelque chose de plus à propos des électrons
que ce qui est contenu dans son énoncé de Ramsey, c'est un simple eﬀet du langage
que l'on utilise pour la formuler. Ce langage nous fait indûment croire que la théorie
parle d'entités réelles que l'on appelle  électrons , dont on n'a pas une déﬁnition
complète, et à propos desquelles le but de la science est d'établir de nouvelles vérités.
En fait, AT (la partie non empirique de la théorie) est un énoncé analytique qui
confère un sens au terme  électron . La présentation de la théorie sous la forme
de Ramsey-Carnap dissipe ainsi, selon Carnap, l'illusion selon laquelle la théorie dit
quelque chose de plus à propos des électrons que ce qui est contenu dans son énoncé
de Ramsey :
Dans la manière dont Ramsey propose de parler du monde extérieur, un terme
comme  électron  disparaît. Cela n'implique aucunement que les électrons
disparaissent, ou, plus précisément, que tout ce qui, dans le monde extérieur,
est désigné par le mot  électron  disparaisse. L'énoncé de Ramsey continue
d'aﬃrmer, au moyen de ses quantiﬁcateurs existentiels, qu'il y a quelque chose
dans le monde extérieur qui possède toutes les propriétés que les physiciens
attribuent à l'électron. Il ne remet pas en question l'existence  la  réalité 
 de ce quelque chose. Il propose simplement une autre manière d'en parler.
La question diﬃcile qu'il évite n'est pas :  les électrons existent-ils ? , mais
 quelle est l'exacte signiﬁcation du terme électron ?  Dans la manière dont
Ramsey propose de parler du monde, cette question ne se pose pas. Il n'est
plus nécessaire d'enquêter sur la signiﬁcation d' électron , puisque le terme
lui-même n'apparaît pas dans le langage de Ramsey. (Carnap, 1966, chap. 26,
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p. 252)
En somme, la question  Les électrons existent-ils ?  n'est qu'une question lin-
guistique déguisée. Ou bien c'est une question interne au cadre linguistique dans
lequel on se situe, et dans ce cas la réponse est triviale : lorsque je me situe dans le
cadre de la théorie de l'électricité et que je cherche à décrire le comportement d'un
certain courant électrique, la réponse est évidemment positive.66 Ou bien c'est une
question externe au cadre linguistique. Dans ce cas, s'il s'agit d'une question méta-
physique sur l'existence dans le monde d'un certain type d'entités que l'on appelle
 électrons  et qui jouent le rôle qu'on assigne au terme théorique  électron  dans
la théorie de l'électricité, cette question n'a pas de signiﬁcation cognitive.
Cette dernière sorte de question peut la plupart du temps être correctement re-
formulée sous la forme d'une question pragmatique sur le choix du langage le plus
commode : est-il plus commode d'adopter un langage dans lequel on peut quantiﬁer
sur une classe d'objets appelés  électrons  ? Or, en matière de choix de langage,
le conventionnalisme de Carnap nous autorise à toute la prodigalité jugée utile67 :
on compliquera au pire inutilement les règles de calcul, mais sans danger pour l'on-
tologie impliquée par la théorie (Carnap, 1956b, p. 42).68 Pourvu que l'inﬂation de
l'appareil logique soit strictement explicitée à l'aide de quantiﬁcateurs existentiels,
elle n'entraîne selon Carnap aucune inﬂation ontologique (les variables liées aux quan-
tiﬁcateurs ne sont pas du même type logique que les anciennes constantes qui repré-
sentaient les termes théoriques) ; le langage logique que l'on se donne n'implique pas
d'autre existence que celle des référents des constantes  par conséquent des obser-
vables.69 Ainsi, une question comme  Les électrons existent-ils , pour autant qu'elle
66Cela ne revient pas du tout à dire que toutes les questions relatives aux électrons dans le cadre
d'une théorie sont triviales : déterminer la charge d'un électron particulier ou le mouvement des
électrons dans tel atome, par exemple, ne sont pas des tâches triviales, et constituent précisément
l'objet du travail scientiﬁque.
67Le  principe de tolérance  défendu par Carnap consiste en eﬀet à aﬃrmer qu' en logique,
il n'y a pas de morale. Chacun est libre de construire sa propre logique, i.e. sa propre forme de
langage, comme il le désire. Tout ce que l'on exige de lui est que, s'il veut qu'on en discute, il
indique clairement la manière dont il entend procéder, et fournisse des règles syntaxiques plutôt que
des arguments philosophiques.  (Carnap, 1934b, 17)
68C'est là un des points de désaccord fondamentaux entre Carnap et Quine. Pour Quine (1953b),
l'adoption d'un certain langage implique un engagement ontologique quant à l'existence des classes
d'entités désignées par les variables liées (les variables sur lesquelles le langage autorise à quanti-
ﬁer). Pour Carnap (1956a), en revanche, l'adoption d'un langage est une aﬀaire pragmatique, qui
n'implique aucun engagement ontologique quant à ces classes d'entités.
69Soulignons par ailleurs que Carnap admet explicitement que l'appareil non descriptif de ce
langage peut inclure toutes les mathématiques nécessaires à l'expression des théories de la science
empirique : D [c'est-à-dire le domaine d'entités admises comme valeurs des variables de LT ] inclut
L'empirisme logique 227
a une signiﬁcation cognitive, peut être reposée sous la forme  Doit-on préférer un
langage qui emploie le terme électron ? 
On retrouve ici une conviction carnapienne qui remonte à ses tout premiers tra-
vaux : toutes les questions métaphysiques  ou toutes les questions qui semblent
porter sur le monde mais que la science ne peut pourtant pas résoudre car elles ne
peuvent pas recevoir de réponse empirique  sont des questions linguistiques mal
posées.70 Une fois correctement posées, elles se réduisent à des questions de choix
pragmatiques, que le logicien philosophe ne peut pas trancher au moyen d'outils
formels : leur réponse dépend des buts poursuivis par les scientiﬁques.
De cela, Carnap (1966) conclut donc que le débat entre instrumentalisme et réa-
lisme n'a pas à être tranché de manière formelle et qu'il se réduit à une question de
choix de langage. Comme je le montrerai à la section suivante, si le débat entre ins-
trumentalisme et réalisme est bien une aﬀaire pragmatique, ce n'est pas en tant qu'il
se réduit à la question du choix d'un langage qu'à celle de la manière dont on uti-
lise et dont on comprend le langage qu'on s'est donné. Auparavant, voyons comment
Nagel (1961), auquel Carnap (1966, p. 256, note 3) fait explicitement référence sur
ce point, soulignant la concordance de leurs vues, en arrive lui-même à la conclusion
selon laquelle le débat entre instrumentalisme et réalisme est une aﬀaire pragmatique.
Le divorce prononcé entre les conséquences empiriques de la théorie et son contenu
tous les types d'entités dont on a besoin pour la partie purement mathématique de LT .  (Carnap,
1956b, p. 43) Carnap n'aﬃrme pas ici que les théories mathématiques elles-mêmes doivent être
formalisées au premier ordre. Il semble donc que la caractérisation que les défenseurs de la conception
sémantique proposent du projet de formalisation des empiristes logiques soit historiquement inexacte
(comme je l'ai signalé précédemment, note 7). Je reviendrai sur ce problème à la section 2, page 245.
70 Il n'y a rien de plus, rien de plus élevé à dire au sujet des choses que ce que la science
en dit. L'objet de la logique de la science est plutôt la science elle-même en tant que structure
ordonnée de propositions.  (Carnap, 1934a, p. 196)  Ou bien le travail scientiﬁque a pour objet
le contenu empirique des propositions : on observe, expérimente, collecte et élabore le matériau de
l'expérience ; ou bien il s'agit de mettre au clair la forme des propositions de la science  (Carnap,
1932a, p. 322). Avant d'admettre la sémantique dans son système (voir ci-dessus, note 21), Carnap
proposait une distinction présentée comme syntaxique entre idiome formel et idiome matériel (ou
contentuel) : les questions qui ont l'air de porter sur le monde (parce qu'elles sont exprimées au
moyen de l'idiome matériel) mais auxquelles la science ne peut pas répondre sont en fait des questions
linguistiques déguisées. Elles doivent alors pouvoir être reformulées en des questions sur le langage
(employant l'idiome formel). Voir (Carnap, 1934a) et (Carnap, 1934b,  73 à 81). Ainsi, par exemple,
la proposition du discours matériel  les nombres sont des classes de classes de choses , correctement
reformulée au moyen de l'idiome formel, donne :  Les expressions numériques sont des expressions
de classe du second ordre.  (Carnap, 1934b, 78). De même, la proposition  le temps est uni-
dimensionnel ; l'espace est tri-dimensionnel.  peut être adéquatement reformulée comme suit :  Une
désignation de temps est constituée d'une seule coordonnée ; une désignation spatiale est constituée
de trois coordonnées.  ( 79).
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sémantique (voir ci-dessus, section 1.5.3) lui a permis de dire que si la présentation,
l'adoption et l'utilisation d'une théorie sont indissociables d'un modèle qui lui donne
de la  chair , ce modèle n'est pas pour autant censé être une représentation vraie
du monde (voir ci-dessus, page 220). Par conséquent, adopter la théorie cinétique des
gaz n'engage aucunement à croire que les molécules de gaz sont des boules de billard.
La seule chose que l'on puisse aﬃrmer avec conﬁance, c'est qu'un modèle d'une
théorie n'est pas la théorie elle-même. En conséquence, on ne peut pas considérer
sans un examen plus poussé que l'adéquation de la théorie comme instrument
pour l'explication et la prédiction systématiques établisse la réalité physique de
chaque aspect du modèle matériel dans les termes duquel la théorie peut être
interprétée. Cela est évident dans le cas où il existe plusieurs modèles connus
pour la même théorie, mais cela est également vrai quand on ne dispose que
d'un seul modèle (Nagel, 1961, p. 116).
Les modèles sont indispensables à la construction, au développement et à la for-
mulation des théories ; cependant, comme on l'a vu, le type de modèle qu'on uti-
lise dépend de facteurs contextuels et psychologiques (voir page 217). Ces facteurs
peuvent conduire à construire des modèles qui contiennent de nombreux éléments
superﬂus, et parfois trompeurs. L'utilisation de modèles imagés et suggestifs peut
présenter un danger pour le théoricien qui risque d'être entraîné sur de fausses pistes
suggérées par des éléments inessentiels du modèle qui n'ont aucun référent dans le
monde réel. Comme le remarquait Hertz, les images mentales que nous fournissent
nos théories scientiﬁques portent la marque des esprits qui les produisent, et sont par
conséquent susceptibles de contenir des éléments superﬂus :
[Hertz] reconnaissait clairement que cette exigence instrumentale ne détermine
pas de manière unique le symbolisme (ou la théorie) qui remplira cet objectif. Il
notait, en particulier, qu'une théorie contiendra inévitablement ce qu'il appelait
des  relations superﬂues ou vides   des symboles qui ne représentent rien
dans le domaine de phénomènes pour lequel la théorie est construite. Selon
Hertz, ces  relations vides  entrent dans nos théories simplement parce que les
théories sont des symboles complexes,  des images produites par notre esprit et
nécessairement aﬀectées par les caractéristiques de sa manière de représenter. 
(Nagel, 1961, p. 103).
Il est indispensable, pour construire et utiliser une théorie, qu'elle soit présentée
dans un certain modèle, sans quoi, on l'a vu, elle est inintelligible, mais cela n'engage
aucunement, en principe, son utilisateur, à aﬃrmer que ce modèle est vrai (qu'il
représente adéquatement le monde). Par conséquent, l'argumentation de Nagel 
telle que je la reconstruis  le conduit à établir les deux thèses suivantes :
1. En ce qui concerne son contenu empirique, la théorie ne dit rien (voir ci-dessus,
page 224), et ne peut donc pas être dite vraie ou fausse.
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2. Ce que l'on appelle son  surplus de sens , n'est aucunement un contenu fac-
tuel ; il n'est donc pas plus susceptible d'être vrai ou faux (il est vrai du modèle,
mais cela ne signiﬁe pas qu'il soit vrai du monde).
1.6.4 Les théories scientiﬁques sont toujours déjà interprétées
Comme je l'ai dit, ces considérations conduisent Carnap, qui se réclame sur ce
point de Nagel, à conclure que le débat entre réalisme et instrumentalisme est  es-
sentiellement d'ordre linguistique. Il s'agit de savoir quelle manière de parler est
préférable dans un contexte donné  (Carnap, 1966, chap. 26, p. 256). Que signiﬁe
précisément cette aﬃrmation ? Que veut dire, ici,  manière de parler  ? Pour le
comprendre, soulignons d'abord que Carnap ne prétend naturellement pas que les
théories gagneraient à être présentées dans la formalisation de Ramsey, à supposer
qu'elles le puissent : les scientiﬁques ont raison d'utiliser des formulations qui em-
ploient des termes comme  électrons , parce qu'elles sont beaucoup plus commodes.
Il s'agit cependant, selon lui, de rester conscient de la distinction entre le contenu
empirique de la théorie et les eﬀets du langage utilisé, choisi pour sa commodité.
Les physiciens, certes, trouvent beaucoup plus commode de parler dans un lan-
gage abrégé qui inclut des termes théoriques comme  proton ,  électron  et
 neutron . Mais si on leur demande si les électrons  existent  réellement,
ils répondront certainement de diverses façons. Certains physiciens trouveront
satisfaisant de concevoir des termes comme  électron  suivant la manière de
Ramsey. Ils esquiveront la question de l'existence en aﬃrmant qu'il y a des
événements observables, par exemple dans des chambres à bulles, qui peuvent
être décrits au moyen de certaines fonctions mathématiques, dans le cadre d'un
certain système théorique. Ils n'aﬃrmeront rien de plus. Demander s'il existe
réellement des électrons revient au même  du point de vue de Ramsey  que
demander si la physique quantique est vraie. La réponse est que, dans la mesure
où la physique quantique a été conﬁrmée par des tests, on est autorisé à dire qu'il
existe des cas où se produisent certains types d'événements qui, dans le langage
de la théorie, sont appelés  électrons . (Carnap, 1966, chap. 26, pp. 54-55)
Cependant, cette distinction, faite par le physicien très philosophe décrit ci-dessus,
entre les conséquences empiriques de la théorie et ce que sa formulation dans un
langage qui quantiﬁe sur des variables symboliquement notées  électrons  suggère
à notre imagination fautive, n'est généralement pas faite en pratique. Le scientiﬁque
employant un langage qui quantiﬁe sur le terme  électron , quand bien même il serait
disposé, comme le suggèrent les propos de Carnap, à concevoir ce terme suivant la
méthode de Ramsey, l'emploie eﬀectivement, en pratique, dans des énoncés qui jouent
le rôle de prémisses dans ses raisonnements. On a vu précédemment que la position
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instrumentaliste consistait à considérer les énoncés des théories comme des règles
d'inférence plutôt que comme des prémisses ; Carnap et Nagel s'accordent à dire que
l'on est toujours libre de considérer une règle d'inférence comme la prémisse d'un
raisonnement, selon le contexte :
Ceux qui caractérisent les théories comme des principes directeurs, comme des
règles suivant lesquelles les inférences sont faites plutôt que comme des prémisses
à partir desquelles on peut dériver des conclusions, négligent souvent la nature
contextuelle de cette distinction. (Nagel, 1961, p. 138)71
Autrement dit, la question de savoir si je dois considérer un énoncé qui contient le
terme électron comme une règle d'inférence ou comme une prémisse (et donc une
authentique assertion) est elle-même une question pragmatique. Cette question prag-
matique n'est pas la même que celle, précédemment mentionnée, concernant le choix
du langage le plus commode. Ici, la question n'est pas celle du choix d'un langage mais
celle de la manière dont on l'utilise. La première question (celle du choix du langage)
est la suivante :  Dois-je utiliser un langage qui quantiﬁe sur le terme électron ? .
La seconde question (celle de l'utilisation du langage) est la suivante :  Dois-je consi-
dérer qu'une expression comportant le terme électron est une assertion ou une règle
d'inférence ? 
C'est parce que cette seconde question est elle-même une question pragmatique
que Carnap, comme Nagel, peuvent dire que l'instrumentalisme et le réalisme ne
sont pas deux thèses philosophiques, mais correspondent à deux  manière de par-
ler . Ces deux  manières de parler  ne sont pas deux langages diﬀérents mais deux
attitudes épistémiques diﬀérentes des utilisateurs de la théorie. Ces deux attitudes
épistémiques, répétons-le, ne concernent pas le choix d'un langage, mais la manière
dont on utilise et on comprend le langage de la théorie (quel qu'il soit) : soit on
considère que les énoncés de la théorie fournissent des règles qui, par la manipulation
d'un certain système symbolique, permettent de tirer des prédictions empiriques (au-
quel cas on a une attitude instrumentaliste), soit on utilise ces énoncés comme des
prémisses dans nos raisonnements. Dans ce dernier cas, on a une attitude réaliste. En
eﬀet, si l'on considère les énoncés des théories comme les prémisses d'un raisonnement
et non comme des règles d'inférence, on doit admettre qu'ils ont une signiﬁcation,
qu'ils disent quelque chose ; on est donc assez naturellement à se demander ce dont
ils parlent et, par conséquent, ce que sont les entités dont ils parlent (par exemple,
les électrons). De là à se demander si elles existent vraiment, il n'y a qu'un pas.
Or, remarque Nagel, de ce point de vue, la pratique semble généralement trancher
en faveur d'une position réaliste :
71Voir aussi (Carnap, 1956b, p. 47).
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De fait, les théories sont habituellement présentées et utilisées comme des pré-
misses, plutôt que comme des principes directeurs, dans les traités scientiﬁques
ainsi que dans les articles rapportant les résultats de la recherche théorique
et expérimentale. Certains parmi les scientiﬁques les plus éminents, vivants ou
morts, ont très certainement considéré les théories comme des énoncés portant
sur la constitution et la structure d'un domaine de phénomènes donné ; et ils ont
conduit leurs recherches sur l'hypothèse que la théorie était une carte projetée
d'un domaine de la nature, plutôt qu'un ensemble de règles de projection. Une
grande partie de la recherche expérimentale est indubitablement inspirée par le
désir de vériﬁer si les entités et processus hypothétiques postulés par la théorie
[...] se produisent eﬀectivement (Nagel, 1961, p. 139).
Notons bien ce que Nagel veut dire par là : non pas que le réalisme est la meilleure
manière de rendre compte du statut cognitif des théories, mais que l'activité théorique
elle-même se caractérise par une attitude épistémique globalement réaliste de la part
des scientiﬁques. La construction d'hypothèses, leur développement et leur mise en
forme mathématique, on l'a vu, nécessite que l'on raisonne sur des modèles dont
le philosophe a bien montré qu'ils n'étaient pas aﬃrmés du monde, mais dont le
scientiﬁque fait comme s'ils l'étaient pour parvenir à élaborer et à utiliser sa théorie.72
Cette remarque se résume-t-elle à une considération historique sur la psychologie
des chercheurs selon laquelle le réalisme est l'attitude la plus fructueuse du point
de vue de la découverte et de l'invention théoriques ? On retrouve ici une question
posée précédemment (voir page 219) : quelle pertinence ces remarques concernant le
travail de découverte scientiﬁque ont-elles pour la reconstruction formelle du contenu
des théories déjà construites ? Si les modèles sont simplement une manière de rendre
compte de la réalité psychologique à laquelle correspond le  surplus de sens  des
termes théoriques  la partie non empirique de leur signiﬁcation  quelle légitimité
ont-ils pour ﬁgurer comme composante essentielle ?
C'est ici que réside à mon avis la clé de la position de Nagel et de son refus de voir
dans les règles de correspondance une interprétation  même partielle  du squelette
logique. C'est aussi, on va le voir, ce qui marque les limites de la reconstruction
formelle des théories à la manière des empiristes logiques.
Dire que les théories sont habituellement prises comme des prémisses et que leur
modèle en est une composante essentielle, c'est en fait dire que les théories sont
toujours déjà interprétées. On l'a vu précédemment, la construction, le développement
de l'appareil mathématique d'une théorie et son application à de nouveaux types de
phénomènes ne peut pas se faire sans qu'elle soit présentée dans un certain modèle.
72Sur cette question, voir aussi (Vaihinger, 1911) et (Fine, 1993).
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L'utilisation d'analogies matérielles, comme celle des boules de billard, mais éga-
lement le fait que la plupart des termes nouveaux introduits dans les théories sont em-
pruntés au langage ordinaire ou forgés à partir d'une étymologie suggestive ( force ,
 électron ,  quantum ), et enﬁn le simple fait d'utiliser un certain type d'équa-
tion, un certain langage mathématique, tout cela revient déjà à se situer dans un
certain modèle (je veux dire par là que le modèle n'est pas une simple aide psycho-
logique quand on n'arrive pas à comprendre une théorie : une théorie comprise est
interprétée) :
La théorie de l'atome de Bohr n'est généralement pas présentée comme un en-
semble abstrait de postulats, avec un nombre approprié de règles de correspon-
dance pour les termes non logiques non interprétés implicitement déﬁnis par
les postulats. Elle est habituellement exposée au moyen de notions relativement
familières, de telle sorte que, au lieu d'apparaître comme des formes d'énoncés,
les postulats de la théorie apparaissent comme des énoncés, dont le contenu peut
être au moins partiellement visualisé. Une telle présentation est adoptée, entre
autres raisons, parce qu'elle peut être comprise avec plus de facilité que ne le
peut une exposition formelle inévitablement plus longue et compliquée. Mais,
de toute manière, ainsi exposés, les postulats de la théorie sont ancrés dans un
modèle ou interprétation. (Nagel, 1961, p. 95)
Ainsi, Nagel n'aﬃrme pas que le physicien est un être naïf croyant sincèrement
que les molécules du gaz sont adéquatement représentées par des boules de billard,
mais que le simple fait de développer et d'utiliser une théorie requiert qu'elle soit
présentée sous une certaine forme et que cette forme, ce langage que l'on utilise, nous
situe d'emblée dans une interprétation. Par conséquent, les théories sont toujours
présentées dans un modèle (et non optionnellement accompagnées d'un modèle).73
C'est la raison pour laquelle Nagel parle généralement plutôt du modèle dans le-
quel une théorie est présentée que des modèles que l'on peut en donner, bien qu'une
même théorie, si on la restreint à sa première composante, à savoir en tant qu'en-
semble d'axiomes non interprétés, soit susceptible d'avoir une multiplicité  une in-
ﬁnité, en droit  de modèles.
On pourrait objecter que toutes ces remarques relèvent, encore et toujours, de
considérations sur la découverte scientiﬁque, et que l'impossibilité en pratique d'uti-
liser une théorie qui ne soit pas interprétée ne prouve pas que le philosophe a tort
d'en proposer une reconstruction purement syntaxique et de vouloir l'identiﬁer à sa
structure syntaxique. En d'autres termes, le fait que les physiciens mécanistes aient
73 La plupart des théories, de toute façon, sont générées dans la matrice d'un certain modèle et
sont codiﬁées, avec au mieux une mention en passant de règles de correspondance, dans les termes
d'une interprétation de leurs prémisses fondamentales . (Nagel, 1961, p. 107)
L'empirisme logique 233
besoin de se représenter la théorie au moyen d'un modèle ne prouve pas que Duhem a
tort de déﬁnir une théorie comme un ensemble de symboles abstraits (voir ci-dessus,
page 218). La question qui se pose est la suivante : quand bien même il serait pos-
sible, au moins en principe, de présenter la mécanique classique, par exemple, sous
la forme d'un squelette syntaxique et de règles de correspondance (TC), le résultat
pourrait-il être appelé  théorie  ?
En premier lieu, l'analyse que je viens de proposer montre que si l'on tient, comme
cela semble être le cas de Nagel mais aussi de Carnap (voir page 208), à faire d'une
théorie un outil de prédiction, la réponse semble être  non  : il est diﬃcile de com-
prendre en quoi consiste le  pouvoir prédictif  d'une théorie si celle-ci ne peut pas
être utilisée pour tirer des prédictions. En outre, à supposer même que l'on parvienne
à  tirer  des prédictions de cette boîte noire au moyen de recettes, une telle  théo-
rie  serait strictement dépourvue de signiﬁcation.74 Cela signiﬁe qu'elle serait non
seulement inutilisable en pratique mais qu'elle serait dépourvue de ce qui fait d'elle
une théorie proprement dite et non le simple enregistrement de rapports d'observa-
tion. L'artiﬁce logique de Carnap qui permet de décrire le travail des scientiﬁques
comme la manipulation de symboles non interprétés suivant certaines règles d'infé-
rence permettant de générer des formules ayant une signiﬁcation observationnelle ne
résiste pas au constat suivant : l'utilisation d'une théorie ne consiste pas et ne peut
pas consister en une telle manipulation qui se réduit à un calcul, à l'exécution d'un
programme, au sens informatique. Pour reprendre les termes de Nagel, les scienti-
ﬁques prennent les théories comme des cartes projetées plutôt que comme des règles
de projection (Nagel, 1961, p. 139). Quand ils n'ont aucun moyen de se ﬁgurer une
telle carte et en sont réduits à manipuler des formules sans les comprendre, il semble
diﬃcile d'aﬃrmer que ces formules constituent une théorie.
Insistons : cette dernière remarque ne consiste pas seulement à dire que les théories
sont, de fait, toujours présentées sous un certain habillage linguistique et mathéma-
tique et que la reconstruction formelle de son squelette syntaxique ne permet pas
de rendre compte de la pratique scientiﬁque. Cela est évident, et ne constitue pas,
tel quel, une critique du projet des empiristes logiques, qui ne cherche pas à rendre
compte des aspects pratiques de l'activité théorique. La distinction  contextuelle 
entre prémisses et règles d'inférences recoupe en fait la distinction entre la recons-
truction formelle de la théorie par le logicien et son utilisation par le scientiﬁque ;
or ce que la lecture de Nagel nous conduit à conclure, c'est que la formalisation, au
sens où elle vise à dissocier la partie non interprétée de la théorie de son contenu,
74Sauf, encore une fois, à considérer la théorie comme un simple compte rendu d'observation  ce
qui est peut-être la position de Duhem, mais que les empiristes logiques, y compris Carnap, rejettent
(voir section 1.2).
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ne permet pas de retrouver ce contenu. Dire qu'une théorie, même formulée dans un
langage hautement  abstrait  pour le profane et n'utilisant quasiment aucun terme
du langage ordinaire, est toujours déjà interprétée, c'est dire que la diﬀérence entre
la formalisation du logicien et la formulation du scientiﬁque n'est pas seulement une
diﬀérence dans les outils linguistiques autorisés mais dans la manière dont on utilise
ces outils.
Le dilemme du théoricien (appelé aussi paradoxe de la théorisation), dont j'ai
montré (section 1.2) qu'il exprimait le problème majeur que la reconstruction formelle
des théories empiriques doit aﬀronter, nous fait ﬁnalement arriver à la conclusion selon
laquelle il y a quelque chose d'essentiel à la caractérisation de la notion de théorie
qui résiste à la formalisation exigée par la recherche carnapienne d'un critère de
signiﬁcation cognitive. Une telle formalisation, qui consiste à distinguer entre le c÷ur
axiomatique non interprété de la théorie et sa sémantique, nous fait inéluctablement
manquer la partie du contenu de la théorie qui n'est pas son contenu purement factuel
(empirique) et qui est pourtant le propre d'une théorie scientiﬁque.
Vouloir enrégimenter le langage au point d'en éliminer tout terme qui pourrait
suggérer des représentations mentales  superﬂues  en raison de sa signiﬁcation
extra-théorique c'est oublier que, même très ésotérique et éloigné du langage or-
dinaire, le langage d'une théorie est toujours utilisé en tant que langage interprété,
armé d'une sémantique, au même titre que le langage naturel l'est.75 Autrement dit,
il est une partie du langage naturel, que seuls certains experts maîtrisent, mais qui
ne jouit pas d'un statut sémantique d'un autre type.76
Cette analyse autorise à conclure que les trois composantes dégagées par Nagel
n'ont pas le même statut : apparemment distinguées par l'analyse des théories, elles
n'en sont pas, en fait, des composantes au même titre. Les deux premières corres-
pondent à la reconstruction rêvée du logicien, qui n'a pas de signiﬁcation ; la troisième
à la théorie interprétée. La tension que j'ai signalée à la section 1.5.3 entre modèle et
règles de correspondance (ce que j'ai appelé le  dédoublement de la sémantique )
est le résultat, chez Nagel, de son attachement au projet empiriste de formalisation
syntaxique des théories. Il contribue pourtant à marquer les limites d'un tel projet,
en mettant en évidence le fait qu'une théorie qu'on dissèque en séparant sa syntaxe
de sa sémantique n'est tout simplement plus une théorie scientiﬁque.
75Voir aussi, sur ce point, la critique de la notion de règle de correspondance par Schaﬀner (1969a).
76Voir (Hempel, 1970) à propos de l'importance de l'utilisation, dans la formulation d'une théo-
rie, de termes du langage naturel qui sont porteurs d'une signiﬁcation extra-théorique, mais dont la
signiﬁcation est modiﬁée par leur utilisation dans le cadre de la théorie. Ces considérations s'accom-
pagnent, chez Hempel, d'un rejet de la distinction entre langage observationnel et langage théorique,
et, corrélativement, d'un grand scepticisme à l'égard de l'entreprise axiomatique.
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1.6.5 Les formulations de la mécanique comme autant de modèles diﬀé-
rents ?
Notons, avant de conclure, que la manière dont Nagel rend compte de la diversité
des formulations de la mécanique est symptomatique de la tension que je viens de
souligner dans sa pensée, elle-même signiﬁcative de problèmes internes à la concep-
tion des théories défendue par les empiristes logiques. De prime abord, son analyse
de la notion de modèle, et en particulier ses réﬂexions sur les modèles formels, qui
autorisent à considérer que l'expression d'une théorie dans un certain langage ma-
thématique porte, en elle-même, un modèle, semblent suggérer que les diﬀérentes
formulations de la mécanique en sont des modèles diﬀérents.
En eﬀet, comme on l'a vu page 232, un même squelette syntaxique peut se voir
 habiller  par diﬀérents modèles, qui n'en modiﬁent pas les conséquences empiriques,
données par les règles de correspondance, mais en permettent une compréhension
diﬀérente. Ainsi, une équation vectorielle de la forme du principe fondamental de la
dynamique porte en elle un schéma d'explication mécaniste. Un principe variation-
nel en porte un autre. Les équations newtoniennes parlent de forces, les équations
lagrangiennes et hamiltoniennes parlent d'énergie. En raison de leur expression dans
un langage particulier, elles suggèrent une interprétation diﬀérente du squelette syn-
taxique qui, lui, à supposer qu'on puisse l'énoncer, ne parle ni de forces ni de d'énergie,
mais consiste en un ensemble de symboles non interprétés directement reliés, par un
ensemble de  recettes , au monde empirique.
Si l'on suit jusqu'au bout les propos de Nagel à propos du rôle des modèles dans
l'explication (voir section 1.5.2), on doit donc admettre que les explications proposées
par la mécanique sous ses diﬀérentes formulations ne sont pas les mêmes. Autrement
dit, on est conduit à remettre en cause l'univocité de la notion de  modèle méca-
nique .77 C'est précisément pour clariﬁer cette notion d'explication mécaniste que
Nagel, au chapitre 7 de The Structure of Science, intitulé  Mechanical Explanations
and the Science of Mechanics , entreprend de reconstruire le contenu de la méca-
nique classique. Or, comme on va le voir, Nagel écarte dès l'ouverture du chapitre le
problème que je viens de poser, et qui semble naturellement découler de ses propos
sur la notion de modèle.
La méthode la plus directe et satisfaisante d'établir le domaine d'une science et
le caractère distinctif de ses explications est de se tourner vers les lois et théories
générales  quand ces théories existent  qui constituent à une certaine étape
de son développement les prémisses ultimes de ses explications. Heureusement,
il est possible de faire cela dans le cas de la mécanique classique, car le contenu
77Voir ci-dessus, chapitre 4, note 16.
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de cette science peut être assez bien saisi dans le cadre des idées que nous
fournissent les  axiomes  ou  lois  newtoniens du mouvement. (Nagel, 1961,
pp. 157-158)
Le projet de Nagel, ici, n'est pas de dégager le squelette syntaxique de la théo-
rie. Bien au contraire, son entreprise de clariﬁcation conceptuelle de la mécanique
classique repose sur le choix d'une de ses formulations linguistiques, la formulation
newtonienne.78 Cependant, Nagel semble considérer que les conclusions auxquelles
l'axiomatisation (et non la formalisation au sens strict, puisque cette axiomatisation
repose sur l'adoption d'un certain langage mathématique) de la mécanique newto-
nienne vont le conduire peuvent être généralisées et considérées comme portant sur
la mécanique classique sous toutes ses formulations. Il ajoute en eﬀet une note par-
ticulièrement explicite à propos de l'existence de plusieurs formulations distinctes de
la mécanique :
Il convient de dire quelques mots du choix de la formulation newtonienne comme
base de la présente discussion. Il existe, certes, d'autres formulations de la théorie
mécanique que celle de Newton, par exemple celles de Lagrange et de Hamilton.
Ces formulations permettent d'analyser plusieurs problèmes diﬃciles avec plus
de facilité et de souplesse que ce qui peut être fait au moyen de la formulation
newtonienne. Cependant, ces autres formulations sont mathématiquement équi-
valentes au schéma newtonien, et l'on ne gagnerait rien à prendre comme point
de départ l'une d'elles, d'autant plus qu'elles sont généralement moins familières.
[...] Bien qu'un système de mécanique puisse rejeter la notion de force comme
idée théorique première, et puisse même se dispenser entièrement d'utiliser le
mot  force , il est toujours possible d'introduire le terme dans le système au
moyen d'une déﬁnition nominale. Qui plus est, comme il apparaîtra bientôt, les
diﬀérences entre les formulations de la mécanique [...] n'ont aucune conséquence
sur l'analyse de la notion d'explication mécanique. (Nagel, 1961, p. 158, note 5)
Non seulement les diﬀérentes formulations de la mécanique sont équivalentes empiri-
quement  sinon pour la résolution pratique de problèmes  mais encore, et c'est là le
plus surprenant à la lumière des remarques faites précédemment, elles n'aﬀectent pas
la notion d'explication mécanique. Qu'une formulation suggère l'existence de forces
quand une autre semble parler d'énergie n'a aucune incidence, d'après ces quelques
lignes, sur la manière dont elles expliquent les phénomènes du mouvement. Sans en-
treprendre d'analyser la manière dont Nagel rend compte de la notion d'explication
mécanique, qui mériterait un examen détaillé, je conclurai simplement en suggérant
que cette manière d'évacuer le problème posé par la multiplicité des formulations de
78En ce sens, la méthode de Nagel n'est pas caractéristique, ici, de la  conception syntaxique 
telle que les défenseurs de la conception sémantique la décrivent.
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la mécanique est l'expression d'un attachement à la conception empiriste logique des
théories, dont Nagel souligne pourtant les limites en introduisant dans sa déﬁnition
des théories la notion de modèle. Cette incohérence manifeste dans l'analyse du cas
de la mécanique classique illustre de manière assez remarquable la tension dont j'ai
montré qu'elle caractérisait la conception nagélienne des théories.
1.7 Conclusion : la conception  syntaxique  des théories scienti-
ﬁques
On a vu comment le projet formaliste, lié à l'exigence carnapienne de trouver
un critère de signiﬁcation cognitive, a conduit à une conception des théories scienti-
ﬁques, que ses critiques ont appelé tantôt  conception orthodoxe  (Putnam, 1962),
tantôt  conception syntaxique  ou  linguistique , et dont Suppe (1977a) a pro-
posé une reconstruction extrêmement minutieuse (reproduite in extenso en appendice
de ce chapitre, page 276), dont il reconnaît qu'elle ne peut être attribuée à aucun
philosophe en particulier, n'ayant fait l'objet d'aucun  manifeste . Les diﬀérents
 piliers  sur lesquels elle repose (distinction théorie / observation, distinction ana-
lytique / synthétique, entre autres) ont fait l'objet de très nombreux débats au sein
de la tradition empiriste logique79 ; outre Nagel, dont on voit qu'il se démarque assez
nettement de l'image d'une théorie constituée de deux composantes principales (qui
est au c÷ur de la reconstruction, par Suppe, du programme des empiristes logiques),
Hempel lui-même, à qui on attribue traditionnellement la défense de la conception
syntaxique au même titre qu'à Carnap, critique les positions de ce dernier sur un
certain nombre de points, qui le conduisent à émettre de sérieux doutes sur l'utilité
même de la formalisation des théories (Hempel, 1970).
Ce que l'on a baptisé  conception syntaxique  des théories et qui constitue
la première des deux approches formelles étudiées dans le présent chapitre ne peut
pas être décrit comme un projet de formalisation eﬀective des théories existantes :
il s'agit plutôt de la description d'une forme canonique idéale que devrait pouvoir
revêtir, en droit, toute théorie scientiﬁque. Carnap (1966) lui-même, le plus attaché
aux grands principes du premier positivisme logique, propose ﬁnalement une image
assez libérale des théories scientiﬁques et ne prétend pas que la présentation d'une
théorie sous cette forme canonique ferait gagner beaucoup à la science.
La  caricature  de la conception syntaxique n'est pourtant pas montée de toutes
pièces. Par delà leurs divergences, ce qui caractérise aussi bien Nagel ou Hempel que
Carnap, c'est qu'ils restent tous attachés à une image des théories scientiﬁques comme
79Pour une recension détaillée de ces débats, voir l'introduction de Suppe (1977a) à (Suppe,
1974/1977b).
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celle d'un réseau de principes et de lois dont il s'agit de décrire le lien à l'observable sur
le modèle de la représentation linguistique. On en trouve une expression métaphorique
dans ces propos de Hempel :
Une théorie scientiﬁque peut donc être comparée à un réseau spatial complexe :
ses termes sont représentés par les n÷uds du réseau, tandis que les ﬁls qui
relient ces derniers correspondent en partie aux déﬁnitions, en partie aux hy-
pothèses primitives ou dérivées que renferme la théorie. Le système tout entier
ﬂotte, pour ainsi dire, au-dessus du plan d'observation où il se trouve ancré au
moyen des règles d'interprétation. On peut comparer ces règles à des chaînes
qui n'appartiennent pas au réseau mais en relient certaines parties à des régions
déterminées du plan d'observation. Grâce à ces relations qui servent à inter-
préter, le réseau peut remplir sa fonction de théorie scientiﬁque : étant donné
certains faits d'observation, nous pouvons remonter, par l'intermédiaire d'une
chaîne d'interprétation, à un point précis du réseau théorique et, de là, par l'in-
termédiaire des déﬁnitions et des hypothèses, nous diriger vers d'autres points,
d'où une nouvelle chaîne d'interprétation nous permettra de regagner le plan
d'observation. (Hempel, 1966)80
Le schéma de Feigl (1970), reproduit ci-dessous (ﬁgure 10), exprime cette idée
d'un lien direct entre les déﬁnitions, lois et hypothèses d'un côté, et l'observable de
l'autre. C'est cette image qui conduit les empiristes logiques à penser que, même
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Fig. 10  Schéma de la théorie scientiﬁque selon l'empirisme logique (Feigl, 1970, reproduit par
Giere, 1988, p. 25)
s'il est strictement impossible et inutile de la formaliser ainsi, la structure d'une
théorie doit être pensée sur le modèle d'une syntaxe non interprétée, directement
80Je cite la traduction française indiquée en bibliographie.
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reliée à l'observable. C'est l'attachement à cette image, joint à la reconnaissance du
fait qu'une théorie est, de fait, toujours déjà interprétée, qui conduit Nagel à l'idée
intenable d'une double sémantique.
La conception sémantique va consister à rejeter en bloc cette image  linguistique 
des théories : prenant acte du fait qu'on ne peut pas séparer le squelette syntaxique
d'une théorie de son interprétation, elle va chercher du côté de la sémantique formelle
et de la théorie des modèles les outils nécessaires à la reconstruction du contenu
des théories, qui n'est plus identiﬁé à leur signiﬁcation empirique. Ainsi, comme
on va le voir, la signiﬁcation d'une théorie ne lui est pas fournie par des règles de
correspondance qui viennent, après coup, fournir une signiﬁcation empirique à des
axiomes non interprétés ; une théorie a, d'emblée, une interprétation, consistant en un
ensemble de structures. Tout en renonçant au modèle de la traduction pour adopter
celui de l'interprétation (au sens de la théorie des modèles), la conception sémantique
reste cependant une approche formelle : son but est de rendre compte du contenu
des théories d'une manière qui permette d'évacuer les aspects liés à sa (ou à ses)
formulation(s) linguistique(s) particulière(s) et à son (leur) utilisation par les agents.
Procéder à son examen va me permettre de mettre en évidence les limites de toute
entreprise de ce type  et non pas seulement de celle des empiristes logiques.
2 La conception sémantique des théories scientiﬁques
Au cours des années 1960, une  nouvelle orthodoxie  (Le Bihan, 2006) en philo-
sophie des sciences s'impose, incarnée par une autre approche formelle des théories,
la  conception sémantique , présentée comme une critique des grands principes de
la philosophie des sciences des empiristes logiques, qu'elle ﬁge en un corps de doctrine
baptisé  conception syntaxique 81 pour se déﬁnir par contraste avec elle.
Avant de faire l'objet de véritables manifestes qui l'instituent explicitement en
nouvelle théorie des théories, elle voit le jour à la ﬁn de la décennie 1940 avec les
travaux du logicien néerlandais Evert Beth (1940), puis, au cours de la décennie 1950
avec ceux de Patrick Suppes (1957, 1960, 1962, 1967), qui voit dans la théorie des
ensembles et la notion de modèle en sémantique formelle des outils prometteurs pour
axiomatiser les théories scientiﬁques.
Outre Suppes, père et défenseur de cette approche, les grands noms en sont Frede-
81Comme on va le voir, certains traits de l'image que les défenseurs de la conception sémantique
proposent du programme des empiristes logiques sont contestables ; dans ce qui suit, l'expression
 conception syntaxique  me servira par conséquent à désigner, plutôt que le projet empiriste
logique tel que je le comprends et que je l'ai présenté dans ce qui précède, le portrait qu'en dresse
la conception sémantique.
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rick Suppe (1971, 1977a, 1989), Bas van Fraassen (1980, 1987, 1989, 1991) et Ronald
Giere (1979, 1988, 2006). Une autre école qui s'en distingue plus nettement mais qui se
situe malgré tout dans l'héritage de Suppes est l'école dite  structuraliste  de Wolf-
gang Balzer (1985), Ulises Moulines (1975), Joseph Sneed (1975, 1976) et Wolfgang
Stegmüller (1976).82 Enﬁn, l'axiomatisation de plusieurs théories existantes suivant
les méthodes de la conception sémantique a été proposée, entre autres, en physique
(Hughes, 1989; van Fraassen, 1991) et en biologie (Beckner, 1959; Beatty, 1982; Lloyd,
1988; Thompson, 1989, 2007).
On résume généralement le  dogme central  de la conception sémantique comme
suit : une théorie scientiﬁque doit être décrite comme une classe (ou famille) de
modèles plutôt que comme un ensemble d'énoncés. On ajoute généralement qu'une
théorie est une entité extra-linguistique qui ne peut être identiﬁée à aucune de ses
formulations particulières mais correspond à la classe des modèles qui satisfont ses
diﬀérentes formulations linguistiques. La notion de modèle est ici à comprendre dans
le sens logique qu'elle a dans le cadre de la théorie des modèles issue des travaux
de Tarski en sémantique formelle : c'est une structure qui satisfait une théorie (voir
ci-dessus, page 190).
Les défenseurs de cette approche aﬃrment sa supériorité sur celle des empiristes
logiques en plusieurs points. En premier lieu, elle ne se laisse pas égarer par des
questions qui, comme celle de la signiﬁcation des termes théoriques, sont certes des
problèmes importants de philosophie du langage, mais n'ont aucune place, selon eux,
dans une réﬂexion sur les sciences.83 Ensuite, elle est censée mieux rendre compte de
la pratique scientiﬁque, qui consiste en la construction et la manipulation de modèles
bien plus qu'en la déduction de descriptions phénoménales à partir de lois théoriques.
Enﬁn, elle permet de réellement explorer le contenu de théories existantes par leur
axiomatisation eﬀective, alors que la formalisation rêvée par la conception syntaxique
non seulement n'est pas utilisable en pratique mais encore, à supposer qu'elle le soit,
ne permet pas d'éclairer certains aspects des théories et de leurs relations à d'autres
théories mis en évidence par l'approche sémantique.
Dans cette section, je propose de présenter, principalement à partir de certains
textes de Patrick Suppes84, une analyse critique de la manière dont cette approche en-
82Voir aussi (Balzer et al., 1987).
83 Les distinctions scolastiques logicistes que la tradition positiviste logique a produit  vocabu-
laire observationnel et théorique, réductions de Craig, énoncés de Ramsey, théories axiomatisables
en logique de premier ordre, et aussi prédicats projetables, énoncés de réduction, termes disposi-
tionnels, et tout le satané reste  nous a conduit à mille milles de toute habitation scientiﬁque [en
français dans le texte], isolés dans nos rêves abstraits.  (van Fraassen, 1987, p. 110)
84La thèse de doctorat de Patrick Suppes, sur le concept d'action à distance dans les travaux de
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tend reconstruire le contenu des théories. J'expliquerai d'abord ce qu'il faut entendre
par l'aﬃrmation selon laquelle une théorie est une famille de modèles (section 2.1) ;
comme on le verra, cette aﬃrmation, qui est sans doute la plus unanimement parta-
gée par tous les défenseurs de cette approche, consiste en un refus de la conviction des
empiristes logiques selon laquelle la signiﬁcation d'une théorie lui est fournie par son
interprétation empirique. La section suivante (section 2.2) est consacrée à l'analyse
de la manière dont les théories, ainsi conçues, reçoivent une interprétation empirique.
Dans un troisième temps (section 2.3), j'examinerai les conséquences de cette distinc-
tion entre le contenu d'une théorie et sa signiﬁcation empirique pour la question du
statut cognitif des théories. Enﬁn (section 2.4), je tenterai de préciser les buts que
cette conception assigne à la reconstruction formelle des théories, aﬁn d'en évaluer le
succès et d'en tracer les limites. Cela me permettra, dans la section 3, de revenir sur
la distinction entre formulation et reconstruction formelle à la lumière de l'exemple
de la mécanique classique ; j'y montrerai alors que, quand bien même la conception
sémantique s'est construite sur un constat de l'échec de l'entreprise des empiristes lo-
giques, elle ne parvient pas entièrement à dégager le contenu des théories des aspects,
jugés contingents, liés à leurs formulations particulières et à leur utilisation par les
agents.
2.1 Les théories comme familles de modèles
Que signiﬁe l'aﬃrmation selon laquelle on peut identiﬁer le contenu d'une théorie
à une classe de modèles ? Rappelons l'image des théories donnée par Nagel. Recon-
naissant d'une part qu'une théorie, si on l'identiﬁe à un squelette syntaxique et à
des règles reliant les énoncés non interprétés de ce squelette à des énoncés doués
d'une signiﬁcation empirique, n'a pas de réel contenu sémantique  elle ne dit rien ,
mais restant d'autre part attaché à l'idée d'une théorie comme ayant en son c÷ur
une structure syntaxique, il est conduit à donner une image hybride intenable de la
sémantique des théories. La conception sémantique fait un pas de plus. Prenant acte
du fait, mis en évidence par Nagel, qu'une théorie est toujours déjà interprétée, elle
refuse purement et simplement les deux postulats suivants : celui selon lequel on peut
(au moins en principe) isoler le contenu de la théorie en reconstruisant son squelette
syntaxique, et celui selon lequel c'est par l'établissement d'une relation linguistique
entre ce squelette et des énoncés empiriques que la théorie reçoit sa signiﬁcation.
Une fois les règles de correspondance écartées et le divorce entre les questions de
Descartes, Newton, Boscovitch et Kant, était dirigée par Ernest Nagel. Merci à Paul Humphreys
(qui a lui-même écrit sa thèse de doctorat sous la direction de Patrick Suppes) pour cette indication.
Voir l' autobiographie intellectuelle  de Patrick Suppes dans (Bogdan, 1979).
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l'application empirique et du contenu sémantique prononcé, ce dernier est entière-
ment donné par la classe des modèles que la théorie décrit.85 La notion de modèle,
beaucoup plus nettement que chez Nagel, est ici à comprendre dans le sens qu'elle
a en logique mathématique : un modèle est une structure qui satisfait un énoncé ou
un ensemble d'énoncés.86 En conséquence, le contenu d'une théorie, selon la concep-
tion sémantique, est donné par sa théorie mathématique, c'est-à-dire l'ensemble des
modèles qui en satisfont les diﬀérentes formulations.
Aﬁn de mieux comprendre ce que cela signiﬁe, je propose de présenter brièvement
la méthode d'axiomatisation mise en ÷uvre dès les années 1950 par Patrick Suppes
(1957). Comme je l'ai dit, la conception sémantique consiste, plus qu'en une théorie
philosophique des théories, en un programme eﬀectif d'axiomatisation des théories
scientiﬁques existantes. Suppes propose ainsi l'axiomatisation de plusieurs théories,
dont la mécanique classique du point87, selon une méthode qu'il juge plus eﬃcace
que celle des axiomatisations syntaxiques ; il admire la rigueur de la démarche axio-
matique et pense qu'elle est susceptible, une fois armée des bons outils, de clariﬁer
plusieurs problèmes philosophiques et scientiﬁques (voir Suppes, 1968 et, ci-dessous,
section 3.1 du présent chapitre). Cette méthode, inspirée de certaines idées de Tarski
et des travaux sur les fondements des mathématiques entrepris, dans la lignée de
Hilbert (1899), par le groupe Bourbaki pendant les années 1940 et 1950, consiste à
déﬁnir un prédicat dans les termes de la théorie des ensembles (un prédicat ensem-
bliste). Toute entité qui satisfait un tel prédicat  de laquelle ce prédicat est vrai 
est un modèle de la théorie, au sens logique du terme modèle (Suppes, 1957, pp. 249-
253). L'hypothèse de Suppes est que cette méthode, jusque là appliquée aux théories
mathématiques, peut servir à reconstruire le contenu des théories empiriques.
85La sémantique est toujours déﬁnie en termes de vérité. Seulement, au vériﬁcationnisme qui
conçoit la signiﬁcation d'un énoncé comme donnée par ses conditions empiriques de vériﬁcation, on
substitue la notion de vérité dans un modèle. La signiﬁcation des énoncés d'une théorie n'est plus
donnée par l'état du monde qui les rendrait vrais, mais par l'ensemble des structures qui les satisfont
(dans lesquelles ils sont vrais).
86Notons bien la chose suivante : les modèles, chez Nagel, sont censés fournir une interprétation
à la théorie, ce qui encourage à comprendre le terme en son sens logique ; cependant, on l'a vu,
un modèle fournit aussi une analogie, suggérée par l'emploi d'un certain type d'équations ou plus
largement d'un certain langage, et est à ce titre attaché à une certaine formulation. On ne peut donc
pas décrire l'usage de la notion de modèle par la conception sémantique comme un prolongement pur
et simple de celui qu'en fait Nagel. Je reviendrai à la ﬁn de ce chapitre (page 274) sur cet important
problème.
87McKinsey, Sugar et Suppes (1953) avaient déjà proposé une axiomatisation de la mécanique
classique, que Suppes reprend et développe en une conception des théories scientiﬁques après la
mort de McKinsey en 1953. Son Introduction to Logic (1957) est dédiée à la mémoire de ce dernier,
qui était, précisons-le, un disciple de Tarski (voir Moulines, 2006, p. 110).
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Un prédicat ensembliste permet de déﬁnir un ensemble de structures au moyen
d'une suite de la forme < D1, ...Dm, R1, ...Rn >, où lesDi représentent les  domaines
de base  de la théorie (par exemple, un ensemble ﬁni d'objets, un continuum, etc.) et
les Ri les relations construites sur ces domaines (par exemple, un relation symétrique
et transitive, une fonction deux fois diﬀérentiable sur les nombres réels, etc.). Une
fois cette suite déﬁnie, on lui impose un certain nombre de contraintes en formulant
les axiomes de la théorie. Prenons l'exemple de l'axiomatisation de la mécanique
newtonienne du point proposée par Suppes (1957).
Après s'être donné les notions d' intervalle de nombres réels  de  vecteur  de
 diﬀérentiabilité d'une fonction , et déﬁni P et T comme des ensembles, s comme
une fonction binaire, m comme une fonction unaire, t comme une fonction ternaire
et g une fonction binaire, voici comment il déﬁnit le prédicat ensembliste que doit
satisfaire tout système de la mécanique du point (Suppes, 1957, p. 294) :
Definition 1 Un système β =< P, T, s,m, f, g > est un système de la méca-
nique du point si et seulement si les sept axiomes suivants sont satisfaits :
axiomes cinématiques
Axiome P1. L'ensemble P est ﬁni et non vide.
Axiome P2. L'ensemble T est un intervalle de nombres réels.
Axiome P3. Pour p dans P, sp est deux fois diﬀérentiable par rapport à T.
axiomes dynamiques
Axiome P4. Pour p dans P, m(p) est un nombre réel positif.
Axiome P5. Pour p et q dans P et t dans T,
f(p, q, t) = −f(q, p, t).
Axiome P6. Pour p et q dans P et t dans T,
s(p, t)× f(p, q, t) = −s(q, t)× f(q, p, t).
Axiome P7. Pour p dans P et t dans T,
m(p)d
2sp
dt2 (t) =
∑
q∈P f(p, q, t) + g(p, t)
Les axiomes ci-dessus donnent la déﬁnition d'un système de la mécanique du
point : toute structure, abstraite ou concrète, satisfaisant la description cinématique
et dynamique du système β (tout modèle satisfaisant les axiomes P1 à P7) est un
système de la mécanique du point. Le contenu de la mécanique classique du point est
constitué de l'ensemble de ces systèmes. La classe de toutes les structures (modèles
logiques) qui la satisfont est ce que Suppes propose d'appeler le  modèle mathé-
matique  de la théorie. Par extension, on appelle parfois  modèle  l'équation qui
décrit ce modèle (Suppes, 1957, pp. 253-254).
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Ces axiomes ne sont donc pas des axiomes du même type que les postulats théo-
rique (T ) des empiristes logiques : ce ne sont pas des énoncés non interprétés expri-
mant des lois88  ou plutôt des formes de lois  auxquelles il s'agirait d'attribuer des
référents dans le monde empirique pour pouvoir en déduire des énoncés empiriques
et, ce faisant, leur donner un contenu. Pour reprendre la distinction signalée page
192, cette axiomatisation n'est pas une formalisation au sens strict. En eﬀet, le pré-
dicat ensembliste est déﬁni au moyen de tout l'appareil mathématique jugé utile à
l'expression de la théorie, sans qu'il soit nécessaire de fonder, à son tour, cet appareil
mathématique au moyen d'une formalisation stricte. La méthode de Suppes, comme
celle des axiomatisations modernes de la géométrie dont elle est inspirée, ne consiste
pas à mettre en relation une syntaxe et une sémantique, conçue sur le modèle de la
vériﬁabilité empirique, mais à se donner un ensemble d'éléments et des objets ma-
thématiques (relations, fonctions, opérations sur cet ensemble), puis à les soumettre
à des conditions énoncées par les axiomes.89
Prenons l'axiome P7 : il correspond à l'expression du principe fondamental de la
dynamique. Une expression purement syntaxique de cette loi ne consisterait qu'en un
énoncé établissant une certaine relation entre deux variables F et a, sans rien dire de
la manière dont il convient d'interpréter ces termes (indiquer que ce sont des vecteurs,
c'est déjà en donner une interprétation, sinon physique, du moins mathématique).
L'interprétation empirique de ces termes serait assurée par les règles de correspon-
dance qui spéciﬁeraient les opérations de mesure permettant d'attribuer une valeur à
ces variables dans le cadre de l'étude du comportement d'un système empirique. Ici,
en revanche, l'axiome P7, s'il ne donne encore aucun moyen de décrire un système
empirique, décrit un objet mathématique : une classe de structures, déﬁnies dans un
certain domaine, qui obéissent à certaines conditions.
Les axiomes utilisés pour présenter la théorie, dans la perspective sémantique,
sont donc des axiomes déjà interprétés, sinon physiquement, du moins mathémati-
quement. Les modèles ainsi déﬁnis ne sont pas les modèles d'une structure syntaxique
88La notion de  loi  est une des notions traditionnelles de la philosophie des sciences qui est le
plus remise en question par la conception sémantique des théories. Ainsi Giere (1988) intitule-t-il
son ouvrage Science without laws, quand van Fraassen (1989) propose le remplacement de cette
notion par celle de symétrie. Enﬁn, Lloyd (1988), à la suite de Beatty (1982), montre que la notion
de loi qui accompagne l'image hypothético-déductive de la science véhiculée par l'empirisme logique
est particulièrement mal adaptée à l'étude de la biologie évolutionniste : la loi de Hardy-Weinberg,
par exemple, ne correspond pas à ce que les empiristes logiques appellent une  loi .
89 Dans une présentation moderne de la géométrie, on ne trouve pas les axiomes de la géométrie
euclidienne, mais la déﬁnition d'un espace euclidien. De même, Suppes et ses collaborateurs ont
cherché à reformuler les fondements de la mécanique newtonienne en remplaçant les axiomes de
Newton par la déﬁnition d'un système mécanique newtonien.  (van Fraassen, 1987, p. 109)
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non interprétée, mais des objets mathématiques décrits par un langage qui se donne
tout l'appareil mathématique nécessaire à la présentation directe de la structure par-
fois mathématiquement très sophistiquée des théories physiques les plus complexes.
Le grand pas franchi par la conception sémantique consiste à nier que l'exigence fon-
dationnaliste qui guide la démarche des empiristes logiques ait la moindre pertinence
pour l'étude des théories scientiﬁques. Si le projet logiciste d'étude des fondements
des mathématiques est de toute première importance pour la philosophie des ma-
thématiques et la logique   la métamathématique , comme l'appelle Suppes ,
l'ambition d'une axiomatisation des théories des sciences empiriques à partir d'une
syntaxe non interprétée est, selon lui, un projet irréalisable et vain.
Irréalisable, parce que beaucoup de théories scientiﬁques, comme la mécanique
quantique ou la thermodynamique classique, par exemple, qui supposent qu'on uti-
lise  non seulement les idées générales de la théorie des ensembles, mais également
plusieurs résultats concernant les nombres réels , ont une structure d'un degré de
complexité semblable à celui des théories étudiées dans les mathématiques pures, dont
la formalisation stricte est pratiquement impossible.  Dans de tels contextes, il est
beaucoup plus simple d'aﬃrmer des choses sur les modèles de la théorie que de parler
directement et explicitement des énoncés de la théorie, peut-être en tout premier lieu
parce que la notion d'un énoncé de la théorie n'est pas bien déﬁnie quand la théorie
n'a pas de formalisation standard  (Suppes, 1967, p. 58). Ici, par  formalisation
standard , Suppes entend  formalisation en logique du premier ordre . Comme
je l'ai signalé au début de ce chapitre (note 7), un des reproches que la conception
sémantique fait au projet des empiristes logiques est en eﬀet d'exiger une formalisa-
tion des théories dans un langage du premier ordre. Or une telle formalisation est
souvent impossible. La déﬁnition de plusieurs concepts mathématiques requiert en
eﬀet une logique d'ordre supérieur. Ce reproche, comme je l'ai dit, n'est pas histori-
quement fondé, au sens où Carnap n'a jamais, à ma connaissance, formulé une telle
exigence.90 On peut cependant interpréter ces propos de Suppes comme une ratio-
nalisation a posteriori du projet des empiristes logiques : formaliser en logique de
premier ordre rendrait leur approche parfaitement cohérente, dans la mesure où les
langages de premier ordre sont des langages complets.91
Je propose cependant de comprendre cette caractérisation de la conception syn-
taxique  et son rejet  comme l'expression non pas tant du choix d'outils formels
90Il admet en eﬀet (voir ci-dessus, note 69 page 226) que l'on peut présenter une théorie à l'aide
de tout l'appareil mathématique qu'on voudra ; il ne refuse pas l'usage des mathématiques dans la
reconstruction formelle.
91Dans un langage de premier ordre, quand on a une implication, on a aussi une conséquence
logique dans tous ses modèles, ce qui n'est pas le cas dans un langage d'ordre supérieur.
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diﬀérents (théorie des ensembles contre logique du premier ordre)92, que comme
celle d'une conception diﬀérente du but de l'entreprise axiomatique elle-même : cette
dernière n'est pas destinée à analyser le langage des théories, mais les structures
mathématiques décrites au moyen de ce (ou ces) langage(s), quel(s) qu'il(s) soi(en)t.
Autrement dit, le problème n'est pas tant de savoir s'il est possible ou non de trouver
un langage logique (de premier ordre ou d'ordre supérieur) permettant de formaliser
strictement les théories mathématiques utilisées dans la reconstruction formelle des
théories empiriques, que celui de la pertinence même d'une telle entreprise.93
C'est en ce sens que le projet de la  conception syntaxique , à supposer même
qu'il soit réalisable, est vain. Formaliser strictement les portions des théories mathé-
matiques dont on a besoin pour exprimer une théorie scientiﬁque serait une tâche
inutilement laborieuse, comme le serait  l'axiomatisation simultanée [de] la géo-
métrie et [des] portions pertinentes de la théorie des ensembles  nécessaires à la
déﬁnition, par exemple, des droites  comme certains ensembles de points  (Suppes,
1967, p. 58). L'axiomatisation syntaxique des théories revient ainsi à se priver délibé-
rément d'outils indispensables à l'exploration de la structure des théories, en raison
d'une précaution reposant sur une erreur : l'idée selon laquelle une théorie n'a pas
de signiﬁcation si elle n'a pas de signiﬁcation empirique. Cette idée entraîne en eﬀet
92D'ailleurs, plusieurs défenseurs de la conception sémantique proposent des manières diﬀérentes
de concevoir et de présenter les modèles. L'école structuraliste de Sneed et Stegmüller suit Suppes en
les décrivant comme des entités ensemblistes, tout en ajoutant d'autres composantes indispensables,
selon eux, à l'identiﬁcation d'une théorie (voir Balzer et al., 1987; Moulines, 2002, 2006) ; Bas van
Fraassen, inspiré par Evert Beth, et Frederick Suppe proposent indépendamment l'un de l'autre
de les concevoir comme des trajectoires dans des espaces des phases ; c'est aussi ce dernier type
d'axiomatisation que les défenseurs de la conception sémantique en philosophie de la biologie comme
Lloyd et Thompson ont tendance à utiliser. Malgré ces diﬀérences dans la manière de mettre en ÷uvre
l'axiomatisation, il existe une communauté fondamentale de vue :  Bien que je ne souhaite élire
aucune présentation mathématique particulière au rang de méthode canonique, j'adopte clairement
[la] conception générale [de Suppes] de la manière dont la mécanique classique doit, disons, être
identiﬁée  (van Fraassen, 1980, p. 66)
93Comme me l'a fait remarquer Paul Humphreys dans une communication personnelle, on pourrait
envisager une formalisation syntaxique d'une théorie comme la mécanique quantique, qui utilise la
théorie des groupes, en donnant une déﬁnition d'un groupe (clôture sous une opération donnée,
existence d'une opération inverse, existence d'un élément d'identité, satisfaction de l'associativité)
qui permettrait de le considérer comme un objet purement formel. Autrement dit, si le but n'est pas
tant de reformuler une théorie dans un langage donné que de rendre compte des opérations logiques
elles-mêmes, il n'est pas certain qu'une axiomatisation strictement syntaxique soit impossible. La
plupart des philosophes des mathématiques nieraient cependant la possibilité d'un tel formalisme
pur. Quoiqu'il en soit, dans les axiomatisations telles que Suppes les envisage, il est clair que la
théorie des ensembles et tout un appareil mathématique que l'on ne peut pas formaliser strictement
doivent déjà être disponibles.
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les empiristes logiques à faire un détour forcé par l'analyse du langage des mathéma-
tiques alors que ce qui intéresse le philosophe des sciences, selon les défenseurs de la
conception sémantique, est la structure mathématique elle-même.
Quand les théories sont formalisées en logique de premier ordre, les théorèmes
qui relient les diﬀérents modèles de la théorie sont nécessairement métamathé-
matiques dans la manière dont ils sont énoncés et prouvés.94 Par contraste, les
théorèmes comparant diﬀérents modèles d'une théorie peuvent être énoncés de
façon d'emblée mathématique, quand la théorie est axiomatisée par la déﬁnition
d'un prédicat ensembliste. (Suppes, 1957, p. 254)
Tout comme le mathématicien qui étudie des structures d'une grande complexité,
le logicien philosophe a tout intérêt à se donner un langage aussi riche que nécessaire ;
plutôt que de  repasser  systématiquement au niveau métamathématique, il peut
ainsi considérer directement les structures mathématiques étudiées et leurs relations :
les outils de la théorie des modèles, déﬁnissant diﬀérentes relations structurelles entre
modèles (isomorphisme, plongement)95 permettent ainsi de résoudre beaucoup plus
eﬃcacement que ne le permet une étude du langage des théories certains problèmes
traditionnels de la philosophie des sciences. Par exemple, la notion de réduction
inter-théorique, traitée de manière approfondie par Nagel (1961, chap. 11) dans la
tradition syntaxique, est selon Suppes très eﬃcacement étudiée par l'établissement
d'un théorème de représentation96 entre les modèles de la théorie réduite et ceux
de la théorie réductrice :  la thèse selon laquelle la biologie peut être réduite à la
physique serait établie de façon appropriée dans beaucoup d'esprits si l'on pouvait
montrer que pour tout modèle d'une théorie biologique il est possible de construire
un modèle isomorphe au sein de la théorie physique  (Suppes, 1960, p. 295).97
94[note de Suppes] :  Généralement, les modèles métamathématiques ne sont pas utilisés par
les mathématiciens quand ils peuvent être évités, car leur application exacte exige que l'on tra-
vaille avec un langage entièrement spéciﬁé et formalisé, ce qui est une tâche souvent fastidieuse et
diﬃcile. Cette remarque n'est pas destinée à dévaloriser de quelque manière que ce soit les méta-
mathématiques. Plusieurs résultats importants ne peuvent être établis que par le biais de méthodes
métamathématiques. 
95Un isomorphisme est, littéralement, une identité de structure. Deux modèles sont isomorphes s'il
existe entre eux une application bijective qui fait correspondre leurs constantes et leurs relations de
façon univoque. Un plongement (embedding) est une relation structurelle moins forte : sans entrer
dans plus de détails techniques, disons que l'on parle de plongement quand l'un des modèles est
isomorphe à une partie (une sous-structure) de l'autre (voir Suppes, 1988).
96 Etablir un théorème de représentation pour une théorie, c'est prouver qu'il y a une classe de
modèles de la théorie telle que chaque modèle de la théorie est isomorphe à un membre de cette
classe.  (Suppes, 1960, p. 295).
97On peut aussi établir un théorème de représentation entre deux branches de la physique : Suppes
mentionne le résultat d'Adams (1959) qui établit que tout modèle de la mécanique des solides est
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Le projet axiomatique en philosophie des sciences, selon la conception sémantique,
a donc pour but de nous permettre d'explorer directement la structure mathématique
des théories, et non de fonder les mathématiques (ou de s'en passer). C'est ce que
signiﬁe le slogan de Suppes, rapporté par Bas van Fraassen (1980, p. 65), selon lequel
 la philosophie des sciences doit utiliser les mathématiques, et non la métamathéma-
tique . La conception sémantique remplace ainsi la logique et l'analyse du langage
par les mathématiques et l'exploration des structures comme outils pour étudier le
contenu des théories. Semblant simplement proposer de nouveaux outils pour axio-
matiser les théories scientiﬁques dans la veine des empiristes logiques, c'est en fait à
un rejet complet de leur programme qui consiste à fonder la signiﬁcation des théo-
ries sur leur vériﬁabilité empirique que Suppes procède. Pour lui, axiomatiser une
théorie scientiﬁque, c'est exprimer  en s'autorisant tous les outils nécessaires  sa
théorie mathématique, c'est-à-dire la classe des modèles satisfaisant ses diﬀérentes
formulations linguistiques.98
L'exigence des empiristes logiques reposait sur la croyance erronée selon laquelle
les énoncés utilisés pour exprimer une théorie acquièrent leur signiﬁcation de leur lien
à l'observable. Pour la conception sémantique, le langage utilisé pour axiomatiser les
théories sert à décrire des structures mathématiques ; il n'a pas à être relié direc-
tement aux phénomènes empiriques. Une fois ce divorce prononcé entre la question
de l'interprétation et celle de l'application empirique, comment les théories sont-elles
reliées au monde et comment acquièrent-elles un contenu empirique ? Qu'est-ce qui
fait d'une théorie scientiﬁque ainsi déﬁnie une théorie empirique ? La réponse de la
conception sémantique est que ce sont les modèles eux-mêmes  et non leur descrip-
tion linguistique  qui sont mis en relation avec les phénomènes empiriques. Comme
on va le voir, cette analyse prétend rendre compte bien plus ﬁdèlement que ne le
permet la conception syntaxique de la réalité de l'activité théorique.
isomorphe à un modèle déﬁni au sein de la mécanique du point (Suppes, 1960, pp. 295-296). Pour
une étude détaillée de l'établissement de théorèmes de représentation entre (et au sein de) théories
issues de diﬀérents domaines, voir (Suppes, 2002).
98Il convient d'insister : les formulations linguistiques dont il s'agit, contrairement à ce que laissent
trop souvent entendre les avocats ou les exégètes de la conception sémantique (voir page 265), ne
sont pas les formalisations strictes proposées  ou plutôt rêvées  par les empiristes logiques. Même
si sur ce point les diﬀérents exposés ou manifestes de la conception sémantique sont loin d'avoir
le vocabulaire uniﬁé qui permettrait de clariﬁer leur propos, je ne vois pas quel sens on pourrait
donner à l'aﬃrmation selon laquelle les modèles qui constituent le contenu de la théorie sont ceux
qui en satisfont la formalisation stricte, puisque le principe même d'une telle formalisation est exclu
dans un grand nombre de cas.
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2.2 L'application empirique des théories : modèles logiques et mo-
dèles physiques
Tout autant que l'idée de la possibilité de dégager le squelette syntaxique des
théories, celle de l'établissement de règles linguistiques permettant la mise en relation
d'énoncés théoriques avec des énoncés observationnels repose, selon les défenseurs de
la conception sémantique, sur une idéalisation abusive et stérile de la manière dont les
théories sont appliquées à la prédiction et à l'explication des phénomènes empiriques.
Un rapide examen de la pratique scientiﬁque met en évidence le fait que les théories
sont enseignées, développées et appliquées par la manipulation de modèles bien plus
que par des raisonnements inductifs et déductifs sur des énoncés (comme on l'a vu à
la section 1.3 du chapitre 2).
La notion de modèle  désigne ici des choses de nature assez hétérogène. Des sys-
tèmes idéalisés comme le pendule simple en mécanique, l'agent parfaitement rationnel
en économie, la population isolée en génétique des populations, mais également les
équations ou les ensembles d'équations qui décrivent le comportement de ces sys-
tèmes, le modèle réduit d'un avion, la représentation concrète de la molécule d'ADN
construite par Crick et Watson, le modèle  parfois appelé  théorie   de l'atome
de Bohr, sont tour à tour appelés  modèles .
Pourtant, les modèles dont il était question à la section précédente sont des
 entités hautement abstraites, non linguistiques, souvent très éloignées dans leur
conception des observations empiriques  (Suppes, 1967, p. 57). Comment ces entités
hautement abstraites sont-elles reliées aux phénomènes observables, et quel rapport
y a-t-il entre elles et les modèles dont il est question au paragraphe précédent ?
C'est ici que le postulat le plus fort  et vivement critiqué au cours de ces dernières
décennies99  de la conception sémantique intervient : non seulement les modèles théo-
riques, c'est-à-dire les structures décrites par la théorie, peuvent être conçus comme
des modèles logiques, mais c'est aussi, selon Suppes, le cas des modèles que les scienti-
ﬁques utilisent pour représenter les phénomènes, les prédire et les expliquer.100 Ainsi,
99Voir notamment (Frigg, 2006; Suárez, 1999, 2003; Thomson-Jones, 2006).
100Si la notion logique de modèle désigne une structure particulière, la notion physique de modèle,
comme celle de l'atome de Bohr, ou encore celle du pendule simple, désigne plutôt une classe de
structures isomorphes. Mis à part cela, la diﬀérence entre les deux usages du terme  modèle  est
moins importante qu'il n'y paraît :  Les scientiﬁques aussi parlent de modèles, et même de modèles
d'une théorie, et leur usage est légèrement diﬀérent. Le modèle de l'atome de Bohr, par exemple,
ne fait pas référence à une unique structure. Cette expression fait plutôt référence à un type de
structure, ou une classe de structures, qui partagent toutes certaines caractéristiques. En eﬀet, selon
cet usage, le modèle de Bohr devait convenir pour les atomes d'hydrogène, les atomes d'hélium, etc.
Ainsi, dans l'usage que les scientiﬁques font du terme modèle, il dénote ce que j'appellerai un type
de modèle. À chaque fois que certains paramètres sont laissés sans spéciﬁcation dans la description
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après avoir cité des passages extraits aussi bien de textes de logique mathématique
que de sciences empiriques, Suppes conclut :
Je soutiens que le concept de modèle dans le sens de Tarksi peut être utilisé
sans distorsion et comme un concept fondamental dans toutes les disciplines
d'où les citations précédentes sont tirées. En eﬀet, j'aﬃrme que la signiﬁcation
du concept de modèle est la même en mathématiques et dans les sciences em-
piriques. La diﬀérence que l'on peut trouver dans ces disciplines est à chercher
dans leur usage du concept. (Suppes, 1960, p. 12)
Il suﬃt selon Suppes de considérer que le modèle physique contribue à spéciﬁer
le domaine de discours du modèle plus abstrait, permettant par là de lui donner une
signiﬁcation empirique :
Déﬁnir formellement un modèle comme une entité ensembliste qui est un certain
type de liste ordonnée consistant en un ensemble d'objets et de relations et
d'opérations sur ces objets ne revient pas à écarter le modèle physique du type de
ceux utilisés par les physiciens, car le modèle physique peut être simplement pris
comme déﬁnissant l'ensemble des objets dans le modèle ensembliste. (Suppes,
1960, p. 13)
Pour prendre un exemple simple, le principe fondamental de la dynamique éta-
blit une relation de proportionnalité entre deux vecteurs F et a, le coeﬃcient de
proportionnalité étant appelé m ; il déﬁnit par là un certain type de structures ma-
thématiques ; l'interprétation physique la plus générale de cette équation indique que
F est une force. On peut ensuite spéciﬁer le type de force (électromagnétique, gravi-
tationnelle, force de rappel...), ce qui permet de décrire le comportement d'un certain
type de systèmes idéalisés (par exemple le pendule simple) ; on peut enﬁn attribuer
une valeur précise à F dans le cadre de l'étude du comportement dynamique d'un
système particulier (le mouvement du balancier de telle horloge normande). On a
donc, tout en bas de la hiérarchie, une certaine équation qui décrit adéquatement
le comportement d'un système physique réel  que le comportement d'un système
physique réel satisfait. À chaque étape, on a bien la description d'un certain type de
structure, de plus en plus spéciﬁque.
Les modèles situés tout en bas de la hiérarchie sont appelés modèles de données 
par Suppes (1960, 1962, 1957). Ce n'est pas l'objet ou le processus physique lui-
même (le mouvement du balancier de l'horloge normande) qui satisfait l'équation
mathématique, car il n'est pas, tel quel, identiﬁable à une structure. En revanche,
son comportement est tel qu'il peut être modélisé, représenté, comme une structure
d'une structure, il serait plus précis de dire (contrairement à ce qui est l'usage commun) que nous
décrivons un type de structure. Cependant, les usages de modèle en métamathématiques et dans
les sciences ne sont pas si éloignés que ce que l'on dit parfois.  (van Fraassen, 1980, p. 44)
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satisfaisant cette équation, avec le niveau de précision souhaité. Suppes parle d'une
 version hautement schématisée de l'expérience  (Suppes, 1960, p. 300).
Suppes (1960, 1962, 1967) aﬃrme que l'activité théorique peut être adéquate-
ment décrite, à l'aide des outils formels de la théorie des modèles, comme consistant
à établir une certaine relation fonctionnelle entre les structures (voir page 247)101 cor-
respondant à des niveaux d'abstraction diﬀérents.102 À chacun de ces niveaux, une
théorie correspondante décrit ce qu'en serait une réalisation possible : tout en haut
de la hiérarchie, la théorie fondamentale décrit les modèles les plus abstraits ; puis,
une théorie de l'expérience décrit les réalisations empiriques possibles de la théorie ;
ensuite une théorie statistique déﬁnit la manière dont on peut construire les modèles
de données à partir de l'expérience concrète.103 Lors de ce qu'on appelle couramment
 l'application d'une théorie à l'expérience , ce qui est comparé n'est pas la théorie
abstraite d'un côté et les données de l'autre, mais les modèles de l'expérience et les
modèles des données qui en sont des réalisations concrètes (Suppes, 1962, p. 253).
De ce point de vue, la notion de règle de correspondance des empiristes logiques,
mis à part tous les autres problèmes qu'elle pose, est une simpliﬁcation abusive ; si
l'on veut parler de règles de correspondance, ce n'est pas entre les modèles les plus
abstraits de la théorie et l'expérience qu'il faut les établir, mais entre le modèle de
l'expérience et celui des données (Suppes, 1967, p. 62). Cela permet de rendre compte
de la diﬃculté suivante propre aux théories empiriques : contrairement à ce qui est le
cas dans le domaine des mathématiques pures, les modèles qui sont comparés dans le
processus de mise en relation de la théorie à l'expérience ne sont pas du même type
logique ; les modèles de la théorie contiennent souvent des fonctions continues ou des
séquences inﬁnies, alors que ceux de l'expérience sont discrets et ﬁnis (Suppes, 1960,
p. 297, 1962, p. 253, 1967, pp. 62-63).
Cette idée d'une hiérarchie de théories auxquelles correspondent autant de mo-
dèles de niveaux d'abstraction diﬀérents remet profondément en question l'idée, jugée
naïve, de la confrontation d'une théorie à l'expérience : l'application empirique des
101Sur ce point aussi, des divergences de vues existent entre les diﬀérents tenants de la conception
sémantique : van Fraassen et Suppe parlent d'isomorphisme, Giere parle de ressemblance. Ces diﬀé-
rences, malgré leur importance, n'ont pas d'incidence sur la critique que je propose de la conception
sémantique.
102Par conséquent, l'établissement de théorèmes de représentation sert aussi bien à étudier les
relations inter-théoriques que les relations structurelles sur lesquelles repose l'application empirique
d'une théorie.
103En dessous des modèles de données, on trouve encore ce que Suppes propose d'appeler la  mé-
thode expérimentale  et les  conditions ceteris paribus , qui dirigent le montage expérimental
lui-même (élimination du  bruit  et choix du dispositif expérimental.) Voir (Suppes, 1962, pp. 258-
259).
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théories est une  histoire beaucoup plus compliquée que les remarques habituelles sur
les déﬁnitions de coordination et les interprétations empiriques des théories laissent
penser. [...] une machinerie formelle plus élaborée et plus sophistiquée est requise pour
relier la théorie aux données  (Suppes, 1967, p. 62). De la théorie fondamentale aux
données brutes, l'interprétation empirique est aﬀaire de degrés.
Un des péchés récurrents des philosophes des sciences est de simpliﬁer outre me-
sure la structure de la science. Les philosophes qui écrivent sur la représentation
des théories scientiﬁques comme des calculs logiques disent ensuite que la théorie
reçoit une signiﬁcation empirique par l'attribution de déﬁnitions interprétatives
ou de coordination à certains des termes primitifs ou déﬁnis du calcul. Ce que
j'ai tenté de montrer c'est que toute une hiérarchie de modèles se dresse entre le
modèle de la théorie fondamentale et les résultats complexes de l'expérimenta-
tion. De plus, à chaque niveau de la hiérarchie il y a une théorie autonome [in its
own rights]. Une théorie à un certain niveau reçoit une signiﬁcation empirique
par l'établissement de connexions formelles avec une théorie d'un niveau infé-
rieur. L'étude statistique ou logique des relations entre théories à ces diﬀérents
niveaux peut être faite d'une manière purement formelle, dans les termes de la
théorie des ensembles. Plus l'analyse est explicite, moins il reste de place pour
des considérations non formelles. Une fois les données empiriques mises sous
forme canonique au niveau des modèles de données [...], toute question d'éva-
luation systématique qui se présente est une question formelle. (Suppes, 1962,
pp. 260-261)
La méthode axiomatique de la conception sémantique se présente donc comme
un moyen d'explorer systématiquement, au moyen d'outils formels, non seulement la
structure mathématique des théories scientiﬁques, mais encore leur lien aux phéno-
mènes empiriques. Comprendre une théorie, dans cette perspective, c'est donc, d'une
part, être en mesure d'évaluer la relation entre les structures mathématiques qu'elle
décrit et, d'autre part, savoir identiﬁer, au sein de ces structures, les éléments qui ont
un référent dans le monde empirique. On a vu, au cours de l'examen de la conception
empiriste logique des théories, que la question de la signiﬁcation des théories conduit
à celle de leur statut cognitif, c'est-à-dire de leur prétention ou non à proposer une
représentation vraie du monde. Dans la mesure où le contenu des théories, selon la
conception sémantique, peut être étudié indépendamment de leur application empi-
rique, il semble que la question de leur statut cognitif se pose très diﬀéremment : pour
le dire grossièrement, il y a ce que la théorie dit  tout court  et ce qu'elle permet
de dire à propos du monde empirique. Je voudrais à présent montrer, par un rapide
examen des conséquences d'une telle distinction pour le problème du statut cognitif
des théories, que ce problème ne peut pas être réglé au sein de la reconstruction
formelle. Cela ne constitue pas, en tant que tel, une critique de cette conception (plu-
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sieurs de ses défenseurs en conviennent). Ce sera cependant un élément déterminant
de la critique que j'en proposerai dans la section 3 : on verra en eﬀet que l'attitude
épistémique que l'on adopte vis-à-vis d'une théorie intervient dans la reconstruction
de son contenu.
2.3 Le statut cognitif des théories : que nous disent les théories
scientiﬁques ?
Le fait de décrire le contenu sémantique des théories et le processus de leur appli-
cation empirique à l'aide des outils formels de la théorie des modèles dissocie, comme
on l'a vu, la question de l'interprétation de la théorie de celle de sa signiﬁcation em-
pirique et donc de sa vérité. La notion de vérité à l'÷uvre jusqu'à maintenant est
celle de vérité relative à un modèle : la théorie est vraie, par déﬁnition, des modèles
qu'elle décrit. Comme le dit Ronald Giere,
La relation entre des équations (correctement interprétées) et leurs modèles peut
être décrite comme une relation de caractérisation, ou même de déﬁnition. On
peut même légitimement parler de  vérité  dans ce cas. Les équations inter-
prétées sont vraies de leurs modèles. Mais la vérité, ici, n'a pas de signiﬁcation
épistémologique. Les équations décrivent de manière vraie le modèle parce que
le modèle est déﬁni comme quelque chose qui satisfait exactement les équations.
(Giere, 1988, p. 79)
Cependant, comme le remarque Bas van Fraassen (1987, p. 106), une théorie  est le
genre de chose que l'on peut accepter ou refuser, et croire ou ne pas croire [...]. Pour le
dire plus généralement, une théorie est un objet d'attitudes épistémiques ou du moins
doxastiques . Autrement dit, une théorie a un contenu propositionnel, elle aﬃrme
quelque chose, qui peut être l'objet de diﬀérentes attitudes propositionnelles.104
Rendre compte de cet aspect propositionnel des théories nécessite l'ajout d'une
hypothèse théorique, celle qui est faite par l'utilisateur de la théorie lorsqu'il aﬃrme
l'existence d'une certaine relation d'isomorphisme ou de ressemblance105 entre les
modèles des diﬀérents niveaux de la hiérarchie. Cette hypothèse ne fait pas partie
des axiomes qui décrivent un modèle ; si l'on entend par  théorie  uniquement la
déﬁnition d'une classe de modèles, alors cette hypothèse est extra-théorique.
Que l'on considère ou non cette hypothèse comme une partie essentielle de la théo-
rie, sa nature détermine ce que l'on a appelé avec Nagel le statut cognitif de la théorie,
104Dire que la théorie a un contenu propositionnel ne revient pas à dire qu'elle est identiﬁable à
des propositions linguistiques. C'est dire qu'elle prétend représenter le monde et que, en tant que
telle, elle peut faire l'objet d'une attitude propositionnelle.
105Voir note 101.
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ou encore l'engagement épistémique de son utilisateur.106 Cette hypothèse  intégrée
ou non à la théorie  peut en eﬀet prendre plusieurs formes. Un réaliste considérera
que certains modèles décrits par les axiomes de la théorie représentent eﬀectivement
certaines portions du monde empirique ; un instrumentaliste se contentera d'aﬃrmer
qu'ils les représentent de telle façon qu'ils en permettent la prédiction, sans que cela
signiﬁe qu'à ces structures théoriques corresponde eﬀectivement la structure sous-
jacente du monde physique. Sur ce point, les défenseurs de la conception sémantique
adoptent des positions diﬀérentes, que je n'examinerai pas ici.107
Ce qui m'intéresse est plutôt la question du statut de cette hypothèse théorique :
fait-elle, ou non, partie de la théorie ? Bas van Fraassen semble parfois suggérer que
l'hypothèse théorique entre dans la caractérisation de la théorie, comme quand il
reprend à son compte la formulation de Giere selon laquelle  une théorie consiste
en (a) la déﬁnition théorique, qui déﬁnit une certaine classe de systèmes ; (b) une
hypothèse théorique, qui aﬃrme que certains (types de) systèmes réels appartiennent
à cette classe  (van Fraassen, 1987, p. 111). Cependant, ni van Fraassen108 ni Giere
ne sont absolument fermes quant à l'intégration de l'hypothèse théorique dans la
caractérisation de la théorie.
Or la question est loin d'être triviale : ne pas intégrer l'hypothèse théorique dans
la caractérisation de la théorie, c'est faire de cette dernière un outil que l'on peut
utiliser pour aﬃrmer quelque chose sur le monde, mais qui en tant que tel n'aﬃrme
106Plus précisément, si l'hypothèse est intégrée à la théorie, alors cela détermine son statut cog-
nitif ; si on laisse l'hypothèse à l'extérieur, la théorie est inchangée et ce qui varie est l'engagement
épistémique des agents.
107Giere (1988) et Suppe (1989) défendent des positions réalistes (un  réalisme constructif  pour
le premier et un  quasi-réalisme  pour le second). Leurs arguments en faveur du réalisme ont été
critiqués de façon assez convaincante, en particulier par Anjan Chakravartty (2001), qui montre
que ces formes de réalisme sont plutôt des pseudo-réalismes, proches de la position instrumentaliste
( empirisme constructif ) défendue par van Fraassen. La position de van Fraassen (1980, p. 3)
consiste à distinguer, au sein des modèles de la théorie, entre une  superstructure théorique 
(cette expression est de Giere, 1988, p. 49, à propos de la distinction de van Fraassen) et des  sous-
structures empiriques , seules ces dernières étant  candidates pour la représentation directe des
phénomènes observables. Les structures qui peuvent être décrites dans les rapports expérimentaux
et de mesure sont ce que l'on peut appeler les apparences : la théorie est empiriquement adéquate si
elle a un modèle tel que toutes les apparences sont isomorphes aux sous-structures empiriques de ce
modèle.  (van Fraassen, 1980, p. 64) Accepter une théorie, selon van Fraassen, consiste seulement
à croire qu'elle est empiriquement adéquate en ce sens.
108Van Fraassen présente sa conception instrumentaliste tantôt comme une conception normative
des théories, tantôt comme une description de l'attitude épistémique des scientiﬁques (voir van
Fraassen, 1980, chap. 2 et 3). On peut mettre cette hésitation en relation avec celle concernant
l'intégration ou non de l'hypothèse théorique dans la reconstruction formelle.
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rien ; l'intégrer, c'est admettre que des aspects pragmatiques109 de l'activité théorique
entrent dans la caractérisation des théories elles-mêmes, et donc sortir d'une carac-
térisation strictement formelle. Ainsi Giere (1988) fait-il explicitement part de son
hésitation à intégrer l'hypothèse théorique ; il craint que cela ne conduise à donner
une image trop hétérogène des théories. En outre, cela reviendrait, selon lui, à trop
insister sur les aspects linguistiques de l'utilisation des théories :
[On pourrait] dire qu'une théorie inclut à la fois les énoncés déﬁnissant la po-
pulation de modèles et les hypothèses aﬃrmant que plusieurs de ces modèles
correspondent bien à certains types importants de systèmes réels. Le prix à
payer pour avoir le beurre et l'argent du beurre est que la théorie devient une
chose assez hétérogène. Elle inclut à la fois les déﬁnitions et les hypothèses em-
piriques. Mais c'est peut-être un prix assez bas quand il s'agit de saisir nos
diﬀérentes intuitions de ce qu'est une théorie.
Ma seule objection à ce compromis est qu'il donne trop d'importance à des
aspects linguistiques. Il concentre notre attention sur les énoncés qui déﬁnissent
la population des modèles plutôt que sur les modèles eux-mêmes. Je préférerais
substituer les modèles aux déﬁnitions. Les lois de Newton et les lois de force
demeureraient, mais seulement de manière implicite, et non pas sous une forme
linguistique. Elles seraient incarnées dans les modèles. (pp. 84-85)
Ce que Giere semble reconnaître ici en notant l'importance de ces  aspects linguis-
tiques , c'est que l'analyse de la nature de cette hypothèse théorique passe par une
attention à la manière dont les agents utilisent et comprennent, en pratique, les théo-
ries, et par conséquent à la forme particulière sous laquelle elles sont présentées. Plus
encore qu'à donner une  image hétérogène  des théories, intégrer l'hypothèse théo-
rique à la description du contenu des théories reviendrait ainsi à assigner des limites
à sa reconstruction formelle.110
109Une précision s'impose à propos du terme  pragmatique . Comme on l'a vu (page 214), Hempel
l'emploie pour désigner ce qui, dépendant du contexte et de l'utilisation des théories par les agents, ne
fait pas partie de l'objet de la reconstruction formelle du philosophe. Van Fraaassen (1980, chap. 5)
développe une théorie pragmatique de l'explication scientiﬁque, c'est-à-dire une théorie visant à
montrer que ce qui compte comme une explication scientiﬁque (indépendamment de la question de
la psychologie de l'agent et du  sentiment de compréhension  que Hempel distingue de l'explication)
est essentiellement dépendant du contexte. Mon emploi de ce terme n'est pas à interpréter en un
sens technique : soit il me sert à désigner ce que Hempel ou van Fraassen entendent par là, quand
je rapporte leurs propos, soit il sert simplement à désigner ce qui, dans l'activité théorique, relève
de la pratique et de l'utilisation des théories.
110Notons que Giere est partisan d'une prise en compte des aspects pratiques et cognitifs de l'acti-
vité théorique, et qu'il cherche à défendre une version de la conception sémantique qui les intègre, en
comprenant la notion de modèle à la fois en son sens logique et au sens que lui donnent les sciences
cognitives dans l'étude du raisonnement. En ce sens, il ne nie pas l'importance du langage, et des re-
présentations en général, dans l'activité théorique. Son rejet du  linguistique  est ici à comprendre,
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Il semble en eﬀet que la distinction entre structure mathématique et application
empirique, en libérant l'analyse du contenu des théories des problèmes de philosophie
du langage auxquels se sont trouvés confrontés les empiristes logiques, la dégage ipso
facto de ceux relatifs à la valeur de vérité de ce contenu. L'analyse de ce dernier
problème, en revanche, semble diﬃcilement pouvoir échapper à celle de l'utilisation et
du choix, par les agents, de telle ou telle formulation. Autrement dit, quand bien même
la conception sémantique oﬀre des outils permettant d'étudier le contenu des théories
et leur application empirique en évitant la question de la référence linguistique, le
problème du statut cognitif des théories peut diﬃcilement être traité sans en passer
par une attention à l'utilisation du langage  ou des représentations en général  qui
établissent un lien entre elle et le monde.
Ce constat ne constitue pas, encore une fois, une objection au projet de la concep-
tion sémantique. Bas van Fraassen reconnaît explicitement le caractère pragmatique
de l'acceptation d'une théorie (van Fraassen, 1980, p. 4) ; Patrick Suppes (1967,
p. 66), quant à lui, appelle de ses v÷ux un développement des approches cognitives
de l'utilisation du langage pour régler la question du réalisme et de l'instrumenta-
lisme : ce n'est, selon lui, pas une question qui peut être traitée par une approche
formelle  en tous cas pas tant que l'utilisation du langage ne fait pas l'objet de
modèles scientiﬁques précis. Le but de la reconstruction formelle, pour lui, est de
décrire les relations entre modèles, sans que cela implique un jugement sur la nature
de l'engagement épistémique qui accompagne l'établissement de ces relations.111 On
aurait ainsi, d'une part, la reconstruction formelle du contenu des théories et de leur
application empirique et, d'autre part, une analyse de la pratique scientiﬁque et des
attitudes épistémiques des agents.
En limitant ainsi le but qu'elle assigne à la reconstruction formelle, il semble que
la conception sémantique soit à l'abri de toute critique visant à montrer qu'elle ne
rend pas compte des aspects pratiques de l'utilisation des théories par les agents : de
telles critiques n'atteignent pas leur cible, dans la mesure où elles cherchent à mettre
la conception sémantique en défaut sur un terrain dans lequel elle ne prétend pas
(toujours) s'aventurer. Mon but, à la section 3 du présent chapitre, est de montrer
qu'il est cependant diﬃcile, voire impossible, de distinguer clairement entre la carac-
térisation strictement formelle des théories et la manière dont elles sont utilisées par
les agents. Autrement dit, ma critique ne consiste pas seulement à souligner le fait
selon moi, comme un rejet du modèle linguistique véhiculé par la conception syntaxique. Il n'est
cependant pas clair que l'inclusion de l'hypothèse théorique dans la caractérisation de la théorie
implique un retour à une conception  linguistique  au sens de l'empirisme logique.
111Si on veut lui attribuer une position sur cette question, on pourra, comme Moulines et Sneed
(1979, pp. 76-77), parler d'un  opérationnalisme raﬃné .
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que la reconstruction formelle ne rend pas compte de ces aspects pratiques de l'utili-
sation des théories ; je vise à montrer, en outre, que l'ignorance même de ces aspects
condamne l'entreprise de reconstruction formelle à un échec partiel, au regard de ses
buts aﬃchés. Auparavant, je me propose de préciser, dans la prochaine section, en
quoi consistent ces  aspects pratiques  dont la conception sémantique ne peut pas
(et, la plupart du temps, ne prétend pas) rendre compte.
2.4 À quoi sert la conception sémantique ?
La conception sémantique a fait l'objet, au cours des dernières décennies, de
nombreuses critiques qui aﬃrment qu'elle n'oﬀre pas un traitement satisfaisant de
plusieurs problèmes importants relatifs aux théories. Soazig Le Bihan (2006, 2008)
examine les plus importantes de ces critiques et conclut qu'elles n'atteignent leur
but que si l'on attend de la conception sémantique qu'elle résolve plus de problèmes
qu'elle n'a jamais prétendu le faire. La conception sémantique est selon elle à l'abri de
ces critiques si on la restreint à la prescription méthodologique d'outils pour étudier
la structure des théories et si l'on n'y cherche ni une déﬁnition de la nature des
théories112 ni une analyse de la manière dont elles sont utilisées pour représenter les
phénomènes. C'est ce dernier point que je souhaite examiner dans cette section.
Munie des outils formels de la théorie des modèles, la conception sémantique peut
caractériser les relations structurelles (isomorphisme, plongement)113 entre modèles
en vertu desquels certains peuvent être dits en représenter d'autres, mais le sens de la
notion de représentation a ici le sens strictement formel qu'elle a dans la théorie des
modèles. Elle ne désigne en aucun cas l'activité cognitive de l'agent qui utilise l'un de
ces modèles pour en représenter un autre (ou représenter un modèle de données). On
a vu (page 251) que les modèles, selon Suppes, ne représentent pas les phénomènes
eux mêmes, mais que ces derniers sont eux-mêmes modélisés aﬁn que l'on puisse
112Suppes aﬃrme clairement que la conception sémantique ne vise pas à donner une déﬁnition de la
nature des théories, qui permettrait d'énoncer des conditions nécessaires et suﬃsantes à l'aﬃrmation
selon laquelle un corps de connaissances est bien constitué en théorie, et d'en tracer nettement les
contours :  Il ne me semble pas important de donner des déﬁnitions précises de la forme : X est une
théorie scientiﬁque si, et seulement si, ceci et cela. Ce qui importe est de reconnaître que l'existence
d'une hiérarchie de théories s'élevant depuis la méthodologie de l'expérimentation vers le test de
la théorie fondamentale est un ingrédient essentiel de toute discipline scientiﬁque sophistiquée. 
(Suppes, 1967, pp. 63-64) Le but de la conception sémantique n'est donc pas de forcer les théories
à entrer dans un  moule  prédéﬁni. Elle doit au contraire fournir des outils permettant d'explorer
le contenu de types diﬀérents de corps de connaissance dont tout le monde s'accorde à dire que ce
sont des théories. Sur ce point, voir l'analyse de Frederick Suppe (1977a, pp. 62-66), et la taxonomie
des théories proposée par Anatol Rapoport (1958).
113Voir page 247.
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établir une relation de représentation entre les modèles théoriques et les modèles de
données. Or, l'activité qui consiste à modéliser les phénomènes et à proposer, comme
le dit Suppes (1960, p. 300), une  version hautement schématisée de l'expérience ,
c'est-à-dire à représenter, par exemple, le balancier d'une horloge normande comme
un pendule simple, ne peut pas être décrite au moyen d'outils strictement formels.
Autrement dit, la description de l'activité théorique au moyen de ces seuls outils
ne permet pas de rendre compte de l'aspect essentiellement intentionnel de la re-
présentation comme activité cognitive (voir Frigg, 2002; Suárez, 1999, 2003). Elle ne
permet de décrire ni comment les phénomènes sont structurés en modèles de données,
ni comment les agents utilisent ces modèles et ces relations entre modèles pour tirer
des inférences à propos des phénomènes qu'ils étudient.
Les diﬀérents critiques de la conception sémantique s'accordent à dire que, pour
traiter de ces questions propres à l'aspect propositionnel des théories, ainsi que de
celle, évoquée à la section précédente, de l'engagement réaliste qui accompagne ou non
l'utilisation des théories pour représenter les phénomènes, le philosophe doit prêter
attention à la nature de la représentation et aux questions linguistiques de dénota-
tion et de référence qui l'accompagnent. Les défenseurs de la conception sémantique
soulignent, comme on l'a vu (voir page 251), que la notion de règle de correspondance
est une simpliﬁcation abusive de la manière dont les théories sont appliquées aux phé-
nomènes. Cependant, tout en proposant des outils qui permettent de mieux rendre
compte de la complexité de la relation entre structure théorique et phénomènes, ils
oﬀrent aussi, selon leurs critiques, une image de l'activité théorique qui reste à un
très haut niveau d'abstraction, et qui ne permet en aucun cas de comprendre com-
ment, en pratique, les théories ou les modèles sont utilisés pour représenter et, par là,
expliquer et prédire les phénomènes. L'adoption du postulat, qui est au fondement de
l'approche sémantique, selon lequel les modèles utilisés par les scientiﬁques peuvent
être déﬁnis comme des modèles logiques (voir page 249), revient ainsi à laisser de
côté une partie importante du fonctionnement de ces modèles.114
Il est à peu près clair que Suppes et van Fraassen115 ne prétendent pas rendre
compte de cet aspect de l'activité théorique au delà de ce que les ressources formelles
permettent.116 Aussi, cette critique de la conception sémantique est essentiellement
114Pour les critiques de la conception sémantique fondées sur le refus de ce postulat, voir, entre
autres, (Suárez, 1999, 2003, 2004; Frigg, 2002, 2006; Thomson-Jones, 2006).
115Il convient de noter que van Fraassen (2008) vient tout juste de publier un ouvrage où il aborde
ces problèmes de front, et étudie le détail de l'utilisation des représentations dans la pratique scien-
tiﬁque. Il n'aﬃrme aucunement qu'une telle étude doive s'insérer dans le projet de reconstruction
formelle.
116Giere, en revanche, en plaçant sa compréhension de la conception sémantique dans une pers-
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externe, et ne suﬃt pas à en montrer les limitations internes. Je reviendrai, dans la
suite de ce travail (chapitre 6, section 2.2), sur les critiques qui ont été adressées,
sur ce point, à la conception sémantique. Je montrerai en particulier qu'elles ne sont
pas allées elles-mêmes assez loin dans l'élaboration des outils nécessaires pour rendre
compte de l'interaction cognitive des scientiﬁques avec les représentations concrètes
qu'ils utilisent, et sont restées trop attachées à une déﬁnition abstraite de la notion
de modèle et de représentation.
Pour l'heure, la question qui m'intéresse est de savoir si et dans quelle mesure, en
restreignant comme le suggère Soazig Le Bihan le but de la conception sémantique,
et donc en ignorant délibérément la manière dont les agents utilisent les modèles,
on peut aﬃrmer qu'elle est couronnée de succès. Si, sur ce point, on rencontre des
diﬃcultés, alors on aura établi une critique authentiquement interne de la conception
sémantique. C'est cette question que je souhaite examiner à présent ; au terme de cet
examen, on verra que l'entreprise de reconstruction formelle du contenu des théories
ne peut pas ignorer, comme la conception sémantique le prétend, ces aspects pratiques
et cognitifs.
3 Formulations et reconstruction formelle : l'identité de
la mécanique classique selon les approches formelles
Dans cette section, je souhaite montrer les limites internes du projet de la concep-
tion sémantique et des approches formelles en général. Le but d'un tel argument est
de montrer que le projet global qui anime mon travail dans son ensemble ne consiste
pas uniquement en l'adoption d'une perspective diﬀérente de celle des approches
formelles, mais trouve une justiﬁcation dans ces limites internes.
Les diﬃcultés rencontrées par le projet de reconstruction syntaxique des empi-
ristes logiques ont été mises en évidence à la ﬁn de la section 1, et elles ont motivé
la démarche adoptée par la conception sémantique, présentée à la section 2. Aﬁn
d'évaluer le succès de cette dernière, je propose dans un premier temps (section 3.1)
de revenir sur les buts principaux de la reconstruction axiomatique des théories, tels
que Patrick Suppes (1968) les envisage. Ces buts, et les présupposés mêmes qui en
sous-tendent la poursuite, sont pour la plupart communs aux deux approches for-
melles. On verra pourtant, dans un deuxième temps (section 3.2), que les défenseurs
pective cognitive, prétend explicitement rendre compte, dans ce cadre, de ces aspects cognitifs et
pragmatiques de l'utilisation des modèles comme représentations. C'est même un des avantages,
selon lui, de la conception sémantique sur l'approche syntaxique fondationnelle :  ces études fon-
dationnelles n'ont eu presque aucun impact sur la manière dont la science est enseignée, étudiée, ou
comprise par les scientiﬁques.  (Giere, 1988, p. 63)
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de la conception sémantique reprochent souvent au projet formaliste de la concep-
tion syntaxique de ne pas permettre de distinguer entre le contenu d'une théorie et
sa formulation ; je montrerai que cette critique repose sur une confusion entre formu-
lation (dans tel ou tel langage mathématique) et formalisation (au sens strict). On
verra ﬁnalement (section 3.3), par l'examen de la manière dont la conception séman-
tique permet de traiter le problème de la diversité des formulations de la mécanique
classique, que cette confusion entre formulation et formalisation est symptomatique
d'une de ses limites internes.
3.1 Les vertus de la reconstruction formelle
La conception sémantique se propose d'utiliser les ressources formelles de la théo-
rie des modèles pour étudier le contenu des théories scientiﬁques ; une axiomatisation
rigoureuse doit permettre au philosophe de procéder à la clariﬁcation conceptuelle
des théories par-delà les aspects inessentiels de leur(s) formulation(s) habituelle(s).
Cette clariﬁcation conceptuelle, qui doit aider au traitement de problèmes philoso-
phiques aussi bien que scientiﬁques est, pour Suppes comme pour Carnap, la tâche
primordiale du philosophe des sciences :
Le rôle de la philosophie des sciences est de clariﬁer des problèmes conceptuels et
d'expliciter les présupposés fondamentaux de chaque discipline scientiﬁque. La
clariﬁcation de problèmes conceptuels ou la construction d'un fondement logique
explicite sont des tâches qui ne sont de nature ni tout à fait empirique, ni mathé-
matique. On peut les considérer comme des tâches proprement philosophiques
qui sont directement pertinentes pour la science (Suppes, 1968, p. 653).
Conceptions syntaxique et sémantique s'accordent à considérer que cette entre-
prise passe par l'élimination du  bruit  lié à certains aspects des formulations habi-
tuelles des théories. La psychologie du chercheur, les types de représentations favoris
et les présupposés implicites d'une communauté scientiﬁque sont autant d'aspects que
la reconstruction formelle cherche à contourner pour explorer le contenu des théories.
Dans un article intitulé  The desirability of formalization in science , Suppes
(1968) énumère les diﬀérentes vertus de l'axiomatisation117 des théories. Elles cor-
respondent aux buts poursuivis par toute entreprise formelle ; l'axiomatisation dans
117Suppes, qui parle généralement d' axiomatisation  des théories (par exemple, Suppes, 1957),
parle ici de  formalisation . C'est pourtant bien de la formalisation au sens large qu'il s'agit,
incluant les reconstructions formelles proposées par la conception sémantique (voir page 192). Je
me suis eﬀorcée, jusqu'ici, de n'employer le terme  formalisation  que quand il s'agissait de la
formalisation stricte des empiristes logiques, et de parler de  reconstruction formelle  dans les
autres cas. Par commodité, je suivrai dans cette section l'usage de Suppes, en tâchant de dissiper
les ambiguïtés possibles.
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les termes de la théorie des ensembles est cependant selon lui la mieux à même de
remplir sa mission, pour les raisons présentées dans ce qui précède. Selon Suppes,
formaliser (i.e. reconstruire formellement) une théorie est le moyen de rendre parfai-
tement explicites les concepts utilisés dans les théories (Suppes, 1968, p. 654)118, et
permet d'envisager une standardisation du langage de la science facilitant communi-
cation entre disciplines et apprentissage scientiﬁque et ouvrant ainsi une voie réelle
vers l'unité de la science (Suppes, 1968, p. 654).119 De plus, isoler l'ensemble des
hypothèses indépendantes [self-contained assumptions] d'une théorie permet d'éviter
les verbalisations ad hoc (Suppes, 1968, p. 655). Enﬁn et surtout, Suppes aﬃrme
que, en isolant les hypothèses minimales indispensables à l'expression d'une théorie,
une bonne axiomatisation permet d'atteindre un niveau de généralité et d'objectivité
autrement inaccessible. Ses propos ne sont pas sans rappeler le projet hertzien de
présentation des principes de la mécanique examiné au chapitre 3 :
La formalisation d'une théorie rend possible l'analyse objective des hypothèses
minimales indispensables à l'énoncé de la théorie. Il y a, je pense, un attrait
directement esthétique dans le fait de trouver l'ensemble des hypothèses mutuel-
lement indépendantes qui sont autonomes dans la formulation d'une théorie. [...]
L'aspect signiﬁcatif de la question :  quelles sont les hypothèses minimales dans
les termes desquelles la théorie peut être formulée ?  est un test assez direct du
sérieux de notre compréhension de la théorie, et une mesure de la profondeur
de son développement. (Suppes, 1968, p. 656)
Plutôt que l'établissement d'un critère de scientiﬁcité auquel aucune théorie, de
fait, ne satisfait pleinement, l'axiomatisation selon la méthode sémantique cherche à
présenter de la manière la plus explicite et la plus simple possible le contenu des théo-
ries existantes. Pour Suppes, tout comme pour Hertz120, ce sont nos connaissances
scientiﬁques en leur état actuel qu'il s'agit de présenter d'une manière qui nous en
donne la compréhension la plus globale, en réduisant les eﬀets de perspective liés à
la manière dont on les formule et dont on les aborde habituellement. Une bonne
axiomatisation nous  oﬀre souvent le moyen de voir la forêt au lieu des arbres ,
éliminant  les traits provinciaux et inessentiels de la manière dont une théorie a
été pensée  (Suppes, 1968, p. 654). Axiomatiser une théorie, c'est donc se donner
le moyen d'avoir une compréhension claire et directe de ses hypothèses et de ses
118L'exemple pris est celui du concept de probabilité, confus jusqu'à son axiomatisation par Kol-
mogorov en 1933.
119Il s'agit ici d'un avantage pour les scientiﬁques plus encore que pour les philosophes. L'axioma-
tisation d'une théorie semble donc pouvoir prétendre à devenir sa formulation standard.
120Le projet de Hertz dans les Principes est en eﬀet d' exposer un agencement parfaitement
déterminé des lois de la mécanique qui soit compatible avec l'état actuel de notre savoir [...]. 
(Hertz, 1894, p. 63). Voir chapitre 3, section 4.2.
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concepts fondamentaux. Notons que l'axiomatisation ainsi conçue fournit aussi un
test de l'état d'avancement d'une science :  exiger qu'une branche de la physique
soit formulée dans les termes d'un ensemble minimal d'hypothèses ou d'axiomes est
une requête sensée , tandis que  la question de ce qui constitue l'ensemble d'hy-
pothèses minimal mais suﬃsant de la psychanalyse ne peut pas recevoir, à l'heure
actuelle, de réponse sérieuse  (p. 656).
Insistons sur le point suivant : s'il s'agit bien, pour Suppes, de dégager le contenu
des théories existantes et non pas de dessiner les contours de ce que devrait être
une théorie pour être parfaitement scientiﬁque au moyen d'une formalisation stricte
à la manière des empiristes logiques, il ne s'agit pas non plus de se contenter des
formulations habituelles, sous lesquelles les théories semblent dire des choses qu'elles
ne disent pas vraiment. Suppes aﬃrme ainsi avoir montré, dans (Suppes, 1959), que,
contrairement aux apparences, la cinématique de la théorie de la relativité restreinte
repose sur une seule hypothèse fondamentale.121 Ce faisant, il a montré que, derrière le
manque de clarté des présentations habituelles de la théorie de la relativité restreinte,
ce qu'elle dit, et ce à quoi un scientiﬁque qui l'utilise est minimalement engagé, se
réduit à une seule hypothèse, malgré ce qu'en pensent habituellement les utilisateurs
de cette théorie :
Une réponse possible [au constat du manque de clarté des hypothèses fondamen-
tales de la théorie de la relativité restreinte] est que [cette théorie] est beaucoup
de choses pour beaucoup de physiciens, et que l'on ne devrait pas attendre des
philosophes qu'ils donnent un ensemble clair et fondamental d'hypothèses des-
quelles tous les résultats souhaités découlent. Pour ma part, je ne pense pas que
cette opinion soit correcte. (Suppes, 1968, p. 657)
S'il ne s'agit pas de forcer la théorie à rentrer dans un moule auquel elle n'est pas
adaptée, c'est bien à dégager ce qu'elle dit vraiment, derrière ce qu'en comprennent les
utilisateurs et ce qu'en suggèrent les formulations habituelles, que la reconstruction
formelle vise.
Dégager ainsi le contenu et les hypothèses minimales d'une théorie présente un
avantage majeur dans les cas où il existe plusieurs formulations standard d'une théo-
rie ; l'axiomatisation permet en eﬀet de prouver que deux formulations qui semblent
dire des choses diﬀérentes décrivent en fait les mêmes structures mathématiques.
Ainsi, les formulations ondulatoire et matricielle de la mécanique quantique sont
121Cette hypothèse est celle selon laquelle  tous les observateurs au repos dans des référentiels
inertiels obtiennent les mêmes mesures des distances relativistes le long des trajectoires inertielles
quand leurs instruments de mesure sont calibrés de façon identique. Le fait que les observateurs
dans des référentiels diﬀérents se meuvent à une vitesse uniforme les uns par rapport aux autres est
une conséquence et non une hypothèse de cette analyse.  (Suppes, 1968, p. 657)
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identiques, au sens où  il y a un unique espace hilbertien complexe, séparable, à
un isomorphisme près, et toutes deux sont des réalisations de cet espace  (Suppes,
1968, p. 655). C'est en ce sens que l'axiomatisation permet de dégager le contenu
objectif (Suppes, 1968, p. 655) d'une théorie : derrière la diversité des formulations,
qui semblent parfois s'opposer sur des principes fondamentaux, on peut dégager une
invariance structurelle dans les modèles expérimentaux que l'on peut en tirer.
Ces diﬀérents avantages de l'axiomatisation sémantique, que ce soit dans les
termes de la théorie des ensembles ou dans ceux de la description de trajectoires
dans un espaces des phases122, ont pu être testés par la mise en ÷uvre eﬀective
d'axiomatisations de théories existantes. En tant que programme d'axiomatisation
des théories, la conception sémantique a indéniablement fait ses preuves. J'ai men-
tionné (page 247) la possibilité d'étudier la question des relations interthéoriques
de manière fructueuse à l'aide de l'établissement de théorèmes de représentation ;
Suppes (2002) applique cette méthode à de nombreux domaines scientiﬁques (théorie
des probabilités, théories de l'espace-temps, mécaniques classique et quantique, théo-
ries du langage). Dans le domaine de la physique, et plus précisément de la mécanique
quantique, les travaux de Hughes (1989) ainsi que ceux de van Fraassen (1991), par
exemple, ont montré que la conception sémantique permet d'éclairer certains pro-
blèmes scientiﬁques internes à cette théorie. En biologie, plusieurs axiomatisations
de la théorie de l'évolution et de la génétique des populations ont été proposées (voir
par exemple Beatty, 1982; Lloyd, 1988; Thompson, 1989, 2007), permettant de clari-
ﬁer certains concepts et d'examiner le statut de diﬀérents principes, dans un domaine
où la notion de loi est considérée comme hautement problématique et comme ne per-
mettant pas de rendre compte du type d'explication et de conﬁrmation à l'÷uvre.
En tant que programme de recherche, la conception sémantique prouve ainsi par la
pratique une de ses supériorités proclamées sur la conception empiriste logique de la
science : elle fournit des outils d'analyse eﬃcaces des théories scientiﬁques existantes
plutôt que de décrire la forme idéale que devrait revêtir toute théorie digne de ce
nom  mais qu'aucune ne revêt de fait.
Dans ce qui suit, je propose de nuancer l'optimisme des défenseurs de la conception
sémantique : malgré ces succès indéniables, je vais montrer qu'il n'est pas évident que
l'axiomatisation d'une théorie suﬃse à distinguer ce que la théorie dit vraiment de ce
que ses formulations habituelles semblent lui faire dire ; je vais montrer, en reprenant
l'exemple de la mécanique classique, que la méthode axiomatique de la conception
sémantique ne suﬃt pas à déterminer de manière objective et indépendante de la
122Thompson (2007) montre que la génétique mendélienne peut être axiomatisée sous les deux
formes.
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perspective particulière des utilisateurs si deux formulations diﬀérentes d'une théorie
disent bien la même chose. Auparavant, je souhaite souligner une ambiguïté, dans les
propos de certains défenseurs de la conception sémantique, à propos de ce qu'il faut
entendre par  formulation  d'une théorie.
3.2 Formaliser pour aller  au delà  des formulations : conception
syntaxique et conception sémantique
Comme je viens de le rappeler, un des avantages notables que ses défenseurs at-
tribuent à la conception sémantique est d'oﬀrir les moyens de dépasser les diﬀérences
inessentielles et  provinciales  liées aux formulations des théories et de dégager
leur contenu objectif, permettant ainsi de montrer, entre autres, que des théories qui
 disent  apparemment des choses diﬀérentes sont en fait des descriptions des mêmes
structures mathématiques. Alors qu'il semble que ce but  sinon sa réalisation  soit
commun aux deux approches formelles, les défenseurs de la conception sémantique123
accusent souvent la conception syntaxique d'une confusion grave entre théorie et for-
mulation de théorie, et aﬃrment que la formalisation qu'elle propose ne permet pas
de distinguer entre les deux. Je vais montrer que cette accusation est infondée, et
qu'elle repose, chez ceux qui la portent, sur une ambiguïté dans l'usage même de la
notion de  formulation .
Selon Suppe, une des supériorités de la conception sémantique sur la concep-
tion syntaxique est qu'elle permet de montrer qu'une théorie peut recevoir plusieurs
formulations diﬀérentes, sans que cela aﬀecte son identité :
Selon la conception sémantique des théories, les théories scientiﬁques ne sont pas
des entités linguistiques, mais plutôt des entités ensemblistes [...]. Cela contraste
nettement avec plusieurs versions de la conception orthodoxe des théories, qui
conçoit les théories comme des systèmes axiomatiques partiellement interpré-
tés, et donc comme des entités linguistiques. Dire que quelque chose est une
entité linguistique implique que des changements dans ses caractéristiques lin-
guistiques, y compris la formulation de son système d'axiomes, produit une
nouvelle entité. Par conséquent, selon la conception orthodoxe, un changement
dans la formulation d'une théorie est un changement de théorie. (Suppe, 1989,
pp. 3-4)
Un de ses exemples favoris, à ce propos, est d'ailleurs celui de la mécanique classique :
alors que la conception sémantique permet, selon Frederick Suppe, de rendre compte
de l'identité de cette théorie derrière la diversité de ses formulations, la conception
syntaxique est condamnée à aﬃrmer qu'il y a autant de théories diﬀérentes que
123Il s'agit principalement de Frederick Suppe et de Bas van Fraassen. À ma connaissance, Patrick
Suppes ne porte jamais ce genre d'accusation contre la conception syntaxique.
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de formulations, en raison du fait qu'elle déﬁnit les théories comme des  entités
linguistiques  :
Les théories, telles qu'elles sont actuellement utilisées par les chercheurs, ad-
mettent un certain nombre de formulations linguistiques diﬀérentes  par exemple,
la mécanique classique du point reçoit parfois une formulation lagrangienne et
parfois une formulation hamiltonienne  mais c'est la même théorie, quelle que
soit la formulation utilisée. Pour cette raison, les théories ne peuvent pas être
identiﬁée à leurs formulations linguistiques ; ce sont plutôt des entités extralin-
guistiques auxquelles il est fait référence et qui sont décrites par leurs diverses
formulations linguistiques. Ces structures sont des modèles métamathématiques
de leurs formulations linguistiques, et la même structure peut être le modèle
de plusieurs ensembles diﬀérents d'énoncés ou formulations linguistiques de la
théorie [...]. (Suppe, 1989, p. 82)
Bas van Fraassen tient par endroits le même type de propos que Frederick Suppe :
 L'erreur, je pense, a été de confondre une théorie avec la formulation d'une théorie
dans un langage particulier.  (van Fraassen, 1987, p. 109) Il voit dans l'identiﬁcation
d'une théorie à un énoncé le germe d'une tension interne à la conception syntaxique :
[La conception traditionnelle des théories] aﬃrme qu'une théorie est juste un
énoncé très complexe. Deux énoncés peuvent être logiquement équivalents, au-
quel cas ils  disent la même chose . Par conséquent deux axiomatisations d'une
théorie, étant logiquement équivalentes, peuvent être appelées deux énoncés ou
formulations de la même théorie. Une telle conception traditionnelle comporte
des tensions. La locution  deux énoncés peuvent être des formulations de la
même théorie  elle-même suggère qu'une théorie n'est pas du tout un énoncé,
mais seulement quelque chose qui est formulé ou exprimé au moyen d'un énoncé.
(van Fraassen, 1989, p. 190).
Ce que dénoncent ici Suppe et van Fraassen, c'est l'idée selon laquelle une théorie
est un ensemble d'énoncés, dont la moindre modiﬁcation syntaxique implique une
modiﬁcation essentielle ; une telle thèse conduirait non seulement à soutenir que dif-
férentes formulations mathématiques sont diﬀérentes théories, mais encore l'idée bien
étrange selon laquelle les formulations de la mécanique en anglais et en français, par
exemple, n'expriment pas la même théorie. Cette critique repose cependant, selon
moi, sur une erreur quant au but et à la nature même de la formalisation des théories
envisagée par les empiristes logiques.
Carnap, on l'a vu, cherche à dégager des critères de scientiﬁcité et de signiﬁ-
cation cognitive pour les théories, ce qui le conduit à l'idée d'une forme canonique
sous laquelle toute théorie devrait idéalement pouvoir être reconstruite. Ce faisant,
son but est d'identiﬁer et de garantir, en le reconstruisant de façon appropriée, le
contenu cognitif de la théorie, et non d'aﬃrmer que les énoncés au moyen desquels
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on le reconstruit sont la théorie.124 L'aﬃrmation (vraie) selon laquelle la conception
syntaxique décrit les théories comme des entités linguistiques signiﬁe simplement
qu'elle en reconstruit le contenu au moyen d'énoncés non interprétés directement
reliés au monde empirique, qui acquièrent une signiﬁcation de cette relation même.
Comme je l'ai souligné à la section 1, ces formes d'énoncés, avant toute interpréta-
tion, ne ressemblent pas du tout à des énoncés du langage naturel, même étendu au
langage scientiﬁque. Aussi, l'accusation que Frederick Suppe porte à la conception
syntaxique, selon laquelle elle opère une identiﬁcation entre théorie et formulation de
théorie semble reposer sur une confusion entre langage naturel (étendu au langage
scientiﬁque) et langage formel, ou plus précisément entre la formulation d'une théorie
et sa formalisation logique.
Les empiristes logiques n'aﬃrment pas plus que les défenseurs de la conception
sémantique que les deux formulations de la mécanique, par exemple, expriment des
théories diﬀérentes : elles peuvent très bien être des présentations diﬀérentes, en lan-
gage naturel, du même squelette syntaxique, ou de deux squelettes syntaxiques dont
les règles de la logique doivent permettent de montrer l'équivalence. La  tension 
que van Fraassen propose de voir dans la position des empiristes logiques n'en est
pas une : de même que deux énoncés logiquement équivalents expriment la même
124Aﬃrmer que la conception syntaxique a fait une  erreur de catégorie  (Le Bihan, 2006) en
identiﬁant une théorie à un ensemble d'énoncés (une entité linguistique) et que la conception séman-
tique a raison de l'identiﬁer à un ensemble de modèles (une entité extra-linguistique) relève à mon
avis d'une confusion sur le but de la conception sémantique autant que sur celui de la conception
syntaxique. Le but de la reconstruction formelle n'est en eﬀet pas d'émettre une thèse sur le type
d'objets que sont les théories scientiﬁques ou, pour le dire autrement, sur la classe ontologique à
laquelle elles appartiennent, permettant d'isoler des objets et de leur appliquer l'étiquette  théo-
rie  en fonction de certains critères. Voir à ce sujet l'introduction de l'article de Patrick Suppes
(1967) intitulé  What is a scientiﬁc theory ?  :  Souvent, quand on demande ce qu'est telle ou
telle chose, on attend une réponse claire et déﬁnie. Si, par exemple, quelqu'un me demande ce qu'est
un nombre rationnel, je peux donner la réponse simple et précise selon laquelle un nombre rationnel
est le ratio de deux entiers. Il existe d'autres types de questions simples pour lesquelles une réponse
précise peut être donnée mais pour lesquelles dans le discours ordinaire une réponse plutôt vague
est habituellement donnée et acceptée. Quelqu'un lit quelque chose à propos des nectarines dans
un livre, mais n'a jamais vu de nectarine, ou a peut-être vu des nectarines mais ne connaît pas
leur nom français [anglais]. Il pourra me demander : Qu'est-ce qu'une nectarine ? et je répondrai
probablement : Une sorte de pêche à la peau lisse. Certes, ce n'est pas une réponse très exacte,
mais si la personne qui me pose la question sait ce que sont les pêches, elle pourrait s'en satisfaire.
Le type de question que je veux discuter ici n'entre dans aucun de ces deux schémas. Les théories
scientiﬁques ne sont pas comme les nombres rationnels ou les nectarines. Elles ne sont évidemment
pas comme les nectarines, parce que ce ne sont pas des objets physiques simples. Elles sont comme
les nombres rationnels au sens où elles ne sont pas des objets physiques, mais elles sont très diﬀé-
rentes des nombres rationnels au sens où elles ne peuvent pas être déﬁnies d'une manière simple et
directe comme des objets abstraits, non physiques.  (Suppes, 1967, p. 55)
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proposition, deux ensembles d'énoncés peuvent exprimer la même théorie.125
Si la conception sémantique peut adresser une critique justiﬁée à la conception
syntaxique, ce devrait plutôt être l'inverse de celle mentionnée ci-dessus. Comme on
l'a vu à la section 1, les empiristes logiques, en voulant distinguer le squelette syn-
taxique d'une théorie de son interprétation, rendent impossible la reconstruction de ce
contenu. C'est parce qu'ils négligent le fait, montré à la section 1.6.4, qu'une théorie
est toujours déjà interprétée, parce qu'elle est toujours déjà formulée dans un certain
langage, que les empiristes logiques sont condamnés à faire d'une théorie scientiﬁque
un ensemble de formules abstraites qui ne disent ni ne peuvent rien dire. Loin d'iden-
tiﬁer théorie et formulation, la conception syntaxique prononce un véritable divorce
entre les théories et leurs formulations linguistiques, qui rend impossible d'en retrou-
ver le contenu. Autrement dit, le  péché  de la conception syntaxique, loin de résider
dans une identiﬁcation entre théorie et formulation linguistique, consiste dans l'ex-
trême inverse, c'est-à-dire dans le refus de reconnaître, comme Nagel, et comme les
défenseurs de la conception sémantique, qu'une théorie est toujours déjà interprétée.
Elle est donc totalement insensible aux diﬀérences de formulation, contrairement à ce
que les propos de Frederick Suppe et de Bas van Fraassen rapportés ci-dessus laissent
entendre : non seulement elle permet de dire que les diﬀérentes formulations de la
mécanique sont équivalentes, mais encore elle ne  voit  même pas leurs diﬀérences.
Par conséquent, le traitement des formulations linguistiques comme inessentielles
au contenu des théories non seulement ne diﬀérencie pas les deux conceptions étudiées
mais c'est même un de leurs points communs les plus fondamentaux, qui leur vaut le
nom d'approches  formelles . Cependant, comme je l'ai souligné, les outils qu'elles
mettent en ÷uvre ne sont pas les mêmes. À la formalisation stricte, la conception
sémantique substitue une reconstruction axiomatique qui se donne toutes les notions
mathématiques nécessaires. Or, ce que je voudrais montrer dans la dernière section de
ce chapitre, c'est que, dès lors que l'on renonce à la formalisation stricte (dont on a vu
les limites), il n'est plus vraiment possible de distinguer entre la reconstruction for-
melle d'une théorie et sa formulation. Autrement dit, les axiomatisations des théories
proposées par la conception sémantique peuvent être elles-mêmes considérées comme
des formulations de ces théories  sans doute plus cohérentes, plus claires et plus
explicites que leurs formulations habituelles, mais pas d'une nature essentiellement
diﬀérente.126
125Voir (Quine, 1975) pour une analyse de la notion d'équivalence appliquée au cas des diﬀérentes
formulations d'une même théorie. Le critère qu'il vise à élaborer devrait assurément permettre de
traiter les formulations de la mécanique comme des formulations équivalentes.
126Ce constat permet d'interpréter la confusion de Suppe, mentionnée ci-dessus, entre formulation
et formalisation, comme une conséquence de l'absence de distinction nette entre la formalisation
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3.3 La reconstruction formelle suﬃt-elle à établir l'identité des for-
mulations de la mécanique classique ?
On a vu, à la section 1.6.5, que l'ambiguïté de la position de Nagel à propos de
la mécanique est symptomatique d'un problème interne à sa conception des théories,
lui-même signiﬁcatif des limites de la reconstruction des théories par les empiristes
logiques. Que nous en dit la conception sémantique, quand elle cherche à axiomatiser
la mécanique, et non pas simplement à invoquer cet exemple contre la conception
syntaxique ? Oﬀre-t-elle véritablement les outils d'une reconstruction formelle de son
contenu qui mette en évidence l'équivalence de ses diﬀérentes formulations ?
Avant de répondre à cette question, il convient de dire un mot du statut de
l'exemple de la mécanique dans la présente argumentation. Les défenseurs de la
conception sémantique, on l'a vu, prennent souvent la diversité des formulations de
la mécanique comme l'exemple d'un type de problème que leur méthode axiomatique
permet de résoudre, en montrant l'équivalence de ces formulations. S'il s'avère que ce
n'est pas le cas, cela ne suﬃt pas pour autant à condamner le projet axiomatique :
il se pourrait que les diﬀérentes formulations de la mécanique, contrairement à ce
que l'on pense, ne soient pas équivalentes. Il se pourrait aussi que les hypothèses et
les concepts fondamentaux de cette théorie soient moins bien déﬁnis qu'on ne croit
habituellement, et oﬀrent une résistance à l'entreprise axiomatique. Autrement dit,
contre ce que suggère l'idée persistante jusqu'à la ﬁn du dix-neuvième siècle selon
laquelle la mécanique classique serait le standard même de ce que l'on appelle une
théorie scientiﬁque, on peut aﬃrmer que l'échec éventuel de son axiomatisation n'est
pas une preuve de l'échec du projet axiomatique en général.
Toutefois, on est en droit d'attendre une réponse claire de la part de la conception
sémantique. D'après les vertus que ses défenseurs lui attribuent, elle doit être en
mesure de discriminer entre une diﬀérence de formulation, sans conséquence sur le
contenu de la théorie, et une diﬀérence de contenu, que la reconstruction formelle
doit mettre en évidence ; elle doit montrer soit que les diﬀérentes formulations de la
mécanique décrivent des structures isomorphes, soit que seulement certaines sous-
structures sont isomorphes, soit enﬁn qu'il est pour l'heure impossible de dégager un
ensemble d'hypothèses fondamentales la caractérisant, tout comme dans le cas de la
psychanalyse (voir page 262). Cette dernière option n'est, on s'en doute, choisie par
personne. La mécanique classique est une des premières théories à avoir fait l'objet
d'axiomatisations suivant la méthode sémantique (voir McKinsey et al., 1953; Suppes,
d'une théorie au sens strict et sa reconstruction formelle. Cette dernière, opérée dans un langage
qui comporte déjà une interprétation mathématique, ne peut pas être aussi clairement distinguée
des formulations de la théorie.
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1957). On va cependant voir que la conception sémantique a une position au moins
aussi ambiguë que celle de Nagel (1961) sur le statut des diﬀérentes formulations de la
mécanique classique, et que cette ambiguïté est symptomatique des limites internes
du projet axiomatique, en tant qu'il prétend établir une distinction nette entre ce qui
relève du contenu d'une théorie et ce qui relève de sa formulation.
Prenons pour commencer l'axiomatisation de la mécanique du point proposée
par Suppes (1957), partiellement reproduite ci-dessus (page 243). Il s'agit clairement
d'une axiomatisation de la formulation newtonienne de la mécanique. En eﬀet, les
variables correspondent aux concepts de force et de masse, et il est fait usage de
la notion de dérivée seconde par rapport au temps dans l'expression des axiomes
fondamentaux. Dans la mesure où le langage dans lequel l'axiomatisation est faite
est inessentiel  c'est un des slogans de la conception sémantique , on choisit les
notions primitives et les outils mathématiques qui sont les plus commodes pour le
but visé. Pour reconstruire le contenu de la mécanique newtonienne, il est naturel
de se donner les outils mathématiques qu'elle utilise ; c'est précisément une des su-
périorités de la conception sémantique sur celle des empiristes logiques, on l'a vu,
que de ne pas épurer le langage des théories au point de n'admettre qu'une syntaxe
non interprétée et des outils logiques élémentaires. Suppes ne prétend pas isoler et
individuer les théories en en donnant une et une seule reconstruction formelle, mais
bien examiner les relations entre les structures décrites par diﬀérentes théories, ou par
diﬀérentes formulations d'une théorie. Si les diﬀérentes formulations de la mécanique
sont équivalentes, la méthode axiomatique doit permettre de le montrer, non pas en
proposant une et une seule axiomatisation de la mécanique (indépendante de chacune
de ses formulations), mais en permettant de comparer les structures mathématiques
décrites par chacune de ses formulations  et donc en proposant une axiomatisation
de chacune de ces formulations. Autrement dit, l'axiomatisation d'une théorie ne
se distingue pas fondamentalement d'une reformulation permettant d'en clariﬁer le
contenu mathématique. La question que je pose ici est la suivante : l'axiomatisation
des diﬀérentes formulations de la mécanique permet-elle de montrer l'équivalence (ou
d'identiﬁer clairement la diﬀérence) de leur contenu ?
Balzer, Moulines et Sneed (1987), adeptes d'une forme d'axiomatisation inspirée
de la méthode ensembliste de Suppes127 ont cherché à répondre à cette question.
Pour cela, ils proposent une axiomatisation de la mécanique newtonienne (pp. 103-
108) d'une part et de la mécanique lagrangienne (pp. 149-155) de l'autre. Ils aﬃrment
considérer  la mécanique lagrangienne comme une théorie distincte à ne pas identiﬁer
à la mécanique classique. Ses concepts de base et sa loi fondamentale sont diﬀérents
127Pour un exposé récent de cette méthode, voir (Moulines, 2002, 2006).
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de ceux de [la mécanique newtonienne du point]  (p. 149). Ils montrent ensuite que,
si leur équivalence empirique peut être démontrée par la spéciﬁcation de leur domaine
d'application, qui trivialise en fait cette équivalence (pp. 292-295), leur équivalence
complète est  très loin d'être triviale  (p. 303). Les trois tentatives de démonstration
qu'ils proposent échouent, et ils concluent qu'on ne peut aﬃrmer leur équivalence.
Cela appelle plusieurs commentaires. En premier lieu, leur aﬃrmation initiale se-
lon laquelle mécaniques newtonienne et lagrangienne sont deux théories diﬀérentes,
dont on peut essayer de montrer l'équivalence, révèle un usage particulier de la notion
de théorie, selon lequel deux théories, même strictement équivalentes, restent deux
théories distinctes si leurs lois et concepts fondamentaux sont diﬀérents. Dans le cas
où les deux théories s'avéreraient équivalentes (ce que Balzer, Moulines et Sneed
n'excluent pas d'emblée), ces diﬀérences ne concerneraient que leurs formulations
particulières. Les prendre en compte dans l'identiﬁcation d'une théorie, comme ils
le font, c'est donc prendre en compte des aspects que les approches formelles visent
en principe à évacuer. Accorder de l'importance au fait que la formulation newto-
nienne parle de forces quand la formulation lagrangienne parle d'énergie, alors même
que les structures décrites sont peut-être identiques, c'est considérer que le langage
dans lequel une théorie est formulée et la manière dont le sujet qui l'utilise la re-
lie au monde empirique a une importance dans l'identiﬁcation d'une théorie. Cette
remarque, pour l'heure, n'a pas d'autre valeur que de pointer, chez ces auteurs, la
reconnaissance des limites de toute reconstruction formelle.128 Elle prendra bientôt
une autre importance.
Deuxièmement, la diﬃculté rencontrée par Balzer et al. (1987) pour prouver
l'équivalence des deux formulations n'est pas, en soi, une preuve que la conception
sémantique ne parvient pas à se débarrasser des questions de langage, mais doit
être interprétée comme le signe soit d'une diﬃculté formelle importante mais non
insurmontable (autrement dit, du fait que la question de leur équivalence n'est pas
triviale), soit du fait que ces diﬀérences ne sont pas que des diﬀérences de formula-
tion, et que les structures décrites par les diﬀérentes formulations de la mécanique
ne sont pas strictement équivalentes. Je voudrais à présent montrer que les seuls
outils formels ne suﬃsent pas à trancher entre ces deux options, et qu'aﬃrmer que
les structures décrites par les diﬀérentes formulations de la mécanique sont ou non
128Moulines est d'ailleurs explicite sur ce point, et admet qu' il y a dans l'identité essentielle de
toute théorie une composante irréductiblement pragmatico-historique, non formalisable  (Moulines,
2006, p. 141). De ce point de vue, ces auteurs n'entrent donc pas dans le champ de ma critique,
puisque c'est ce que je vise à démontrer. Je suggère simplement que l'axiomatisation qu'ils proposent
de la mécanique, et leur échec  assumé  à rendre compte de son identité sont exemplaires des limites
que je cherche à tracer.
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isomorphes dépend de facteurs dont l'axiomatisation ne rend pas compte.
On a vu au chapitre 2 (section 4.3) que les formulations newtonienne, lagrangienne
et hamiltonienne de la mécanique reposent sur une description de la dynamique des
systèmes physiques dans des systèmes de coordonnées diﬀérents. En conséquence, la
structure géométrique de l'espace dans lequel l'état des systèmes est représenté n'est
pas la même selon la formulation adoptée : la formulation hamiltonienne assigne
à cet espace une structure symplectique, la formulation lagrangienne une structure
métrique, et la formulation newtonienne une structure vectorielle. Ces diﬀérences
n'impliquent et ne peuvent impliquer de diﬀérences empiriques : les contraintes dyna-
miques imposées par les équations dans ces diﬀérentes structures reviennent à décrire
la même classe de trajectoires possibles. Cependant, la structure des espaces géomé-
triques sous-jacents aux diﬀérentes formulations impose des contraintes diﬀérentes
sur les mouvements géométriquement possibles. À ce point, si l'on veut trancher, au
moyen d'une reconstruction formelle, la question de l'identité de ces formulations,
cette dernière doit nous fournir le moyen d'établir un critère de distinction entre les
structures qui font eﬀectivement partie du contenu de la théorie, et ce qui n'est qu'un
eﬀet de la formulation choisie pour les décrire. Ne peut-on pas envisager de distin-
guer, dans ce cas précis, entre la structure de l'espace géométrique dans lequel les
équations de la mécanique décrivent la trajectoire des systèmes et les modèles desti-
nés à avoir une contrepartie empirique ? Cela reviendrait à dire que les formulations
de la mécanique ont le même contenu, quand bien même ce dernier n'est pas décrit
au même niveau de généralité. Autrement dit, cela reviendrait à dire que la structure
géométrique de l'espace dans lequel elles décrivent la dynamique des systèmes ne fait
pas partie de leur contenu.
On le peut. Mais les seuls outils formels de l'axiomatisation ne suﬃsent pas à sou-
tenir une telle aﬃrmation. Elle dépend, en eﬀet, de ce que l'on entend par  struc-
ture , et, corrélativement, de ce que l'on considère être l'objet de la mécanique.
Aucune de ces deux choses ne va de soi. Pour le comprendre, revenons un instant à la
manière dont Suppes (1968) présente les avantages de l'axiomatisation des théories.
Axiomatiser une théorie, selon lui, permet d'en isoler les hypothèses fondamentales ;
cela oﬀre les moyens, le cas échéant, de montrer l'équivalence entre formulations dif-
férentes. Ainsi, par exemple, la théorie de la relativité restreinte, quelle que soit la
manière dont on préfère la formuler, repose sur l'hypothèse selon laquelle  tous les
observateurs au repos dans des référentiels inertiels obtiennent les mêmes mesures
des distances relativistes le long des trajectoires inertielles quand leurs instruments
de mesure sont calibrés de façon identique.  (Suppes, 1968, p. 657)
Selon cette conception, l'axiomatisation des formulations newtonienne, lagran-
gienne et hamiltonienne devrait permettre d'isoler leurs hypothèses fondamentales
272 Chap. 5. Approches formelles
de manière à montrer qu'elles sont, ou ne sont pas, les mêmes. Or, selon ce qu'on
considère être l'objet de la mécanique classique, on jugera que la structure géomé-
trique assignée par les diﬀérentes formulations à l'espace des états fait partie ou non
de ses hypothèses fondamentales.
Le principe fondamental de la dynamique, en tant qu'il décrit l'évolution dyna-
mique des systèmes dans un espace vectoriel, aﬃrme, en un sens, que la structure
géométrique du monde est vectorielle. Comme je l'ai suggéré au chapitre 2, page 78,
reprenant l'argument de Jill North (2009b), une certaine version du réalisme structu-
ral pourrait conduire à considérer que la formulation newtonienne assigne au monde
une structure géométrique diﬀérente de celle que les formulations lagrangienne et
hamiltonienne, respectivement, lui assignent. En outre, comme je l'ai également sug-
géré, si l'on conçoit la mécanique non seulement comme la science du mouvement
dans l'espace et le temps, mais aussi comme la théorie de l'espace et du temps en
tant qu'ils contraignent les mouvements, alors, certainement, les formulations new-
tonienne, lagrangienne et hamiltonienne ne reposent pas sur les mêmes hypothèses
fondamentales. Si l'on adopte une telle conception, on aﬃrmera que l'axiomatisation
permet de mettre en évidence que certaines sous-structures des diﬀérentes formula-
tions sont identiques, mais que leur  superstructure  théorique diﬀère.
En revanche, si l'on adopte une conception diﬀérente de la mécanique, et que l'on
n'attend d'elle qu'une description de l'évolution dynamique des corps dans l'espace
et le temps, on trouvera dans l'axiomatisation des trois formulations le moyen d'en
montrer l'équivalence. On pourra alors aﬃrmer que l'axiomatisation permet de mettre
en évidence que ces diﬀérences ne sont que des diﬀérences de formulation et n'aﬀectent
pas le contenu de la mécanique : selon la manière dont elle est formulée, elle semble
dire des choses diﬀérentes (puisque la mécanique newtonienne semble dire que l'espace
a une structure vectorielle quand la mécanique hamiltonienne semble dire que l'espace
a une structure symplectique), mais la reconstruction formelle met en évidence que,
en fait, elle dit bien la même chose, quelle que soit sa formulation.
Il ressort de cette analyse la chose suivante : la reconstruction formelle, à elle
seule, ne suﬃt pas à prouver que les diﬀérentes formulations de la mécanique ne sont
que des diﬀérences de formulation, ou, au contraire, qu'elles impliquent des diﬀé-
rences structurelles. Elle peut servir à montrer l'une ou l'autre chose, selon ce que
l'on considère être l'objet de la mécanique. Ce dernier élément détermine partielle-
ment la manière même dont on va construire l'axiomatisation de la théorie. C'est
ici que ma remarque à propos du choix, par Balzer et al. (1987), d'axiomatiser la
mécanique newtonienne d'une part et la mécanique lagrangienne de l'autre, prend
son sens : c'est parce qu'ils ont une certaine conception de l'objet de la mécanique
et de ce qu'elle est censée décrire et expliquer qu'ils aﬃrment, d'emblée, que les mé-
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caniques newtonienne et lagrangienne sont deux théories diﬀérentes. Cette option 
qui n'est, en elle-même, soutenue par aucune axiomatisation préalable  détermine
la manière dont ils reconstruisent les deux théories. Certes, le langage dans lequel on
choisit d'axiomatiser une théorie est d'importance secondaire, puisque son contenu
consiste dans les structures que l'on décrit au moyen de ce langage. Cependant, choi-
sir d'axiomatiser la mécanique newtonienne, c'est choisir un langage mathématique
qui décrit ces structures à un niveau de généralité diﬀérent de celui de la mécanique
hamiltonienne. C'est choisir des variables primitives et des lois fondamentales qui in-
citent à voir dans cette diﬀérence de généralité une authentique diﬀérence de contenu.
Non seulement l'axiomatisation, en tant que telle, ne permet pas de trancher entre
diﬀérence de formulation et diﬀérence de contenu  diﬀérence théorique , mais elle
est elle-même partiellement déterminée par les engagements épistémiques et les choix
des agents qui la construisent et en tirent des conclusions. Autrement dit, pour re-
prendre une notion introduite dans la première partie de ce travail, elle est elle-même
partiellement déterminée par la version que les agents ont de la mécanique et de ses
formulations.
La conception sémantique, on l'a vu, a pris acte du fait qu'il convenait de se
donner tous les outils mathématiques nécessaires à la reconstruction du contenu des
théories et que la formalisation stricte envisagée par les empiristes logiques est irréa-
lisable et vaine. Cependant, franchir ce pas  indispensable  interdit d'aﬃrmer que
la reconstruction formelle permet de dissocier le contenu d'une théorie de sa formu-
lation. La distinction entre diﬀérence de formulation et diﬀérence de contenu, dont
la reconstruction formelle doit rendre compte, n'est pas du ressort de cette recons-
truction elle-même. Selon le niveau de généralité auquel on choisit d'axiomatiser la
mécanique  selon que l'on commence par axiomatiser séparément les trois formu-
lations, ou qu'au contraire on part d'une axiomatisation de la formulation hamilto-
nienne pour montrer qu'elle décrit les mêmes structures, à un niveau plus général,
que les formulations newtonienne et lagrangienne  et selon la manière dont on choisit
d'interpréter ce que l'axiomatisation met en évidence, on jugera ou non que les hypo-
thèses fondamentales de ces formulations sont les mêmes. Autrement dit, le résultat
d'une reconstruction formelle (dès lors qu'il ne s'agit pas d'une formalisation stricte)
peut être lui-même considéré comme une nouvelle formulation.129
Mon propos ne revient pas à nier que l'axiomatisation sémantique des théories
129Comme je l'ai suggéré précédemment (note 126), c'est sans doute parce que les axiomatisa-
tions de la conception sémantique peuvent être considérées comme des reformulations des théories
que, selon moi, les défenseurs de cette conception confondent parfois la formalisation stricte de la
conception syntaxique avec une formulation, ce qui explique les critiques infondées que j'ai signalées
ci-dessus (voir section 3.2).
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soit un outil puissant d'exploration de leur contenu. Elle permet sans doute de cla-
riﬁer les relations entre les structures décrites par les diﬀérentes formulations de la
mécanique. En revanche, ce qui permet de distinguer entre une authentique diﬀérence
de structure (et donc de contenu) et une simple diﬀérence de formulation, inessen-
tielle au contenu de la théorie, n'est pas la méthode axiomatique elle-même. Cette
distinction dépend de la manière dont les agents utilisent et comprennent cette théo-
rie. Suppes, tout comme van Fraassen, reconnaît l'importance de certains éléments
pragmatiques de l'activité théorique (en particulier pour l'application empirique des
théories) ; je suggère pour ma part qu'ils interviennent toujours, in ﬁne, quand on
cherche à spéciﬁer le contenu d'une théorie par la méthode axiomatique. Il y a donc
toujours, dans l'exploration même du contenu des théories, l'intervention d'un as-
pect essentiellement pragmatique, au sens où il est lié au contexte d'utilisation de la
théorie, dont les seuls outils formels ne suﬃsent pas à rendre compte.
Notons, pour ﬁnir, que cela permet d'éclairer rétrospectivement l'usage équivoque
que Nagel fait de la notion de  modèle , et sa position ambiguë sur la manière
dont il convient de traiter les diﬀérentes formulations de la mécanique. Les modèles
d'une théorie, on l'a vu, sont portés par ses formulations particulières et les analogies
qu'elles suggèrent, qui donnent de la chair à la structure syntaxique. Ils semblent en
ceci fort diﬀérents des modèles de la conception sémantique, qui sont les structures
décrites par les diﬀérentes formulations. Cependant, avec la remise en cause que je
viens d'opérer d'une distinction nette entre formulation et reconstruction formelle,
on peut comprendre que, selon la manière dont on utilise et dont on comprend les
diﬀérentes formulations de la mécanique, on peut les considérer comme les formu-
lations d'une même théorie ou bien comme des théories diﬀérentes, portées par des
modèles diﬀérents.
Si mon analyse est correcte, on en arrive donc à la conclusion suivante : selon
ce que l'on considère être l'objet de la mécanique et selon l'attitude épistémique que
l'on adopte à son égard, la diﬀérence entre les formulations de la mécanique peut
être traitée comme une pure diﬀérence de formulation ou comme une authentique
diﬀérence de structure. Autrement dit, la frontière entre ce qui relève de la formulation
et ce que la reconstruction formelle doit isoler est déterminée par des facteurs dont
les outils formels ne rendent pas compte. En conséquence, ils ne suﬃsent pas, à eux
seuls, à la tracer.
Conclusion
Les approches formelles, qui cherchent à reconstruire le contenu des théories en
traitant leur formulation comme inessentielle et, le cas échéant, à dégager l'équiva-
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lence structurelle derrière des diﬀérences de formulation, se heurtent au problème
suivant : il n'est pas possible d'identiﬁer ce contenu sans prendre en compte, dans
la reconstruction formelle elle-même, l'utilisation que les agents font des théories.
C'est le problème qui a conduit Nagel à intégrer dans les composantes essentielles
des théories la notion de  modèle , mettant ainsi en évidence le fait qu'une théo-
rie est toujours déjà interprétée. Ce faisant, il a montré l'importance de certains
aspects de la formulation des théories, auxquels je m'intéresse dans le reste de ce tra-
vail. La conception sémantique, prenant acte du fait qu'une reconstruction purement
syntaxique est impossible, a tenté à son tour d'évacuer les aspects inessentiels des for-
mulations des théories en cherchant dans la notion mathématique de modèle un outil
permettant de rendre compte de l'éventuelle équivalence structurelle de diﬀérentes
formulations. Pourtant, les outils formels à eux seuls ne suﬃsent pas à prouver cette
équivalence. La manière dont les agents utilisent et comprennent les théories  sous
telle ou telle formulation particulière  intervient toujours dans l'exploration de leur
structure et dans l'aﬃrmation d'une équivalence structurelle entre deux formulations.
Il ne s'agit donc pas de dire que l'approche formelle de la conception sémantique est
stérile  elle n'a plus besoin d'avocats pour montrer ses succès  mais qu'elle ne peut
proclamer, comme elle le fait parfois, s'être débarrassée de certains aspects, jugés
inessentiels, liés à la formulation des théories.
Dans la première partie de ce travail, consacrée à la mécanique classique, j'ai mon-
tré que la notion de théorie, traditionnellement conçue comme un ensemble d'hypo-
thèses jointes à la totalité de leurs conséquences déductives, ne permet pas de rendre
compte dans le détail de l'activité théorique des agents. Dans la mesure où les concep-
tions syntaxique et sémantique, qui se sont eﬀorcées de donner une caractérisation
formelle des théories, ne prétendent pas rendre compte de cette activité, elles ne sont
pas mises en défaut par ce constat. En ce sens, mon travail dans son ensemble, qui
vise à étudier la manière dont les agents comprennent et manipulent les représenta-
tions qu'ils utilisent, ne constitue pas une critique interne des approches formelles ;
il propose simplement de rendre compte de ce qu'elles situent explicitement hors du
champ de leur analyse. J'espère cependant, dans ce chapitre, avoir montré que ces
aspects liés à l'utilisation des théories marquent les limites internes du projet de re-
construction formelle : ce sont eux qui, en dernière analyse, déterminent la limite
entre ce qui relève du contenu d'une théorie et ce qui relève de sa formulation.
Dans ce qui suit, je ne poursuis pas l'analyse de l'équivalence et des diﬀérences
structurelles entre formulations de la mécanique. Prenant acte du caractère insuﬃsant
de la notion de théorie pour rendre compte de l'activité théorique, je renonce à en
chercher une déﬁnition et je propose d'autres unités et outils d'analyse de l'interaction
cognitive des agents avec les représentations qu'ils utilisent.
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Appendice : La version ﬁnale de la conception syntaxique
selon Frederick Suppe (1977a, pp. 50-52)
[Les théories scientiﬁques] ont une formulation canonique qui satisfait les condi-
tions suivantes :
1. Il existe un langage logique de premier ordre L dans les termes duquel la
théorie est formulée, et un calcul formel K déﬁni dans les termes de L.
2. Les constantes primitives non logiques ou descriptives (i.e., les  termes )
de L sont séparées en deux classes disjointes :
 VO qui contient uniquement les termes d'observation.
 VT qui contient les termes non observationnels, ou termes théoriques.
VO doit contenir au moins une constante d'individu.
3. Le langage L est divisé dans les sous-langages suivants, et le calcul formel
K est divisé dans les deux sous-calculs formels suivants.
(a) Le langage d'observation, LO, est un sous-langage de L qui ne contient
ni quantiﬁcateurs ni modalités, et qui contient les termes de VO mais
aucun terme de VT . Le calcul formel KO qui lui est associé est la res-
triction de K sur LO, et doit être tel que tout terme qui n'appartient
pas à VO (i.e., les termes non primitifs) dans LO est explicitement
déﬁni dans KO ; en outre, KO doit admettre au moins un modèle ﬁni.
(b) Le langage d'observation logiquement étendu, L′O, ne contient pas de
termes de VT et peut être considéré comme étant formé à partir de LO
en y ajoutant les quantiﬁcateurs, les modalités, etc., de L. Le calcul
formel K ′O qui lui est associé est la restriction de K sur L
′
O.
(c) Le langage théorique, LT , est le sous-langage de L qui ne contient
pas de termes de VO ; le calcul formel qui lui est asscoié, KT , est la
restriction de K sur LT .
L'ensemble de ces sous-langages n'épuisent pas le contenu de L, car L
contient aussi des énoncés mixtes  ceux dans lesquels apparaissent au
moins un terme de VT et un terme de VO. De plus, on suppose que chacun
des sous-langages ci-dessus a son propre stock de prédicats et / ou de
variables fonctionnelles, et que LO et L′O ont le même stock, qui est distinct
de celui de LT .
4. LO et le calcul formel qui lui est associé reçoit une interprétation séman-
tique qui satisfait les conditions suivantes :
(a) Le domaine d'interprétation consiste en des événements, des choses
ou des choses-instants concrets et observables ; les relations et les pro-
priétés de l'interprétation doivent être directement observables.
(b) Toutes les valeurs de chaque variable dans LO doivent être désignées
par une expression de LO.
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Par conséquent, toute interprétation ainsi déﬁnie de LO et KO, quand elle
est augmentée par les règles de vérité appropriées additionnelles, va devenir
une interprétation de L′O et K
′
O. On peut considérer les interprétations de
LO et KO comme des interprétations sémantiques partielles de L et K, et
on exige que L et K ne reçoivent pas d'autre interprétation sémantique
observationnelle que celle fournie par de telles interprétations sémantiques
partielles.
5. Une interprétation partielle des termes théoriques et des énoncés de L qui
les contiennent est fournie par les deux sortes de postulats suivants : les
postulats théoriques T (i.e., les axiomes de la théorie) dans lesquels seuls
des termes de VT apparaissent, et les règles de correspondance ou postulats
C, qui sont des énoncés mixtes. Les règles de correspondance C doivent
satisfaire les conditions suivantes :
(a) L'ensemble des règles C doit être ﬁni.
(b) L'ensemble des règles C doit être logiquement compatible avec T .
(c) C ne contient pas de terme extra-logique qui n'appartienne ni à VO
ni à VT .
(d) Chaque règle de C doit contenir au moins un terme de VO et un terme
de VT de manière essentielle et non triviale [nonvacuously ].
Appelons T la conjonction des postulats théoriques et C la conjonction des règles
de correspondance. Alors, la théorie scientiﬁque basée sur L, T , et C consiste
dans la conjonction de T et de C et est désignée par TC.

Chapitre 6
Paradigmes, modèles et gabarits :
unités d'analyse globales et locales
Camille Flammarion, Universum, gravure sur bois pour L'Astronomie Populaire, Paris, 1888
(Couleurs : Hugo Heikenwaelder, Vienne, 1998).
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L'analyse de l'exemple de la mécanique classique, dans la première partie de ce
travail, m'a permis de montrer, entre autres, deux choses dont ce chapitre et le sui-
vant vont chercher à rendre compte. Premièrement, j'ai mis en évidence l'importance
de la forme des représentations utilisées par les agents : équivalentes en principe, les
diﬀérentes équations de la mécanique classique ne représentent pas les phénomènes
de la même manière, et ne permettent pas les mêmes inférences. Deuxièmement, en
adoptant le point de vue des agents et en étudiant la manière dont ils comprennent
les représentations qu'ils utilisent, j'ai montré que la distinction entre une diﬀérence
formelle et une diﬀérence conceptuelle, et donc entre ce qui constitue le contenu
d'une théorie et ce qui lui est inessentiel, n'est pas tranchée ; elle dépend parfois de
ce que j'ai appelé la  version  particulière de chaque individu (ou groupe d'indi-
vidus). Cette version se caractérise, entre autres, par la manière dont il ordonne les
diﬀérentes représentations (principes, théorèmes, lois, etc.) et dont il les relie aux
phénomènes empiriques ; ces deux choses (ordre des principes et lien au monde em-
pirique) déterminent partiellement la signiﬁcation de ces représentations.
En conséquence, la notion de théorie semble à la fois trop large, trop étroite, et
trop abstraite pour rendre compte de l'activité théorique. Trop large, parce que les
agents, de l'étudiant à l'expert, ont rarement aﬀaire à la théorie entière, mais plutôt
à des  morceaux  qu'ils utilisent pour représenter les phénomènes. Qu'il s'agisse de
décrire le comportement d'un système physique ou d'explorer les conséquences d'un
principe, on raisonne au moyen de représentations particulières.
Trop large, la notion de théorie est aussi, en un autre sens, trop étroite. En eﬀet,
l'examen de diﬀérentes versions de la mécanique (chapitre 3) a montré que la manière
dont chacun comprend et ordonne les diﬀérents principes et concepts de la mécanique
dépend partiellement de facteurs externes à la mécanique. D'une part, elle dépend
de facteurs psychologiques (préférences individuelles pour un type de représentation,
habitudes de raisonnement, compétences et talents). D'autre part, elle dépend de
facteurs contextuels, et tout particulièrement du contexte scientiﬁque, c'est-à-dire de
l'ensemble de la connaissance théorique disponible dans la communauté à laquelle
appartient l'agent : à partir du moment où l'on décompose la notion de théorie et
où l'on prête attention à la forme des représentations et à la manière dont les agents
les ordonnent et les utilisent, la frontière entre diﬀérentes  théories  se brouille ;
en eﬀet, plusieurs représentations, comme par exemple les équations hamiltoniennes,
sont communes à diﬀérentes  théories . La manière dont un agent utilise les re-
présentations issues d' une certaine théorie  est donc partiellement déterminée par
l'utilisation qu'il fait de représentations issues de ce que l'on considère généralement
comme  une autre théorie . Une  théorie  est donc rarement abordée comme un
tout isolé des autres  théories . C'est en ce sens que l'on peut dire que cette notion
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est tout à la fois trop large et trop étroite.
Enﬁn, la notion de théorie est trop abstraite. Non seulement les agents ont aﬀaire
à diﬀérentes représentations diversement liées entre elles et non à un tout isolé, mais
encore la signiﬁcation de ces représentations, leur dimension conceptuelle, dépend du
fait qu'elles sont comprises par des agents. Comme le disent Griesemer et Wimsatt
(1989),  les théories exigent des théoriciens .1 Il ne s'agit donc pas d'étudier la
relation entre un ensemble de principes abstraits et les phénomènes qu'ils sont censés
représenter, mais l'interaction cognitive des agents avec ces représentations. Étudier
cette interaction cognitive implique de prêter attention à la fois à la forme particulière
des représentations et à la manière dont les agents les relient au monde, et entre elles.
Dans ce chapitre, je souhaite revenir sur certaines analyses de l'activité théorique
qui ont été proposées par des critiques des positivistes logiques et, plus récemment,
des critiques de la conception sémantique des théories (et des approches formelles en
général). Chacune de ces analyses consiste, entre autres, à déﬁnir de nouvelles notions
destinées à remplacer  ou, selon les cas, à amender ou compléter  celle de théo-
rie. Ces notions  paradigmes (Kuhn, 1962/1970), modèles (Giere, 1988; Cartwright,
1983, 1999; Morgan et Morrison, 1999; Godfrey-Smith, 2006; Frigg, 2006)2, gabarits
(Humphreys, 2004)  visent à isoler dans la pratique scientiﬁque des éléments dont
la description et l'analyse doivent permettre de rendre compte de la connaissance
produite par l'entreprise scientiﬁque. C'est ce que j'appelle, après Paul Humphreys
(2004, pp. 57-60), des  unités d'analyse  de l'activité théorique.
L'introduction de ces nouvelles unités d'analyse  et l'abandon, l'amendement
ou l'enrichissement de celle de théorie  sont la plupart du temps motivés par un
constat au moins partiellement similaire à celui que je viens d'énoncer concernant les
inconvénients et les limitations de la notion de théorie. Je me propose donc, dans ce
qui suit, d'examiner certaines de ces unités d'analyse et de les évaluer à la lumière des
exigences qui se dégagent, en négatif, des inconvénients de la notion de théorie que
j'ai pointés : ces unités d'analyse doivent permettre de rendre compte à la fois du fait
que les agents utilisent des représentations sous une forme particulière, des facteurs
1 [...] de nombreux philosophes des sciences parlent des théories comme d'entités abstraites,
mais les théories exigent des théoriciens, et les entités abstraites, des incarnations.  [theories require
theorizers, and abstract entities, entiﬁers] (Griesemer et Wimsatt, 1989, p. 87)
2Je ne mentionne ici que (quelques) analyses récentes. L'importance de la notion de modèle
avait déjà été soulignée dans les années 1960, comme on l'a vu au chapitre 5, par Nagel (1961),
ainsi que par Hesse (1966) et Black (1962). Elle est aussi, on l'a vu, au c÷ur de la conception
sémantique des théories ; cependant, les analyses auxquelles je m'intéresse ici soulignent l'importance
des modèles d'un point de vue pratique et cognitif, et sont le plus souvent des critiques de la
conception sémantique  à l'exception toutefois de celle de Giere (1988), qui tente de montrer la
compatibilité de la conception sémantique avec une approche cognitive.
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psychologiques et contextuels qui inﬂuent sur la manière dont ils les utilisent, et du
fait que leur signiﬁcation dépend partiellement de la manière dont ils les utilisent et,
de ce fait, les comprennent.
Dans un premier temps (section 1), je présenterai les avantages et les limites
d'une approche privilégiant des unités d'analyse globales, c'est-à-dire non seulement
plus larges que celle de théorie, mais aussi plus hétérogènes ; la notion de paradigme
(Kuhn, 1962/1970), directement orientée contre celle de théorie telle que les empi-
ristes logiques la conçoivent, en est l'exemple le plus fameux. Au moyen de cette no-
tion, Kuhn cherche à rendre compte à la fois de l'importance du contexte scientiﬁque
 au sens large où il inclut les pratiques expérimentales, les institutions scientiﬁques,
ainsi que les croyances métaphysiques d'une époque , mais aussi de la dimension pra-
tique et cognitive de l'activité scientiﬁque ; on verra en eﬀet qu'il prête une attention
particulière à l'apprentissage scientiﬁque et aux pratiques concrètes par lesquelles les
scientiﬁques donnent une signiﬁcation aux représentations qu'ils utilisent. Je mon-
trerai cependant que la notion de paradigme souﬀre d'une double limitation. D'une
part, son caractère hétérogène et très englobant la rendent bien souvent inopérante.
D'autre part, la thèse kuhnienne de l'incommensurabilité des paradigmes conduit à
identiﬁer ces derniers à des cadres linguistiques et à admettre une conception logico-
empirique de leur contenu ; ils ne se distinguent alors plus très nettement des théories.
Prenant acte de la nécessité de recentrer l'analyse sur des unités plus locales, j'exa-
minerai rapidement (section 2) la notion de modèle. S'intéresser aux modèles semble
être un bon moyen de tirer les fruits de l'analyse kuhnienne tout en se débarrassant
des aspects globalistes et linguistiques de son approche. Je montrerai cependant que
les analyses philosophiques contemporaines de cette notion restent souvent tributaires
d'une conception trop abstraite de la représentation scientiﬁque, et n'accordent pas
assez d'importance à la forme particulière de ces représentations pour les raisonne-
ments des agents qui les utilisent.
Pour ﬁnir (section 3), je reviendrai sur une des composantes de la notion de
paradigme, que Kuhn (1969, 1970a,b) appelle  cas exemplaires , et qui permet de
soulever plusieurs questions importantes sur la manière dont, en pratique, les agents
relient les représentations particulières qu'ils utilisent aux phénomènes. Je procéderai
à un examen critique de ces questions à la lumière des réﬂexions de Paul Humphreys
(2004) sur ce qu'il appelle les  gabarits  ; au moyen de cette notion, Humphreys
souligne l'importance de la forme particulière  ce qu'il appelle la  syntaxe   des
morceaux  de théorie que l'on utilise pour prédire et expliquer les phénomènes. Cela
me permettra de préciser la relation entre les deux dimensions   computationnelle 
et  représentationnelle   de la compréhension que j'ai mentionnées précédemment
(chapitre 4), et me conduira à conclure que, dès lors que l'on prête attention à la forme
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concrète des représentations utilisées dans la pratique scientiﬁque, il n'y a plus aucune
raison de se concentrer uniquement sur les représentations linguistiques (comme les
équations), et qu'il convient de prêter attention à tous les types de représentations.
1 Motivations et limites d'une approche globaliste : la
notion de paradigme (Kuhn, 1962/1970)
Un des inconvénients de la notion de théorie pointés dans l'introduction de ce
chapitre est ce que j'ai appelé son caractère trop étroit : en prêtant une attention
exclusive à ce que l'on appelle couramment des  théories   la mécanique classique,
la théorie de l'évolution, les théories de la relativité restreinte et générale, etc.  et
en réduisant leur signiﬁcation, comme le font les positivistes logiques, à leur contenu
empirique, on néglige l'importance du contexte dans lequel ces théories sont formu-
lées et utilisées. Pour prendre un exemple simple, ignorer le contexte scientiﬁque et
linguistique dans lequel une théorie est comprise par les agents revient à négliger
l'importance du fait que les termes employés dans la formulation de ses hypothèses
(comme celui de force en mécanique) ont bien souvent un sens préalable, soit qu'ils
appartiennent au langage ordinaire, soit qu'ils apparaissent dans d'autres théories.
Aﬁn de rendre compte de l'importance des déterminants contextuels de l'acti-
vité scientiﬁque, plusieurs historiens et philosophes des sciences ont proposé, autour
des années 1960, de s'intéresser à des unités plus larges, et souvent beaucoup plus
hétérogènes, que celles de théorie.3 Celles-ci reçoivent des noms et des déﬁnitions
diﬀérentes selon les auteurs.4 Dans ce qui suit, je m'intéresse exclusivement à la plus
3Outre Thomas Kuhn, les plus célèbres sont Paul Feyerabend (1962, 1965b), Norwood Russell
Hanson (1958) et Stephen Toulmin (1959, 1961). Dans les années 1970, les travaux de Imre Lakatos
(1970) et de Larry Laudan (1977) se situent également dans cette perspective. Ce renouveau en
philosophie des sciences a été baptisé  révolte contre le positivisme  (Shapere, 1966, p. 41), en
raison du fait qu'il repose sur un rejet en bloc de la plupart des présupposés sur lesquels est fondée
l'entreprise formaliste des positivistes logiques. Ces analyses ne sont cependant pas exclusivement
dirigées contre l'empirisme logique, que leurs défenseurs connaissent parfois assez mal. Elles s'op-
posent, plus généralement, à une image des sciences positiviste au sens large  dont les empiristes
logiques oﬀrent une version formelle et hautement sophistiquée  selon laquelle l'histoire des sciences
est celle d'un progrès cumulatif dont le moteur principal est l'expérience. Voir (Shapere, 1966; Ha-
cking, 1981; Laudan et al., 1986) pour une analyse des présupposés communs et des diﬀérences entre
ces critiques du positivisme.
4Paul Feyerabend (1962, 1965b) les appelle simplement  théories , mais donne à ce terme
une signiﬁcation beaucoup plus englobante que celle de la notion classique de théorie. Stephen
Toulmin parle d' idéaux d'ordre naturel  et les déﬁnit comme des  standards de rationalité et
d'intelligibilité , au travers desquels  nous voyons le monde [...] au point que nous oublions de
quoi il aurait l'air sans eux  (Toulmin, 1961, p. 101), et qui  donnent une signiﬁcation aux [faits]
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célèbre d'entre elles, celle de paradigme, que Thomas Kuhn (1962/1970) introduit
dans La Structure des révolutions scientiﬁques et sur laquelle il reviendra tout au
long de sa vie, en réponse aux critiques qu'elle n'a cessé de susciter.
La notion de paradigme étant hautement polysémique5, il est diﬃcile d'en donner
une déﬁnition simple qui ne soit pas du même coup très partielle. Disons pour com-
mencer qu'un paradigme est un ensemble de présupposés souvent implicites de diﬀé-
rents ordres (scientiﬁques, méthodologiques, métaphysiques, etc.), partagés par une
communauté scientiﬁque. Selon Kuhn, l'entreprise scientiﬁque repose sur l'adoption
préalable de cet ensemble de présupposés, qui détermine les questions susceptibles
de recevoir une explication scientiﬁque, les méthodes qu'il convient de mettre en
ordre pour y répondre, et les réponses dont on considérera qu'elles sont eﬀectivement
explicatives.
Cela ne revient pas seulement à aﬃrmer que l'entreprise scientiﬁque, comme
toute entreprise humaine, est déterminée contextuellement, mais encore qu'il existe
un cadre conceptuel plus large que les théories scientiﬁques déﬁnies comme des en-
sembles d'hypothèses confrontées à l'expérience, cadre qui détermine au moins partiel-
lement le contenu des produits de l'activité scientiﬁque.6 Contrairement aux théories
des empiristes logiques, ce cadre conceptuel, souvent décrit comme une  vision du
monde 7, n'est ni conﬁrmé ni inﬁrmé par l'expérience ; il est ce qui rend la possible,
allant jusqu'à déterminer, selon certains propos de Kuhn inspirés de Hanson (1958),
l'observation elle-même.8
En conséquence, selon Kuhn, le contenu des produits de l'activité scientiﬁque
n'est pas réductible à un contenu empirique indépendant du cadre dans lequel il est
appréhendé et de la forme sous laquelle il est présenté ; corrélativement, comprendre
et déterminent même ce qui compte comme des faits pour nous  (p. 95) ; parmi ces faits, ils
marquent ceux qui, par contraste avec la  course naturelle des événements  (p. 79), appellent une
explication scientiﬁque. Imre Lakatos (1970) parlera pour sa part de  programmes de recherches 
et Larry Laudan (1977) de  traditions de recherche .
5Margaret Masterman (1970) dresse ainsi la liste des 22 sens diﬀérents sous lesquels la notion
apparaît dans La Structure des révolutions scientiﬁques.
6Contrairement aux catégories kantiennes, ce cadre conceptuel a priori est éminemment histo-
rique et contextuel. L'approche kuhnienne, ainsi que celle des autres acteurs de la  révolte contre
le positivisme  (voir note 3), est souvent dite  historiciste , en raison du fait qu'elle aﬃrme que
la science est un phénomène intrinsèquement historique, et qu'une analyse des produits de l'activité
scientiﬁque qui ne rend pas compte de cette historicité manque une part importante de leur contenu.
7On appelle parfois les travaux de la tradition critique de l'empirisme logique dans laquelle Kuhn
s'insère des  analyses de la Weltanshauung  (Suppe, 1977a, pp. 125-221).
8C'est ce que signiﬁe l'aﬃrmation selon laquelle l'observation est  chargée de théorie  [theory-
laden]. Ici, la  théorie  qui imprègne l'observation n'est pas le système déductif des empiristes
logiques, mais bien l'ensemble des présupposés, explicites ou implicites, d'une communauté.
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une  théorie  ne revient pas à identiﬁer la signiﬁcation empirique d'un ensemble
d'énoncés, mais à maîtriser un cadre conceptuel, dont l'acquisition ne s'apparente
pas à l'apprentissage de  principes  et de  lois  mais plutôt à celui d'une langue
naturelle. C'est de ce cadre conceptuel que l'expérience et les théories qui rendent
compte de cette expérience tirent leur signiﬁcation et leur intelligibilité.
Deux présupposés majeurs de l'÷uvre de Kuhn vont m'intéresser dans ce qui suit.
Le premier est l'idée selon laquelle une analyse de la connaissance scientiﬁque doit
s'intéresser en priorité à deux aspects de l'activité scientiﬁque : d'une part, au pro-
cessus d'acquisition de cette connaissance, c'est-à-dire à l'apprentissage scientiﬁque,
dont Kuhn considère que l'analyse fournit la clé de celle de la connaissance scientiﬁque
en général ; d'autre part, aux pratiques concrètes par lesquelles passe cet apprentis-
sage et, plus généralement, par lesquelles on applique et développe la connaissance
théorique. On verra, à la section 1.1, que la notion de paradigme, par l'importance
qu'elle accorde à l'apprentissage et à la pratique, permet ainsi d'éclairer plusieurs des
éléments qui déterminent ce que j'ai appelé, au chapitre 3, les  versions  des agents,
c'est-à-dire la manière dont ils comprennent les représentations théoriques auxquelles
ils sont confrontés.
Le second présupposé de Kuhn, lié au précédent, est aussi celui qui marque les
limites de son approche. L'idée selon laquelle l'entreprise scientiﬁque est rendue pos-
sible par l'adoption préalable d'un ensemble de présupposés  par l'existence d'un
paradigme  le conduit, comme on le verra, à tracer une frontière imperméable entre
la pratique de ce qu'il appelle la science normale et les changements qu'il décrit
comme révolutionnaires. Cette distinction radicale entre deux types de changements
scientiﬁques, et la volonté de rendre compte des révolutions scientiﬁques comme des
changements de paradigmes, le conduisent, comme on le verra à la section 1.2, à ﬁger
le paradigme en une unité monolithique uniquement déﬁnie en termes linguistiques,
gommant ﬁnalement la diﬀérence entre paradigmes et théories.
1.1 Le paradigme comme ciment de la communauté scientiﬁque
L'apprentissage scientiﬁque, au cours duquel un étudiant devient progressive-
ment membre d'une communauté scientiﬁque et praticien d'une discipline, consiste
essentiellement, selon Kuhn, en l'acquisition d'un ensemble de méthodes et de pra-
tiques, et, du même coup, en l'adoption progressive des présupposés partagés par
les membres de la communauté scientiﬁque en question. C'est cet ensemble hétéro-
gène d'engagements métaphysiques, scientiﬁques, méthodologiques, et de techniques
expérimentales que Kuhn, en 1962, appelle  paradigme . L'adoption de ces présup-
posés et la maîtrise de ces techniques sont les déterminants de l'appartenance à une
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communauté scientiﬁque et les préalables indispensables à l'exercice de ce que Kuhn
appelle la  science normale .
La science normale9 (voir Kuhn, 1962/1970, chap. 3), c'est-à-dire la science insti-
tutionnelle, celle qui est enseignée dans les manuels et pratiquée dans les laboratoires
de recherche, consiste essentiellement, selon Kuhn, à renforcer et à développer le
paradigme qui constitue le ciment de la communauté scientiﬁque ; en conséquence,
celui-ci n'est jamais lui-même remis en cause au cours du développement normal
d'une science. Bien au contraire, ce  réseau serré d'engagements  conceptuels, théo-
riques, instrumentaux et méthodologiques  (Kuhn, 1962/1970, p. 42) est la  source
des méthodes, des ensembles de problèmes, et des standards de solution acceptés
par une communauté scientiﬁque arrivée à maturité à une époque donnée  (Kuhn,
1962/1970, p. 103).
Les paradigmes sont donc des unités bien plus larges que les théories10 au sens
restreint que lui donnent les philosophes des sciences ; ils correspondent cependant,
comme le remarque Kuhn, à un sens plus lâche de la notion de théorie, alors proche
de celui de l'expression  vision du monde  :
Les scientiﬁques eux-mêmes diraient qu'ils partagent une théorie ou un ensemble
de théories, et j'aimerais que ce terme puisse ﬁnalement être réutilisé dans ce
sens là. Tel qu'il est aujourd'hui utilisé en philosophie des sciences, cependant,
le terme  théorie  désigne une structure dont la nature et la portée sont bien
plus limitées que celle dont il s'agit ici. Jusqu'à ce que ce terme soit libéré de ses
implications actuelles, on évitera la confusion en en adoptant un autre. (Kuhn,
1970a, p. 182)
Non seulement la notion de paradigme désigne une entité plus large que celle de
théorie  puisqu'elle peut inclure plusieurs  théories , ainsi que des croyances non
scientiﬁques  mais elle caractérise en outre une réalité d'une tout autre nature :
les paradigmes ne sont pas des corps de connaissances pouvant faire l'objet d'une
présentation explicite ; la notion de paradigme désigne plutôt le cadre dans lequel
les individus d'une communauté appréhendent un ensemble d'hypothèses théoriques
et mettent en ÷uvre des pratiques expérimentales. En conséquence, la signiﬁcation
des hypothèses théoriques que les membres d'une communauté scientiﬁque énoncent
et utilisent pour expliquer certains phénomènes  ce que l'on appelle couramment
9Dans cette expression, l'adjectif  normal  est à comprendre principalement au sens de  nor-
matif  : la science normale est celle au sein de laquelle les normes (de rationalité, d'intelligibilité, de
méthode, etc.) sont ﬁxées. C'est aussi la science  normée , au sens où elle se déﬁnit par le respect
de ces normes.
10Il arrive cependant qu'une théorie, comme par exemple la mécanique classique, incarne à elle
seule un paradigme, en devenant un standard d'intelligibilité indiscuté et un modèle pour les autres
sciences.
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les  théories   est déterminée par le paradigme dans lequel elles sont énoncées et
utilisées.
En substituant la notion de paradigme à celle de théorie, Kuhn aﬃrme donc
la chose suivante : le contenu des produits de l'activité scientiﬁque dépend de la
manière dont les agents les comprennent. Cette compréhension dépend elle-même de
tout un ensemble d'éléments contextuels, qui vont de l'échelle très large de l'époque
et de la civilisation auxquelles les agents appartiennent à  l'expérience passée dans
d'autres domaines  et au  propre caractère [makeup] individuel  de chacun (Kuhn,
1962/1970, pp. 3-4).
Pour étudier ces éléments contextuels, Kuhn choisit l'échelle intermédiaire de la
communauté scientiﬁque, qu'il déﬁnit de façon informelle comme constituée de l'en-
semble des  praticiens d'une même spécialité scientiﬁque  liés par un apprentissage
scientiﬁque commun, et qui  se considèrent eux-mêmes et sont considérés par les
autres comme des hommes poursuivant un ensemble de buts communs, parmi lesquels
la formation de leurs successeurs.  (Kuhn, 1969, p. 461)11 Étudier les pratiques qui
caractérisent cet apprentissage et la poursuite de ces buts est le moyen, selon Kuhn,
de rendre compte de la connaissance scientiﬁque, en tant qu'elle est déterminée par
un paradigme.
Il y a ici une diﬃculté, qu'il convient de souligner dès à présent : comme Kuhn
(1970a, 1969) le reconnaît, déﬁnir les paradigmes comme ce qui cimente les commu-
nautés scientiﬁques, elles-mêmes étant caractérisées par l'existence d'un paradigme
commun, fait courir le risque d'une certaine circularité. Kuhn aﬃrme cependant que la
communauté scientiﬁque peut être identiﬁée au préalable au moyen de critères socio-
logiques et institutionnels, comme la formation suivie par ses membres, l'existence de
revues spécialisées, l'organisation de conférences, la création de chaires universitaires
consacrées à une discipline, etc.12 Cela signiﬁe que ces critères ne constituent pas, en
eux-mêmes, le paradigme, mais sont à la fois la cause et le signe de l'existence d'un
paradigme commun  déﬁni comme un ensemble d' engagements . Autrement dit,
le paradigme, selon Kuhn, ne se réduit pas à cet ensemble de réalités sociologiques et
institutionnelles : ce terme ne désigne donc pas une unité d'analyse sociologique mais
11Le texte de Kuhn (1969), intitulé  Second thoughts on paradigms , est celui de son intervention
à la conférence sur la structure des théories scientiﬁques qui s'est tenue dans l'Urbana en 1969. Les
actes de cette conférence ont été édités par Frederick Suppe (1974/1977b). La pagination indiquée
correspond à cette édition.
12Kuhn ne prétend pas lui-même procéder à une caractérisation sociologique des communautés
scientiﬁques, mais aﬃrme que la sociologie des sciences  dans laquelle il ne considère pas que son
travail s'insère  devrait pouvoir élaborer les outils nécessaires à une telle caractérisation rigoureuse.
Pour toutes ces questions, voir (Kuhn, 1969, pp. 460-462).
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plutôt une entité conceptuelle hypothétique censée constituer le socle des pratiques
et des croyances des membres de la communauté. Outre que la frontière entre ce qui
déﬁnit, au niveau sociologique, la communauté, et les engagements que ses membres
partagent et qui constituent le paradigme n'est pas très nette, il reste que l'étude des
paradigmes passe par celle de réalités sociologiques, pratiques et institutionnelles.
Supposer, comme semble le faire Kuhn, que ces diﬀérents éléments, fort hétérogènes,
sont pour ainsi dire la  partie émergée de l'iceberg  qu'est le paradigme, déﬁni
comme une réalité sous-jacente et, en tant que telle, inaccessible à l'analyste, c'est
faire un pas de plus. On verra, au terme de cette analyse (section 1.3.1), que c'est
cette supposition qui conduit Kuhn à faire du paradigme, conçu de façon globale,
une unité monolithique inopérante.
Auparavant, je me propose de montrer que l'examen des diﬀérents éléments que
Kuhn considère comme les composantes principales du paradigme permet de caracté-
riser certains aspects importants de l'activité théorique. La grande hétérogénéité des
composantes du paradigme, si elle en condamne l'unité  dont le maintien conduit aux
diﬃcultés que je présenterai à la section 1.2 , permet en particulier de montrer que
plusieurs agents utilisant la même  théorie  peuvent la comprendre diﬀéremment 
en avoir diﬀérentes versions.
1.1.1 Les composantes principales de la  matrice disciplinaire 
En réponse aux nombreuses critiques qui ont pointé la très grande polysémie de
la notion de paradigme telle qu'il l'emploie en 1962, Kuhn (1970a, 1969) propose
de distinguer entre un sens global et un sens local de cette notion. En son sens glo-
bal, le paradigme, qu'il rebaptise alors  matrice disciplinaire , est déﬁni comme la
 constellation entière de croyances, de valeurs, de techniques, etc., partagées par les
membres d'une communauté scientiﬁque . En son sens local, le terme de paradigme
désigne une composante particulièrement importante de la matrice disciplinaire, à
savoir les  cas exemplaires  [exemplars], c'est-à-dire les  solutions concrètes de
problèmes [...] employées comme modèles ou exemples  dans la formation des étu-
diants destinés à faire partie d'une communauté scientiﬁque (Kuhn, 1970a, p. 175).
En plus des cas exemplaires, Kuhn dégage trois autres composantes de la matrice
disciplinaire : les généralisations symboliques, les modèles, et les valeurs. L'analyse
de ces diﬀérents éléments éclaire, comme on va le voir, la manière dont les agents
comprennent les représentations théoriques qu'ils utilisent.
Les généralisations symboliques sont les éléments de la matrice disciplinaire
qui semblent se rapprocher le plus des lois scientiﬁques. Ce sont en eﬀet les  compo-
Une approche globaliste : la notion de paradigme 289
santes formelles ou facilement formalisables de la matrice disciplinaire  (Kuhn, 1969,
p. 463). Elles sont souvent exprimées, surtout en physique, sous la forme d'équations,
comme  f = ma  ou  I = V/R  ; elles peuvent aussi être exprimées au moyen
d'énoncés du langage naturel, comme par exemple  les éléments se combinent dans
des rapports de poids constants  ou  l'action égale la réaction  (Kuhn, 1970a,
p. 183).
Ce qui les caractérise en premier lieu, c'est qu'elles sont utilisées  de manière
routinière , sans que les scientiﬁques ressentent  le besoin d'une quelconque justi-
ﬁcation  (Kuhn, 1969, p. 464). Cependant, si l'utilisation de généralisations sym-
boliques est une condition sine qua non de l'appartenance à un groupe scientiﬁque,
cette utilisation routinière n'est la marque d'aucun engagement réel de la part de
celui qui les utilise car elles n'ont, en elles-mêmes, aucune signiﬁcation. Elles sont des
formes vides, des  esquisses de lois  ou  schémas de lois  (Kuhn, 1970a, p. 188)
et ne disent strictement rien sur le monde tant qu'elles ne sont pas appliquées à la
résolution de problèmes concrets, sous la forme de cas exemplaires.
Les cas exemplaires [exemplars]  qui correspondent au sens local de la no-
tion de paradigme  sont des  solutions concrètes de problèmes que les étudiants
rencontrent depuis le début de leur formation scientiﬁque, que ce soit dans les labo-
ratoires, au moment de leurs examens, ou à la ﬁn des chapitres de manuels  (Kuhn,
1970a, p. 187). Typiquement, la résolution du problème du pendule simple, présen-
tée au chapitre 2 (pages 47-48), est un cas exemplaire. C'est par l'application de la
généralisation symbolique  f = ma  à la résolution de ce problème que l'étudiant
apprend sa signiﬁcation. C'est par des applications concrètes de ce type qu'elle de-
vient une authentique représentation et que les symboles qui la composent deviennent
des concepts. C'est seulement alors qu'elle est comprise, et qu'elle peut faire l'objet
d'une adhésion de la part de l'agent.
Une des thèses les plus importantes de Kuhn, sur laquelle il insiste dès 1962
et revient avec force dans les années 1970, est que l'application des généralisations
symboliques à des problèmes concrets, dont la maîtrise est le déterminant le plus
important de l'appartenance à une communauté scientiﬁque, ne consiste pas en l'ap-
plication de règles (voir, par exemple, Kuhn, 1962/1970, p. 42). Si l'on peut toujours,
a posteriori, énoncer des règles qui permettent de relier les diﬀérents symboles de la
généralisation symbolique à des situations concrètes, cela ne rend pas compte de la
signiﬁcation qu'elles ont pour les agents. En eﬀet, cette signiﬁcation, selon Kuhn, est
indissociable de la manipulation concrète qu'exige leur application.
En conséquence, la connaissance scientiﬁque n'est pas contenue dans un ensemble
de généralisations symboliques jointes à leurs règles d'applications, mais dans les cas
290 Chap. 6. Paradigmes, modèles et gabarits
exemplaires, c'est-à-dire les généralisations symboliques en tant qu'elles sont com-
prises. Le cas exemplaire, en eﬀet, ne désigne pas le système concret  ou le système
idéalisé (comme par exemple le pendule simple)  auquel est appliquée la généralisa-
tion symbolique, mais bien la forme particulière que cette dernière prend quand elle
lui est appliquée et acquiert, de ce fait, un contenu. La connaissance scientiﬁque, en
ce sens, comporte une grande part de savoir-faire  que Kuhn, citant Polanyi (1958),
appelle  connaissance tacite  (Kuhn, 1970a, p. 191)  et ne se réduit pas à une
connaissance propositionnelle.
Décrire l'application des généralisations symboliques aux situations concrètes
comme la mise en ÷uvre de règles rendrait incompréhensible, selon Kuhn, la ca-
pacité des agents qui en maîtrisent l'usage à les écrire sous une forme parfois inédite,
adaptée à un nouveau type de problème (Kuhn, 1969, p. 466). Comprendre une géné-
ralisation symbolique, c'est-à-dire être en mesure de l'écrire sous la forme adéquate,
implique donc, comme je l'ai souligné au chapitre 4 (section 1.2), une double compé-
tence, indissociablement computationnelle et représentationnelle.13 Cela signiﬁe que
la capacité à manipuler correctement la généralisation  f = ma  repose sur la
capacité à  reconnaître les forces, les masses et les contraintes dans un nouveau
problème , ce qui permet alors  d'écrire un formalisme adéquat pour sa solution. 
(Kuhn, 1969, p. 477) Cette capacité repose sur celle de  voir diﬀérentes situations
physiques comme similaires ; ces situations sont, si l'on veut, vues dans une gestalt
newtonienne .
Une fois que les étudiants ont acquis la capacité de voir un certain nombre
de situations problématiques de cette manière, ils peuvent improviser l'écriture
des formes symboliques exigées par d'autres situations qui se présentent. Avant
cette acquisition, cependant, la deuxième loi de Newton n'est pour eux rien
d'autre qu'une suite de symboles non interprétés. Bien qu'ils la partagent, ils
ne savent pas ce qu'elle signiﬁe et elle leur dit par conséquent peu de choses
sur la nature. Ce qui leur reste à apprendre n'est pas, cependant, contenu dans
des formulations symboliques additionnelles. Au contraire, ils l'acquièrent par le
biais d'un processus analogue à celui de l'ostension, la confrontation directe à des
séries de situations dont on leur dit que chacune est une situation newtonienne.
(Kuhn, 1970b, pp. 169-170)
La connaissance scientiﬁque  la compréhension des hypothèses théoriques  est donc
littéralement une pratique, et ne peut pas être analysée par la considération de ces
hypothèses théoriques indépendamment de leur utilisation par des agents. Les  lois 
scientiﬁques ne contiennent cette connaissance qu'en tant qu'elles sont utilisées  et
13L'analyse de l'articulation de ces deux compétences est l'objet principal de la section 3 du
présent chapitre.
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comprises  par des agents.
En conséquence, puisque les généralisations symboliques acquièrent leur signiﬁca-
tion au moyen des situations concrètes auxquelles elles sont appliquées, il est possible
que deux agents (ou deux groupes d'agents) utilisent la même généralisation symbo-
lique mais ne la comprennent pas de la même manière, parce qu'ils ne l'appliquent pas
aux mêmes cas. Si tous les étudiants en physique apprennent à appliquer  f = ma 
à des problèmes basiques comme le mouvement du pendule simple ou la chute libre
d'un corps, les cas auxquels ils sont confrontés au fur et à mesure de leur spéciali-
sation diﬀèrent selon le domaine vers lequel ils s'orientent. De même, bien que  les
spécialistes de la physique du solide et de la théorie des champs partagent l'équa-
tion de Schrödinger, c'est seulement les applications les plus élémentaires qui sont
vraiment communes aux deux groupes  (Kuhn, 1962/1970, p. 187). En conséquence,
cette équation n'a pas exactement la même signiﬁcation pour ces deux groupes. Cela
ne veut pas dire que sa signiﬁcation est radicalement diﬀérente, mais que, dans cer-
tains cas, les agents ne l'utilisent pas et, donc, ne la comprennent pas de la même
manière.
Ces considérations permettent de dégager des sous-groupes, au sein d'une large
communauté, sur la base de la manière dont ils utilisent certaines généralisations
symboliques (c'est-à-dire sur la base des cas exemplaires auxquels ils les appliquent).
Sur le chemin de leur spécialisation professionnelle, certains physiciens ne ren-
contrent que les principes de base de la mécanique quantique. D'autres étudient
en détail les applications paradigmatiques de ces principes à la chimie, d'autres
encore à la physique des solides, et ainsi de suite. Ce que signiﬁe la mécanique
quantique pour chacun d'eux 14 dépend de l'enseignement qu'il a suivi, des textes
qu'il a lus, et des revues qu'il fréquente. Il s'ensuit que, bien que le changement
d'une loi de la mécanique quantique soit révolutionnaire pour tous ces groupes,
un changement qui n'a d'incidence que sur l'une ou l'autre application para-
digmatique de la mécanique quantique n'est nécessairement révolutionnaire que
pour les membres d'une sous-spécialité professionnelle particulière. [...] En bref,
bien que la mécanique quantique (ou la dynamique newtonienne, ou la théorie
électromagnétique) soit un paradigme pour de nombreux groupes scientiﬁques,
ce n'est pas le même paradigme pour tous.15 En conséquence, il peut déterminer
simultanément plusieurs traditions de science normale qui se recoupent sans être
coextensives. (Kuhn, 1962/1970, pp. 49-50)
À la limite, on peut dire que chaque individu a son propre paradigme, fruit de son
histoire personnelle (de l'enseignement qu'il a suivi, des livres qu'il a lus, etc.). Ce
paradigme détermine ce que j'ai appelé, au chapitre 3, sa version de la théorie 
14Je souligne.
15Je souligne.
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en l'occurrence, de la mécanique quantique. Sur la base d'un certain nombre de cas
exemplaires communs, on peut dégager des groupes d'individus qui entretiennent des
versions plus ou moins similaires, à plusieurs niveaux de généralité diﬀérents.
Cependant, il est important de noter  et j'y reviendrai plus loin  que cela
n'empêche pas les diﬀérents individus de s'accorder, dans une plus ou moins grande
mesure, sur la signiﬁcation des généralisations symboliques qu'ils utilisent. Il existe
en eﬀet des cas exemplaires communs aux diﬀérents sous-groupes d'une communauté
 large  : par exemple, tous les utilisateurs de la généralisation symbolique  f =
ma  ont appris, au début de leur apprentissage, à l'appliquer au cas du pendule
simple. En outre, l'utilisation de cette généralisation symbolique est contrainte par
des règles strictes, quand bien même ces règles sous-déterminent la manière dont les
agents, confrontés à diﬀérentes situations, l'utilisent. Insistons : ces propos de Kuhn
n'impliquent pas une conclusion relativiste16 selon laquelle chacun comprend  ce qu'il
veut . L'activité scientiﬁque est hautement normée, et les diﬀérentes applications
des généralisations symboliques ne peuvent pas, dans le cadre de la science normale,
conduire à des contradictions.
L'analyse kuhnienne permet ainsi de tracer diﬀérents types de frontières entre
groupes d'individus, et la notion de paradigme semble être d'une très grande plasti-
cité. Les deux autres composantes principales de la matrice disciplinaire (le paradigme
au sens global) permettent encore d'aﬃner l'analyse de certains aspects de l'activité
théorique.
Les modèles sont  les engagements de plus haut niveau, quasi-métaphysiques, que
l'enquête historique met régulièrement en évidence  (Kuhn, 1962/1970, p. 41). Ce
sont les engagements fondamentaux d'un groupe, qui déterminent les méthodes et les
standards d'intelligibilité d'une science. Ainsi,  la chaleur est l'énergie cinétique des
parties qui constituent les corps  ou  tous les phénomènes perceptibles sont dus à des
interactions d'atomes qualitativement neutres dans le vide  (Kuhn, 1970a, p. 184)
ne sont pas, selon Kuhn, des lois de la nature ou des généralisations symboliques,
mais plutôt des croyances fondamentales qui, sans conduire par elles-mêmes à des
prédictions, fournissent le cadre dans lequel l'enquête scientiﬁque peut déﬁnir les
problèmes à résoudre et la forme des explications à apporter.
Pourquoi Kuhn choisit-il d'appeler ces croyances fondamentales des  modèles ,
et quel rôle jouent-elles dans la pratique de la science et dans la compréhension des
agents ? Un premier élément de réponse nous est fourni par l'aﬃrmation de Kuhn
16Si Kuhn tient des propos relativistes, c'est bien plutôt, paradoxalement, quand il s'éloigne
du détail de la pratique scientiﬁque et accepte plusieurs présupposés des approches formelles. Je
montrerai cela à la section 1.2 du présent chapitre.
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selon laquelle les modèles  fournissent les analogies et métaphores préférées ou au-
torisées du groupe. Ce faisant, ils aident à déterminer ce qui sera accepté comme une
explication  (Kuhn, 1970a, p. 184).
Prenons, par exemple, l'idée selon laquelle  les molécules d'un gaz se comportent
comme de petites boules de billard élastiques en mouvement aléatoire . L'adoption
de ce modèle implique qu'une explication du mouvement des molécules d'un gaz doit
avoir la forme d'une équation de la mécanique classique. En conséquence, en imposant
un type d'explication, le modèle impose le choix d'un certain type de généralisation
symbolique. Ce rôle du modèle est à la fois heuristique, puisqu'il aide à trouver
la forme des solutions, et normatif. Son adoption signiﬁe qu'une explication qui ne
revêtirait pas cette forme ne serait ni vraie ni fausse, mais serait tout simplement
non scientiﬁque, voire inintelligible.
Que signiﬁe, à présent, l'aﬃrmation selon laquelle ces modèles sont des  enga-
gements  ? À quel type de croyances les agents qui les acceptent sont-ils engagés ?
Sur ce point, Kuhn distingue les modèles qui font l'objet d'un engagement  méta-
physique  de ceux qui font seulement l'objet d'un engagement  méthodologique .
Après 1630, par exemple, et particulièrement après les écrits remarquablement
inﬂuents de Descartes, la plupart des physiciens admettaient que l'univers était
composé de corpuscules microscopiques et que tous les phénomènes naturels
pouvaient être expliqués au moyen des concepts de forme, taille, mouvement et
interaction corpusculaires. Cet ensemble d'engagements se révéla être à la fois
métaphysique et méthodologique. En tant qu'engagements métaphysiques, ils
disaient aux scientiﬁques quelles sortes d'entités l'univers contenait et ne conte-
nait pas : il y avait seulement de la matière informée en mouvement. En tant
qu'impératifs méthodologiques, ils leurs disaient à quoi les lois ultimes et explica-
tions fondamentales doivent ressembler : les lois doivent spéciﬁer le mouvement
et l'interaction corpusculaires, et l'explication doit réduire tout phénomène na-
turel donné à une action corpusculaire obéissant à ces lois. (Kuhn, 1962/1970,
pp. 41-42)
Ces deux types d'engagements sont parfois, selon Kuhn, indépendants  plus pré-
cisément, l'adoption d'un modèle méthodologique n'implique pas l'engagement mé-
taphysique qui peut l'accompagner. Qui plus est, Kuhn aﬃrme que la nature des
engagements individuels en faveur d'un modèle n'est pas toujours un critère d'ap-
partenance à un groupe scientiﬁque, dans la mesure où il n'aﬀecte pas les pratiques
de ce groupe. Il arrive même parfois que des dissensions explicites existent au sein
d'un groupe caractérisé par le partage de modèles analogiques et de généralisations
symboliques :
une théorie de la matière n'est pas la sorte de sujet sur lequel les membres d'une
même communauté doivent nécessairement s'accorder. La nécessité de l'accord
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dépend de ce que fait la communauté.17 La chimie de la première moitié du dix-
neuvième siècle en fournit un exemple. Bien que beaucoup des outils fondamen-
taux de la communauté  les proportions constantes, les proportions multiples,
la loi des nombres proportionnels  soient devenus la propriété commune des
chimistes à la suite de la théorie atomique de Dalton, il était possible pour les
chimistes, après l'établissement de cette théorie, de faire reposer leurs travaux
sur ces outils et de refuser, parfois avec véhémence, leur adhésion à l'existence
des atomes. (Kuhn, 1970a, p. 180)
Si ces désaccords fondamentaux ne remettent pas forcément en question, selon Kuhn,
l'appartenance des individus au même groupe, c'est parce que, bien que  la force des
engagements du groupe varie, avec des conséquences non triviales, le long du spectre
des modèles heuristiques aux modèles ontologiques, tous les modèles ont des fonctions
similaires.18  (Kuhn, 1970a, p. 184) Cela signiﬁe que, quelle que soit la nature des
engagements individuels en faveur de ces modèles, l'acceptation d'un modèle comme
impératif méthodologique suﬃt à déterminer l'appartenance à une communauté, dans
la mesure où elle suﬃt à imposer l'usage de certains types de représentations.
Insistons sur un point important. On a vu que l'appartenance à un groupe se
caractérise, pour Kuhn, par le fait que les représentations utilisées par les membres
de ce groupe ont la même signiﬁcation. Or, on vient de voir que les pratiques concrètes
des individus, et en particulier leur choix d'un certain type de représentation, sont
des déterminants plus fort de leur appartenance à un groupe que leurs engagements
métaphysiques. Cela semble signiﬁer que l'attitude épistémique d'un individu vis-à-
vis des représentations qu'il utilise  le fait qu'il croie que ces représentations sont
vraies, ou qu'il les considère comme de simples analogies  n'en détermine pas la
compréhension. Autrement dit, un agent qui croit que la structure fondamentale du
monde est faite d'atomes et un agent qui se contente d'adopter un modèle mécaniste
comprennent les équations qu'ils utilisent de la même manière.
Aﬁn d'illustrer cela, reprenons l'exemple de la préférence des physiciens de la ﬁn
du dix-neuvième siècle pour les explications mécaniques (voir chapitre 4, section 2.1,
et chapitre 5, pages 216 et 228). Comme je l'ai déjà souligné (page 172), cette pré-
férence n'implique pas forcément la défense de l'hypothèse atomiste. Pour autant,
elle ne consiste pas seulement dans le choix d'une forme de représentation parmi
d'autres : elle s'accompagne, par exemple chez Boltzmann, de l'aﬃrmation selon la-
quelle une théorie que l'on ne peut pas exprimer sous la forme d'un modèle mécanique
est proprement, du moins à son époque, inintelligible. Cela signiﬁe que l'on ne peut
comprendre cette théorie que si elle nous permet de nous représenter les phénomènes
17Je souligne.
18Je souligne.
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comme des phénomènes mécaniques. Que l'on aﬃrme ou non que les phénomènes
sont bien tels que ce modèle nous les présente, on ne peut se les représenter  et
comprendre la théorie  que sous cette forme. Pour le dire autrement, on peut rester
agnostique, par exemple, sur la question de l'existence de forces, tout en étant inca-
pable de se représenter les phénomènes du mouvement autrement qu'en termes de
forces, ou, du moins, tout en préférant parler de forces en raison du caractère intuitif
de ce concept (voir, sur ce point, mon examen de la version de Mach, chapitre 3,
section 4.1.1).
Ces considérations sont importantes pour mon propos à un double titre. D'abord
parce que, dans la mesure où ils semblent suggérer que deux individus peuvent com-
prendre une représentation de la même manière alors même qu'ils n'ont pas les mêmes
croyances, ces propos de Kuhn entrent en contradiction avec certaines de ses thèses
relatives à l'incommensurabilité des paradigmes, comme on le verra bientôt. Cela me
permettra de montrer que cette contradiction révèle les limites de l'approche de Kuhn
en tant qu'elle est globaliste.
Ensuite parce que, en attirant l'attention sur la variété des attitudes épistémiques
possibles au sein d'un groupe d'agents qui utilisent les mêmes représentations, ces
considérations permettent une analyse ﬁne de la manière dont les engagements théo-
riques de chacun jouent sur leur utilisation de diﬀérentes représentations. Si diﬀé-
rentes attitudes épistémiques vis-à-vis d'un modèle n'impliquent pas toujours une
compréhension et une utilisation diﬀérentes de ce modèle, elles peuvent donner lieu,
dans certains cas, à des désaccords relatifs à la pratique et à l'utilisation de certains
représentations, désaccords qui impliquent parfois des enjeux théoriques cruciaux.
C'est ce que l'analyse des débats des généticiens des années 1920 sur la construction
et l'interprétation des cartes génétiques montrera au chapitre 9.
Les valeurs constituent la quatrième composante principale de la matrice disci-
plinaire. Elles correspondent aux jugements que les individus portent sur les vertus
que l'on doit exiger d'une théorie, comme, par exemple, la simplicité, la cohérence,
la plausibilité ; la notion de valeur peut aussi désigner, par exemple, la préférence
pour les prédictions quantitatives sur les prédictions qualitatives, ou encore l'éva-
luation de la marge d'erreur autorisée d'une prédiction (Kuhn, 1962/1970, p. 185).19
Elles jouent, selon Kuhn, un rôle important dans les choix qu'opèrent les scientiﬁques
au moment où une crise survient au sein d'un paradigme.20 Kuhn remarque que ce
sont les déterminants les plus globaux, et qu'elles sont généralement  plus large-
19Elles correspondent assez bien à ce que j'ai appelé, dans mon analyse des versions de la méca-
nique, les  idéaux scientiﬁques  des diﬀérents auteurs étudiés (chapitre 3, section 5.1).
20Pour la question de l'importance des valeurs dans le choix théorique, voir (Kuhn, 1977b).
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ment partagées par les diﬀérentes communautés que les généralisations symboliques
ou les modèles, [et] fournissent un sentiment d'appartenance communautaire à tous
les praticiens des sciences empiriques.  (Kuhn, 1962/1970, p. 185)21
1.1.2 Le maintien d'une unité globale
On vient de voir que la notion de paradigme, dans sa grande hétérogénéité, permet
d'éclairer plusieurs aspects de la pratique scientiﬁque qui déterminent la compréhen-
sion que les agents ont des représentations qu'ils utilisent. L'analyse des diﬀérentes
composantes de la matrice disciplinaire autorise de plus à identiﬁer des groupes d'in-
dividus à diﬀérents niveaux de généralité, sur la base des pratiques qui leur sont com-
munes. L'analyse kuhnienne de la manière dont les agents utilisent et comprennent
des représentations particulières permet ainsi de rendre compte de l'existence d'au-
thentiques diﬀérences conceptuelles au sein de ce que l'on considère habituellement
comme une seule théorie  la mécanique quantique n'a pas la même signiﬁcation pour
un chimiste et un spécialiste de physique des solides.
Ces diﬀérents avantages de l'analyse kuhnienne sont cependant dus à l'examen
d'unités locales comme les cas exemplaires et les modèles22, qui permettent comme
on l'a vu d'identiﬁer des communautés scientiﬁques à diﬀérents niveaux de géné-
ralité. Tout en reconnaissant la polysémie du terme  paradigme  et en aﬃrmant
l'importance d'unités locales comme les cas exemplaires, Kuhn maintient pourtant,
y compris dans les années 1970, l'idée d'une unité globale  la matrice disciplinaire ,
qui caractérise l'ensemble des croyances d'une communauté. Comme je l'ai souligné
précédemment (page 287), le maintien de cette unité globale semble suggérer qu'elle
consiste en  quelque chose de plus  que l'ensemble de ses composantes, ou, plus pré-
cisément, que ses composantes, prises ensemble, constituent une unité qui, en tant que
telle, caractérise une communauté scientiﬁque. Autrement dit, par delà les diﬀérents
critères d'identiﬁcation d'une communauté et par delà l'analyse des pratiques de ses
membres, Kuhn aﬃrme l'existence d'une entité conceptuelle globale qui détermine
21Ainsi, on a vu, au chapitre 3 (voir en particulier page 152), que les physiciens philosophes de
la ﬁn du dix-neuvième siècle partagent tous un idéal de simplicité et d'économie de la pensée, ainsi
qu'un refus des explications  métaphysiques . Toutefois, cet accord explicite recèle souvent un
désaccord sur la manière dont cet idéal doit être mis en ÷uvre. Si l'on considère, par exemple, les
divergences entre les versions de la mécanique exprimées par Duhem et par Mach, qui s'accordent
pourtant explicitement sur certaines valeurs, on trouve qu'elles reposent sur des dissensions plus
profondes concernant la nature même des théories scientiﬁques et sur des engagements théoriques
diﬀérents.
22Les modèles sont décrits comme des unités globales au sens où ils caractérisent parfois un en-
semble de croyances implicites. Cependant, comme on l'a vu, leur fonction au sein d'une communauté
consiste principalement à imposer un certain type de généralisation symbolique.
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la manière dont les membres de cette communauté comprennent les théories qu'ils
utilisent et, par là même, comprennent les phénomènes.
Ainsi déﬁni, le paradigme n'est pas tant une unité d'analyse que l'objet d'une
hypothèse théorique. Or, l'utilité d'une telle hypothèse semble douteuse, puisque l'es-
sentiel des bénéﬁces de l'analyse qui précède ont été tirés de l'attention à des pratiques
et des unités locales. De plus, outre le fait que rien ne permet d'en aﬃrmer l'existence,
son maintien  en tant qu'unité globale distincte de l'ensemble de ses composantes 
conduit Kuhn, comme on va le voir dans les deux prochaines sections (1.2 et 1.3), à
déﬁnir le paradigme comme une entité monolithique, restreignant du même coup la
fécondité des outils d'analyse que je viens de présenter.
1.2 La thèse de l'incommensurabilité des paradigmes et les limites
de l'approche globaliste de Kuhn
On a vu (section 1.1.1) que l'analyse de l'application des généralisations symbo-
liques à des problèmes concrets au cours de l'apprentissage et de la pratique scien-
tiﬁques permet à Kuhn d'avancer une thèse sur la signiﬁcation des représentations
utilisées par les agents. Cette thèse, selon laquelle une expression comme  f = ma 
tire sa signiﬁcation de son application à des situations concrètes que l'étudiant ap-
prend à identiﬁer comme des situations newtoniennes, est parfois mise au service,
par Kuhn, d'une thèse générale sur la nature du changement scientiﬁque et des rela-
tions inter-théoriques, qui se présente comme une attaque frontale de la conception
empiriste logique des théories.
Dans ce cadre, les paradigmes sont identiﬁés à des schèmes conceptuels qui dé-
terminent à la fois la signiﬁcation des termes du langage employé par les membres
d'une communauté scientiﬁque et le contenu des théories qu'ils formulent au moyen
de ce langage ; les paradigmes, qui se confondent alors avec les théories et les lan-
gages utilisés pour les exprimer, sont dits  incommensurables , ce qui signiﬁe qu'il
n'existe pas de langage commun permettant de les exprimer et, par là, de comparer
leur signiﬁcation.23
Dans cette section, je vais montrer que cette thèse non seulement ne découle
pas, comme Kuhn le prétend, de son analyse de l'apprentissage et de la pratique
scientiﬁques, mais encore repose sur une conception de la signiﬁcation des théories
23La thèse de l'incommensurabilité des paradigmes aﬃrme plus largement qu'il n'existe pas d'éta-
lon commun à l'aune duquel des traditions scientiﬁques successives pourraient être comparées : les
normes de rationalité, les méthodes, les valeurs et les croyances fondamentales sont bouleversées.
Je me contenterai ici d'examiner la version linguistique de la thèse de l'incommensurabilité, qui
fonde les autres aspects de cette thèse et est directement orientée contre la conception des relations
inter-théoriques défendue par les empiristes logiques.
298 Chap. 6. Paradigmes, modèles et gabarits
diﬀérente de celle que j'ai présentée dans ce qui précède. On verra que les eﬀorts que
Kuhn consacre à la défense de la thèse de l'incommensurabilité l'écartent de son objet
premier qu'est l'étude de la pratique scientiﬁque et le rapprochent paradoxalement de
l'empirisme logique dont il prétend pourtant, plus que jamais, se démarquer. Critiquer
la thèse de l'incommensurabilité des paradigmes me permettra de montrer les limites
de l'approche kuhnienne en tant qu'elle est globaliste et qu'elle repose, du moins
quand il s'agit d'étudier le changement scientiﬁque et les relations inter-théoriques,
sur une conception logico-empirique des théories. Cela me conduira à recentrer mon
analyse sur des unités locales et à renoncer à en étudier la signiﬁcation sur le modèle
de la référence linguistique.
1.2.1 De l'application des généralisations symboliques à l'adoption d'un
schème conceptuel
Comment s'opère ce glissement qui conduit Kuhn, de ses considérations sur la
pratique scientiﬁque, à adopter une conception logico-empirique de la signiﬁcation
des théories ? On a vu, dans ce qui précède, qu'apprendre à appliquer l'expression
 f = ma  à des problèmes particuliers, c'est, selon Kuhn, apprendre à reconnaître
dans la nature des situations newtoniennes. À cela, Kuhn ajoute parfois deux élé-
ments qui n'en découlent pas nécessairement, et qui reposent sur l'adoption de deux
présupposés supplémentaires. Le premier de ces présupposés est l'idée selon laquelle
l'apprentissage de la signiﬁcation d'un énoncé est indissociable de l'acquisition d'une
connaissance factuelle  ou d'une croyance  à propos du monde. Le second consiste en
l'adoption une thèse holiste selon laquelle la signiﬁcation d'un énoncé lui est fournie
par la théorie  ou le système entier de croyances  dont il fait partie.24
À plusieurs reprises, Kuhn aﬃrme que, par l'application de l'expression  f =
ma  à des situations concrètes, on apprend, dans le même mouvement, la signiﬁcation
des concepts  masse ,  force  et  accélération  et le fait que le monde est
newtonien, c'est-à-dire que  f = ma  exprime une proposition vraie. En eﬀet, selon
lui,
Contempler des exemples est une partie essentielle (quoique pas la seule) de
l'apprentissage de ce que les mots d'une loi signiﬁent individuellement et col-
lectivement, ou de l'apprentissage de la manière dont il convient de les relier
24Ces deux présupposés correspondent aux thèses au moyen desquelles Quine (1951) dénonce les
 deux dogmes de l'empirisme  : il aﬃrme en eﬀet que la distinction entre les questions de fait et les
questions de signiﬁcation est relative au schème conceptuel, et, corrélativement, que la signiﬁcation
des termes et des énoncés est déterminée par le schème conceptuel. Kuhn se réclame explicitement de
Quine dans la préface (p. vi) de La Structure des révolutions scientiﬁques. Il y mentionne également
l'inﬂuence des travaux de Benjamin Whorf (1956) sur le relativisme linguistique.
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à la nature. De même, c'est une partie de l'apprentissage du comportement du
monde25. Les deux ne peuvent pas être séparés. Ce même double rôle est joué
par les problèmes des manuels desquels les étudiants apprennent, par exemple,
à découvrir forces, masses, accélérations dans la nature et dans le même mou-
vement découvrent ce que  f = ma  signiﬁe et comment il est attaché à et
gouverne la nature26. (Kuhn, 1970b, 171)
Quand ces considérations, qui portent sur des formules particulières, sont étendues
aux théories  dont on a pourtant vu qu'elles n'étaient censées être, tout au plus,
qu'un élément parmi d'autres du paradigme  on en arrive à la thèse de l'incommen-
surabilité des paradigmes.
En eﬀet, à plusieurs reprises, Kuhn aﬃrme que  résoudre des problèmes revient à
apprendre le langage d'une théorie27 et à acquérir la connaissance de la nature conte-
nue dans ce langage28.  (Kuhn, 1970b, p. 169) Dans la mesure où l'apprentissage
de la signiﬁcation des énoncés, se faisant par un  processus analogue à l'ostension ,
implique d'emblée l'acquisition d'un certain contenu de connaissance sur le monde, il
devient impossible de distinguer la théorie (le contenu de connaissance) du langage
dans lequel elle est exprimée. En conséquence, une théorie scientiﬁque ne consiste
pas en l'expression d'un certain contenu empirique par le biais d'un langage dans
lequel il est possible d'exprimer une autre théorie, éventuellement incompatible ou
contradictoire avec la première : la théorie scientiﬁque est, dans la perspective de ces
propos de Kuhn, identiﬁée à un langage, dont la maîtrise implique d'emblée l'adop-
tion d'un certain nombre de croyances. Le paradigme, en tant qu'il désigne l'ensemble
des croyances partagées par une communauté, n'est plus distingué de la théorie, et
la communauté scientiﬁque est identiﬁée à une communauté linguistique.
1.2.2 Incommensurabilité et réduction inter-théorique
La notion de paradigme sert à la fois à décrire ce que les membres d'une commu-
nauté scientiﬁque ont en commun et ce qui distingue les communautés  contempo-
raines ou successives  les unes des autres. Les révolutions scientiﬁques, c'est-à-dire les
changements qui n'ont pas lieu au sein de la science normale, mais qui bouleversent
cette dernière au point de donner naissance à une nouvelle tradition scientiﬁque, sont
donc décrites comme des changements de paradigme.
Dans la mesure où l'appartenance à une communauté scientiﬁque consiste dans
la maîtrise d'un langage, laquelle s'accompagne ipso facto de l'adoption de croyances
25Je souligne
26Je souligne.
27Je souligne.
28Je souligne.
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et d'une manière de catégoriser et, littéralement, de voir le monde, des individus
appartenant à des traditions scientiﬁques diﬀérentes, en attribuant des signiﬁcations
diﬀérentes aux mots qu'ils emploient, non seulement ne disent pas la même chose du
monde, mais ne parlent même pas du même monde. Parce que  ni les scientiﬁques
ni les profanes n'apprennent à voir le monde morceau par morceau ou objet par ob-
jet 29, la modiﬁcation d'une croyance, dans la mesure où elle implique la redéﬁnition
de certains termes, est d'emblée une modiﬁcation de la manière globale de catégoriser
les phénomènes, un  déplacement du réseau conceptuel par lequel le scientiﬁque voit
le monde  (Kuhn, 1962/1970, p. 102) :
les coperniciens qui refusaient au Soleil le titre traditionnel de  planète  n'ap-
prenaient pas seulement ce que le terme  planète  signiﬁe ou ce qu'est le Soleil.
En fait, ils changeaient la signiﬁcation même de  planète  de manière à ce que
ce terme puisse continuer à établir des distinctions utiles dans un monde où tous
les corps célestes, et pas seulement le Soleil, étaient vus sous un aspect diﬀérent
de celui sous lequel on les avait vus jusque là. [...] Les paradigmes déterminent en
même temps de grandes parties de l'expérience. (Kuhn, 1962/1970, pp. 128-129)
C'est cette version linguistique de la thèse de l'incommensurabilité que Kuhn op-
pose à la conception empiriste logique des relations entre théories, et en particulier
à la notion de réduction inter-théorique (voir Nagel, 1961, chap. 11). Cette dernière
notion permet d'étudier les relations entre des théories successives ou entre des théo-
ries contemporaines portant sur des domaines diﬀérents de phénomènes (physique et
biologie, par exemple). Elle repose, comme on va le voir, sur l'idée qu'il est possible
d'exprimer deux théories diﬀérentes dans le même langage, ce qui permet d'en étudier
les relations et, le cas échéant, de montrer que l'une est la conséquence logique de
l'autre.
Dire qu'une théorie T1 en réduit une autre T2, c'est dire que tous les phénomènes
expliqués et prédits par T2 sont prédictibles et explicables par T1, selon le modèle
déductif-nomologique de Hempel (1965a).30 Autrement dit, T2, pour être réduite
par T1, doit en être une conséquence logique. Nagel (1961) distingue deux types de
réductions ; le premier type, jugé non problématique, est celui des réductions dites
 homogènes , c'est-à-dire des cas où tous les concepts de T2 (la théorie réduite) se
29 L'enfant qui transfère le mot maman de tous les humains à toutes les femmes et ﬁnalement
à sa mère n'apprend pas seulement ce que maman signiﬁe ou qui est sa mère. Simultanément,
il apprend certaines diﬀérences entre hommes et femmes ainsi que certaines choses sur la manière
dont toutes les femmes, sauf une, se comportent vis-à-vis de lui. Ses réactions, ses attentes et ses
croyances  en fait, une grande partie du monde qu'il perçoit  changent en conséquence.  (Kuhn,
1962/1970, p. 128)
30Voir chapitre 5, page 214.
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retrouvent dans T1.31 Le cas du passage de la mécanique newtonienne à la théorie de
la relativité d'Einstein est un cas typique, pour Nagel, de réduction homogène.
Dans le chapitre sur  la nature et la nécessité des révolutions scientiﬁques ,
Kuhn (1962/1970) propose une critique en règle de la thèse selon laquelle les lois de
Newton sont une conséquence logique de celles d'Einstein.32 Selon lui, la position des
empiristes logiques est à la fois historiquement improbable et logiquement fautive.33
Sur le premier point, que je ne développerai pas, l'argument de Kuhn (1962/1970,
pp. 98-100) consiste à montrer que la théorie positiviste de la réduction rend pro-
prement impensable le changement scientiﬁque. En déﬁnissant la scientiﬁcité par
la vériﬁabilité empirique, les positivistes sont conduits, selon la lecture caricaturale
qu'en fait ici Kuhn, à restreindre ce que disent les théories à ce qui a déjà été eﬀecti-
vement vériﬁé. Ces dernières sont donc par déﬁnition prémunies contre l'erreur. Cela
rend impossible, selon Kuhn, la mise en défaut de  n'importe quelle théorie ayant
été appliquée avec succès à n'importe quel ensemble de phénomènes  (p. 100).
Outre cette incapacité à penser la possibilité même du changement théorique,
la position réductionniste souﬀre, selon Kuhn, d'une  lacune logique  (p. 101).
Contrairement à ce que la théorie de la réduction homogène aﬃrme, on ne peut
pas déduire la loi de Newton de la théorie d'Einstein, même sous la forme d'une
approximation.
Moyennant une approximation, on peut certes déduire de la théorie einsteinienne
des lois qui ont les mêmes expressions symboliques que celles de Newton. Cependant,
31Pour Nagel, les seuls cas problématiques sont ceux des réductions non homogènes, comme celle
des lois de la thermodynamique par la théorie cinétique des gaz ; dans ce cas, où le concept de tempé-
rature est  traduit  ou  réduit  par celui d'énergie cinétique, se pose un problème analogue à celui
de la réduction des termes théoriques à des termes observationnels (voir chapitre 5, section 1.3) : il
semble qu'une partie de la signiﬁcation de  température  échappe à l'expression  énergie cinétique
moyenne des molécules . Le cas de la  réduction  des lois de Newton par la mécanique relativiste
ne pose pas ce problème : la déﬁnition des concepts est modiﬁée, mais, selon Nagel, aucune partie
de la signiﬁcation du concept newtonien de masse n'est perdue dans le processus de réduction.
32Il considère même cet exemple comme le  prototype des réorientations révolutionnaires dans
les sciences  : tout en étant  plus subtile que les changements du géocentrisme à l'héliocentrisme,
du phlogistique à l'oxygène, des particules aux ondes, la transformation conceptuelle qui résulte
de cette révolution n'est pas moins décisive de la destruction du paradigme établi auparavant.
[...] Précisément parce qu'elle n'implique pas l'introduction d'objets ou de concepts additionnels,
la transition de la mécanique newtonienne à la mécanique einsteinienne illustre avec une clarté
particulière la révolution scientiﬁque comme un déplacement du réseau conceptuel par lequel le
scientiﬁque voit le monde.  (Kuhn, 1962/1970, p. 102)
33Kuhn, comme il le reconnaîtra plus tard, a une connaissance relativement mauvaise des thèses
des empiristes logiques, dont il livre une caricature assez grossière. Que la cible de Kuhn soit un
homme de paille importe cependant assez peu. Ce qui m'intéresse ici est la conception des théories
et de leur signiﬁcation qui sous-tend son argumentation.
302 Chap. 6. Paradigmes, modèles et gabarits
ces lois ne sont pas, selon Kuhn, les lois de Newton.  Tout au plus, ce sont les
lois de Newton réinterprétées d'une manière qui était impossible avant les travaux
d'Einstein.  (p. 101) En eﬀet, nous dit Kuhn, tout en s'écrivant, par exemple,  f =
ma , une expression déduite des lois d'Einstein n'est pas la loi de Newton parce que
les référents physiques [des concepts einsteiniens représentés par les symboles
 f ,  m  et  a ] ne sont en aucun cas identiques à ceux des concepts
newtoniens qui portent le même nom. (La masse newtonienne est conservée ;
la masse einsteinienne est convertible en énergie. C'est seulement à des vitesses
relatives basses que les deux peuvent être mesurées de la même manière, et
même dans ce cas elles ne doivent pas être conçues de la même manière.) [...] En
passant à la limite, ce ne sont pas seulement les formes des lois qui ont changé.
Simultanément, nous avons dû altérer les éléments structuraux fondamentaux
dont l'univers auquel elles sont appliquées est composé.  (Kuhn, 1962/1970,
pp. 101-102)
Du fait que le concept de masse n'a pas la même déﬁnition dans la théorie de Newton
et dans celle d'Einstein, et donc que l'expression  f = ma  n'a pas la même signi-
ﬁcation dans les deux contextes, Kuhn déduit l'aﬃrmation selon laquelle le symbole
 m  n'a pas le même référent. Cet argument de Kuhn repose sur les deux présup-
posés mentionnés précédemment : d'une part, l'indistinction entre les questions de
signiﬁcation et les questions de fait, et d'autre part l'adoption du holisme sémantique.
À en croire Kuhn, puisque changement de signiﬁcation des termes et changement de
croyance sur le monde sont indissociables, la signiﬁcation du concept de masse chez
Einstein ne peut pas être comprise si l'on n'adopte pas la théorie d'Einstein et la
vision du monde qui l'accompagne.
Adopter la théorie de Newton ou la théorie d'Einstein, c'est adopter d'emblée un
ensemble de croyances et une vision globale du monde dans laquelle les termes de
l'autre théorie n'ont pas de référent.
Dans la transition d'une théorie à une autre, les mots changent de signiﬁcation
ou de conditions d'applicabilité d'une manière subtile. Bien que la plupart des
signes utilisés avant et après une révolution soient les mêmes  par exemple force,
masse, élément, composé, cellule  les manières selon lesquelles certains d'entre
eux sont reliés à la nature ont quelque peu changé. Les théories successives sont
donc, comme nous [Feyerabend et Kuhn]34 le disons, incommensurables. (Kuhn,
1970b, p. 163)
34Dans ce texte, Kuhn n'opère pas de distinction nette entre la thèse de l'incommensurabilité
défendue par Feyerabend (1962) et la sienne. Dans d'autres textes, comme par exemple dans (Kuhn,
1982), il s'en démarque plus nettement, signalant que Feyerabend défend la thèse radicale selon
laquelle la signiﬁcation de tous les termes, y compris ceux qui semblent désigner des observables de
manière indépendante de la théorie, est aﬀectée par un changement de théorie. Kuhn, pour sa part,
prétendra limiter l'incommensurabilité à certains termes seulement. Il est cependant diﬃcile, dans
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La thèse selon laquelle le donné est toujours d'emblée théorisé, quand elle prend la
forme d'un holisme sémantique, conduit donc Kuhn à l'aﬃrmation radicale selon
laquelle mécaniques newtonienne et einsteinienne non seulement ne disent pas la
même chose, mais encore ne parlent pas du même monde ; tout comme l'astronomie
de Ptolémée et celle de Copernic, les théories de Newton et d'Einstein sont selon lui
fondamentalement incompatibles.
1.2.3 Retour à une conception linguistique des théories
Je voudrais à présent montrer que cet argument repose sur une concession majeure
à la conception empiriste logique des théories. En eﬀet, si le terme  masse  n'a pas
la même signiﬁcation chez Newton et chez Einstein, c'est entre autres, nous dit Kuhn,
parce que  la masse newtonienne est conservée  alors que  la masse einsteinienne
est convertible en énergie . La signiﬁcation de ce terme lui est donc donnée par
la théorie qui l'emploie, cette théorie étant conçue comme un ensemble d'énoncés
qui tout à la fois ﬁxe les signiﬁcations des mots et exprime des propositions sur le
monde. La concentration exclusive de Kuhn sur les théories et le fait que la thèse de
l'incommensurabilité s'applique à elles et non à l'ensemble, dont on a vu qu'il était
extrêmement hétérogène, des composantes du paradigme, est le symptôme d'une
dérive linguistique des propos kuhniens, qui leur fait perdre, selon moi, une partie de
leur force.
Ces propos semblent en eﬀet incompatibles avec une autre conception de la si-
gniﬁcation des lois et des concepts scientiﬁques, selon laquelle la signiﬁcation de
 f = ma , pour l'individu qui l'utilise, dépend de la manière dont il a appris à
l'appliquer à des situations concrètes. Kuhn insiste en eﬀet, on l'a vu, sur le fait que
l'étudiant en physique  découvre la signiﬁcation de termes comme force, masse,
espace et temps [...] moins par le biais des déﬁnitions incomplètes quoique parfois
utiles qu'il trouve dans son manuel qu'en observant et en participant à l'applica-
tion de ces concepts à des solutions de problèmes  (Kuhn, 1962/1970, p. 47). Dès
lors, on voit mal pourquoi les déﬁnitions incompatibles de la masse par les théories
newtonienne et einsteinienne impliquent que, même dans le cas de  vitesses relatives
basses [où les masses newtonienne et einsteinienne] peuvent être mesurées de la même
manière35, [...] elles ne doivent pas être conçues de la même manière.  Si vraiment
 f = ma  est une expression vide de signiﬁcation avant tout exercice concret de
résolution de problèmes, on devrait pouvoir, suivant Kuhn, aﬃrmer que, quelle que
l'argument qu'il développe en 1962 contre la réduction inter-théorique, de voir comment une telle
limitation peut être imposée au changement de signiﬁcation.
35Je souligne.
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soit la théorie d'où elle est issue, sa signiﬁcation est la même quand son application
implique les mêmes manipulations de la part du scientiﬁque. Pourtant, dans l'argu-
ment de Kuhn, si les théories newtonienne et einsteinienne sont incommensurables,
ce n'est pas parce que l'expression  f = ma  n'est pas appliquée aux mêmes cas
et n'implique pas les mêmes manipulations dans le cadre newtonien et dans le cadre
einsteinien, mais parce que les diﬀérentes lois dans lesquelles ﬁgure le symbole m 
ne sont pas logiquement équivalentes.
Alors même que ses propos sur le rôle des généralisations symboliques et les cas
exemplaires étaient destinés à rejeter la pertinence de la notion de théorie enten-
due comme un système déductif d'énoncés, Kuhn semble ici opérer un retour à cette
conception des théories. Le holisme sémantique qui sous-tend la thèse de l'incom-
mensurabilité, en permettant d'aﬃrmer que, quand la signiﬁcation d'un seul terme
est modiﬁée, le système entier ainsi que la structure du monde qu'il décrit sont bou-
leversés, repose en fait, comme on l'a vu, sur l'identiﬁcation préalable d'une théorie
à un langage. La critique de Kuhn aux empiristes logiques se  réduit  ici à celle de
Quine (1951), qui aﬃrme l'impossibilité d'une distinction entre questions de fait et
questions de signiﬁcation. Sans minimiser l'importance d'une telle critique, je suggère
qu'elle n'a de sens qu'en tant qu'elle repose sur l'acceptation d'une part importante
de l'héritage des empiristes logiques. Elle repose en particulier sur une approche ex-
clusivement linguistique de la connaissance scientiﬁque, conduisant à des questions
de philosophie de la logique et du langage qui n'ont qu'une incidence lointaine sur la
réalité de la pratique scientiﬁque.
En eﬀet, la thèse de l'incommensurabilité ne contribue pas à donner une image
plus réaliste de la pratique scientiﬁque que celle des empiristes logiques orthodoxes.
Si l'idée d'un ensemble de règles de correspondance fournissant une interprétation
empirique à un système formel ne rend pas compte de la nature de l'apprentissage
et de la connaissance scientiﬁques, celle d'un schème conceptuel qui implique de
la part des individus l'adoption globale d'un ensemble de croyances n'est pas plus
satisfaisante. Contrairement à ce que prétend Kuhn, elle ne rend pas compte de
la manière dont la connaissance scientiﬁque est construite et acquise,  morceau par
morceau  : l'aﬃrmation selon laquelle la signiﬁcation de  masse  n'est pas la même
chez Newton et chez Einstein n'est en aucun cas une aﬃrmation sur la manière dont
les énoncés dans lesquels ce terme ﬁgure sont utilisés et compris par les agents, mais
bien sur la diﬀérence logique entre deux systèmes formels.
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1.2.4 Le changement scientiﬁque rendu incompréhensible
Rappelons la double critique que Kuhn faisait à la conception empiriste logique
de la réduction inter-théorique (voir page 301) : elle est historiquement improbable et
souﬀre d'une lacune logique. Du point de vue logique, la critique kuhnienne repose,
on vient de le voir, sur l'adoption des présupposés fondamentaux de ses adversaires.
Je voudrais à présent montrer que, du point de vue historique, il en découle une
conception tout aussi irréaliste.
Aﬃrmer que les théories de Newton et d'Einstein, parce qu'elles ne disent pas
la même chose, ne parlent tout simplement pas de la même chose revient à nier
qu'il y ait progrès ou même changement de Newton à Einstein. À la rigueur, rien ne
permet de dire qu'elles ont plus en commun que ne l'ont, par exemple, l'astronomie
et la botanique. Si  masse , chez Newton et chez Einstein, ne désigne pas la même
réalité, on voit mal en quoi consiste le changement.
Dudley Shapere (1964, 1966) a ainsi montré que la thèse de l'incommensurabilité
revient à faire du changement scientiﬁque, assimilé à un changement de signiﬁcation,
une aﬀaire de  tout ou rien . Cela, joint à l'absence de critère clair de changement
de signiﬁcation36, contribue selon Schapere à faire de la notion de paradigme une
unité d'analyse inopérante. La  racine du relativisme de Kuhn et de Feyerabend , à
laquelle la thèse de l'incommensurabilité radicale conduit, réside selon Shapere (1966)
dans leur  conception rigide de ce en quoi consiste un changement de signiﬁcation 
à savoir, incomparabilité absolue, incommensurabilité.  (pp. 67-68)
Deux expressions ou ensemble d'expressions doivent soit avoir exactement la
même signiﬁcation, soit être radicalement et complètement diﬀérent(e)s. Si la
signiﬁcation des théories n'est pas invariante au cours de l'histoire de leur dé-
veloppement et de leur incorporation dans des théories plus larges ou plus pro-
36Le holisme sémantique ne fournit en eﬀet, selon Schapere, aucun critère permettant de distinguer
un changement dans la signiﬁcation d'un terme d'un changement dans son application, ce qui rend
arbitraire tout jugement aﬃrmant un changement révolutionnaire.  On ne nous fournit aucun
moyen de décider de ce qui compte comme une partie de la signiﬁcation d'un terme ou de ce qui
compte comme un changement de signiﬁcation de ce terme. De même, on ne nous fournit aucun
moyen de décider de ce qui compte comme une partie d'une théorie et de ce qui compte comme
un changement de théorie  (Shapere, 1966, p. 55). Cette critique est adressée, dans ce contexte,
à Feyerabend, dont la thèse de l'incommensurabilité est, plus nettement que chez Kuhn, orientée
contre la notion nagélienne de réduction inter-théorique. Dans la mesure où Kuhn, dans d'autres
textes, distingue sa thèse de l'incommensurabilité de celle de Feyerabend (voir note 34), la critique
de Schapere peut sembler injuste quand elle s'adresse à Kuhn. Cependant, dans les textes où Kuhn,
de façon symptomatique, se concentre sur les théories et non sur les paradigmes, sa thèse est parfois
diﬃcile à distinguer de celle de Feyrabend. Ce dernier, choisissant d'appeler  théorie  son unité
d'analyse globale, énonce sa thèse sur un plan uniquement linguistique et en assume entièrement les
conséquences irrationnelles et relativistes, ce qui n'est pas le cas de Kuhn.
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fondes, alors ces théories (paradigmes) successifs ne peuvent réellement pas être
comparés du tout, malgré les apparentes similitudes, qui doivent être négligées
car considérées non pertinentes et superﬁcielles. Si la conception de l'histoire
des sciences comme un  développement par accumulation  est incorrecte, la
seule alternative est qu'il s'agisse d'un processus absolument non cumulatif de
remplacement. Il n'y a jamais de demie-mesure et, en conséquence, il n'est pas
surprenant que le rejet des principes positivistes d'invariance de la signiﬁcation
et de développement par accumulation nous abandonne au relativisme, car c'est
la seule possibilité que cette conception de la diﬀérence de signiﬁcation laisse
ouverte. Mais ce relativisme, et les doctrines qui y conduisent, ne sont pas le
résultat d'une enquête sur la science réelle et son histoire ; au contraire, c'est la
conséquence purement logique d'une préconception étroite de la  signiﬁcation .
(Shapere, 1966, p. 68)
Selon cette critique  que j'endosse , Kuhn pèche précisément par là où il accuse
les empiristes logiques de pécher. En se concentrant exclusivement sur des questions
de signiﬁcation, et en adoptant une conception très rigide de la signiﬁcation  qu'il
n'explicite pas vraiment , il se rend incapable de rendre compte de la dynamique
de la science. Les théories newtonienne et einsteinienne sont des entités tout aussi
ﬁgées et abstraites dans sa perspective que dans celle du positivisme logique. À son
tour, Kuhn fait des exemples historiques des  anecdotes 37 destinées à illustrer des
théories préconçues.
1.3 Paradigmes et versions : deux conceptions de la signiﬁcation
On a vu (section 1.1) que l'analyse kuhnienne de la pratique scientiﬁque permet
de tracer diﬀérents types de distinctions au sein de l'activité théorique, en fonction
des types d'engagements et de pratiques auxquels on prête attention. J'ai notamment
montré qu'elle permet de rendre compte de diﬀérences conceptuelles au sein d'une
même  théorie , diﬀérences gommées par l'analyse formelle des empiristes logiques
qui identiﬁent les diﬀérences conceptuelles à des diﬀérences logico-empiriques. Pour-
tant, on vient de voir que la conception de la signiﬁcation qui sous-tend la thèse
de l'incommensurabilité conduit Kuhn à dresser un tableau de l'activité scientiﬁque
aussi irréaliste que celui des empiristes logiques, en assimilant, à son tour, change-
ment conceptuel et changement logico-empirique. Dans cette section, je me propose
d'approfondir cette critique en montrant, dans un premier temps (section 1.3.1), que
la thèse de l'incommensurabilité, en faisant des paradigmes des entités monolithiques,
37Kuhn (1962/1970, p. 1) écrit, dans l'introduction de son ouvrage :  L'histoire, si on la considérait
comme autre chose qu'un ensemble d'anecdotes ou de dates, pourrait provoquer une transformation
décisive dans l'image de la science dont nous sommes actuellement prisonniers. 
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empêche non seulement de comprendre les changements de théorie (comme le passage
de la mécanique newtonienne à la mécanique einsteinienne), mais aussi la variabi-
lité conceptuelle intra-théorique, que mon analyse des versions de la mécanique, au
chapitre 3, a mise en évidence. Dans un deuxième temps, je reviendrai sur les dif-
férentes conceptions de la signiﬁcation que Kuhn, dans ses propos, semble adopter
tour à tour, et je les comparerai à celle qui me semble la plus adaptée à la description
de l'activité théorique (section 1.3.2). Enﬁn, je préciserai la comparaison entre les
notions de version et de paradigme et les hypothèses qu'elles permettent d'énoncer à
propos de l'activité théorique (section 1.3.3).
1.3.1 Les paradigmes comme unités monolithiques
De même qu'ils conduisent à nier toute similitude entre deux théories jugées
incommensurables comme celles de Newton et d'Einstein, les propos de Kuhn que j'ai
présentés à la section 1.2 empêchent, comme l'a montré Dudley Shapere (1964, 1966),
d'apercevoir des diﬀérences conceptuelles au sein d'une même tradition scientiﬁque.
Ainsi eﬀacent-ils la diversité de ce que j'ai appelé, au chapitre 3, les  versions  
successives ou simultanées  de la mécanique :
il est naturel et courant de dire que Newton, d'Alembert, Lagrange, Hertz, Ha-
milton, Mach et d'autres ont formulé des versions38 diﬀérentes de la mécanique
classique ; cependant, certaines de ces formulations impliquaient indiscutable-
ment des  engagements  diﬀérents  par exemple, certaines impliquaient des
engagements pour les forces, d'autres pour l'énergie, certaines pour des principes
vectoriels, d'autres pour des principes variationnels. La distinction entre para-
digmes et diﬀérentes articulations d'un paradigme, et entre révolutions scienti-
ﬁques et science normale, est au mieux aﬀaire de degré, tout comme l'engage-
ment pour un paradigme : l'expression de désaccord explicite, la prolifération
d'articulations concurrentes, les débats sur les fondements, sont tous plus ou
moins présents tout au long du développement de la science ; et il y a toujours
des éléments directeurs qui sont plus ou moins communs, même entre ce que
l'on considère comme des  traditions  diﬀérentes. (Shapere, 1964, pp. 387-388)
En eﬀet, l'idée selon laquelle l'adoption d'un paradigme implique d'emblée celle d'un
ensemble de croyances conçu comme une  vision du monde  globale, masque les
variations inter-individuelles mises en évidence par l'analyse des versions. Il n'est
plus alors possible, au sein d'une communauté, de dégager des sous-communautés
ni, au sein d'une  même  théorie, d'identiﬁer des changements conceptuels. On ne
38Dudley Schapere emploie ici indiﬀéremment les termes  versions  et  formulations , et je
ne prétends pas lui attribuer les déﬁnitions que j'ai proposées dans la première partie de ce travail.
Pour autant, les diﬀérences qu'il souligne sont proches de celles que j'ai pu établir au cours de mon
analyse.
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peut qu'identiﬁer de grands paradigmes incommensurables, au sein desquels règne
un accord qui rend toute discussion impossible. Puisque deux personnes exprimant
des opinions diﬀérentes ne parlent d'emblée pas de la même chose, le dialogue est
impossible, à l'intérieur comme à l'extérieur du paradigme.
Si Kuhn manque les diﬀérences intra-théoriques pourtant caractéristiques de l'ac-
tivité scientiﬁque normale, c'est, selon Shapere (1966), parce que, comme on l'a vu, il
fait du changement scientiﬁque une aﬀaire de  tout ou rien , et parce qu'il suppose
l'existence, au fondement de l'activité scientiﬁque d'une communauté d'individus,
d'une  unité cachée  et monolithique (comme je l'ai souligné page 287) :
Une fois encore [...], Kuhn commet l'erreur de croire qu'il n'y a que deux branches
à l'alternative : identité absolue ou diﬀérence absolue. Mais les données dis-
ponibles sont les similitudes et les diﬀérences ; et pourquoi ne pourraient-elles
pas suﬃre à nous permettre de parler de conceptions plus ou moins similaires,
et, selon le but recherché, à classer des points de vue suﬃsamment similaires
ensemble, comme, par exemple, appartenant à la même tradition ? [...] En ri-
gidiﬁant la notion de  tradition scientiﬁque  en une unité cachée, Kuhn est
forcé, pour une raison purement conceptuelle à ignorer beaucoup de diﬀérences
importantes entre activités scientiﬁques considérées comme appartenant à la
même tradition, ainsi que des continuités importantes entre traditions succes-
sives. (Shapere, 1966, p. 71)
Kuhn aperçoit pourtant, dès 1962, le risque que la rigidiﬁcation de la notion
de paradigme fait courir à une description ﬁdèle de l'activité scientiﬁque. Il se dé-
fend explicitement de proposer une vision monolithique des traditions scientiﬁques
et souligne le fait que la notion de paradigme permet de mieux rendre compte de
la complexité de la pratique scientiﬁque que l'idée selon laquelle l'application des
théories s'apparente à la mise en ÷uvre d'un ensemble de règles.
Si la science normale est aussi rigide et si les communautés scientiﬁques sont si
unies que la discussion précédente le suggère, comment un changement de para-
digme pourrait-il aﬀecter seulement un sous-groupe ? Ce qui a été dit jusqu'ici
peut sembler suggérer que la science normale est une entreprise monolithique
uniﬁée et isolée qui doit tenir ou tomber avec chacun de ses paradigmes, et avec
tous en même temps. Mais la science n'est que rarement voire jamais ainsi. Le
plus souvent, quand on regarde les diﬀérents domaines ensemble, elle ressemble
plutôt à une structure branlante dont la cohésion entre les diﬀérentes parties
est faible. Rien de ce que j'ai dit jusqu'ici ne doit, cependant, entrer en conﬂit
avec cette observation familière. Au contraire, substituer les paradigmes aux
règles doit permettre de comprendre plus aisément la diversité des domaines
scientiﬁques et des spécialités. Les règles explicites, quand elles existent, sont
généralement communes à un groupe scientiﬁque très large, ce qui n'est pas
forcément le cas des paradigmes. [...] Même des hommes appartenant à des do-
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maines assez proches et dont l'apprentissage a commencé par la lecture des
mêmes livres [...] peuvent acquérir des paradigmes assez diﬀérents au cours de
leur spécialisation professionnelle.
[...] Une révolution peut se produire au sein d'une de ces traditions sans s'étendre
nécessairement aux autres. (pp. 49-50).39
Ces lignes, qui pourraient bien ﬁgurer dans une critique de la thèse de l'incommen-
surabilité, mettent ainsi en évidence la chose suivante : tant que, pour reprendre les
termes de Kuhn, le paradigme est décrit comme une  structure branlante , il nous
oﬀre le moyen d'opérer des distinctions intéressantes, impossibles à établir dans le
cadre empiriste logique. En revanche, quand, au lieu de servir à l'étude des pratiques
de la science normale, cette notion est mise au service d'une analyse des révolutions
scientiﬁques, le double mouvement de rigidiﬁcation et d'identiﬁcation du paradigme
à une entité linguistique globale lui fait perdre l'hétérogénéité et la plasticité qui en
faisaient la fécondité.
Comme je l'ai souligné précédemment (section 1.2.3), ces propos contradictoires
de Kuhn reposent sur l'adoption de deux conceptions diﬀérentes de la signiﬁcation.
Je me propose, dans la section suivante, d'approfondir l'analyse de ce problème, et
de comparer ces deux conceptions avec celle qui sous-tend, au chapitre 3 (section 1),
mon analyse des diﬀérences conceptuelles au sein de la mécanique classique.
1.3.2 Sémantique vériconditionnelle et sémantique inférentielle
Comme on l'a vu (page 291), l'analyse de la manière dont les généralisations
symboliques sont appliquées à des cas exemplaires au cours de l'apprentissage et de
la pratique scientiﬁques conduit Kuhn à aﬃrmer que  ce que signiﬁe la mécanique
quantique pour chacun [...] dépend de l'enseignement qu'il a suivi, des textes qu'il a
lus, et des revues qu'il fréquente  (Kuhn, 1962/1970, p. 50). Une telle conception
de la signiﬁcation semble permettre de dire que les reformulations successives de la
mécanique, parce qu'elles ont transformé la manière dont les équations du mouve-
ment peuvent être utilisées (leur  mode d'emploi ), impliquent des changements de
signiﬁcation. Pourtant, Kuhn traite explicitement le cas du développement historique
39Kuhn écrira par ailleurs en 1970 :  En partie en raison des exemples que j'ai choisis et en
partie à cause du vague laissé autour de la nature et de la taille des communautés pertinentes,
quelques lecteurs de ce livre ont conclu que mon intérêt résidait d'abord, voire exclusivement, dans
les révolutions majeures comme celles qu'on associe à Copernic, Newton, Darwin ou Einstein. Une
délimitation plus claire de la structure d'une théorie devrait, cependant, aider à renforcer l'impression
fort diﬀérente que j'ai voulu donner. Une révolution est, pour moi, un type spécial de changement
impliquant un certain type de reconstruction des engagements du groupe. Mais elle n'a pas besoin
d'être un grand changement, ni de sembler révolutionnaire à ceux qui ne font pas partie d'une certaine
communauté, qui peut être composée de vingt-deux personnes.  (Kuhn, 1970a, pp. 180-181)
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de la mécanique classique comme un exemple typique du travail d' articulation  du
paradigme dans le cadre de la science normale, qu'il considère comme un travail de
développement purement formel :
Ainsi, d'Euler et Lagrange au dix-huitième siècle jusque Hamilton, Jacobi et
Hertz au dix-neuvième, plusieurs génies européens de la physique mathéma-
tique ont successivement entrepris de reformuler la théorie mécanique sous une
forme logiquement équivalente40 mais esthétiquement plus satisfaisante. Ils sou-
haitaient, en fait, présenter les leçons explicites et implicites des Principia et
de la mécanique continentale sous une version logiquement plus cohérente, qui
serait à la fois plus uniforme et moins équivoque dans ses applications aux pro-
blèmes de mécanique nouvellement élaborés. (Kuhn, 1962/1970, p. 33)
L'équivalence logique des formulations de la mécanique en fait, selon Kuhn, des pré-
sentations diﬀérentes d'un seul et même paradigme, qui n'en modiﬁent pas la signiﬁ-
cation (de même que la diﬀérence logique entre les déﬁnitions qu'elles donnent de la
masse font des théories de Newton et d'Einstein des paradigmes incommensurables).
Ce n'est pourtant, comme je l'ai souligné plusieurs fois, que d'un point de vue
abstrait que l'on peut ainsi aﬃrmer l'équivalence des formulations de la mécanique.
Si l'on prête attention à la manière dont elles sont reliées aux phénomènes empiriques
et dont elles sont utilisées pour résoudre des problèmes, on devrait pouvoir aﬃrmer,
suivant les propos de Kuhn sur les cas exemplaires, que les équations de la mécanique
n'ont pas la même signiﬁcation. Du point de vue de l'apprentissage et de la pratique
scientiﬁques, le fait qu'elles soient logiquement équivalentes n'a qu'une pertinence
limitée.
Insistons un instant sur le caractère incompatible des deux conceptions de la
signiﬁcation que Kuhn semble adopter tour à tour. Selon l'une d'elle, l'identité de
signiﬁcation est une identité logico-empirique. Dans cette perspective, la notion de
force a strictement la même signiﬁcation, qu'elle s'applique à la force de gravita-
tion expliquant le mouvement d'un corps en chute libre ou aux forces de contrainte
maintenant les liaisons d'un système ; en revanche, même si elle est utilisée pour la
description du même problème (par exemple le mouvement d'un corps en chute libre),
la notion de masse n'a pas du tout la même signiﬁcation (et n'a pas le même référent)
selon qu'elle est utilisée dans le cadre newtonien ou einsteinien. D'ailleurs, dans un
cas, on décrit un objet en chute libre, dans l'autre, une déformation riemanienne de
l'espace-temps.
Selon l'autre conception de la signiﬁcation, c'est exactement le contraire : les
diﬀérentes applications du concept de force contribuent à lui donner une signiﬁcation,
non pas entièrement, mais partiellement diﬀérente. En revanche, l'idée d'un  cadre
40Je souligne.
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newtonien  ou d'un  cadre einsteinen  dans lequel l'utilisateur de l'expression
 f = ma  se situerait pour décrire le mouvement d'un pendule n'a pas vraiment de
pertinence pour l'analyse des raisonnements qu'il conduit.
Ainsi, aﬃrmer que la signiﬁcation du concept de force est entièrement diﬀérente
dans les paradigmes newtonien et einsteinien, et qu'elle est entièrement identique
dans les formulations newtonienne, lagrangienne et hamiltonienne implique de se
situer du point de vue abstrait de la théorie prise comme un tout et non de celui
de l'agent qui l'utilise pour décrire les phénomènes. Cette aﬃrmation repose sur la
double adoption du holisme sémantique dont on a vu qu'il était au fondement de la
thèse de l'incommensurabilité et d'une conception vériconditionnelle ou référentielle
de la signiﬁcation, selon laquelle deux énoncés qui ont les mêmes conditions de vérité
 en principe  (et les concepts qui y ﬁgurent) ont la même signiﬁcation.
Signalons que Kuhn (1982), en réponse aux nombreuses critiques41 qui ont été
faites à la notion d'incommensurabilité, situe explicitement la racine de ce qu'il pré-
sente alors comme un malentendu dans un certain usage de la notion de signiﬁcation.
Proposant de parler d' incommensurabilité partielle  (Kuhn, 1982, p. 670) et non
totale, il suggère de renoncer à une conception de la signiﬁcation  extensionnelle, et
par conséquent restreinte à la conservation de la valeur de vérité  (p. 680). Kuhn
(1982) aﬃrme qu'il préfère éviter  entièrement de parler de signiﬁcation  pour
examiner  comment les membres d'une communauté linguistique sélectionnent les
référents des termes qu'ils emploient  (p. 681). Cela conduirait, selon lui, à trouver
une forme de  holisme local  (p. 682) dans l'usage du langage. Tout en continuant
à identiﬁer une communauté scientiﬁque à une communauté linguistique, Kuhn sug-
gère ainsi que la solution aux diﬃcultés auxquelles conduit la thèse de l'incommen-
surabilité  que Feyerabend, de son côté, assume parfaitement, dans la perspective
irrationnaliste et anarchiste qui est la sienne  réside dans une attention à la manière
dont, localement, les énoncés des théories sont attachés à la nature ; cela indique
clairement un renoncement aux présupposés qui sous-tendent ses propos de 1962 sur
l'incommensurabilité des théories newtonienne et einsteinienne.
41Voir par exemple (Davidson, 1974; Kitcher, 1978; Putnam, 1981). Hilary Putnam (1973, 1975)
développe, à la fois contre les théories de la signiﬁcation des termes théoriques des empiristes logiques
et contre la thèse de l'incommensurabilité, une théorie causale de la référence des termes d'espèces
naturelles inspirée de la théorie de la référence des noms propres de Saul Kripke (1980). Philip
Kitcher (1982a) propose lui-même une version amendée de la théorie de Putnam, parlant non plus
de référence mais de  potentiel de référence , dans la déﬁnition duquel le contexte d'énonciation du
terme intervient. Il applique notamment cette théorie au problème de la référence du terme  gène .
La critique de Donald Davidson (1974) est adressée à toutes les théories de la signiﬁcation faisant
intervenir la notion de schème conceptuel, qu'il dénonce comme un troisième dogme de l'empirisme.
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Je voudrais à présent approfondir cette suggestion en revenant sur l'analyse que
j'ai proposé des diﬀérences conceptuelles entre les formulations de la mécanique au
chapitre 3 (section 1). En insistant sur les diﬀérences architectoniques entre ces for-
mulations, j'y ai suggéré que la signiﬁcation des principes de la mécanique et des
concepts qui y ﬁgurent dépend non seulement des autres principes de la théorie, mais
encore de la place particulière que chacun d'entre eux occupe dans l'ordre déductif
de ces diﬀérents principes (section 1.1). J'ai alors souligné la diﬀérence entre cette
conception, que j'ai proposé de qualiﬁer de  holisme situé  et le holisme de Kuhn
qui ne prête attention qu'aux relations logiques et non aux relations architectoniques
(si l'on entend par là les diﬀérences d'ordre déductif). J'ai enﬁn suggéré que la po-
sition que je défends implique de renoncer à une conception vériconditionnelle de la
signiﬁcation au proﬁt d'une conception qui accorde de l'importance aux inférences
qu'un énoncé permet de tirer en pratique, et non pas seulement à l'ensemble de ses
conséquences déductives en principe (section 1.3).
Quelle relation cette conception de la signiﬁcation entretient-elle avec celle qui
permet de dire qu'une généralisation symbolique, pour reprendre le vocabulaire de
Kuhn, acquiert sa signiﬁcation des problèmes concrets auxquels elle est appliquée ? En
opposant le holisme de Kuhn à ses considérations sur l'utilisation des cas exemplaires,
et en insistant sur la pertinence de celles-ci, je ne prétends pas aﬃrmer que les
équations de la mécanique, par exemple, acquièrent leur signiﬁcation exclusivement
de leur application à des cas concrets. Il est indéniable qu'une partie de la signiﬁcation
de l'expression  f = ma  lui vient de celle des autres principes auxquels elle est
reliée dans le cadre théorique de la mécanique.
Ces deux exigences  celle selon laquelle la signiﬁcation d'une expression lui vient
en partie de son application à des cas concrets et celle selon laquelle elle lui est fournie
par sa place dans l'architecture de la théorie  ne sont pas incompatibles. On peut
en eﬀet aﬃrmer que la signiﬁcation d'une expression comme celle de la deuxième
loi de Newton lui vient de l'usage que les agents en font dans leurs raisonnements
(ces raisonnements étant contraints, rappelons-le, par un certain nombre de relations
logiques entre les concepts), qu'il s'agisse de déduire un principe d'un autre dans le
cadre du réseau conceptuel de la mécanique ou de l'utiliser pour résoudre un pro-
blème concret. Dans les deux cas, cette conception insiste sur les procédures pratiques
d'utilisation de cette expression, par opposition à l'idée selon laquelle sa signiﬁcation
lui viendrait exclusivement, d'une part, des relations logiques en principe qu'elle en-
tretient avec les autres énoncés de la théorie, et d'autre part de ses conditions de
vérité empirique.
Signalons pour ﬁnir que cette conception de la signiﬁcation, qui sous-tend l'en-
semble de mon travail, trouve une source d'inspiration dans les propos de plusieurs
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philosophes du langage et de l'esprit (entre autres Harman, 1982a, 1987; Greenberg
et Harman, 2006; Field, 1977; Block, 1986, 1987; Peacocke, 1992) ainsi que certains
chercheurs en psychologie cognitive (par exemple Miller et Johnson-Laird, 1976) qui
défendent ce que l'on appelle une  sémantique des rôles conceptuels  ou  séman-
tique des rôles inférentiels . Cette perspective, inspirée de l'idée wittgensteinienne
(Wittgenstein, 1953) selon laquelle la signiﬁcation d'un terme est la manière dont
il est utilisé, vise à rendre compte du contenu des concepts en des termes autres
que vériconditionnels. Bien qu'il s'agisse plus, comme le souligne Ned Block (1998),
d'un cadre que d'une théorie, et qu'il existe plusieurs désaccords importants entre
ses défenseurs, on peut grossièrement présenter cette conception de la signiﬁcation
comme l'idée selon laquelle le contenu d'un concept est le rôle qu'il joue dans les
inférences, et plus largement dans la vie cognitive des agents. La sémantique des
rôles conceptuels prend plusieurs formes, plus ou moins radicales, qui se distinguent
en particulier par ce qu'elles font entrer dans l'idée large de  vie cognitive  (rai-
sonnements, perception, prise de décision, etc.), par les limites qu'elles assignent aux
inférences qui comptent dans la détermination de la signiﬁcation d'un concept, et par
la place qu'elles accordent éventuellement à une composante référentielle.42 Dans une
version assez libérale comme celle de Greenberg et Harman (2006), la signiﬁcation
d'un concept est le rôle qu'il joue dans les raisonnements des agents au sens large : ce
rôle inclut aussi bien la manière dont ce concept est relié au monde que les processus
inférentiels dans lesquels il intervient.
Faire de la sémantique des rôles conceptuels un véritable outil pour mon propos
impliquerait de prendre en compte les nombreuses objections dont elle a fait l'objet43,
ce qui dépasserait le cadre de ce travail. Je souhaite simplement souligner le fait que
les motivations initiales de la sémantique des rôles conceptuels, ainsi que plusieurs
réﬂexions de ses défenseurs, oﬀrent des pistes intéressantes pour mon propos.44 Ainsi
par exemple Ned Block (1998), après avoir signalé que l'une des motivations de la
42Ainsi par exemple la théorie des  deux facteurs  [two-factors] considère que la signiﬁcation
d'un concept est constituée d'un aspect interne  le rôle que ce concept joue  à l'intérieur de la tête 
des agents  et d'un facteur externe décrit en termes référentiels (voir Block, 1987). On peut aussi,
comme Harman (1987), défendre une conception  mono-facteur  [one factor ] tout en concevant la
notion de rôle inférentiel de manière suﬃsamment large pour que cela permette de s'accommoder
de certains problèmes auxquels l'abandon de la sémantique vériconditionnelle conduit.
43Voir par exemple (Fodor et LePore, 1992, 2002).
44En outre, plusieurs études en psychologie cognitive et développementale sur l'acquisition des
concepts et le changement conceptuel chez les jeunes enfants se présentent comme la mise en ÷uvre
de cette perspective sur la signiﬁcation et lui oﬀrent une base empirique (voir par exemple Carey,
1985; Gopnik, 1996). Ces études reposent souvent sur une analogie entre le développement conceptuel
des individus et le changement conceptuel en science.
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sémantique des rôles conceptuels est de rendre compte du fait, souligné par Kuhn,
que l'on apprend souvent la signiﬁcation des concepts scientiﬁques par leur utilisation
dans la résolution de problèmes, suggère que l'on peut s'accommoder de certaines
diﬃcultés soulevées par l'abandon d'une sémantique vériconditionnelle en adoptant
l'idée d'une  similitude graduelle  de signiﬁcation plutôt que de n'envisager que
l'identité ou la diﬀérence strictes. Cela permet en particulier de rendre compte du
fait que les locuteurs d'une langue naturelle, tout en utilisant parfois le vocabulaire
de diﬀérentes manières, s'entendent sur une grande partie de la signiﬁcation des mots
qu'ils emploient. Dans le cas des représentations scientiﬁques, admettre l'idée d'une
similitude graduelle, ou partielle, de signiﬁcation permet d'éviter les problèmes que
Schapere a soulignés dans l'analyse du changement scientiﬁque par Kuhn (voir ci-
dessus, pages 307-308), qui donne, comme on l'a vu, une image insatisfaisante de
l'activité théorique au sein d'une même tradition ; cela permet de parler, comme le
suggère Schapere, de  conceptions plus ou moins similaires , et de rendre compte du
fait que la  distinction entre paradigmes et diﬀérentes articulations d'un paradigme,
et entre révolutions scientiﬁques et science normale, est au mieux aﬀaire de degré .
Tout en réhabilitant une forme de holisme  situé  et  local , cette perspective
ne conduit pas à renoncer à l'idée selon laquelle deux représentations qui sont, du
point de vue global de la théorie, logiquement équivalentes, peuvent ne pas avoir le
même contenu pour un individu donné. En outre, comme j'y reviendrai à la ﬁn de
ce chapitre et au suivant, l'idée selon laquelle la signiﬁcation d'un concept est le rôle
qu'il joue dans les raisonnements permet des analyses fécondes des représentations
non linguistiques.
1.3.3 Paradigmes et versions
Ces considérations permettent de conclure cette section par une comparaison entre
les notions de version et de paradigme. J'ai suggéré précédemment (page 287) que
la notion de paradigme, en tant qu'elle ne se réduit pas aux diﬀérents déterminants
de l'appartenance à une communauté scientiﬁque (généralisations symboliques, cas
exemplaires, modèles, valeurs), désigne une entité hypothétique. En tant que telle,
elle ne peut pas être étudiée directement  le seul moyen d'y avoir accès est d'analyser,
comme on l'a vu, les pratiques des agents  et on a vu que son maintien conduit Kuhn
à soutenir des thèses très contestables sur le changement scientiﬁque.
Dans la mesure où la notion de version, telle que je l'ai déﬁnie au chapitre 3, est elle
aussi une entité hypothétique qui ne peut être étudiée que par ses manifestations (les
pratiques des agents et les présentations explicites de la mécanique qu'ils proposent
dans certains cas), on peut m'adresser la même objection : à quoi sert de maintenir
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l'idée d'un ensemble de représentations mentales au principe des raisonnements et des
pratiques des agents ? La diﬀérence majeure entre les versions comme ensembles de
représentations mentales et les paradigmes comme cadres conceptuels partagés par
tous les membres d'une communauté est que les premières concernent les individus :
la notion de représentation mentale n'a, certes, pas de déﬁnition précise, mais c'est
une hypothèse largement adoptée pour expliquer la vie cognitive des agents, qui ne
souﬀre pas de la même imprécision que celle de paradigme.
Décrire l'activité théorique comme le développement et l'utilisation d'un ensemble
de représentations mentales permet de rendre compte du fait, souligné ci-dessus, que
les représentations théoriques acquièrent leur signiﬁcation à la fois de leur utilisation
dans la résolution de problèmes particuliers et de leur lien à d'autres représentations
théoriques. À la lumière des analyses qui précèdent, supposer que chaque agent a sa
propre version de la mécanique permet de comprendre qu'il puisse s'entendre avec
ses pairs sur le sens des mots et sur l'usage qu'il convient de faire des équations de
la mécanique sans pour autant supposer une identité complète de signiﬁcation.
Au chapitre 3, j'ai examiné diﬀérentes versions de la mécanique, qui ont fait
l'objet de présentations explicites au cours de l'histoire. J'ai alors souligné (section 2.2
du chapitre 3) que l'analyse des pratiques concrètes des agents est un autre moyen
d'étudier leurs versions. L'analyse de la section 1.1 du présent chapitre m'a permis
de montrer que l'étude de ces pratiques gagne à se concentrer sur l'utilisation de
représentations particulières comme ce que Kuhn appelle  cas exemplaires . La
suite de ce chapitre vise ainsi à approfondir l'analyse de la compréhension située des
agents au moyen d'unités d'analyse locales comme les cas exemplaires.
2 Les modèles
La notion de paradigme, dans son sens global de  matrice disciplinaire , s'est
révélée reposer sur une hypothèse inutile dont le maintien a conduit Kuhn à adopter
une conception holiste de la signiﬁcation des théories qui contredit et annule ses consi-
dérations sur l'utilisation et la compréhension située des représentations théoriques
par les agents. En son sens local, celui de cas exemplaire, la notion de paradigme
permet en revanche d'attirer notre attention sur l'importance, dans l'apprentissage
et la pratique de la science, de la résolution de problèmes particuliers  comme celui
du pendule simple , au moyen de laquelle les représentations théoriques, étant ap-
pliquées à ces problèmes, acquièrent une signiﬁcation. Comme je l'ai mentionné au
chapitre 2 (section 1.3.1), ces problèmes  et plus précisément les systèmes idéalisés
comme le pendule simple qu'ils mettent en scène  sont très couramment appelés
 modèles .
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Non seulement ces modèles, souvent présentés en guise d'exercice dans les ma-
nuels, jouent un rôle crucial dans l'apprentissage, mais encore, dans la mesure où les
représentations théoriques  ce que Kuhn appelle  généralisations symboliques  
tirent leur signiﬁcation de leur application à ces cas, ils sont constitutifs  et non
pas seulement illustratifs  de la connaissance scientiﬁque. Autrement dit, les lois de
Newton, indépendamment de leurs applications à des cas typiques comme ceux de la
chute libre d'un corps ou du pendule simple, n'ont pas, en elles-mêmes, de signiﬁca-
tion ; on ne les comprend qu'en tant qu'elles prennent la forme de représentations de
systèmes particuliers  ou de types de systèmes.
C'est la raison pour laquelle plusieurs philosophes des sciences (par exemple Giere,
1988; Morgan et Morrison, 1999; Suárez, 1999; Cartwright, 1983, 1999; Frigg, 2002,
2006, 2009), au cours de ces dernières décennies, ont aﬃrmé que l'analyse de l'activité
et de la connaissance scientiﬁques gagnerait à se concentrer sur les modèles utilisés
par les scientiﬁques, aussi bien dans l'apprentissage que dans la recherche.45 Une des
thèses partagées par ces diﬀérents auteurs est que la pratique scientiﬁque ne consiste
pas à appliquer des théories en suivant un schéma hypothético-déductif consistant
à tirer les conséquences empiriques d'un ensemble d'axiomes, mais à construire des
modèles, conçus comme des outils partiellement indépendants des théories, dont l'éla-
boration exige une grande part d'invention. Selon eux, ce sont les modèles, et non les
théories, qui représentent eﬀectivement les phénomènes et en permettent la prédiction
et l'explication.
Cette attention aux modèles, fondée sur une critique des approches formelles des
théories et sur le présupposé selon lequel la connaissance scientiﬁque ne peut être
correctement analysée que par une étude de la pratique de la science46, se double,
chez certains philosophes, de l'adoption d'une perspective cognitive : dès lors que
l'on s'intéresse à l'action de représenter et à la compréhension que les agents ac-
quièrent de la manipulation de représentations particulières, en appeler aux travaux
45Comme je l'ai signalé au chapitre 5 (note 51 page 212), dès les années 1960, plusieurs philosophes
des sciences, comme Max Black (1962), Mary Hesse (1966) mais aussi, on l'a vu, Ernest Nagel (1961),
soulignent l'importance des modèles dans l'activité scientiﬁque. À la diﬀérence de ces philosophes (et
en particulier de Nagel), ceux auxquels je m'intéresse dans la présente section sont en rupture com-
plète avec les thèses de l'empirisme logique ; non seulement ils soulignent l'importance des modèles
dans l'explication scientiﬁque (comme Mary Hesse, par exemple), mais ils les présentent comme des
unités d'analyse plus pertinentes que les théories, conçues comme des systèmes linguistiques.
46Ce tournant pragmatique en philosophie des sciences, qui consiste à étudier ce que les agents
font et non les structures abstraites censées représenter les phénomènes, se manifeste dans les termes
mêmes employés pour décrire la connaissance scientiﬁque : ainsi par exemple, Ian Hacking (1983b)
intitule son ouvrage  Representing and intervening , marquant, par l'usage du gérondif, le fait
qu'il s'intéresse au  représenter  et non à  la représentation .
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des sciences cognitives sur les processus psychologiques qui gouvernent les représenta-
tions mentales, et sur la nature et la forme de ces dernières, semble pouvoir apporter
un éclairage utile sur la nature de la connaissance scientiﬁque elle-même.47
Il doit être clair, à la lecture de ce qui précède, que j'emprunte ce tournant
pragmatique et cognitif, que l'on peut décrire comme un double héritage kuhnien.
Toutefois, les travaux des philosophes des sciences qui placent la notion de modèle
au centre de leurs analyses souﬀrent souvent, selon moi, de plusieurs limitations, qui
sont dues en particulier à une conception trop abstraite de la représentation. Dans
cette section, je propose donc d'exposer les raisons pour lesquelles, tout en me situant
dans la lignée de ces auteurs, je m'en démarque sur un point essentiel, en aﬃrmant
l'importance de la forme particulière des représentations utilisées par les agents, que
ces philosophes négligent la plupart du temps.
2.1 Les diﬀérents sens du terme  modèle 
Avant de passer à l'analyse du rôle des modèles comme celui du pendule simple
dans la pratique scientiﬁque, il convient de dire un mot de la polysémie du terme
 modèle , dans l'usage qu'en font les scientiﬁques aussi bien que les philosophes.
On l'a, en eﬀet, rencontré à plusieurs reprises au cours de ce travail, dans des sens
souvent diﬀérents.
En un premier sens, un modèle est un objet concret, comme un schéma ou une
maquette tridimensionnelle, qui sert à en représenter un autre. Le modèle de la mo-
47Parmi les philosophes des sciences puisant dans les sciences cognitives des hypothèses per-
mettant d'étudier les raisonnements à l'÷uvre dans l'apprentissage mais aussi dans la découverte
scientiﬁques, et, le cas échéant, d'oﬀrir des outils d'analyse à l'histoire des sciences, on peut citer
Nancy Nersessian (1984, 1992a,b, 2002a,b, 2007, 2008), Ronald Giere (1988, 2006), ainsi que Paul
Thagard (1988, 1992). Voir aussi (Giere, 1992; Magnani et al., 1999; Magnani et Nersessian, 2002).
Ces travaux s'appuient pour la plupart sur l'hypothèse cognitive des modèles mentaux, selon la-
quelle les agents conduisent leurs raisonnements en manipulant des représentations qui ont la forme
de modèles bidimensionnels de la réalité, et non pas (seulement) la forme séquentielle des représenta-
tions linguistiques (voir Gentner et Stevens, 1983; Johnson-Laird, 1983, 1996; Hirschfeld et Gelman,
1994). Ils empruntent également parfois des hypothèses aux travaux sur la cognition distribuée, selon
lesquels le raisonnement ne consiste pas seulement en la manipulation de représentations mentales,
mais s'appuie en grande partie sur des représentations externes, qui ne sont pas seulement la cause
des représentations mentales, mais interviennent de façon essentielle dans les processus cognitifs
(voir Hutchins, 1995; Clark, 1997). Ce domaine étant encore très nouveau, il est cependant diﬃcile
d'en tirer des résultats consensuels permettant d'appuyer l'analyse de la connaissance scientiﬁque
sur des hypothèses solides et bien déﬁnies ; en conséquence, s'il semble bien que ce domaine soit
fort prometteur pour une analyse de la connaissance scientiﬁque dans une perspective cognitive,
les références qui y sont faites dans les travaux de philosophie des sciences que j'ai mentionnés se
limitent la plupart du temps à des remarques suggestives.
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lécule d'ADN de Watson et Crick, le modèle réduit d'un avion ou d'un pont, oﬀrent
ainsi des représentations concrètes d'objets inaccessibles aux sens, ou impossibles à
manipuler dans un laboratoire.
En un sens très diﬀérent, rencontré au chapitre 5, un modèle est une structure
mathématique satisfaisant l'énoncé d'une théorie. Ici, il est plus diﬃcile d'aﬃrmer
que le modèle est une représentation, du moins si l'on entend désigner par  repré-
sentation  une entité qui tient lieu d'une autre entité. La relation qu'entretiennent
les axiomes de la théorie et le modèle est plutôt une relation de spéciﬁcation ou de
déﬁnition, dans un sens, et d'interprétation, dans l'autre : les axiomes spéciﬁent (ou
déﬁnissent) des structures, lesquelles sont des interprétations des axiomes.
Dans certaines des ses occurrences, le terme de modèle a un sens plus diﬃcile à
préciser : on l'a rencontré, chez Nagel, chez Kuhn et chez des physiciens comme Kelvin
ou Boltzmann, pour désigner les analogies portées par l'utilisation d'un certain type
de représentations, voire les images mentales que l'utilisation de ces représentations
(externes) invite à se former. Chez ces mêmes auteurs, le terme de modèle sert aussi à
désigner ces représentations (externes) elles-mêmes, qu'il s'agisse d'un type particulier
d'équation, ou même d'un schéma concret représentant, par exemple, les molécules
d'un gaz sous la forme de boules de billard.
Enﬁn, le terme de modèle sert parfois à désigner des systèmes idéalisés comme le
pendule simple en mécanique, l'agent parfaitement rationnel en économie, ou encore
la population isolée en génétique des populations. C'est à ce type de modèles que je
m'intéresserai dans la section 2.2.
Je ne prétends naturellement pas que les diﬀérents sens que je viens de passer
en revue (sans prétendre à l'exhaustivité) n'ont rien à voir entre eux ; cependant,
chercher à forcer leur similitude d'entrée de jeu et, le cas échéant, vouloir abolir cette
polysémie en restreignant le terme de modèle à certains de ses usages me semble une
entreprise diﬃcile et sans doute vaine. Diﬃcile, parce qu'elle reviendrait à contraindre
arbitrairement le langage en allant à l'encontre d'habitudes très ancrées. Vaine, parce
que restreindre artiﬁciellement notre usage du terme  modèle  ne serait ni suﬃsant
ni même utile à résoudre les problèmes spéciﬁques posés par certaines choses qu'il
sert à désigner.
Je propose donc simplement de prendre acte de cette polysémie, et de me concen-
trer à présent sur le dernier sens évoqué, celui où le terme  modèle  désigne des
systèmes idéalisés comme le pendule simple. C'est sur le rôle de ce type de modèles
dans l'apprentissage et dans la pratique scientiﬁques que les critiques des approches
formelles, dont je voudrais à mon tour montrer les limites, ont le plus insisté. Ce
faisant, on retrouvera, au cours de l'analyse, d'autres usages du terme de modèle,
dont le lien et les diﬀérences avec celui-ci apparaîtront plus clairement que si l'on
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avait cherché, d'entrée de jeu, à les préciser.
2.2 Les modèles comme  entités concrètes imaginaires  (Godfrey-
Smith, 2006)
En insistant sur l'importance, dans la pratique scientiﬁque, de l'utilisation de
modèles comme ceux du pendule simple, les philosophes des sciences auxquels je
m'intéresse dans cette section se présentent comme des critiques de la conception
hypothético-déductive de l'activité scientiﬁque véhiculée par l'empirisme logique,
mais également, et surtout, de la conception sémantique des théories. Leur argu-
ment (en particulier chez Suárez, 1999 et Frigg, 2002, 2006, 2009) consiste en un
refus de l'un des postulats les plus forts de la conception sémantique.
Ce postulat (voir chapitre 5, page 249) revient, précisément, à aﬃrmer que les
modèles utilisés par les scientiﬁques  comme celui du pendule simple, quand il sert
à représenter un système particulier  peuvent être décrits comme des modèles lo-
giques. Cela permet aux défenseurs de la conception sémantique de décrire l'applica-
tion empirique des théories (voir chapitre 5, section 2.2) comme l'établissement d'une
relation d'isomorphisme (ou d'une autre relation entre structures) entre les modèles
théoriques  les structures qui satisfont les axiomes de la théorie  et les modèles
physiques, au moyen desquels les scientiﬁques représentent les phénomènes. Ce fai-
sant, il prétendent parvenir à rendre compte, mieux que les empiristes logiques, de la
pratique scientiﬁque, dans la mesure où elle repose en grande partie sur l'utilisation
de modèles.
Les critiques auxquelles je m'intéresse ici (Suárez, 1999; Frigg, 2002, 2006, 2009)
aﬃrment que cette analyse de l'application empirique des théories est aussi abstraite
et éloignée de la pratique scientiﬁque que celle des empiristes logiques.48 Ils ne nient
pas que l'on puisse décrire la relation entre les modèles théoriques  qui satisfont les
axiomes de la théorie  et les modèles physiques comme le pendule simple comme
une relation d'isomorphisme ou, plus généralement, comme une relation entre struc-
tures ; en revanche, ils aﬃrment que cela n'est pas suﬃsant pour rendre compte du
processus par lequel les agents représentent les phénomènes au moyen de modèles
physiques comme le pendule simple. Or, ils considèrent que le c÷ur du problème de
48Ronald Giere (1988, 2006) est un cas à part, dans la mesure où il défend la conception sémantique
des théories, mais propose une conception de l'utilisation des modèles par les agents qui s'apparente
à celle défendue par les critiques de la conception sémantique, en cherchant, en outre, dans les
résultats des sciences cognitives un moyen de rendre compte des processus cognitifs à l'÷uvre dans
l'utilisation de modèles comme ceux du pendule simple. Je ne présenterai pas sa position, mais elle
correspond à peu de choses près, pour les questions qui m'intéressent ici, à celles de Frigg ou de
Godfrey-Smith.
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la représentation scientiﬁque réside dans ce processus.
En eﬀet, selon eux, on ne peut pas aﬃrmer que les équations de la théorie, en tant
qu'elles décrivent une structure, s'appliquent aux phénomènes. Décrire le comporte-
ment d'une horloge normande au moyen d'une équation du mouvement implique tou-
jours un certain nombre d'idéalisations et d'approximations, qui consistent à ignorer,
dans une certaine mesure, les frottements, la résistance de l'air, etc. Par conséquent,
quel que soit son degré de précision, une équation du mouvement ne décrit pas, à
strictement parler, le comportement de l'horloge normande, mais le comportement
d'une  version idéalisée  (Frigg, 2009) de cette horloge.
Une grande part de l'activité scientiﬁque, selon ces critiques des approches for-
melles, consiste en l'invention de ce type de versions idéalisées des phénomènes empi-
riques, que l'on appelle très couramment  modèles .49 Cela consiste essentiellement
en deux opérations (Godfrey-Smith, 2006; Frigg, 2009) : d'une part, présenter un
système idéalisé hypothétique au moyen d'une description  comme un énoncé lin-
guistique ( imaginons une masse ponctuelle accrochée dans le vide à un ﬁl sans
masse, etc. ), ou encore un schéma (comme celui de la ﬁgure 11)  qui permet
d'écrire l'équation décrivant son comportement, et, d'autre part, aﬃrmer que ce sys-
tème idéalisé représente la portion du monde empirique que l'on cherche à étudier
(par exemple, le mouvement du balancier d'une horloge normande).
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Fig. 11  Schéma du pendule simple
Une analyse de l'activité scientiﬁque doit donc, selon ces auteurs, être en mesure
de rendre compte d'une part de la nature de ces systèmes idéalisés et d'autre part
de la relation de représentation qu'ils entretiennent avec le monde réel. Contre la
conception sémantique, ils aﬃrment que l'on ne peut pas réduire ces systèmes idéalisés
à des modèles au sens logique du terme, c'est-à-dire à des structures mathématiques.
49Je m'appuie, ici, sur l'exemple du pendule simple. Cependant, ces propos ne sont pas censés
s'appliquer exclusivement à la physique : Godfrey-Smith (2006) montre ainsi que le travail de Levins
en génétique des populations ainsi que les modèles de Maynard Smith et Szathmáry en théorie de
l'évolution peuvent être considérés comme la description de populations hypothétiques idéalisées.
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Le pendule simple ou la population isolée ne sont pas, selon eux, des structures, mais
 des choses qui sont imaginaires ou hypothétiques, mais qui seraient concrètes50 si
elles étaient réelles. Une population imaginaire est une chose qui, si elle était réelle,
serait une population en chair et en os, et non un objet mathématique.  (Godfrey-
Smith, 2006, p. 735)
C'est, selon eux, en vertu de ce caractère  concret  que les agents sont en
mesure de les utiliser comme des représentations de systèmes réels. C'est parce que le
pendule simple est ce que Godfrey-Smith appelle une  entité concrète imaginaire 
que l'on est en mesure de représenter une horloge normande comme un pendule
simple. C'est parce que, s'il était réel, il ressemblerait à un pendule réel que les
agents parviennent à décrire le balancier d'une horloge normande (un pendule réel)
au moyen de l'équation du pendule simple. Cet acte ne consiste pas à appliquer
une structure mathématique au balancier de l'horloge normande, mais à aﬃrmer
que l'on peut considérer le balancier d'une horloge normande comme un pendule
simple, c'est-à-dire comme un objet constitué d'une masse ponctuelle suspendue à
un ﬁl sans masse. En termes kuhniens, c'est grâce à cette entité imaginaire qu'est le
pendule simple, au moyen de laquelle ils comprennent la signiﬁcation des équations
de la mécanique, que les agents parviennent à voir les situations concrètes du monde
empirique comme des situations newtoniennes, ce qui leur permet de les prédire et
de les expliquer au moyen de ces équations. Synthese
Model System Target system 
Text in plain language 
in a book or a paper 
serving as a prop 
T-RepresentationModel 
structure 
Equations, etc. 
P-Representation
Application of
mathematics
Describes
Fig. 1 The elements of scientific modelling
8 Conclusion and outlook
I have argued that scientific modelling shares important aspects in common with liter-
ary fiction, and that for this reason theories of fiction can be brought to bear on issues
in connection with modelling. I have identified six such issues and suggested that
pretence theory offers satisfactory responses to them. From this discussion emerges a
general picture of scientific modelling, which views scientific modelling as a complex
activity involving the elements shown in Fig. 1.
Before pointing to some problems and open questions, let me briefly mention a
further advantage of this view. Although there does not seem to be a clear distinc-
tion between modelling and thought-experimenting in scientific practice, there has
been little interaction between the respective philosophical debates. This is lamentable
because it seems to be important to understand how models and thought experiments
relate to each other. In a recent paper Davies (2007) argues that there are important par-
allels between fictional narratives and thought experiments, and that exploring these
sheds light on many aspects of thought experiments. This take on thought experiments
is congenial to the view on models presented in this paper and suggests an avenue of
investigation that understands modelling and thought-experimenting as intrinsically
related.
Needless to say, pretence theory is not without problems.25 Two of them are par-
ticularly relevant to understanding scientific modelling. The first is that ‘imagination’
25 For critical discussion see, among others, Lamarque (1991), Budd (1992) and the contributions to the
symposium on Walton’s book in Philosophy and Phenomenological Research 51 (1991).
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Fig. 12  La représentation scientiﬁque selon Roman Frigg (2009).
50Je souligne.
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Ce faisant, ces auteurs proposent une conception de la représentation dans laquelle
une entité imaginaire, qu'ils décrivent comme une ﬁction51, joue un rôle central. Pour
en rendre compte, il convient de distinguer entre diﬀérentes relations de représenta-
tion et de description (voir le schéma qu'en propose Frigg, 2009, reproduit dans la
ﬁgure 12). Prenons, à nouveau, l'exemple du pendule simple. D'une part, les équa-
tions du mouvement décrivent une structure mathématique, c'est-à-dire un modèle
au sens logique (que Frigg appelle  model structure ). Entre cette structure et le
système imaginaire qu'est le pendule simple (le  model system  dans le schéma de
Frigg), est établie une relation mathématique comme, par exemple, un isomorphisme.
Ce système imaginaire, lui-même, est représenté au moyen d'une description linguis-
tique (un schéma peut aussi jouer ce rôle), tout comme Julien Sorel  qui n'existe pas
 est décrit au moyen d'énoncés dans Le Rouge et le Noir. La relation entre l'énoncé
linguistique et le modèle imaginaire est décrite comme une relation de représentation.
Cette dernière (la  P-representation ) est cependant d'un autre ordre, selon Frigg,
que celle (appelée  T-representation ) qui relie le modèle ﬁctif  le pendule simple
 au système réel  l'horloge normande.
Une analyse de l'activité scientiﬁque doit, selon lui, être en mesure de rendre
compte de ces diﬀérentes relations de représentation. Je voudrais à présent montrer
pourquoi ce schéma, à supposer que l'on parvienne à résoudre les problèmes philoso-
phiques posés par l'analyse de la ﬁction  ce que je ne chercherai pas à examiner 
n'éclaire pas la manière dont les agents raisonnent au moyen des représentations qu'ils
utilisent, parce qu'il reste tributaire d'une conception abstraite de la représentation.
2.3 L'importance de la forme particulière des représentations
Pour commencer, notons les deux avantages majeurs de l'analyse que je viens de
présenter. En premier lieu, elle souligne le fait que les équations fournies par une
théorie comme la mécanique classique n'acquièrent une signiﬁcation que par leur ap-
plication à des cas concrets, qu'ils soient imaginaires ou réels. Cela signiﬁe, comme
51Peter Godfrey-Smith (2006, p. 735) aﬃrme que,  bien que ces entités imaginaires soient décon-
certantes, [...] elles peuvent être considérées comme similaires à quelque chose dont nous sommes tous
familiers, les objets imaginaires de la littérature de ﬁction.  Roman Frigg (2009) développe cette
conception des modèles comme ﬁctions en s'appuyant sur les travaux de Kendall Walton (1990).
Cette conception de la représentation scientiﬁque sur le modèle de la ﬁction était déjà présente
dans des travaux plus anciens en philosophie des sciences, comme ceux de Vaihinger (1911). Plus
récemment, plusieurs philosophes des sciences ont trouvé dans les analyses de la ﬁction littéraire
des outils féconds pour rendre compte de la représentation scientiﬁque (voir Cartwright, 1983; Fine,
1993; Elgin, 1996; Barberousse et Ludwig, 2000). Voir aussi le volume consacré à ce sujet édité par
Mauricio Suárez (2009). Ronald Giere (2009), en revanche, s'y oppose, et propose de concevoir les
modèles comme des entités  abstraites .
Modèles 323
j'y ai insisté à maintes reprises, que c'est dans et par la pratique qui consiste à ma-
nipuler une équation pour résoudre des problèmes particuliers que celle-ci devient
une authentique représentation. Autrement dit, on ne peut pas parler de représen-
tation sans prendre en compte l'agent qui la comprend et l'utilise pour représenter
un système concret  qu'il s'agisse du pendule simple ou d'une horloge normande.
C'est la raison pour laquelle Godfrey-Smith (2006) et Frigg (2009) ont raison, selon
moi, d'aﬃrmer que le pendule simple est plus qu'une simple structure mathématique
au sens où, s'il était réel, il aurait toutes les particularités d'un objet matériel. Cela
ne revient à aﬃrmer rien de plus que le fait que, quand j'imagine un objet tel que
le pendule simple, je me le ﬁgure sous les traits d'un objet concret, qui n'est que
sous-déterminé par la structure qu'il instancie ; ce faisant, je me ﬁgure ce que dit la
théorie en tant qu'elle oﬀre une représentation du monde empirique.
En second lieu, aﬃrmer que les équations ne décrivent jamais  ou très rarement
 parfaitement le comportement des systèmes réels permet d'attirer l'attention sur
le fait que les idéalisations et les approximations nécessaires à la prédiction et à l'ex-
plication des phénomènes empiriques exigent de la part des scientiﬁques une grande
capacité d'invention et d'imagination, qui, comme le souligne Kuhn, ne peut pas être
simplement identiﬁée à la mise en ÷uvre de règles. Cela signiﬁe donc qu'une grande
part de l'activité scientiﬁque n'est pas correctement décrite par la reconstruction
formelle des théories, car ces dernières, ainsi reconstruites, ne nous disent pas com-
ment eﬀectuer ces opérations d'idéalisation et d'approximation.52 Cette compétence
s'acquiert, comme le souligne Kuhn, par la résolution de problèmes de plus en plus
compliqués, mettant en jeu des situations parfois inédites.
Une fois ces deux choses établies, il semble cependant que la relation que Frigg
appelle  T-representation  (voir ﬁgure 12) est une relation abstraite, qui ne rend
pas compte du processus par lequel, en pratique, les agents apprennent à utiliser
les équations de la mécanique pour représenter des systèmes concrets (qu'ils soient
idéalisés ou réels) et, ce faisant, acquièrent une compréhension de ces équations. Si
l'on cherche à rendre compte de ce processus, on ne peut, comme je vais le montrer,
le dissocier des inférences que les agents tirent au moyen de ces représentations. Cela
apparaît clairement si l'on analyse en détail la résolution d'un problème de mécanique
comme celui du pendule simple.
52Comme je le signale au chapitre 5, page 258, cela ne me semble pas, pour autant, valoir comme
une critique suﬃsante des approches formelles, qui ne prétendent pas (toujours) rendre compte de
cet aspect de la pratique scientiﬁque. Ma propre critique des approches formelles dans le chapitre 5
se situe en amont de cette critique, puisqu'elle consiste à montrer que l'analyse du contenu d'une
théorie ne peut éviter de prendre en compte, dans une certaine mesure, la manière dont les agents
l'utilisent.
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J'ai montré, au chapitre 2 (section 1.3), que la résolution de ce problème implique
plusieurs étapes. La première consiste à identiﬁer les forces appliquées au système que
l'on étudie aﬁn d'écrire l'équation de Newton sous la forme adéquate. La deuxième
consiste, une fois les conditions initiales du système connues, à résoudre cette équa-
tion. C'est en apprenant à reconnaître, dans un système concret, les forces qu'il faut
prendre en compte pour en décrire le comportement, que j'acquiers la double compé-
tence computationnelle et représentationnelle qui consiste, indissociablement, à savoir
écrire correctement l'équation du mouvement et à savoir me représenter des situations
de plus en plus complexes comme des situations newtoniennes. C'est ainsi, comme
je l'ai souligné à plusieurs reprises, que j'acquiers une compréhension des équations
newtoniennes.
Or, on l'a vu, la résolution du problème du pendule simple ne consiste pas dans
les mêmes opérations quand j'utilise les équations de la mécanique analytique. Dans
ce cas, écrire l'équation sous la forme adéquate ne consiste pas à identiﬁer des forces,
mais à choisir les coordonnées généralisées qui me permettent de trouver l'expres-
sion de l'énergie cinétique et de l'énergie potentielle du système aﬁn d'en écrire le
lagrangien. Manipuler les équations de Lagrange de façon à en faire les représenta-
tions d'une situation particulière implique de me représenter cette dernière comme
une situation lagrangienne, c'est-à-dire une situation mettant en jeu des énergies, et
non des forces.
Je ne conteste pas le fait que ce savoir-faire s'acquière d'abord en apprenant à
manipuler les équations de la mécanique pour décrire des systèmes idéalisés comme
le pendule simple, et que la maîtrise de ces cas simples guide, ensuite, l'utilisation
des équations pour prédire et expliquer des situations du monde réel beaucoup plus
compliquées. En revanche, je conteste le fait que la relation de représentation dont
il s'agit de rendre compte pour comprendre l'activité scientiﬁque soit celle que Frigg
(2009) appelle la  T-representation , c'est-à-dire la  relation  entre le système
idéalisé et les systèmes du monde empirique.
Qu'il s'agisse de l'application des équations de la mécanique à un cas imaginaire
simple ou à un cas réel, les représentations que l'on manipule et au moyen desquelles
on prédit et explique le comportement des systèmes (imaginaires ou réels) sont des
équations dont la forme particulière (newtonienne ou lagrangienne) est cruciale dans
les opérations que l'on doit eﬀectuer. Représenter une situation du monde réel  au
moyen du modèle du pendule simple  ne consiste pas dans les mêmes opérations
selon que l'on utilise une représentation newtonienne ou une représentation lagran-
gienne. Autrement dit, on ne raisonne pas au moyen du modèle du pendule simple
in abstracto, mais au moyen d'une représentation particulière de ce modèle. Cette
représentation particulière, précisons-le, n'a pas toujours besoin d'être écrite noir sur
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blanc sur un papier : je peux bien me contenter, dans les cas simples, de me repré-
senter mentalement l'équation décrivant le mouvement d'un système, mais je me la
représente toujours sous une forme particulière. Le pendule simple, in abstracto, n'est
pas une représentation, si l'on entend par  représentation  un outil qui permet de
tirer des inférences.
Fig. 13  James Watson, Francis Crick, et le modèle de la double hélice de la molécule d'ADN
Cela devient clair quand on considère un autre type de représentation théorique,
comme le modèle de la double hélice de l'ADN, proposé par Francis Crick et James
Watson (voir ﬁgure 13). J'ai distingué, au début de cette section, les modèles de ce
type de ceux qui, comme le pendule simple, sont des systèmes idéalisés. En eﬀet, le
modèle de la double hélice est un objet réel que Watson et Crick peuvent littéralement
manipuler, alors que le pendule simple est imaginaire.
On peut, certes, raisonnablement aﬃrmer que ce modèle matériel est la représen-
tation d'une idéalisation. En eﬀet, tout comme l'équation du pendule, il ne décrit à
strictement parler aucune molécule d'ADN particulière, mais exprime une hypothèse
théorique selon laquelle les molécules d'ADN peuvent être représentées sous la forme
d'une double hélice. Si l'on se reporte au schéma de Frigg (2009), le modèle matériel
concret sur lequel travaillent Watson et Crick joue le rôle des énoncés ( text in plain
language ) qui décrivent le système imaginaire, mais n'est pas lui-même un système
imaginaire. En eﬀet, ce que l'on appelle le modèle de la double hélice n'est identiﬁable
à aucun modèle matériel, mais est une hypothèse théorique, que l'on peut énoncer
linguistiquement ou présenter sous la forme d'une maquette.
Pour autant, aﬃrmer, en suivant le schéma de Frigg, que la maquette construite et
manipulée par Watson et Crick n'est que le moyen d'accéder à une entité imaginaire,
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qui elle-même sert à représenter les molécules réelles semble quelque peu coûteux et
inutile. C'est bien la maquette réelle que Watson et Crick manipulent, et non pas une
molécule d'ADN imaginaire. Qu'ils l'utilisent pour en tirer des informations sur les
molécules d'ADN en général et non sur telle ou telle molécule particulière ne suﬃt
pas à dire qu'ils utilisent une entité abstraite pour représenter des entités réelles.53
Par là, je ne nie pas qu'il soit possible d'imaginer un objet tel que le pendule simple ;
en revanche, j'aﬃrme que l'on ne peut l'utiliser pour tirer des inférences  à propos
des phénomènes en général ou de phénomènes particuliers  qu'en se le représentant
(même mentalement) sous une certaine forme, et que cette forme joue un rôle central
dans les inférences que l'on peut en tirer.
Ainsi, contrairement à ce que souligne Frigg (2009) dans son schéma de la re-
présentation scientiﬁque (ﬁgure 12), l'acte de représenter, par lequel les agents ap-
prennent la signiﬁcation des diﬀérentes équations de la mécanique et acquièrent les
compétences nécessaires à leur utilisation, ne doit pas être étudié au moyen d'une en-
quête sur la nature de la T-representation, c'est-à-dire de la relation entre les idéalisa-
tions (in abstracto) et le monde réel, mais par une analyse détaillée des manipulations
qu'impliquent la description des systèmes idéalisés et des systèmes réels au moyen
de représentations particulières. Or, pour ces manipulations, la forme particulière de
ces représentations est cruciale.
En conséquence, tout en reconnaissant l'importance des exercices qui consistent à
appliquer ce que Kuhn appelle des  généralisations symboliques  à des cas idéalisés 
que l'on peut appeler, suivant l'usage courant, des  modèles  , et en admettant que
la représentation des systèmes du monde réel repose sur des processus d'idéalisation 
que l'on peut appeler, corrélativement,  modélisation  , je suggère qu'une analyse
des processus par lesquels les agents appliquent ces généralisations symboliques à
des cas concrets (réels ou ﬁctifs) doit prêter attention à la forme particulière de ces
généralisations symboliques et au détail des manipulations et des inférences que cela
implique. C'est ce que je me propose de faire dans la prochaine section.
53C'est pourtant ce qu'aﬃrme paradoxalement Ronald Giere (2006, pp. 105-106), après avoir sou-
ligné l'importance de la manipulation concrète de divers types de représentations  diagrammes,
schémas, équations, etc.  par les agents :  l'expert utilise des représentations externes pour re-
construire [italiques d'origine] des aspects du modèle abstrait [je souligne] pertinent pour l'étude
d'un problème particulier. [...] Le modèle matériel de l'ADN de Watson et Crick, par exemple, sert
à spéciﬁer certains traits d'un modèle abstrait de l'ADN, comme la hauteur de l'hélice et les paires
de bases autorisées.  Si, comme le prétend par ailleurs Giere, la relation de représentation repose
sur des ressemblances, on voit mal en quoi le modèle abstrait ressemble à une molécule réelle. Si
ressemblance il y a, elle est entre la maquette concrète et la molécule réelle. Je ne nie pas que la
maquette concrète de la molécule d'ADN exprime une hypothèse théorique générale ; en revanche,
c'est bien la maquette concrète qui sert de représentation et permet de tirer des inférences.
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3 Unités d'analyse locales : ﬁgures et formules
On a vu, à la section 1, que l'étude de l'apprentissage et de la pratique scienti-
ﬁques, en tant qu'elle nous renseigne sur la compréhension des représentations théo-
riques par les agents, gagnerait à se concentrer sur les unités d'analyse locales que
sont les représentations que les agents utilisent et manipulent. En outre, j'ai montré
qu'une analyse de leur signiﬁcation devait prendre en compte la compréhension si-
tuée qu'en ont les agents et renoncer à une sémantique vériconditionnelle, plutôt que
d'en reconstruire le contenu logico-empirique en principe, cette dernière perspective
ayant conduit Kuhn à tenir des propos qui contredisent ses considérations pourtant
fécondes sur l'application des généralisations symboliques à des problèmes concrets.
L'analyse de la section 2 m'a permis de montrer que l'étude de l'interaction cogni-
tive des agents avec ces unités d'analyse locales doit, de plus, prendre en compte leur
forme particulière. En eﬀet, si l'on prend au sérieux l'idée selon laquelle les représen-
tations théoriques n'acquièrent une signiﬁcation qu'en tant qu'elles sont appliquées,
au moyen de manipulations concrètes, à des exemples particuliers, on ne peut ignorer
la forme sous laquelle elles sont présentées aux agents, dans la mesure où ces mani-
pulations en dépendent. Ainsi, utiliser le modèle du pendule simple ou de la double
hélice de l'ADN pour représenter un système particulier consiste toujours à raisonner
sur  et parfois littéralement manipuler  une équation, un diagramme, un graphe,
ou encore un objet matériel particuliers.
Souligner et étudier l'importance de la forme particulière des représentations qui
sont utilisés par les agents permet de rendre compte du caractère indissociable des
deux compétences dont j'ai aﬃrmé à plusieurs reprises qu'elles sont constitutives de
la compréhension propre à l'activité théorique (voir chapitre 4, section 1.2) : celle
qui permet aux agents de manipuler le  morceau de théorie  qu'ils utilisent pour
résoudre un problème particulier de façon à lui donner la forme adéquate (que j'ap-
pelle computationnelle), et celle qui leur permet de voir une situation particulière
comme, par exemple, une situation newtonienne (que j'appelle représentationnelle).
La présente section vise à approfondir l'analyse de la relation entre ces deux dimen-
sions de la compréhension, et en particulier à préciser la nature de celle que j'appelle
 computationnelle .
Pour cela, je propose dans un premier temps (section 3.1) de revenir sur la notion
kuhnienne de  cas exemplaire  et sur l'analyse qu'il en fait dans les années 1970
(Kuhn, 1970a,b, 1969). On verra (section 3.1.1) que Kuhn souligne le caractère in-
dissociable des aspects computationnels et représentationnels de l'activité théorique.
Cependant, il minimise paradoxalement, dans certains de ses propos, l'importance
de la dimension computationnelle ; je montrerai (section 3.1.2) que cela le conduit
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à établir une frontière nette entre développement formel et invention théorique. Les
limites de l'analyse de Kuhn me conduiront dans un deuxième temps (section 3.2) à
présenter la notion de  gabarit , proposée par Paul Humphreys (2004). Cette notion
est destinée, chez Humphreys, à souligner l'importance de la forme particulière  ce
qu'il appelle la  syntaxe   des équations utilisées dans la pratique scientiﬁque ; ses
propos me permettront d'approfondir l'analyse de la dimension computationnelle de
l'activité théorique. Enﬁn, je conclurai cet examen (section 3.3) en montrant que,
dès lors que l'on s'intéresse à la forme particulière des représentations et que l'on
renonce à étudier leur signiﬁcation sur le modèle de la référence linguistique, il est
souhaitable de prêter attention à tous les types de représentations utilisés dans la
pratique scientiﬁque, et non pas seulement aux représentations linguistiques (comme
les équations).
3.1 Les cas exemplaires :  Comment les scientiﬁques relient-ils les
expressions symboliques à la nature ?  (Kuhn, 1969)
Si Kuhn, dans les années 1970, n'abandonne pas le sens global de la notion de
paradigme, qu'il rebaptise  matrice disciplinaire , son insistance sur l'importance
des cas exemplaires et l'analyse détaillée qu'il y consacre permettent d'y voir des
unités d'analyse relativement indépendantes de leur insertion dans le cadre plus global
de la matrice disciplinaire. C'est en tant qu'unités d'analyse locales autonomes que
je vais m'y intéresser dans cette section.
Les étudier comme des unités locales autonomes revient à renoncer à l'idée selon
laquelle elles tirent leur signiﬁcation de la théorie de laquelle elles sont issues, et à les
considérer comme des formules qui acquièrent une signiﬁcation de leur application à
des cas particuliers. Avant d'être utilisées pour résoudre un problème particulier, ces
formules ne sont encore que des généralisations symboliques. Elles deviennent des cas
exemplaires quand elles oﬀrent la solution d'un problème particulier.
En eﬀet, comme je l'ai signalé à la section 1 (page 290), ce que Kuhn appelle  cas
exemplaire  n'est pas le système particulier  pendule simple ou horloge normande 
auquel est appliquée la généralisation symbolique ; c'est la généralisation symbolique
elle-même, une fois mise sous la forme particulière qui permet à l'agent de résoudre le
problème. C'est, comme le dit Kuhn, la  solution concrète d'un problème  [concrete
problem solution]. Autrement dit, c'est la généralisation symbolique en tant qu'elle
est interprétée. Il convient à présent d'aborder de front l'analyse de ce processus
d'interprétation, par lequel une généralisation symbolique devient un cas exemplaire.
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3.1.1 Manipulation et interprétation des généralisations symboliques
On a vu, à la section 1 (page 289), que Kuhn refuse l'idée selon laquelle l'ap-
plication des généralisations symboliques à la résolution d'un problème particulier
consisterait en la mise en ÷uvre d'un ensemble de règles. Une des preuves, selon lui,
de l'inadéquation d'une telle description est qu'elle ne rend pas compte de la capa-
cité des scientiﬁques à écrire les généralisations symboliques sous des formes parfois
inédites, adaptées à la résolution d'un nouveau type de problème.
Cette capacité, comme tout savoir-faire, s'acquiert par l'exercice. C'est en ayant
successivement appris à appliquer l'expression symbolique du principe fondamental
de la dynamique,  f = ma , à la chute libre d'un corps, au mouvement d'un pendule
simple et à une paire d'oscillateurs harmoniques couplés, problèmes pour lesquels elle
prend des formes très diﬀérentes (mg = md2s/dt2  pour la chute libre, mgsinθ =
−md2s/dt2  pour le pendule simple, et m1d2s1/dt2+k1s1 = k2(d+s2−s1)  pour la
paire d'oscillateurs harmoniques couplés) qui la rendent méconnaissable aux yeux du
novice, que l'étudiant acquiert le savoir-faire qui en fait le membre d'une communauté
scientiﬁque (Kuhn, 1969, p. 465).
Ce savoir-faire, s'il consiste bien à manipuler une expression symbolique, ne se
réduit pas, nous dit Kuhn, à une procédure  purement syntaxique  :
Avant de pouvoir commencer les manipulations logiques et mathématiques qui
aboutissent à la prédiction de mesures précises, le scientiﬁque doit écrire la forme
particulière de f = ma qui s'applique, par exemple, à la vibration d'une corde
ou la forme particulière de l'équation de Schrödinger qui s'applique par exemple
à l'atome d'hélium dans un champ magnétique. Quelle que soit la procédure
qu'il met en ÷uvre en faisant cela, elle ne peut pas être purement syntaxique.
(Kuhn, 1969, p. 466)
Ce que Kuhn suggère ici  quoique ce ne soient pas les termes qu'il emploie , c'est
qu'il convient de distinguer entre deux types de compétences computationnelles, qui
correspondent à deux types de manipulation de la forme des équations. La première,
qu'il appelle  purement syntaxique , consiste en la mise en ÷uvre des règles de calcul
logico-mathématiques qui permettent, par exemple, de trouver les solutions d'une
équation diﬀérentielle. Ces calculs ne requièrent pas, en tant que tels, l'interprétation
de ces expressions. Cette capacité à manipuler des expressions non interprétées est la
seule partie de la compétence scientiﬁque qui puisse, selon Kuhn, être décrite comme
l'application de règles.
La seconde, celle qui permet d'écrire l'équation de Schrödinger sous la forme par-
ticulière qui s'applique à l'atome d'hélium dans un champ magnétique, consiste aussi
en la manipulation d'une expression symbolique, mais elle n'est possible qu'en tant
que cette expression est interprétée. Ce qui guide ce deuxième type de manipulation,
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c'est donc la compréhension de la signiﬁcation de cette expression.54
Ainsi, contrairement à ce que suggère l'image empiriste logique des théories qui
les décrit comme des ensembles d'énoncés syntaxiques joints à des règles d'interpré-
tation, l'interprétation ne vient pas après coup : quand l'expression  f = ma  est
transformée, par exemple, en  mgsinθ = −md2s/dt2 ,
 f = ma  n'est plus une expression non interprétée. Le processus qui consiste
à adapter les cas exemplaires aux expressions est initialement55 une manière
d'apprendre à interpréter ces expressions. Quand on peut le faire, on a appris
l'interprétation. (Kuhn, réponse à Achinstein, in Suppe, 1974/1977b, p. 517)56
Être capable d'écrire une équation de la forme  mg = md2s/dt2  pour un pro-
blème de chute libre,  mgsinθ = −md2s/dt2  pour un pendule simple, ou encore
 m1d2s1/dt2 + k1s1 = k2(d + s2 − s1)  pour une paire d'oscillateurs couplés, c'est
déjà comprendre  f = ma  d'une certaine manière. C'est cette compréhension de
l'équation que l'étudiant acquiert au moyen de cas exemplaires.
Les étudiants en physique aﬃrment régulièrement avoir lu l'intégralité d'un cha-
pitre de leur manuel et l'avoir parfaitement compris57, mais avoir malgré cela
des diﬃcultés à résoudre les problèmes à la ﬁn du chapitre. Presque toujours, ces
diﬃcultés résident dans l'écriture des équations appropriées et dans la mise en
relation des mots et des exemples donnés dans le manuel aux problèmes particu-
liers qu'on leur demande de résoudre. Ordinairement, ces diﬃcultés se dissolvent
toutes de la même manière. L'étudiant découvre une manière de voir ce problème
comme un problème qu'il a déjà rencontré. Une fois que cette similitude ou ana-
logie est perçue, demeurent seulement les diﬃcultés de manipulation. (Kuhn,
1969, p. 470)
Les deux types de  diﬃcultés  mentionnés ici correspondent aux deux types de
manipulations que j'ai distingués : celles qui consiste à écrire les équations sous la
forme adéquate disparaissent quand l'étudiant comprend ces équations comme les
représentations d'un certain type de systèmes ; les secondes, les seules que Kuhn
appelle ici des  diﬃcultés de manipulation , concernent, elles, la maîtrise de règles
54On avait déjà rencontré, chapitre 4 (page 168), cette opposition entre une compétence que
Kuhn appellerait  purement syntaxique  et que Feynman attribue aux mathématiciens et une
compétence, computationnelle aussi (au sens où elle consiste en la manipulation de la forme des
équations), qui est guidée par l'interprétation ou l' intuition  physique.
55Je souligne.
56Cette phrase est extraite de la réponse à une critique d'Achinstein lors de la conférence sur
la structure des théories scientiﬁques qui s'est tenue dans l'Urbana en 1969 (Suppe, 1974/1977b),
où Kuhn a présenté ses  Second thoughts on paradigms . Achinstein (Suppe, 1974/1977b, p. 516)
reprochait à Kuhn de concéder trop à l'empirisme logique en supposant que, avant sa transformation,
 f = ma  est non interprétée.
57Je souligne.
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logico-mathématiques. C'est la maîtrise des premières, qui sont indissociables d'un
processus d'interprétation, et non des secondes, qui détermine le plus précisément,
selon Kuhn, l'appartenance à une communauté scientiﬁque.
En eﬀet, alors que  beaucoup de communautés scientiﬁques partagent, par exemple,
l'équation de Schrödinger , elles ne l'utilisent pas toujours pour résoudre le même
type de problèmes. Par conséquent, les spécialistes de la physique des solides et ceux
de la théorie des champs, par exemple, ne  partagent de manière non équivoque  que
 l'équation de Schrödinger non interprétée58, et non pas une équation interprétée 
(Kuhn, 1969, p. 471, note 17).
Ainsi, Kuhn rejette fermement l'idée selon laquelle les scientiﬁques disposeraient
d'une batterie de généralisations symboliques abstraites comme, par exemple,  f =
ma  ou l'équation de Schrödinger, auxquelles ils donneraient ensuite une interpréta-
tion empirique en en reliant les diﬀérents éléments à des éléments du monde.59 Pour
le scientiﬁque qui l'utilise, l'expression de la deuxième loi de Newton, même à un
très haut niveau de généralité, c'est-à-dire avant même de servir à la description, par
exemple, du mouvement d'un pendule, est interprétée.60 C'est la raison pour laquelle
Kuhn aﬃrme que  les cas exemplaires (et aussi les modèles) sont des déterminants
bien plus eﬃcaces de la sous-structure des communautés que ne le sont les généra-
lisations symboliques.  En eﬀet, dès lors qu'elles sont utilisées, les généralisations
58Je souligne.
59Signalons que Kuhn, au moment de l'édition, par Frederick Suppe (1974/1977b), des actes de
la conférence tenue en 1969, ajoute une note soulignant une confusion importante à propos de la
notion de règles de correspondance dans sa propre contribution à la conférence. En eﬀet, dans sa
critique de la conception positiviste logique de l'interprétation empirique des théories, il emploie à
tort l'expression  règles de correspondance  ou  règles d'interprétation  pour désigner le processus
par lequel les termes théoriques sont  attachés à la nature . Or, comme il le souligne dans sa note,
 les règles de correspondance relient uniquement des mots à d'autres mots, et pas à la nature. 
Il ajoute qu'il prétend aussi bien critiquer l'idée selon laquelle les termes théoriques sont reliés aux
termes observationnels au moyen de règles de correspondance, que celle, dont il aﬃrme que les
empiristes logiques en font une hypothèse implicite, selon laquelle  tout individu qui sait utiliser
correctement un terme de base a accès, consciemment ou inconsciemment, à un ensemble de critères
qui déﬁnissent ce terme ou fournissent les conditions nécessaires et suﬃsantes pour son application. 
 Pour cette sorte d'attachement-par-critère j'ai aussi utilisé l'expression règle de correspondance,
ce qui est une violation de son usage normal. Cette extension est cependant excusable dans la mesure
où je crois qu'en appeler explicitement aux règles de correspondance et implicitement à des critères
d'application revient à introduire la même procédure et attire de la même manière notre attention
dans une mauvaise direction.  (Kuhn, 1969, p. 467, note 11)
60C'est ainsi que je propose de comprendre l'aﬃrmation de Kuhn selon laquelle  le contenu
empirique doit entrer dans les théories formalisées par le haut aussi bien que par le bas  et que les
 formalismes en science sont reliés à la nature par le haut, sans l'intervention d'une déduction qui
élimine les termes théoriques.  (Kuhn, 1969, p. 466).
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symboliques sont des cas exemplaires.
Quand je dis que [les membres d'une communauté] partagent un engagement
pour, par exemple, la généralisation symbolique f = ma, je veux seulement dire
qu'ils ne font aucune objection à un homme qui inscrit les quatre symboles, f ,
=, m, et a à la suite sur une ligne, qui manipule les expressions résultantes
au moyen de la logique et des mathématiques, et qui exhibe un résultat lui-
même symbolique. Pour nous, à ce stade de la discussion, quoique pas pour les
scientiﬁques qui les utilisent61, ces symboles et les expressions qui résultent de
leur composition sont non interprétés, encore vides de signiﬁcation empirique ou
d'application. Un engagement partagé pour un ensemble de généralisations jus-
tiﬁe des manipulations logiques et mathématiques, et implique un engagement
pour le résultat. Cela n'implique pas obligatoirement, cependant, un accord sur
la manière dont ces symboles, individuellement ou collectivement, sont reliés aux
résultats de l'expérience et de l'observation. Dans cette mesure, les généralisa-
tions symboliques partagées fonctionnent comme des expressions d'un système
purement mathématique. (Kuhn, 1969, p. 464)
L' engagement  partagé par tous les physiciens qui utilisent l'équation de Schrö-
dinger se réduit à l'acceptation commune de la relation logique des symboles qui y
ﬁgurent et à celle des règles de calcul de la logique et des mathématiques, qui per-
mettent de tirer les conséquences de cette équation, quels que soient les phénomènes
qu'elle sert à représenter. La mise en ÷uvre de ces règles de calcul ne requiert au-
cune connaissance de la nature des référents de ces symboles. Cependant, si elle est
encore vide de signiﬁcation pour l'observateur extérieur qui constate que tous les in-
dividus appelés  physiciens  utilisent cette suite de symbole, elle est toujours déjà
interprétée pour les scientiﬁques qui l'utilisent, sans quoi ils seraient incapables de
l'écrire sous la forme idoine (tout comme le débutant qui n'a pas encore acquis cette
compétence).
En conséquence, selon les cas auxquels ils l'appliquent, les membres de commu-
nautés scientiﬁques diﬀérentes ne donnent pas la même signiﬁcation à cette  même 
généralisation symbolique, ce qui permet à Kuhn, comme on l'a vu dans la première
section de ce chapitre (page 291), d'aﬃrmer que,  bien que la mécanique quantique
(ou la dynamique newtonienne, ou la théorie électromagnétique) soit un paradigme
pour de nombreux groupes scientiﬁques, ce n'est pas le même paradigme pour tous62 
(Kuhn, 1962/1970, pp. 49-50).
Distinguer ainsi entre deux compétences que l'on peut appeler  computation-
nelles , au sens où elles se manifestent toutes deux par la manipulation d'une ex-
pression symbolique, permet de souligner le fait que celle qui caractérise la compré-
61Je souligne.
62Je souligne.
Unités d'analyse locales : figures et formules 333
hension est indissociable d'un processus d'interprétation, et donc de la compétence
que j'appelle  représentationnelle . Dire qu'elles sont indissociables, c'est refuser le
présupposé, qui sous-tend l'analyse des empiristes logiques, selon lequel la forme des
énoncés et leur contenu peuvent être clairement distingués.
Ajoutons pour ﬁnir que cette conviction kuhnienne, que je reprends à mon compte,
selon laquelle il est impossible de distinguer le processus de manipulation d'une ex-
pression symbolique de celui de son interprétation, est à mon sens indépendante du
holisme sémantique qu'il adopte par ailleurs et qui le conduit à soutenir la thèse de
l'incommensurabilité des paradigmes. On peut en eﬀet aﬃrmer que l'étude de l'ac-
tivité théorique interdit de distinguer nettement, au niveau local de l'utilisation des
représentations issues des théories, entre des formules non interprétées et le contenu
de l'observation, sans pour autant adopter l'idée d'un schème conceptuel qui déter-
mine, globalement, une certaine vision du monde.
Pourtant, tout en distinguant entre ces deux compétences computationnelles, et
en remarquant que les processus d'interprétation et de manipulation des généralisa-
tions symboliques sont indissociables, Kuhn minimise, dans certains de ses propos,
l'importance de la dimension computationnelle du processus d'interprétation. Cela
se manifeste, comme on va le voir, dans la distinction nette qu'il trace entre le déve-
loppement formel des théories et l'invention théorique.
3.1.2 Invention de nouveaux  formalismes  et invention théorique
Comme on vient de le voir, écrire une équation sous la forme adaptée à un pro-
blème particulier ne consiste pas seulement à appliquer des règles, mais exige une
capacité d'invention de la part de l'agent, laquelle repose, pour ainsi dire, sur l'intui-
tion physique qu'il a acquise en résolvant des problèmes de plus en plus compliqués.
En eﬀet, comme le note Kuhn,  chacune de ces classes [de problèmes] exige un nou-
veau formalisme.  Pourtant, Kuhn, comme je vais le montrer dans cette section,
en ne procédant pas à une analyse précise de ce qu'il faut entendre ici par  forma-
lisme , minimise l'importance de la forme même des représentations manipulées par
les scientiﬁques, et fait, à nouveau, une concession majeure à l'empirisme logique.
Avant de montrer en quoi cette concession consiste, soulignons certaines consé-
quences de la description de l'activité théorique présentée dans la section précédente.
Dans la mesure où l'activité des scientiﬁques ne peut pas être décrite comme l'applica-
tion de règles, l'entreprise des empiristes logiques consistant à expliciter les règles de
déduction et d'interprétation qui caractérisent l'application empirique des théories,
ne rend pas compte des processus eﬀectifs qui sont mis en ÷uvre par les scientiﬁques.
Parce que ce sont, comme on l'a vu, ces processus eﬀectifs qui déterminent la si-
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gniﬁcation des représentations ainsi manipulées, Kuhn aﬃrme que la description des
théories comme des ensembles de formules non interprétées auxquelles sont ajoutées
des règles de correspondance conduit à  des reconstructions de théories légèrement
diﬀérentes  (Kuhn, 1969, p. 468) de celles qui sont eﬀectivement utilisées par les
scientiﬁques.
Ce que Kuhn semble vouloir dire ici, c'est que la reconstruction formelle d'une
théorie, si on la considère comme une formulation de cette théorie, exprime en fait
une théorie diﬀérente : si l'on suppose que les règles qui y sont explicitées décrivent
des processus d'interprétation, alors la théorie reconstruite n'est pas la théorie telle
qu'elle est eﬀectivement utilisée et comprise par les scientiﬁques, mais une théorie
qui pourrait être utilisée. En conséquence, la reconstruction formelle, plutôt qu'une
analyse de la connaissance scientiﬁque, s'apparente plutôt aux travaux des scienti-
ﬁques eux-mêmes, quand ils cherchent à développer formellement leur théorie pour
la rendre plus puissante ; c'est du moins ce que Kuhn suggère quand il aﬃrme que le
 philosophe peut bien, en se comportant comme un scientiﬁque, améliorer la théorie
d'un groupe, mais il ne l'aura pas, en tant que philosophe, analysée.  (Kuhn, 1969,
p. 468)
Cela signiﬁe, comme le suggère Suppes (1968) que Kuhn cite en note comme un
 exemple typique de l'hypothèse selon laquelle un perfectionnement du formalisme
est ipso facto une analyse de la connaissance déployée par la communauté qui utilise
ce formalisme à améliorer  (Kuhn, 1969, p. 468, note 13), qu'expliciter les hypothèses
fondamentales et la structure d'une théorie peut contribuer à l'améliorer et à la rendre
plus puissante, mais que cela ne contribue pas à éclairer l'activité théorique eﬀective
consistant en l'utilisation de la théorie sous sa formulation  peut-être imparfaite 
actuelle.63
Or Kuhn compare explicitement la tâche de reconstruction formelle à celle qu'a
accomplie Hamilton en mécanique classique :
63Ainsi Kuhn aﬃrme-t-il que  les formalistes ont souvent confondu la tâche consistant à améliorer
la clarté et la structure des éléments formels d'une théorie scientiﬁque avec la tâche très diﬀérente
consistant à analyser la connaissance scientiﬁque.  (Kuhn, 1969, p. 468, note 13) Dans sa réponse
à la critique de Suppes, Kuhn ajoute :  Vous essayez [...] d'améliorer les théories  les scientiﬁques
le font et il n'y a pas de raison pour laquelle un philosophe ne devrait pas le faire  et je ne veux
pas tracer de frontière qui vous exclue. Pour votre problème, qui plus est, je pense que vous avez
raison : plus une théorie scientiﬁque est formalisée, plus elle a de chances d'être puissante. Mais la
théorie formalisée n'est pas la même théorie, et vous n'avez pas, en l'améliorant, simplement trouvé
ce qui était implicite dans ce que les gens faisaient avant. L'épistémologue doit donc être un peu
méﬁant à l'idée de l'accepter comme une version explicite de la théorie qu'il avait auparavant. Si les
théories peuvent fonctionner sans autant de formalisme, il doit comprendre comment et pourquoi,
et non pas produire une version plus formalisée.  (Kuhn, 1969, p. 513)
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Hamilton a produit une meilleure formulation de la mécanique newtonienne
que celle de Newton, et le philosophe peut espérer qu'une formalisation accrue
puisse déboucher sur des progrès. Mais il ne doit pas prendre pour acquis qu'il
en ressort la même théorie que celle de laquelle il est parti, ni que les éléments
formels de l'une ou l'autre version de la théorie sont coextensifs avec la théorie
elle-même.  (Kuhn, 1969, p. 468, note 13)
Ces propos semblent clairs : les développements formels de Hamilton conduisent à une
théorie dont l'application  et donc, serait-on tenté de conclure  la signiﬁcation, n'est
pas la même que celle formulée en termes newtoniens. En eﬀet, si la signiﬁcation d'une
théorie pour un groupe donné dépend de la manière dont il l'utilise, ce qui implique
le choix d'un certain type d'expression symboliques et leur application via un certain
type de procédures interprétatives, alors on doit pouvoir conclure que la mécanique
sous ses diﬀérentes formulations n'a pas la même signiﬁcation. En ce sens, l'invention
de ce que Kuhn appelle des  formalismes  nouveaux, parce qu'ils permettent des
applications nouvelles et s'accompagnent, comme on l'a vu, d'une nouvelle manière
de relier les équations de la mécanique aux phénomènes empiriques, devrait compter
comme une authentique invention théorique.
Pourtant, et c'est ici que se situent, selon moi, les limites de l'analyse de Kuhn,
il insiste paradoxalement, à plusieurs reprises, sur la diﬀérence entre le développe-
ment formel d'une théorie au sein d'un paradigme et l'invention d'une  nouvelle 
théorie. C'est en eﬀet ce même exemple  celui du développement  formel  de la
mécanique classique par Hamilton  que Kuhn convoque pour souligner que l'écri-
ture d'un  formalisme spécial, d'une nouvelle version de la formalisation, ne peut
pas consister dans la même chose que l'invention d'une nouvelle théorie. Entre autres
choses, [l'écriture d'un formalisme spécial] peut être enseignée alors que l'invention
d'une théorie ne peut pas l'être.  (Kuhn, 1969, p. 466)
En dressant ainsi une barrière entre la compétence, acquise par les étudiants au
moyen de cas exemplaires, qui leur permet d'écrire une généralisation symbolique
sous la forme adaptée à diﬀérents problèmes, et celle qui permet d' inventer une
nouvelle théorie , Kuhn minimise ce qu'il a pourtant contribué à souligner : le fait
que la manipulation de généralisations symboliques ne consiste pas en l'application
de règles, mais requiert une part d'invention. Alors que ses propos sur l'utilisation
des généralisations symboliques permettent de rendre compte de multiples diﬀérences
au sein d'une communauté large de chercheurs utilisant la  même  généralisation
symbolique, dresser une telle frontière contribue, une nouvelle fois, à  rigidiﬁer  la
notion de paradigme et à admettre que tout changement théorique est un changement
logico-empirique.64
64Comme le remarque Anouk Barberousse (2008, p. 97),  la thèse de Kuhn, qui émerge de l'op-
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Finalement, contrairement à ce qu'il aﬃrme ailleurs65, Kuhn maintient implicite-
ment l'idée selon laquelle,  au sommet  des théories, les généralisations symboliques
 qui peuvent recevoir plusieurs interprétations diﬀérentes selon le domaine de phé-
nomènes auxquelles elles sont appliquées  sont des unités ﬁxes et inchangeables.
Chacun des groupes utilisant la formule  f = ma  est enclin à la manipuler et à
l'interpréter d'une certaine manière, mais la forme mathématique elle-même de cette
équation ne semble pas jouer de rôle particulier dans ce processus computationnel.
À vouloir, comme on l'a vu, distinguer le processus de manipulation des ex-
pressions symboliques issues de la théorie de celui d'une manipulation purement
syntaxique  en distinguant deux types diﬀérents de  manipulations  , Kuhn est
paradoxalement conduit à ignorer un aspect pourtant très important de ce processus :
le fait que la forme particulière de la généralisation symbolique joue un rôle crucial
 c'est-à-dire, le fait que, comme Paul Humphreys (2004) le souligne, la  syntaxe 
compte. Autrement dit, Kuhn ignore la dimension théorique que peut avoir un chan-
gement formel. Cela se manifeste, d'une part, dans les propos qu'il tient sur les
développements  purement formels  opérés par Hamilton66 et, d'autre part, dans le
fait qu'il ne prend jamais en considération, dans ses exemples, des cas de généralisa-
tions symboliques  équivalentes  présentées sous des formes diﬀérentes, comme par
exemple les équations de la mécanique. En eﬀet, les exemples de Kuhn sont toujours
ceux d'une généralisation symbolique  la loi de Newton, l'équation de Schrödinger
 et des diﬀérentes formes qu'elle prend dans la pratique.
Probablement en raison même de son rejet de l'empirisme logique, qui véhicule
position explicite entre des formalismes spéciaux et la théorie, est que l'invention d'une nouvelle
théorie est nécessairement causée par une découverte empirique, contrairement à l'écriture de nou-
veaux formalismes. 
65Voir note 60.
66C'est un exemple qu'il prend à plusieurs reprises, notamment dans un article portant sur la
méthode de reconstruction formelle des théories proposée par Sneed (1971). Cette méthode, déve-
loppée également par Stegmüller, et exposée par Balzer et al. (1987), est une méthode structuraliste
proche de la méthode ensembliste de Suppes, qui cherche cependant à rendre compte de la dyna-
mique de la science telle qu'elle est décrite par Kuhn ainsi que par Lakatos. Kuhn (1976), tout en
aﬃrmant sa sympathie pour cette méthode, regrette cependant que, telle quelle, elle ne permette pas
encore de répondre à la question suivante :  Qu'est-ce qui sous-tend notre conviction selon laquelle
la mécanique relativiste diﬀère conceptuellement de la mécanique newtonienne en un sens où, par
exemple, les mécaniques lagrangienne et hamiltonienne n'en diﬀèrent pas ?  (Kuhn, 1976, p. 189 ;
2000, p. 187) Dans une note de ce même article, il aﬃrme que, quoique  les relations entre les trois
formulations de la mécanique classique du point soient plus complexes [que celles de la mécanique
du solide et de la mécanique du point], elles ont coexisté sans être considérées incompatibles. Il n'y
a pas de raison apparente de supposer que l'introduction d'une mécanique autre que newtonienne
ait constitué une révolution.  (Kuhn, 1976, p. 198, note 10 ; 2000, p. 188, note 18)
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une conception syntaxique des théories, Kuhn, se méﬁant, pour ainsi dire, de la  syn-
taxe , rejette toute considération accordant de l'importance à la forme même des
représentations pour les inférences des agents. Ce faisant, il rend assez mystérieuse
cette capacité à tirer des prédictions à partir de généralisations symboliques, qu'il a
l'air de considérer comme données une fois pour toutes au sommet de la théorie.67
En ignorant le détail des inférences eﬀectivement faites par les agents, il ne permet
pas de les distinguer clairement de l'application de règles décrivant tout ce qui peut,
en principe, être déduit d'une formule.
En cherchant à ne rien concéder à l'empirisme logique, Kuhn lui fait, une nou-
velle fois, une concession majeure : il admet implicitement que la forme particulière
des représentations est sans importance. C'est ainsi que je propose de comprendre
son refus de prendre les diﬀérences entre équations newtoniennes, lagrangiennes et
hamiltoniennes au sérieux, alors que plusieurs éléments de son analyse semblent y
inviter. Cette concession repose, selon moi, sur une confusion entre deux manières de
comprendre la notion de  syntaxe , que la prochaine section vise à éclairer.
3.2 Les gabarits :  La syntaxe compte.  (Humphreys, 2004)
Dans le chapitre intitulé  Computational Science  de Extending Ourselves, Paul
Humphreys (2004) déﬁnit une nouvelle unité d'analyse de l'activité théorique, les
gabarits.68 Elle est précisément destinée à rendre compte de l'importance de la forme
particulière  que Humphreys appelle  syntaxe   des équations et, plus généra-
lement, des schèmes de calculs mis en ÷uvre dans la prédiction et l'explication des
phénomènes.69 Comme on va le voir, l'usage fait par Humphreys du terme  syntaxe 
67C'est d'ailleurs une critique semblable que lui fait Paul Humphreys (2004, p. 101), à propos
du caractère  routinier  de l'utilisation des généralisations symboliques par les membres d'une
communauté :  il est étonnant que Kuhn, qui savait que l'on n'apprend rien concernant la science en
regardant uniquement ses produits ﬁnis, ait été aussi attaché aux méthodes des manuels dans ce cas.
L'apprentissage et l'utilisation routinière de modèles tous faits n'est certainement pas caractéristique
de l'usage tranchant des modèles de recherche, même au sein de la science normale. 
68Le terme anglais est  templates . Utilisé dans plusieurs domaines diﬀérents, ce terme peut
servir à désigner les formes, au sens de  moules , utilisées dans la fabrication d'objets, ou encore
les patrons utilisés dans la confection de vêtements. En informatique, ce terme désigne un modèle
syntaxique de conception de logiciel ou de présentation des données ; il est aussi utilisé en linguistique,
pour désigner une unité syntaxique (voir Lowenstamm, 2003). Dans ces deux usages, la traduction
française de  template  est  gabarit . Dans la mesure où le terme est choisi par Humphreys
pour insister sur la dimension syntaxique des équations utilisées dans la pratique scientiﬁque, c'est
l'analogie avec l'informatique et la linguistique qu'il m'a semblé le plus pertinent de souligner.
69Signalons que les propos de Humphreys s'insèrent dans une entreprise visant à rendre justice à
l'importance grandissante de l'utilisation des ordinateurs dans la pratique scientiﬁque, ces derniers
augmentant nos capacités de calcul au point, selon lui, d'appeler une redéﬁnition de la tripartition
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n'implique pas un retour à une conception syntaxique abstraite des théories ; bien au
contraire, il vise à montrer que des équations dont on peut en principe déduire les
mêmes conséquences en vertu d'un ensemble de règles logiques ne permettent pas
toujours les mêmes opérations, en pratique. Ces opérations dépendent en eﬀet de la
forme sous laquelle l'équation est présentée et des limitations des processeurs  ou
des agents cognitifs  qui les implémentent.
3.2.1 Les  morceaux concrets de syntaxe 
Humphreys propose d'appeler  gabarits  les diﬀérents schèmes de calcul ou algo-
rithmes utilisés dans la pratique scientiﬁque. Ceux-ci incluent des formes d'équations,
comme par exemple les équations lagrangiennes, des modèles statistiques comme les
distributions de Poisson, mais également des outils théoriques comme les automates
cellulaires nés des travaux de von Neumann sur les systèmes auto-réplicatifs (von
Neumann et Burks, 1966).
Prenons l'exemple d'une équation lagrangienne. Indépendamment de son contenu
représentationnel et du domaine de phénomènes que la théorie dont elle est issue est
censée expliquer70, elle se caractérise par une certaine syntaxe et conséquemment par
un certain type de manipulation et de calcul que les scientiﬁques doivent eﬀectuer
pour en tirer des prédictions. C'est cette dimension syntaxique de l'équation, que l'on
peut utiliser pour décrire diﬀérents types de phénomènes, que Humphreys appelle
 gabarit .71
Ainsi, une équation newtonienne et une équation lagrangienne décrivant le même
système, ou encore une équation en coordonnées rectilignes et la  même  équation
en coordonnées polaires, ont des gabarits diﬀérents. Bien que, représentant le même
classique entre théorie, observation et expérimentation (Humphreys, 2004, p. 51). Ma perspective
est donc assez diﬀérente de la sienne, puisque je m'intéresse en premier lieu aux inférences des agents
cognitifs (et non aux opérations eﬀectuées par les ordinateurs) ; toutefois, les réﬂexions de Humphreys
ont des conséquences qui dépassent l'étude de la science qu'il appelle  computationnelle  et sont
riches de suggestions utiles à mon propos. Elles permettent en particulier de préciser la dimension
que j'ai appelée  computationnelle  de l'activité théorique des agents.
70Humphreys souligne qu'il existe des gabarits très puissants qui ne sont pas issus de théories.
Cela rejoint les propos de Morgan et Morrison (1999), selon lesquelles les modèles sont des outils
partiellement autonomes des théories.
71Il existe parfois une ambiguïté dans l'usage que Humphreys fait de ce terme. Tantôt les gabarits
désignent les équations elles-mêmes, dans une forme particulière, tantôt la dimension syntaxique de
ces équations, c'est-à-dire leur forme, considérée indépendamment de leur contenu. Il distingue ainsi
parfois entre modèle computationnel et gabarit computationnel, ce dernier semblant caractériser
la seule syntaxe du modèle. Mais souvent, Humphreys emploie  gabarit  pour parler du modèle
lui-même, en tant qu'il est dans une forme particulière. Ce ﬂottement est dû à la tension même qui
caractérise la notion de gabarit, que je vais présenter à la section 3.2.3 (voir aussi la note 72).
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système, elles soient en principe inter-déductibles et contiennent par conséquent les
mêmes informations, elles ne permettent pas les mêmes calculs. Souvent même, un
changement de gabarit  lié par exemple à un changement de coordonnées  permet
de rendre soluble une équation qui, sous son ancienne forme  n'admet pas de solution
analytique.
Un changement de coordonnées rectilignes en coordonnées polaires, du référen-
tiel du laboratoire au référentiel du centre de masse, d'une représentation lagran-
gienne à une représentation hamiltonienne, d'une représentation qui n'autorise
pas la séparation des variables à une représentation qui l'autorise  tout cela et
plus encore fait la diﬀérence entre une représentation inutilisable computation-
nellement et une représentation utilisable computationnellement. (Humphreys,
2004, p. 97)
Une étude de l'application des représentations théoriques aux phénomènes exige, selon
Paul Humphreys, que l'on donne toute son importance à ce type de diﬀérences. Pour
cela, il convient de prêter attention au  morceau concret de syntaxe sur lequel le
diﬃcile travail d'application est mené  (pp. 99-100). La  syntaxe  dont il s'agit ici,
et les opérations concrètes qu'elle permet d'eﬀectuer, sont donc bien diﬀérentes des
règles syntaxiques au nom desquelles l'approche abstraite des empiristes logiques leur
permet de considérer les diﬀérentes formulations de la mécanique comme équivalentes.
L'approche de Paul Humphreys se présente non seulement comme une critique de
la conception syntaxique, mais aussi de la conception sémantique des théories issue
des travaux de Patrick Suppes. En eﬀet, cette conception, tout en réhabilitant le
rôle des mathématiques contre une conception strictement logiciste, restreint selon
Humphreys  les mathématiques utilisées pour représenter les théories [...] à la théorie
des ensembles  alors qu'il s'agit  au contraire de se concentrer de manière plus ﬁne
sur les théories eﬀectivement utilisées dans les calculs  (Humphreys, 2004, p. 97).
En restant à un niveau trop abstrait, les défenseurs de la conception sémantique
 placent dans la même classe d'équivalence des formulations de théories qui sont, en
pratique, radicalement diﬀérentes d'un point de vue computationnel  (p. 99).
3.2.2 Vers une nouvelle cartographie de l'activité théorique
En montrant qu'il convient de prêter attention à la forme des représentations,
considérées indépendamment de leur contenu représentationnel, Paul Humphreys sug-
gère que ces deux aspects sont orthogonaux : non seulement deux équations ayant le
même contenu peuvent être dans des gabarits diﬀérents, mais encore on retrouve par-
fois les mêmes gabarits dans des domaines théoriques diﬀérents. Ainsi par exemple les
techniques des paysages de ﬁtness [ﬁtness landscapes], mises au point dans le cadre
de la biologie évolutionniste par Wright, Haldane et Fischer (voir Wright, 1932),
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 peuvent-elles être appliquées à la biologie évolutionniste, à l'évolution de l'économie
et aux stratégies de survie des corporations  (pp. 91-92). De même, les  automates
cellulaires, inventés par von Neumann en guise d'outils pour représenter les automates
auto-reproducteurs, ont été adaptés, élaborés et appliqués à des modèles multi-agents
[agent-based ] en sociologie, en économie et en anthropologie  (p. 92). Pour revenir à
l'exemple de la mécanique classique, les principes variationnels qui sont au fondement
des formulations analytiques se retrouvent également en optique ; quant à la forme
des équations lagrangiennes d'une part et des équations hamiltoniennes d'autre part,
on la retrouve dans la plupart des branches de la physique théorique.
En raison même du caractère trans-disciplinaire des gabarits, Humphreys suggère
que l'attention aux gabarits invite à repenser le tracé même des frontières entre do-
maines scientiﬁques. En parallèle d'une individuation des théories par référence aux
phénomènes qu'elles représentent, l'attention à la forme concrète des représentations
et aux raisonnements et pratiques qui leur sont associés permet ainsi d'envisager,
comme je l'avais suggéré au chapitre 2 (page 82), une reconﬁguration de la carte de
l'activité théorique. Cette nouvelle cartographie, qui ne recoupe pas celle des théories,
est susceptible d'avoir, en raison même de l'importance grandissante des techniques
informatiques dans la pratique scientiﬁque, une réelle incidence sur les découpages
disciplinaires. Les diﬀérents utilisateurs de paysages de ﬁtness, qu'ils soient biolo-
gistes ou économistes, ont en eﬀet des pratiques représentationnelles plus proches
que deux biologistes n'utilisant pas les mêmes modèles théoriques pour étudier des
phénomènes relevant pourtant d'un même domaine. S'il  est naturel, pour un scien-
tiﬁque expérimental, de prêter attention aux phénomènes concrets pour déterminer
les frontières d'une science ,  les choses sont diﬀérentes dans le domaine du théo-
rique. Ici, la réorganisation est possible et arrive souvent  (p. 69). En faisant de la
construction et de la manipulation de gabarits un élément important de l'étude de
l'activité théorique, Paul Humphreys souligne ainsi l'aspect éminemment pratique de
cette dernière, par opposition à la science expérimentale, que l'on considère pourtant
traditionnellement comme la partie pratique de l'activité scientiﬁque.
3.2.3 Représentation et calcul : une tension
L'insistance de Humphreys sur la dimension computationnelle de l'activité théo-
rique, par opposition à une attention exclusive au contenu représentationnel en prin-
cipe des équations, se traduit dans ce qu'il présente comme le slogan de son approche :
 calcul, et non représentation  [computation, not representation] (p. 53). Cette op-
position ne doit cependant pas masquer le fait que, en pratique, l'utilisation d'une
équation dans un gabarit particulier est indissociable de son interprétation, comme
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l'analyse des propos de Kuhn sur les cas exemplaires l'a mis en évidence. En eﬀet,
dans la mesure où l'analyse de l'activité théorique passe, selon Humphreys, par celle
des  morceaux concrets de syntaxe  eﬀectivement utilisés et non des  entités pu-
riﬁées du philosophe  que sont les lois théoriques reconstruites par les approches
formelles, elle ne peut se passer d'une attention à la tâche concrète en vue de la-
quelle les scientiﬁques utilisent tel ou tel gabarit. Il existe ainsi une tension, au sein
de la déﬁnition même même des gabarits, entre l'idée d'une unité  purement syn-
taxique  indépendante d'un domaine particulier de phénomènes et celle d'un outil
concret construit et transformé en vue de la représentation d'un phénomène par-
ticulier. C'est cette tension  reconnue et assumée comme telle par Humphreys 
entre  l'usage trans-disciplinaire des gabarits formels et leur dépendance implicite
au domaine étudié, qui en fait des unités d'analyse intéressantes.  (p. 71)
Paradoxalement, souligner l'importance de la syntaxe (au sens de Humphreys)
des équations par opposition à leur contenu représentationnel implique du même
coup de renoncer à la distinction entre syntaxe non interprétée et interprétation
empirique, c'est-à-dire à la thèse de l' interprétation détachable , selon laquelle  le
gabarit est un pur morceau de formalisme sur lequel une interprétation peut être
imposée  et selon laquelle  l'interprétation peut être retirée et remplacée par une
autre interprétation .
Adopter la conception de l'interprétation détachable revient à faire une grave
erreur sur le statut épistémique des gabarits dans le travail scientiﬁque. Si l'on
prend les formes de gabarit de base pour des morceaux de syntaxe primitifs, on
omet le fait que ces morceaux de syntaxe, dans la construction de ces gabarits,
portent toujours en eux une interprétation visée et la justiﬁcation qui lui est
associée. Éplucher l'interprétation visée revient à retirer la raison qui justiﬁe
l'adoption de ces équations. (p. 80)72
Si la syntaxe des équations utilisées compte, c'est en eﬀet du point de vue de leur
utilisation en acte, en vue d'une tâche particulière, et non pas du point de vue que
Humphreys appelle la  perspective sans propriétaire  [no-ownership perspective]
(p. 77) qui caractérise les reconstructions formelles des théories. Dans cette dernière
perspective, comme on l'a vu, des équations de gabarit diﬀérent, comme les équa-
72Dans un article consacré aux modèles computationnels, Humphreys (2002, p. S10) écrit ainsi :
 La question la plus intéressante est la suivante : à quelle étape dans le processus de construction
et d'évaluation des modèles computationnels la connaissance propre au domaine étudié intervient-
elle ? Je maintiens la distinction entre le gabarit qui n'est pas dépendant du domaine (au sens où il
s'applique à une grande variété de domaines) et la connaissance nécessaire pour appliquer ce gabarit
à un phénomène donné [...] L'ensemble des corrections est aussi toujours dépendant des phénomènes,
et donc, malgré sa souplesse, le gabarit l'est aussi. Cela est en partie dû à l'inséparabilité du gabarit
et de son interprétation. 
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tions lagrangiennes et hamiltoniennes, sont équivalentes. Ce n'est donc que si l'on
fait entrer en jeu l'utilisateur de ces équations et les calculs concrets qu'il peut faire
à partir d'elles que la diﬀérence apparaît. Or, dès que l'on prend en compte un uti-
lisateur particulier, et non un agent idéal, on doit prendre en compte le but dans
lequel il utilise tel ou tel gabarit ; en conséquence, on ne peut pas ignorer l'interpré-
tation sous-jacente au choix et à l'utilisation de ce gabarit. Les gabarits ne sont pas
les axiomes non interprétés des théories ; ce ne sont pas des équations toutes faites
 trouvées  dans les théories ; ce sont des outils théoriques en train d'être utilisés, et,
par conséquent, toujours déjà interprétés. On retrouve ici l'idée kuhnienne (présentée
page 331) selon laquelle, même au niveau le plus général et abstrait, les équations
utilisées par les membres d'une communauté scientiﬁque sont interprétées, sans quoi
elles ne pourraient pas être utilisées ;  une quantité considérable de connaissance
du domaine étudié est nécessaire pour adapter correctement les gabarits aux cas
actuels .
Le choix de la fonction de force ou de la distribution de probabilité qui doit être
utilisée pour transformer un gabarit théorique en un gabarit computationnel73
exige une connaissance du domaine étudié  la  théorie  ne contient pas cette
information et on a besoin de plus que de simples compétences inférentielles
pour construire le gabarit computationnel. (p. 92)
Revenons au slogan cité précédemment ( calcul, et non représentation ). C'est
au sens où le contenu représentationnel serait  détachable  des outils théoriques
et devrait y être  attaché  par des règles d'interprétation ou par l'établissement
d'un théorème de représentation entre structures que calcul (ou computation) et
représentation s'opposent. En revanche, si l'on s'intéresse à la pratique concrète des
scientiﬁques, il convient de prendre en compte le caractère indissociable de la manipu-
lation et de l'interprétation, et d'étudier la manière dont la forme des représentations
qu'ils utilisent détermine et est elle-même déterminée par la manière dont ils relient
les diﬀérents éléments de ces représentations aux phénomènes qu'ils cherchent à ex-
pliquer. Cela permet, comme certains propos de Humphreys le suggèrent, de repenser
à nouveaux frais le problème, présenté au chapitre 5, de ce que Nagel (1961) appelle
le  statut cognitif  des théories.
73Un gabarit théorique est une forme d'équation qui, en tant que telle, ne permet aucun calcul
particulier, comme par exemple  f = ma  ; le gabarit computationnel est la forme que prend cette
équation une fois qu'on a spéciﬁé le type de force en jeu dans le problème étudié (pendule simple,
chute libre, etc.).
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3.2.4  Réalisme sélectif  (Humphreys, 2004, p. 82)
En raison même de la tension que je viens de souligner entre le caractère trans-
disciplinaire des gabarits et le fait qu'ils sont toujours construits et utilisés dans un
but précis, Paul Humphreys aﬃrme qu'une analyse de l'activité théorique centrée
sur les gabarits permet de comprendre que les agents n'adoptent ni ne rejettent les
théories  en bloc , comme le suggère la perspective  sans propriétaire   et comme
le suggère aussi la thèse du holisme sémantique , mais qu'ils font plutôt preuve d'un
 réalisme sélectif  :
Le réalisme est souvent conçu comme une position à propos des théories, abs-
traction faite de l'attitude adoptée vis-à-vis d'elles. On considère qu'il concerne
la question de la vérité ou de la fausseté des théories, ou celle de savoir si certains
termes des théories bien conﬁrmées font référence à des entités réelles. C'est ce
que nous avons appelé [...] la perspective sans propriétaire. Mais les réalistes
sont rarement si peu sélectifs, et prennent rarement autant de distance vis-à-vis
du contenu de leurs théories. Le réalisme est ordinairement une attitude adoptée
par un individu ou un groupe vis-à-vis de certaines parties d'une théorie, et les
engagements réalistes ne sont pas directement lisibles dans [read straight oﬀ ] la
théorie elle-même. (p. 83)
Bien au contraire, nous dit Humphreys, les utilisateurs des théories sont souvent
assez clairvoyants sur les parties de leurs modèles dont ils pensent qu'elles ont un
référent actuel dans le monde empirique, et celles qui ne sont pas censées en avoir.74
Selon les phénomènes qu'il sert à décrire, le même gabarit, choisi pour des raisons de
facilité de calcul [tractability ], n'est pas manipulé de la même manière : l' ontologie
sous-jacente  (p. 80) au système étudié guide son utilisation et son interprétation.
Ces considérations permettent ainsi de souligner l'interaction complexe, dans l'ac-
tivité théorique, des impératifs liés au calcul et des processus interprétatifs, eux-
mêmes guidés dans certains cas par les engagements théoriques des diﬀérents agents.
Elles seront au c÷ur de l'analyse que je proposerai, au chapitre 9, des débats de
certains généticiens des années 1920 sur la construction et l'interprétation des cartes
génétiques. Pour clore ce chapitre, je voudrais à présent relier l'analyse que je viens
de proposer de la dimension computationnelle de l'utilisation de représentations par-
ticulières dans la prédiction et l'explication des phénomènes avec la défense d'une
sémantique inférentielle que j'ai esquissée dans les sections 1.3.2 et 1.3.3 du présent
chapitre.
74Pour une analyse de l'utilité des modèles faux  et reconnus comme tels par leurs utilisateurs ,
voir l'article de William Wimsatt (1987).
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3.3 Figures et formules : des unités conceptuelles
Dans l'introduction de ce chapitre, j'ai souligné la triple limitation de la notion
de théorie : elle est à la fois trop large, parce que les théories ne sont jamais utili-
sées  en bloc , trop abstraite, parce qu'elles ne sont des outils de représentation et
d'inférence qu'en tant qu'elles sont utilisées par des agents, et trop étroite, parce les
représentations fournies par les théories tirent aussi leur signiﬁcation du contexte 
linguistique et scientiﬁque  dans lequel elles sont utilisées, et des autres représen-
tations auxquelles elles sont liées. Si l'analyse qui précède m'a permis de satisfaire
les deux premières exigences  déﬁnir des unités locales et concrètes , la dernière
exigence a été momentanément laissée de côté. Dans cette courte section, je souhaite
élargir les considérations qui précèdent dans une double direction, destinée à satis-
faire cette troisième exigence. Le prochain chapitre vise à fournir les outils d'analyse
permettant d'emprunter la voie que j'esquisse ici.
3.3.1 Les liens inférentiels entre représentations
En premier lieu, souligner l'importance de la forme particulière des représenta-
tions et des inférences qu'elles permettent aux agents de tirer, en pratique, pour
prédire et expliquer le comportement de systèmes particuliers n'implique pas de ré-
duire le rôle de ces représentations à la résolution de ce type de problèmes. Comme
je l'ai aﬃrmé en introduction, et comme je l'ai rappelé à la section 1.3.2 (page 312),
les représentations tirent leur signiﬁcation de la manière dont les agents les relient au
monde empirique et entre elles. Autrement dit, aﬃrmer que l'expression  f = ma 
tire toute sa signiﬁcation de son application à des problèmes particuliers reviendrait à
négliger le fait qu'elle fait aussi partie d'un ensemble de représentations avec lesquelles
elle entretient des relations déductives.
L'analyse que je viens de mener permet cependant de préciser l'idée, suggérée à
la section 1.3.2, selon laquelle la signiﬁcation d'une représentation lui est donnée par
son rôle inférentiel dans les raisonnements des agents. Elle nous enseigne en eﬀet que
l'étude de ce rôle inférentiel implique de prêter attention à la forme des représenta-
tions et à la manière dont les agents les manipulent ; cette forme est cruciale pour les
inférences que les agents peuvent tirer au moyen de ces représentations, que ce soit
lors de leur application à des problèmes particuliers, de leur utilisation dans l'appren-
tissage, ou du développement et de l'approfondissement d'une  théorie  (ou plus
précisément d'une version), conçue comme un réseau de représentations liées entre
elles. Cela permet de comprendre que deux équations  équivalentes  n'ont pas exac-
tement la même signiﬁcation si leur forme implique des manipulations diﬀérentes de la
part des agents. Cela permet aussi de comprendre que la formule  f = ma  n'a pas
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exactement la même signiﬁcation selon qu'on l'applique au mouvement de chute libre
d'un corps ou à celui d'un pendule simple. Enﬁn, cela permet de comprendre qu'elle
n'a pas non plus exactement la même signiﬁcation selon qu'on l'apprend comme
un principe fondamental ou qu'on la déduit d'un principe variationnel. Le prochain
chapitre, au moyen de la notion de format, vise à approfondir cette perspective.
3.3.2 Diﬀérents types de représentation
Renoncer à analyser la signiﬁcation des représentations théoriques sur le modèle
de la référence linguistique invite en outre à élargir l'étude de l'activité théorique à des
représentations non linguistiques. En eﬀet, si l'on considère que la forme particulière
des représentations joue un rôle important dans les raisonnements des agents, on
doit prendre en compte tous les types de représentations utilisées dans la pratique
scientiﬁque, et non pas seulement les formules, si l'on entend par là les énoncés du
langage naturel et les équations.75 L'apprentissage, le développement et l'application
des hypothèses théoriques se fait en eﬀet très souvent au moyen de ﬁgures, c'est-à-dire
de diagrammes, de graphes, de schémas, d'images picturales ou encore de modèles
tridimensionnels.76
L'importance des représentations spatiales  en particulier les diagrammes  dans
la pratique scientiﬁque a déjà été soulignée par certains philosophes des sciences (voir
par exemple Baigrie, 1996; Griesemer et Wimsatt, 1989; Griesemer, 1990; Wimsatt,
1990; Woody, 2004; Perini, 2005; Giere, 2006), parfois inspirés par des travaux en
sociologie des sciences (voir Lynch, 1988; Lynch et Woolgard, 1990). Souvent, une
distinction nette est tracée entre l'utilisation de ce type de représentation et l'uti-
lisation de représentations linguistiques : l'importance des représentations spatiales
est soulignée par contraste avec celle des représentations linguistiques. Mon propos,
dans le chapitre suivant, sera plutôt de fournir une analyse de l'interaction cogni-
tive des agents avec les représentations qu'ils construisent et utilisent susceptible
de rendre compte aussi bien de l'utilisation de formules que de ﬁgures. Autrement
75L'attention exclusive à ce type de représentation est probablement due, chez Kuhn, d'une part
à l'héritage empiriste logique et d'autre part au fait que, comme chez les empiristes logiques, la
plupart de ses exemples sont tirés des sciences physiques. La perspective de Humphreys, qui vise à
rendre compte de l'importance des ordinateurs dans la pratique scientiﬁque, explique également que
ses gabarits soient presque toujours des équations, ou en tous cas des schèmes de calculs descriptibles
par des algorithmes ; les questions de calculabilité qui l'intéressent au premier chef ne représentent
cependant qu'une partie des raisonnements et des manipulations concrètes mis en ÷uvre par les
agents qui apprennent, développent et appliquent des théories.
76Signalons d'ailleurs que, dans leur exposé de la sémantique des rôles conceptuels (voir ci-dessus
page 313), Greenberg et Harman (2006) accordent une place importante à l'analyse de la signiﬁcation
des cartes, modèles et diagrammes (pp. 300-301).
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dit, je me propose de concevoir tous ces types de représentation comme des unités
conceptuelles.77
Conclusion
L'analyse successive des notions de paradigme, de modèle, et enﬁn de cas exem-
plaire et de gabarit m'a permis de préciser la déﬁnition des unités d'analyse aux-
quelles il convient de prêter attention pour rendre compte de l'interaction cognitive
des agents avec les représentations théoriques qu'ils utilisent. J'ai été progressivement
conduite, de l'analyse d'unités globales, à concentrer mon attention sur des unités
locales, les  morceaux concrets de théorie  que les agents construisent et manipulent
au cours de l'apprentissage et de la pratique scientiﬁques. Qu'il s'agisse d'équations,
de diagrammes ou de tout autre type de représentations, je propose de les considérer
comme des unités isolables et relativement autonomes du cadre théorique duquel elles
sont issues. Pour autant, leur rôle dans les raisonnements des agents ne peut pas être
compris sans une étude de leur relation aux autres représentations qu'ils utilisent.
Conformément aux exigences énoncées en introduction, étudier ces  morceaux
concrets  permet de rendre compte du fait que les agents, en pratique, ont rarement
aﬀaire à une théorie prise comme un  tout , mais plutôt à des représentations
particulières, qui tirent leur signiﬁcation de la manière dont ils les utilisent comme
outils de représentation et d'inférence, qu'il s'agisse de les appliquer à la résolution
de problèmes particuliers, ou d'explorer les conséquences déductives d'un principe.
Un des buts du prochain chapitre est d'élaborer des outils d'analyse permettant de
rendre compte de l'interaction entre la forme particulière de ces représentations et
les capacités cognitives propres des agents.
77L'étude des diagrammes de Weismann par Griesemer et Wimsatt (1989) est exemplaire d'une
telle perspective. Ils se proposent ainsi d'étudier l'évolution conceptuelle en science, dans la lignée
des travaux de Hull (1982), en prenant les diagrammes comme des  organismes conceptuels  et
les théories desquelles ils sont issus comme des  environnements conceptuels , sachant que ces
diagrammes peuvent être  exportés et modiﬁés dans diﬀérents contextes théoriques et didactiques
 souvent dans des contextes où la théorie dont ils sont originellement issus fait l'objet d'un examen
critique ou d'une attaque, et [où] ils sont [alors] employés au service de leur concurrente . (p. 92)
Sans que cela implique de prendre parti pour ou contre la perspective évolutionniste qu'ils défendent,
mon approche doit beaucoup à la leur. Wimsatt et Griesemer suggèrent d'ailleurs que tous les types
d'unités locales aisément isolables du contexte dans lequel on les trouve, comme des équations ou
des diagrammes, sont susceptibles d'être de bonnes unités d'analyse de l'évolution conceptuelle.
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 Les diagrammes de Feynman dans la jungle amazonienne , tiré de R.D. Mattuck, A Guide to Feynman
Diagrams in the Many-Body Problems, New York, 1976 [1967], 120
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Les deux chapitres qui précèdent m'ont permis d'approfondir la signiﬁcation et de
justiﬁer l'adoption du principal présupposé qui guide ce travail : l'analyse du contenu
des représentations théoriques ne peut se passer d'une attention aux agents qui uti-
lisent ces représentations. En adoptant ce présupposé, j'ai cherché à montrer que seule
une analyse minutieuse des processus par lesquels les agents construisent et mani-
pulent des représentations particulières permet de comprendre l'articulation des deux
fonctions qu'on attribue habituellement aux théories : une fonction de représentation
des phénomènes empiriques, et une fonction d'outil inférentiel.
J'ai ainsi proposé, au chapitre précédent, de choisir des unités d'analyse locales et
d'étudier l'interaction cognitive des agents avec ce que j'ai appelé les  morceaux de
théorie  qu'ils utilisent. Ces  morceaux de théorie , dont les principaux exemples
que j'ai pris jusqu'ici étaient des formules mathématiques (des équations), sont à la
fois les expressions d'hypothèses théoriques et les représentations de phénomènes.
C'est par leur moyen que l'on peut tirer des inférences à propos des phénomènes que
l'on cherche à expliquer et à prédire.
Tout au long de ce travail, j'ai été conduite à souligner l'importance de la forme
particulière de ces outils de représentation et d'inférence que les agents utilisent au
cours de leur apprentissage et de leur pratique de la science. J'ai en eﬀet cherché
à montrer l'impossibilité d'une distinction nette entre la forme et le contenu des
représentations théoriques.
Ce constat implique, comme je l'ai suggéré à la ﬁn du chapitre précédent, d'élar-
gir notre regard à des représentations non exclusivement linguistiques. En eﬀet, une
approche de l'activité théorique centrée sur la pratique ne peut ignorer l'usage très fré-
quent d'images, de diagrammes, de schémas et de graphes, aussi bien dans le contexte
de l'enseignement que dans celui de la recherche. Prendre au sérieux la diversité des
types de représentations utilisés dans l'apprentissage et la pratique scientiﬁques im-
plique de renouveler nos outils d'analyse de ces représentations aﬁn de rendre compte,
dans le détail, des processus par lesquels les agents construisent, développent, et ap-
pliquent des hypothèses théoriques. C'est l'objet principal de ce chapitre.
Dans un premier temps (section 1), je présenterai la notion de système symbolique,
empruntée à Nelson Goodman (1968/1976). Cette notion est destinée, chez Goodman,
à caractériser diﬀérents types de représentations  linguistique, diagrammatique, pic-
tural  en analysant la relation entre les propriétés perceptibles des représentations
(les  marques  concrètes) et leur contenu. Elle m'oﬀrira le cadre général de l'ana-
lyse des représentations que je propose dans la suite du chapitre. De plus, elle me
permettra d'ébaucher la déﬁnition de certains types de représentations fréquemment
utilisés dans la pratique scientiﬁque, déﬁnition que je mobiliserai dans l'étude de cas
de la troisième partie de ce travail (chapitres 8 et 9).
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Ensuite (section 2), je centrerai mon analyse sur le problème particulier posé par
les cas où deux représentations qui ont (au moins partiellement) le même contenu
ne le présentent pas sous la même forme et, ce faisant, n'en facilitent pas également
l'accès aux agents car elles ne leur permettent pas d'eﬀectuer les mêmes inférences. De
telles diﬀérences peuvent exister entre des représentations de types diﬀérents (comme
par exemple une liste de données numériques et la présentation de ces mêmes données
sous la forme d'un graphe), mais également entre deux représentations de même type
(par exemple, deux graphes dans des systèmes de coordonnées diﬀérents). Suivant
un usage courant, je propose, dans tous les cas de ce type, de parler de diﬀérence de
format. Je chercherai à préciser la déﬁnition de cette notion intuitive de format au
moyen du cadre d'analyse des représentations mis en place à la section 1.
Je montrerai enﬁn (section 3) que l'ébauche de déﬁnition proposée à la section 2
est insuﬃsante. Au moyen de deux exemples (les équations de la mécanique classique
et les diagrammes de Feynman en électrodynamique quantique), je montrerai que
l'analyse de la notion de format implique de façon irréductible la prise en compte
des capacités cognitives propres ainsi que des compétences des agents et de leurs
buts dans le contexte d'utilisation des représentations. En conséquence, on verra que
la déﬁnition du contenu cognitivement accessible d'une représentation  la seule qui
compte dans l'approche de l'activité théorique que je défends  implique la prise
en compte d'agents particuliers dans une situation particulière. Je conclurai en es-
quissant quelques conséquences de cette analyse pour une déﬁnition de l'activité
théorique.
1 Systèmes symboliques et types de représentations
Les outils traditionnels permettant d'étudier la relation entre la forme d'une re-
présentation et son contenu, comme les notions de syntaxe et de sémantique, sont
initialement destinées à l'étude des représentations linguistiques. En tant que telles,
elles ne semblent pas pouvoir être appliquées à l'analyse de représentations comme les
photographies, les dessins, les diagrammes ou les graphes. La construction et l'inter-
prétation de telles représentations semblent en eﬀet obéir à des règles très diﬀérentes
de celles qui gouvernent les langages, aussi bien naturels que formels. On voit mal,
par exemple, comment les outils destinés à étudier les règles de formation des énoncés
à partir des mots, ainsi que les règles de formation des énoncés complexes à partir
des énoncés plus simples pourraient s'appliquer à l'analyse d'une photographie. Aﬁn
de voir quels outils sont susceptibles de servir à l'étude des règles de construction
et d'interprétation des représentations non linguistiques, prenons, pour commencer,
quelques exemples simples.
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Des traits noirs sur un papier blanc peuvent être considérés comme un ensemble
de traces sans signiﬁcation. Ils peuvent aussi, dans certains cas, représenter un objet.
Cet  objet  peut être, selon les cas, toute sorte de choses. Ainsi par exemple, une
 ligne noire ondulée sur fond blanc  peut aussi bien être la représentation graphique
des battements d'un c÷ur (un électrocardiogramme) qu'un dessin de la ligne de crête
du Mont Fujiyama (Goodman, 1968/1976, p. 229). L'image de la ﬁgure 14 joue ainsi
sur la possibilité d'interpréter le même ensemble de traces visibles de diﬀérentes
manières.
Fig. 14  L'électrocardiogramme normal. In Know more than your Doctor, John Pollard, Gentle
Pulse LTD.
De même, l'inscription peut être lue comme une occurrence de la formule
 e = mc2 , au même titre que l'inscription e = mc2 , ou comme la photographie
d'une inscription à la craie sur un tableau noir, comme c'est le cas dans la ﬁgure 15.
Pour prendre un exemple similaire, les photographies de la ﬁgure 16 représentent,
Fig. 15  Albert Einstein.
entre autres, une statue. Cette statue (et non sa photographie) est une représentation
tridimensionnelle d'Einstein. Confrontée au détail reproduit sur la droite, je peux y
lire la formule  e = mc2 , ou y voir une représentation non linguistique de cette
inscription sur le cahier d'Einstein.
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Fig. 16  Mémorial d'Einstein à Washington.
Non seulement, selon les cas, ces diﬀérentes représentations n'ont pas le même ob-
jet  la ligne de crête d'une montagne, des battements de c÷ur, un être humain, une
statue, un cahier rempli d'inscriptions, une relation entre des variables, etc.  mais en-
core, à supposer qu'elles aient le même objet (par exemple, des battements de c÷ur),
elles ne nous apprennent pas la même chose à son propos : elles ne contiennent pas
exactement les mêmes informations. De même qu'une ligne noire ondulée peut repré-
senter des battements de c÷ur ou la ligne de crête du Mont Fujiyama selon la manière
dont on l'interprète, le même objet peut être représenté par des représentations de
types diﬀérents :  les montagnes peuvent être représentées diagrammatiquement et
les battements de c÷ur picturalement  (Goodman, 1968/1976, p. 229). En revanche,
il n'est pas certain qu'un diagramme et un dessin puisse nous apporter les mêmes
informations à propos des battements d'un c÷ur. Pour prendre un autre exemple,
comparons un énoncé sur Einstein et une photographie d'Einstein. Un énoncé, même
assez bref, peut nous indiquer qu'Einstein était un grand physicien, né en 1879 à
Ulm, inventeur de la théorie de la relativité, qui ne s'intéressait pas, pendant ses
études primaires, à la biologie et aux sciences humaines. On voit mal comment une
photographie pourrait nous apprendre tout cela. Inversement, un ensemble d'énon-
cés, même très long, pourrait diﬃcilement nous renseigner aussi précisément qu'une
photographie sur la forme de son visage. Comme l'indique la formule courante selon
laquelle une image vaut parfois mieux que mille mots (et inversement), il semble bien
que certains types de représentations soient plus adaptés que d'autres à l'expression
de certains contenus.
Selon Goodman (1968/1976), l'objet de ces diﬀérentes représentations, ainsi que
ce qu'elles nous disent à propos de cet objet  leur contenu informationnel  dépendent
du système symbolique dans lequel elles sont interprétées. Cela signiﬁe qu'il existe
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un ensemble de règles de construction et d'interprétation en vertu desquelles ces
 marques  représentent un certain objet et contiennent des informations à son
propos. Au moyen de la notion de système symbolique, un des buts de Goodman est,
comme on va le voir, de généraliser la notion de langage et, avec elle, celles de syntaxe
et de sémantique, à l'analyse de tous les types de représentation. Il propose en eﬀet
de déﬁnir les règles de construction et d'interprétation de toutes les représentations
(leur système symbolique) comme des règles syntaxico-sémantiques.
Après avoir, dans un premier temps (section 1.1), présenté la notion de système
symbolique telle qu'elle est déﬁnie par Goodman, je me concentrerai sur l'usage des
représentations à des ﬁns épistémiques (section 1.2). Je préciserai alors, au moyen de
la notion de système symbolique, ce qu'il faut entendre par  contenu informationnel
d'une représentation . Cela me permettra, dans un troisième temps (section 1.3),
de déﬁnir certains types importants de représentations utilisées dans la pratique
scientiﬁque, et de montrer que cette diversité obéit à des impératifs authentiquement
épistémiques (par opposition, par exemple, à des ﬁns pédagogiques ou d'illustration).
1.1 La notion de système symbolique
Goodman déﬁnit le système symbolique auquel une représentation appartient (en
vertu duquel elle a un certain contenu) par une analyse de ses propriétés perceptibles
 les marques concrètes (visuelles, auditives, ou plus généralement accessibles aux
sens)1  et des relations que ces marques entretiennent entre elles et avec ce qu'elles
dénotent (leur objet). Ces relations sont déﬁnies au moyen des notions de syntaxe
et de sémantique, que je présente dans un premier temps (section 1.1.1). Dans un
deuxième temps (section 1.1.2), on verra que la déﬁnition des systèmes symboliques
comme des ensembles de règles syntaxico-sémantiques permet à Goodman de dis-
tinguer diﬀérents types de représentations (pictural, linguistique, diagrammatique)
par la déﬁnition de certaines propriétés caractéristiques des systèmes symboliques
dans lesquels elles fonctionnent. Autrement dit, selon Goodman, ce qui diﬀérencie,
par exemple, la photographie d'un chien de sa description linguistique, réside dans
certaines propriétés structurelles (syntaxico-sémantiques) des systèmes symboliques
(pictural, linguistique) dans lesquels ces représentations sont interprétées.
1.1.1 Syntaxe et sémantique des systèmes symboliques
La syntaxe d'un système symbolique  que Goodman appelle son  schème sym-
bolique   consiste en un ensemble de caractères et en leurs règles de combinaison.
1Goodman se restreint à l'analyse des marques ; on pourrait cependant élargir son analyse à tout
objet matériel, y compris des objets tridimensionnels.
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Les caractères sont des classes de marques. Le schème symbolique du français écrit,
par exemple, comprend les lettres de l'alphabet romain, ainsi que des caractères com-
posés suivant certaines règles au moyen de ces caractères élémentaires que sont les
lettres. Le mot  oculiste  est un caractère de ce schème symbolique  et une repré-
sentation dans le système symbolique qu'est le français écrit  et comprend toutes
ses occurrences écrites (inscriptions2).
Les propriétés perceptibles d'une marque ne sont pas toutes pertinentes pour
déﬁnir son identité syntaxique, c'est-à-dire pour déterminer de quel caractère elle est
une instance. Un changement syntaxique implique un changement dans l'aspect de
la marque, mais l'inverse n'est pas toujours vrai : dans certains schèmes symboliques,
comme celui du français écrit, on peut modiﬁer dans une certaine mesure l'aspect
d'une marque sans que cela modiﬁe son identité syntaxique. Ainsi, par exemple, un
changement dans la police ou dans la couleur de l'encre utilisée ne modiﬁe pas la
marque3 a au point d'en faire l'instance d'un autre caractère (une autre lettre) :
a est du même type syntaxique que a et a . Ce sont toutes des instances de la
lettre  a . En revanche, la marque d n'est pas une instance du caractère  a ,
mais du caractère  d . Elle n'est pas du même type syntaxique que les marques
précédentes. De même, les inscriptions oculiste , oculiste , et oculiste sont
des occurrences du même caractère du français écrit, le mot  oculiste . En revanche,
la marque ocullste , pour inﬁme que puisse sembler la modiﬁcation, n'est pas une
instance du mot  oculiste .
Reprenons l'exemple de la marque . Si on la considère comme une repré-
sentation linguistique (en l'occurrence, une formule mathématique), elle est syntaxi-
quement identique à la marque e = mc2 . Toutes deux sont des occurrences de l'ex-
pression  e = mc2 . En revanche, si l'on considère la marque comme la
photographie d'une inscription faite à la craie sur un tableau, les règles syntaxiques
du système dans lequel elle fonctionne (grossièrement, celui des images photogra-
phiques) ne sont pas les mêmes ; dans ce cas, une modiﬁcation de la couleur ou de
l'épaisseur du trait sont des modiﬁcations syntaxiques. Elles aﬀectent l'identité syn-
taxique  et, comme on le verra, sémantique  de cette représentation : l'inscription1567471-xs.jpg (Image JPEG, 340x255 pixels) http://www.crestock.com/images/1560000-1569999/1567471-...
1 sur 1 02/10/09 00:45
n'est pas une instance du même caractère que l'inscription .
À la suite de John Kulvicki (2003, 2006b), j'appellerai  propriétés syntaxique-
2Les inscriptions sont les marques qui sont les instances d'un caractère (Goodman, 1968/1976,
p. 131).
3J'adopte la convention suivante : j'utilise des guillemets pour mentionner les caractères (en
l'occurrence, les lettres et les mots), c'est-à-dire les classes de marques, et je présente les marques
elles-mêmes dans un encadré.
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ment pertinentes  les aspects perceptibles des marques en vertu desquelles elles sont
les occurrences d'un caractère, et donc en vertu desquelles elles sont d'un certain
type syntaxique.4 Ainsi, dans le schème symbolique du français écrit dans son usage
standard, la couleur des marques n'est pas une propriété syntaxiquement pertinente,
alors qu'elle l'est dans le schème symbolique d'une photographie en couleurs. En re-
vanche, dans aucun des deux cas, la texture du papier n'est (en général) une propriété
syntaxiquement pertinente.5
La sémantique d'un système symbolique assigne un domaine de référence  ou
 classe de concordance   à son schème et impose des règles gouvernant la manière
dont les diﬀérents caractères du schème dénotent6 les éléments du domaine.7 Dans les
systèmes non ambigus8, deux instances d'un même caractère ont le même référent.
Autrement dit, l'identité syntaxique implique l'identité sémantique. En revanche,
l'inverse n'est pas toujours vrai. En eﬀet, des inscriptions ayant le même référent
peuvent appartenir à des caractères diﬀérents : dans les langages naturels, les cas de
synonymie sont un exemple d'identité sémantique de deux caractères diﬀérents. Les
marques oculiste et ophtalmologue sont des occurrences de caractères diﬀérents.
Pourtant, en français, ils ont la même classe de concordance.
Caractériser les propriétés syntaxiques et sémantiques des représentations permet
de comparer entre eux diﬀérents systèmes, sur la base des propriétés qui leur sont
communes. Cela permet, comme on va le voir, de dégager diﬀérents types de systèmes
(et, par conséquent, de représentations).
4Comme le remarque Kulvicki (2006b, p. 16, p. 29), parler des propriétés des marques respon-
sables de leur appartenance à un type syntaxique est incompatible avec la position nominaliste de
Goodman, qui en dit peu sur ce point, se contentant d'évoquer les  aspects constitutifs d'un carac-
tère  [character constitutive aspects]. Comme Kulvicki, j'adopte le cadre goodmanien sans que cela
implique un engagement en faveur du nominalisme.
5Pour plus de détails sur cette notion et sur la caractérisation complète de l'ensemble des pro-
priétés syntaxiquement pertinentes d'un schème, voir (Kulvicki, 2006b, pp. 30-31).
6Goodman distingue entre  référence  et  dénotation . Une représentation peut selon lui
référer sans dénoter : par exemple,  une peinture de couleur grise ne dénote pas la couleur grise
mais est dénotée par le prédicat gris.  (p. 52) Ce faisant, la peinture  exprime  le gris, et
Goodman considère que l'expression est un mode de référence. Il réserve le terme  dénotation 
aux cas que l'on appelle, en général, indiﬀéremment  référence  et  dénotation . Dans la mesure
où je ne m'intéresserai pas aux cas de ce que Goodman appelle  expression , je suivrai moi-même
l'usage courant et ne distinguerai pas entre dénotation et référence.
7Goodman (p. 143) précise qu'il faut entendre  dénotation  au sens large : on doit par exemple
pouvoir considérer un système dont le schème symbolique est un ensemble de lettres et de mots
écrits et où la classe de concordance est l'ensemble des sons qui correspondent à leur prononciation.
8Voir (Goodman, 1968/1976, p. 147).
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1.1.2 Quelques propriétés importantes des diﬀérents types de systèmes
Reprenons l'exemple de la marque . C'est en vertu d'un certain système
symbolique qu'elle fonctionne comme représentation et qu'elle acquiert un contenu.
Ainsi, c'est le système symbolique dans lequel elle est interprétée qui détermine, selon
Goodman, son objet (une relation mathématique ou une portion de tableau noir sur
laquelle ﬁgure une inscription à la craie). Ce système, en ﬁxant les règles syntaxico-
sémantiques qui en permettent la lecture, décide en eﬀet du type de représentation
dont il s'agit. En l'occurrence, il peut s'agir d'une représentation de type linguis-
tique ou d'une représentation de type pictural. Les représentations picturales sont
celles dont on dit couramment qu'elles  ressemblent  à leur référent ; les photogra-
phies, ainsi que les peintures et les dessins  réalistes  sont des exemples typiques
de représentations picturales.9
Comme je l'ai brièvement montré dans la section précédente, les règles en vertu
desquelles la marque fonctionne comme une représentation linguistique ou
comme une représentation picturale sont en eﬀet diﬀérentes. On a vu, par exemple,
que la syntaxe du schème symbolique en vertu duquel cette marque est une formule
mathématique est beaucoup moins sensible à certains changements de forme que celle
d'un schème pictural. Pour le dire autrement, alors que et
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corres-
pondent exactement au même caractère (et ont exactement le même contenu10) en
vertu d'un système linguistique, ce n'est pas du tout le cas si on les interprète comme
des représentations picturales : dans un cas, l'objet représenté est un tableau noir sur
lequel ﬁgure une inscription d'une certaine forme ; dans l'autre, l'objet représenté est
un tableau vert sur lequel ﬁgure une inscription assez diﬀérente (ce n'est qu'en vertu
d'un système linguistique que l'on peut aﬃrmer que des inscriptions de forme aussi
diﬀérente que et
1567471-xs.jpg (Image JPEG, 340x255 pixels) http://www.crestock.com/images/1560000-1569999/1567471-...
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sont les instances d'un même caractère).
Un des buts visés par Goodman dans Langages de l'art est de caractériser diﬀé-
rents types de représentation  linguistique, pictural, diagrammatique, etc.  en se
9Signalons que Goodman réserve le terme  représentation  à ce que j'appelle ici les repré-
sentations  picturales . Il appelle  symbole  la classe plus large de ce que j'ai appelé jusqu'ici
 représentations , y incluant les langages, les images picturales, les diagrammes, les graphes, etc.
(voir Goodman, 1968/1976, p. 4, note 1) Goodman appelle par conséquent  systèmes représenta-
tionnels  [representational systems] le type particulier de systèmes symboliques qui caractérise les
représentations picturales. Je suivrai l'usage courant qui consiste à appeler  représentation  tout
type d'objet tenant lieu d'autre chose. Les systèmes que Goodman appelle  représentationnels 
seront donc appelés  systèmes picturaux .
10Comme je l'ai dit (page 354), l'identité syntaxique n'implique pas toujours l'identité sémantique,
en raison des cas de synonymie. Cependant, dans cet exemple, les deux marques sont identiques
syntaxiquement et sémantiquement.
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référant exclusivement aux propriétés structurelles (syntaxico-sémantiques) des sys-
tèmes symboliques dans lesquels elles fonctionnent. Cela signiﬁe, par exemple, qu'il
entend caractériser les systèmes picturaux sans faire référence à la notion de ressem-
blance, au moyen de laquelle j'en ai précédemment donné une déﬁnition intuitive11 :
comme je l'ai dit, ce qui diﬀérencie, selon lui, la photographie d'un chien d'une des-
cription linguistique réside dans les propriétés syntaxico-sémantiques des systèmes
symboliques dans lesquels ces représentations fonctionnent, et non dans la similitude
de l'expérience visuelle de la photographie et du chien lui-même. Cette aﬃrmation
concernant la picturalité a été très discutée (voir par exemple Files, 1996; Perini,
2004)12 ; je ne prétends, dans ce travail, ni l'approfondir ni la critiquer.13 En re-
vanche, ce sont les outils que Goodman élabore dans ce but que je souhaite reprendre
à mon compte. Ils me seront en eﬀet utiles pour distinguer entre quelques types im-
portants de représentations utilisées dans la pratique scientiﬁque ; je me propose de
les présenter dans la suite de la présente section.
Goodman commence par déﬁnir les systèmes qu'il appelle  notationnels  (voir
Goodman, 1968/1976, chap. 4). Ces systèmes, dont un des exemples paradigmatiques
chez Goodman est celui qui régit les partitions musicales, obéissent à des réquisits
syntaxiques et sémantiques stricts ; c'est par la manière dont ces diﬀérents réquisits
sont satisfaits ou violés que Goodman déﬁnit les autres systèmes. Comme on va le
voir, les systèmes linguistiques satisfont les réquisits syntaxiques des systèmes nota-
tionnels  ils ont un schème notationnel  mais violent pour la plupart leurs réquisits
sémantiques. Les systèmes diagrammatiques et picturaux, à leur tour, ne satisfont
généralement aucun des réquisits des systèmes notationnels ; ils se distinguent entre
eux par d'autres propriétés syntaxiques.
Voyons d'abord en quoi consistent les réquisits syntaxiques des systèmes nota-
tionnels, qui déﬁnissent donc les schèmes notationnels. Une condition nécessaire pour
qu'un schème soit notationnel est que les diﬀérentes instances de chacun de ses carac-
tères soient interchangeables : cela implique que si deux marques sont des occurrences
du même caractère, il est impossible que l'une des deux soit l'occurrence d'un carac-
tère sans que l'autre le soit aussi. C'est ce que Goodman appelle l'indiﬀérence de
11Voir (Goodman, 1968/1976, chap. 1) pour sa critique de la notion de ressemblance.
12Pour des analyses de la picturalité centrées, à la diﬀérence de celle de Goodman, sur l'expérience
perceptuelle, voir (Wollheim, 1974, 1980, 1993, 1998; Gombrich, 1960, 1982; Hopkins, 1998; Schier,
1986; Peacocke, 1987; Budd, 1993). L'approche de Dominic Lopes (1996) est mixte, au sens où elle
inclut des critères structurels comme ceux de Goodman tout en accordant une place à l'expérience
perceptuelle.
13Pour une analyse approfondie de l'entreprise goodmanienne consistant à caractériser le pictural
en termes structurels, voir les travaux de John Kulvicki (2003, 2006a,b), qui se présentent comme
un prolongement critique de ce projet.
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caractère (Goodman, 1968/1976, pp. 131-133). Une conséquence de cette première
condition est le réquisit de disjonction des caractères (Goodman, 1968/1976, pp. 133-
135), selon lequel aucune marque ne peut appartenir à plus d'un caractère. En eﬀet,
si une marque appartenait à deux caractères, alors, soit ces deux caractères seraient
identiques, soit la condition d'indiﬀérence de caractère serait violée, puisque certaines
marques seraient des instances de l'un des deux mais pas de l'autre. Une deuxième
conséquence de la condition d'indiﬀérence de caractère est le réquisit de diﬀérentia-
tion ﬁnie des caractères (Goodman, 1968/1976, pp. 135-136) : cela signiﬁe qu'il est
toujours possible, au moins en principe, de déterminer à quel caractère une marque
appartient. Les systèmes linguistiques, comme je l'ai dit, satisfont ces réquisits syn-
taxiques.14 Il est en eﬀet toujours possible, sauf cas anormaux, de savoir de quelle
lettre, par exemple, une marque donnée est une instance. En revanche, les systèmes
linguistiques ne satisfont pas, en général, les réquisits sémantiques des systèmes nota-
tionnels, que je ne fais que mentionner rapidement, dans la mesure où ils n'entrent pas
en jeu dans la distinction entre systèmes linguistiques, diagrammatiques et picturaux,
qui sont ceux qui m'intéressent au premier chef.
Ces réquisits sémantiques sont les suivants. Le premier est l'absence d'ambi-
guïté, selon laquelle aucun caractère ne doit pouvoir être relié à plus d'une classe
de concordance. Le deuxième est la disjonction sémantique, selon laquelle la classe
de concordance d'un caractère ne doit pas avoir des éléments communs avec la classe
de concordance d'un autre caractère. Enﬁn, le troisième réquisit sémantique est la
diﬀérentiation ﬁnie sémantique, qui exige qu'il soit toujours possible de dire à quel
caractère un élément de la classe de concordance correspond.
Voyons à présent comment ces notions, et plus particulièrement celles qui concer-
nent les règles syntaxiques, permettent de distinguer entre deux ensembles de repré-
sentations, les représentations linguistiques d'une part, et les représentations diagram-
matiques et picturales de l'autre. Alors que les langages, comme je l'ai dit, satisfont
les réquisits syntaxiques des systèmes notationnels, les graphes et les images pictu-
rales n'obéissent pas au réquisit de diﬀérentiation ﬁnie des caractères. Leur syntaxe,
à la diﬀérence de celle des langages, est inarticulée. La violation du réquisit de dif-
14Le fait que leur syntaxe soit ainsi articulée (qu'elle obéisse au réquisit de diﬀérentiation ﬁnie
des caractères) est indispensable, entre autres, à leur compositionnalité, c'est-à-dire au fait que
la signiﬁcation des caractères complexes est déterminée par la signiﬁcation et l'arrangement des
caractères atomiques.
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férentiation ﬁnie des caractères déﬁnit la densité d'un schème15 : un  schème est
syntaxiquement dense s'il contient une inﬁnité de caractères ordonnés de telle façon
qu'entre chacun d'entre eux, il y en ait toujours un autre.  (Goodman, 1968/1976,
p. 136) :
les systèmes non linguistiques diﬀèrent des langages, le dessin de la description,
le pictural16 du verbal, les peintures des poèmes, en premier lieu par un manque
de diﬀérentiation  en fait, par la densité (et en conséquence une totale ab-
sence d'articulation)  du système symbolique. Rien n'est intrinsèquement une
représentation [picturale] ; le statut de représentation [picturale] est relative à
un système symbolique. (Goodman, 1968/1976, p. 226)
Prenons, encore une fois, l'exemple de la marque . La sensibilité (voir ci-dessus,
page 355) du schème symbolique en vertu duquel elle fonctionne comme représenta-
tion picturale est une conséquence de la densité syntaxique : dans la mesure où, entre
chaque caractère de ce schème, il en existe toujours un autre, la moindre modiﬁca-
tion de l'aspect de cette marque en fait l'instance d'un autre caractère (dans le cas
contraire, il y aurait une solution de continuité entre les caractères du schème).
De même que la densité syntaxique est une violation de la diﬀérentiation ﬁnie
de caractères, la densité sémantique est une violation de la diﬀérentiation ﬁnie sé-
mantique. Un système est sémantiquement dense quand les diﬀérents éléments de sa
classe de concordance sont ordonnés de telle façon qu'entre chacun d'eux, il en existe
toujours un autre. Densités syntaxique et sémantique sont indépendantes ; pour des
exemples des diﬀérents cas, je renvoie à (Goodman, 1968/1976, pp. 57-59) et, au prix
de quelques imprécisions sans eﬀet sur mon propos, je n'entrerai pas dans ces détails.
Parmi les représentations auxquelles je m'intéresse ici, celles dont la syntaxe est dense
sont également denses sémantiquement.17 Une représentation picturale, comme par
exemple une photographie, mais aussi un graphe représentant l'évolution temporelle
d'une variable, sont denses (syntaxiquement et sémantiquement). À l'ensemble dense
des caractères qui en constituent le schème correspond un ensemble dense de ré-
15Plus précisément, c'est la violation complète du réquisit de diﬀérentiation ﬁnie qui déﬁnit la
densité. L'absence de densité ne garantit pas, à elle seule, la diﬀérentiation ﬁnie (voir Goodman,
1968/1976, p. 137). Cela est sans eﬀet sur l'usage que je ferai, dans la suite de ce chapitre, des outils
goodmaniens.
16Goodman parle ici de  représentationnel .
17Les représentations dont la syntaxe et la sémantique sont denses sont les représentations que
Goodman appelle  analogiques . La distinction entre analogique et digital correspond, intuiti-
vement, à celle entre continu et discret. Cette distinction a fait l'objet de nombreuses déﬁnitions
diﬀérentes et de plusieurs débats, notamment en philosophie de l'esprit, où elle prend un sens assez
diﬀérent. Voir (Lewis, 1971; Dretske, 1981; Haugeland, 1981; Block, 1981; Peacocke, 1986, 1987;
Blachowicz, 1997; Katz, 2008).
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férents. C'est la raison pour laquelle tout changement dans la forme des marques
implique une modiﬁcation syntaxique et une modiﬁcation sémantique : le contenu de
la représentation qui résulte d'une telle modiﬁcation n'est pas le même que celui de
la représentation de départ. Une modiﬁcation, même inﬁme, dans la forme de la ligne
noire ondulée représentant le Mont Fujiyama en change le contenu : elle ne me dit
plus exactement la même chose sur la ligne de crête du Mont Fujiyama. De même,
si je modiﬁais, même très légèrement, les inscriptions gravées sur le cahier d'Ein-
stein (ﬁgure 16), je modiﬁerais le contenu de la représentation, au sens où l'écriture
manuscrite d'Einstein ne serait plus représentée exactement de la même manière.
La notion de densité permet de distinguer, comme on vient de le voir, entre les
formules (représentations linguistiques) et certaines ﬁgures comme les images pic-
turales et les graphes ; elle ne permet cependant pas de distinguer ces dernières les
unes des autres. La condition supplémentaire qui permet de distinguer entre les re-
présentations picturales et les graphes ou certains diagrammes, est la condition de
saturation relative. Il s'agit, encore une fois, d'une condition syntaxique. La satura-
tion d'une représentation se caractérise par la quantité de propriétés syntaxiquement
pertinentes.18
Les seuls aspects pertinents du diagramme sont les ordonnées et les abscisses de
chaque point où le centre de la ligne passe. L'épaisseur de la ligne, sa couleur
et son intensité, la taille absolue du diagramme, etc., n'ont pas d'importance ;
ces aspects n'ont pas d'importance pour déterminer si une copie de la représen-
tation appartient au même caractère du schème diagrammatique. En revanche,
pour l'esquisse, ce n'est pas vrai. Une modiﬁcation dans l'épaisseur de la ligne,
sa couleur, le contraste avec l'arrière-plan, sa taille, et même les qualités du pa-
pier  aucun de ces aspects ne peut être écarté ou ignoré. Quoique les schèmes
diagrammatiques et picturaux soient identiques du point de vue de la non arti-
culation, certains aspects constitutifs du schème pictural sont contingents dans
le schème diagrammatique ; les représentations du schème pictural sont relati-
vement saturées. (Goodman, 1968/1976, p. 230)
Cela signiﬁe que, bien que le graphe soit dense (la moindre modiﬁcation de la hauteur
d'un point est une modiﬁcation syntaxique et sémantique du graphe), certaines de
ses propriétés perceptibles ne sont pas pertinentes : il a un moins grand nombre de
propriétés syntaxiquement pertinentes. C'est ce qui fait que la ligne ondulée, si elle
est interprétée comme la représentation des battements d'un c÷ur, n'est pas picturale
ou, plus précisément, qu'elle est  moins picturale . En eﬀet, la saturation  et donc
la picturalité  est, telle que Goodman la déﬁnit, aﬀaire de degrés :  un schème dense
est plus diagrammatique [moins pictural] qu'un autre si les aspects constitutifs des
18Goodman parle de la quantité des  aspects constitutifs des caractères . Voir ci-dessus, note 4.
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caractères dans le premier sont inclus dans ceux du second.  (Goodman, 1968/1976,
p. 230)
Récapitulons brièvement les distinctions permises par les notions que je viens
d'exposer. Les systèmes diagrammatiques et picturaux se diﬀérencient des systèmes
linguistiques par la densité de leur syntaxe (et de leur sémantique). Ils se distinguent
entre eux par leur saturation relative. Comme on va le voir, en permettant l'ana-
lyse de la relation entre la structure (syntaxico-sémantique) d'une représentation et
son contenu, ces outils nous oﬀrent le moyen d'examiner les raisons pour lesquelles
diﬀérents types de systèmes symboliques sont plus ou moins adaptés à l'expression
de diﬀérents types d'informations, et donc à l'atteinte de certains buts épistémiques
(pour reprendre la formule consacrée, les raisons pour lesquelles une image vaut
parfois mieux que mille mots). Avant d'examiner ainsi certains types de représenta-
tion courants dans la pratique scientiﬁque, je me propose, dans la section suivante,
d'approfondir l'analyse de ce que j'appelle le  contenu informationnel  d'une repré-
sentation.
1.2 L'usage épistémique des représentations et leur contenu infor-
mationnel
Les représentations remplissent des fonctions diverses19 : épistémiques, esthé-
tiques, ou encore mnémoniques. Je me concentrerai exclusivement, dans ce qui suit,
sur la fonction épistémique des représentations, c'est-à-dire sur leur usage par des
agents dans le but d'acquérir des connaissances à propos de la chose représentée.
Cette  chose  pouvant être un objet matériel, certaines propriétés de cet objet, un
processus, l'évolution d'une valeur, etc., je parlerai, de façon neutre, de la  cible 
de la représentation. Toute représentation, quel que soit son usage dominant, est
susceptible de contenir un certain nombre d'informations à propos de sa cible.
Dans la mesure où ce qui m'intéresse ici est l'usage épistémique des représenta-
tions, je me concentrerai sur leur contenu informationnel, à l'exclusion, par exemple,
de ce que Goodman appelle leur contenu  expressif . Sans entrer dans l'analyse des
diﬃcultés soulevées par la notion d'information20, je me contenterai de déﬁnir une
information comme ce qui peut faire l'objet d'une attitude propositionnelle (que la
proposition en question soit exprimée linguistiquement ou non). Le contenu infor-
mationnel d'une représentation peut être initialement déﬁni comme l'ensemble des
informations qu'un agent maîtrisant le système symbolique dans lequel elle fonctionne
19Je ne parle ici que des fonctions que les représentations remplissent en tant que représentations :
l'utilisation d'une toile de maître pour cacher un trou sur un mur ne fait pas partie de ces fonctions.
20Voir (Dretske, 1981; Cohen, 2004; Floridi, 2004, 2009).
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peut en principe en tirer. Cette déﬁnition appelle plusieurs éclaircissements.
1.2.1 Les deux  étapes  de l'utilisation épistémique d'une représenta-
tion
On peut décrire l'utilisation d'une représentation en vue d'obtenir des informa-
tions à propos de sa cible comme consistant en deux étapes. Ces étapes sont souvent
simultanées, mais il convient ici de les distinguer. Prenons par exemple le portrait du
duc de Wellington présenté ci-dessous (ﬁgure 17). Supposons que je cherche, par son
moyen, à obtenir des informations sur l'aspect physique du duc de Wellington. Ma
maîtrise des systèmes picturaux me permet d'apprendre, par exemple, qu'il avait la
peau blanche, la bouche assez ﬁne et les cheveux châtains. Pour que mon entreprise
épistémique  celle qui consiste à chercher des informations à propos de Wellington
dans ce tableau  soit couronnée de succès, il faut, entre autres, que la croyance qui
en résulte soit une croyance vraie ; il faut que les informations extraites du tableau
soient correctement interprétées comme étant à propos de sa cible. Autrement dit, si
je conclus de mon examen que le duc de Wellington avait la peau particulièrement
blanche alors que le peintre a (volontairement ou non) exagéré la blancheur de sa
peau, mon entreprise échoue. Il me faut donc, pour pouvoir utiliser avec succès cette
représentation, disposer d'un certain nombre de renseignements à propos de la source
(être certaine que le tableau a bien été peint à partir du duc de Wellington), de la
manière dont les données concernant cette source ont été recueillies et de la précision
avec laquelle elles sont présentées dans le tableau.blog-portrait-de-wellington.jpg (Image JPEG, 474x600 pixels) http://napoleonbonaparte.files.wordpress.com/2008/01/blog-po...
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Fig. 17  Portrait du duc de Wellington, par Sir Thomas Lawrence.
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Considérons à présent les graphes de la ﬁgure 18. Si j'interprète la courbe des
températures comme indiquant qu'il fait exactement 25C tout au long du mois de
juillet à Paris, alors que cette valeur représente la moyenne des températures prises
chaque matin à 8 heures, mon entreprise épistémique échoue.21 Il en va de même
si je crois que ces graphes concernent Madrid alors que les mesures ont été prises à
Paris, ou encore si je crois qu'ils concernent l'évolution annuelle de la température
à Paris en 2008 alors qu'ils représentent une moyenne obtenue au cours des vingt
dernières années. Une erreur d'interprétation de ce type peut être due à plusieurs
temps-paris.gif (Image GIF, 600x340 pixels) http://www.paris35.com/fr/2248/images/temps-paris.gif
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Fig. 18  Graphe représentant l'évolution annuelle de la température, des précipitations et de
l'ensoleillement à Paris.
causes, comme par exemple une méconnaissance de la manière dont les données ont
été rassemblées ou des procédures d'approximation préalables à la construction de la
représentation. Je peux également être victime d'une tromperie volontaire de la part
de l'auteur de la représentation, qui me fait croire qu'il a collecté des données à tel
endroit alors qu'il les a en fait obtenues ailleurs, ou même inventées. Toutes ces erreurs
d'interprétation concernent l'adoption de croyances à propos d'une certaine cible ;
l'adoption de ces croyances repose sur une inférence, à partir de certaines propriétés
de la représentation, à des propriétés de sa cible. Je propose, pour plus de clarté,
d'appeler cette inférence l'étape n2 (car elle est seconde, sinon chronologiquement,
du moins logiquement) de l'utilisation d'une représentation à des ﬁns épistémiques.
Avant d'inférer  correctement ou non  des propriétés du graphe aux propriétés
de sa cible, je dois savoir lire le graphe lui-même aﬁn d'en extraire des informations.
C'est là l'autre étape de l'utilisation épistémique d'une représentation (en fait, lo-
giquement première, que j'appellerai donc l'étape n1). Pour un graphe donné, le
21Sauf bien sûr si j'ai conscience du caractère approximatif de cette proposition, et si elle me suﬃt
pour atteindre le but que je vise.
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système dans lequel il fonctionne détermine lesquelles de ses propriétés perceptibles
sont syntaxiquement pertinentes et comment elles doivent être interprétées au sein du
graphe lui-même. Extraire des informations du graphe  avant même de les interpré-
ter comme portant sur une cible particulière  implique de maîtriser non seulement
les règles syntaxiques du système, mais également ses règles sémantiques, lesquelles
ne se réduisent pas à la connaissance de sa cible eﬀective. Autrement dit, le graphe
contient des informations tout court, que ces informations puissent être correctement
interprétées comme portant sur une certaine cible ou non. Quand un enseignant trace
un graphe au tableau aﬁn d'apprendre à ses élèves à lire ce type de représentations, il
n'a pas besoin de supposer que ce graphe représente l'évolution d'une quantité réelle.
Néanmoins, on peut raisonnablement aﬃrmer que le graphe  dit  que la quantité
représentée augmente ou diminue au cours du temps. De même, un portrait de Julien
Sorel dit des choses à propos de Julien Sorel, alors même que ce dernier n'existe pas.
Il contient bien cette information, que l'agent se trompe ou non en l'attribuant à une
certaine cible, et qu'il existe ou non une telle cible.22
Maîtriser un système symbolique consiste à savoir extraire les informations d'une
représentation fonctionnant dans ce système : cela exige d'être en mesure d'en identi-
ﬁer les propriétés syntaxiquement pertinentes et de savoir les interpréter correctement
au sein même de la représentation, c'est-à-dire avant même d'en conclure que la cible
de cette représentation a telle ou telle propriété. La distinction de ces deux étapes
sera de première importance pour la suite de mon analyse ; je m'y intéresserai en
eﬀet presque exclusivement à la seconde étape exposée (l'étape n1, chronologique-
ment première), celle pour laquelle la maîtrise du système symbolique est cruciale. Il
convient cependant de nuancer cette distinction. Il existe en eﬀet de nombreux cas
ambigus, et la distinction entre ce qui relève de la maîtrise du système symbolique
permettant d'extraire des informations et ce qui relève de leur interprétation à propos
de la cible de la représentation n'est pas nette.
Pour comprendre cela, reprenons l'exemple du duc de Wellington. J'ai donné
comme exemple d'échec dans l'étape n2 le fait de conclure que la peau de Welling-
ton est particulièrement blanche alors que le peintre a exagéré cette blancheur. Si l'on
admet que l'un des codes picturaux de la peinture anglaise de la ﬁn du dix-huitième
22La question de savoir si l'on peut eﬀectivement parler de contenu informationnel quand il n'existe
pas de référent ne va pas de soi ; l'examiner me conduirait inévitablement à aborder la diﬃcile
question des ﬁctions. La solution de Nelson Goodman à ce problème consiste à dire qu'un portrait
représentant Julien Sorel sous les traits d'un homme brun est une image appartenant à une certaine
catégorie (celle des portraits-d'homme-brun) mais ne représentant (ne dénotant) rien. Ainsi, un
graphe représentant l'augmentation d'une valeur sans référent serait un graphe-d'augmentation-de-
valeur ne représentant rien.
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siècle consiste à exagérer la blancheur de la peau des aristocrates, alors mon erreur
n'est pas due à un manque de renseignements sur la manière dont les données ont
été collectées, mais bien à une mauvaise maîtrise du système symbolique dans lequel
ce portrait fonctionne. Si j'étais plus experte, j'aurais été en mesure de rectiﬁer l'in-
formation, au sein même du tableau ; plus précisément, je n'aurais pas du tout tiré
cette information du tableau. Un bon exemple de cette diﬃculté nous est fourni par
les représentations métaphoriques ou caricaturales.23 Ainsi, la caricature du duc deRes_C_6-caricature_du_duc_de_Wellington.jpg (Image JPEG... http://www.diplomatie.gouv.fr/fr/IMG/jpg/Res_C_6-caricatur...
1 sur 1 23/07/09 22:08
Fig. 19  Caricature du duc de Wellington par Auguste Louvrier de Lajolais.
Wellington (ﬁgure 19) nous le présente recroquevillé sur lui-même et doté d'un très
long nez tout rouge. Dois-je tirer ces informations de l'image, que j'interprète alors
littéralement, pour ensuite en décrypter le caractère métaphorique, ou bien ma maî-
trise des systèmes symboliques caricaturaux me permet-elle directement de tirer de
cette image des informations du type  Wellington était un poltron alcoolique  ?24
Ces considérations valent aussi pour le cas des représentations utilisées dans la
pratique scientiﬁque. Ainsi, prenons l'exemple d'une image obtenue au moyen d'un
microscope. Il est diﬃcile de déterminer si l'élimination du  bruit  lié à la mani-
pulation (par exemple, la présence d'une poussière dans l'appareil) fait partie de la
23Goodman y consacre une analyse approfondie, que je ne présenterai pas ici (voir Goodman,
1968/1976, pp. 85-90).
24Cet exemple révèle une diﬃculté supplémentaire que je n'examinerai pas : ces informations
peuvent être interprétées comme des informations à propos de Wellington, mais également comme
des informations sur le caricaturiste lui-même (sur ses croyances à propos de Wellington). Plus
généralement, toute représentation contient des informations sur le point de vue depuis lequel cette
représentation a été construite. J'ignorerai autant que possible ce problème, qui m'éloignerait trop
de mon propos.
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maîtrise du système symbolique de ce type d'image (étape n1), ou bien si cette com-
pétence intervient au moment de l'interprétation de l'image comme étant à propos
de l'objet étudié au microscope (étape n2).
1.2.2 La détermination contextuelle du contenu des représentations
La notion de  maîtrise d'un système  recèle un autre type de diﬃcultés. Cer-
taines informations contenues dans une représentation y ﬁgurent de manière expli-
cite25, comme le fait qu'il fait 25C à Paris en juillet dans le graphe de la ﬁgure 18.
D'autres sont accessibles via certaines inférences, comme par exemple le fait qu'il fait
22C de plus en juillet qu'en décembre. Selon les types de système, savoir tirer ces
inférences exige une expertise plus ou moins grande : l'interprétation des propriétés
de la représentation peut consister en l'application de règles de transformation plus
ou moins complexes qui permettent à l'agent de tirer des inférences à propos de son
contenu.
Selon que l'on considère ou non que la maîtrise de ces règles fait partie de la
maîtrise du système symbolique, on jugera ou non que les informations obtenues par
l'application des règles font partie de son contenu (en vertu de la déﬁnition du contenu
informationnel donnée ci-dessus, page 360). Or, la réponse à cette question dépend
fortement du type de représentations et du contexte de leur utilisation. Par exemple,
il serait déraisonnable d'aﬃrmer que la maîtrise du système symbolique dans lequel
les équations diﬀérentielles fonctionnent n'inclut pas la maîtrise de tout un ensemble
de règles de calcul ; si je suis simplement capable, face à des équations newtoniennes,
d'en tirer les informations qui y sont explicitement présentées (la valeur des variables
représentant la force et la masse, et la relation de proportionnalité entre force et
masse), on ne peut pas dire que j'en maîtrise vraiment le système. Si l'on s'en tient
à ce qui est explicitement représenté par ces équations, leur contenu est bien pauvre.
En revanche, rien ne permet d'aﬃrmer que la maîtrise des règles de conversion entre
degrés Celsius et degrés Fahrenheit fasse partie de la maîtrise du système symbolique
du graphe de la ﬁgure 18. En conséquence, la question de savoir si ce graphe contient
l'information selon laquelle il fait 77F à Paris en juillet (information que l'on peut
obtenir au moyen de ces règles) n'a pas de réponse déterminée et dépend du contexte
d'utilisation de ce graphe.
Pour ﬁnir, il est diﬃcile de savoir quelle quantité de connaissance d'arrière-plan
(et non pas seulement quelles règles de transformation) entre dans la détermination
25La notion d'explicite est loin d'aller de soi. À ce sujet, voir par exemple (Kirsh, 1991). Je la
prends ici en un sens intuitif, et je reviendrai sur le sens précis auquel je l'entends plus loin, avec la
notion d'extractibilité immédiate (section 2.2.2).
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du contenu d'une représentation. Ici aussi, cela semble dépendre du contexte. Ré-
duire le contenu d'une représentation à ce que John Haugeland (1991) appelle son
contenu  squelettique  [bare-boned ]26 ne rend pas compte du fait que, en pratique,
de très nombreuses connaissances d'arrière-plan sont mobilisées pour la lecture des
représentations les plus communes, jouant le rôle de prémisses implicites dans les
raisonnements que l'on mène au moyen de ces représentations.
Le contenu d'une représentation dépend donc fortement du contexte dans le-
quel elle est utilisée, et cela en plusieurs sens. D'abord parce que le contexte déter-
mine, comme on l'a vu, les connaissances et les compétences supposées partagées par
les utilisateurs. Ensuite parce que c'est le contexte dans lequel elle apparaît et cer-
taines indications annexes comme, par exemple, la légende qui accompagne certaines
images, qui suggèrent le système dans lequel elle doit être interprétée. Pour reprendre
l'exemple de Goodman, c'est le contexte dans lequel elle apparaît qui m'indique si la
 ligne noire ondulée  est un électrocardiogramme ou un dessin du Mont Fujiyama.
De même, c'est le contexte dans lequel la marque apparaît qui m'invite ou non
à faire abstraction du fond gris et de l'aspect blanc et irrégulier des marques, qui ne
sont pas des propriétés syntaxiquement pertinentes dans le système symbolique du
langage mathématique mais le deviennent dans le système de la photographie.
Pour toutes ces raisons, il est impossible de déterminer le contenu d'une repré-
sentation sans prendre en compte le contexte dans lequel elle apparaît. Cependant,
une fois le contexte ﬁxé et, par conséquent, une fois que l'on a précisé l'ensemble des
hypothèses implicites et les règles du système, le contenu informationnel d'une repré-
26John Haugeland (1991) distingue entre le contenu  squelettique  [bare-boned ] d'une représen-
tation et son contenu  charnu  [ﬂesh out ]. Le contenu squelettique est le contenu  strict , qui
n'est augmenté ou obtenu par la médiation d'aucune autre connaissance. Pour reprendre l'exemple
de Haugeland, un rapport de police indiquant que, dans la chambre où un corps inanimé a été
trouvé, les tiroirs étaient retournés, les vêtements en désordre et déchirés, les meubles abîmés et
des verres brisés au sol, et le portefeuille du mort retrouvé au sol, sans argent liquide ni carte de
crédit, ne dit pas, à strictement parler, qu'il y a eu une violente bagarre et que la victime a été
volée. Ces dernières propositions font partie du contenu charnu de la description, mais pas de son
contenu squelettique. Comme le remarque Haugeland, cette distinction ne recoupe pas la distinction
entre contenu explicite et contenu implicite  à supposer que cette distinction ait elle-même un sens
précis  : ce qui est implicite peut être inféré de ce qui est explicite, sans ajout d'hypothèse ou de
connaissance supplémentaire (mais au moyen de règles d'inférence). Pour reprendre l'exemple du
graphe, il contient implicitement l'information selon laquelle il ne fait pas 30C à Paris en juillet,
puisqu'elle peut être déduite de celle selon laquelle il faisait 25C, sans hypothèse supplémentaire.
En revanche, aﬃrmer que la victime a été volée à partir de la description mentionnée ci-dessus
implique une certaine connaissance du monde. Il est cependant diﬃcile, comme le reconnaît Hauge-
land, d'établir nettement quelle part de la connaissance commune peut être considérée comme une
connaissance implicite.
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sentation est entièrement déterminé par les marques qui la constituent. Cela signiﬁe
que la question de savoir s'il existe des agents capables d'appliquer ces règles et la
manière dont ils les appliquent (les inférences particulières qu'ils mettent en ÷uvre)
n'entrent pas dans la déﬁnition du contenu informationnel de la représentation. En
cela, il est distinct de ce que j'appellerai, à la section 2 du présent chapitre, son
contenu cognitivement accessible.
Les représentations utilisées dans la pratique scientiﬁque se caractérisent entre
autres par les compétences et les connaissances d'arrière-plan que leur utilisation
requiert de la part des agents. Après avoir précisé ce que j'entends par  représenta-
tion théorique , j'emploierai les outils goodmaniens pour ébaucher une déﬁnition de
certains types de représentations théoriques particulièrement importants pour mon
propos.
1.3 Vers une typologie des représentations théoriques
Des équations diﬀérentielles aux images obtenues par résonance magnétique, en
passant par les diagrammes moléculaires, les graphes et les cartes génétiques, les re-
présentations utilisées dans la pratique scientiﬁque sont de types très divers. Certaines
représentent des objets concrets ; c'est le cas, par exemple, de la plupart des images
obtenues au moyen de techniques d'imagerie comme la microscopie, ou des schémas
tirés de telles images. D'autres représentent des processus ou des mécanismes, comme
par un exemple le diagramme de la synthèse d'une protéine. D'autres encore, comme
les graphes ou les équations, représentent la relation entre des variables. Chacune de
ces représentations peut être utilisée pour étudier un objet ou un processus particu-
liers (une zone particulière du cerveau d'un être humain, le mouvement de la Lune
autour de la Terre) ou pour acquérir (ou transmettre) des connaissances à propos
d'un type d'objets ou de processus (la structure des cellules humaines en général, la
loi générale d'évolution du pendule).
Ce qui distingue les représentations que j'appelle  théoriques  des autres repré-
sentations à usage épistémique (par exemple, une carte du relief de la France ou le
graphe de la ﬁgure 18) est qu'elles ne sont pas seulement la présentation de données,
mais aussi l'expression d'hypothèses. Prenons par exemple l'image d'un caryotype
(ﬁgure 20). Cette représentation peut être utilisée pour obtenir des informations à
propos de l'individu particulier d'où la cellule est issue, à des ﬁns, par exemple, de
diagnostic prénatal ; elle peut aussi servir  comme c'est le cas, par exemple, dans
un manuel  à l'acquisition de connaissances générales sur la cellule et les chromo-
somes. De plus, c'est, entre autres, la possession de ces connaissances théoriques
(sur les chromosomes humains en général) qui permet d'extraire les informations
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Fig. 20  Caryotype (http ://medidacte.timone.univ-mrs.fr).
contenues dans cette image et, le cas échéant, d'en tirer des inférences à propos de
l'individu concerné. Ces connaissances théoriques sous-tendent, dans une certaine
mesure, la maîtrise même des règles du système. Pour parvenir à isoler correctement
les diﬀérents chromosomes et pour les organiser sous la forme d'un caryotype (pour
 transformer  l'image en bas à droite en un caryotype proprement dit) aﬁn d'en
tirer des informations sur le sexe et les éventuelles anomalies génétiques de l'individu
concerné, il me faut posséder un certain nombre de connaissances génétiques et cy-
tologiques. La maîtrise du système symbolique dans lequel ce type de représentation
fonctionne est donc en partie constituée de ces connaissances théoriques. C'est parce
que je suis en mesure de l'interpréter comme un caryotype en général que je peux lire
ce caryotype particulier.
Comme cet exemple, ainsi que ceux des équations diﬀérentielles et des images
obtenues au microscope (mentionnés dans la section précédente), le montrent, les
représentations théoriques requièrent de leurs utilisateurs des compétences particu-
lières (par exemple, la maîtrise du calcul diﬀérentiel, la capacité à faire abstraction du
 bruit  dans une image obtenue au microscope aﬁn d'isoler ses propriétés syntaxi-
quement pertinentes), et des connaissances théoriques qui sous-tendent la maîtrise de
ces règles et jouent le rôle de prémisses implicites dans les raisonnements. Ces com-
pétences et ces connaissances, contrairement à celles qui sont requises, par exemple,
pour la lecture d'une image picturale, ne sont partagées que par un petit nombre
d'individus (les experts). Cette caractérisation ne suﬃt pas, certes, à tracer une fron-
tière nette entre les représentations théoriques et celles qui ne le sont pas ; aﬃrmer
que les connaissances requises pour la lecture d'une représentation théorique sont des
connaissances théoriques ne fait visiblement que repousser la question. Pour autant,
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il n'est pas indispensable, pour mon propos, de tracer une telle frontière. On peut
admettre que, de la lecture d'une carte routière ou d'un graphe comme celui de la
ﬁgure 18 à celle d'un diagramme représentant l'interaction de particules microsco-
piques dans l'espace-temps, la diﬀérence est de degré. Dans les deux cas, la maîtrise
de certaines règles syntaxico-sémantiques et la possession de certaines connaissances
générales sont nécessaires.27 Cette diﬀérence de degré est cependant considérable : les
hypothèses théoriques contenues dans les représentations scientiﬁques leur procurent
une puissance prédictive et explicative que les représentations communes n'ont pas.
Dans ce qui suit, je ne prétends aucunement proposer une typologie stricte et
encore moins exhaustive des représentations utilisées dans la pratique scientiﬁque. Il
en existe une telle diversité que cette tâche paraît assez irréalisable ; en outre, ces
représentations sont d'une telle sophistication que leur classement reposerait néces-
sairement sur des choix conduisant à négliger plusieurs aspects importants de leur
contenu et de leur usage. Pour ﬁnir, les types que l'on peut dégager se trouvent ra-
rement, sinon jamais, à l'état  pur  : un des aspects essentiels de l'utilisation de
représentations diverses dans la pratique scientiﬁque réside justement, comme on va
le voir, dans leur interaction et leur enrichissement mutuel. Je ne prendrai donc que
quelques exemples très simples. Ils me permettront, d'une part, de montrer comment
l'adoption de la notion de système symbolique éclaire le fait que diﬀérents types de
représentation, en raison même des propriétés syntaxico-sémantiques du système sym-
bolique dans lequel elles fonctionnent, sont mieux adaptés que d'autres à l'expression
de certains contenus, et donc à l'atteinte de certains buts épistémiques. D'autre part,
ces quelques exemples me fourniront l'occasion de ﬁxer le vocabulaire que j'utiliserai
dans la suite de ce travail (en particulier dans les chapitres 8 et 9).
Dans un premier temps (section 1.3.1), je distingue les représentations spatiales
des représentations linguistiques. Ensuite, je présente successivement trois grandes
catégories de représentations spatiales : les représentations picturales (section 1.3.2),
les représentations schématiques (section 1.3.3), et enﬁn les représentations diagram-
matiques (section 1.3.4).
1.3.1 Représentations linguistiques et représentations spatiales
Bien que mon parti pris méthodologique consiste à étudier tous les types de re-
présentations utilisés dans la pratique scientiﬁque sans attribuer aux représentations
linguistiques un statut essentiellement diﬀérent, j'admets une diﬀérence initiale entre
27Pour une défense de l'idée selon les représentations scientiﬁques ne sont pas essentiellement dif-
férentes, en tant que représentations, des autres représentations externes, voir (Callender et Cohen,
2006).
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deux genres de représentation : les représentations linguistiques ou formules et les
représentations spatiales ou ﬁgures. Les formules incluent les expressions en langage
mathématique comme les équations, les énoncés en langage naturel (augmenté de
termes techniques), ainsi que les listes (par exemple, une liste de données numé-
riques correspondant à un relevé de température). Les ﬁgures peuvent être unidi-
mensionnelles ou bidimensionnelles (on pourrait élargir l'analyse aux représentations
tridimensionnelles, mais je me concentrerai pour plus de simplicité sur les ﬁgures
bidimensionnelles) et incluent les images picturales, les schémas, les diagrammes, les
cartes, les graphes, mais également les tableaux de données.
Aﬁn de distinguer entre ces deux classes de représentations, il convient de déﬁnir
un critère qui n'est pas fourni par les outils goodmaniens. En eﬀet, comme le souligne
Laura Perini (2004), la distinction entre les systèmes dont la syntaxe est articulée
(qui satisfont le réquisit de diﬀérentiation ﬁnie des caractères) et ceux dont la syn-
taxe est inarticulée (dont le schème est dense) ne permet pas de rendre compte de la
diﬀérence entre les langages et certaines ﬁgures comme, par exemple, les diagrammes
moléculaires (ﬁgure 21). Un tel diagramme a une syntaxe articulée : les diﬀérentes
Convention, resemblance and isontorphistn
Fig. l. Electron micrograph, Femdndez-Mor6n (1962).
other two characters. Pictorial systems are semantically dense as well: the
dense character set is mapped onto a referent set in which one referent is
ordered between any two. This electron micrograph (fig. 1) is an example of
a symbol from a pictorial system. This is a repr sentation of the structure of a
biological sample. The system is dense, which m ans that any iffere ce in
the black-white array of this marking would mean that this image is an
instance of a different character, and each different character is associated
with a different referent. So, any change in the form of the marking
corresponds to  different representation. Linguistic representations, on the
other hand, are characterised by articulate syntax: each mark can be
identified as a particular character, or it's simply illegible. This suppor-ts the
compositional syntax so important to logical languages and text: symbols are
built out of discrete atomic characters, and the meaning of the complex is
d termined by the identity and arrangement of th  atomic characters.
However, these syntactic and semantic differences do not explain the
difference between diagrams and text: diagrams also have articulate syntax,
and diagram systems can be compositional in the way linguistic systems are
(see fig. 2). Goodman's analysis of symbol systems, thus, does not account
for the differe ce b tween visual representations in gen ral, and linguistic
and mathematical formulas. Goodman is famous for arguing for the
conventional nature of representation: pictures do not represent in virtue
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Fig. 2. Diagram of oestrone.
Fig. 21  Diagramme d'une molécule d'oestrone (tiré de Perini, 2004).
marques qui le constituent peuvent être identiﬁées comme les instances d'un carac-
tère particulier. Les lignes y dénotent des liens chimiques entre atomes, et les lettres
y dénotent des types d'atomes. La longueur précise des lignes n'est pas une propriété
syntaxiquement pertinente : sa modiﬁcation n'implique pas un changement de carac-
tère. De même, les lettres tenant lieu de types d'atomes ne sont pas plus sensibles à
un changement de forme que ne le sont les lettres d'un énoncé en langage naturel.
Du point de vue goodmanien, ce diagramme ne semble pas exclu de la catégorie des
systèmes linguistiques ; en tout cas, il n'entre pas dans celle des images picturales et
de ce que Goodman appelle  diagrammes .
Pourtant, il semble bien qu'il y ait un sens intuitif de la notion de spatialité (ou de
ﬁgure) qui permette de classer un diagramme de ce type dans la catégorie large des
représentations spatiales (ou ﬁgures), qui partagent toutes, par delà leur diversité,
une propriété dont les représentations linguistiques (ou formules) sont dépourvues.
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Pour déﬁnir cette propriété, qui permettrait donc de distinguer entre, d'une part,
toutes les ﬁgures, qu'elles soient denses ou non, et, d'autre part, les formules, il
semble que les critères purement syntaxiques ne soient pas suﬃsant ; il est nécessaire
d'établir un critère sémantique. Reprenons le diagramme de la ﬁgure 21. Comme
je l'ai dit, la longueur des lignes n'y importe pas. Cependant, l'emplacement des
lignes relativement aux lettres représentant les atomes et leur emplacement relatif
(entre elles) ont une signiﬁcation. Une ligne dont l'extrémité est à proximité d'une
lettre représente un lien chimique avec l'atome désigné par la lettre ; l'intersection de
deux lignes dénote un atome de carbone. Ainsi, certaines relations spatiales entre les
caractères dont cette ﬁgure est composée sont par elles-mêmes signiﬁantes.
Ce n'est pas le cas d'un système linguistique : l'identité des caractères complexes
(mots et phrases) y est déterminée uniquement par la séquence des caractères élémen-
taires (lettres). Mais les relations spatiales en tant que telles ne sont pas signiﬁantes.
Ainsi, je propose de déﬁnir les ﬁgures, par opposition aux formules, comme des re-
présentations au sein desquelles certaines relations spatiales dénotent en tant que
telles certaines propriétés de leur référent.28 Cette distinction semble pouvoir rendre
compte de l'idée selon laquelle la lecture d'un énoncé linguistique suit l'ordre séquen-
tiel des lettres et des mots, alors que celle d'une ﬁgure ne suit pas, en général, d'ordre
déterminé (en tout cas, elle ne suit pas un ordre séquentiel).
À la diﬀérence de certains philosophes qui cherchent à rendre compte de l'impor-
tance des représentations non linguistiques dans la pratique scientiﬁque, comme par
exemple Laura Perini (2004), à qui l'analyse qui précède est partiellement emprun-
tée, je parlerai de représentations spatiales et non visuelles, pour plusieurs raisons.
D'abord parce que dans la perspective d'analyse des représentations en termes de sys-
tèmes symboliques, les langages écrits, par exemple, sont aussi visuels que les images
picturales. Ensuite, parce que l'analyse que j'en fournis n'accorde pas de statut par-
ticulier à l'expérience visuelle en elle-même ; rien ne s'oppose a priori à ce que cette
analyse s'applique à l'équivalent tactile de ces images. Enﬁn, parce que la notion
même de visualisation soulève plusieurs problèmes. Selon le type de représentation
dont il s'agit, elle ne semble pas avoir la même signiﬁcation : des expressions comme
 visualiser un objet grossi au microscope ,  visualiser un processus non spatial
ou la relation entre deux variables , et enﬁn  visualiser une formule mathématique
au moyen de sa représentation graphique  n'emploient manifestement pas ce terme
dans le même sens. Un des buts de l'ébauche de typologie qui suit est de préciser ces
diﬀérents sens. J'y présente successivement trois grandes catégories de représenta-
28En un sens très lâche de la notion d'isomorphisme, on peut dire que les représentations spatiales
sont toujours partiellement isomorphes à leurs référents. Voir (Lee, 1999) pour une analyse de la
représentation picturale au moyen de la notion d'isomorphisme.
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tions spatiales : les représentations picturales, les schémas, et enﬁn les diagrammes.29
Comme on le verra, ces catégories sont elles-mêmes assez hétérogènes ; en outre, la
frontière qui les sépare n'est pas toujours parfaitement déterminée.
1.3.2 Les représentations picturales
Comme je l'ai dit précédemment, les représentations picturales sont celles dont
on dit, intuitivement, qu'elles  ressemblent  à leur référent. Dans la pratique scien-
tiﬁque d'aujourd'hui, les représentations picturales par excellence sont toutes celles
qui sont obtenues au moyen de techniques d'imagerie plus ou moins sophistiquées,
comme la microscopie optique et électronique, la résonance magnétique, la radio-
graphie, ou encore les techniques utilisées en astrophysique. Autrefois, le dessin et
la gravure étaient des représentations picturales courantes dans certains domaines
scientiﬁques (par exemple, l'anatomie ou la botanique).
Indépendamment des diﬃcultés, soulignées par Goodman (1968/1976), que pose
la notion de ressemblance pour la déﬁnition des représentations picturales courantes
comme les photographies et les dessins et peintures dits  réalistes , cette notion
semble particulièrement diﬃcile à appliquer dans le cas des représentations scienti-
ﬁques. En eﬀet, la plupart du temps, la cible de ces images n'est pas elle-même visible :
il s'agit le plus souvent d'objets très petits ou très éloignés, ou dont les propriétés
mises en évidence par la technique ne sont pas détectables à la lumière blanche, mais
au moyen de rayons X, de rayons Gamma, d'ultra-sons, ou encore d'électrons, pour
ne citer que quelques exemples. Pour cette raison, entre autres, il semble particulière-
ment souhaitable, dans le cas des représentations scientiﬁques, de chercher à déﬁnir
la picturalité d'une représentation sans faire appel à l'expérience perceptuelle de son
utilisateur.
Les représentations picturales sont typiquement des représentations de  choses ,
c'est-à-dire d'entités concrètes, dont elles permettent de mettre en évidence certaines
propriétés en respectant la structure spatiale de ces entités (et la distribution spatiale
de ces propriétés). Ainsi, par exemple, l'image de la ﬁgure 22 est obtenue par une tech-
nique de microscopie électronique en transmission. L'image est le résultat des eﬀets
d'interaction entre des électrons et l'échantillon étudié ; le rayonnement X provoqué
par le faisceau électronique permet en outre d'obtenir des informations concernant la
composition chimique des tissus. Cette technique ne consiste donc pas seulement à
29Je ne prétends pas ici rendre compte de l'usage courant de ces mots : les termes de schéma et de
diagramme sont parfois utilisés comme synonymes, et il est diﬃcile de savoir ce qui les distingue dans
l'usage habituel. Mon but, dans ce qui suit, est simplement de souligner des diﬀérences importantes
entre certains types de représentation, et de ﬁxer un vocabulaire qui est lui-même relativement
arbitraire.
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Fig. 22  Micrographe électronique de cellules pulmonaires permettant d'obser-
ver des mitochondries (Louisa Howard, Dartmouth Electron Microscopy Facility,
http ://remf.dartmouth.edu/imagesindex.html).
 grossir  l'image d'un objet que l'on pourrait observer à la lumière blanche s'il était
macroscopique ; les propriétés mises en évidence (comme les propriétés chimiques) ne
sont pas visibles, au sens où ce que l'on observe est leur interaction avec les électrons
et non avec de la lumière blanche. Cependant, la répartition spatiale des marques qui
représentent ces propriétés non visibles respecte la structure spatiale de la cellule.
Ces considérations me permettent d'énoncer un premier élément de la déﬁnition
des systèmes symboliques picturaux (qui leur est commun, comme on le verra, avec
les systèmes schématiques, mais qui les diﬀérencient des systèmes diagrammatiques) :
les systèmes symboliques picturaux se caractérisent en premier lieu par le fait que
les relations spatiales au sein d'une représentation fonctionnant dans un tel système
représentent des relations spatiales. On peut, bien sûr, observer des distorsions :
les distances relatives sont plus ou moins bien respectées, mais ces représentations
respectent les relations topologiques, sinon les relations métriques, de leur cible. In-
tuitivement, cela correspond à l'idée selon laquelle deux représentations picturales
du même objet, quelles que soient les propriétés qu'elles permettent de visualiser,
peuvent être projetées l'une sur l'autre. Le résultat de cette projection serait une
troisième représentation picturale, qui permettrait entre autres de mettre en relation
les propriétés de la cible présentées dans les deux représentations initiales.
Les deux autres critères permettant de caractériser les représentations que j'ap-
pelle  picturales  sont ceux de densité et de saturation, tels que Goodman les déﬁnit
(voir ci-dessus, section 1.1.2). Dans la mesure où une représentation peut être par-
tiellement dense et où la saturation est aﬀaire de degrés, la picturalité l'est aussi :
les images les plus picturales sont entièrement denses et très saturées. Cela signiﬁe
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que la moindre modiﬁcation de leur aspect en change la signiﬁcation, et qu'elles ont
un très grand nombre de propriétés syntaxiquement pertinentes  intuitivement, cela
correspond à l'idée selon laquelle elles sont très  remplies  : la plupart de leurs pro-
priétés perceptibles sont signiﬁantes. C'est la satisfaction relative de ces deux critères
qui distingue les représentations picturales des représentations schématiques, que je
présenterai dans la prochaine section.
Les images picturales obtenues par des techniques d'imagerie comme celle présen-
tée ci-dessus subissent la plupart du temps de nombreuses modiﬁcations et ajouts,
destinés d'une part à éliminer le  bruit  lié à la manipulation des appareils et les
aspects non pertinents qui brouillent la lecture, et d'autre part à en souligner les as-
pects pertinents : on peut en colorier diﬀérentes zones (comme dans la ﬁgure 23), en
grossir certains traits, ajouter des indications linguistiques ou des symboles comme
des ﬂèches, destinés à aider la lecture de l'image. Ces diﬀérentes manipulations sont
Fig. 23  Micrographe électronique colorié du protozoaire Giardia (Dr. Stan Erlandsen, Centers for
Disease Control and Prevention, Public Health Image Library, http ://phil.cdc.gov/phil/home.asp).
intrinsèquement liées au statut théorique de ces images : elles contribuent à expliciter
les hypothèses théoriques qui en permettent la lecture.
Ces opérations consistant à mettre en valeur les propriétés syntaxiquement per-
tinentes de l'image aﬁn de la rendre plus lisible et d'expliciter certaines hypothèses
théoriques s'accompagnent souvent de la suppression d'autres aspects. Par exemple,
en coloriant certaines zones, on rend moins visibles certains détails jugés non perti-
nents. Cela contribue souvent à diminuer la saturation de l'image, et à introduire, en
son sein, des éléments qui ne sont pas, eux-mêmes, denses. Je propose d'appeler ces
diﬀérentes opérations d'abstraction des opérations de schématisation ; leur résultat
est une image moins picturale, et plus schématique.
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1.3.3 Les représentations schématiques
Tout comme les représentations picturales, les représentations que je propose
d'appeler  schématiques  respectent les relations topologiques de leur cible. Elles
peuvent donc être projetées sur une représentation picturale de la même cible. Ce-
pendant, à la diﬀérence des représentations les plus picturales, elles peuvent n'être
que partiellement denses, et elles sont moins saturées. La ﬁgure 24 présente ainsi deux
images : celle du haut est la représentation picturale, obtenue au microscope électro-
nique, d'une mitochondrie ; celle du bas est un schéma tiré de cette image. Comme
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Figure 2. Mitochondrion 
Figure and caption from L.T. Threadgold, The Ultrastructure of the Animal 
Cell, Second Edition, p. 321. Oxford: Pergamon Press, 1976. Reprinted with 
permission 
(a) Mitochondrion from the pancreas of the mouse showing all the main 
characteristic features of this organoid which are labelled in the diagram in 
(b). OM and IM, outer and inner membranes; I, intramitochondrial granule; 
C, cristae; X, oblique section of cristae; OC, outer compartment; M, matrix. 
Fig. 24  Mitochondrie du pancréas d'une souris. Micrographe électronique (en haut) et schéma
(en bas). OM et IM : membranes internes et externes ; I : granule intramitochondial ; C : crête ;
X : section oblique d'une crête ; OC : compartiment externe ; M : matrice. Les deux images sont
empruntées par Lynch (1988) à (Threadgold, 1976, p. 321).
le montre Lynch (1988), le rocessus qui per et d'obtenir le schéma à partir du mi-
crographe ne consiste pas seulement en la simpliﬁcation et la sélection de certains
aspects de l'image, mais aussi en un certain nombre d'opérations qui contribuent à
 identiﬁer dan l spéc m n parti ulier des propriétés universelles  (Lynch, 1988,
p. 205). Ces opérations consistent à rendre le schéma plus uniforme, en prolongeant
certaines lignes qui apparaissent interrompues dans le micrographe et en augmentant
le contraste entre les diﬀérentes parties de la mitochondrie. Elles consistent aussi
à accorder certaines propriétés visibles de l'image avec  l'identité que l'on assigne
à certaines entités  (Lynch, 1988, p. 209) : ainsi, par exemple, la frontière entre
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l'intérieur et l'extérieur de la mitochondrie est beaucoup plus nette dans le schéma.
Enﬁn, le schéma  déﬁnit  les diﬀérentes parties qu'il contribue à rendre visibles
au moyen de labels linguistiques et de ﬂèches (voir légende). Ce faisant, le schéma
ajoute un grand nombre d'informations qui ne sont pas directement visibles dans le
micrographe et nous enseigne à les y voir. En ce sens, l'utilisation du schéma apprend
à lire le micrographe comme une représentation théorique.
Dans cette ﬁgure, le schéma, comme le micrographe, respectent les relations to-
pologiques de la cible. Cependant, en raison de l'introduction de ﬂèches et de sym-
boles linguistiques, le schéma n'est que partiellement dense : interrompre la ligne qui
marque la frontière de la mitochondrie modiﬁerait l'identité syntaxique de l'image
(cette ligne est donc dense) ; en revanche, grossir les ﬂèches ou les lettres, voire mo-
diﬁer légèrement la forme des frontières de la mitochondrie ne ferait pas du résultat
un schéma diﬀérent.30 En outre, le schéma est beaucoup moins saturé que le mi-
crographe : chaque détail perceptible de ce dernier est syntaxiquement pertinent,
alors que, dans le schéma, l'épaisseur du trait marquant le contour de la mitochon-
drie et la couleur du fond, par exemple, ne sont pas des propriétés syntaxiquement
pertinentes. Les modiﬁer ne changerait pas l'identité syntaxique ni, par conséquent,
l'identité sémantique du schéma (son contenu).
Un schéma est également moins saturé qu'un dessin, par exemple, dans lequel les
hachures représentant les ombres contribuent à en faire une représentation picturale.
Notons d'ailleurs que certains articles de vulgarisation introduisent parfois une di-
mension picturale dans des représentations schématiques, en ajoutant, par exemple,
des ombres ou des reﬂets sur les entités représentées (par exemple, dans la ﬁgure 25,
sur des cellules). Bien que ces détails ne soient pas  réalistes  (il est douteux que des
entités microscopiques reﬂètent la lumière comme des bulles de savon), ils augmentent
bien la picturalité de l'image, en la rendant plus saturée (en ajoutant des propriétés
syntaxiquement pertinentes). Cet exemple montre que la notion goodmanienne de
saturation parvient à saisir quelque chose de la notion intuitive de  picturalité  :
ajouter des reﬂets lumineux sur les cellules donne une impression de relief et de  réa-
lité  qu'un schéma peu saturé n'a pas (quand bien même ce détail est tout à fait
irréaliste).
30Il en résulterait bien un autre ensemble de marques, mais cet ensemble de marques serait une
instance du même caractère : de même que diﬀérentes marques peuvent être des instances du mot
 oculiste , déﬁni comme la classe de ses instances, diﬀérentes marques peuvent être des instances
du même schéma. C'est là une des diﬀérences entre les représentations picturales (saturées) et les
représentations schématiques : en raison de leur saturation, les contraintes pour que deux ensembles
de marques soient des instances de la même représentation picturale sont plus fortes. Il est diﬃcile,
par exemple, de trouver deux ensembles de marques visiblement diﬀérents qui soient les instances
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Fig. 25  Schéma  pictural  de cellules reproductrices tiré d'un site de vulgarisation : les reﬂets
lumineux sur les cellules ajoutent une dimension picturale à une représentation très schématique
(très peu saturée) en augmentant sa saturation.
Prenons un autre exemple, qui n'est pas à strictement parler scientiﬁque, mais qui
va me permettre de souligner une propriété des représentations spatiales, et plus pré-
cisément de celles que j'appelle  schématiques , qui en fait des outils épistémiques
particulièrement précieux. La ﬁgure 26 présente quatre représentations de la France.
L'image satellite (en haut à gauche) est une représentation picturale. Les trois autres
cartes peuvent être projetées sur cette image ; elles appartiennent bien (comme toutes
les cartes géographiques) à la catégorie des schémas. La carte du relief de la France
(en haut à droite) est nettement moins picturale (plus schématique) que l'image sa-
tellite : les pays frontaliers et la mer, entre autres, sont gommés. Des couleurs y ont
été ajoutées qui indiquent l'altitude relative des diﬀérentes zones. Cette carte est
cependant, si on la compare aux deux cartes de température juste en dessous, assez
picturale (peu schématique) : elle est dense et très saturée. Les couleurs y sont répar-
ties avec une grande précision, et la moindre modiﬁcation entraînerait un changement
dans le contenu de la carte ; c'est ce qui donne, d'ailleurs, l'impression de  voir  le
relief comme sur une photographie. La carte des températures qui se trouve en bas
à gauche est nettement plus schématique. Huit couleurs diﬀérentes, correspondant à
des fourchettes de température, y sont réparties de telle sorte que l'on peut identiﬁer
rapidement les températures relatives des diﬀérentes zones. À la diﬀérence de ce qui
est le cas dans la carte du relief, cette carte est peu saturée : seules les couleurs et leur
emplacement relatif sont des propriétés syntaxiquement pertinentes. Enﬁn, la carte
qui se trouve en bas à droite est aussi une carte des températures, sur laquelle ont
été ajoutés des chiﬀres représentant les valeurs numériques des températures. Elle est
un peu moins schématique que celle de gauche, dans la mesure où les pays frontaliers
de la même représentation picturale.
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france_relief.gif (Image GIF, 520x530 pixels) http://www.populationdata.net/images/cartes/europe/union-eu...
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tm_2000.gif (Image GIF, 549x588 pixels) http://www.meteo.fr/la_une/climat2000/tm_2000.gif
1 sur 1 04/10/09 01:15
Fig. 26  Cartes de France : température (en bas à gauche et en bas à droite), image satellite (en
haut à gauche), relief (en haut à droite). Tirées du site de Météo France : http ://www.meteo.fr/ et
de http ://www.populationdata.net (pour la carte du relief).
sont représentés (la France n'y a pas été  découpée ) ; en revanche, des éléments
linguistiques (des chiﬀres) y sont ajoutés, qui augmentent le caractère schématique
de la carte, en y introduisant des éléments qui ne sont pas denses.
Les deux cartes du bas mettent en évidence une des propriétés remarquables
des représentations spatiales soulignée par John Kulvicki (2009) : ce type de repré-
sentations permet de présenter simultanément des informations à diﬀérents niveaux
d'abstraction, en attribuant à diﬀérentes propriétés syntaxiques des référents de di-
verses sortes. Les couleurs représentant les fourchettes de température me permettent
de connaître la température approximative de chaque zone, ainsi que sa valeur re-
lative dans les diﬀérentes zones : la relation entre les diﬀérentes teintes représente
celle des températures. L'ajout des chiﬀres sur la même carte permet en outre d'en
connaître les valeurs précises. Au moyen du langage, cela est impossible : une liste des
valeurs précises des températures ne me donne pas en même temps accès aux valeurs
relatives. Il me faut tirer des inférences et produire un nouvel énoncé portant sur
ces relations ; ce nouvel énoncé, à son tour, ne contient plus l'information concernant
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les valeurs précises de chaque point. Cette propriété des représentations spatiales
(qui leur permet de présenter simultanément des informations à diﬀérents niveaux
d'abstraction, ou des informations de types diﬀérents) leur confère manifestement
une utilité authentiquement épistémique. Elle permet, par exemple, de mettre en
relation diﬀérentes propriétés de la cible d'une représentation de manière beaucoup
plus immédiate que ne le permettrait le langage. Pour prendre un exemple simple,
la projection de la carte du relief (en haut à droite) sur la carte des températures
(en bas à gauche) permettrait une mise en relation immédiate du relief et du cli-
mat de la France. Dans le cadre de la pratique scientiﬁque, cette caractéristique des
représentations spatiales, qui leur permet de présenter des hypothèses de façon immé-
diatement intelligible à propos de la relation entre diﬀérentes propriétés de la cible,
est particulièrement précieuse (aussi bien pour l'enseignement que pour la recherche).
Comme les diﬀérents exemples que je viens de présenter le montrent, les schémas
sont des représentations souvent composites, au sens où elles peuvent faire inter-
venir des éléments picturaux, ainsi que des éléments linguistiques. Une procédure
courante consiste également à faire usage d'échelles diﬀérentes, en particulier dans
l'enseignement et la vulgarisation. Cette procédure est particulièrement utile quand
on cherche à présenter la structure ﬁne de la cible (par exemple, celle de la cellule)
tout en montrant la cible entière (la cellule). Les schémas de la ﬁgure 27, issus de
sites de vulgarisation sur Internet, présentent ainsi respectivement une cellule entière
et la double hélice de l'ADN et  entrent  progressivement dans leur structure ﬁne,
s'éloignant de plus en plus du pictural. Dans le schéma de droite, les bases de l'ADN
sont représentées par des diagrammes moléculaires qui, comme je l'ai indiqué au dé-
but de cette section, ne sont ni denses ni saturés, et n'appartiennent pas à la catégorie
des représentations picturales et schématiques (car les relations spatiales n'y tiennent
pas lieu de relations spatiales, comme on le verra dans la prochaine section).
Soulignons pour ﬁnir que les représentations schématiques peuvent s'éloigner du
pictural au point de ne plus du tout respecter les distances relatives comme, par
exemple, dans la représentation de la France au moyen d'un hexagone (ﬁgure 28) ou
d'un chromosome au moyen d'un bâton.31 De telles représentations sont cependant
schématiques au sens où les relations topologiques de la cible sont reproduites au sein
du schéma. La classe des représentations schématiques est donc très large. Elle inclut
les schémas dont la projection sur une image picturale se fait presque sans distorsion
31Notons d'ailleurs que, dans la ﬁgure 26, les deux cartes qui excluent les pays frontaliers distordent
également certaines relations métriques : la Corse y est  rapprochée  du continent, ce qui explique
que les deux cartes concernées (en haut à droite et en bas à gauche) soient plus étroites, à hauteur
égale, que les deux autres.
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vieil_05.jpg (Image JPEG, 460x460 pixels) http://www.futura-sciences.com/uploads/tx_oxcsfutura/comp...
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Fig. 27  Schémas tirés de sites de vulgarisation. À gauche : du chromosome à
l'ADN (http ://www.medicopedia.net). À droite : de l'ADN aux bases (http ://www.futura-
sciences.com/fr).
(comme celui de la ﬁgure 24), les cartes32 représentant des zones géographiques, cartes
qui peuvent elles-mêmes être plus ou moins saturées et donc plus ou moins picturales
(de l'image satellite à l'hexagone représentant la France), ainsi que, par exemple,
certains tableaux à double entrée dont les colonnes et les lignes correspondent aux
longitudes et latitudes d'une zone géographique (comme ceux de la ﬁgure 32, que
j'étudierai dans la section 2).
Fig. 28  Hexagone représentant la France.
32Voir (Casati et Varzi, 1999) pour une sémantique des cartes.
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Avant de passer à l'examen des représentations diagrammatiques, récapitulons
certains points importants de la déﬁnition des représentations schématiques, et de
leur rapport aux représentations picturales.33 En premier lieu, les représentations
schématiques ont en commun avec les représentations picturales de respecter cer-
taines relations topologiques de leurs cibles : les relations spatiales au sein du schéma
représentent des relations spatiales au sein de sa cible, de telle sorte qu'un schéma
doit toujours pouvoir être projeté sur une image picturale.
Cela a pour conséquence le fait que la diﬀérence entre une représentation schéma-
tique et une représentation picturale est aﬀaire de degrés. En outre, on peut décrire le
passage du pictural au schématique comme un processus de théorisation : le schéma
exprime des hypothèses théoriques qui ne sont pas visibles dans l'image picturale,
mais qui fournissent aux agents des clés de lecture des images picturales.
Ce processus de théorisation ou, si l'on veut, d'abstraction, se repère au caractère
relativement peu saturé des schémas. D'une part, ils ont un moins grand nombre
de propriétés syntaxiquement pertinentes. D'autre part, certaines de leurs propriétés
syntaxiquement pertinentes ne se trouvent pas dans l'image picturale (par exemple,
des couleurs et des symboles linguistiques y sont ajoutés, des traits y sont grossis).
1.3.4 Les représentations diagrammatiques
La catégorie de ce que j'appelle  diagrammes  est, comme celle des schémas,
assez hétérogène. La propriété qui distingue en premier lieu les représentations dia-
grammatiques des représentations picturales et schématiques est que les relations
spatiales en leur sein ne représentent pas des relations spatiales. Elles peuvent repré-
senter des relations causales, temporelles, hiérarchiques, etc. Typiquement, une frise
historique représente des relations temporelles au moyen de relations spatiales, et
un organigramme représente des relations hiérarchiques. En ce sens, les diagrammes
sont bien des représentations spatiales, dans la mesure où les relations spatiales y
sont sémantiquement pertinentes  elles dénotent une propriété de leur référent, mais
elles ne sont ni picturales ni schématiques, car les relations topologiques de leur réfé-
rent n'y sont pas reproduites. À la diﬀérence des représentations picturales et sché-
matiques, les diagrammes représentent souvent des relations abstraites et non des
objets concrets : le mécanisme d'une réaction chimique, la synthèse d'une protéine,
l'interaction de deux particules atomiques, l'évolution relative de deux variables, etc.
Au sein de la catégorie des diagrammes, les représentations peuvent être entière-
ment ou partiellement denses, et plus ou moins saturées. Les graphes, par exemple,
33Cette déﬁnition constituera un élément important de mon étude de cas sur la cartographie
génétique, au chapitre 9.
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sont des diagrammes denses et très peu saturés. Les tableaux présentant spatiale-
ment des données numériques34 ne sont ni denses ni saturés : ce qui en fait toutefois
des diagrammes et les distingue de représentations linguistiques comme des listes de
données numériques est leur organisation spatiale en lignes et en colonnes, qui a par
elle-même une signiﬁcation.
Les diagrammes, comme les schémas, sont souvent des représentations mixtes, fai-
sant intervenir des éléments picturaux, ainsi que des éléments linguistiques. Ils servent
à l'expression d'hypothèses théoriques, dont l'énoncé linguistique serait malaisé. Ainsi
par exemple le  dogme central  de la biologie moléculaire est-il communément ex-
primé par un diagramme. Dans la ﬁgure 29, le diagramme de gauche, proposé par
Crick (1970), fait intervenir très peu d'éléments picturaux. Il n'est ni dense ni saturé.
Cependant, le sens des ﬂèches, et l'agencement spatial des symboles en font bien une
représentation spatiale, et non linguistique. La ﬁgure de droite, qui exprime aussi le
dogme central de la biologie moléculaire, y introduit de nombreux éléments pictu-
raux, ou tout au moins schématiques (comme la forme de la double hélice de l'ADN).
The Central Dogma of Molecular Biology
Replication
DNA duplicates
Transcription
RNA synthesis
Translation
Protein synthesis
DNA
Information
Information
mRNA
RNA polymerase Nucleus
Cytoplasm
Nuclear membrane
mRNA
ribosome
protein
Protein
RNA
(Andy Vierstraete 1999)
Fig. 29  Dogme central de la biologie moléculaire. À gauche : diagramme de Francis Crick
(1970). À droite, diagramme tiré du site personnel d'Andy Vierstraete, Université de Gand
(http ://users.ugent.be/ avierstr/principles/centraldogma.html).
Ces exemples suggèrent que la frontière entre schémas et diagrammes n'est pas
toujours très nette : le diagramme de droite fait intervenir des éléments schématiques,
de même que les schémas de la ﬁgure 27 emploient des éléments diagrammatiques
(notamment les symboles représentant les bases de la molécule d'ADN). Cependant,
34À l'exception de ceux, mentionnés précédemment, au sein desquels les lignes et les colonnes
correspondent aux latitudes et longitudes de la zone représentée, auquel cas il s'agit de schémas.
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si je classe la représentation de la ﬁgure 29 dans la catégorie des diagrammes, c'est
parce que les relations spatiales qui dominent représentent des relations causales (un
mécanisme) et non pas des relations spatiales. Les éléments schématiques y sont se-
condaires, et y ont une valeur simplement iconique, au sens où ils permettent d'iden-
tiﬁer les molécules d'ADN ; cependant, comme le diagramme de gauche le montre, on
peut remplacer ces schémas par des symboles linguistiques sans modiﬁer l'essentiel
du contenu de la représentation. Ce n'est pas le cas dans la ﬁgure 27 : ce que ces
schémas mettent en évidence, c'est bien la structure spatiale, à diﬀérentes échelles,
de la cellule.
L'examen des représentations diagrammatiques appelle plusieurs remarques sur la
notion de visualisation. On dit souvent que ces représentations permettent de visua-
liser des relations abstraites : un graphe permet ainsi de visualiser l'évolution relative
de deux valeurs ; les diagrammes de la ﬁgure 29 permettent de visualiser le méca-
nisme de transcription de l'ADN. Cet emploi du terme  visualisation  n'a pourtant
pas le même sens que quand on parle de visualisation dans le cas des représentations
picturales et schématiques. Bien que les images picturales et les schémas présentent
souvent des propriétés qui ne sont pas par elles-mêmes visibles, elles représentent,
comme je l'ai dit, l'agencement spatial de ces propriétés par des relations spatiales ;
en ce sens, elles permettent bien de visualiser la répartition spatiale d'une certaine
propriété (par exemple, la température). En revanche, dans le cas des diagrammes,
la notion de visualisation est métaphorique, dans la mesure où l'usage même de la
notion d'espace est métaphorique.35 C'est cet usage métaphorique de la notion d'es-
pace, ainsi que des notions de proximité et de distance, qui permettent de parler de
cartes dans le cas d'une représentation comme celle de la ﬁgure 30, où les relations de
proximité et de distance qui y sont représentées ne sont pas spatiales. Cette  carte ,
obtenue à partir d'une enquête sur les recherches eﬀectuées par les scientiﬁques sur
Internet, représente leurs habitudes de recherche par discipline ; les disciplines y sont
représentées comme des régions spatiales plus ou moins  proches .
En outre, dans le cas des diagrammes, on emploie souvent le terme  visualisa-
tion  en deux sens diﬀérents, qui révèlent une particularité importante de ce type de
représentation. Prenons l'exemple simple des graphes de la ﬁgure 18. Ils permettent
de visualiser des relations abstraites (l'évolution temporelle relative des températures,
de l'ensoleillement et des précipitations). Cependant, on peut aussi dire qu'ils per-
35Pour une étude psychologique sur le rôle des métaphores spatiales dans l'utilisation de graphes
et de diagrammes, voir notamment (Tversky, 2001, 2004). La dimension métaphorique des repré-
sentations spatiales est un des aspects du rôle des métaphores spatiales dans la vie cognitive, que le
programme de recherche en linguistique cognitive de Georg Lakoﬀ et Mark Johnson (voir par exemple
Lakoﬀ et Johnson, 1980) vise à étudier (comme je l'ai indiqué au chapitre 3, note 3, page 96).
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Fig. 30  Carte des habitudes de recherche des scientiﬁques sur Internet
(http ://www.outilsfroids.net/news/une-cartographie-des-habitudes-de-recherche-des-scientiﬁques-
sur-internet).
mettent de visualiser les données numériques elles-mêmes à partir desquelles on les a
tracés, et dont ils sont une présentation spatiale. De façon plus générale, un graphe
est toujours à la fois la présentation spatiale du contenu d'une représentation lin-
guistique (liste de données, fonction mathématique, etc.) et la représentation spatiale
d'une relation non spatiale.36
Cette remarque peut sans doute être appliquée à la plupart des diagrammes.
Ainsi, par exemple, le diagramme du dogme central de la biologie moléculaire re-
présente un mécanisme au moyen de représentations spatiales ; il présente aussi, sous
forme spatiale, le contenu de l'énoncé de ce  dogme  (de cette hypothèse théorique).
Certes, comme je l'ai souligné à plusieurs reprises, toutes les représentations scienti-
ﬁques expriment des hypothèses théoriques. Cependant, que ce je cherche à suggérer
ici est la chose suivante : sans doute en raison du fait qu'ils représentent des relations
36C'est ce que met en évidence le graphe présenté par Mach pour donner une représentation  à
l'÷il  de la loi du repos de Maupertuis (ﬁgure 31) : il suggère en eﬀet que le graphe de l'équation
de cette loi pourrait être généré en faisant glisser horizontalement une feuille blanche au niveau du
poids Q/2 : le résultat de son mouvement par rapport à la feuille serait le graphe lui-même.
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abstraites et non spatiales, les diagrammes, et tout particulièrement les graphes, ont
en général des contenus informationnels du même type que certaines représentations
linguistiques. Contrairement à ce qui est le cas pour les schémas et les images pic-
turales, il est relativement diﬃcile d'envisager des informations qui pourraient être
exprimées au moyen d'un diagramme mais qui seraient inexprimables au moyen du
langage.37 Alors qu'il semble diﬃcile de dire qu'un schéma permet de  visualiser 
les hypothèses théoriques qu'il exprime  et qui en sous-tendent, comme on l'a vu,
la lecture , il y a bien un sens dans lequel on peut dire qu'un graphe permet de
visualiser la fonction ou les données numériques desquelles il est issu ; il contient les
mêmes informations que la liste de ces données numériques (ou que l'expression lin-
guistique de cette fonction). De même, le diagramme du dogme central de la biologie
moléculaire ne contient pas d'autre hypothèse que l'énoncé linguistique de ce dogme.
En revanche, comme la prochaine section va le montrer, ce type de représentation
permet souvent, à contenu informationnel équivalent, de faciliter considérablement
les inférences que les agents peuvent tirer par leur moyen.38
70 THE SCIENCE OF MECHANICS.
:a- we see, adjacent positions in the system of points at
diagram, which the we ght Q/2, will stand higher or lower than in
the configuration given. The weight will then, if the
system be left to itself, pass into this lower position and
Fig. 55.
displace the system with it. Accordingly, under condi-
tions of this kind, equilibrium does not subsist. If
the pencil stands at e, then there exist only adjacent
configurations for which the weight Q/2 stands higher.
But of itself the system will not pass into the last-
named configurations. On the contrary, every dis-
placement in such a direction, will, by virtue of the
tendency of the weight to move downwards, be re-
versed. Stable equilibrium, therefore,, is the condition,
corresponds to the lowest position of the weight or to
a maximum of work done in the system. If the pencil
stands at b, we see that every appreciable displace-
ment brings the weight Q/2, lower, and that the weight
therefore will continue the displacement begun. But,
assuming infinitely small displacements, the pencil
moves in the horizontal tangent at $, in which event
the weight cannot descend. Therefore, unstable equi-
Unstabie librium is the state that corresponds to the highest position
equilibrium / , 7 . , _. , . \ 7 *
of the weight Q/2, or to a minimum of work done in the
system. It will be noted, however, that conversely
i1brium
equi "
Fig. 31  Diagramme présentant la loi du repos (Mach, 1883, p. 81).
Pour conclure cette ébauche de typologie, soulignons une fois de plus ce que j'ai
signalé page 369, et qui est apparu à l'examen de ces quelques exemples : les types
que je viens de dégager ne se trouvent que très rarement à l'état  pur . D'abord,
les images picturales elles-mêmes sont le fruit d'un travail impliquant lui-même de
nombreuses hypothèses théoriques. Si, co me l dit Lynch (1988, p. 208), la trace de
la  main de l'artiste  y est moins évidente, elles sont loin d'être des données brutes
(elles ne sont pas de pures empreintes, analogues à la trace d'un pied sur le sol) et sont
37C'est peut-être une des raisons pour lesquelles Goodman ne déﬁnit pas de critère permettant
d'énoncer une distinction nette entre les langages et les représentations diagrammatiques dont la
syntaxe est articulée.
38Pour une analyse des types de raisonnements associés à l'usage des graphes et des diagrammes,
voir (Tufte, 1983, 1990).
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le résultat de nombreuses manipulations. Elles sont donc déjà, en ce sens, quelque
peu schématiques. En outre, elles fonctionnent souvent, comme le montre l'exemple
que j'ai emprunté à Lynch (ﬁgure 24) en interaction avec des représentations schéma-
tiques. Enﬁn, comme on l'a vu, les représentations schématiques et diagrammatiques
sont la plupart du temps mixtes : les schémas font intervenir des symboles qui ne sont
pas eux-mêmes schématiques (des symboles linguistiques ou diagrammatiques) ; les
diagrammes font souvent intervenir des représentations schématiques, qui ont alors
le rôle d'icônes.
Une des choses que j'ai cherché à mettre en évidence dans la présentation de
ces exemples est que le classement de diﬀérents types de représentations sur la base
des propriétés syntaxico-sémantiques des systèmes dans lesquels elles fonctionnent
suggère que diﬀérents types de représentation sont adaptés à diﬀérents types de
contenus. Les schémas et les images picturales représentent en général la structure
spatiale d'entités concrètes ; les représentations diagrammatiques représentent des re-
lations et des processus non spatiaux. En outre, dans chacune de ces deux grandes
catégories (schématico-picturale et diagrammatique), des représentations de densité
et de saturation diﬀérentes semblent adaptées à diﬀérents buts épistémiques. La pos-
sibilité de faire varier la saturation et la densité des représentations schématiques en
fait des outils qui permettent, comme l'exemple des cartes de France l'a montré, de
présenter simultanément des informations de diﬀérents types et à diﬀérents niveaux
d'abstraction, et de  visualiser  leurs relations, ce qui est impossible au moyen du
langage. En ce sens, la structure même de certaines représentations schématiques en
fait des outils théoriques puissants, qui peuvent contenir un type et une quantité
d'information qu'une description, même très longue, ne suﬃrait pas à exprimer.
Les diagrammes, quant à eux, semblent présenter un intérêt épistémique diﬀé-
rent de celui des schémas. Sans permettre l'expression de contenus essentiellement
diﬀérents de ceux des représentations linguistiques, ils permettent aux agents de tirer
de inférences de manière beaucoup plus aisée qu'ils ne le pourraient au moyen d'un
énoncé. Autrement dit, si un diagramme vaut mieux que mille mots, c'est en un sens
diﬀérent de celui qui s'applique aux schémas. La prochaine section est ainsi consa-
crée à l'examen de la manière dont diﬀérentes représentations, tout en contenant les
mêmes informations, n'en facilitent pas également l'accès aux agents.
2 La notion de format de représentation
L'analyse qui précède a cherché à montrer que l'utilisation de représentations de
types divers dans la pratique scientiﬁque obéit à des impératifs authentiquement épis-
témiques : les règles des systèmes symboliques dans lesquels diﬀérents ensembles de
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marques fonctionnent comme représentations les rendent plus ou moins bien adaptés
à l'expression de certains contenus. En particulier, les systèmes symboliques pictu-
raux et schématiques permettent de présenter au moyen d'un même ensemble de
marques des informations qu'une suite d'énoncés ne peut pas toujours exprimer.
L'importance de l'utilisation de représentations de types divers dans l'activité
théorique ne se limite pourtant pas à cela. L'analyse des représentations au moyen de
la notion de système symbolique permet de rendre compte du fait que, selon le système
dans lequel il est interprété, le même ensemble de marques ne contient pas les mêmes
informations. Je voudrais à présent m'intéresser aux cas où diﬀérents ensembles de
marques contiennent (partiellement ou totalement) les mêmes informations.
Par exemple, une liste de données numériques et la présentation des mêmes don-
nées sous la forme d'un tableau (comme dans la ﬁgure 32, page 389) sont deux
ensembles de marques qui, fonctionnant dans deux systèmes symboliques diﬀérents,
contiennent strictement les mêmes informations. Pourtant, la présentation sous forme
de tableau, sans modiﬁer les informations contenues dans la liste, en rend certaines
plus facilement accessibles. Ici, l'expression selon laquelle une image vaut mieux que
mille mots prend un sens nouveau39 : le tableau ne contient rien que le langage ne
puisse exprimer, mais il facilite les inférences nécessaires à l'obtention de certaines
informations.
Dans cette section, je me propose d'analyser les changements de représentation
comme celui qui caractérise le passage d'une liste de données numériques à la présen-
tation de ces données sous la forme d'un tableau du point de vue des conséquences
que ces changements entraînent pour les raisonnements des agents. Le phénomène
auquel je m'intéresse ici n'est donc pas tant la relation entre la structure d'une repré-
sentation et son contenu (étudiée dans la section précédente) que la conséquence de
cette relation pour les raisonnements que des agents aux capacités cognitives limitées
peuvent eﬀectuer au moyen de cette représentation.
Je propose d'appeler les changements qui, sans (forcément) modiﬁer le contenu
informationnel d'une représentation, ont des conséquences sur les raisonnements des
agents des changements de format. Ainsi, deux ensembles de marques qui, lues dans
deux systèmes symboliques diﬀérents, ont le même contenu mais ne le rendent pas éga-
lement accessible sont des représentations dans deux formats diﬀérents. Une liste et un
tableau, l'expression mathématique d'une fonction et son graphe, l'énoncé du dogme
central de la biologie moléculaire et le diagramme correspondant (ﬁgure 29) sont des
exemples de représentations (au moins partiellement) équivalentes dans des formats
39C'est le sens qu'elle a dans l'article de Simon et Larkin (1987) intitulé,  Pourquoi un diagramme
vaut (parfois) mieux que dix mille mots  [Why a diagram is (sometimes) worth ten thousand words].
388 Chap. 7. Outils d'analyse des représentations théoriques
diﬀérents. Des représentations de même type (linguistique, diagrammatique, pictu-
ral) peuvent aussi, dans certains cas, être dans des formats diﬀérents. Par exemple,
un graphe en coordonnées cartésiennes et un graphe en coordonnées polaires ne pré-
sentent pas les informations qu'ils contiennent de la même manière. Des équations
exprimées dans des systèmes de coordonnées diﬀérents peuvent aussi, comme je le
montrerai dans ce qui suit, être considérées comme des représentations dans des for-
mats diﬀérents, dans la mesure où elles n'exigent pas de la part des agents les mêmes
processus inférentiels.
En ce sens, les diﬀérences de format sont plus  ﬁnes  que les diﬀérences entre
les types de représentations présentés dans la section précédente. Pour autant, il
semble possible, de prime abord, de les caractériser au moyen des règles syntaxico-
sémantiques des systèmes dans lesquels ces représentations doivent être interprétées.
En eﬀet, c'est parce qu'ils sont lus dans des systèmes diﬀérents que des ensembles de
marques diﬀérents expriment le même contenu. Autrement dit, à tout changement
de format semble bien correspondre un changement de système symbolique : deux
graphes dans des systèmes de coordonnées diﬀérents ne sont pas interprétés en vertu
des mêmes règles syntaxico-sémantiques.
Cependant, la notion de format n'est pas synonyme de celle de système symbo-
lique : alors que la seconde rend compte, comme je l'ai dit, de la relation entre la
structure d'une représentation et son contenu, la première désigne la relation entre
la présentation de ce contenu et les opérations que les agents doivent eﬀectuer pour
accéder à ce contenu. Une analyse de la notion de format doit donc prendre en compte
non seulement le système symbolique dans lequel une représentation est censée être
interprétée mais également les opérations que des agents aux capacités cognitives
limitées doivent eﬀectuer pour accéder à son contenu. Autrement dit, un ensemble de
marques contenant un certain nombre d'informations en vertu d'un certain système
symbolique n'est pas dans le même format pour Dieu (dont on suppose les capacités
cognitives illimitées), pour un ordinateur, et pour un humain, parce ces diﬀérents
 agents  ne traitent pas les informations contenues dans cette représentation au
moyen des mêmes opérations.
Dans ce qui suit, je propose dans un premier temps d'approfondir l'analyse de la
notion de format et de montrer son importance pour l'activité théorique au moyen
de plusieurs exemples (section 2.1). Ensuite, je cherche à en donner une déﬁnition
précise en distinguant le contenu cognitivement accessible d'une représentation de
son contenu informationnel (section 2.2).
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2.1 Quelques exemples de l'importance du format des représenta-
tions
Aﬁn de clariﬁer les intuitions qui sous-tendent la notion de format, prenons pour
commencer un exemple simple, emprunté à John Kulvicki (2009). Les résultats d'un
relevé de température sur une certaine zone géographique peuvent être présentés de
diﬀérentes manières, comme le montre la ﬁgure 32. À gauche, ils sont présentés sous la
Fig. 32  Résultats d'un relevé de température. Image tirée de (Kulvicki, 2009).
forme d'une liste de triplets de chiﬀres, les deux premiers représentant les coordonnées
des diﬀérents points de la zone où les mesures ont été prises, et le troisième la valeur
de la température correspondante. Les mêmes données peuvent être présentées sous
la forme d'un tableau, où les emplacements des chiﬀres représentant les valeurs de la
température respectent la distance relative des points où les mesures ont été prises :
les tableaux du centre et de droite présentent spatialement les données de la liste.40
Dans le tableau de droite, des couleurs correspondant à diﬀérentes fourchettes de
température ont été ajoutées.
Les données présentées dans ces trois ﬁgures sont strictement identiques. Cepen-
dant, certaines informations sont plus facilement accessibles au moyen des tableaux.
En préservant les relations topologiques entre les points de la zone représentée, ces
derniers rendent en eﬀet la comparaison entre les valeurs de la température en deux
endroits diﬀérents beaucoup plus facile que ne le serait cette opération au moyen de
la liste. L'ajout de couleurs dans le tableau de droite augmente encore la facilité d'ob-
tention de certaines informations : l'intensité relative des tons bleus rend les valeurs
relatives de la température immédiatement perceptibles.41 Un simple coup d'÷il suﬃt
40Selon les déﬁnitions données dans la section précédente, ces tableaux entrent dans la catégorie des
schémas : par leur organisation en lignes en colonnes, qui correspondent aux coordonnées spatiales
de la zone géographique représentée, ils représentent (très) schématiquement la répartition spatiale
des températures sur cette zone en en respectant les relations topologiques.
41Mon usage de l'expression  immédiatement perceptible  ne présuppose aucune hypothèse sur
la nature de la perception. Je veux simplement dire que l'information correspondante n'est le fruit
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à conclure que la température est plus élevée au nord-est de la zone qu'au sud-ouest,
sans qu'il soit nécessaire de comparer les valeurs numériques des coordonnées. Ob-
tenir cette information au moyen du tableau en noir et blanc exigerait un processus
inférentiel un peu plus long, quoique pas très diﬃcile pour un agent aux capacités
cognitives normales, et reposerait sur des opérations diﬀérentes : la comparaison de
valeurs numériques et non pas celle de tons de couleurs. En revanche, obtenir cette
information au moyen de la seule liste serait autrement plus laborieux : il faudrait
mémoriser et comparer entre elles les valeurs présentées sur diﬀérentes lignes. Une
manière naturelle de procéder consisterait d'ailleurs à tracer un tableau, c'est-à-dire
à transformer la liste en une autre représentation contenant les mêmes informations
mais les présentant d'une manière plus adaptée à la tâche à accomplir.
Ce premier exemple met en évidence un phénomène bien connu et étudié dans
les domaines des sciences cognitives et de l'intelligence artiﬁcielle (voir Simon et
Larkin, 1987; Larkin, 1989; Kleinmuntz et Schkade, 1993; Zhang, 1997) : selon la
manière dont les données sont présentées, les capacités d'un agent à résoudre un
problème peuvent être réduites ou diminuées. Pour reprendre les termes de Simon
et Larkin (1987), deux représentations peuvent être équivalentes d'un point de vue
informationnel mais diﬀérentes d'un point de vue computationnel : tout en contenant
les mêmes informations (puisque chacune peut être obtenue à partir de l'autre), elles
ne rendent pas les diﬀérentes informations qu'elles contiennent également accessibles
aux agents (elles ne facilitent pas les mêmes inférences).
Les formats de la liste et du tableau se diﬀérencient donc par le type de mani-
pulation et d'inférence qu'ils exigent de la part des agents. Alors que, au moyen de
la liste, il faut eﬀectuer plusieurs inférences pour obtenir des informations concer-
nant les valeurs relatives des températures, le tableau, en vertu de son format, nous
en dispense, en eﬀectuant pour ainsi dire  lui-même  ces inférences : il suﬃt d'y
entrer certaines données suivant une procédure déﬁnie (disposer les valeurs corres-
pondant aux températures de manière ordonnée, et, éventuellement, colorier les cases
du tableau suivant certaines instructions) pour que, aussitôt, apparaissent les valeurs
relatives des températures des diﬀérentes zones. Il n'est pas nécessaire d'y entrer les
informations concernant les coordonnées des zones concernées ; elles sont exprimées
par la forme même (la disposition spatiale) du tableau. Pour employer une méta-
phore informatique, le tableau est un ordinateur plus puissant que la liste ; par sa
seule forme, il supplée aux raisonnements des agents.
Un des buts de ce chapitre est de montrer que ce phénomène a une grande impor-
d'aucune inférence, de même que, en présence d'une ﬂaque d'eau, l'énoncé  il y a une ﬂaque d'eau 
n'est le résultat d'aucune inférence, à la diﬀérence de  il a plu  ou même de  de l'eau est tombée
sur le sol .
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tance dans le cas des représentations théoriques. Autrement dit, je voudrais montrer
que les diﬀérences de format ont des conséquences sur l'activité théorique en tant
qu'elle consiste à développer et à appliquer des hypothèses théoriques, et non pas
seulement sur la manipulation de données. Pour cela, je vais m'appuyer sur trois
exemples ; les deux premiers me sont fournis par le cas des équations de la mécanique
et le troisième par celui des diagrammes de Feynman. Je les présente brièvement
dans la suite de la présente section. Puis, dans la section 2.2, j'approfondirai la no-
tion de format au moyen d'exemples simples, pour enﬁn revenir, dans la section 3,
aux exemples des équations de la mécanique et des diagrammes de Feynman.
Prenons, dans un premier temps, l'exemple (exposé au chapitre 2) des diﬀérentes
formes sous lesquelles les équations de la mécanique classique peuvent être expri-
mées. Je n'aﬃrme pas que ces diﬀérences se réduisent à des diﬀérences de format ;
on a vu, dans la première partie de ce travail, que la diversité des formulations de
la mécanique peut être étudiée sous plusieurs angles diﬀérents, selon que l'on insiste,
par exemple, sur les diﬀérences de représentation mathématiques ou sur les diﬀé-
rences conceptuelles. Je me propose, ici, de considérer les diﬀérentes formes d'équa-
tions (newtoniennes, lagrangiennes, hamiltoniennes) comme des représentations au-
tonomes permettant de résoudre des problèmes de mécanique. Autrement dit, je fais
momentanément abstraction de leur insertion dans un ensemble déductif de prin-
cipes (la théorie) et je les considère comme des  morceaux  de théorie permettant
de représenter des systèmes physiques ; dans cette perspective, on peut décrire leurs
diﬀérences comme des diﬀérences de format. Selon le problème qu'il s'agit de ré-
soudre, l'usage de l'une ou l'autre forme d'équations peut en eﬀet rendre beaucoup
plus aisées ou diﬃciles les deux étapes de résolutions d'un problème de mécanique 
l'écriture des équations et leur intégration.
Considérons d'abord les équations newtoniennes (F = ma). Aﬁn de les utiliser
pour décrire un système, il faut y entrer un certain nombre d'informations. Une
fois que ces informations y ﬁgurent, la manipulation de l'équation suivant certaines
règles de transformation (celles du calcul diﬀérentiel) permet d'obtenir des solutions.
Le format des équations newtoniennes exige que l'on y entre des données relatives aux
forces, puisque ces dernières y apparaissent explicitement. Les forces font donc partie
des données dont on doit disposer aﬁn de pouvoir utiliser cette forme d'équation.
Or, on a vu (chapitre 2, page 49) que dans le cas de certains systèmes contraints,
l'identiﬁcation et la spéciﬁcation de chacune des forces maintenant les contraintes
sont pratiquement impossibles. Dans ces cas, le format lagrangien ( ddt
(
∂L
∂q˙i
)
− ∂L∂qi = 0)
est beaucoup plus adapté. Ces équations contiennent implicitement les contraintes,
puisque le système de coordonnées dans lequel elles décrivent le problème les prend
en compte. Le format lagrangien consiste à présenter sous une forme explicite les
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informations concernant l'énergie du système, plutôt que celles concernant les forces.
Le fait que les forces ne ﬁgurent pas dans les données du problème n'importe donc
pas.
Le cas de la mécanique nous oﬀre un deuxième exemple de changement de format
permettant de faciliter la résolution d'un problème. Les équations lagrangiennes n'ad-
mettent pas, dans certains cas, de solution analytique. Comme on l'a vu au chapitre 2
(section 3.1), un changement de coordonnées, correspondant à la transformation ma-
thématique appelée  transformation de Legendre , permet d'obtenir, à partir d'une
équation insoluble du deuxième ordre, deux équations hamiltoniennes du premier
ordre dont l'intégration est aisée (∂H∂pi = q˙i et
∂H
∂qi
= −p˙i). C'est alors la seconde étape
de résolution d'un problème, celle de l'intégration des équations, qui est facilitée par
un changement de format.
Mon troisième exemple est celui de l'utilisation d'un type de représentation non
linguistique en physique théorique : celui des diagrammes de Feynman.42 Richard
Feynman présente pour la première fois sa méthode diagrammatique en 1948 dans le
cadre de l'électrodynamique quantique, c'est-à-dire la branche de la théorie quantique
des champs qui décrit l'interaction électromagnétique de particules chargées (photons
et électrons). Pour déterminer l'état d'un système après interaction, connaissant l'état
initial du système, on calcule l'amplitude de probabilité de toutes les façons de passer
de cet état initial à l'état ﬁnal. Ces amplitudes de probabilité sont déterminées à partir
du lagrangien des champs associés aux diverses particules. En pratique, il est impos-
sible de calculer exactement les diﬀérentes amplitudes de probabilité et les physiciens
utilisent la méthode des  perturbations  : ils n'eﬀectuent qu'un calcul approché
de ces amplitudes, en considérant les termes d'interaction du lagrangien comme de
petites  perturbations  aﬁn de simpliﬁer les calculs. Les solutions d'interactions
complexes sont approchées au moyen de solutions moins complexes auxquelles on
ajoute des corrections d'ordre plus élevé.43 La méthode de Feynman consiste à re-
présenter par un diagramme chacune des contributions perturbatives d'un processus
donné (c'est-à-dire les diﬀérentes façons de passer d'un état initial à un état ﬁnal) à
un ordre donné de perturbations. Feynman présente initialement44 ses diagrammes
42Pour les détails historiques et techniques, voir (Kaiser, 2000, 2005).
43Les termes perturbatifs étant petits relativement aux autres termes, on considère qu'ils n'ont
qu'une faible incidence sur les champs associés aux particules, qui peuvent alors être développés en
une somme inﬁnie de termes plus simples à étudier. En outre, la contribution de ces termes étant de
plus en plus faible, on peut ne garder que les premiers termes de la série et négliger tous les autres.
44Le but de Feynman consiste en outre à trouver une solution au problème des divergences causées
par la  polarisation du vide  et les eﬀets d' auto-interaction  de l'électron qui produisent des
quantités inﬁnies dans les calculs (voir Kaiser, 2005, pp. 28-37), problème qu'il parvient à traiter au
moyen d'une méthode de  renormalisation . Cette procédure consiste à résorber les inﬁnis dans
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comme des  aide-mémoire  (Kaiser, 2000, p. 52) permettant d'eﬀectuer des calculs
perturbatifs d'ordre élevé sans confondre ou oublier les termes correspondant aux dif-
férents comportements possibles des particules virtuelles (voir ﬁgures 33 et 34). Dans
la mesure où chacune des équations correspondant à une contribution possible occupe
à elle seule plusieurs lignes, il est pratiquement impossible d'eﬀectuer ces calculs au
moyen des seules formules mathématiques.
certains paramètres du lagrangien, comme la masse et la charge : on ajoute à la masse et à la charge,
dans le lagrangien, des  contre-termes , c'est-à-dire des termes inﬁnis qui compensent leurs inﬁnis
et qui sont ajustés pour donner la masse et la charge observées. Les contre-termes compensent les
inﬁnis introduits par les intégrations sur les impulsions des particules virtuelles, et conduisent à des
amplitudes de probabilité ﬁnies. Voir (Kaiser, 2005, pp. 37-43). Feynman parviendra à trouver le
moyen de couper les intégrales avant qu'elles divergent vers l'inﬁni en 1949 (Kaiser, 2005, p. 43).
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Fig. 33  Ce diagramme représente l'interaction la plus simple entre deux électrons : un
des électrons émet un photon virtuel, qui est absorbé par l'autre électron. Il sert ainsi à
calculer la contribution de cette interaction au calcul complet. L'électron de gauche a une
certaine probabilité de se mouvoir du point 1 au point 5, notée K+(5, 1). L'autre élec-
tron a aussi une certaine probabilité de se mouvoir de 2 en 6, notée K+(6, 2). Ce second
électron peut alors émettre un photon virtuel en 6. Le photon a une certaine probabi-
lité de se mouvoir de 6 en 5, notée δ+(s562). En arrivant au point 5, le premier électron
peut absorber le photon. La probabilité qu'un électron émette ou absorbe un photon vir-
tuel est notée eγµ. Ayant perdu une partie de son énergie et de son impulsion, l'électron
de droite se mouvrait alors de 6 en 4. Celui de gauche, ayant absorbé le photon et ga-
gné de l'énergie et de l'impulsion, irait de 5 en 3. Ce diagramme correspond à l'équation :
K(1)(3, 4; 1, 2) = −ie2 ∫ ∫ K+a(3, 5)K+b(4, 6)γaµγbµ × δ+(s562)K+a(5, 1)K+b(6, 2)dτ5dτ6.
(Feynman, 1949, p. 772)
Fig. 34  Diﬀérentes interactions simples entre deux électrons. Par exemple, dans la ﬁgure
c, le premier électron émet un photon virtuel, qui se désintègre à mi-chemin en une paire
électron-positron virtuelle. Cette paire se transforme à son tour en un nouveau photon qui
continue sa route jusqu'au second électron. Pour chacun de ses diagrammes, Feynman écrit
la contribution mathématique correspondante, en notant K+ chaque branche du mouvement
d'un électron, δ+ chaque échange de photon, eγµ chaque sommet où les lignes d'un photon
et d'un électron se croisent. (Feynman, 1949, p. 787)
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Un an plus tard, Freeman Dyson (1949a,b) démontre l'équivalence des diagrammes
de Feynman et des dérivations mathématiques proposées au même moment par Ju-
lian Schwinger (1948a,b) en guise de schème calculationnel utilisable en électrodyna-
mique quantique. En outre, Dyson rend les méthodes de Feynman  publiquement
utilisables 45 en codiﬁant les règles permettant de construire les diagrammes sur
la base d'une correspondance bi-univoque entre les propriétés du diagramme et les
expressions mathématiques particulières.
Ainsi codiﬁé, l'usage des diagrammes de Feynman  qui avaient paru mystérieux
à la plupart des physiciens quand ce dernier les traçait  intuitivement  sans en
expliciter les règles  devient rapidement une pratique courante en théorie quantique
des champs. En outre, les diagrammes vont  survivre  à l'échec de la théorie des
perturbations dans le cadre de laquelle la méthode diagrammatique semblait pour-
tant prendre tout son sens : progressivement, ils vont être utilisés et interprétés de
plusieurs manières diﬀérentes et dépasser le cadre théorique dans lequel ils ont été
inventés (voir Kaiser, 2005). Je reviendrai sur ce point dans la dernière section de ce
chapitre. Pour l'heure, notons qu'ils ont joué un rôle central dans les recherches en
physique des hautes énergies de l'après-guerre, et font partie aujourd'hui encore de
l'apprentissage des étudiants en physique théorique, jouant le rôle de ce que Kuhn
(1970a, 1969) appelle des  cas exemplaires  (voir ci-dessus, chapitre 6). Initiale-
ment introduits en guise d'outils mnémotechniques destinés à aider les physiciens
à conduire des calculs diﬃciles, ils deviennent ﬁnalement d'authentiques outils théo-
riques, indépendants des hypothèses de l'électrodynamique quantique. Comme Kaiser
(2005, p. 75) le suggère, Dyson est parvenu à démontrer  l'équivalence mathématique
[...] entre les formalismes de Schwinger et de Feynman , mais  en aucun cas [...] leur
équivalence conceptuelle . Cela signiﬁe que, malgré l'inter-déductibilité des formules
mathématiques et des diagrammes, ces deux types de représentation ne jouent pas
le même rôle dans les processus inférentiels des physiciens. Selon que l'on utilise les
équations ou les diagrammes, on ne résout pas les problèmes de la même manière
et, ce faisant, on n'a pas la même compréhension des hypothèses théoriques qu'ils
expriment.
Dans tous les exemples que je viens de prendre, des représentations dont l'équi-
valence peut être prouvée mathématiquement s'avèrent avoir des conséquences dif-
férentes pour la résolution de problèmes, et même, dans certains cas, pour le dé-
veloppement des hypothèses théoriques qu'elles expriment. Selon la compréhension
intuitive que l'on a de la notion de  format , suggérée par l'exemple de la ﬁgure 32,
il semble sensé de dire que le cas de la mécanique comme celui des diagrammes de
45Dyson, Lettre à ses parents, 4 décembre 1948, cité dans (Kaiser, 2005, p. 77).
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Feynman nous fournissent des exemples de diﬀérences de format. Les équations new-
toniennes, lagrangiennes et hamiltoniennes d'une part, les diagrammes de Feynman
et les équations correspondantes d'autre part, sont dans des formats diﬀérents. Bien
qu'elles contiennent, au moins partiellement, les mêmes informations (puisqu'elles
sont toutes, au moins partiellement, inter-déductibles), elles ne les transmettent pas
de la même manière ; les diﬀérentes informations qu'elles contiennent ne sont pas éga-
lement accessibles à des agents cognitifs. Les construire et les utiliser ne consiste pas
dans les mêmes opérations : identiﬁer et spéciﬁer les forces appliquées à un système
en manipulant des vecteurs n'est pas le même processus qu'identiﬁer le lagrangien
d'un système. De même, dessiner un diagramme permettant de visualiser les diﬀé-
rentes quantités à se rappeler au cours d'un calcul ne revient pas au même que faire
ce calcul au moyen d'une formule mathématique. Ces diﬀérentes représentations ne
jouent pas le même rôle dans les processus inférentiels des agents.46
On retrouvera ces deux exemples dans la dernière section du présent chapitre.
Auparavant, je souhaite examiner de plus près la notion de format elle-même, sur la
base d'exemples simples. Une première déﬁnition intuitive de cette notion pourrait
être la suivante : le format d'une représentation est la manière dont elle transmet
l'information qu'elle contient à son utilisateur. Deux représentations dans des for-
mats diﬀérents ne facilitent pas les mêmes inférences chez les agents. Un changement
de format implique donc un changement dans le rôle inférentiel qu'une représenta-
tion joue pour ses utilisateurs. La prochaine section vise à rendre compte de cette
 manière  de transmettre les informations, et de son inﬂuence sur les processus
inférentiels des agents.
2.2 Obtenir des informations : coût cognitif et types d'inférences
Comme je l'ai dit dans l'introduction de la section 2 (page 388), une déﬁnition de
la notion de format, à la diﬀérence de celle de la notion de système symbolique, doit
rendre compte de la relation entre la présentation du contenu d'une représentation
et les opérations que les agents doivent eﬀectuer pour accéder à ce contenu. En
conséquence, la déﬁnition du format d'une représentation particulière doit prendre
en compte non seulement le système symbolique dans lequel elle est censée être lue
mais également les opérations que ses utilisateurs peuvent et doivent eﬀectuer pour
accéder à ce contenu.
46Les processus cognitifs ne sont pas réductibles à des processus inférentiels. Dans le cas du tableau
en couleur, par exemple, certaines capacités de perception sont mises en ÷uvre qui n'entrent pas en
jeu dans l'utilisation du tableau en noir et blanc. Cependant, ces diﬀérences d'opérations cognitives
ont des conséquences sur les processus inférentiels nécessaires à traiter l'information. En conséquence,
je parlerai indiﬀéremment de processus cognitifs et de processus inférentiels.
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Déﬁnir la notion de format implique en premier lieu d'aﬃner l'analyse du contenu
d'une représentation et de distinguer entre son contenu informationnel (déﬁni à la
section 1.2 du présent chapitre) et ce que je propose d'appeler son  contenu cogniti-
vement accessible . Après avoir précisé cette distinction (section 2.2.1), je déﬁnirai
(section 2.2.2) ce que j'entends par l'expression  accessibilité d'une information .
Cette analyse me conduira enﬁn à proposer une déﬁnition de la notion de format
(section 2.2.3).
2.2.1 Contenu informationnel et contenu cognitivement accessible
Revenons un instant à la déﬁnition que j'ai donnée précédemment du contenu
informationnel d'une représentation : c'est l'ensemble des informations qu'un agent
maîtrisant le système symbolique dans lequel elle fonctionne  et en vertu duquel
elle contient cette information  peut en principe en tirer. La déﬁnition du contenu
informationnel d'une représentation dépend donc exclusivement de ses propriétés
perceptibles et du système dans lequel elle fonctionne (voir ci-dessus, page 366).
Le fait que cette représentation contienne ces informations dépend, certes, de
l'existence d'un agent et d'un contexte d'utilisation ﬁxant le système symbolique
adéquat ; cependant, la déﬁnition du contenu informationnel est relative à un agent
idéal, maîtrisant parfaitement le système et dont les capacités cognitives sont illimi-
tées. Cette déﬁnition ne prend en compte ni les opérations concrètes qu'un agent aux
capacités limitées doit eﬀectivement faire, ni l'ordre dans lequel les diﬀérentes infor-
mations peuvent être obtenues, ni enﬁn la relative diﬃculté des opérations nécessaires
à l'obtention de ces diﬀérentes informations. Les diﬀérences de format n'ont pas de
conséquence sur les informations qu'un agent aux capacités cognitives illimitées peut
tirer d'une représentation, ni sur la manière dont il les obtient (puisqu'il n'a aucun
eﬀort à faire) : les diﬀérentes représentations de la ﬁgure 32 ont strictement le même
contenu informationnel.
En revanche, on a vu que, pour des agents aux capacités cognitives limitées, des
représentations dans diﬀérents formats ne facilitent pas les mêmes inférences. Les
diﬀérentes informations contenues dans une représentation ne sont pas également fa-
ciles à obtenir. Certaines sont parfois pratiquement inaccessibles à un humain normal
sans l'aide d'instruments externes. Par exemple, sans l'aide d'un ordinateur, il m'est
totalement impossible, à partir des lignes de code correspondant à la photographie
digitale d'un chien, d'en tirer des informations concernant l'aspect de ce chien. Moins
dramatiquement, si un humain normal peut tirer les mêmes informations des diﬀé-
rentes représentations de la ﬁgure 32 (page 389) sans l'aide d'un ordinateur (mais
peut-être dans certains cas d'un papier et d'un crayon), ce n'est pas au prix du même
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eﬀort. Certaines informations sont moins accessibles que d'autres au sein de cha-
cune de ces représentations ; en outre, chacune de ces représentations ne rend pas les
mêmes informations également accessibles que les deux autres.
Du contenu informationnel d'une représentation, je propose de distinguer son
contenu cognitivement accessible qui dépend de la relative accessibilité des diﬀérentes
informations constituant son contenu informationnel. De même que le contenu infor-
mationnel d'une représentation est déterminé par son système symbolique (et par les
propriétés perceptibles de cette représentation), son contenu cognitivement accessible
est déterminé par son format (et par ses propriétés perceptibles).
Pour clariﬁer ce que j'entends par là, prenons un exemple simpliste. Imaginons
deux représentations, A et B. A contient les informations x et y. Je peux obtenir
ces diﬀérentes informations sans l'aide d'un outil extérieur, mais je ne peux obtenir y
qu'après avoir obtenu x. Inversement, B contient x et y, mais ne me permet d'obtenir
x qu'après avoir obtenu y. Dans un tel cas, les contenus cognitivement accessibles de
A et de B sont diﬀérents. A et B ne sont donc pas dans le même format.
Supposons, pour continuer avec cet exemple simpliste, qu'il existe des agents
cognitifs diﬀérents de moi pour qui la situation soit inversée. Dans ce cas, A a pour
moi le même contenu cognitivement accessible que B pour ces agents. Donc, A est
dans le même format pour moi que B pour ces agents. En ce sens, la notion de format
est relative aux raisonnements que les utilisateurs des représentations sont capables
de conduire. Pour reprendre les termes de Simon et Larkin (1987, p. 67), quand il
s'agit d'évaluer l'équivalence computationnelle de deux représentations, et non pas
leur équivalence informationnelle, il faut prendre en compte à la fois la manière dont
les données sont structurées [data structures] mais aussi la nature des processus qui
en eﬀectuent le traitement [processes that operate upon them].47 Cette idée repose sur
une analogie avec le sens que la notion de format a en informatique. Le format utilisé
pour stocker des données sur un support informatique déﬁnit en eﬀet les procédures
de codage et de traitement des données. Dans la mesure où deux processeurs diﬀérents
ne sont pas toujours susceptibles d'appliquer les mêmes algorithmes, c'est-à-dire de
suivre les mêmes règles de transformations des données stockées, le même ensemble
de données, stocké sous la même forme, peut être utilisable par un processeur et non
par un autre. Selon le type d'information recherchée, et selon le système de traitement
des données dont on dispose, tel ou tel codage s'avérera plus ou moins adapté.
Suivant cette analogie, la déﬁnition du format d'une représentation devrait pou-
voir rendre compte de la manière dont les  processeurs  particuliers que sont les
47Simon et Larkin (1987, p. 68) renvoient sur ce point à Anderson (1984), qui montre que la
distinction entre diﬀérentes représentations ne doit pas être fondée sur les marques elles-mêmes,
mais sur les opérations que l'on eﬀectue sur elles.
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agents accèdent aux diﬀérentes informations contenues dans cette représentation. Il
convient donc de préciser, dans la prochaine section, ce que j'entends par  accessi-
bilité d'une information .
2.2.2 Accessibilité d'une information
Comme je l'ai suggéré dans ce qui précède, la relative accessibilité d'une informa-
tion dans une représentation dépend à la fois du système symbolique en vertu duquel
elle y est contenue et des capacités cognitives des agents. Aﬁn de comprendre cela,
commençons par préciser en quoi consiste l'accessibilité immédiate d'une information
dans une représentation. Intuitivement, cette expression correspond à l'idée selon la-
quelle cette information ﬁgure de manière explicite dans la représentation ; autrement
dit, l'obtention de cette information ne requiert aucun processus inférentiel. Le fait
qu'une information soit ou non immédiatement accessible dans une représentation
semble dépendre, en premier lieu, de certaines propriétés syntaxico-sémantiques de
cette représentation. En déﬁnissant ces propriétés, on verra comment les capacités
propres des agents entrent en jeu dans la détermination de l'accessibilité relative des
diﬀérentes informations. J'emprunte la déﬁnition qui suit à John Kulvicki (2009).
Selon John Kulvicki, une information est immédiatement accessible si elle est (i)
présentée sous une forme extractible, (ii) syntaxiquement saillante, et (iii) sémanti-
quement saillante. La notion d'extractibilité est destinée à rendre compte de l'idée
selon laquelle aucune inférence, même très rapide, n'est nécessaire à l'obtention de
cette information. Kulvicki en propose la déﬁnition suivante : une information ﬁgure
sous une forme extractible s'il existe  une caractéristique non sémantique de la re-
présentation en vertu de laquelle cette représentation contient cette information et
aucune autre information plus spéciﬁque . Cela signiﬁe qu'une des propriété syn-
taxiquement pertinente de la représentation est responsable de cette information, et
de rien d'autre. Par exemple, les régions rouges d'un doppler indiquent la présence
d'un temps orageux d'une certaine intensité, et rien d'autre. Le fait d'être rouge, à lui
seul, ne dit rien de l'emplacement de cette perturbation ; c'est l'emplacement relatif
de cette couleur qui est responsable de l'information concernant l'emplacement de
la perturbation. Ainsi, dans la ﬁgure 32, l'information concernant les valeurs rela-
tives des températures de la zone représentée ﬁgure de manière extractible dans les
tableaux et non dans la liste : l'emplacement relatif des chiﬀres (ou des couleurs)
est une propriété syntaxiquement pertinente des tableaux en vertu desquels ils nous
indiquent l'emplacement relatif des températures dans la zone représentée.
La notion d'extractibilité ne dépend pas, à strictement parler, des capacités cog-
nitives des agents. L'information est ou n'est pas présente sous forme extractible. En
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revanche, les notions de saillance syntaxique et sémantique, comme on va le voir, sont
relatives aux agents. Saillances syntaxique et sémantique correspondent, pour le dire
en des termes métaphoriques, à la  visibilité  d'une information.
Une information extractible est syntaxiquement saillante si la propriété respon-
sable de cette information est perceptuellement saillante. Comme on va le voir, la
saillance syntaxique d'une information dépend des propriétés perceptibles de la re-
présentation et des capacités perceptives de l'agent. Par exemple, une carte repré-
sentant des températures au moyen de diﬀérents tons verts et rouges rend certaines
informations syntaxiquement saillantes pour un agent aux capacités perceptives nor-
males (mais pas pour un daltonien). Selon le contraste des couleurs, ces informations
sont plus ou moins saillantes. Imaginons un graphe identique à celui de la ﬁgure 18, à
ceci près que les trois courbes sont dans la même couleur. Le contenu informationnel
est inchangé. Les mêmes informations sont extractibles. En revanche, certaines sont
moins saillantes syntaxiquement : il faut fournir un eﬀort plus grand pour ne pas se
tromper dans la comparaison des points. Un étourdi pourrait ne pas parvenir à en
tirer certaines informations (en revanche le graphe en couleur ne facilite pas les infé-
rences d'un agent qui ne perçoit pas les couleurs). Pour prendre un exemple encore
plus trivial, un texte écrit dans des caractères de très petite taille rend l'information
qu'il contient moins saillante syntaxiquement48 qu'un texte écrit en gros caractères.
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 We can improve matters somewhat by making the spatial relations between values more 
immediate in that it is easier to extract information about relative locations.  This makes features of the 
representation that are responsible for coding relative locations isomorphic to the locations that they 
represent in a semantically and syntactically salient manner.   
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 Things get even easier if we consider a 2D image of the temperature along that surface.  This 
is just another way of presenting the same data.  The darker a region of the graph, the colder the 
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This image carries all of the info that the list and the grid carry, and no more information, but it is 
much easier to abstract from the image's detail.  With the image, abstractions over the data are 
extractable and syntactically salient.  The plan of correlation between colors and temperature is 
semantically salient as well.  It could be reversed, with darker regions standing for warmer 
temperatures, but it works either way.  A haphazard correlation between colors and temperatures 
would not work, however.  This image makes it comparatively difficult to extract information about 
specific temperatures, however.  We could remedy this by leaving the numerals on the image:   
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Fig. 35  Image tirée de (Kulvicki, 2009)
Parfois, augmenter la saillance syntaxique d'une i formation s'accompagne d'un
perte de données. Par exemple, dans le tableau de la ﬁgure 35, on peut considérer
que l'absence des chiﬀres correspondant aux valeurs précises de la température de
diﬀérentes zones (voir ﬁgure 32) évite de  brouiller  la lecture de l'image par des
informations non pertinentes si ce que l'on cherche à connaître est la valeur relative
48Il semble diﬃcile de dire qu'un texte écrit présente des informations de manière extractible, en
vertu de la déﬁnition qui vient d'être donnée de cette notion. Mais on peut dire que les propriétés
syntaxiques permettant d'accéder à diﬀérentes informations sont moins saillantes syntaxiquement si
le texte est écrit petit.
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de la température des diﬀérentes zones, et non sa valeur exacte. L'absence des chiﬀres
rend en ce sens les propriétés syntaxiques responsables de l'information recherchée
(ces propriétés, ici, sont les diﬀérentes teintes de bleu) plus saillantes syntaxique-
ment.49 Cela s'accompagne, cependant, de la perte des informations concernant les
valeurs exactes de la température.
Pour prendre un autre exemple, imaginons que l'on projette la carte du relief de
la France de la ﬁgure 26 sur la carte des températures indiquant les valeurs précises
(celles qui se trouve en bas à droite). Le résultat serait tellement saturé qu'il de-
viendrait diﬃcile de distinguer les propriétés syntaxiques responsables des diﬀérentes
informations (relief et température) ; pour comparer le relief et la température de la
France, on préférera projeter la carte du relief sur une carte ne comportant que les
chiﬀres correspondant aux valeurs précises de la température, ou sur une carte ne
comportant que les couleurs correspondant aux valeurs relatives. Dans les deux cas,
la perte de certaines informations augmente la saillance syntaxique des autres.
La saillance sémantique d'une information dépend de la relation entre les proprié-
tés perceptibles de la représentation et les données auxquelles elles correspondent :
une carte de température où les tons rouges représentent des zones froides et les
tons bleus des zones chaudes présente l'information relative à la température de ma-
nière moins saillante sémantiquement (mais pas syntaxiquement), étant donné nos
conventions (et nos habitudes), que l'inverse.50 De même, une frise historique où la
ﬂèche du temps irait de droite à gauche présenterait l'information relative à l'ordre
des événements représentés de manière moins saillante sémantiquement. La saillance
sémantique, comme la saillance syntaxique, est relative aux agents. Certains types
de représentation, dont la lecture exige une certaine expertise de la part de l'agent,
ne présentent pas l'information qu'elles contiennent de façon également saillante sé-
mantiquement pour diﬀérents individus.
Saillances syntaxique et sémantique dépendent donc des capacités cognitives des
utilisateurs et de leur maîtrise des règles syntaxico-sémantiques du système, et elles
sont aﬀaires de degré. Une information extractible mais peu saillante est moins ac-
cessible qu'une information extractible et saillante. L'eﬀort à fournir pour l'obtenir
est plus grand. Cet eﬀort peut être un eﬀort d'ordre perceptif, pour la saillance syn-
taxique : par exemple, une carte de température où les tons sont peu diﬀérenciés
49L'augmentation de la saillance syntaxique par l'élimination de propriétés non pertinentes, qui
brouillent la lecture, correspond à ce que Goodman appelle une baisse de la saturation de l'image
(voir page 359).
50Voir (Tversky, 2001, 2004) pour une étude psychologique sur l'universalité de certaines carac-
téristiques sémantiques des graphes et des diagrammes (elle montre notamment que les diﬀérentes
signiﬁcations attribuées à la verticalité se retrouvent dans la plupart des cultures).
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demande un eﬀort visuel de la part de l'utilisateur, plus susceptible de se tromper
dans la lecture de la carte que quand le contraste est plus fort. En ce qui concerne
la saillance sémantique, l'eﬀort est d'une autre nature : si je suis habituée à lire la
couleur rouge comme signiﬁant  chaud  et que je suis confrontée à une carte où les
tons rouges représentent les zones froides, il me faut opérer une inférence de  rouge 
à  froid  alors que, dans le cas d'une carte  normale  (qui représente les zones
chaudes par des tons de rouge), on peut considérer que l'opération équivalente (de
 rouge  à  chaud ) est immédiate, au sens où elle ne repose sur aucune inférence
(du moins sur aucune inférence consciente et volontaire). On peut supposer que, avec
l'habitude, l'eﬀort inférentiel nécessaire à la lecture de la carte  inversée  soit réduit,
au point de devenir quasiment nul.
La relative accessibilité d'une information pour un agent dépend, en premier lieu,
de la saillance syntaxique et sémantique des propriétés perceptibles de la représenta-
tion responsables d'une certaine information. Dans le cas où cette information est celle
que l'on cherche (autrement dit, dans le cas où l'information recherchée ﬁgure sous
une forme extractible), son accessibilité dépend uniquement de la saillance syntaxique
et sémantique des propriétés qui en sont responsables. Dans le cas où l'information
recherchée ne ﬁgure pas sous une forme extractible, l'obtenir implique de mettre en
÷uvre un processus inférentiel à partir des informations disponibles (sous forme ex-
tractible). Ce processus exige de la part de l'agent la maîtrise d'un certain nombre
de règles que j'ai présentées précédemment par analogie avec les algorithmes mis en
÷uvre par les ordinateurs pour traiter des données. De même que ces algorithmes
peuvent être plus ou moins longs, les processus inférentiels permettant d'obtenir une
information peuvent être plus ou moins diﬃciles. L'accessibilité d'une information
dépend donc non seulement de la saillance syntaxique et sémantique de certaines
informations, mais aussi de la diﬃculté relative de ce dernier processus.
Prenons de nouveau l'exemple des graphes de la ﬁgure 18 (page 362) : lire la valeur
de la température au mois de juillet, de même qu'évaluer son évolution globale de
février à juillet, sont des tâches aisées pour un agent moyen. Ces informations sont
immédiatement accessibles. Donner la valeur exacte de la diﬀérence de température
entre le mois de juillet et celui de décembre, quoique assez facile, implique d'identiﬁer
les valeurs et de faire la soustraction. Si ces valeurs étaient très précises, avec un grand
nombre de décimales, cela pourrait exiger qu'on les écrive sur un papier aﬁn de faire
la soustraction. En revanche, donner la valeur exacte de la diﬀérence de température
entre le mois de janvier et le mois de septembre exige plusieurs opérations. Dans le
cas d'un graphe gradué, cela ne serait pas très diﬃcile. Dans le cas du graphe de
la ﬁgure 18, qui n'est pas gradué, cela implique de mesurer, au moyen des quelques
informations précises disponibles, la valeur des températures relative à une unité de
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distance, puis de mesurer la distance aux mois de janvier et de septembre, et enﬁn de
faire la soustraction. Cela peut se faire au moyen de diﬀérentes méthodes. On peut
par exemple ajouter des graduations au graphe, ce qui rend certaines informations
accessibles. On peut aussi tracer une parallèle à l'axe des abscisses à la hauteur de la
température au mois de janvier et mesurer la diﬀérence entre la hauteur de ce point
et celui représentant la température en septembre. On pourra alors comparer par une
règle de 3 la longueur de ce segment avec celui qui sépare les 3C de décembre des
25C de juillet. La proportion permettra de connaître la diﬀérence entre janvier et
septembre. Toutes ces manipulations sont autorisées par le système symbolique dans
lequel fonctionne le graphe, et on peut en inventer beaucoup d'autres.
Supposons pour l'instant que l'on puisse mesurer précisément les eﬀorts néces-
saires à l'identiﬁcation, au sein d'une représentation, des propriétés pertinentes, ainsi
que la diﬃculté des processus inférentiels permettant, à partir des informations ainsi
obtenues, d'en obtenir d'autres, qui ne ﬁgurent pas sous forme extractible. L'ensemble
déﬁnirait le coût cognitif nécessaire à l'obtention de ces informations. L'accessibilité
relative d'une information est donc inversement proportionnelle au coût cognitif né-
cessaire à son obtention.
En vertu de ce que j'ai suggéré précédemment (page 398), la déﬁnition du for-
mat d'une représentation doit pouvoir rendre compte du coût cognitif nécessaire à
l'obtention des diﬀérentes informations qu'elle contient. Ce n'est cependant pas tout.
Il ne suﬃt pas de rendre compte de la diﬃculté du processus permettant d'obtenir
une information, mais aussi de la nature de ce processus ; pour reprendre l'analogie
informatique, il ne suﬃt pas de rendre compte du temps que prend l'application d'un
algorithme (ou du nombre d'étapes en lesquelles il consiste, à supposer que l'on puisse
les compter) mais aussi de la nature de cet algorithme (des règles de transformations
elles-mêmes). Comme les diﬀérents exemples que j'ai présentés le montrent, des re-
présentations de formats diﬀérents non seulement ne rendent pas les informations
qu'elles contiennent aussi aisément accessibles (elles n'ont pas le même contenu cog-
nitivement accessible), mais encore elles ne facilitent pas le même type d'inférences
(on n'accède pas à ces informations de la même manière). Lire et comparer des valeurs
sur une liste n'est pas la même opération qu'identiﬁer des couleurs et comparer leurs
relations topologiques. Calculer la valeur d'une variable x à un instant t au moyen
de la fonction correspondante ne revient pas au même que tracer le graphe de cette
fonction et identiﬁer visuellement la valeur de x à t.
Il est certes diﬃcile de donner une déﬁnition précise de ces types d'inférences (et,
plus largement, d'opérations cognitives). Cependant, sans savoir  ce qui se passe dans
la tête  des agents, et sans être capable d'énoncer les algorithmes propres à modéliser
ces processus, on a une compréhension intuitive de ce qu'est un type d'inférence,
404 Chap. 7. Outils d'analyse des représentations théoriques
par analogie avec la notion d'algorithme. Cette compréhension intuitive permet de
dire que deux représentations dans des formats diﬀérents facilitent diﬀérents types
d'inférences. Il y a bien un sens dans lequel le processus qui conduit un agent à
conclure des tableaux de la ﬁgure 32 que la zone nord est est plus chaude que la
zone sud ouest, en plus d'être plus rapide, n'est pas du même type que celui qui
permet d'obtenir la même conclusion à partir de la liste. La déﬁnition du format
d'une représentation doit non seulement rendre compte du coût, mais aussi du type
d'opérations cognitives nécessaires pour accéder aux diﬀérentes informations qu'elle
contient.
2.2.3 Vers une déﬁnition de la notion de format
Où en sommes-nous ? L'examen qui précède nous permet de caractériser un chan-
gement de format comme un changement dans le coût et le type d'inférences qu'un
agent doit eﬀectuer pour accéder aux diﬀérentes informations contenues dans une
représentation. Alors que le système symbolique (les règles syntaxico-sémantiques)
d'une représentation suﬃsent à en déterminer le contenu informationnel, son contenu
cognitivement accessible pour des agents aux capacités cognitives limitées est aussi
déterminé par les opérations inférentielles eﬀectuées en pratique par ces agents pour
obtenir diﬀérentes informations.
La notion de format doit donc rendre compte non pas des diﬀérences objectives
entre la liste et les tableaux de la ﬁgure 32  dont la notion de système symbolique
vise à rendre compte  mais des diﬀérences pour les agents. Il existe des diﬀérences
objectives, non seulement entre la liste et les tableaux, mais aussi entre les deux
tableaux : leur interprétation n'obéit pas exactement aux mêmes règles syntaxico-
sémantiques (le système symbolique du tableau en couleurs comporte  plus  de
règles syntaxico-sémantiques que celui du tableau en noir et blanc). Cela, la notion
de système symbolique suﬃt à en rendre compte. Cependant, elle ne rend pas compte
de ces diﬀérences pour les agents. Elle ne permet pas de rendre compte, par exemple,
du fait que la même représentation (une carte de température dans des tons verts
et rouges) n'est pas dans le même format pour un agent aux capacités perceptives
normales et pour un daltonien.
Peut-on, de l'analyse qui précède, tirer une déﬁnition de la notion de format ?
Comme je l'ai suggéré à plusieurs reprises, mon usage de cette notion repose sur
une analogie avec le sens qu'elle a en informatique. Suivant cette analogie, le format
d'une représentation devrait pouvoir être déﬁni comme un ensemble de procédures
consistant en l'application de règles de construction et de transformation, détermi-
nées par les propriétés syntaxico-sémantiques du système symbolique dans lequel la
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représentation fonctionne et par les capacités cognitives des agents. Une telle déﬁ-
nition permettrait de rendre compte du fait qu'une liste et un tableau ne sont pas
dans le même format, mais aussi du fait qu'une même représentation n'est pas dans
le même format pour deux agents aux capacités cognitives diﬀérentes. Elle rendrait
compte, pour chaque agent, du coût et du type d'inférences à mettre en ÷uvre pour
obtenir les diﬀérentes informations contenues dans cette représentation.
Cependant, si l'idée d'un ensemble de règles de transformation permettant de
traiter les données est une analogie suggestive pour décrire les processus cognitifs
des humains, il est douteux que l'on puisse énoncer formellement des algorithmes
correspondant à ces processus. Les représentations utilisées par les humains sont en
eﬀet beaucoup plus sophistiquées que des suites de symboles numériques binaires, et
les processus cognitifs sont beaucoup plus diﬃciles à connaître que le traitement des
données par un ordinateur.51
En l'absence d'une connaissance détaillée des processus mentaux des agents, la
déﬁnition des formats de représentation comme des ensembles de règles de construc-
tion et de transformation reste donc une analogie. Néanmoins, cette analogie semble
nous autoriser à dire que le format d'une représentation est une fonction du coût et
du type d'inférences que des agents aux capacités cognitives limitées doivent eﬀectuer
pour accéder aux diﬀérentes informations contenues dans cette représentation. Une
représentation joue un certain rôle inférentiel pour un agent. Ce rôle inférentiel peut
être déﬁni par toutes les inférences que cette représentation permet aux agents de
tirer. Selon les cas, ces inférences sont, on l'a vu, plus ou moins coûteuses, et de types
diﬀérents. Le format d'une représentation est ce qui détermine la nature et le coût
de ces inférences  et donc le rôle inférentiel d'une représentation.52
51Des hypothèses de diﬀérents niveaux ont été proposées sur les processus mentaux des agents pour
expliquer le fait qu'ils ont plus de facilité à raisonner avec certains types de représentation. Certains
travaux en intelligence artiﬁcielle cherchent à modéliser les processus de transformation opérés par
les agents sans prétendre que leurs modèles correspondent eﬀectivement aux processus mentaux.
L'hypothèse des modèles mentaux, avancée par Johnson-Laird (1983), suggère que les opérations
mentales se font sur la base de représentations qui ont elles-mêmes un format bidimensionnel, et non
séquentiel comme le suggère l'hypothèse d'une logique mentale. Cette hypothèse se situe au niveau
psychologique, et ne prétend pas, chez Johnson-Laird en tous cas, décrire les processus cérébraux qui
implémentent les raisonnements. L'hypothèse des modèles mentaux suggère que les représentations
spatiales, outre le fait qu'elles permettent, en vertu de leurs propriétés syntaxico-sémantiques, de
présenter certaines informations de manière immédiatement accessibles, facilitent les raisonnements
en raison de leur parenté avec les représentations mentales : les agents n'ont pas besoin de les
 transformer , comme c'est le cas à partir de représentations linguistiques.
52Si je distingue le format d'une représentation de son rôle inférentiel, c'est parce que la notion
de format doit permettre de dire que deux représentations qui ont des cibles diﬀérentes (et donc
aussi des propriétés perceptibles diﬀérentes, sauf si leurs cibles sont identiques du point de vue des
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Le rôle inférentiel d'une représentation dépend à la fois des propriétés syntaxico-
sémantiques de la représentation et des capacités des agents. On peut imaginer qu'une
connaissance détaillée des processus mentaux des agents permettrait de déﬁnir plus
précisément ce rôle ; on pourrait alors déﬁnir le format d'une représentation comme
un ensemble de procédures que les agents doivent mettre en ÷uvre pour accéder aux
diﬀérentes informations contenues dans cette représentation.
Dans la prochaine section, je voudrais montrer qu'une telle déﬁnition est inte-
nable. Comme une analyse plus attentive de l'exemple des diagrammes de Feynman
et de celui des équations de la mécanique le mettra en évidence, il n'est pas seule-
ment impossible en pratique d'énoncer ces règles, mais encore l'idée même d'un en-
semble de règles ou d'opérations à suivre, qui serait déterminé par les propriétés
syntaxico-sémantiques d'une représentation et les capacités des agents, repose sur
une idéalisation grossière. Elle ne permet pas de rendre compte de la complexité de
l'interaction cognitive des agents avec les représentations externes utilisées dans la
pratique scientiﬁque.
3 Les formats ne sont pas réductibles à des ensembles de
règles
On a vu, dans ce qui précède, que le format d'une représentation, qui détermine les
processus inférentiels que les agents doivent eﬀectuer aﬁn d'en extraire telle ou telle
information, dépend, entre autres, de leurs capacités cognitives : une liste de données
numériques n'est pas dans le même format qu'un graphe présentant les mêmes don-
nées parce que les agents, en raison de leurs capacités cognitives limitées, ne doivent
pas mettre pas en ÷uvre les mêmes processus inférentiels selon qu'ils utilisent la liste
ou le graphe. Ainsi énoncée, la déﬁnition du format d'une représentation est norma-
tive (elle est déﬁnie par le coût cognitif et le type d'inférences que les agents doivent
propriétés représentées) peuvent être dans le même format. Par exemple, on doit pouvoir dire qu'une
carte de France et une carte d'Angleterre, exactement à la même échelle, contenant le même type
d'informations (par exemple, le relief, et rien d'autre) à propos de leur cible, sont dans le même
format. Elles n'ont pas le même contenu informationnel (et par conséquent pas non plus le même
contenu cognitivement accessible). Elles ne jouent donc pas le même rôle inférentiel, puisque les
informations qu'elles permettent de tirer ne sont pas les mêmes, mais leur utilisation implique la
mise en ÷uvre de processus inférentiels similaires (en nature et en coût). Elles ont donc le même type
de rôle inférentiel ; c'est ce qui permet de dire qu'elles sont dans le même format. Pour résumer : le
format et les propriétés perceptibles d'une représentation en déterminent ensemble le rôle inférentiel.
Ce dernier est l'ensemble des inférences que cette représentation permet aux agents de tirer. En
conséquence, une diﬀérence de format implique une diﬀérence de rôle inférentiel, mais l'inverse n'est
pas vrai, sauf dans le cas de deux représentations ayant le même contenu informationnel.
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mettre en ÷uvre) ; en conséquence, elle repose sur l'hypothèse d'un agent type. Cet
agent, doté de capacités cognitives normales (limitées), est supposé  maîtriser le sys-
tème symbolique  dans lequel la représentation doit être interprétée. Pour prendre
un exemple trivial, aﬃrmer que deux équations diﬀérentielles dans des systèmes de
coordonnées diﬀérents ont des formats diﬀérents n'a de sens que si l'on suppose un
agent qui maîtrise le calcul diﬀérentiel.
Dans cette section, je vais montrer que l'hypothèse d'un agent type qui  maîtrise
le système symbolique  d'une représentation repose sur une idéalisation qui devient
particulièrement gênante dès que l'on s'intéresse aux représentations sophistiquées
que sont les représentations théoriques. À partir du moment où les agents entrent
dans la déﬁnition du format des représentations, on ne peut se contenter de parler, en
général, de leurs  capacités cognitives  et de leur maîtrise du système symbolique 
sans entrer dans plus de détail. En conséquence, comme on va le voir, la déﬁnition
du format d'une représentation ne peut pas être normative.
3.1 L'expertise comme maîtrise d'un système symbolique ?
J'ai aﬃrmé à plusieurs reprises que l'obtention d'une information à partir d'une
représentation suppose que l'on maîtrise le système symbolique dans lequel elle est
censée être interprétée. Extraire une information d'un graphe, par exemple, nécessite
que l'on maîtrise les règles de construction, de transformation et d'interprétation
d'une telle représentation.
Les représentations utilisées dans la pratique scientiﬁque, comme, par exemple,
les équations diﬀérentielles utilisées en mécanique, supposent, pour qu'on soit en
mesure d'en extraire des informations, un certain degré d'expertise. Alors que la
lecture d'un plan de métro est accessible à la plupart des adultes citadins dotés
de capacités cognitives normales, ce qui autorise à supposer que son rôle inférentiel
est, à peu de choses près, le même pour tous, il semble que le rôle inférentiel des
équations lagrangiennes soit fort diﬀérent pour la majorité des humains d'une part et
les physiciens et mathématiciens de l'autre. Il est, de plus, diﬀérent pour un débutant
et un expert : à supposer que le débutant soit capable de tirer les mêmes conséquences
de ces équations, c'est au prix de gros eﬀorts : en conséquence, le coût cognitif qu'il
doit fournir est plus important, et le rôle inférentiel des équations n'est pas le même
que pour l'expert.
Cela, cependant, ne remet pas directement en cause la déﬁnition des formats de
représentation esquissée précédemment. De même que le format d'un plan de métro
ne prend pas en compte ce qu'un nouveau né ou un aveugle peuvent en faire, il
suﬃt de considérer que la déﬁnition du format des représentations utilisées dans la
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pratique scientiﬁque est relative à leurs utilisateurs standard, c'est-à-dire aux experts.
L'existence d'agents incompétents n'est donc pas une objection à cette déﬁnition : ces
agents, ne maîtrisant pas le système symbolique, ne font pas partie des utilisateurs
standard. Ainsi, la déﬁnition esquissée dans la section précédente, si elle n'est pas
relative à un agent idéal sans limitations cognitives (la notion de format n'a pas de
sens pour un tel agent), n'est pas non plus relative à un profane. Elle détermine le
rôle inférentiel d'une représentation pour un agent aux capacités cognitives limitées,
qui maîtrise les règles de ce type de représentation.
On pourrait même suggérer que l'expertise dans un domaine peut être déﬁnie,
au moins partiellement, par la maîtrise des règles d'interprétation de certains types
de représentations. Devenir expert consisterait alors à acquérir progressivement la
maîtrise de ces règles. La déﬁnition du format d'une représentation oﬀrirait ainsi une
mesure de l'expertise relative des agents.
Quoique cette déﬁnition de l'expertise semble assez bien correspondre à l'idée in-
tuitive que l'on s'en fait, je vais montrer que l'hypothèse d'un tel utilisateur standard
repose sur une idéalisation qui fait manquer des aspects essentiels de l'utilisation des
représentations théoriques par les agents. Ce constat me conduira à renoncer à toute
déﬁnition normative de la notion de format.
3.2 Qui maîtrise le système symbolique des diagrammes de Feyn-
man ?
Considérons de nouveau le cas des diagrammes de Feynman. À la section précé-
dente, j'ai insisté sur la diﬀérence de format entre les formules mathématiques et les
diagrammes, et j'ai montré que, bien qu'équivalents en principe, ces deux types de
représentations ne permettent pas les mêmes calculs et les mêmes développements
théoriques.
L'intérêt de cet exemple pour mon propos n'est cependant pas épuisé par la
comparaison de ces deux types de représentation. L'utilisation des diagrammes eux-
mêmes par diﬀérents physiciens  Feynman, Dyson, mais aussi d'autres chercheurs
appartenant à des  écoles  et travaillant dans des contextes diﬀérents  nous oﬀre
un exemple particulièrement net du fait que des représentations théoriques peuvent
avoir un rôle inférentiel diﬀérent pour diﬀérents experts. Je me contenterai, dans ce
qui suit, de rapporter quelques éléments de l'enquête historique détaillée de David
Kaiser (2005) sur ce qu'il appelle la  propagation  des diagrammes de Feynman au
sein de la communauté des physiciens théoriciens de l'après-guerre, et de renvoyer à
son travail pour plus de détails. Je me concentrerai, en particulier, sur ce qu'il appelle
la  scission entre Feynman et Dyson .
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Feynman et Dyson, dans leur correspondance et leurs écrits personnels, expriment
en eﬀet à plusieurs reprises un désaccord explicite sur l'usage qu'ils jugent légitime
de faire des diagrammes et sur leur statut au sein du cadre théorique de l'électro-
dynamique quantique. Dyson, selon Kaiser, les considère comme des représentations
dérivées des formules mathématiques, destinées à remplir la fonction d'aides psycho-
logiques pour eﬀectuer des calculs diﬃciles. Il aﬃrme que l'usage des diagrammes
serait illégitime s'ils n'étaient pas rigoureusement dérivables des formules mathéma-
tiques :  jusqu'à ce que ses règles soient codiﬁées et rendues précises d'un point de
vue mathématique, je ne pouvais pas appeler [la méthode de Feynman] une théo-
rie.  (Dyson, 1951, p. 127) Pour lui, les diagrammes sont des moyens de  visualiser
les formules [qu'il dérive] rigoureusement de la théorie des champs.  (pp. 129-130) ;
les diagrammes n'ont de signiﬁcation qu'au sein de l'électrodynamique quantique, à
laquelle ils n'apportent rien d'autre qu'une facilité de calcul.
En revanche, Feynman aﬃrme, comme le rapporte Kaiser, n'avoir jamais ressenti
le besoin de montrer comment les diagrammes peuvent être obtenus à partir des
formules mathématiques. Il exprime, à plusieurs reprises, sa préférence pour les dia-
grammes :  Toutes les preuves mathématiques furent des découvertes ultérieures que
je ne comprends pas tout à fait, mais les idées physiques me semblent très simples. 
(Lettre à Ted Welton, 16 novembre 1949, citée dans Kaiser, 2005, p. 176)53 Contraire-
ment à Dyson, il considère donc les diagrammes comme premiers et plus importants
que toutes les dérivations mathématiques que l'on peut en tirer. En plus d'être des
aide-mémoire, les diagrammes fournissent, selon lui, une dimension intuitive à la théo-
rie : il les considère comme des  images intuitives  (Kaiser, 2005, p. 176). Comme le
remarque Dyson, Feynman  consid[ère] le graphe [le diagramme] comme l'image d'un
processus se produisant eﬀectivement dans l'espace-temps  (Dyson, 1951, p. 127).
Plutôt que des visualisations des formules, les diagrammes sont pour Feynman des
visualisations des processus physiques eux-mêmes.
Ainsi, malgré leur accord sur l'équivalence en principe des diagrammes et des
formules, Feynman et Dyson ne font pas le même usage des diagrammes. En premier
lieu, ils ne s'entendent pas sur le statut qu'il convient d'accorder à des représenta-
tions diagrammatiques dans un domaine où le  griﬀonnage  n'a, traditionnellement,
qu'une valeur d'aide psychologique. Autrement dit, alors que Dyson considère que les
diagrammes ne font pas partie de l'appareil théorique de l'électrodynamique quan-
tique, Feynman les considère comme des représentations théoriques au même titre
que les équations mathématiques.
53Feynman parle également de la  plausibilité physique  de l'approche diagrammatique (Kaiser,
2005, p. 177).
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Ce désaccord ne se réduit pas, cependant, à la confrontation de diﬀérents juge-
ments de valeurs, ou même de deux conceptions de la physique théorique. Aﬃrmer
que les diagrammes font partie de l'appareil théorique au même titre que les équa-
tions revient à dire qu'ils ne tirent pas leur signiﬁcation des formules mathématiques ;
bien au contraire, pour Feynman, ce sont les formules mathématiques que l'on peut
retrouver à partir des diagrammes qui tirent leur signiﬁcation de ces derniers. Ainsi,
alors que Feynman trace  intuitivement  ses diagrammes, Dyson les tire rigoureu-
sement des formules mathématiques. Pour le premier, ils représentent les processus
physiques eux-mêmes ; pour le second, ils ne font que présenter sous une forme spa-
tiale le contenu des formules mathématiques. Ne construisant et n'utilisant pas les
diagrammes de la même manière, Feynman et Dyson, ﬁnalement, n'y  voient  pas
la même chose.
Comme le suggère Kaiser, cette diﬀérence dans l'utilisation des diagrammes par
les deux physiciens trouve des éléments d'explication dans leurs propres engagements
et préférences théoriques. Contrairement à Dyson, qui s'applique à démontrer com-
ment les diagrammes de Feynman et les équations de Schwinger peuvent s'insérer
dans un cadre cohérent de la théorie des champs54, la méthode de renormalisation
de Feynman, au sein de laquelle les diagrammes ont vu le jour, est fondée sur une
approche en termes de particules, et non de champs. Plus généralement, Kaiser note
que Feynman a une préférence pour une approche semi-classique, et travaille presque
toujours en termes de particules, essayant de retirer entièrement les champs des des-
criptions théoriques. Ces engagements et ces théoriques, joints aux préférences indivi-
duelles pour certains types de raisonnement (Feynman revendique à plusieurs reprises
son penchant pour la  visualisation , par rapport au calcul abstrait) doivent avoir
contribué à donner aux diagrammes des rôles inférentiels diﬀérents pour Feynman et
pour Dyson. Comme je l'ai dit, Dyson déduit les diagrammes des formules mathéma-
tiques, quand Feynman les dessine intuitivement : chacun les relie diﬀéremment aux
autres représentations et, ﬁnalement, au monde physique.
S'il était possible de décrire l'utilisation que Feynman et Dyson font chacun des
diagrammes au moyen de règles de construction et de transformation, il est clair que
l'on en conclurait que ceux-ci ne sont pas dans le même format pour les deux physi-
ciens. Mais ce n'est pas tout. Feynman lui-même, comme le rapporte Kaiser (2005),
et en même temps que lui d'autres physiciens, travaillant dans des groupes diﬀérents
(Oxford et Cambridge, Japon, Union Soviétique), ont continuellement modiﬁé leurs
règles de construction et d'utilisation des diagrammes. L'analyse que Kaiser (2005)
54Dyson (1951, p. 23) prétend avoir contribué à permettre à  des gens comme Pauli, qui cro[ient]
dans la théorie des champs, de dessiner des diagrammes de Feynman sans abandonner leurs prin-
cipes .
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propose de la  plasticité  des diagrammes au cours de leur  propagation  dans
les pratiques de la physique théorique moderne lui permet de montrer que, selon les
contextes, leur utilisation et leur interprétation  leurs  modes d'emplois   varient.
Malgré les eﬀorts de Dyson, les règles de construction et d'interprétation des dia-
grammes n'ont pas été appliquées à la lettre, loin de là. C'est, de plus, une des raisons
de leur succès : plutôt que de simples outils de calcul, ils sont devenus d'authentiques
outils de découverte et d'invention théoriques, qui ont contribué de manière essen-
tielle à d'importants développements de la physique moderne, en étant appliqués à
d'autres domaines.
Quel est donc l' utilisateur standard  de ces diagrammes ? Feynman ? Dyson ?
Les membres de telle ou telle école ? Quel est l'expert qui maîtrise le système déﬁ-
nissant le format des diagrammes et en ﬁxant le contenu ? Le rôle inférentiel des dia-
grammes est manifestement diﬀérent pour Feynman et pour Dyson. De plus, ce rôle
change constamment pour Feynman lui-même. Réduire l'utilisation des diagrammes à
un ensemble de règles que leurs utilisateurs doivent maîtriser et auxquelles ils doivent
se conformer revient à manquer l'essentiel de leur rôle dans l'activité théorique. En
conséquence, il semble que la déﬁnition du format d'une représentation proposée à
la section précédente ne soit pas tenable, tout au moins pour le cas des diagrammes
de Feynman. Je voudrais à présent suggérer que, loin d'être une exception, il s'agit
là d'un cas exemplaire de la manière dont les représentations sont utilisées dans la
théorisation.
3.3 Les équations de la mécanique : le bon algorithme n'existe pas
L'exemple des diagrammes de Feynman, dont je n'ai fait que rapporter quelques
éléments empruntés à l'étude de Kaiser (2005), peut sembler, de prime abord, tout à
fait exceptionnel. Pour nous convaincre du contraire, revenons un instant à l'exemple
de la mécanique classique.
Il peut sembler que, dans le cas des équations newtoniennes, lagrangiennes et
hamiltoniennes, il existe des ensembles de règles bien déﬁnies que tout expert maîtrise.
La procédure permettant de résoudre un problème de mécanique au moyen de ces
diﬀérentes équations, semble en eﬀet entièrement dictée par un protocole précis. Si,
comme je l'ai suggéré dans la section précédente, on peut aﬃrmer que ces trois types
d'équations sont dans des formats diﬀérents, il semble qu'il s'agit là d'une diﬀérence
objective, au sens où elle ne dépend pas des agents ; rien ne permet de dire que
chacune de ces équations peut être utilisée de diverses façons, du moins par des
agents compétents.
Admettons que ce soit le cas, et que tous les physiciens, aujourd'hui, les utilisent
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en suivant les mêmes processus inférentiels. Peut-on aﬃrmer, pour autant, que les
équations de Lagrange ont le même rôle inférentiel avant et après l'introduction des
transformations de Legendre par Hamilton ? Comme je l'ai dit au chapitre 3, cette in-
novation ne repose pas sur une nouveauté empirique, qui aurait pu conduire Hamilton
à modiﬁer certaines hypothèses théoriques, mais consiste en l'introduction de règles
de transformations mathématiques permettant, à partir d'une équation du second
ordre, d'obtenir deux équations du premier ordre. Autrement dit, cette innovation
consiste en un changement de format.
Pour un agent aux capacités cognitives illimitées, ce développement formel ne
changerait rien : le contenu informationnel des équations de Lagrange ne s'en trouve
aucunement modiﬁé. Pourtant, introduire les transformations de Legendre en mé-
canique permet de transformer des équations insolubles en équations solubles. Non
seulement les équations hamiltoniennes ne sont pas dans le même format que les
équations lagrangiennes, mais il est un sens dans lequel on peut dire que les équa-
tions lagrangiennes elles-mêmes ne sont pas dans le même format pour quelqu'un qui
connaît les transformations de Legendre et pour quelqu'un qui les ignore : ces règles
de transformation, en s'ajoutant au  mode d'emploi  des équations lagrangiennes,
en modiﬁent le contenu cognitivement accessible. En ce sens, les travaux de Hamilton
ont bien contribué à modiﬁer le contenu des diﬀérents principes et équations de la
mécanique.
Le développement de la mécanique classique, dont on a vu que, du point de
vue d'une conception logico-empirique des théories, il consiste en un développement
 purement formel , peut ainsi être décrit comme un processus de modiﬁcation du
rôle inférentiel des diﬀérents principes et équations. Comme un joueur d'échec qui,
connaissant les règles du jeu, et s'y conformant parfaitement, invente de nouveaux
coups, le théoricien modiﬁe les processus inférentiels qu'il suit dans le but de résoudre
des problèmes et, parfois, de développer de nouveaux liens entre diﬀérents principes
de sa théorie. Autrement dit, il ne se conforme pas à un format  un ensemble de
procédures à mettre en ÷uvre  mais il en invente de nouveaux.
Dans le cas de la mécanique, tout comme dans celui de Feynman, déﬁnir le for-
mat des diﬀérentes équations comme un ensemble de règles qu'un agent doit suivre
dans le but d'obtenir des informations repose sur une idéalisation illégitime : le bon
algorithme n'existe pas. En conséquence, vouloir ainsi réduire les représentations
théoriques à des représentations dont le rôle inférentiel est déterminé de manière ﬁxe
par un ensemble de procédures (le supposé format) reviendrait à manquer des aspects
essentiels de la découverte et de l'invention scientiﬁques, que l'on peut décrire, dans
certains cas, comme l'invention de nouveaux chemins inférentiels entre les diﬀérents
principes d'une théorie.
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3.4 Renoncer à une déﬁnition normative des formats
Ces considérations suggèrent que l'on doit renoncer à l'idée d'une déﬁnition nor-
mative des formats. Ce que l'on appelle intuitivement  format  doit plutôt recevoir
une déﬁnition descriptive : le format d'une représentation est le rôle inférentiel55
qu'elle joue eﬀectivement pour un agent particulier, dans une situation particulière.
Autrement dit, ce n'est pas l'ensemble des procédures que cet agent doit mettre en
÷uvre, mais celles qu'il met eﬀectivement en ÷uvre. Ces procédures dépendent, en
plus des propriétés perceptibles de la représentation et d'un ensemble minimal de
règles de construction et d'interprétation, des capacités cognitives des agents, ainsi
que, comme le cas des diagrammes de Feynman le met en évidence, de ses engage-
ments théoriques, de ses préférences, et de ses habitudes de raisonnement.
Il convient de préciser que cela ne revient pas à dire que le raisonnement scien-
tiﬁque n'obéit à aucune règle et qu'il n'existe pas de diﬀérence entre une inférence
correcte et une inférence fautive. Bien entendu, résoudre une équation diﬀérentielle
implique de se conformer à tout un ensemble de règles de calcul. Si on les suit, on
ne peut pas tirer de conclusions contradictoires des diﬀérentes équations de la méca-
nique. Le rôle inférentiel d'une représentation est partiellement déterminé par tout
un ensemble de règles objectives, qui ne dépendent pas de l'utilisateur et de la situa-
tion. Cependant, ces règles sous-déterminent les processus inférentiels des agents, tout
comme les règles du jeu d'échec, aussi contraignantes soient-elles, sous-déterminent
la trajectoire que les joueurs vont faire emprunter à leurs pièces.
Les représentations théoriques sont des outils hautement sophistiqués de calcul
et d'enquête, dont les modes d'emplois ne sont pas établis d'avance. L'activité théo-
rique consiste en partie à développer ces règles d'utilisation pour explorer le contenu
des représentations. L'idée selon laquelle deux équations diﬀérentes ont le même
contenu informationnel, tout comme l'idée selon laquelle une même équation a le
même contenu informationnel pour deux experts diﬀérents, ne rend pas compte de la
manière dont les représentations sont utilisées et comprises par les agents. L'analyse
de la notion de format permet ainsi de mettre en évidence la diﬀérence fondamentale
entre une approche logico-empirique du contenu des théories en principe et celle que
je défends dans l'ensemble de ce travail, qui consiste à placer au premier plan ce que
les agents, en pratique, en font. Dans la prochaine section, je propose de souligner le
lien entre mon examen de la notion de format et la déﬁnition de la notion de version,
et d'en tirer quelques conséquences pour une analyse de l'activité théorique.
55Ou, plus précisément, le type de rôle inférentiel (voir note 52 page 406).
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3.5 Versions, formats et activité théorique
J'ai déﬁni, au chapitre 3, la version d'un agent comme l'ensemble des représen-
tations mentales qu'il se forme et utilise au cours de son apprentissage et de son
utilisation d'une théorie  c'est-à-dire d'un ensemble d'hypothèses théoriques. L'hy-
pothèse selon laquelle chaque agent, du profane à l'expert, a sa propre version d'une
théorie est destinée, comme je l'ai alors signalé, à rendre compte de l'activité théo-
rique, en tant que cette expression désigne aussi bien l'activité de l'étudiant qui
apprend, que celle du théoricien qui développe et applique des hypothèses. J'ai en
eﬀet proposé de concevoir l'activité théorique comme consistant (entre autres) en un
processus de développement et de renforcement de cet ensemble de représentations
mentales. L'étudiant qui apprend, comme l'expert qui approfondit un ensemble d'hy-
pothèses théoriques, développe et renforce les liens déductifs entre ces hypothèses et
les rend applicables à des cas de plus en plus nombreux et divers. Cette description de
l'activité théorique, comme je l'ai plusieurs fois souligné, vise à montrer que, selon la
manière dont les agents l'organisent et le relient au monde, un ensemble d'hypothèses
théoriques (une  théorie ) n'a pas exactement le même contenu.
L'analyse que je viens de proposer de la notion de format permet de rendre compte
de façon plus précise de l'activité théorique ainsi déﬁnie. Elle permet en particulier
d'approfondir et de renforcer l'hypothèse selon laquelle le contenu d'une représenta-
tion est indissociable non seulement de sa forme, mais aussi de la manière dont chaque
agent, selon ses particularités cognitives, ses compétences, ses engagements et ses in-
térêts théoriques, utilise cette représentation, présentée sous une forme particulière.
On comprend en eﬀet que chaque agent, tout en respectant les règles objectives qui
déterminent la correction des inférences que l'on peut tirer au moyen d'une repré-
sentation, emprunte diﬀérents chemins inférentiels et dessine sa propre carte mentale
(sa propre version) qu'il relie au monde de diﬀérentes manières.
Cette analyse permet ainsi, comme je l'ai suggéré, de souligner la parenté entre
les processus d'apprentissage, d'application et de développement d'un ensemble d'hy-
pothèses théoriques. Si l'apprentissage d'une théorie ne débouche pas sur le dévelop-
pement de cette dernière, au sens où l'étudiant n'invente (en général) pas de liens
déductifs inédits, on peut décrire ce processus comme celui de la modiﬁcation pro-
gressive du rôle inférentiel de certaines représentations chez le débutant. Alors que,
comme je l'ai souligné au chapitre 3, le mot  force  a seulement, pour un novice,
le sens qu'il a dans le langage ordinaire  lui-même déjà loin d'être univoque ,
apprendre la mécanique consiste en partie à modiﬁer le rôle de ce mot dans ses rai-
sonnements, ce qui passe à la fois par l'acquisition de compétences computationnelles
(en particulier celles du calcul diﬀérentiel) et de compétences représentationnelles (il
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s'agit d'apprendre comment relier ce mot au monde empirique).
L'expertise peut bien, comme je l'ai envisagé précédemment (page 408), être dé-
crite comme la maîtrise de certains systèmes de représentation, à ceci près que cette
maîtrise ne se mesure pas (seulement) à l'aune de règles préexistantes auxquelles l'uti-
lisateur doit se conformer. Comme le suggère Andrea Woody (2004), devenir expert
dans un domaine consiste à acquérir une  conscience articulée  des représentations
utilisées dans ce domaine. Cette  conscience articulée  peut être indéﬁniment dé-
veloppée : il est toujours possible, tout en se conformant aux inférences permises par
les règles objectives d'un type de représentation, d'inventer de nouvelles règles de
transformation, qui modiﬁent le rôle inférentiel de ces représentations. Comme on l'a
vu, personne ne maîtrise  parfaitement  l'usage d'un type de représentation comme,
par exemple, celui des diagrammes de Feynman.
Ainsi, approfondir sa compréhension d'une théorie  développer sa version 
consiste à développer de nouveaux chemins inférentiels entre diﬀérentes représen-
tations et à réduire le coût inférentiel que l'on aura typiquement à payer pour tirer
l'une de l'autre ; cela peut déboucher, dans certains cas, sur l'invention d'un nouveau
type de représentation, qui ouvre des perspectives d'applications nouvelles. C'est ce
que les étudiants en physique apprennent. C'est ce que Hamilton a fait, à cette im-
portante diﬀérence près qu'il l'a fait en premier, et qu'il a rendu sa modiﬁcation
publique.
Pour ﬁnir, notons que cette analyse permet de renforcer un certain nombre de
suggestions que j'ai tirées, au chapitre 6, de l'examen des propos de Kuhn. Au cours de
cet examen, j'ai distingué entre deux conceptions de la signiﬁcation qui sous-tendent
tour à tour les diﬀérentes thèses de Kuhn. J'ai montré, en particulier, que ses propos
sur l'incommensurabilité reposent sur une conception holiste et vériconditionnelle de
la signiﬁcation, alors que, à d'autres moments, Kuhn semble défendre l'idée selon
laquelle la signiﬁcation d'une représentation dépend de la manière dont les agents
l'utilisent pour résoudre des problèmes. C'est cette seconde conception, dont mon
analyse est un approfondissement, qui permet à Kuhn de dire que l'équation de
Schrödinger (et, par extension, la mécanique quantique) n'a pas exactement la même
signiﬁcation pour des groupes d'agents qui l'utilisent dans des cas paradigmatiques
diﬀérents (voir chapitre 6, page 291).
L'analyse de la notion de format, et en particulier l'exemple des diagrammes de
Feynman, corrobore cette conception de la signiﬁcation, en montrant qu'elle semble
bien adaptée au cas des représentations théoriques, dont la nature et même l'existence
des référents dans le monde empirique est loin d'aller de soi. Deux utilisateurs peuvent
bien s'accorder sur un ensemble de règles de manipulation d'une représentation sans
pour autant en tirer les mêmes inférences et la relier de la même manière au monde
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empirique. Comme on l'a vu, les diagrammes de Feynman ne sont pour Dyson que
des visualisations des équations, lesquelles sont rattachées au monde empirique par
l'attribution d'une signiﬁcation aux symboles représentant des champs, alors que,
pour Feynman, ce sont d'authentiques représentations des phénomènes, dans une
perspective semi-classique, qui exclut la notion de champ (voir page 410). De même,
l'expression  f = ma  ne se voit pas attribuer exactement la même signiﬁcation et
n'est pas rattachée au monde empirique de la même manière par Mach, qui préfère
se représenter les phénomènes en termes de forces (voir chapitre 3, section 4.1.1) et
par Duhem, qui préfère parler d'énergie (voir chapitre 3, section 4.3, en particulier
page 147).
Cela ne doit pas, pour autant, faire conclure à des cas d'incommensurabilité to-
tale et d'échec de la communication. Comme je l'ai souligné au chapitre 6 (page 314),
la conception inférentialiste de la signiﬁcation qui sous-tend mon analyse autorise
à envisager des cas de similitude partielle de signiﬁcation. Les diﬀérentes manières
d'utiliser les diagrammes de Feynman et les équations de la mécanique sont des fa-
çons valables de les comprendre, au sens où les inférences qu'elles mettent en jeu
respectent un ensemble de règles objectives. De même, les versions des diﬀérents
acteurs de l'histoire de la mécanique, exprimées dans les présentations étudiées au
chapitre 3, correspondent à leur utilisation des diﬀérents principes dans leurs raison-
nements et leur application : la manière dont ils l'ont apprise, leurs préférences, leurs
engagements théoriques d'arrière-plan, déterminent le rôle inférentiel des principes et
des équations pour chacun d'entre eux, sans que cela remette en cause la possibilité
de la communication. Que Mach et Duhem ne comprennent pas  f = ma  de la
même manière n'implique cependant pas que leurs versions soient incommensurables.
Le fait que chaque individu, à la rigueur, ait sa propre carte mentale des diﬀérentes
représentations  sa propre version, par exemple, de la mécanique  n'implique pas
qu'il ne puisse pas s'accorder avec les autres sur certaines  et mêmes la plupart 
des utilisations de ces représentations.
Comme je l'ai suggéré au chapitre précédent, en accordant de l'importance à la
place particulière qu'occupe une représentation dans l'ensemble des représentations
mentales d'un agent, mon analyse permet de défendre une sorte de holisme situé, qui
se distingue du holisme global que son adoption d'une conception vériconditionnelle
de la signiﬁcation conduit Kuhn à défendre. L'ancrage des notions de format et de
version dans une conception inférentielle de la signiﬁcation permet ainsi de renouer
avec l'idée d'une théorie comme ensemble de représentations, à ceci près qu'elle n'est
plus conçue comme un tout représentationnel possédant un certain contenu déter-
miné par des règles d'application, mais plutôt comme un réseau de représentations
permettant de tirer certaines inférences avec plus ou moins de peine, et relié par
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diﬀérents  bouts  au monde empirique.
Conclusion
Le constat de l'importance de la forme des représentations utilisées par les agents
dans la pratique scientiﬁque m'a conduite à chercher des outils d'analyse permettant
de rendre compte, d'une part, de la diversité des types de représentations et, d'autre
part, des conséquences de cette diversité pour les processus cognitifs des agents. La
notion de système symbolique proposée par Goodman m'a permis d'esquisser une
typologie de certaines représentations fréquemment utilisées en science, fondée sur la
relation entre les propriétés perceptibles de ces représentations et leur contenu.
L'analyse de la notion de format de représentation, initialement motivée par le
constat de l'importance de la forme particulière des représentations, m'a conduite
à montrer que cette forme doit être étudiée dans son interaction avec les agents
qui l'utilisent dans une situation particulière. En eﬀet, dès lors que l'on distingue le
contenu informationnel d'une représentation de son contenu accessible à des agents
aux capacités cognitives limitées, déﬁnir ce contenu implique de prendre en compte
non seulement la forme de la représentation, mais également les capacités cognitives
de l'agent qui l'utilise, ainsi que ses intérêts épistémiques dans une enquête parti-
culière. Comme on l'a vu, non seulement les diagrammes de Feynman ne sont pas
dans le même format que les formules mathématiques de Schwinger, mais leur format
n'est pas le même pour Feynman et pour Dyson ; il n'est pas non plus le même pour
Feynman en 1948 et dix ans plus tard.
Cette perspective permet de rendre compte de plusieurs aspects importants de
l'apprentissage et de la recherche scientiﬁques. La troisième partie de ce travail vise
à ainsi à mettre en ÷uvre les outils élaborés ici dans une nouvelle étude de cas.

Conclusion de la deuxième partie
Après avoir montré, au chapitre 5, les limites internes du projet de reconstruction
formelle des théories et, ce faisant, justiﬁé l'entreprise d'une étude de l'activité théo-
rique du point de vue des agents, j'ai cherché, au chapitre 6, à préciser les questions
qu'une telle étude doit aborder.
Par l'examen successif des notions de paradigme, de modèle et de gabarit, j'ai
ainsi montré que l'analyse de l'interaction cognitive des agents avec les représenta-
tions qu'ils utilisent dans la pratique scientiﬁque devrait permettre d'éclairer l'arti-
culation des deux compétences mises en ÷uvre dans toute activité théorique : celle,
que j'appelle computationnelle, qui consiste à manipuler des  morceaux de théorie 
sous une forme particulière, et celle, que j'appelle représentationnelle, qui consiste à
les utiliser pour représenter des situations particulières.
Dans le chapitre 7, j'ai proposé des outils d'analyse permettant de rendre compte
de l'utilisation de représentations de diﬀérents types dans la pratique scientiﬁque.
D'une part, j'ai suggéré que certains types de représentations sont plus adaptés que
d'autres à l'expression de certains types de contenus. D'autre part, j'ai montré qu'une
analyse de la relation entre la forme particulière des représentations et les capacités
cognitives et intérêts épistémiques des agents invite à renoncer à l'idée selon laquelle
le contenu des représentations théoriques est entièrement déterminé par un ensemble
de règles objectives. L'analyse de la notion de format m'a ainsi permis de montrer la
richesse et la diversité des inférences permises par diﬀérents types de représentations
théoriques.
Au cours de cette analyse, j'ai montré qu'un ensemble d'hypothèses, que l'on
appelle habituellement  théorie , peut être compris et utilisé de plusieurs manières
diﬀérentes par les agents, sans que cela implique contradiction ou incommensurabilité.
Souligner la diversité des versions d'une même théorie permet en outre d'atténuer les
frontières entre diﬀérentes théories.
Dans la troisième et dernière partie de ce travail, je souhaite montrer, par une
étude de cas en génétique classique, que l'analyse des types de représentations utili-
sées dans un domaine scientiﬁque permet d'éclairer certaines questions conceptuelles
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propres à ce domaine. Je distinguerai en eﬀet, au sein de ce que l'on appelle  gé-
nétique classique , plusieurs composantes théoriques diﬀérentes, dont je montrerai
qu'elles sont exprimées par des représentations de type diﬀérents. L'analyse de la
manière dont les généticiens, en fonction de leurs engagements théoriques, utilisent
et comprennent ces représentations, permet d'apporter un éclairage nouveau sur la
nature et le statut des diﬀérentes hypothèses qui constituent la génétique classique.
Comme je le montrerai, cette perspective permet également d'aborder la question des
relations-interthéoriques de manière nouvelle.
Troisième partie
Représentations en génétique
classique
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Vue d'ensemble de la troisième
partie
Les deux premières parties de ce travail ont cherché à établir la thèse selon la-
quelle la notion classique de théorie n'est pas une unité d'analyse bien adaptée à
l'étude de l'activité théorique. Ce constat, accompagné du parti pris consistant à
étudier l'activité théorique du point de vue des agents, m'a conduite à prêter at-
tention aux représentations particulières utilisées dans l'apprentissage et la pratique
scientiﬁques. J'ai supposé que chaque agent, selon l'apprentissage qu'il a suivi, les
autres connaissances théoriques dont il dispose, ses engagements et ses talents in-
dividuels, se forme sa propre version de l'ensemble des hypothèses auxquelles il est
confronté. Cette version se manifeste, entre autres, par la manière dont il utilise les
représentations externes dont il dispose.
Tout au long de ces deux parties, mon exemple principal était celui de la méca-
nique classique. C'est à dessein que j'ai choisi, pour montrer les limites de la notion
de théorie, l'exemple canonique par excellence de ce que l'on appelle couramment
 théorie . Je voudrais à présent me tourner vers un domaine, celui des sciences
biologiques, où les  théories  sont plus diﬃciles à identiﬁer et à isoler, et où l'inadé-
quation des conceptions classiques de la connaissance scientiﬁque est plus patente 
et souvent soulignée  que dans le cas des sciences physiques.
Alors que, dans le cas de la mécanique, la diversité des représentations utilisées
se réduit, pour l'essentiel, à celle des équations, la biologie est un domaine où l'usage
de représentations non linguistiques est central. Je souhaite montrer, dans les deux
chapitres qui constituent cette partie, qu'étudier l'activité théorique propre à la gé-
nétique classique en prêtant attention aux types de représentations utilisés par les
généticiens permet d'éclairer l'articulation des diﬀérentes composantes théoriques de
ce domaine.
Au chapitre 8, je montrerai que ce que l'on appelle  génétique classique  re-
pose sur l'articulation de deux ensembles d'hypothèses théoriques diﬀérents, chacun
identiﬁable à un certain type de pratiques représentationnelles, celui du mendélisme
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que j'appellerai  pur , et celui de la cytologie. Je montrerai, par une comparaison
avec l'approche de Philip Kitcher (1984), qui répond au même type de motivations
que la mienne  une critique des approches formelles des théories  qu'une analyse
centrée sur les pratiques représentationnelles plutôt que sur des schèmes de raisonne-
ment abstraits permet d'analyser plus ﬁnement l'activité théorique. Je suggérerai en
particulier qu'elle permet de jeter un éclairage nouveau sur la question des relations
inter-théoriques.
Le chapitre 9 mettra cette suggestion en ÷uvre, en appliquant l'analyse de la
génétique classique proposée au chapitre 8 à l'examen de la construction et de l'in-
terprétation, dans les années 1920, des cartes génétiques, qui occupent une place cen-
trale dans les progrès de la génétique et qui incarnent la rencontre de deux domaines
théoriques diﬀérents, celui du mendélisme et celui de la cytologie. Cette étude de cas
analysera dans le détail la manière dont la construction et l'interprétation des cartes
génétiques par diﬀérents généticiens est guidée par leurs engagements théoriques, et
manifestent leurs versions du mendélisme.
Chapitre 8
Mendélisme et cytologie :
de quoi parle la génétique
classique ?
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Émile Zola, Arbre généalogique des Rougon-Macquart annoté, 1892. Imprimé avec corrections autographes,
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Ce chapitre et le suivant, consacrés à la génétique classique, sont destinés à mettre
en ÷uvre la démarche suggérée et les outils proposés dans les chapitres précédents. À
la diﬀérence d'une approche qui consisterait à déﬁnir la génétique classique comme
une théorie identiﬁable à une structure hypothético-déductive, je me propose de la
caractériser comme un certain type d'activité théorique en repérant un ensemble
de méthodes et de pratiques représentationnelles typiquement mises en ÷uvre dans
l'analyse classique des problèmes de l'hérédité.
La génétique classique a pour objet l'explication et la prédiction de la transmis-
sion héréditaire des caractères chez les êtres vivants. Un des phénomènes dont elle
doit typiquement rendre compte est celui de la  réapparition , chez un individu,
de certains caractères de ses ancêtres, momentanément  disparus  à la génération
précédente : par exemple, le fait qu'un enfant né de deux parents aux yeux bruns
puisse avoir les yeux bleus. Pour expliquer ces phénomènes, la génétique classique fait
l'hypothèse de l'existence de facteurs héréditaires  les  gènes   responsables des
caractères apparents des individus, mais eux-mêmes inobservables. L'analyse clas-
sique de l'hérédité est celle de la transmission de ces facteurs héréditaires, qu'elle
décrit au moyen de lois probabilistes ; elle ne dit rien, en revanche, de leur nature ni
de leur mode d'action (la manière dont ils causent les caractères).
Cette dernière caractéristique fait de la génétique classique une science hautement
 abstraite   elle est également appelée  génétique formelle  (voir Morange, 2003,
p. 26)  au sens où les entités dont elle parle et dont elle décrit le comportement
(les gènes) n'ont pas de nature bien déﬁnie. Plus exactement, ce sont des unités
hypothétiques introduites dans les raisonnements destinés à prédire et expliquer la
transmission des caractères, sans que soit faite aucune hypothèse explicite sur leur
nature. Malgré la complexité des processus étudiés par la génétique moléculaire,
née en 1953 avec la découverte par James Watson et Francis Crick (1953a; 1953b)
de la structure en double hélice de l'ADN, elle est, de ce point de vue, beaucoup
moins abstraite. Ses concepts, et celui de gène en premier lieu, sont certes diﬃciles à
saisir de manière univoque (voir Waters, 1994; Burian, 1985b, 2005; Kitcher, 1982a;
Rheinberger, 2000; Rheinberger et Müller-Wille, 2007) mais il est relativement aisé de
spéciﬁer la nature des entités dont elle décrit le comportement : ce sont des molécules,
et les phénomènes qu'elle décrit sont des processus chimiques.1
Née de la redécouverte des travaux de Mendel en 1900, la génétique classique a été
principalement développée au cours des premières décennies du vingtième siècle par
les travaux de Thomas Morgan et de ses élèves à l'Université de Columbia ; ces der-
1Pour une analyse des diﬃcultés rencontrées dans l'enseignement de la génétique classique, en
raison même de cette abstraction qui la caractérise, voir les réﬂexions du didacticien Guy Rumelhard
(1986).
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niers, par l'élaboration de techniques expérimentales et l'introduction de nouveaux
types de représentation des phénomènes destinés à rendre compte d'importantes dé-
couvertes empiriques, aboutissent dès les années 1920 à la formulation d'un ensemble
de concepts qui sont peu ou prou ceux que l'on enseigne aujourd'hui encore sous le
nom de  génétique classique .
À cette période (dès les années 1910), le développement de l'étude mendélienne
des phénomènes héréditaires est lié à celui d'une hypothèse au niveau cytologique
(c'est-à-dire au niveau des processus cellulaires), celle selon laquelle les chromosomes
sont le support matériel des gènes. Cette hypothèse, que l'on appelle couramment la
 théorie chromosomique de l'hérédité , est généralement considérée comme une des
composantes de la génétique classique.
Historiquement, on peut décrire la théorie chromosomique de l'hérédité comme
une première étape vers la matérialisation des gènes (voir Jacob, 1970; Gayon, 2000),
avant la révolution moléculaire qui ouvre la perspective d'une compréhension de la
nature chimique et du mécanisme d'action de gènes : il y aurait ainsi le mendélisme
 pur , selon lequel le gène est une unité abstraite, puis la génétique chromosomique
qui conçoit le gène comme un segment de chromosome, et enﬁn la génétique molécu-
laire, dont on peut dire qu'elle fait du gène une séquence d'ADN, même si c'est une
simpliﬁcation abusive.
Il convient de préciser ce en quoi consiste cette  matérialisation progressive .
Ses étapes successives, en eﬀet, ne peuvent pas simplement être décrites comme des
approfondissements et des développements du mendélisme. En particulier, le  pas-
sage  du mendélisme pur à la génétique classique et celui de la génétique classique
à la génétique moléculaire ne sont pas de même nature. S'il est vrai que la géné-
tique classique, en tant qu'elle inclut l'hypothèse chromosomique, semble faire du
gène une unité moins abstraite que le mendélisme pur, elle ne contient cependant
pas de déﬁnition précise de la nature matérielle des gènes ; les modalités même de la
 localisation  des gènes  sur  les chromosomes restent l'objet de spéculations et
aucune thèse consensuelle ne se dégage à ce propos. Les recherches des généticiens
et des cytogénéticiens dans les années 1930 et 1940, en conduisant progressivement
à l'élucidation de la nature chimique des gènes  qui sera l'objet de la génétique
moléculaire  ne modiﬁent pas particulièrement les composantes théoriques de la gé-
nétique classique, telle que Morgan et ses élèves la comprennent et la pratiquent dans
les années 1920, et telle qu'elle est encore enseignée et utilisée aujourd'hui. Autre-
ment dit, la génétique classique, même sous-tendue par l'hypothèse selon laquelle les
chromosomes sont le support matériel des gènes, est conceptuellement indépendante
des hypothèses sur la nature matérielle des gènes.
Un des buts principaux de ce chapitre est d'analyser l'articulation des diﬀérentes
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composantes théoriques de la génétique classique  celles du mendélisme pur et celles
de la théorie chromosomique. La question de l'identité de la génétique classique a sou-
vent été abordée par les philosophes des sciences ; la plupart du temps, le but d'un tel
examen est de répondre à la diﬃcile question des relations entre génétique classique
et génétique moléculaire (voir Schaﬀner, 1969b; Hull, 1972, 1974, 1979; Kitcher, 1984;
Waters, 1990). Aﬁn de savoir si l'on peut considérer, comme le suggèrent les biolo-
gistes et certains philosophes (en particulier Schaﬀner, 1969b; Waters, 1990), que les
développements de la génétique moléculaire ont opéré une réduction explicative de
la génétique classique, il faut au préalable déﬁnir ce que l'on entend par  génétique
classique . Ce problème est généralement abordé dans une perspective qui consiste à
reconstruire la structure hypothético-déductive des deux théories (génétique classique
et génétique moléculaire) aﬁn d'en étudier, ensuite, les relations. Une telle recons-
truction contribue à  aplanir  les diﬀérentes composantes de la génétique classique
et à gommer la distinction entre mendélisme pur et hypothèse chromosomique. Par
contraste, l'analyse que je propose des pratiques représentationnelles caractéristiques
du mendélisme et de l'étude des chromosomes contribue à souligner cette distinction,
et permet d'analyser la manière dont les diﬀérentes hypothèses constitutives de la
génétique classique s'articulent.
Dans la section 1, consacrée à la présentation des composantes théoriques de
la génétique classique, je propose d'isoler, au sein de la génétique classique, ce que
j'appellerai le mendélisme  pur , qui n'inclut pas l'explication des phénomènes
génétiques au niveau cytologique, en montrant qu'il est identiﬁable à une méthode
expérimentale et à un symbolisme introduits par Mendel et raﬃnés par les généticiens
du début du vingtième siècle. Par contraste, je montrerai que l'explication cytologique
des phénomènes génétiques repose sur des méthodes et l'utilisation de représentations
d'un type diﬀérent.
Je cherche ensuite (section 2) à montrer qu'une telle approche de l'activité théo-
rique permet d'aborder un problème classique comme celui des relations inter-théoriques
de façon nouvelle. Pour cela, je présente la manière dont Philip Kitcher (1984) pro-
pose de caractériser la génétique classique et ce qu'il en appelle les  versions . Bien
que mon approche soit, sous plusieurs aspects, l'héritière de la sienne, je montrerai
que sa démarche reste empreinte d'une conception des théories dont la mienne se
démarque plus nettement. Je suggérerai en particulier que l'analyse des types de re-
présentations utilisées par les théoriciens, qui conduit à distinguer nettement entre
le mendélisme pur et la théorie chromosomique, permet d'aborder la question de la
diversité des versions de la génétique classique d'une manière diﬀérente de celle de
Kitcher. L'étude de cas du chapitre suivant mettra ainsi en évidence, par l'analyse
des débats relatifs à la construction et à l'interprétation des cartes génétiques dans
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les années 1920, une grande diversité d'approches du mendélisme et de l'hypothèse
chromosomique au sein même de la communauté des généticiens, à une même époque.
1 Les composantes théoriques de la génétique classique
Le champ disciplinaire de la génétique classique est né en 1900, avec la redécou-
verte simultanée par trois botanistes européens, Hugo de Vries (1900) en Hollande,
Carl Correns (1900) en Allemagne et Erich von Tschermak (1900) en Autriche, des
lois que Gregor Mendel (1866) avait établies à partir de ses expériences d'hybridation
trente-quatre ans plus tôt sans que son travail soit reconnu.2 Les années qui suivent
sont celles de l'institutionnalisation de la discipline3, de la clariﬁcation des hypo-
thèses théoriques et du renforcement des fondements méthodologiques du nouveau
programme de recherche. William Bateson en Angleterre (voir Olby, 1987; Dunn,
1965, chapitre 6) et Lucien Cuénot en France étendent les lois de l'hérédité décou-
vertes à propos des plantes (les expériences conduisant à dégager ces régularités sont,
au départ, le fait d'hybrideurs travaillant à l'amélioration des plantes) au monde
animal. C'est en 1905 que William Bateson baptise le nouveau champ  génétique 
(Dunn, 1965, p. 69).4 Le même Bateson souligne l'importance des travaux de Mendel
en traduisant en 1901 son mémoire en anglais.
La période de développement la plus intense de la génétique mendélienne, par
l'école de Morgan à Columbia, également appelée  groupe de la drosophile  en
raison de son choix comme organisme modèle de Drosophila melanogaster, la mouche
du vinaigre, s'étend sur les décennies 1910, 1920 et 1930. Le développement, par ce
groupe, de la théorie chromosomique de l'hérédité, selon laquelle le support matériel
des gènes est constitué par les chromosomes, contribue à promouvoir l'émergence de
la génétique classique telle qu'on l'enseigne encore aujourd'hui.5
Dans ce qui suit, je n'inclus pas la théorie chromosomique de l'hérédité dans ce
que l'on pourrait appeler le mendélisme  pur . Je réserverai l'expression  génétique
mendélienne  pour désigner ce dernier, et je parlerai de  génétique classique  pour
l'analyse classique générale des phénomènes héréditaires, incluant leur explication au
2Pour une étude des raisons pour lesquelles le travail de Mendel a été négligé par ses contempo-
rains, voir par exemple (Brannigan, 1985; Macroberts, 1985; Weinstein, 1962). En ce qui concerne
le  mendélisme  de Mendel, voir (Olby, 1985).
3Pour une analyse du contexte social qui permet la naissance de la génétique comme discipline,
voir (Gayon, 1995).
4Ce n'est que quatre ans plus tard que le terme  gène  est introduit par Willem Joannsen
(1909) pour désigner l'unité hypothétique de transmission des caractères.
5Pour le détail des changements théoriques introduits de 1900 à 1920 par les généticiens classiques,
voir (Darden, 1991).
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niveau cytologique, par opposition à l'analyse moléculaire.6 On verra en eﬀet que
les composantes théoriques principales de ce que Morgan (1928) appelle  la théo-
rie du gène  sont conceptuellement indépendantes de l'hypothèse chromosomique.
L'articulation de ces deux ensembles d'hypothèses théoriques dans la pratique des
généticiens des années 1920 est un des objets principaux de ce chapitre et du suivant.
Avant de les présenter, je propose d'examiner brièvement l'apport qui a eﬀective-
ment été celui de Gregor Mendel. Mon propos n'est pas d'évaluer dans quelle mesure
Mendel était mendélien ni d'analyser les raisons de la négligence de son travail par
ses contemporains. Cependant, une des hypothèses fondamentales des arguments de
ce chapitre et du suivant est que Mendel, quelle que fût sa théorie de l'hérédité, a in-
troduit une méthode expérimentale et surtout un symbolisme destiné à en présenter
et en expliquer les résultats, qui sont caractéristiques de la génétique mendélienne
tout au long de son histoire. Prêter attention à cette méthode et à ce symbolisme
permet d'isoler ce que j'appelle le  mendélisme pur .
Après avoir déﬁni la méthode et le symbolisme mendéliens (section 1.1), je présen-
terai (section 1.2) les composantes théoriques de la théorie du gène, c'est-à-dire de ce
que j'appelle le mendélisme  pur , puis (section 1.3), la théorie chromosomique de
l'hérédité. Enﬁn (section 1.4), j'examinerai le type de représentation utilisé en cytolo-
gie et je le comparerai avec le symbolisme mendélien. Cela me permettra d'identiﬁer
les types de représentations propres aux deux composantes théoriques principales de
la génétique classique, le mendélisme  pur  et la théorie chromosomique de l'héré-
dité.
1.1 Méthode expérimentale et symbolisme mendéliens
Mendel procède à des expériences de croisement ou d'hybridation sur des plantes,
en particulier le petit pois Pisum sativum.7 De l'observation des caractères apparents
des individus des générations successives issues de ces croisements, Mendel établit les
proportions des fréquences relatives de diﬀérents caractères. Pour le croisement de
deux espèces8  souches  présentant une diﬀérence constante concernant un caractère
6Ce choix est uniquement destiné à la clarté de mon propos ; il ne prétend pas suivre l'usage
courant qui, à ma connaissance, consiste à employer l'une et l'autre expressions indiﬀéremment.
7Ce choix est guidé par un remarquable talent d'expérimentateur : sur ce point, voir le mémoire
original de Mendel (1866) et (Giordan, 1989).
8Il convient de souligner que le terme d'espèce n'a pas, ici, tout à fait le même sens qu'aujourd'hui
(et il n'est pas même stabilisé aujourd'hui). Ce dont il s'agit dans les expériences de Mendel s'ap-
pellerait aujourd'hui  souches consanguines ,  lignées consanguines  ou encore  lignées pures ,
c'est-à-dire le produit d'une succession de croisements consanguins destinés à réduire la variabi-
lité génétique à zéro (ou presque) et permettre une grande stabilité des caractères au travers des
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(par exemple, la couleur du pois, qui peut être verte ou jaune)9, il constate, à la
première génération d'hybrides F1, que tous les individus présentent le même état de
caractère (jaune). À la deuxième génération d'hybrides F2 (issue de l'autofécondation
de F1), il observe une proportion de trois individus de couleur jaune pour un individu
de couleur verte.
L'autofécondation, à son tour, de la génération F2 permet à Mendel de constater
la  réapparition  de l'état de caractère vert dans les générations issues d'individus
présentant l'état de caractère jaune. Cette observation conduit Mendel à supposer la
transmission d'éléments pouvant rester à l'état latent dans les cellules germinales et
se manifester aux générations ultérieures. Son innovation essentielle, qui a valu aux
lois de l'hérédité leur nom de  mendéliennes , est l'analyse qu'il propose alors du
ratio de 3 pour 1 observé à la génération F2. Supposant que, parmi les individus pré-
sentant la couleur jaune, certains portent un élément à l'état latent responsable de la
réapparition de l'état de caractère vert dans leur descendance, il décompose le ratio
3 : 1 en 1 : 2 : 1. Cela signiﬁe que sur les trois individus jaunes, un seul porte, dans
ses cellules germinales, le caractère souche, et les deux autres, tout en ayant la même
apparence (en présentant l'état de caractère jaune), portent en fait les éléments res-
ponsables des deux états de caractère dans leurs cellules germinales.10 Ainsi, Mendel
propose par là-même d'analyser les données numériques obtenues par expériences de
croisement comme signiﬁcatives d'un niveau d'organisation non observable.
En outre, pour expliquer ce ratio qu'il analyse comme cachant un autre ratio,
Mendel introduit, en 1865, le symbolisme qui va rester celui de la génétique men-
délienne. Il propose de représenter les diﬀérents types de cellules germinales par
des lettres, en fonction des caractères (ou des éléments responsables des caractères)
qu'elles portent. Pour un même caractère, une même lettre, en majuscule ou mi-
nuscule pour les deux états de caractères diﬀérents, par exemple, A et a. Il appelle
 dominants  les caractères qui  sont transmis entièrement, de manière presque
inchangée au cours de l'hybridation, et qui constituent par conséquent les caractères
de l'hybride  et  récessifs   ceux qui deviennent latents  (Mendel, 1866).11 Chez
croisements entre individus d'une même lignée. Les espèces (quelle que soit leur déﬁnition), sont au-
jourd'hui perçues comme des entités naturelles (et non des créations artiﬁcielles) au sein desquelles
la variabilité génétique est possible. Merci à Patrice David pour ces précisions.
9Pour plus de clarté, on distingue habituellement le  caractère  (par exemple la couleur ou la
forme du pois) de l' état de caractère  (par exemple, vert ou jaune, lisse ou ridé). Cette terminologie
n'est cependant pas celle de Mendel, et il est diﬃcile de la maintenir rigoureusement pour décrire
ses travaux, comme il apparaîtra bientôt.
10Comme on va le voir, il est diﬃcile d'établir clairement la manière dont Mendel concevait cet
élément latent.
11 L'expression récessif a été choisie parce que les caractères ainsi désignés se retirent ou dispa-
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les hybrides qui présentent le caractère dominant mais chez qui le caractère récessif
existe à l'état latent, il propose de désigner la cellule germinale par Aa . Il explique
donc le ratio de 3 pour 1 par la formule suivante : A+ 2Aa+ a.12
Mendel se contente de ce symbolisme mathématique élémentaire, et on ne trouve
aucune ﬁgure dans son mémoire. Plus tard, les diagrammes appelés  carrés de Pun-
nett  permettront une compréhension plus évidente de ce résultat en le présentant
sous la forme d'un tableau à double entrée (voir ﬁgure 36). Cette présentation sous
forme de tableau implique cependant l'adoption d'une hypothèse supplémentaire,
celle de l'existence de  facteurs  présents par paires dans chaque cellule.
Mendel ne fait pas explicitement une telle hypothèse. La question de savoir s'il
concevait l'existence de tels facteurs, c'est-à-dire d'éléments sous-jacents dans les
cellules germinales, est débattue. Les lettres qu'il emploie réfèrent explicitement à des
types de cellules germinales et il est diﬃcile de savoir comment Mendel se représentait
l'existence du caractère latent dans ces cellules. Olby (1985) soutient que Mendel
s'occupait des caractères observables et n'a pas proposé d'explication qui postule des
paires de facteurs mutuellement exclusifs pour chaque caractère. D'ailleurs, il convient
de noter que, pour les cellules  souches  ( homozygotes  dans le vocabulaire de la
génétique), il emploie une seule et unique lettre ; c'est Bateson qui, en 1902, introduit
la double lettre majuscule ou minuscule pour désigner les homozygotes dominants
ou récessifs, sans mentionner que Mendel ne le faisait pas. Quelles que soient les
conceptions qui étaient eﬀectivement celles de Mendel, notons que l'introduction du
symbolisme A+ 2Aa+ a pour exprimer les ratio observés permet une interprétation
en termes d'éléments présents dans les cellules germinales ; ce symbolisme est au c÷ur
du développement ultérieur de la génétique mendélienne.
Par la suite, les acteurs de la génétique classique se livreront à des réﬂexions et
des débats explicites sur la meilleure manière d'adapter ce symbolisme aux diﬀérentes
hypothèses théoriques et aux découvertes empiriques. Par exemple, William Bateson,
proposant l'hypothèse de la  présence-absence , selon laquelle l'état de caractère
récessif correspond à l'absence du facteur responsable de l'état de caractère dominant
propose de remplacer l'expression Aa  par l'expression A0 . Pour rendre compte
des cas d'allélomorphes multiples, c'est-à-dire des cas où il existe plus de deux états
raissent entièrement dans les hybrides, mais réapparaissent néanmoins de manière inchangée dans
leur descendance  (Mendel, 1866).
12Une des diﬃcultés de lecture des textes de Mendel est que le symbolisme ne reﬂète pas de manière
évidente la distinction entre génotype et phénotype, c'est-à-dire entre les gènes responsables des
caractères (les  éléments latents  chez Mendel) et les caractères apparents eux-mêmes. Aujourd'hui,
on note entre crochets le phénotype  par exemple [A]  et entre parenthèses ou sans rien le génotype
 par exemple (Aa). Merci à Patrice David pour cette remarque.
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possibles pour un caractère, l'école de Morgan remplacera l'expression  Aa  par
une lettre représentant le caractère, accompagnée d'un  +  quand il s'agit du type
sauvage (Morgan 1913).13
Ces diﬀérents choix ne remettent cependant pas en cause, en général, l'idée même
qui est au c÷ur de ce symbolisme, celle d'une combinatoire des particules hérédi-
taires, particules que l'on peut faire intervenir dans les calculs sans que cela implique
d'hypothèse déﬁnie sur leur nature. Quels que soient les symboles que l'on choi-
sit14, et quelles que soient les éventuelles hypothèses sur la nature de leurs référents
(les gènes), l'utilisation des mathématiques combinatoires dans l'analyse du mode de
transmission des caractères héréditaires n'est pas remise en cause. Comme on va le
voir, un des aspects essentiels de la conception mendélienne de l'hérédité réside dans
cette combinatoire des particules héréditaires, mise en pratique dans les expériences
de croisement reposant sur le choix de caractères diﬀérentiels et dans le symbolisme
permettant d'en exposer les résultats.
Je propose donc, comme hypothèse de travail, de considérer le formalisme mini-
mal introduit par Mendel et développé par ses redécouvreurs comme exprimant le
c÷ur de la génétique mendélienne. Je l'appellerai  symbolisme mendélien  et je dé-
signerai par  technique  ou  méthode expérimentale mendélienne  les expériences
d'hybridation basées sur la sélection de paires de caractères diﬀérentiels.
1.2 La théorie du gène dans les années 1920
Au cours des dernières décennies du dix-neuvième siècle, on assiste au dévelop-
pement de quelques unes des conceptions fondamentales qui structurent la biologie
actuelle et conduisent, au tournant du siècle, à la redécouverte des lois de Mendel.15
En particulier, le concept d'hérédité prend progressivement le sens qu'il a dans le
cadre de la génétique mendélienne, lui permettant de devenir un champ de recherche
autonome.16 C'est à celle-ci, telle que Morgan (1928) la présente au terme de deux
décennies de recherche, sous le nom de  théorie du gène , que je vais m'intéresser
13Voir les réﬂexions de Sturtevant (1965, p. 53) ainsi que de Castle (1913) qui s'interroge sur la
constance des gènes et la nécessité d'employer des lettres pour les désigner.
14Pour les besoins de l'enseignement et de la vulgarisation, il est courant que les lettres soient
remplacées par des icônes, représentant par exemple des pois de couleur jaune ou verte. Cela ne
modiﬁe pas la signiﬁcation des hypothèses ainsi exprimées.
15Pour une histoire de la découverte des lois de l'hérédité, voir (Lenay, 1990) qui reproduit des
textes fondateurs de Charles Naudin, Gregor Mendel, Charles Darwin, August Weismann, Hugo de
Vries et Lucien Cuénot en langue française, assortis d'un riche appareil critique.
16Pour une histoire du concept d'hérédité et l'analyse de manière dont il prend son sens actuel au
dix-neuvième siècle, voir (Gayon, 1994, 1995, 1997, 2000).
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ici. Dans ce qui suit, j'en expose les composantes théoriques fondamentales, en leur
apportant un rapide éclairage historique.17
1.2.1 La distinction entre génotype et phénotype
Une des composantes fondamentales de la théorie classique de l'hérédité est la dis-
tinction entre la constitution génétique d'un organisme et l'ensemble de ses caractères
observables, jointe à l'hypothèse selon laquelle ceux-ci sont déterminés par celle-là.
La distinction entre des éléments  latents  transmis par les parents, dont l'existence
 ne nous est connue que par ses eﬀets sur la postériorité de l'individu  et les éléments
 patents  ou apparents est introduite dans les années 1870 par Francis Galton (1872,
1875), contre l'hypothèse de la pangenèse18 de son cousin Darwin (1875). C'est une
dizaine d'années plus tard que le zoologiste allemand August Weismann, aujourd'hui
célèbre pour son rejet de l'hypothèse de l'hérédité des caractères acquis, propose une
autre terminologie en opposant le soma, c'est-à-dire les caractères apparents du corps
développé, et le germen, les entités génétiques héréditaires transmissibles par les cel-
lules germinales, qui sont la cause des caractères apparents.19 Finalement, Wilhelm
17Je ne détaillerai pas les aspects historiques et je n'en garde que ce qui est indispensable à
la compréhension de mon propos. Pour des comptes rendus détaillés de l'histoire de la génétique
classique, je renvoie aux sources qui ont été les miennes. Pour la période de la redécouverte et
une approche historique conceptuelle de l'ensemble du champ, voir (Gayon, 1994, 1995, 1997, 2000;
Giordan, 1989; Lenay, 1990). Pour la génétique classique, voir la littérature historique secondaire
(Darden, 1991; Carlson, 1967; Kohler, 1994; Olby, 1985; Mayr, 1982), ainsi que les histoires de type
 whiggish  écrites par les principaux acteurs (Dunn, 1965; Muller, 1951; Sturtevant, 1965; Allen,
1978) ; en ce qui concerne la littérature première, je citerai mes sources au fur et à mesure.
18Selon cette hypothèse, chacune des cellules d'un organisme émet en permanence des  gem-
mules  qui circulent dans tout le corps. Certaines d'entre elles se retrouvent dans les organes
reproducteurs, tout en conservant les propriétés distinctives de la cellule dont elles sont issues, et
gardent la capacité d'engendrer des cellules de ce type. Lors de la fécondation, les gamètes mélangent
leurs gemmules ; la genèse de l'embryon consiste ensuite dans le développement des potentialités des
gemmules. Dans la mesure où les gemmules ne sont pas des particules héréditaires, mais de petits
 bourgeons  produits à chaque instant par chacune des cellules, et où toutes les variations, selon
Darwin, sont héritées, l'hypothèse de la pangenèse implique l'hérédité des caractères acquis :  lors-
qu'un nouveau caractère apparaît, quelle que soit sa nature, il tend généralement à être hérité, au
moins temporairement, et parfois de manière plus persistante.  (Darwin, 1875, vol. 1, chap. 12) Je
reviendrai sur un autre sens important de cette hypothèse à la section suivante. Voir (Gayon, 1994,
1995, 1997).
19Weismann voit une séparation nette entre deux substances : le  plasma germinal  (ou  germi-
natif ), porteur des caractères héréditaires et le  plasma somatique , où les caractères se réalisent
concrètement dans la causalité actuelle de l'environnement. La continuité du plasma germinal entre
les générations explique la transmission des caractères. Les variations qui se produisent dans le
plasma somatique n'ont pas d'eﬀet sur le plasma germinal ; elles ne peuvent donc pas être hérédi-
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Joannsen (1909), en introduisant les termes  phénotype  et  génotype 20, fait de
cette distinction un des principes fondamentaux de la génétique.21
Cette  doctrine exacte, expérimentale de l'hérédité  (Joannsen, 1909, p. 1)
consiste en eﬀet à inférer le génotype des individus étudiés à partir de l'observation
de leur phénotype et de celui de leur descendance, obtenue au moyen d'expériences
de croisement (ou hybridation). De ce point de vue, la relation de causalité entre gé-
notype et phénotype est fondamentale. Cependant, la manière dont le génotype, joint
à l'environnement, cause eﬀectivement le phénotype  le mode d'action des gènes 
ne fait pas partie du domaine d'enquête mendélien. C'est là un deuxième aspect es-
sentiel du mendélisme, qui se concentre sur la transmission des facteurs héréditaires
(les gènes) et non pas sur leur fonction ni sur le développement de l'organisme dans
son environnement. La distinction entre génotype et phénotype s'accompagne donc,
dans la méthodologie mendélienne, de la séparation de l'étude de l'hérédité et de
la transmission des gènes d'une part de celle du développement et du mécanisme
d'action des gènes d'autre part.
Michel Morange (2003) suggère que cette séparation était indispensable, d'un
double point de vue institutionnel et méthodologique, au développement de la géné-
tique22, le mode d'action des gènes n'étant véritablement expliqué que dans le cadre
de la génétique moléculaire. Il montre que les travaux ultérieurs et les développe-
ments encore très récents de la compréhension du rôle des gènes dans le dévelop-
pement justiﬁent a posteriori l'attitude prudente de Morgan qui était  persuadé,
dans les années trente, qu'étant donné la complexité des liens unissant les gènes aux
taires. Les caractères acquis ne sont pas transmissibles, puisque le corps (soma) est le résultat du
développement des cellules germinales mais n'a pas d'inﬂuence, en retour, sur le plasma germinal.
Cette distinction opérée par Weismann avait déjà été suggérée par Pierre-Philippe de Vilmorin et
son ﬁls Louis de Vilmorin, puis par Galton (voir Gayon, 1995).
20À propos de cette distinction, voir (Lewontin, 1992).
21Comme me l'a signalé Patrice David, il convient cependant de ne pas assimiler la distinction
génotype-phénotype avec la distinction plasma germinal-plasma somatique. En eﬀet, le plasma ger-
minal, pour Weismann, est une matière aussi bien que le plasma somatique ; c'est la continuité
matérielle du plasma germinal au travers des cellules germinales (c'est-à-dire sexuelles), et son étan-
chéité matérielle avec le soma, qui expliquent l'impossibilité de transmettre des caractères acquis
par l'inﬂuence de l'environnement sur le soma. Mais il s'agit bien de matière et non d'information
abstraite (comme l'est le génotype). On peut très bien actuellement, grâce au clonage, parler du
génotype d'une cellule somatique, ou, dans les cas de recombinaisons mitotiques chez la drosophile
par exemple, parler d'une cellule somatique de génotype XX voisinant avec une autre de génotype
Y Y Y .
22Seuls des  rebelles , critiques de la génétique formelle, comme Charles Waddington et Richard
Goldschmidt, s'intéressent au rôle des gènes dans le développement embryonnaire (Morange, 2003,
p. 35).
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caractères, l'étude de ces liens était encore prématurée  (Morange, 2003, p. 36).23
La distinction entre les problèmes de l'hérédité et ceux du développement est
en eﬀet explicitement assumée par Morgan comme une nécessité méthodologique,
qu'il présente comme la meilleure voie d'accès à une compréhension ultérieure du
mécanisme d'action des gènes :
À plusieurs occasions, j'ai insisté sur l'importance de distinguer, au moins pour
le moment, les questions relatives à la distribution des gènes dans les générations
successives de celles relatives à l'action physiologique des facteurs génétiques au
cours du développement [...]. On a pu aﬃrmer qu'une telle procédure limite le
champ légitime de l'hérédité à un processus qui ne va pas plus loin que celui d'un
jeu de cartes, puisque le mendélisme se réduit à mélanger le jeu à et repartir
avec une nouvelle  main  à chaque génération. Mon plaidoyer est, je le crains,
fondé en grande partie sur des considérations d'opportunité, qu'il serait trop
facile d'interpréter comme une étroitesse d'esprit ; pour autant, j'espère être
parmi les premiers à accueillir une contribution réelle concernant la nature des
gènes, fondée sur les changements chimiques qui se produisent dans l'embryon
où les produits des gènes montrent leurs eﬀets. En fait, je ne connais pas de voie
plus directe qui puisse nous faire espérer, à terme, des découvertes concernant
la nature des entités matérielles que nous concevons comme des gènes dans les
cellules germinales. (Morgan, 1917)
Comme on va le voir maintenant, cette séparation de l'étude de l'hérédité et de celle
du développement s'accompagne, dans les travaux des mendéliens, d'une conception
des gènes qui en fait des unités abstraites, et qui se manifeste, elle aussi, dans le
symbolisme utilisé pour représenter les phénomènes héréditaires.
1.2.2 Les gènes : entités discrètes et stables
Un autre aspect fondamental du mendélisme réside en eﬀet, comme je l'ai évoqué
dans ma présentation du symbolisme introduit par Mendel, dans la manière dont on
représente les entités génétiques héréditaires, supposées causer les caractères appa-
rents. Ce symbolisme acquiert la signiﬁcation qu'il a dans la génétique mendélienne
proprement dite au terme d'une évolution conceptuelle mise en lumière par Jean
Gayon (1997, 1994, 1995, 2000), qui marque le passage d'une conception de l'hé-
rédité comme force à une conception de l'hérédité comme structure. Cette dernière
conception s'accompagne, dans le mendélisme, d'une représentation des éléments hé-
réditaires du  germen  sous la forme de particules discrètes et stables, dont la
structure de l'assemblage détermine les caractères apparents des organismes.
Selon Jean Gayon (1994, 1997, 2000), un des principaux promoteurs de cette
23À ce sujet, Michel Morange renvoie à (Allen, 1978, chap. 9).
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conception est Charles Darwin, critique vigoureux de l'idée d'hérédité comme  force
vive . Son hypothèse  provisionnelle  de la pangenèse, selon laquelle chacune des
cellules d'un organisme vivant génère, tout au long de sa vie, des  gemmules  qui
en retiennent les caractères distinctifs et se retrouvent en partie dans les cellules
germinales, jouant alors le rôle de particules héréditaires, contient en réalité deux
hypothèses distinctes.
La première est que les gemmules sont produites par les cellules somatiques, d'où
elles sont transportées vers les cellules germinales. De ce point de vue, l'hypothèse de
la pangenèse  est la forme la plus extrême d'hérédité des caractères acquis qui ait
jamais été formulée  (Gayon, 1994).24
La seconde est une  hypothèse de nature particulaire sur le mode de transmission
des caractères  (Gayon, 1994), selon laquelle  les cellules germinales contiennent un
matériau spécial qui enferme les caractères héréditaires de l'organisme  (Gayon,
1997). Cette seconde hypothèse, jointe aux progrès de la cytologie, est, selon Jean
Gayon (1997) à l'origine du développement de la notion de plasma germinal par Weis-
mann (1889) et de Vries (1889) et de leurs spéculations sur les particules héréditaires.
La notion de  pangènes , introduite par de Vries (1889) pour désigner les détermi-
nants héréditaires contenus dans les noyaux des cellules germinales,  supposés être
de petits organites doués des propriétés fondamentales de la vie  (Gayon, 1997),
est à l'origine du terme de  gène  apparu en 1909. Ainsi, une fois évacuée la thèse
de l'hérédité des caractères acquis par l'établissement d'une distinction nette entre
plasma germinal et cellules somatiques, l'hypothèse darwinienne de la pangenèse rend
possible la conception de déterminants héréditaires discrets et stables.
Débarrassée de son aspect lamarckien (les  pangènes  devenant de pures unités
de transmission [...]), et réinterprétée dans un langage mendélien, l'hypothèse
 provisionnelle  de Darwin a constitué la matrice ontologique (et terminolo-
gique) des  gènes . (Gayon, 1994)
Comme le souligne Jean Gayon (1994, 1997, 2000), décrire le plasma germinal
comme constitué de déterminants particulaires permet d'aborder le problème de l'hé-
rédité comme celui de la structure selon laquelle ces déterminants sont assemblés à
chaque génération, plutôt que comme celui de leur passé. Cette conception de l'héré-
dité comme structure d'éléments particulaires s'oppose à une conception de l'hérédité
comme force d'intensité variable, dont l'étude implique la prise en compte du passé de
cette force : selon cette conception, défendue et mathématisée au moyen de la statis-
tique par les biométriciens Francis Galton et Karl Pearson (1898), plus un caractère
a été transmis sans hybridation, plus la force héréditaire  dont les biométriciens font
24Voir note 18.
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une grandeur mesurable  est puissante.25
[...] une fois intégrées dans les cellules germinales, les gemmules darwiniennes y
ont le statut d'unités de transmission, échantillonnées et recombinées à chaque
génération. Dès lors, ce qui importe, c'est la structure, et non le passé de ces
assemblages. (Gayon, 1994)
Pour reprendre l'expression de Morgan (1917) citée précédemment (page 436), le
mendélisme conçoit bien, en un sens, l'hérédité comme un problème consistant à
 repartir avec une nouvelle main à chaque génération .
Quelle que fût, encore une fois, la signiﬁcation que Mendel attribuait eﬀectivement
aux symboles qu'il utilisait, sa méthode expérimentale et son recours aux mathéma-
tiques combinatoires pour étudier les phénomènes héréditaires oﬀraient bien le cadre
adéquat pour développer et exprimer une théorie consistant à  considérer le maté-
riel génétique non pas comme une grandeur mesurable, mais comme une structure
spéciﬁque, qui s'exprime dans des croisements  (Gayon, 2000, pp. 77-79).
[La méthodologie mendélienne] a mis au premier plan l'idée d'une combina-
toire des caractères, en lieu et place d'une spéculation sur le lignage. Dans la
vision prémendélienne de l'hérédité, celle-ci est quasiment synonyme de  des-
cendance  (ou, en français moderne,  l'ascendance , le réseau des ancêtres).
Le concept d'hérédité ancestrale [...] revient à penser l'hérédité d'un individu
comme sommation des inﬂuences reçues de tous les ancêtres. Le parti-pris mé-
thodologique du mendélisme est totalement diﬀérent. Un mendélien s'intéresse
avant tout à la structure génotypique des individus. Une fois établie pour deux
parents, cette structure suﬃt à déterminer en nature et en proportions les struc-
tures génotypiques des enfants. (Gayon, 1994)
En outre, comme je l'ai signalé, l'emploi de ce symbolisme n'implique aucune hy-
pothèse déﬁnie sur la nature des déterminants héréditaires : si l'objet du mendélisme
est bien la transmission de ces déterminants constituant le génotype des individus,
ils ne peuvent pas être observés et restent, dans le cadre de la génétique classique,
des entités hypothétiques dont la nature matérielle et la structure sont inconnues.
Ainsi déﬁnie, la génétique mendélienne a un caractère éminemment  abstrait , au
sens où les entités dont elle parle et dont elle décrit le comportement aﬁn d'expliquer
la transmission des caractères apparents des individus sont elles-mêmes des entités
abstraites. Les prédictions et les explications génétiques reposent sur la manipulation
de symboles qui font référence à des entités abstraites et inobservables ; les diﬀérentes
hypothèses possibles sur la nature de ces entités n'ont pas de rôle à jouer dans les
explications génétiques.
Jusqu'à la révolution moléculaire, le gène est donc un  être de raison, [...] qui se
25Sur le programme des biométriciens, voir (Gayon, 1992, 1996a, 1997).
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présente comme une entité sans corps, sans épaisseur, sans substance  (Jacob, 1970,
p. 246), dont les eﬀets sont étudiés au moyen des résultats visibles et quantiﬁables
des expériences de croisement. Des aspects identiﬁables du phénotype sont supposés
déterminés par les gènes dont le mécanisme d'action est une boîte noire, et sont
utilisés comme des indicateurs de la structure du génotype.26
Comme on le verra, la théorie chromosomique de l'hérédité propose une explica-
tion mécanique de la transmission de ces facteurs, en aﬃrmant que les chromosomes
en sont le support matériel ; cependant, elle ne dit encore rien de la nature chimique
du gène et de son mécanisme de l'action. Comme l'aﬃrme Morgan lors de son discours
de réception du prix Nobel en 1933, le niveau d'analyse de la théorie mendélienne
ne requiert même pas que le gène ait eﬀectivement une existence matérielle :  Au
niveau auquel les expériences génétiques se situent, que le gène soit une unité hy-
pothétique ou une particule matérielle ne fait pas la moindre diﬀérence.  (Morgan,
1935, pp. 347-348)27
Pour résumer ce qui précède, la méthode mendélienne repose sur le traitement
quantitatif28 de données obtenues par des expériences de croisement (ou hybridation).
Ces données permettent d'inférer le génotype d'une génération d'individus à partir
des données relatives aux phénotypes de leur descendance. Les facteurs héréditaires
supposés responsables des caractères apparents sont représentés comme des entités
discrètes et stables, sans aucune hypothèse sur leur nature et leur mode d'action. Le
mode de transmission de ces facteurs de génération en génération est décrit au moyen
de deux principes, appelés  lois de Mendel .29
26 Dans cette pratique, des aspects identiﬁables du phénotype, supposés directement déterminés
par les gènes selon un mécanisme consciemment laissé dans une boîte noire, étaient utilisés comme
des indicateurs ou des fenêtres permettant d'avoir un aperçu de la structure formelle du génotype. 
(Rheinberger et Müller-Wille, 2007)
27Les recherches des années 1930 aux années 1950 se caractérisent par une grande incertitude
sur la nature et le mode d'action du matériel génétique et par plusieurs découvertes qui ébrèchent
certaines des conceptions classiques du gène et appellent l'explication au niveau moléculaire. Ces
modiﬁcations ne remettent pas fondamentalement en cause, cependant, les principes mendéliens de
l'hérédité, tels qu'on les enseigne encore aujourd'hui. Pour une histoire du concept de gène, dans
le cadre classique, puis dans le cadre moléculaire, voir (Morange, 2003; Rheinberger, 2000; Kitcher,
1982a).
28Par là, je veux dire que les données relatives aux phénotypes des individus sont traitées quan-
titativement. Cette expression n'est pas à comprendre comme désignant la génétique dite  quanti-
tative , qui est la génétique des caractères dont l'observation passe par une mesure.
29Ces deux lois ne ﬁgurent pas en tant que telles dans le mémoire de Mendel. Le premier principe
est présenté comme une  loi  ou encore  règle  à partir des mémoires des redécouvreurs en 1900.
Le second ne sera explicitement distingué du premier que dans les années 1910.
440 Chap. 8. Mendélisme et cytologie
1.2.3 Les  lois de Mendel 
Chez les organismes pluricellulaires à reproduction sexuée, chaque individu pos-
sède un stock de gènes en double exemplaire, résultat d'une participation égale des
deux parents. Les diﬀérents exemplaires d'un même gène ont été baptisés  allélo-
morphes  par Bateson, puis plus simplement  allèles . Un individu possédant deux
exemplaires identiques du même gène est appelé  homozygote  pour ce gène ; dans
le cas contraire, il est  hétérozygote  (cette terminologie est introduite par Bateson
et Saunders, 1902).
Fig. 36  Expression diagrammatique de la première loi de Mendel par l'exemple du croisement
de pois de grande taille (tall) avec des pois de petite taille (short). La génération parentale est
représentée tout en haut. Juste en dessous, à la première génération d'hybrides F1, tous les individus
sont hétérozygotes ; ils présentent donc le caractère dominant (le caractère récessif est placé entre
parenthèse). Le résultat de l'autofécondation de la génération F1 pour la recombinaison des gamètes
à la génération F2 est présenté dans le carré, expliquant la proportion de trois pois de grande taille
pour un pois de petite taille à la génération F2 (ligne du bas). Diagramme tiré de (Morgan, 1928,
p. 2).
La première loi de Mendel, dite  loi de ségrégation  ou  de pureté des gamètes ,
aﬃrme que, lors de la formation des cellules germinales (gamètes), les deux allèles
de chacun des gènes sont séparés de sorte que chaque gamète ne contient qu'un
allèle pour chaque gène (et a une chance égale de contenir l'un ou l'autre allèle).
La progéniture reçoit donc un allèle de chacun de ses parents. Dans les cas les plus
simples où un caractère est eﬀectivement déterminé par un gène et où la dominance
est claire30, cette loi prédit que, lors du croisement de deux lignées pures31 présentant
une diﬀérence constante de caractère (par exemple la taille, grande ou petite, du pois,
30Je reviens, après l'exposé des deux lois, sur le statut de l'opposition entre dominance et réces-
sivité.
31Voir ci-dessus, note 8.
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voir ﬁgure 36), dont les individus sont par conséquent chacun homozygotes pour
ce gène, toute la progéniture de la première génération d'hybride (appelée  F1 )
présentera le caractère dominant ; elle prédit aussi que, à la génération suivante F2,
après autofécondation des individus de la génération F1, on trouvera un rapport
de 3 caractères dominants (grande taille) à 1 récessif (petite taille), qui s'explique
par le fait que l'on trouve un homozygote dominant pour un homozygote récessif et
deux hérérozygotes (présentant le caractère dominant). Si l'on désigne les deux allèles
d'un même gène par la même lettre, l'une en majuscule et l'autre en minuscule, après
autofécondation des hybrides, on trouve la proportion AA+ 2Aa+ aa.
Fig. 37  Expression diagrammatique de la deuxième loi de Mendel, par l'exemple du croisement
dihybride (couleur et forme) de Pisum sativum. Chacune des seize cases du diagramme représente
des génotypes et phénotypes également probables de la génération F2. Diagramme tiré de (Morgan,
1928, p. 9).
La deuxième loi de Mendel, dite  loi d'assortiment indépendant , est en fait une
extension de la loi de ségrégation aux cas de croisements où plusieurs caractères dif-
férentiels sont étudiés (croisements  dihybrides  pour deux caractères, par exemple,
la couleur verte ou jaune du pois, et son aspect lisse ou ridé, voir ﬁgure 37). Elle
aﬃrme que les diﬀérentes paires de gènes, au moment de la formation des gamètes,
s'assortissent indépendamment les unes des autres ; autrement dit, la ségrégation
d'une paire de gènes n'a pas d'inﬂuence sur la ségrégation d'une autre paire. Sym-
boliquement, pour deux paires de gènes désignées par les lettres A et B, on trouve
9AB : 3Ab : 3aB : ab, ce qui s'explique clairement par les combinaisons mises en
évidence dans le schéma de la ﬁgure 37.
L'opposition entre dominance et récessivité, dont on vient de voir qu'elle est assez
indispensable à l'exposé des lois de Mendel et des prédictions qu'elles permettent, est
parfois appelée  troisième loi de Mendel . Comme on l'a vu, elle est introduite en
1865 par Mendel pour rendre compte du fait que des caractères  invisibles  chez
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les hybrides peuvent  réapparaître  aux générations suivantes. Elle va cependant
progressivement disparaître du mendélisme. L'hypothèse, chez Mendel, est que, chez
les hybrides, c'est-à-dire chez des individus ne possédant pas les caractères  purs 
ou  caractères souches , les deux caractères existent dans la cellule germinale, l'un
s'exprimant (le caractère dominant) et l'autre restant à l'état latent (le caractère
récessif), ce qui donne aux hybrides la même apparence que les individus d'une des
deux espèces pures (celle possédant le caractère dominant). La discrimination entre
un hybride et un individu possédant un caractère souche dominant se fait par l'exa-
men des phénotypes de sa descendance : en eﬀet, le croisement d'un hybride avec
un individu homozygote récessif doit donner naissance à une certaine proportion
d'individus présentant le caractère récessif.
Dans le cadre de la théorie du gène proprement dite, la distinction entre domi-
nance et récessivité n'a pas vraiment sa place, pour plusieurs raisons. D'abord, on
trouve de nombreux cas de dominance partielle, qui se manifestent par des carac-
tères intermédiaires (par exemple, dans l'espèce Antirrhinum majus, les ﬂeurs issues
d'un croisement entre ﬂeurs rouges et ﬂeurs blanches sont de couleur rose). Notons
que cela n'échappait pas à Mendel : dans son mémoire, il aﬃrme avoir choisi Pisum
sativum et les sept caractères diﬀérentiels en raison du fait que, lors du croisement,
les hybrides présentaient des caractères tout à fait identiques à l'un des caractères
souches, ou alors si proches que l'on ne pouvait les en distinguer, et que l'autre ca-
ractère souche restait tout à fait invisible. Ensuite, de nombreux gènes ont plus de
deux formes diﬀérentes (allélomorphes multiples). Enﬁn, il apparaît que l'hypothèse
selon laquelle chaque gène est responsable d'un caractère est une simpliﬁcation très
abusive de la théorie mendélienne : on trouve des gènes responsables de caractères
multiples (pléiotropie) ainsi que, inversement, des caractères qui sont le résultat de
l'action combinée de plusieurs gènes (polygénie).
Comme le dit Richard Lewontin (1992, p. 138), l'hypothèse de dominance  ré-
cessivité est une hypothèse sur le développement, une hypothèse épigénétique. Dans
la théorie du gène, telle que Morgan (1928) l'énonce, la distinction n'est pas mention-
née (voir ci-dessous, page 444). La théorie du gène, comportant les deux lois dites
de Mendel, concerne uniquement la transmission des facteurs héréditaires et non pas
l'apparence ﬁnale des organismes, conséquence de plusieurs processus causaux qui ne
dépendent pas des lois d'hérédité du matériel génétique.32
32C'est ce qui permet à Kenneth Waters (1990) d'aﬃrmer que, contrairement à une simpliﬁcation
erronée habituellement admise, le dogme central de la génétique classique n'est pas que les gènes
déterminent directement les caractères, mais qu'une diﬀérence génotypique cause une diﬀérence
phénotypique, par des mécanismes dont la complexité ne sont pas l'objet de la génétique classique,
mais deviendront ceux de l'analyse moléculaire. D'ailleurs, l'hypothèse de dominance  récessivité
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1.2.4 Liaison partielle et crossing-over
La dernière composante théorique principale de la génétique mendélienne des
années 1920 est tout à fait absente du mémoire de Mendel ; elle est constituée de
la notion de liaison partielle et de l'hypothèse, proposée par Morgan au début des
années 1910, dite du  crossing-over . Le développement de cette hypothèse, comme
on le verra au chapitre suivant, est à la fois le moteur et la conséquence de l'adoption
et de la défense, par le groupe de Morgan, de la théorie chromosomique de l'hérédité.
Elle est en est cependant conceptuellement indépendante.
À partir de 1905-1906, plusieurs expériences de croisement révèlent que certains
gènes tendent à être hérités ensemble (c'est-à-dire qu'on les retrouve liés dans plus
de 50% des cas, ce qui est la proportion attendue en raison de la loi d'assortiment
indépendant), sans pour autant que cette liaison soit complète (100%) ; on parle
alors de liaison partielle. Les gènes ainsi liés sont considérés comme faisant partie
d'un  groupe de liaison . Quand ils ne sont pas hérités ensemble, on dit qu'il y a eu
une recombinaison. Une fois les phénomènes de liaison partielle reconnus, la deuxième
loi de Mendel doit être amendée : elle ne s'applique qu'aux gènes faisant partie de
groupes de liaison diﬀérents.33
Les phénomènes de liaison partielle font l'objet, dès leur découverte, de nom-
breuses hypothèses diﬀérentes de la part des généticiens, sur lesquelles je reviendrai
plus en détail au prochain chapitre. Je ne présente, ici, que l'explication proposée
par Morgan, celle du crossing-over. Selon cette hypothèse, un échange ordonné se
produit parfois entre les portions correspondantes de deux groupes de liaison homo-
logues, expliquant les cas de liaison à plus de 50% et moins de 100%. En raison de
l'observation de certaines régularités dans les phénomènes de liaison partielle, sur
lesquelles je reviendrai en détail au prochain chapitre, Morgan aﬃrme en outre que
les gènes de chaque groupes de liaison sont ordonnés linéairement, de telle sorte que
la fréquence des crossing-over entre deux gènes est un indice de la distance qui les
sépare. Cette suggestion de Morgan, qui est à l'origine de l'invention de la technique
trouve une explication au niveau moléculaire, en termes de quantité d'eﬀet de gènes et de processus
de régulation. Comme me l'a signalé Patrice David, la  dominance  d'une paire d'allèles est elle-
même une quantité susceptible d'évoluer et / ou de changer en fonction de l'environnement ; un
allèle d'un gène A peut être clairement dominant sur a dans un certain contexte et codominant ou
récessif dans un autre contexte (par exemple en présence d'un allèle nouveau au gène B, ou dans
un environnement plus chaud ou plus froid. De même, dans le cas d'un gène à eﬀet pléiotrope sur
deux caractères, un allèle peut être dominant pour un caractère et récessif pour l'autre.
33Lindley Darden (1991, p. 139) remarque que la deuxième loi n'est explicitement distinguée de
la première qu'à partir du moment où on lui trouve des exceptions. L'expression  assortiment
indépendant  apparaît pour la première fois en 1913. Morgan et al. (1915) ne parlent pas encore
de deuxième loi ; on la trouve explicitement mentionnée dans (Morgan, 1919).
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de cartographie génétique par son élève Alfred Sturtevant, est directement liée à son
adoption de la théorie chromosomique de l'hérédité. Cette dernière en oﬀre, comme
on va le voir ci-dessous (section 1.3), une explication mécanique. Cependant, l'hy-
pothèse du crossing-over peut être adoptée comme une hypothèse génétique sur la
recombinaison des gènes sans que cela implique l'adoption de l'hypothèse chromoso-
mique. Notons d'ailleurs que, dans son énoncé de la  théorie du gène , qui résume
tous les éléments que je viens de présenter, Morgan (1928) ne fait aucune mention
des chromosomes ; les groupes de liaison pourraient avoir une base matérielle d'une
tout autre nature :
La théorie aﬃrme que les caractères d'un individu sont dus à des paires d'élé-
ments (gènes) dans le matériel germinal, lesquelles sont unies dans un certain
nombre de groupes de liaison ; elle aﬃrme que les membres de chaque paire de
gènes se séparent quand les cellules germinales sont formées, en accord avec la
première loi de Mendel, et en conséquence que chaque cellule germinale en vient
à contenir un seul ensemble d'éléments ; elle aﬃrme que les membres appartenant
à diﬀérents groupes de liaison s'assortissent indépendamment en accord avec la
deuxième loi de Mendel ; elle aﬃrme qu'un échange ordonné  le crossing-over 
se produit quelquefois entre les éléments de groupes de liaison correspondants ;
et elle aﬃrme que la fréquence des crossing-over fournit la preuve de l'ordon-
nancement linéaire des éléments de chaque groupe de liaison et de la position
relative des éléments relativement les uns aux autres. (Morgan, 1928, p. 25)
1.3 La théorie chromosomique de l'hérédité
Malgré l'indépendance des principes mendéliens de leur explication au niveau de
la cellule, considérée à la ﬁn du dix-neuvième siècle comme la base de l'organisation
du vivant, le besoin d'expliquer les phénomènes héréditaires à partir d'un support
physique s'est fait sentir dès les débuts de la génétique mendélienne. L'hypothèse, sug-
gérée à plusieurs reprises dès la ﬁn du dix-neuvième siècle34, qui va progressivement
s'imposer et donner ﬁnalement lieu à un nouveau programme de recherche dès les
années 1910, est la théorie chromosomique de l'hérédité, selon laquelle le matériel hé-
réditaire dont les lois de Mendel décrivent la transmission entre générations se trouve
sur  ou est identiﬁable à  des parties de chromosomes. L'interprétation de cette
34Lindley Darden (1991) compte au moins trois théories chromosomiques proposées au cours de
l'histoire. La première est une hypothèse purement cytologique proposée à la ﬁn du dix-neuvième
siècle par Naegeli ainsi que par Wilson : selon cette hypothèse, la chromatine porte le matériel héré-
ditaire (l' idioplasme  selon Naegeli). La deuxième est la théorie du plasma germinal de Weismann,
qui s'accompagne du rejet de l'hérédité des caractères acquis. Enﬁn, la troisième, celle qui va être
appelée à se développer et à devenir la théorie admise de façon quasi unanime à la ﬁn des années
1920, est proposée par Boveri et Sutton en 1902-1903.
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hypothèse de  localisation  des gènes sur les chromosomes ou  d'identiﬁcation 
des gènes à des portions de chromosomes varie à la fois en fonction de la manière
dont on conçoit les gènes (entités matérielles,  charges , etc.) et des hypothèses
sur les propriétés matérielles des chromosomes, dont les observations cytologiques ne
fournissent qu'une connaissance imprécise.
1.3.1 Observations cytologiques et hypothèse chromosomique
La cytologie, c'est-à-dire l'étude du comportement des cellules constituant les
êtres vivants, est une science déjà bien développée à la ﬁn du dix-neuvième siècle,
et les cytologistes ont une connaissance détaillée des étapes du processus de division
cellulaire normale, la mitose.35 En revanche, au tournant du siècle, les étapes du
processus de formation des cellules germinales  la méiose  sont encore mal connues.
Mendel s'appuie cependant sur les avancées de la cytologie et conçoit la ségrégation
en termes de formations de cellules germinales.
Au cours des années 1880 à 1809, les cytologistes commencent à considérer l'im-
portance du noyau et de la chromatine, et identiﬁent les chromosomes. C'est en 1882
que Walter Fleming, à partir de recherches sur les amphibiens, distingue dans le
noyau une partie fortement colorable, la chromatine, et une partie peu colorable,
l'achromatine. Il met en évidence que les granules de chromatine se disposent pen-
dant la mitose en ﬁlaments appelés, en 1888,  chromosomes . Walter Fleming établit
également que, pendant la mitose, les chromosomes se dupliquent et se divisent lon-
gitudinalement. S'opposent alors deux théories, qu'aucune observation cytologique
ne permet de départager, à propos des chromosomes. Selon la première, défendue
par les cytologistes Hertwig et Fick, les chromosomes se dissolvent entièrement à la
ﬁn du processus de division cellulaire pour se reformer au début du nouveau cycle.
Une seconde thèse, qui sera reprise et développée par Boveri, aﬃrme l'individualité
et l'intégrité des chromosomes tout au long de la vie de la cellule.36
En 1901, Montgomery apporte un premier argument en faveur de la continuité du
chromosome, repris par Sutton en 1902 : l'observation montre que certains chromo-
somes morphologiquement individualisables pendant la division cellulaire sont repé-
rables avec les mêmes caractéristiques à chaque division cellulaire. Les observations de
35En 1860, la constitution de la cellule, considérée comme l'unité de base de l'organisation du
vivant, est présentée par Max Schulze comme  une petite masse de protoplasme avec un noyau .
En 1875, le botaniste allemand Edward Strasburger met en évidence le phénomène de la mitose
en montrant que, chez les plantes, les noyaux dérivent toujours d'autres noyaux. La même année,
Bütschli, puis Boveri, mettent en évidence le même phénomène de mitose chez les animaux.
36Pour plus de détails techniques et bibliographiques concernant la période historique brièvement
retracée dans cette section, voir (Dunn, 1965).
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Montgomery et de Sutton montrent que pendant la première prophase de la méiose,
deux chromosomes semblables s'accolent pour se séparer avant la réalisation de la
division réductrice. Ils suggèrent alors que l'ensemble des chromosomes d'une espèce
consiste en paires de chromosomes homologues, un représentant de chaque paire étant
d'origine maternelle et l'autre d'origine paternelle. Sutton ne tarde pas à conclure que
 l'association par paires des chromosomes paternels et maternels et leur séparation
lors de la méiose pourraient constituer la base physique des lois mendéliennes de
l'hérédité .
Cependant, il convient de souligner que la théorie de Sutton, défendue égale-
ment par Boveri, ainsi que par Cannon et de Vries, n'a qu'un statut hypothétique ;
elle est suggérée par l'analogie entre, d'une part, la présence des chromosomes par
paires, chaque exemplaire étant hérité d'un des deux parents, et, d'autre part, les lois
concernant la transmission des facteurs mendéliens. Aucune observation cytologique
ne permet de conﬁrmer l'hypothèse selon laquelle les chromosomes sont eﬀectivement
le support du matériel héréditaire, et de nombreuses questions restent en suspens
concernant la relation entre les diﬀérences morphologiques des chromosomes et les
diﬀérences génétiques.
En particulier, la thèse de Boveri et Sutton de l'individualité des chromosomes,
aux sens morphologique et fonctionnel du terme, rend inconcevable le fait que les
chromosomes se brisent et échangent des parties. Elle prévoit par conséquent que
les caractères dont les facteurs sont portés par le même chromosome sont hérités
ensemble. Selon Sutton, en eﬀet, l'allélomorphe est une partie du chromosome ; il ne
peut pas, par conséquent, en envisager un échange. La loi d'assortiment indépendant
semble donc contredire la théorie de Sutton. En revanche, Hugo de Vries suppose
que les  pangènes  ne sont pas réellement des parties de chromosomes, mais sont
 portés  par les chromosomes, qui peuvent échanger leurs pangènes, sans que cela
consiste à renoncer à l'indivisibilité des pangènes.On a pu voir dans cette hypothèse
de De Vries une première version de la théorie du crossing-over. Cependant, l'hy-
pothèse de l'échange de pangènes n'est portée par aucune observation cytologique ;
de plus, contrairement à l'hypothèse du crossing-over, elle n'est pas motivée par des
phénomènes de liaison partielle, non encore constatés. Elle est plutôt un amendement
à la théorie chromosomique, preuve que cette dernière a encore du mal à s'accorder
aux lois mendéliennes, qui prévoient l'indépendance de la ségrégation des diﬀérents
facteurs mendéliens. Nombreux sont les mendéliens qui, avant 1910, s'opposent à la
théorie chromosomique. Le plus illustre des généticiens classiques, Thomas H. Mor-
gan, en est un farouche opposant jusqu'en 1910.
Un élément essentiel dans les progrès de la cytologie et dans son rapprochement de
la science de l'hérédité est l'aﬃrmation de la détermination chromosomique du sexe.
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Dès 1891, les observations cytologiques permettent de repérer un morceau de chro-
matine non pair, que Wilson appelle  X . En 1905, Wilson et Stevens conﬁrment
l'hypothèse de la détermination chromosomique du sexe proposée en 1902 par Mc-
Clung, en observant que les femelles de plusieurs insectes ont deux chromosomes X,
là où les mâles semblent n'en avoir qu'un.
La période de 1906 à 1910 voit le renforcement de l'hypothèse chromosomique,
mais les opinions des généticiens divergent encore fortement. William Bateson, avocat
du mendélisme, considère les phénomènes chromosomiques comme un eﬀet, au même
titre que d'autres diﬀérences dans les organismes, de diﬀérences héréditaires plus
profondes. Morgan (1910a) lui-même, qui va devenir le grand avocat et développeur
de l'hypothèse chromosomique à partir de 1911, admet la détermination chromoso-
mique du sexe mais refuse l'hypothèse selon laquelle les gènes sont localisés sur les
chromosomes.37
1.3.2 Janssens (1909) et la chiasmatypie. L'adoption de l'hypothèse chro-
mosomique par Morgan.
C'est au début des années 1910 que Morgan adopte la théorie chromosomique.
Cette  conversion  est due, en parallèle de la découverte de plus en plus nombreux
cas de liaison partielle, à l'observation par le cytologiste Janssens (1909) de proces-
sus d'entrelacements entre les chromosomes homologues pendant une des premières
phases de la méiose. Janssens (1909) propose alors la théorie de la chiasmatypie,
Fig. 38  Entrecroisement de chromosomes chez l'amphibien Batrachoseps pendant la méiose.
(Janssens, 1909)
selon laquelle, au cours de ces entrelacs, les chromosomes homologues se cassent
et échangent certaines de leurs parties. Cette hypothèse n'est soutenue par aucune
preuve observationnelle : la seule chose visible est l'entrecroisement des chromosomes,
mais rien ne permet de conclure à un échange eﬀectif de portions de chromosomes.
37Pour l'évolution intellectuelle de Morgan, voir (Carlson, 1967; Allen, 1978).
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Il faudra attendre les années 1930 pour que des observations cytologiques conﬁrment
cette hypothèse.
Conscient du caractère hypothétique de la théorie de la chiasmatypie, Morgan y
voit cependant la promesse d'une explication mécanique aux phénomènes de liaison
partielle ; la chiasmatypie (l'échange de portions entre chromosomes homologues) se-
rait ainsi la base physique des phénomènes de crossing-over (l'échange de facteurs
entre groupes de liaison homologues). En retour, les phénomènes de liaison partielle
invitent à voir dans les entrelacs de chromosomes l'indice d'un tel échange ; en ce sens,
si les observations cytologiques semblent pouvoir apporter une explication mécanique
aux phénomènes génétiques, ces derniers suggèrent une certaine lecture des micro-
graphes de chromosomes. Comme le remarque Morgan (1928) au chapitre consacré au
 mécanisme de l'hérédité mendélienne , cette lecture est d'autant plus probable que
les cytologistes ont suggéré la possibilité d'une chiasmatypie avant même de connaître
les règles de transmission des gènes :
[...] bien que l'on doive admettre que la preuve cytologique du crossing-over n'a
pas été apportée, [...] il a néanmoins été montré dans un grand nombre de cas
que les chromosomes se trouvent dans une position dans laquelle un tel échange
peut être raisonnablement supposé se produire. [...]
Le cytologiste [...] nous présente les chromosomes d'une manière qui remplit
de nombreuses exigences de la génétique. Quand on rappelle que nombre de
ces preuves ont été obtenues avant la redécouverte du mémoire de Mendel,
et que ce travail n'a jamais été accompli avec un biais génétique, mais bien
indépendamment de ce que les chercheurs étudiant l'hérédité faisaient, il ne
semble pas probable que ces relations soient de pures coïncidences, mais plutôt
que les chercheurs étudiant les cellules ont découvert plusieurs aspects essentiels
du mécanisme par lequel les éléments héréditaires sont triés suivant les deux lois
de Mendel, et sont échangés de manière ordonnée entre les membres de la même
paire de chromosomes. (Morgan, 1928, p. 44)
Sur ces aﬃrmations prudentes, Morgan et son groupe bâtissent une explication
mécanique  qui reste hypothétique jusqu'à sa conﬁrmation dans les années 1930 
des phénomènes génétiques de crossing-over, qu'ils présentent au moyen d'un schéma,
baptisé  modèle du collier de perles  (ﬁgure 39). Ce modèle représente la structure
du chromosome comme celle d'un assemblage de  perles , supposées représenter les
gènes. Malgré son caractère analogique  le groupe de Morgan ne prétend rien aﬃrmer
sur la nature matérielle de ces  perles   ce modèle comporte une hypothèse impor-
tante : celle de l'arrangement linéaire des gènes le long du chromosome, qui signiﬁe
que chaque gène est  attaché  à chacun de ses deux voisins, mais à aucun autre,
la totalité du chromosome se présentant donc comme une chaîne. En représentant
ainsi l'arrangement des gènes le long du chromosome, le groupe de Morgan suggère
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Fig. 39  Modèle du  collier de perles  expliquant les phénomènes de crossing-over. Schéma tiré
de (Morgan et al., 1915, p. 60).
que les phénomènes de crossing-over doivent pouvoir être décrits comme des phéno-
mènes mécaniques : cela permet de comprendre plusieurs propriétés importantes des
phénomènes de liaison partielle, que je présenterai au chapitre suivant.38
Les travaux de Morgan et de ses élèves dans les années 1910 et 1920 sont portés
par l'adoption de ce modèle ; de nombreuses découvertes  génétiques et cytologiques
 semblent oﬀrir des indices de plus en plus convaincants en faveur de l'hypothèse
chromosomique. Cependant, jusque dans les années 1930, aucune observation cyto-
logique ne donne accès à la structure ﬁne des chromosomes ni ne met en évidence
des échanges eﬀectifs de portions au cours de la méiose. Jusqu'à cette période, l'ex-
plication cytologique des phénomènes génétiques reste hypothétique ; le modèle des
perles sur un ﬁl n'est donc lui-même qu'une analogie heuristique, que le groupe de
Morgan se défend, à plusieurs reprises, d'interpréter de manière réaliste. Je reviendrai
sur cette période de manière plus détaillée au prochain chapitre, où j'analyserai la
manière dont les engagements de diﬀérents généticiens des années 1920 en faveur de
l'hypothèse chromosomique  ou de son rejet  jouent dans leur compréhension même
du mendélisme.
38En tout premier lieu, l'hypothèse de linéarité permet de comprendre que, dans certains cas, si
l'on considère trois gènes A, B et C, la fréquence de recombinaison entre deux gènes A et C se trouve
être la somme des fréquences de recombinaison entre A et B et entre B et C. On considère alors
que ces trois gènes se trouvent sur la même ligne, B étant situé entre A et C. On verra au chapitre
suivant que cette additivité souﬀre des exceptions, qui seront elles-mêmes expliquées mécaniquement
au moyen du modèle du collier de perles.
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1.4 Types de représentation en cytologie et en génétique mendé-
lienne
J'ai suggéré, à la section 1.1, que le symbolisme et la méthode combinatoire in-
troduits par Mendel permettent de caractériser l'activité théorique propre au mendé-
lisme, que j'ai distingué de la génétique classique, en tant que cette dernière englobe
l'hypothèse chromosomique. Cela signiﬁe que les explications mendéliennes sont typi-
quement obtenues et exprimées au moyen de ce type de symbolisme, qu'on le présente
linguistiquement sous la forme d'équations ou au moyen de tableaux comme les car-
rés de Punnett, qui sont des extensions bidimensionnelles du symbolisme mendélien
permettant de calculer les chances de répartition des phénotypes des enfants étant
donné le génotype des parents. De même, les concepts de la génétique mendélienne,
comme ceux de liaison partielle et de crossing-over, peuvent être exprimés au moyen
de ce symbolisme : la liaison partielle est caractérisée par une certaine fréquence
d'association de deux gènes, et un crossing-over est identiﬁé à la recombinaison de
facteurs habituellement liés.
Aﬁn de bien distinguer le niveau d'explication  ou de description  proprement
mendélien du niveau d'explication cytologique, je propose, dans cette section, de
m'arrêter un instant sur le type de représentations typiquement utilisées en cyto-
logie, ainsi que sur la manière dont elles sont convoquées par les généticiens pour
expliquer les phénomènes génétiques. Cette comparaison jouera un rôle important
dans l'argument de la section 2 du présent chapitre ; l'analyse de la relation entre
ces types de représentation dans la pratique des généticiens des années 1920 sera au
c÷ur de mon analyse de la cartographie génétique dans le chapitre suivant.
La cytologie,  la science qui cherche à explorer l'espace de la cellule  (Jacob,
1970, p. 229), repose, à la période qui m'intéresse, sur l'utilisation du microscope
optique et l'emploi de certains composés qui colorent sélectivement diﬀérents tissus
de la cellule, permettant d'en étudier la structure ainsi que de suivre les étapes de
processus dynamiques comme la mitose et la méiose.
Contrairement aux représentations utilisées en génétique mendélienne, les images
obtenues au microscope sont des représentations d'entités concrètes (cellules, chromo-
somes, etc.) ; les processus que le microscope permet de visualiser sont des processus
spatio-temporels. Pour reprendre la terminologie déﬁnie au chapitre 7 (section 1.3.2),
ces représentations sont picturales : les relations spatiales au sein de la représentation
tiennent lieu de relations spatiales au sein de l'objet étudié. En l'absence d'un accès
à la structure ﬁne de la cellule  que la microscopie électronique oﬀrira plus tard 
on peut établir que les chromosomes, identiﬁés grâce à des techniques de coloration,
prennent, à un certain stade de la division cellulaire, la forme de  bâtonnets  qui
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se dupliquent et se divisent (voir ﬁgure 40).
Fig. 40  Spermatogénèse chez le batracien. a : télophase des dernières divisions spermatogo-
niales ; b : étape de repos après la dernière division spermatogoniale ; c : apparition de ﬁlaments
minces donnant au noyau un aspect spirématique ; d et e : étape du bouquet grêle (le ﬁlament spiré-
matique devient évident et s'oriente vers un côté du noyau) : f , g, h : étape du bouquet amphitène
(détail : formation de ﬁlaments épais) ; i étape du bouquet amphitene (cellule entière) ; j étape du
bouquet pachytène ; k : étape strepsinème (séparation longitudinale des ﬁls) ; l : raccourcissement
et épaississement des chromosomes. (Janssens, 1909, image et légende tirées de)
Ces représentations picturales, en tant qu'elles sont obtenues par des techniques
élaborées de coloration des diﬀérents tissus, contiennent déjà plusieurs hypothèses
sur la composition de la cellule. On peut ensuite en tirer des représentations plus ou
moins schématiques, permettant de mettre en évidence ces hypothèses (c'est déjà le
cas des images de la ﬁgure 40, et en particulier des images f , g et h qui présentent
les chromosomes isolés de la cellule). On accentuera ainsi la  ligne  qui sépare l'in-
térieur de l'extérieur de la cellule en lui donnant éventuellement la forme d'un cercle,
on augmentera le contraste entre diﬀérents éléments en gommant des traces jugées
peu signiﬁcatives, et on ajoutera des symboles linguistiques indiquant la nature des
diﬀérents éléments. Ainsi, par exemple, dans la ﬁgure 41, les cellules sont représentées
par des cercles, au sein desquels un autre cercle ﬁgure le noyau ; le cytoplasme est
grisé et le noyau conservé blanc, aﬁn de rendre les chromosomes plus visibles. Ces der-
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niers sont d'ailleurs représentés au nombre de trois, et on distingue les chromosomes
paternels des chromosomes maternels par leur coloration. Comme je l'ai suggéré au
chapitre 7 (section 1.3.3), si les représentations picturales sont souvent les sources
de ces représentations schématiques, ces dernières apprennent en retour à lire les
images picturales en fonction des hypothèses qu'elles expriment. Quelles que soient
Fig. 41  Schéma représentant deux étapes de la méiose. Seules trois paires de chromosomes sont
représentées ; les chromosomes paternels sont coloriés en noir, les chromosomes maternels en blanc
(sauf dans les ﬁgures a, b et c). L'étape de la méiose réductionnelle est représentée dans les ﬁgures
d, e et f . La méiose équationnelle est représentée dans les ﬁgures g, h et i. (Morgan, 1928, p. 33)
les abstractions et les distorsions opérées lors des schématisations progressives à par-
tir des images obtenues au microscope, ces représentations conservent la propriété
importante de respecter les relations topologiques de la chose représentée ; on peut
les projeter sur des images picturales. En ce sens, elles restent des représentations,
même générales, d'entités spatiales concrètes.
On peut, au moins partiellement, caractériser le travail théorique du cytologiste
comme reposant sur la manipulation de telles représentations : par le perfectionne-
ment des techniques d'observation et le travail d'abstraction et de généralisation à
partir des micrographes, qui se concrétise dans la construction de schémas, le cyto-
logiste élabore et développe des hypothèses théoriques sur la cellule ; au cours de ce
travail,  le paysage qui se dévoile au fond du microscope prend du relief  (Jacob,
1970, p. 230).39
Ainsi, les types de représentations utilisées en cytologie se distinguent nettement
39Pour une analyse détaillée du travail d'abstraction et de généralisation en cytologie à partir
d'images picturales à la période qui m'intéresse ici, voir l'article de Jane Maienschein (1991) sur
l'utilisation des schémas par le cytologiste Wilson. Elle y montre ainsi que, dans ses premiers tra-
vaux, Wilson s'appuie principalement sur des images picturales, qu'il considère  plus proches de
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de celles qui caractérisent l'activité théorique propre au mendélisme, tel que j'ai pro-
posé de le caractériser. Il existe cependant, de part et d'autre, des  cas limites ,
diﬃciles à classer dans l'une ou l'autre catégorie. Je voudrais en présenter brièvement
deux exemples, aﬁn de suggérer la manière dont l'analyse des représentations utili-
sées dans la pratique est une méthode fructueuse pour aborder certaines questions
relatives aux relations inter-théoriques.
Mon premier exemple est tiré des travaux de Wilson (1925) sur la cellule. Certains
schémas de processus cellulaires présentés dans son ouvrage de 1925 comportent des
hypothèses théoriques qui appartiennent en propre au domaine de la génétique. Ainsi,
par exemple, dans la ﬁgure 42, Wilson représente le cycle de la méiose de manière
hautement schématique, et y ajoute des indications d'ordre génétique (on notera en
eﬀet, sous les schémas de cellule, des symboles représentant les facteurs mendéliens).
En outre, les sept schémas de la deuxième ligne, représentant les recombinaisons, se
rapprochent fortement, pris ensemble, d'un diagramme mendélien, puisque chaque
image représente une probabilité de recombinaison ; Wilson précise, dans la légende,
que seules deux possibilités de combinaison des chromosomes sur seize, et seules sept
possibilités de recombinaison sur 256 sont représentées, et renvoie à la ﬁgure 43.
Cette seconde ﬁgure, représentant la ségrégation et l'assortiment indépendant, est
explicitement présentée par Wilson comme susceptible d'être  appliquée aux chro-
mosomes ou aux facteurs héréditaires . Elle peut donc être considérée comme une
représentation très schématique des processus de division cellulaire, obtenue par abs-
traction à partir de représentations picturales des phases successives de la méiose ;
on peut également y voir une représentation diagrammatique de probabilité de dis-
tribution de génotypes typiquement mendélienne (pour la distinction entre schémas
et diagrammes, voir chapitre 7, sections 1.3.3 et 1.3.4).
Le jeu entre ces deux types de représentation illustre bien la rencontre de deux
domaines théoriques diﬀérents : on peut y  voir  à la fois une étape de la maté-
rialisation du gène, et l'introduction en cytologie d'hypothèses impossibles à tirer
de la seule observation des cellules. La  présence  des facteurs mendéliens au sein
des cellules n'est en eﬀet pas observable ; ils ne sont d'ailleurs pas ﬁgurés par des
représentations de type schématique, mais par l'introduction, au sein des schémas de
cellules, de lettres appartenant typiquement au symbolisme mendélien.
Mon second exemple est celui du modèle du collier de perles, présenté précé-
demment (ﬁgure 39). C'est en quelque sorte le cas inverse : alors que les ﬁgures 42
la réalité  ; plus tard, devenant plus  conﬁant dans ses propres interprétations , il a recours à
des représentations de plus en plus abstraites, qui sont elles-mêmes inﬂuencées par les travaux de
Morgan sur l'hérédité. Voir aussi l'article de Lynch (1988), mentionné au chapitre 7 (section 1.3.3),
sur la relation entre les images picturales et les schémas.
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Fig. 102.--General diagram ofthe chromosome-cycle in animals, the haploid groups assumed to
contain four chromosomes of different sizes. Paternal nd maternal chromosomes in white and 
hlack respectively. Complete gonomery of the diploid groups in the initial stages, later lost. Only 
two of the x6 possible chromosome-comblnations in thegametes shown (of. Fig. ~o5), and only 
seven zygote-combinations out of ~56 possible ones, 
Fig. 9. Chromosome cycle in 1925. 
chromosomes which they then could follow - in studying killed and prepared 
cytological sections - through the various developmental stages. This representa- 
tion then provided the best interpretation f the available data. 
The claim that the diagram also could be taken as representing the mixing of 
hereditary Mendelian factors rested on different grounds. Here it was indirect 
evidence alone that supported a Mendelian interpretation. Wilson could in no 
way be illustrating something observed. Rather he was diagrammatically 
representing theoretically derived interpretations. He had avoided such inter- 
Fig. 42  Représentation schématique de la phase réductionnelle de la méiose et de la recombi-
naison. Les chromosomes paternels sont représentés en blanc et les chromosomes maternels en noir.
(Wilson, 1925)
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Fig. 106.--Diagram applicable ither to chromosomes or to hereditary fa~tor~, to show Mendelian 
segregation and independent assortment. (Linkage phenomena are here left out of account.) Ma- 
ternal components (chromosomes or factors) in capitals, paternal in small letters. The haploid 
number assumed to be four (of. Fig. io2). 
Fig. 11. Chromosomes orhereditary factors in 1925. 
Because of the impossibility of studying movements of parts of chromosomes 
or their effects on inheritance of characteristics, Wilson had no reliable data of 
the sort that he preferred. He could not rely on direct observation and then 
illustrate what he saw in the most reliable way. To generate a diagram at all, he 
had to look past the observable to the theoretical. 
The particular esult is instructive. There is no A, b, c or D out there in the 
world, for example. Yet Wilson followed his friend Morgan's suggestion that it 
will fit the evidence and the theory if we represent chromosomes a  if they were 
abstract A, b, c, D's. Capital letters represent maternal contributions, small 
letters the paternal. The diagram illustrates the way chromosomes recombine 
during fertilization and undergo division during subsequent cell divisions. We 
cannot see this happening, but the chromosomes theory says it does and the 
theory fits with the available (indirect) evidence. Therefore, the schematic 
representation gains the status of sufficiently reliable knowledge to fit within the 
textbook. 
For Wilson, who had early on remained skeptical about the existence and 
nature of Mendelian factors, this part of the diagram may have held useful 
Fig. 43   Diagramme applicable aux chromosomes ou aux facteurs héréditaires, montrant la
ségrégation et l'assortiment indépendant mendéliens. (Les phénomènes de liaison ne sont pas pris en
compte ici.) Les éléments maternels (chromosomes ou facteurs) sont représentés en lettres capitales,
les éléments paternels en minuscules. On suppose que le nombre de chro oso es est de quatre. 
(Wilson, 1925, légende originale)
et 43 sont celles d'un cytologiste qui introduit des hypothèses génétiques dans sa
représentation des cellules, ce schéma est l'÷uvre de généticiens cherchant dans les
connaissances en cytologie une explication de phénomènes génétiques. En outre, ce
schéma est censé expliquer ce que ﬁgu de Wilson (43) ne mon re pas : les phé-
nomènes de liaison partielle.
Le schéma de Morgan ' st pas à proprem nt parler tiré d' ne image picturale.
Il n'est pas le fruit d'une abstraction progressive qui consisterait à grossir certains
traits et à en gommer d'autres. Certes, la forme générale du chromosome est le résultat
La génétique classique selon Kitcher 455
d'une telle abstraction. Mais les  perles  représentant les gènes ne sont en aucun
cas le fruit d'une observation ; c'est l'introduction d'une hypothèse qui, de plus, ne
doit pas être interprétée de façon réaliste. En eﬀet, Morgan ne prétend pas que la
structure du chromosome se présente eﬀectivement sous la forme de perles. En outre,
la manière dont ces perles sont attachées au chromosome ne fait l'objet d'aucune
hypothèse déﬁnie : sont-elles attachées à un ﬁl, ou bien sont-elles des parties de ce ﬁl,
entièrement constitué de perles attachées les unes aux autres ? L'analogie que suggère
ce modèle entre le comportement des gènes et celui des chromosomes n'est donc pas
du même ordre que celle mise en évidence par le schéma de la ﬁgure 43 : cette dernière
est une analogie entre deux processus eﬀectivement observés, au niveau cytologique
(le comportement des chromosomes pendant la méiose) et au niveau génétique40
(les règles de transmission des facteurs héréditaires, déduites de l'observation des
caractères). Ici, l'analogie est seulement hypothétique : si l'on se ﬁgure le chromosome
comme un collier de perles, on peut comprendre les phénomènes de crossing-over
comme des phénomènes mécaniques.
En tant que ce modèle ne prétend rien aﬃrmer de la structure réelle des chromo-
somes, il n'appartient pas au domaine de la cytologie, mais bien de la génétique. Pour
autant, il n'appartient pas au type de représentations que j'ai déﬁni comme  men-
délien  (voir page 433) : il s'agit d'une représentation schématique, et sa valeur
explicative repose sur cet aspect schématique, et non sur l'utilisation des mathé-
matiques combinatoires. En eﬀet, en tant qu'explication mécanique des phénomènes
génétiques, il ne fonctionne que si l'on suppose qu'il représente spatialement une en-
tité spatiale. En ce sens, l'explication mécanique du crossing-over, dans la mesure où
elle repose sur un type de représentation schématique, est déjà une excursion hors du
mendélisme  pur .
Je reviendrai sur ce point dans mon analyse des débats autour de la cartographie
génétique au prochain chapitre. Je tenais cependant à souligner dès à présent la
manière dont diﬀérents types de représentation sont attachés à diﬀérents domaines
théoriques et niveaux d'explication, car cela joue un rôle important dans l'argument
de la prochaine section.
2 Identité et versions de la génétique classique selon Phi-
lip Kitcher (1984)
Ma présentation des composantes de la génétique classique suggère la chose sui-
vante : bien plus encore que dans un exemple paradigmatique de théorie scientiﬁque
40Je reviendrai, au prochain chapitre, sur le sens de la notion d'observation en génétique.
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comme celui de la mécanique classique, il semble impossible de caractériser le contenu
de la  théorie  mendélienne de l'hérédité au moyen d'un ensemble de principes per-
mettant d'obtenir des prédictions et des explications des phénomènes de transmission
des caractères de génération en génération.
À supposer que l'on accepte, contre ce que j'ai montré dans les chapitres précé-
dents, de déﬁnir le contenu de la mécanique au moyen des axiomes newtoniens du
mouvement, on ne peut pas raisonnablement aﬃrmer que les  lois de Mendel  en
sont les analogues dans le domaine de la génétique. Non seulement ces lois ne s'ap-
pliquent pas universellement  le phénomène de liaison partielle en est une exception
notable, parmi d'autres  mais encore de nombreuses hypothèses additionnelles, liées
aux découvertes empiriques des généticiens tout au long de la première moitié du ving-
tième siècle, interviennent dans la prédiction et l'explication de la transmission des
caractères héréditaires chez les diﬀérentes espèces qu'ils étudient. S'il existe quelque
chose comme une  théorie  mendélienne, on en rend mieux compte en prêtant at-
tention aux méthodes expérimentales et aux types de représentations utilisés par les
généticiens pour exprimer et développer leurs hypothèses, ainsi que pour prédire et
expliquer les données relatives aux phénotypes des individus obtenus par hybridation.
Philip Kitcher (1984) dresse un constat similaire : contre la conception positiviste
des théories comme des ensembles d'énoncés, il propose de caractériser la génétique
classique en se référant à ce qu'il appelle la  pratique  de cette science à diﬀérentes
étapes de son développement, une des composantes essentielles de cette pratique étant
la mise en ÷uvre d'un certain  schème de raisonnement  [pattern of reasoning ]. En
outre, il s'appuie sur cette caractérisation de la génétique classique pour montrer
qu'elle n'est pas réductible à la génétique moléculaire.
Dans cette section, après avoir brièvement rappelé le contexte du débat sur la
réductibilité de la génétique classique à la génétique moléculaire, je présente les deux
aspects de l'argumentation de Kitcher qui intéressent mon propos (section 2.1) : sa
caractérisation de la génétique classique et plus particulièrement des  schèmes de rai-
sonnement  qui lui sont propres, et l'argument principal qu'il en tire contre la thèse
réductionniste. La critique que je propose de ces arguments, dans un deuxième temps
(section 2.2), est double. Elle consiste d'abord à montrer que Kitcher assimile à tort
les  schèmes de raisonnement  qui caractérisent selon lui l'activité théorique à un
certain type d'explication, faisant par là une concession importante à l'approche po-
sitiviste des théories scientiﬁques qu'il prétend pourtant critiquer. Par contraste, mon
analyse de la génétique mendélienne se situe dans une perspective qui se démarque
nettement de celle qui aborde l'étude des relations inter-théoriques sous l'angle de
la notion de réduction. Ma critique se poursuit par la mise en évidence d'un défaut
dans la caractérisation même que Kitcher propose de la  pratique  de la génétique
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classique.
2.1 Le débat sur la réduction et la position de Philip Kitcher (1984)
La caractérisation de la génétique classique proposée par Kitcher (1984) s'inscrit
dans le cadre du débat sur la réductibilité de la génétique classique à la génétique
moléculaire. Son argumentation repose sur un rejet de la conception des théories
scientiﬁques issue du positivisme, dans les termes de laquelle la question du réduc-
tionnisme est généralement posée. Il propose donc une autre conception des théories,
qu'il applique au cas de la génétique classique pour ﬁnalement montrer que, si la
génétique moléculaire a bien enrichi notre compréhension de la génétique classique,
celle-ci n'est pas entièrement réductible à celle-là. Je ne prétends pas prendre part,
dans ce qui suit, au débat sur le réductionnisme ; les propos de Kitcher m'intéressent
en tout premier lieu parce qu'ils suggèrent une approche des théories scientiﬁques
dont la mienne est, à plusieurs égards, l'héritière. Une des critiques que je lui fais est
précisément de ne pas être allé assez loin dans cette direction et de concéder trop à
la conception classique des théories qui sous-tend les débats sur la réduction. Aupa-
ravant, il est utile de rappeler brièvement le contexte du débat sur le réductionnisme
en génétique.
2.1.1 Le contexte du débat sur la réduction de la génétique classique à
la génétique moléculaire
Le modèle positiviste de la réduction, formellement dépendant de la conception
des théories qui les déﬁnit comme des ensembles de propositions, est une tentative
pour formaliser l'idée selon laquelle les progrès de la science se font dans le sens d'une
uniﬁcation grandissante des explications fournies par les théories et tendent à une
unité épistémologique, sinon ontologique. Selon le modèle classique de la réduction
inter-théorique dans sa version la plus aboutie, celle d'Ernest Nagel (1961)  men-
tionné à plusieurs reprises dans ce travail  réduire une théorie T2 à une théorie T1,
c'est déduire les énoncés de T2 des énoncés des T1. Pour cela, deux conditions for-
melles doivent être satisfaites. La première est que les concepts de la théorie réduite
T2 soient déﬁnissables à l'aide des concepts de T1, par l'ajout éventuel d'hypothèses
additionnelles.41 La deuxième condition est que les lois de T2 soient déductibles des
41Dans le cas paradigmatique étudié par Nagel, celui de la réduction des lois de la thermodyna-
mique à la théorie cinétique des gaz, l'hypothèse additionnelle selon laquelle la température d'un
corps est l'énergie cinétique moyenne de ses molécules permet de relier le concept thermodynamique
de température aux concepts de la mécanique statistique.
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lois de T1 et par conséquent que les phénomènes expliqués par T2 puissent aussi être
expliqués par T1.
En 1969, Kenneth Schaﬀner (1969b) propose de décrire les avancées de la géné-
tique sur une forme amendée de ce modèle et aﬃrme que la génétique classique est
réduite à la génétique moléculaire alors en plein essor. La découverte, par Crick et
Watson en 1953, de la structure en double hélice de l'ADN, a en eﬀet ouvert la voie
d'une compréhension de la nature chimique des gènes et de leur mécanisme d'action.
De nombreux phénomènes décrits, mais non expliqués, par la génétique classique,
trouvent ainsi une explication au niveau moléculaire, comme par exemple la capa-
cité des gènes à s'auto-répliquer, ainsi que la manière dont ils causent des diﬀérences
phénotypiques.42
Contre cette thèse réductionniste se forme au début des années 1970 chez les
philosophes des sciences ce que Kenneth Waters (1990) appelle un  consensus anti-
réductionniste .43 Selon Kenneth Waters (2007), deux sortes d'arguments sont avan-
cés par ces philosophes. La première ligne argumentative consiste à montrer que les
concepts de la génétique classique, et principalement le concept de gène, ne peuvent
pas être déﬁnis au niveau moléculaire (la première condition formelle énoncée ci-
dessus n'est donc pas satisfaite). La deuxième ligne argumentative consiste à aﬃrmer
que la dérivation des lois de la génétique classique à partir de celles de la biologie mo-
léculaire, à supposer qu'elle soit possible, n'y apporterait pas d'éclairage explicatif ;
au contraire, entrer dans les moindres détails [gory details] des phénomènes molécu-
laires ferait perdre, selon les anti-réductionnistes, la puissance explicative propre au
niveau cytologique. Selon Kenneth Waters, cette ligne argumentative, à laquelle il
42Chaque molécule d'ADN consiste en une double chaîne de nucléotides de quatre types diﬀérents
(guanine, cytosine, thymine et adénine). Les deux chaînes de nucléotides sont enroulées l'une autour
de l'autre et forment ainsi une double hélice. Des liens hydrogène relient les nucléotides adjacents
deux à deux, de telle sorte que la guanine se trouve toujours en face de la cytosine et la thymine face
à l'adénine. Les deux chaînes sont ainsi complémentaires. Un gène est déﬁni (j'ignore ici toutes les
diﬃcultés liées à une telle déﬁnition) comme un segment sur l'une des chaînes. Ce modèle permet de
comprendre le mécanisme par lequel le gène se réplique : quand les deux chaînes se séparent, chacune
d'entre elles peut générer une nouvelle chaîne par l'association de nucléotides complémentaires. Il
permet également de comprendre le mécanisme d'action des gènes : chaque chaîne sert à la synthèse
de molécules d'ARN selon un mécanisme analogue à celui de la réplication ; les molécules d'ARN
servent elles-mêmes à la synthèse des protéines. Pour une analyse de la manière dont la biologie
moléculaire permet d'expliquer les diﬀérentes fonctions du gène, voir (Waters, 1994, 2007). Pour
le récit de la découverte de la double hélice, voir (Watson, 1968). Pour une histoire de la biologie
moléculaire, voir (Jacob, 1970; Morange, 2003).
43Ses principaux défenseurs sont David Hull (1972, 1974, 1979), William Wimsatt (1976), Lindley
Darden et Nancy Maull (1977), Philip Kitcher (1984), Alexander Rosenberg (1985, 1994), Richard
Burian (1985a) et John Dupré (1993).
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s'oppose, est particulièrement puissante, dans la mesure où elle est indépendante de
la conception positiviste des théories.
Dans son article en faveur de la thèse anti-réductionniste, Philip Kitcher (1984)
avance les deux lignes argumentatives dégagées par Waters. C'est à la seconde qu'il
accorde le traitement le plus important, et c'est la seule à laquelle je m'intéresserai
ici.44
2.1.2 La pratique de la génétique classique et ses versions selon Kitcher
Un des buts de Kitcher (1984) est de proposer une conception des théories scien-
tiﬁques qui permette d'analyser les relations entre ce qu'il appelle les  versions 
successives d'une même théorie ainsi qu'entre théories diﬀérentes. Comme cela ap-
paraîtra dans l'exposé que je vais faire de sa position, la notion de version telle que
l'emploie Kitcher ne correspond pas à celle que j'ai déﬁnie précédemment dans ce
travail (notamment au chapitre 3). Mon but est justement de montrer que la ca-
ractérisation de la génétique et de ses versions par Kitcher reste tributaire d'une
conception abstraite de l'activité théorique.
Par la déﬁnition de ce qu'il appelle la  pratique  de la génétique classique à
diﬀérentes époques, Kitcher cherche à fournir les outils nécessaires à l'identiﬁcation
de la structure de cette théorie, qu'il considère sous-jacente à ses versions successives.
Identiﬁer ainsi la structure de la génétique classique lui permet ensuite d'évaluer
l'apport explicatif de la génétique moléculaire. Dans cette section, je présente les
grandes lignes de sa caractérisation de la pratique de la génétique classique.
44Kitcher montre que, même amendée, la thèse réductionniste consiste en trois exigences dont
aucune n'est satisfaite par le cas de la génétique. Ces exigences sont les suivantes :  [R1] La génétique
classique contient des lois générales sur la transmission des gènes qui peuvent servir de conclusions
à une dérivation réductive.   [R2] Le vocabulaire distinctif de la génétique classique (des prédicats
tels que 1 est un gène, 1 est dominant par rapport à 2) peut être reliés au vocabulaire de la
biologie moléculaire par des principes ponts.   [R3] Une dérivation de principes généraux sur
la transmission des gènes à partir des principes de la biologie moléculaire expliquerait pourquoi
les lois de la transmission des gènes sont valides (dans la mesure où elles le sont).  (Kitcher,
1984, p. 339) [R1] n'est pas satisfaite, puisque, comme je l'ai mentionné, il n'existe pas d'ensemble
d'énoncés pouvant tenir lieu de  lois  de la génétique proprement dites. L'objection des  moindres
détails  est destinée à montrer que [R3], à supposer même que [R1] le soit, n'est pas satisfaite.
L'argumentation de Kitcher pour montrer que [R2] n'est pas satisfaite dans le cas de la génétique
repose principalement sur le problème soulevé par la signiﬁcation du concept de gène. Ce problème,
qui demanderait à lui seul un traitement séparé, n'est pas central dans l'article de 1984, surtout
destiné à déﬁnir une approche des théories qui se démarque de l'analyse positiviste, et à développer
l'objection des  moindres détails , et je ne m'en occuperai pas ici.
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La pratique de la génétique classique La notion de pratique d'une science,
développée dans (Kitcher, 1983), est assez proche, comme Kitcher le reconnaît à
plusieurs reprises, de celle de paradigme chez Kuhn (1962/1970).45 Contre l'idée po-
sitiviste d'une théorie comme ensemble d'énoncés, Kitcher déﬁnit en eﬀet la pratique
d'une science comme un ensemble hétérogène, dont les énoncés admis à une certaine
époque par les praticiens d'une science, que les positivistes cherchent à reconstruire
formellement, ne sont qu'une composante parmi d'autres :
Le corpus d'énoncés à propos de l'hérédité des caractères acceptés à une cer-
taine époque n'est qu'une seule des composantes de l'entité bien plus complexe
que j'appellerai la pratique de la génétique classique à cette époque. Il y a un
langage commun utilisé pour parler des phénomènes héréditaires, un ensemble
d'énoncés acceptés dans ce langage (le corpus d'énoncés sur l'hérédité men-
tionné ci-dessus), un ensemble de questions considérées comme les questions
qu'il convient de poser à propos des phénomènes héréditaires et un ensemble de
schèmes de raisonnement [patterns of reasoning ] qui sont instantiés dans la ré-
ponse à certaines des questions appropriées ; (et aussi un ensemble de procédures
expérimentales et de règles méthodologiques [...]). La pratique de la génétique
classique à une époque est pleinement spéciﬁée si l'on identiﬁe chacune des com-
posantes ci-dessus. (Kitcher, 1984, p. 352)
Laissant les procédures expérimentales et les règles méthodologiques de côté, c'est
sur les schèmes de raisonnement et les problèmes typiques qu'ils servent à résoudre
que Kitcher se concentre. Un schème de raisonnement est déﬁni46 comme  une sé-
quence d'énoncés schématiques [schematic sentences], c'est-à-dire des énoncés dans
lesquels certains éléments du vocabulaire non logique ont été remplacés par des sym-
boles non interprétés [dummy letters], jointe à un ensemble d'instructions pour les
interpréter [ﬁlling instructions]  (Kitcher, 1984, p. 353). La notion de schème de
raisonnement est destinée à présenter formellement l'idée kuhnienne selon laquelle
l'apprentissage et la maîtrise d'un domaine scientiﬁque consistent plus en l'appren-
tissage et la maîtrise d'un savoir-faire mis en ÷uvre dans la résolution de problèmes
qu'en la connaissance de  lois  ou de  principes 47 :  Cette notion de schème de
45Pour une comparaison entre la notion de pratique et celle de paradigme, voir (Kitcher, 1983,
chap. 7).
46Kitcher (1981, 1989) développe en détail cette notion, indépendamment de celle de pratique,
dans ses travaux sur l'explication scientiﬁque.
47On n'enseigne pas (et on n'a jamais enseigné) aux néophytes un petit nombre de lois théoriques
fondamentales à partir desquelles des théorèmes génétiques doivent être déduits. On leur apprend
une certaine terminologie technique, qui est utilisée pour avancer une grande quantité d'information
sur des organismes spéciﬁques. Certaines questions sur l'hérédité chez ces organismes sont posées et
reçoivent une réponse. Ceux qui comprennent la théorie [Je souligne] sont ceux qui savent quelles
questions doivent être posées concernant les exemples encore non étudiés, et qui savent comment
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raisonnement, ajoute Kitcher, est destinée à élucider [explicate] l'idée d'une structure
commune sous-tendant un groupe de solutions de problèmes.  (ibid., p. 353)
Sur cette base, Kitcher propose de caractériser la génétique classique en déﬁnis-
sant les problèmes qu'elle cherche typiquement à résoudre :
tout au long de l'histoire de la génétique classique, la théorie est orientée en
direction de la réponse à des questions sur la distribution de caractéristiques
dans les générations successives d'une généalogie, et elle propose de répondre à
ces questions en utilisant des probabilités de distributions de chromosomes pour
calculer les probabilités des génotypes de la descendance. (Kitcher, 1984, p. 354)
Ces questions concernant les distributions de phénotypes (qu'il s'agisse de comprendre
une distribution donnée ou de prédire les probabilités de la distribution qui sortira
d'un croisement) sont ce que Kitcher propose d'appeler des  problèmes de pedigree .
En général, la génétique classique résout ces problèmes en faisant des hypothèses sur
les gènes pertinents.
Chaque cas d'un problème de pedigree, explique Kitcher, peut être caractérisé par
un ensemble de données (des énoncés décrivant la distribution des phénotypes parmi
les organismes d'un pedigree, ou un diagramme transmettant la même information),
un ensemble de contraintes (un ensemble d'informations d'ordre cytologique et la
description de la constitution chromosomique des membres de l'espèce étudiée), et une
question concernant les phénotypes. Résoudre un problème de ce type revient ensuite
à avancer ce que Kitcher appelle une  hypothèse génétique  spéciﬁant les allèles
pertinents, leur expression phénotypique et leur transmission au sein du pedigree et
à en inférer, par un calcul, les réponses à propos des probabilités de distribution de
phénotypes. Une hypothèse génétique fournit des informations de quatre types :
(a) La spéciﬁcation du nombre de loci pertinents et le nombre d'allèles à chaque
locus ; (b) Spéciﬁcation des relations entre génotypes et phénotypes ; (c) Spéci-
ﬁcation des relations entre gènes et chromosomes, des faits concernant la trans-
mission des chromosomes aux gamètes [...] et les détails de la formation des zy-
gotes ; (d) Assignation de génotypes aux individus du pedigree. (Kitcher, 1984,
p. 356)
Déﬁnir ainsi les problèmes typiques et les schèmes de raisonnement mis en ÷uvre
par la génétique classique pour les résoudre permet, selon Kitcher, à la fois d'iden-
tiﬁer ce qu'il appelle la  structure  commune à toutes les versions successives de
la génétique classique et d'étudier les relations entre cette théorie et la génétique
appliquer le langage technique aux organismes concernés par ces exemples, et qui savent appliquer
les schémas de raisonnement qui doivent être instantiés dans l'élaboration des réponses. Plus simple-
ment, les étudiants qui réussissent saisissent des schémas de raisonnement généraux qu'ils peuvent
utiliser pour résoudre de nouveaux cas.  (Kitcher, 1984, p. 354)
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moléculaire. Selon Kitcher, la génétique classique se caractérise, tout au long de son
histoire, par l'adoption de certaines expressions pour caractériser les phénomènes
héréditaires, de questions d'une certaine forme, et d'un  style général de raisonne-
ment . Kitcher reste assez ﬂou sur le lien entre le style général de raisonnement de
la génétique classique et les diﬀérents schèmes mis en ÷uvre à chaque époque, qui en
caractérisent les diﬀérentes versions ; il semble cependant qu'il veuille dire par là que
ces schèmes ont une forme commune, mais que les hypothèses génétiques acceptables
changent au fur et à mesure des découvertes empiriques, ce qui contribue à aﬃner les
schèmes  de telle sorte que l'on s'accommode des exemples récalcitrants  (p. 355)
aux versions précédentes.
Les diagrammes de pedigree comme solutions typiques de problèmes Une
manière de comprendre ces propos assez abstraits de Kitcher sur les schèmes de
raisonnement et les types de problèmes propres à la génétique classique, ainsi que sur
le changement qu'implique selon lui une nouvelle version, consiste à considérer un
type de représentations omniprésent dans les manuels de génétique : les diagrammes
de pedigree. Aﬃrmer que ces diagrammes incarnent les problèmes typiques et les
schèmes de raisonnement de la génétique classique tels que Kitcher les déﬁnit ne me
semble pas trahir ses propos.48
Ces diagrammes ont la forme d'arbres généalogiques49, où chaque génération suc-
cessive est représentée sur une ligne, et où les relations d'engendrement et de fratrie
sont mises en évidence par des lignes. Un ensemble de conventions  assez variables
selon les cas  en permet la lecture. Par exemple, dans les ﬁgures 45, 46, 47 et 49,
les hommes sont représentés par des carrés et les femmes par des cercles. Diﬀérentes
colorations de ces carrés et de ces cercles indiquent, selon les cas, le phénotype ou le
génotype des individus (la ﬁgure 44 présente les deux en parallèle).
Les diagrammes de pedigree peuvent servir à présenter des données particulières,
comme dans le cas du pedigree de l'hémophilie de la famille de la reine Victoria
(ﬁgure 47) ; dans d'autres cas, les données sont choisies pour présenter la règle de
transmission de certains gènes dans des espèces particulières (voir par exemple ﬁ-
gures 45 et 46). Les diagrammes peuvent aussi, comme dans la ﬁgure 44, servir
à exprimer les lois de Mendel, au même titre que les carrés de Punnett présentés
précédemment (ﬁgures 36 et 37), ou encore des règles générales comme celle de la
48Il y fait d'ailleurs une référence explicite p. 355 : tout problème de pedigree inclut un ensemble
de données, qui sont  des énoncés décrivant la distribution de phénotypes parmi les organismes
d'un pedigree particulier, ou un diagramme présentant la même information [Je souligne]. 
49Selon la typologie proposée au chapitre 7 (section 1.3.4), il s'agit bien de représentations dia-
grammatiques : les relations spatiales y représentent des relations de génération et de fratrie.
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transmission d'un caractère lié au sexe (ﬁgure 48).
  
 
Fig. 44  Expression de la première loi de Mendel sous la forme d'un arbre (à gauche : niveau
phénotypique ; à droite : niveau génotypique)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pedigree d’un trait récessif (albinisme)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pedigree d’un trait dominant (nanisme chondrodystrophique) 
 Fig. 45  Pedigree d'un caractère dominant (nanisme chondrodystrophique) (Strickberger, 1985).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pedigree d’un trait récessif (albinisme)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pedigree d’un trait dominant (nanisme chondrodystrophique) 
 
Fig. 46  Pedigree d'un caractère récessif (albinisme) (Strickberger, 1985).
Les diagrammes peuvent donc être utilisés pour exprimer des données à diﬀérents
degrés de généralité. Apprendre à raisonner en génétique, selon la caractérisation de
Kitcher, consiste à apprendre quelles sont les combinaisons autorisées et les combi-
naisons interdites. Ainsi, l'apprentissage de la génétique commence par celui de la
lecture d'un diagramme comme celui de la ﬁgure 44, qui exempliﬁe les règles syn-
taxiques élémentaires de ce type de diagramme. Ces règles, qui évoluent en fonction
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Fig. 47  Pedigree de l'hémophilie dans la famille de la reine Victoria
(http ://www.knowledgene.com).
 
Fig. 48  Hérédité d'un caractère lié au sexe chez Drosophila (Morgan, 1928, p. 60).
des découvertes concernant le comportement de certains gènes et les avancées des
recherches sur les chromosomes (les versions de la génétique, selon Kitcher), se com-
plexiﬁent au cours de l'apprentissage. Ils sont à la fois des expressions de la théorie,
des représentations des données, et des  ordinateurs  permettant de tirer rapide-
ment des inférences à partir des données d'un problème. Ainsi, après avoir appris les
lois de Mendel au moyen de diagrammes comme celui de la ﬁgure 44, l'étudiant ap-
prendra la règle de transmission des caractères liés au sexe, au moyen d'un diagramme
comme celui de la ﬁgure 48.
Les règles syntaxiques de ces diagrammes sont données, dans chaque cas, par
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Fig. 49  Pedigree d'une famille pour deux caractères liés au sexe, daltonisme (c) et hémophilie
B (hB). À la troisième génération, les échanges de portions de chromosomes X sont mis en évidence
par la coloration des portions concernées en fonction de leur origine : rouge (grand-père I − 1) et
rose (grand-mère I − 2) (Strickberger, 1985).
ce que Kitcher appelle les  contraintes  du problème, c'est-à-dire des informations
relatives au mode de transmission des gènes concernés. Ces règles évoluent donc natu-
rellement au fur et à mesure des développements de la génétique. Pour reprendre les
propos de Kitcher, on peut considérer le diagramme de la ﬁgure 44 comme exprimant
le  style  général de raisonnement propre à la génétique classique. La ﬁgure 48 est
l'expression de la règle de transmission des caractères liés au sexe : au lieu de carrés
et de ronds, les individus drosophiles sont représentés par des icônes montrant le
caractère (les yeux rouges  en l'occurrence, noirs) étudié, auxquels sont ajoutées des
représentations des chromosomes concernés permettant de comprendre la manière
dont le caractère est transmis. Cette ﬁgure est à la fois l'expression d'une règle gé-
nérale et l'exemple typique de la manière dont les problèmes de pedigree mettant en
jeu un caractère lié au sexe doivent être résolus.
La maîtrise des règles syntaxiques des diagrammes à une époque donnée, et les
informations relatives aux contraintes  souvent représentées au moyen d'icônes indi-
quant l'emplacement des gènes concernés sur les chromosomes  permettent de tirer
des inférences à propos de la probabilité de distribution des gènes aux générations sui-
vantes  ou encore à propos du génotype des ancêtres, le phénotype des descendants
étant connu.
Les diagrammes permettent également de représenter certains types particuliers
d'hérédité, exempliﬁant ainsi le type d'inférences autorisées ou non en fonction des
contraintes du problème, pour reprendre les termes de Kitcher : ainsi, la ﬁgure 48
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présente les moyennes statistiques des données obtenues dans le cas de croisements
mettant en jeu un caractère lié au sexe dans l'espèce Drosophila. Elle représente à la
fois les données et la règle de transmission héréditaire concernant les caractères liés
au sexe ; l'intervention d'icônes représentant des chromosomes apporte l'explication
cytologique de cette règle. Elle exempliﬁe par là même le type de raisonnement à
l'÷uvre dans la résolution de problèmes de ce genre, omniprésents dans les manuels
de génétique.
La ﬁgure 49, enﬁn, présente la transmission dans une famille particulière de deux
caractères (le daltonisme et l'hémophilie), tous deux liés au sexe, mais assez éloi-
gnés sur le chromosome X. La présence d'icônes représentant des chromosomes sur
lesquels on a précisé l'emplacement des gènes responsables de ces caractères permet
d'expliquer, en raison de la distance séparant ces deux gènes, que la recombinai-
son soit de 50%. Cela permet d'expliquer comment une femme saine pour les deux
caractères, ﬁlle d'un père sain et d'une mère daltonienne mais non hémophile, se
reproduisant avec un homme sain et non porteur des gènes responsables du dalto-
nisme et de l'hémophilie, peut donner naissance à quatre ﬁls dont deux sont aﬀectés
des deux maladies et les deux autres sont l'un daltonien et l'autre hémophile. Ici, le
diagramme ne représente pas la moyenne quantitative de résultats d'expériences de
croisement, mais bien un cas particulier que les règles de transmissions des facteurs
héréditaires permettent d'expliquer.
2.1.3 La position anti-réductionniste de Kitcher : l'explication cytolo-
gique est préférable.
Ayant ainsi posé que les problèmes typiques de la génétique classique sont des
problèmes relatifs à la distribution des gènes dans les pedigrees étudiés, et que leur
résolution consiste en la mise en ÷uvre d'un certain schème de raisonnement que
j'ai proposé d'illustrer au moyen des diagrammes de pedigree, Kitcher montre que, si
la génétique moléculaire a bien apporté une  extension explicative  à la génétique
classique, on ne peut pas aﬃrmer qu'elle en fournit une réduction explicative.
La notion d'extension explicative est destinée à rendre compte de  l'idée presque
universelle selon laquelle la génétique moléculaire a fait quelque chose d'important
pour la génétique classique  (Kitcher, 1984, p. 337). Examinant trois exemples
d'avancées majeures opérées par la génétique moléculaire (l'explication de la ré-
plication des gènes, la caractérisation des processus de mutation et l'identiﬁcation
des structures moléculaires de certains gènes d'organismes particuliers), Kitcher en
conclut qu'elles contribuent le plus souvent à expliquer des présupposés de la géné-
tique classique, qui, s'ils ﬁgurent à titre de prémisses implicites dans les raisonnements
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typiquement mis en ÷uvre pour résoudre des problèmes de pedigree, ne constituent
pas l'objet de cette théorie.
Disons qu'une théorie T ′ fournit une extension explicative d'une théorie T dans
les cas où il existe un schème de résolution de problèmes de T dont une des
prémisses schématiques peut être obtenue comme conclusion d'un schème de
résolution de problème de T ′. Quand une nouvelle théorie fournit une extension
explicative d'une autre ancienne théorie, des prémisses particulières des dériva-
tions explicatives de l'ancienne théorie se trouvent elles-mêmes expliquées au
moyen des arguments fournis par la nouvelle théorie. Cependant, il ne s'ensuit
pas que ces explications fournies par l'ancienne théorie puissent être améliorées
en remplaçant les prémisses en question par les dérivations pertinentes. Ce qui
est pertinent pour expliquer un énoncé S n'est pas toujours pertinent pour ex-
pliquer un énoncé S′ qui ﬁgure comme une dérivation explicative de S. (Kitcher,
1984, p. 365)
Ainsi, par exemple, l'idée selon laquelle les gènes peuvent se répliquer était assez
unanimement admise par les généticiens classiques, sans qu'ils soient en mesure d'ex-
pliquer ce phénomène. Son explication par la génétique moléculaire est indiscuta-
blement, selon Kitcher, un approfondissement de la compréhension des phénomènes
étudiés par la génétique classique. Cependant, pour ce qui constitue le c÷ur de la
pratique de la génétique classique, les problèmes de pedigree, le schème de raison-
nement mis en ÷uvre par la génétique classique  et illustré par les diagrammes de
pedigree  est, selon Kitcher, irréductible au schème de raisonnement de la génétique
moléculaire. Voyons rapidement en quoi consiste son argument.
Selon Kitcher, les règles de transmission des gènes de génération en génération,
qui constituent l'objet de la génétique classique, ne trouvent pas d'explication satis-
faisante au niveau moléculaire, alors que le niveau cytologique leur en fournit une.
Prenant l'exemple simple de l'assortiment indépendant des gènes situés sur des chro-
mosomes non homologues, il suggère qu'une explication adéquate de ce phénomène
implique l'identiﬁcation de ce qu'il appelle un  processus-PS 50 c'est-à-dire  un
processus au cours duquel des paires d'entités (en l'occurrence, des chromosomes ho-
mologues) sont séparées par une force telle que chaque membre de la paire est assigné
à une entité descendante (en l'occurrence, un gamète).  Or, aﬃrme Kitcher, si l'on
peut, au niveau cytologique, identiﬁer des processus de ce type comme formant une
 espèce naturelle  (les processus de méiose),  les processus-PS ne peuvent pas être
identiﬁés comme un même type de processus du point de vue moléculaire  (p. 349) ;
en eﬀet, les  processus-PS sont hétérogènes du point de vue moléculaire. Il n'y a pas
de contrainte sur les structures moléculaires des entités qui vont par paires ou sur la
50 PS  signiﬁe  pair-separation .
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manière dont les forces fondamentales se combinent pour les unir et les séparer. Les
liens peuvent être forgés et brisés de plusieurs manières diﬀérentes  (p. 349). Bien
que tous les processus décrits au niveau cytologique correspondent à des processus
chimiques complexes, le niveau d'explication adéquat des règles de transmission des
gènes est, selon Kitcher, le niveau cytologique. Expliquer ces phénomènes au niveau
moléculaire résulte en une perte du pouvoir uniﬁcateur de l'explication par identiﬁ-
cation de processus-PS.51
La distribution des gènes dans les gamètes doit être expliquée, non pas en énu-
mérant dans les moindres détails [gory details] les réarrangements [reshuing ]
des molécules, mais par l'observation du fait que les chromosomes sont alignés
par paires avant la division méiotique et que l'un des chromosomes de chaque
paire est transmis à chaque gamète. On peut formuler cela dans le langage favori
des biologistes en disant que l'assortiment des allèles doit être compris au niveau
cytologique. Cela signiﬁe qu'il y a un schème de raisonnement qui est appliqué
pour dériver la description de l'assortiment des allèles et qui implique des prédi-
cats qui caractérisent les cellules et leurs structures internes à une grande échelle.
Ce schème de raisonnement est objectivement préférable au schème moléculaire
qui serait instantié par la dérivation qui retrace les réarrangements compliqués
de molécules individuelles, parce qu'il peut être appliqué dans un grand nombre
de cas qui seraient hétérogènes dans la perspective moléculaire. Intuitivement,
le schème cytologique établit des liens qui sont perdus au niveau moléculaire, et
doit donc être préféré. (Kitcher, 1984, pp. 370-371)
Non seulement les détails de l'explication moléculaire n'apportent rien, selon Kit-
cher, à la compréhension de la distribution des gènes en tant que processus-PS, mais
encore ils ne l'expliquent pas vraiment, étant incapables de la représenter comme
un processus-PS. En d'autres termes l'analyse moléculaire ne permet pas de regrou-
per sous un même type de phénomènes les mécanismes à l'÷uvre au niveau de la
cellule pendant la méiose. Quand bien même chaque division chromosomique peut
en dernière analyse être décrite en termes moléculaires, aucune explication molécu-
laire ne permet d'uniﬁer ces phénomènes, chose permise par le niveau d'explication
cytologique.
La défense de l'anti-réductionnisme de la génétique classique à la génétique molé-
culaire repose donc, chez Kitcher, sur une inclusion de la cytologie dans sa déﬁnition
de la génétique classique : la génétique classique n'est pas réduite à la génétique
moléculaire parce que les explications cytologiques sont plus adéquates que les ex-
51Kitcher (1981, 1989) défend par ailleurs une thèse sur l'explication scientiﬁque selon laquelle la
valeur explicative d'une théorie est son pouvoir uniﬁcateur. La notion de schème de raisonnement
est un des outils de cette thèse. Son argument anti-réductionniste est cependant intelligible sans
qu'il soit nécessaire d'entrer en détail dans ses propos sur l'explication.
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plications moléculaires. Incidemment, Kitcher semble donc identiﬁer les schèmes de
raisonnement propres à la génétique classique à des explications cytologiques. C'est
sur ce point que je voudrais lui adresser une double critique.
2.2 Critique de la position de Philip Kitcher (1984)
J'ai insisté, dans la première section de ce chapitre, sur l'indépendance concep-
tuelle du mendélisme vis-à-vis de la théorie chromosomique de l'hérédité. En insis-
tant sur la distinction entre génétique mendélienne et théorie chromosomique, je ne
prétends aucunement nier l'importance des explications cytologiques dans le déve-
loppement du mendélisme  le chapitre suivant en propose une analyse détaillée. Je
ne prétends pas non plus, en refusant l'identiﬁcation du mendélisme à une théorie
cytologique, défendre une position réductionniste. Mon but, dans cette section, est de
montrer, dans un premier temps (section 2.2.1), que Kitcher assimile à tort  schème
de raisonnement  et  niveau d'explication , et de suggérer, dans un deuxième temps
(2.2.2), que la caractérisation qu'il propose de la pratique de la génétique classique
est insatisfaisante, en raison même du fait qu'elle est destinée à servir son argument
anti-réductionniste.
2.2.1 Confusion entre schème de raisonnement et niveau d'explication
Comme je l'ai dit précédemment (section 2.1.1), le modèle classique de la réduc-
tion inter-théorique est formellement dépendant de l'idée d'une théorie présentée sous
la forme d'un ensemble d'énoncés. Une théorie T1 en réduit une autre T2 si l'on peut
déduire de T1 la description de tous les phénomènes décrits (et expliqués) par T2. En
caractérisant une théorie en termes de schèmes de raisonnement plutôt que sous la
forme d'un ensemble hypothético-déductif d'énoncés, Kitcher cherche à montrer que
la déductibilité logique d'un ensemble d'énoncés par un autre n'est pas un modèle
adéquat de ce que l'on attend d'une explication scientiﬁque. Expliquer  et com-
prendre  un type de phénomènes implique selon lui la mise en ÷uvre d'une certaine
forme de raisonnement et non pas seulement la dérivation logique de la description
du phénomène.
Cependant, quand il en appelle à sa caractérisation de la génétique pour attaquer
la thèse réductionniste, Kitcher semble en revenir à une conception hypothético-
déductive des théories : si l'explication cytologique est la plus adéquate, selon lui,
c'est parce qu'il  y a un schème de raisonnement qui est appliqué pour dériver la
description52 de l'assortiment des allèles et qui implique des prédicats qui caracté-
risent les cellules et leurs structures internes à une grande échelle.  Ainsi, au sein
52Je souligne.
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même du schème de raisonnement propre à la génétique classique (qui conduit à dé-
crire la distribution des gènes dans les générations successives), interviennent, selon
Kitcher, des prémisses proprement cytologiques. Je suggère donc que Kitcher assimile
à tort deux thèses diﬀérentes. La première est celle selon laquelle la cytologie permet
d'identiﬁer un type de processus (la division des chromosomes pendant la méiose)
qui appartient à la même classe (celle des processus-PS) que les processus de dis-
tribution des gènes  observés par expérience d'hybridation, et donc spéciﬁquement
mendéliens. La seconde est celle selon laquelle l'explication cytologique appartient
aux schèmes de raisonnement typiques de la génétique classique, auquel cas il n'y
aurait plus de distinction à faire entre deux types de processus-PS (génétiques et
cytologiques).
Cette assimilation grève l'argumentation de Kitcher à plusieurs titres. Une fois
que la seconde thèse est acceptée, la première n'a plus vraiment lieu d'être : si les
schèmes de raisonnement génétiques instancient des explications cytologiques, c'est-
à-dire si les explications génétiques sont des explications cytologiques, l'aﬃrmation
selon laquelle la cytologie permet d'expliquer les phénomènes génétiques repose sur
une pétition de principe. La question n'est plus alors celle de la réduction de la
génétique classique à la génétique moléculaire, mais celle de la cytologie à la biologie
moléculaire. Il semble pourtant que Kitcher ne prétende pas identiﬁer les processus
de distribution des gènes à des processus de division méiotique : aﬃrmer, comme
il le fait, que le niveau cytologique est le bon niveau d'explication des phénomènes
génétiques revient à dire que les phénomènes à expliquer ne sont pas eux-mêmes
initialement décrits au niveau cytologique.
Il convient donc, semble-t-il, de refuser la seconde thèse énoncée ci-dessus, c'est-à-
dire l'identiﬁcation des schèmes de raisonnement génétiques à la mise en ÷uvre d'une
explication cytologique. Notons d'ailleurs que, dans les schèmes de raisonnement dé-
crits par Kitcher, le niveau d'explication cytologique n'a pas une place bien déﬁnie :
certes, dans l'ensemble des contraintes qui s'exercent sur la description de la trans-
mission des gènes, on convoque des informations cytologiques, mais, au sein même du
schème de raisonnement destiné à résoudre les problèmes de pedigree, ces informa-
tions n'ont pas de rôle explicatif. Plus précisément, ce n'est pas en tant qu'elles sont
cytologiques qu'elles ont un rôle explicatif dans le cadre du schème de raisonnement.
Cela devient clair quand on couche ce raisonnement sous la forme d'un dia-
gramme : les informations cytologiques jouent un rôle de contrainte disant quel type
de dérivation est permise, mais rien, dans les règles de manipulation du diagramme, ne
fait intervenir la considération des chromosomes. Prenons par exemple le diagramme
de la ﬁgure 49 : la présence d'icônes indiquant l'emplacement des gènes respon-
sables du daltonisme et de l'hémophilie sur le chromosome X permet de comprendre
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la distribution de ces gènes à la troisième génération. Cependant, ces informations
 cytologiques  pourraient très bien être données sans référence aux chromosomes :
indiquer que les gènes responsables des caractères étudiés appartiennent à un même
groupe de liaison et donner leur fréquence de recombinaison permettrait d'obtenir les
mêmes résultats.53
Le type de représentations adapté à une explication cytologique, comme je l'ai
suggéré précédemment et comme j'y reviendrai au chapitre suivant, est celui des re-
présentations schématiques, plutôt que diagrammatiques. En eﬀet, la cytologie  tout
comme, d'ailleurs, la biologie moléculaire  a pour objet le comportement d'entités
concrètes (cellules, chromosomes, etc.) que l'on peut observer, par exemple, au mi-
croscope. Une explication cytologique consiste donc à faire référence à ces entités
concrètes de manière essentielle, ce qui n'est pas le cas dans le raisonnement illustré
par le diagramme de la ﬁgure 49, où le rôle des icônes représentant des chromo-
somes pourrait être joué par n'importe quel symbole contenant des informations qui
elles-mêmes ne supposent pas l'hypothèse chromosomique. Même si l'emplacement
des gènes étudiés explique certaines données numériques, la présence des chromo-
somes dans le diagramme est purement iconique ; ils ne fournissent pas d'explication
mécanique au sein du diagramme.
Je suggère donc que la stratégie de Kitcher qui consiste à caractériser la géné-
tique par les problèmes et les schèmes de raisonnement qu'elle met typiquement en
÷uvre pour les résoudre gagnerait, dans un premier temps du moins, à distinguer le
niveau génétique du niveau cytologique, aﬁn précisément d'évaluer la valeur explica-
tive de ce dernier niveau. Ainsi, par exemple, il conviendrait de remplacer les diverses
occurrences du terme  chromosome  par l'expression strictement mendélienne de
 groupe de liaison . Comme cela apparaîtra au chapitre suivant, non seulement
cela rend compte plus ﬁdèlement du développement historique de la génétique54,
mais encore cela permet de comprendre le rôle des hypothèses cytologiques dans le
développement du mendélisme.
Ce n'est donc qu'en refusant la seconde thèse mentionnée ci-dessus  celle de l'in-
53Autrement dit, la cytologie ne sert à rien pour résoudre un problème de fréquence. Si l'on veut
connaître, par exemple, la fréquence des yeux blancs dans une descendance de drosophiles, ou celle
de l'hémophilie dans la famille de Victoria, il ne sert à rien de regarder les chromosomes de cette
drosophile ou de Victoria avec un microscope. Merci à Patrice David pour cette remarque.
54En eﬀet, si l'on prête attention aux débats des années 1920, certaines aﬃrmations de Kitcher,
comme la suivante, sont strictement fausses :  tout au long de l'histoire de la génétique classique, la
théorie est orientée en direction de la réponse à des questions sur la distribution de caractéristiques
dans les générations successives d'une généalogie, et elle propose de répondre à ces questions en
utilisant des probabilités de distributions de chromosomes [je souligne] pour calculer les probabilités
des génotypes de la descendance.  (Kitcher, 1984, p. 354)
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clusion du niveau d'explication cytologique dans les schèmes de raisonnement mis en
÷uvre pour résoudre des problèmes de pedigree  que l'on peut aborder la question
du réductionnisme. La thèse de Kitcher, une fois posée dans ces termes, devient la
suivante : la génétique  déﬁnie comme étude des problèmes de pedigree  est réduc-
tible à la cytologie, mais non à la biologie moléculaire. Son argument, rappelons-le,
consiste à aﬃrmer que la cytologie permet d'identiﬁer un type de processus cellu-
laires qui appartient, comme les phénomènes de distribution des gènes, à un type de
processus-PS ; selon lui, la biologie moléculaire ne permet pas, en revanche, d'identi-
ﬁer un type homogène de processus-PS.
Ainsi formulée, cette thèse est très contestable, comme le montre Kenneth Waters
(1990). En eﬀet, en admettant que la cytologie oﬀre un modèle mécanique satisfaisant
pour expliquer la ségrégation et l'assortiment indépendant, Waters montre qu'elle ne
fournit pas de meilleure explication que la biologie moléculaire pour des phénomènes
génétiques comme ceux de liaison partielle.
Au niveau cytologique, on ne peut pas dire grand chose [du processus de crossing-
over] sinon que les chromosomes homologues s'entremêlent parfois et échangent
des segments pendant la division cellulaire. En revanche, peu de temps après que
la structure en double hélice des chaînes génétiques fut comprise, des modèles
moléculaires de crossing-over furent proposés. Le modèle basique de Holliday
(Holliday, 1964), [voir ﬁgure 50] a été particulièrement fécond. [...] Notre com-
préhension de l'échange de segments entre des paires de gènes est considérable-
ment élargie par notre connaissance de la structure moléculaire de ces chaînes.
La biochimie de la recombinaison génétique est un domaine de recherche ex-
trêmement actif et va conduire notre compréhension des processus mendéliens
classiques au niveau moléculaire.  (Waters, 1990, p. 132)
Cet argument avancé par Waters dans une perspective réductionniste me per-
met, a contrario, de montrer que Kitcher n'est pas allé assez loin dans la perspective
anti-réductionniste qui est la sienne. En aﬃrmant la réductibilité de la génétique
classique à la génétique moléculaire, Waters remet du même coup en question le fait
que la cytologie fournisse une explication satisfaisante  que cette explication soit
ou non réductible au niveau moléculaire  des phénomènes génétiques. En outre, la
considération du modèle de Holliday (ﬁgure 50) met en évidence le fait que l'ex-
plication  qu'elle soit moléculaire ou cytologique (voir ﬁgure 39)  de phénomènes
génétiques comme celui du crossing-over prend la forme d'une représentation sché-
matique, comme je le suggérais précédemment. Les diagrammes de pedigree, quelle
que soit la nature des icônes indiquant leurs règles de manipulation, ne constituent
en aucun cas des explications mécaniques (cytologiques ou moléculaires, ou de toute
autre sorte) des phénomènes génétiques.
Mon but, encore une fois, n'est pas de prendre part au débat sur le réduction-
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homologous chromosomes don't pair, why separately paired chromosomes segregate
independently, and so forth is not well developed, anti-reductionists haven't offered
sufficient reason for thinking these questions won't eventually be answered. The an-
swers to these questions will be given from the molecular perspective and will en-
hance our understanding of why non-linked genes assort independently.
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Figure 1. The Holliday Model for genetic recombination. (a) Two homologous double helices are
aligned. (b) The two + or - strands are cut. (c) The free ends leave the complementary strands to which
they have been hydrogen-bonded. (d) The free ends become associated with the complementary
strands in the homologous double helix. (e) Ligation creates partially heteroduplex double helices. (f)
Migration of the branch point occurs by continuing strand transfer by two polynuclotide chains in-
volved in a crossover. (g) The Holliday structure shown in extended form. (h) The rotation of the
structure shown in (g) can yield the form depicted in (i). Resolution of the structure shown in (i) can
proceed in two ways, depending on the points of enzymatic cleavage, yielding the structures shown in
(j), which can be depicted as shown in (k), and repaired to the forms shown in (1). Figure from Potter
and Dressler (1979), p. 970. Explanation quoted from Suzuki et al (1986), p. 360.
Research in the general area of genetic recombination has already displayed signs
identified by Nagel (see section 1. a.) as the distinguishing features of an important
theoretical reduction. One sign is the discovery of surprising connections between
seemingly unrelated processes. Recent biochemical research has revealed unexpected
connections among the processes of recombination, replication, and repair (see Low
1988). Another sign of a significant reduction is the establishment of new experimen-
tal laws that are in better agreement with the facts. Recent lines of biochemical re-
search hold promise for explaining why recombination is not entirely random and for
helping us discover the finer patterns of genetic recombination (e.g. patterns of inter-
Fig. 50  Le modèle de H lliday e la recombinaison génétique. (a) D ux doubles hélices homo-
logues sont alignées. (b) Les deux brins + ou  sont coupés. (c) Les extrémités ai si libérées quittent
les brins complémentaires auxquels elles ont été relié par un lien hydrogè e. (d) Les extrémités
libérées s'associent aux rins compléme taires de la double hélice complémentair . (e) La ligation
crée des doubles hélices partiellement hétéroduplexes. (f) Une migration du point d'embranchement
se produit par la continuation du transfert du brin par deux chaînes polynuclotides impliquées dans
le crossing-over. (g) La structure de Holliday présentée de manière étendue. (h) La rotation de la
structure présentée en (g) donne la forme présenté en (i). La résolution de la structure présentée
en (i) peut se produire de deux manières, selon le point de clivage enzymatique, ce qui donne les
structures présentées dans (j), qui peuvent être représentées comme dans (k), et réappariées sous
la forme présentée en (l). La ﬁgure st irée de (Potter et Dressler, 1979, p. 970). L'explication est
empruntée à (Suzuki et al., 1986, p. 360). L'ensemble est tiré de (Waters, 1990).
nisme. Je suggère au contraire que la démarche de Kitcher et sa recherche d'une
caractérisation non positiviste des théories et plus précisément de la génétique, est
grevée par le fait qu'elle se situe dans le cadre du débat sur le réductionnisme. Alors
que son but initial est de proposer une approche nouvelle des théories et des rela-
tions inter-théoriques (entre versions successives d'une même théorie et entre théories
diﬀérentes), il concède ﬁnalement beaucoup à une conception hypothético-déductive
des théories. Cela se reﬂète dans la manière même dont il propose de caractériser la
génétique classique.
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2.2.2 Les  problèmes de pedigree  ne sont pas le c÷ur du mendélisme
Je voudrais pour terminer comparer la manière dont Kitcher caractérise la géné-
tique classique avec ma propre approche. Je prétends montrer deux choses : d'une
part que sa caractérisation de la génétique est insatisfaisante, et d'autre part que
ses défauts sont en partie dus aux limites de la déﬁnition même qu'il propose de la
pratique d'une science.
J'ai montré, dans ce qui précède, que les schèmes de raisonnement propres à la
génétique tels que Kitcher les décrit semblent assez ﬁdèlement incarnés par les dia-
grammes de pedigree. Je voudrais à présent montrer que ces diagrammes et, consé-
quemment, les problèmes qu'ils présentent et servent à résoudre, ne constituent pas
le c÷ur du mendélisme.
On peut, certes, utiliser un diagramme de cette sorte pour exprimer les lois de
Mendel, comme dans la ﬁgure 44. Cependant, on peut également se servir d'une
forme d'arbre généalogique du même type pour exprimer des hypothèses et mettre
en ÷uvre un raisonnement non mendélien (comme c'est par exemple le cas dans
l'arbre généalogique des Rougon-Macquart que j'ai placé en tête de ce chapitre).
La forme de l'arbre généalogique précède largement la génétique mendélienne, dont
je suggère que l'une des composantes théoriques fondamentales réside bien plutôt
dans l'utilisation du symbolisme introduit par Mendel et dans l'utilisation des ma-
thématiques combinatoires que dans le recours à ces diagrammes. Ils sont, certes,
omniprésents dans les manuels et oﬀrent une forme particulièrement commode pour
présenter et résoudre des problèmes de pedigree. Mais les hypothèses authentique-
ment génétiques se manifestent dans l'utilisation des mathématiques combinatoires
plus que dans celle d'une forme classiquement utilisée pour représenter l'hérédité,
quelle qu'en soit la conception qu'on en ait.
À la rigueur, la présentation des problèmes génétiques sous la forme de dia-
grammes de pedigree est plutôt un héritage non mendélien de l'hérédité pensée comme
 sommation de l'ensemble des inﬂuences de tous les ancêtres sur un individu . Ces
propos de Jean Gayon invitent à tirer une telle conclusion :
Dans le mendélisme, la question de l'origine des caractères est non pertinente :
seule importe la structure génotypique présente, et les combinaisons qu'elle au-
torise. Aussi le pedigree n'a-t-il plus rien à dire de la nature de l'hérédité ; il
n'intervient plus qu'à titre d'outil de mise en ordre des données. (Gayon, 1994)
Les diagrammes de pedigree oﬀrent un cadre qui peut recevoir des éléments symbo-
liques exprimant des hypothèses mendéliennes, mais qui pourraient servir  et ont
servi  à exprimer des hypothèses très diﬀérentes sur l'hérédité. Ce qui est mendélien
dans ces diagrammes, c'est l'usage de lettres ou autres symboles et icônes pour re-
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présenter les facteurs ou les caractères discrets, sur lesquels on procède à des calculs
combinatoires ; mais ils ne sont pas mendéliens en tant que diagrammes de pedigree.55
Je suggère donc que les problèmes de pedigree, tels que Kitcher les déﬁnit, ne
permettent pas vraiment de caractériser l'activité théorique propre au mendélisme.
La génétique a, certes, pour l'objet l'étude de la transmission des facteurs héréditaires
de génération en génération. Mais ce qui la caractérise au premier chef est, comme
je l'ai suggéré au début de ce chapitre, la manière dont elle représente ces facteurs et
son recours aux mathématiques combinatoires. L'inexactitude de la caractérisation
de Kitcher devient patente dans quelques remarques qu'il ajoute après avoir présenté
ce qu'il considère être le c÷ur de la pratique de la génétique classique :
La c÷ur de la théorie est la théorie de la transmission des gènes, la famille des
schèmes de raisonnement dirigés vers les problèmes de pedigree. À cette théorie
sont reliées d'autres sous-théories. La théorie de la cartographie génétique oﬀre
un schème de raisonnement qui aborde la question de l'emplacement relatif des
loci sur les chromosomes. (Kitcher, 1984, pp. 357-358)
Non seulement Kitcher ne donne aucune déﬁnition de ce qu'il entend par  sous-
théorie , mais encore il semble considérer que la cartographie génétique est l'appli-
cation d'un schème de raisonnement diﬀérent de celui qui fait le c÷ur de la génétique
classique. Je montrerai au contraire au chapitre suivant que cette technique repré-
sentationnelle peut être considérée comme une extension de première importance du
type de représentation propre au mendélisme. En outre, on verra que l'analyse de la
construction et de l'interprétation de ces cartes permet de comprendre et d'évaluer
la nature explicative de l'hypothèse chromosomique et le rôle qu'elle a eﬀectivement
joué dans le développement de la génétique classique.
La recherche par Kitcher d'une  structure commune  aux  versions  successives
de la génétique classique est une concession aux approches abstraites des théories
scientiﬁques, qui l'empêche de rendre compte de la pratique eﬀective de cette science.
On peut ainsi faire à Kitcher une critique analogue à celle que Shapere (1964) fait
à Kuhn (1962/1970), et que j'ai présentée au chapitre 6 (section 1.3.1) : en ayant
recours à une notion sommes toutes assez abstraite et mal déﬁnie (la notion de
schème de raisonnement, en tant qu'elle est une des composantes de la  pratique 
d'une science), Kitcher ne passe pas la génétique par un tamis assez ﬁn. Dans un
souci pourtant anti-réductionniste, il manque ce qui fait la spéciﬁcité de l'activité
55Voir (Gayon, 1994), qui compare les ﬁgurations  ancestraliste  et  mendélienne  des généra-
tions, et montre que, dans le contexte de l'hérédité ancestrale, les générations parentales convergent
vers la génération ﬁliale, présentant une  vision de l'hérédité comme ensemble d'inﬂuences dont le
poids s'accumule dans l'hérédité , alors que la ﬁguration mendélienne des pedigrees  descend vers
les générations ﬁliales (F1, F2, F3) .
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théorique propre au mendélisme, quels que soient, ensuite, les supports matériels
permettant d'expliquer les processus décrits au niveau génétique. Une fois rejetée la
notion positiviste de théorie, il n'y a plus aucune raison de supposer l'existence d'une
 structure  sous-jacente qui s'exprimerait dans des schèmes de raisonnement.
Plutôt que de reconstruire un schème de raisonnement abstrait diﬀéremment ins-
tantié au cours du temps, je suggère qu'une attention aux représentations concrètes
et à la manière dont les diﬀérents généticiens les utilisent et les interprètent permet
d'éclairer la nature de l'activité théorique propre au mendélisme et de comprendre le
rôle des explications cytologiques mieux que ne le permet l'analyse de Kitcher. Dans
cette perspective, les diﬀérentes  versions  de la génétique ne correspondront pas
tant à diﬀérentes instantiations d'un schème abstrait de raisonnement qu'à diﬀérentes
manières, aussi bien diachroniques que synchroniques, d'utiliser et de comprendre la
méthode et le symbolisme mendéliens. En distinguant clairement entre le mendé-
lisme et l'hypothèse chromosomique, il devient en eﬀet possible de montrer que les
diﬀérents types d'adhésions à cette dernière hypothèse déterminent diﬀérentes ma-
nières de comprendre et de pratiquer le mendélisme  diﬀérentes versions. C'est ce
que l'étude de cas du prochain chapitre va chercher à montrer.
Conclusion
Soulignons, pour conclure, le contraste entre une approche des théories fondée sur
la notion de réduction et ma propre caractérisation de l'activité théorique, en tant
qu'elle repose sur la construction et l'utilisation d'un certain type de représentations.
Pour reprendre une distinction introduite au début de ce travail, la compréhension
d'une théorie se distingue de la capacité à opérer des déductions à partir de prin-
cipes abstraits : elle a une double dimension computationnelle et représentationnelle.
Comprendre la génétique mendélienne consiste ainsi à être en mesure de résoudre
des problèmes au moyen du symbolisme qui lui est propre et à se représenter les
phénomènes génétiques au moyen de ce symbolisme. De ce point de vue, comprendre
ce qu'est un gène dans la perspective mendélienne et dans la perspective moléculaire
sont clairement des opérations diﬀérentes.
Plutôt que de chercher à reconstruire la  structure  d'une théorie  que ce soit
sous la forme d'un ensemble de lois, ou, comme Kitcher, sous la forme de  schèmes
de raisonnement   pour ensuite en analyser les relations avec d'autres théories, ou
pour en dégager des versions successives, je suggère donc qu'une analyse des types
de représentation utilisés dans l'enseignement, le développement et l'application des
hypothèses théoriques permet de mettre en évidence d'autres moteurs importants du
développement scientiﬁque que la recherche de la réduction explicative (dont je ne
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nie pas qu'elle en soit un moteur).
Ainsi, après avoir distingué entre le mendélisme  pur  et la théorie chromoso-
mique en dégageant les types de représentations propres à chacun de ces domaines
théoriques, je me propose, dans le prochain chapitre, d'étudier la manière dont ces
deux domaines interagissent dans l'activité théorique des généticiens des années 1920.
En eﬀet, aﬃrmer que le mendélisme est conceptuellement indépendant des diﬀérentes
hypothèses possibles sur la nature matérielle des gènes ne revient pas à dire que les
engagements théoriques des généticiens qui la développent ne jouent aucun rôle dans
leur pratique et leur compréhension de la théorie.56
Bien au contraire, le prochain chapitre est destiné à montrer la manière dont les
options théoriques et les préférences méthodologiques des diﬀérents généticiens des
années 1920 inﬂuent sur la façon dont ils construisent et interprètent les diﬀérentes
représentations utilisées dans la pratique de la génétique. Cette inﬂuence devrait
apparaître d'autant mieux qu'une distinction nette entre les principes de la génétique
mendélienne et leur explication au niveau de la cellule a été tracée.
56Par exemple, la conviction de Hermann Muller que les gènes sont des particules matérielles dirige
en grande partie son enquête, en collaboration avec le physicien Max Delbrück, après la découverte
de l'eﬀet mutagène des rayons X en 1927 (voir Morange, 2003, p. 26), sur la nature chimique des
gènes, destinée à expliquer leur stabilité et leur capacité d'auto-réplication.

Chapitre 9
Étude de cas : la cartographie
génétique (1913-1939)
 
Carte génétique des quatre chromosomes de Drosophila Melanogaster. Frontispice de Morgan et al., 1915,
The Mechanism of Mendelian Heredity.
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La cartographie génétique est une technique mise en ÷uvre en 1913 par un élève
de Morgan à l'Université de Columbia, Alfred Sturtevant. Elle consiste à représenter
graphiquement l'emplacement relatif des gènes le long des chromosomes, sur la base
de leur fréquence de recombinaison. Née de la suggestion de Morgan selon laquelle la
fréquence de recombinaison de deux gènes appartenant à un même groupe de liaison
est un indice de leur distance le long du chromosome, cette technique marque le début
de la jonction progressive du mendélisme  pur  et de la théorie chromosomique de
l'hérédité. À partir du milieu des années 1910, ce qui est  un des exemples les plus
élégants de l'interaction du travail théorique et du travail expérimental dans l'histoire
des sciences  (Wimsatt, 1987) devient le ﬁl rouge des développements de la génétique
par l'école de Morgan. La construction, l'interprétation et l'utilisation de ces cartes
ont fait l'objet de plusieurs débats, qui oﬀrent un laboratoire très utile pour une
analyse de l'activité théorique dans la perspective qui est la mienne.
La cartographie génétique, et plus largement l'utilisation de représentations spa-
tiales (picturales, diagrammatiques ou schématiques) en biologie ont fait l'objet de
plusieurs études historiques et sociologiques, en particulier dans le courant des études
sur la science [science studies].1 Ces études adoptent la plupart du temps une pers-
pective constructiviste sur l'activité scientiﬁque, selon laquelle les faits scientiﬁques
sont le résultat de processus de construction et de  négociation  sociologiquement
déterminés. Mon analyse des représentations, si elle a beaucoup en commun avec cette
étude des pratiques scientiﬁques centrée sur les  traces  produites par les théoriciens
et les dispositifs expérimentaux, vise cependant à insister sur l'importance théorique
de ces représentations : mon but, contrairement à Kohler (1994), n'est pas d'analyser
le processus de  construction  de la drosophile, mais bien de comprendre la manière
dont les engagements théoriques et les contraintes liées à la prédiction et à l'explica-
tion des phénomènes génétiques interagissent dans la construction et l'interprétation
de certains types de représentations, que je considère comme des représentations
théoriques.
De ce point de vue, ma perspective est plus proche de celle qu'adoptent Griesemer
et Wimsatt (1989) dans leur étude de l'évolution des diagrammes de Weismann, qu'ils
considèrent comme des entités conceptuelles. Plutôt que de procéder à une étude des
changements de signiﬁcation du concept de gène, par exemple, j'isole comme eux des
types de représentations dont certains traits concrets  par opposition à une histoire
conceptuelle dématérialisée  sont caractéristiques de certains domaines théoriques 
mendélisme d'une part et cytologie d'autre part. Une des diﬀérences majeures entre
leur approche et la mienne est cependant que mon analyse des versions du mendé-
1Voir en particulier (Rheinberger et Gaudillière, 2004a,b; Kohler, 1994).
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lisme, révélées dans la diversité des approches possibles de la cartographie, est plus
synchronique que diachronique : je n'étudie pas les diﬀérentes formes sous lesquelles
on retrouve le mendélisme à des époques et dans des contextes diﬀérents, mais j'ana-
lyse comment, à une période donnée, diﬀérentes attitudes épistémiques vis-à-vis des
composantes théoriques de la génétique classique présentées au chapitre précédent
se manifestent dans la manière dont les théoriciens construisent et interprètent les
cartes génétiques.
Le fait que ces diﬀérentes attitudes aient parfois fait l'objet de débats explicites
présente un grand avantage méthodologique. Il évite en eﬀet de se livrer à une re-
construction historiquement invériﬁable des conceptions des diﬀérents acteurs, sur la
base de ce qui est  implicitement  contenu dans les représentations qu'ils utilisent
et plus généralement dans leur propos.2
Après avoir, section 1, rappelé le double contexte théorique dans lequel la carto-
graphie génétique a été inventée, je présente, à la section 2, la technique cartogra-
phique mise au point par Sturtevant (1913a). Les sections 3 et 4 exposent brièvement
les développements ultérieurs de la cartographie dans les années 1920 et les étapes
qui conduisent à la conﬁrmation de l'hypothèse chromosomique en 1934. La section 5
présente les critiques qui ont été faites à cette technique et à l'hypothèse du crossing-
over par trois généticiens contemporains de l'école de Morgan. L'analyse de ces débats
à la section 6, conduite au moyen des outils d'analyse des représentations élaborés au
chapitre 7, cherche à mettre en évidence la manière dont les engagements de chacun
en faveur d'une hypothèse explicative au niveau cytologique guide sa construction
et son interprétation des cartes, que je propose de décrire comme l'expression de sa
version du mendélisme.
1 Préhistoire de la cartographie
Avant de présenter la technique de cartographie génétique proprement dite, il
convient de dire un mot des découvertes et des problèmes qui précèdent immédiate-
ment son élaboration en 1913 par Sturtevant. J'ai insisté, dans le chapitre précédent,
sur la distinction entre le mendélisme  pur  et la théorie chromosomique de l'héré-
dité. J'ai montré, en particulier, que les activités théoriques propres à chacun de ces
2Cette notion d' implicite  est très présente dans l'histoire de la génétique mendélienne de
Lindley Darden (1991), qui insiste sur l'importance du symbolisme et des engagements théoriques
véhiculés par l'utilisation de certains types de représentations. Tout en empruntant des éléments à
son livre et en proposant aussi une approche du mendélisme par l'étude des symbolismes qui lui sont
propres, je cherche autant que possible à me concentrer sur les pratiques objectives et les propos
explicites des généticiens.
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domaines se caractérisent par l'usage de représentations de types diﬀérents, sympto-
matiques de niveaux d'explication diﬀérents. Rappelons-les brièvement.
Le mendélisme repose sur l'utilisation des mathématiques combinatoires appli-
quées à des symboles représentant les gènes sans que soit faite aucune hypothèse sur
leur nature. Ce symbolisme peut être étendu à des diagrammes comme les carrés de
Punnett facilitant le raisonnement probabiliste. La méthode mendélienne consiste en
une analyse quantitative de données obtenues par expériences de croisement (voir
chapitre 8, section 1.1).
La cytologie est l'étude de la constitution et des processus cellulaires. Elle repose
sur la manipulation de représentations picturales obtenues au microscope optique et
sur la construction de schémas à partir de ces images (voir chapitre 8, section 1.4).
La cartographie génétique doit sa naissance à la rencontre de ces deux domaines,
et plus particulièrement à l'hypothèse du crossing-over avancée par Morgan en 1912.
Dans cette section, je reviens sur le double contexte théorique dans lequel la carto-
graphie génétique a été inventée.
1.1 Le phénomène de liaison partielle
À partir de 1905, plusieurs exceptions à la loi d'assortiment indépendant sont
observées au cours d'expériences de croisement génétique : certains facteurs tendent à
être hérités ensemble, sans que cette liaison soit systématique (auquel cas on pourrait
considérer les caractères en question comme étant causés par un seul allèle) ; on parle
alors de  liaison partielle . Les premiers à constater de telles anomalies sont Bateson,
Punnett et Saunders, lors d'expériences de croisement sur le pois Lathyrus odoratus
(Bateson et al., 1905).
La couleur des ﬂeurs d'une part et la forme des grains de pollen de l'autre sé-
grègent normalement suivant la première loi de Mendel : à la deuxième génération
d'hybrides, on trouve une proportion de trois ﬂeurs de couleur violette (A) pour une
de couleur rouge (a) et une proportion de trois ﬂeurs aux grains de pollen allongés
(B) pour une aux grains de pollen ronds (b). Cependant, lors des croisements dihy-
brides impliquant les deux caractères, on ne trouve pas la proportion attendue de
9AB : 3Ab : 3aB : 1ab. Les résultats rapportés par Bateson et al. (1905) sont les
suivants : 1528AB : 106Ab : 117aB : 381ab.
Les caractères A et B d'une part, et a et b d'autre part tendent à être hérités
ensemble : leur fréquence d'association révèle que l'assortiment des facteurs respon-
sables de la couleur de la ﬂeur et de la forme des grains de pollen ne ségrègent pas
indépendamment.
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Au cours de la ségrégation, les aspects de la structure ou de la constitution
physiologique sont traitées comme des unités par les divisions cellulaires au
cours desquelles les germes sont formés. Ces caractères qui ségrègent sont, selon
l'état actuel de nos connaissances, toujours constitués par paires. [...] Parfois,
cependant, on constate la liaison ou le couplage entre des caractères distincts.
Quand de tels couplages sont complets, les deux caractères peuvent bien sûr être
traités comme un seul allélomorphe. [...] Mais, au delà de ce phénomène simple de
couplage complet, on sait aujourd'hui que les ratios habituels sont susceptibles
d'être modiﬁés par un couplage partiel entre des caractères distincts. (Bateson,
1906)
Insistons sur un point crucial : cette anomalie est découverte dans le cadre d'ex-
périences de croisement mendéliennes. Elle n'a aucun lien avec l'hypothèse chromo-
somique, dont Bateson et Punnett resteront très longtemps de fervents opposants.
L'explication qu'ils proposent dans un premier temps est la suivante (Bateson et al.,
1905, p. 141) : les gamètes contenant les diﬀérentes combinaisons de facteurs ne sont
pas en nombre égal, la production gamétique de la première génération d'hybrides
étant d'après leur hypothèse approximativement de 7AB + 1Ab+ 1aB + 7ab au lieu
d'être en nombre égal (1AB + 1Ab + 1aB + 1ab). L'anomalie, selon eux, provient
du couplage des facteurs dominants. La suite de leurs recherches les conduit à trou-
ver des cas un peu diﬀérents, qu'ils expliquent par la réciproque du couplage (ou
attraction) : la répulsion.
[...] la conclusion à laquelle nous sommes arrivés est que si A, a, et B, b, sont
deux paires d'allélomorphes sujettes au couplage et à la répulsion, les facteurs
A et B vont se repousser mutuellement au cours de la formation des gamètes
du double hétérozygote résultant de l'union Ab× aB, mais vont être couplés au
cours de la formation des gamètes du double hétérozygote résultant de l'union
AB×ab. L'hétérozygote F1 est visiblement identique dans les deux cas, mais ses
descendants présentent la distinction. Nous n'avons pour l'heure pas de conjec-
ture probable à proposer concernant la nature essentielle de cette distinction,
et tout ce qui peut être dit est que, dans ces cas spéciaux, la distribution des
caractères dans l'hétérozygote est aﬀectée par la distribution dans les parents
purs. (Bateson et Punnett, 1911b, p. 216)
Cette explication est à comprendre dans le cadre de la théorie de la  présence-
absence  de Bateson3, destinée à expliquer la dominance : la dominance est due à
la présence du facteur, et la récessivité à son absence. A et B désignent la présence
du caractère dominant, et a et b son absence. Par conséquent, si les facteurs A et B
sont plus fréquemment présents, on dira qu'ils sont couplés (ou s'attirent). Dans le
3Voir (Carlson, 1967, chap. 8).
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cas contraire, ils se repoussent.4
En 1906, Doncaster et Raynor constatent, chez le lépidoptère Abraxas, une ano-
malie d'une autre sorte : quand une femelle laticolor (de couleur pâle) est croisée avec
un mâle grossulariate (de couleur sombre), tous les hybrides de la première génération
sont grossulariate. À la deuxième génération d'hybride, une anomalie se présente :
on ne trouve aucun mâle laticolor. Doncaster cherche à expliquer cette anomalie en
termes de couplage entre le sexe féminin (interprété comme un facteur mendélien)
et le facteur responsable du laticolor. Bateson et Punnett (1908) amendent cette
explication et proposent celle, nécessitant des hypothèses moins nombreuses, d'une
répulsion entre le facteur du sexe féminin et le facteur grossulariate.5
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elaborate series of primary and secondary reduplications. He did not speculate as to when during
germ cell formation the cell divisions occurred.
Punnett discussed Trow's extensions and provided a possible cell division method to explain
the more general ratio of n: 1:1:«. Figure 9-2 shows Punnett's reduplication diagrams. However,
Punnett was puzzled as to how to accommodate the case of three factors (Punnett, 1913, p. 94).
Anomalies for 9:3:3:1 ratios showed the need to separate segregation (which produced 3:1
ratios) from independent assortment of different traits, although Bateson did not explicitly stress
that distinction in his discussions. The problem posed by the anomalies was localized in the
details of the processes producing the germ cells in hybrids. The next section discusses this
localization of the anomaly and the generation of alternative hypotheses to account for it.
9.3 Strategies, including Delineate and Alter
Anomalies for 9:3:3:1 ratios showed the need to delineate the theoretical components explaining
3:1 ratios from those explaining 9:3:3:1 ratios. In Chapter 5, the theoretical component for
independent assortment was stated as Component 6:
C6. Explanation of dihybrid crosses [later called "independent assortment"]
C6.1 In crosses involving parents that differ in two pairs of differentiating
characters [dihybrid crosses], the pairs behave independently. Symbolically, (AB
+ Ab+ aB+ab) (AB+ Ab+ aB+ab} = complicated array that in appearance [given
complete dominance] reduces to QAB:3Ab:3aB-Aab.
As discussed in Chapter 5, the usual way this theoretical component was stated in the early
literature was merely to say that segregation held when two different characters (traits) were
considered together. The domain of the law of segregation, thus, included not only crosses with
one allelomorphic pair but also crosses in which two different traits were followed, namely, in
Fig. 9-2. Punncu's (1913) reduplication diagrams. (From Punnett, R. C. (1913), "Reduplication Series in Sweet
Peas," Journal of Genetics 3, p. 94)
Fig. 51  Schéma présentant l'hypothèse de reduplication. Bateson et Punnett expliquent les ra-
tions non mendéliens obtenus au cours des croisements en supposant une multiplication diﬀérentielle
des cellules (à gauche, 3AB : 3ab : 1Ab : 1ab ; à droite, 4AB : 4ab : 1Ab : 1aB). Ces reduplications de-
vaient être mitotiques, et non méiotiques ; elles étaient, en outre, restreintes aux cellules germinales
(Punnett, 1913).
Quelques années plus tard, (Bateson et Punnett, 1911a) proposent une explica-
tion mécanique aux phénomènes de couplage et de répulsion6, celle de la reduplica-
4Lindley Darden (1991, p. 122) remarque que la terminologie du couplage (ou attraction) et de la
répulsion reﬂète la prédilection de Bateson pour les analogies physiques : il fait souvent référence à
des ondes, des vortex et des charges (voir par exemple Bateson, 1913, chap. 2 et 3). Pour l'évolution
intellectuelle de Bateson, voir (Coleman, 1970; Darden, 1977; Cock, 1983).
5Pour plus de détails sur ces débats, voir (Morgan, 1910a, p. 486-488).
6Les termes de couplage et de répulsion étaient en eﬀet uniquement destinés à décrire l'associa-
tion des facteurs présents dans les cellules germinales :  Au vu de ce que nous savons, les termes
couplage et répulsion sont mal choisis. Couplage a d'abord été introduit pour dénoter l'associa-
tion de facteurs spéciaux, et répulsion pour décrire la dissociation de facteurs spéciaux. À présent
que l'on sait que ces phénomènes sont causés non par l'association ou la dissociation, mais par le
développement de certaines cellules en excès, ces expressions doivent être abandonnées. Les termes
indicatifs de multiplication diﬀérentielle ou de prolifération sont plus adaptés. Au point où nous en
sommes, nous hésitons à suggérer ces termes, mais les divers systèmes peuvent être désignés comme
des exemples de reduplication, quels que soient les moyens par lesquels la composition numérique
Préhistoire de la cartographie 485
tion diﬀérenciée des cellules.7 Cette hypothèse permet de comprendre la production
de diﬀérents types de gamètes en nombre inégal. Bateson et Punnett proposent ainsi
d'expliquer les exceptions aux proportions normales comme le résultat d'une dupli-
cation diﬀérenciée de certaines cellules germinales (voir ﬁgure 51).
1.2 Morgan et les caractères liés au sexe
En 1910, au moment où il commence, à l'université de Columbia, ses travaux sur
la mouche du vinaigre Drosophila melanogaster8 en collaboration avec deux de ses
étudiants, Alfred Sturtevant et Calvin Bridges, bientôt rejoints par Hermann Muller,
qui fait ses études au laboratoire du cytologiste Wilson, Morgan est toujours un
opposant de la théorie chromosomique (Morgan, 1910a). Les premiers travaux sur
la drosophile ont pour objet la recherche de mutations ou variations discontinues
telles que de Vries en avait trouvées chez Oenothera lamarckiana (onagre) dès 1900,
dans le cadre de l'élaboration de sa théorie de la mutation.9 C'est la découverte d'un
mâle drosophile aux yeux blancs (ﬁgure 52) au sein d'une population de mouches
aux yeux rouges (couleur normale), qui marque le début d'une série d'expériences
qui conduisent Morgan à adopter l'hypothèse chromosomique.10
        
 
Fig. 52  Drosophiles : mutant aux yeux blancs, et individu normal (yeux rouges).
des gamètes est produite.  (Bateson et Punnett, 1911a)
7Voir (Carlson, 1967, p. 49-52).
8Pour une histoire du groupe de la drosophile et en particulier du choix et de la  construction 
de cet organisme modèle, voir (Kohler, 1994).
9Pour une histoire détaillée, voir (Dunn, 1965) et (Carlson, 1967, chap. 6).
10Pour une étude détaillée de l'évolution intellectuelle de Morgan et de sa conversion à la théorie
chromosomique, voir (Carlson, 1967) et (Allen, 1978).
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Fig. 53  Représentation diagrammatique des proportions obtenues lors des expériences de croi-
sement d'un mâle aux yeux blancs et d'une femelle aux yeux rouges. Les deux chromosomes X de la
femelle de la génération parentale P1 portent le gène pour la couleur rouge. Le gène responsable de
la couleur blanche w est porté par le chromosome X du mâle, représenté en blanc. Le chromosome
Y est moucheté. À la première génération d'hybrides F1, tous les individus, mâles et femelles, ont
les yeux rouges, ce qui s'explique par la dominance du facteur pour les yeux rouges. À la génération
F2, résultant du croisement des individus de la génération F1, tous hétérozygotes, on obtient bien
trois individus aux yeux rouges pour un aux yeux blancs. En revanche, on ne trouve pas de femelle
aux yeux blancs et, parmi les individus aux yeux rouges, la proportion est de deux femelles pour
un mâle. (Ce diagramme est tiré de (Morgan, 1928, p. 60) ; à l'époque des expériences de Morgan
(1910b), le sexe est considéré comme un facteur mendélien, et on ne parle pas encore de chromosome
Y ; cette représentation est donc légèrement anachronique.)
Comme le résume la ﬁgure 53, le croisement du mâle aux yeux blancs avec des fe-
melles normales (aux yeux rouges) ne donne, à la première génération d'hybrides, que
des individus aux yeux rouges. La deuxième génération d'hybrides présente la pro-
portion attendue de trois individus aux yeux rouges pour un individu aux yeux blancs
avec, cependant, un phénomène anormal : tous les individus aux yeux blancs sont
des mâles et, parmi les individus aux yeux rouges, la proportion est de deux femelles
pour un mâle. Un deuxième croisement des mâles aux yeux blancs avec des femelles
aux yeux rouges de la première génération d'hybride (F1) donne une proportion égale
d'individus aux yeux rouges et aux yeux blancs, des deux sexes. Morgan propose, en
1910, une explication qui ne fait pas intervenir le chromosome sexuel, en considérant
le sexe comme un facteur mendélien (Morgan, 1910b). Pour un exposé détaillé de
ces expériences sur le mutant  yeux blancs , voir l'article de Morgan (1910b) et
(Carlson, 1967, chap. 6, p. 43-45). Morgan, par ailleurs, est particulièrement intrigué
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par le fait que le cas du mutant yeux blancs chez la drosophile présente le phénomène
inverse de l'anomalie détectée chez Abraxas, où le facteur récessif laticolor était lié
au sexe féminin :
La considération la plus importante à tirer de ces résultats est qu'en tous points
ils fournissent des résultats inverses de ceux obtenus par Abraxas dans les ex-
périences de Punnett et Raynor. [...] Un autre fait signiﬁcatif est le suivant :
l'analyse des résultats montre que la femelle sauvage Abraxas grossulariate est
hétérozygote pour ces deux caractères. (Morgan, 1910b)
Au cours de l'année 1910, Morgan isole d'autres mutations chez la drosophile
manifestement liées au sexe, comme la couleur jaune du corps et la taille miniature
des ailes. Jusqu'ici, la liaison de ces facteurs au sexe n'implique pas, pour Morgan,
qu'ils soient situés sur le chromosome X identiﬁé comme le chromosome sexuel par
les cytologistes. Cependant, il apparaît que les diﬀérents caractères liés au sexe sont
eux-mêmes partiellement liés les uns aux autres : on observe une recombinaison de
facteurs lors de croisements d'individus aux yeux blancs avec des individus aux ailes
miniatures et d'individus aux yeux blancs avec des individus au corps jaune. La ren-
contre des phénomènes de liaison partielle d'une part et de liaison au sexe d'autre
part a joué un rôle déterminant dans l'adoption par Morgan de la théorie chromoso-
mique de l'hérédité. En eﬀet, l'explication qu'il donne en 1911 (Morgan, 1911c) de
ces phénomènes situe les facteurs mendéliens sur les chromosomes.
1.3 L'hypothèse du crossing-over
Les recherches contemporaines des cytologistes sur les chromosomes sexuels des
années 1905-190611 suggèrent une hypothèse satisfaisante. Comme je l'ai mentionné
au chapitre précédent, la découverte qui va jouer un rôle crucial dans l'élaboration par
Morgan de la théorie dite du  crossing-over  et son adoption déﬁnitive de l'hypo-
thèse chromosomique date de 1909 : le cytologiste Janssens (1909) observe, au cours
d'une des premières phases de la méiose, des entrecroisements entre chromosomes
homologues, qu'il appelle  chiasmata  (voir ﬁgure 54). Il énonce la théorie de la
 chiasmatypie , selon laquelle, au cours de ces entrecroisements, les chromosomes
homologues échangent des portions (voir chapitre précédent, section 1.3.2).
De cette observation, Morgan tire un ensemble d'hypothèses, propres à apporter
une explication mécanique simple des phénomènes de couplage partiel découverts par
Bateson. Il suggère de considérer ces phénomènes comme le résultat d'un échange or-
donné de facteurs entre groupes de liaison homologues, que Morgan et Cattell (1912)
appellent pour la première fois  crossing-over . Cet échange de facteurs pourrait
11Voir (Dunn, 1965).
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Fig. 54  Entrecroisements de chromosomes pendant la méiose (Janssens, 1909).
s'expliquer, au niveau cytologique, par un échange de portions entre chromosomes
homologues pendant la méiose.
Au lieu d'attractions, de répulsions et d'ordre de précédence, et des systèmes
compliqués de couplage, je me hasarde à suggérer une explication plus simple
fondée sur les résultats concernant l'hérédité des facteurs responsables de la cou-
leur des yeux, de la couleur du corps, des mutations des ailes et du sexe féminin
chez Drosophila. Si les matériaux qui représentent ces facteurs sont contenus
dans les chromosomes, et si ces facteurs qui sont  couplés  se trouvent à proxi-
mité sur une même ligne12, alors, quand des paires parentes (chez les hétérozy-
gotes) sont conjuguées, les régions apparentées vont se trouver face à face. Il y
a de bonnes raisons de suggérer que [...] les chromosomes homologues s'entre-
lacent, et que, quand les chromosomes se séparent, la séparation est faite sur un
même plan, comme le soutient Janssens. En conséquence, les matériaux d'ori-
gine sont plus susceptibles, pour les courtes distances, de se retrouver du même
côté de la séparation, alors que les régions plus éloignées sont aussi susceptibles
de se retrouver du même côté que du côté opposé. En conséquence, on observe
le couplage de certains caractères, et très peu de cas de couplage d'autres ca-
ractères ; la diﬀérence dépend de la distance linéaire qui sépare les matériaux
chromosomiques qui représentent les facteurs. (Morgan, 1911c)
Notons que Morgan reste très vague sur la nature des facteurs héréditaires et sur la
manière dont ils sont attachés aux chromosomes : pour reprendre ses termes, ils sont
 représentés  par des morceaux de chromosomes. Le modèle du collier de perles
(ﬁgure 55), proposé quelques années plus tard par Morgan et al. (1915), n'en dit pas
plus sur la nature du lien entre chromosomes et gènes. Dans ce modèle, les gènes
sont représentés comme des perles alignées le long d'un ﬁl, sans qu'il soit question de
représenter par là la structure réelle du chromosome (voir chapitre 8, section 1.3.2).
La seule hypothèse que ce modèle prétend vraiment exprimer, et qui sous-tend celle
du crossing-over, est celle de l'arrangement linéaire des gènes.
12Je souligne.
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Fig. 55  Le modèle du  collier de perles , présenté par Morgan et al. (1915, p. 60), est une
explication mécanique du crossing-over. Les gènes sont représentés comme des perles alignées le long
des chromosomes. Les chromosomes sont représentés comme composés d'une unique chromatide. À
gauche (A), les chromosomes parentaux ; au centre (B et C), crossing-over (échange de  perles )
dû à un chiasma cytologique ; à droite (C), chromosomes recombinants. Lorsqu'un échange de brin
se produit, plus la distance qui sépare deux facteurs est grande, plus ceux-ci ont de chance d'être
recombinés au cours de la formation des gamètes.
Pour bien comprendre l'importance de cette idée de linéarité, et la valeur expli-
cative de l'hypothèse du crossing-over avancée par Morgan, il convient de préciser un
certain nombre de caractéristiques du phénomène de liaison partielle. Pour le croi-
sement dihybride concernant deux caractères portés par les deux facteurs A et B,
un cas de liaison totale donnerait lors du croisement de deux parents homozygotes
pour les deux caractères, l'un dominant l'autre récessif (AABB et aabb), dans les
cellules germinales produites, 50% de AB, 50% de ab, mais aucun Ab ni aB. La loi
d'assortiment indépendant prévoit, elle, 25% de AB, 25% de ab, 25% de aB et 25%
de Ab. La liaison partielle se caractérise par le fait que les facteurs A et B d'une part
et a et b de l'autre se trouvent liés dans 50− r% des cas, tandis que les facteurs A et
b et a et B se trouvent liés dans r% de cas.
Or on trouve que cette proportion r est
 constante pour toute paire de facteurs donnés ;
 diﬀérente pour diﬀérentes paires de facteurs ;
 indépendante de la combinaison initiale des parents (c'est-à-dire que pour des
parents AAbb et aaBB, on trouve le résultat suivant au niveau des types de
gamètes : r% de AB, 50− r% de Ab, 50− r% de aB, et r% de ab.)
Si l'on appelle R la proportion 2r, on dit qu'il y a recombinaison dans R% des cas.
L'hypothèse du crossing-over, jointe à son explication cytologique, se décompose
dans les hypothèses suivantes :
 les gènes sont ordonnés linéairement sur les chromosomes (hypothèse de linéa-
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AB Ab aB ab
50 0 0 50
25 25 25 25
50-r r r 50-r
Tab. 1  Le phénomène de liaison partielle
rité) ;
 lors de la méiose, les chromosomes homologues qui s'entrecroisent échangent
des parties (hypothèse de la chiasmatypie) ;
 donc la fréquence d'association ou de séparation des facteurs  dont on a vu
qu'elle était constante pour toute paire de facteurs donnée et diﬀérente pour
diﬀérentes paires de facteurs  est un produit de la fréquence de cassure entre
diﬀérents loci13 du chromosome, et est donc fonction de la distance qui sépare
les facteurs le long du chromosome (en vertu de l'hypothèse de linéarité).
Une remarque de vocabulaire s'impose : ici, la théorie du crossing-over est pré-
sentée dans les termes de l'hypothèse selon laquelle les gènes sont localisés sur les
chromosomes. À strictement parler, cependant, la théorie du crossing-over dit sim-
plement que les gènes d'un même groupe de liaison sont ordonnés linéairement, et
que des échanges de portions se produisent entre groupes homologues. L'observation
cytologique de Janssens, ainsi que la thèse de détermination chromosomique du sexe,
étant à l'origine de la formulation de la théorie du crossing-over par Morgan, et le
terme de  crossing-over  ayant lui-même une connotation mécaniste, il arrive que
l'on parle de  théorie du crossing-over  pour désigner l'hypothèse chromosomique
elle-même. Cependant, comme on va le voir, non seulement ces deux hypothèses sont
conceptuellement indépendantes, mais encore plusieurs généticiens ont eﬀectivement
adopté chacune d'entre elles en refusant l'autre.
L'hypothèse chromosomique fournit ainsi une explication mécanique (voir ﬁgure
55) du phénomène de liaison partielle, observé au niveau génétique.
Les résultats sont simplement le résultat mécanique de l'emplacement des parti-
cules matérielles sur les chromosomes, et de la méthode d'union des chromosomes
homologues, et les proportions qui en ressortent ne sont pas tant l'expression
d'un système numérique que de l'emplacement relatif des facteurs sur le chro-
mosome. (Morgan, 1911c, p. 384)
Morgan (1911b) explique ainsi sa conversion :
Pendant plusieurs années, il m'a semblé que l'hypothèse chromosomique, en tant
13Un locus correspond à l'emplacement précis d'un gène sur un chromosome.
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que telle, ne pouvait pas être utilisée pour expliquer les résultats mendéliens sous
la forme présentée par Sutton, parce que, si elle était vraie, il n'aurait pas pu y
avoir plus de paires mendéliennes dans une espèce donnée que le nombre chro-
mosomes présents dans cette espèce. Même si cette objection pouvait être évitée
[...], une objection plus grave demeurait : avec un petit nombre de chromosomes,
de nombreux caractères auraient dû mendéliser [Mendelize] ensemble, et très peu
de cas de cette sorte sont connus. De Vries14 fut le premier, je crois, à mettre
en évidence que cette objection pouvait être évitée si les gènes étaient contenus
dans des corps plus petits qui pouvaient passer entre les paires de chromosomes.
Dans le cas de l'hérédité de deux caractères limités au sexe dans le même ani-
mal, on a une vériﬁcation expérimentale de cette hypothèse. (Morgan, 1911b,
p. 77-78)
Comme on va le voir, la technique de cartographie génétique, mise au point par
Alfred Sturtevant, est née de la suggestion de Morgan selon laquelle la fréquence
d'association (ou de séparation) des facteurs est une fonction de leur distance le long
du chromosome.
2 Sturtevant et la première carte génétique (1913)
Alfred Sturtevant est encore étudiant sous la direction de Morgan quand il construit,
en 1913, la première carte génétique, présentant du même coup la technique de carto-
graphie conçue à partir de l'hypothèse de Morgan. Dès son article de 1913, la plupart
des problèmes explorés par le groupe de Morgan dans les années qui suivent se font
jour.
2.1 La technique d'Alfred Sturtevant
Sturtevant (1913a) transforme l'hypothèse de Morgan en une technique quanti-
tative qui consiste à utiliser la fréquence des crossing-over observés (par la recombi-
naison des facteurs) lors d'expériences de croisement comme une donnée numérique
permettant de produire l'ordre relatif des gènes sur le chromosome. La technique de
cartographie est donc un schème quantitatif qui convertit les fréquences de crossing-
over en un graphe représentant les emplacements relatifs des gènes disposés linéaire-
ment sur le chromosome.
Si cette hypothèse [celle de Morgan] est correcte, il semble que la proportion de
 crossing-over  puisse être utilisée comme un indice de la distance entre deux
14En 1903, Hugo de Vries avait fait l'hypothèse d'un échange de facteurs portés par les chromo-
somes, mais elle n'était soutenue par aucune observation empirique et n'avait pas de valeur prédictive
(voir Carlson, 1967, p. 48).
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facteurs. Ainsi, en déterminant la distance (ainsi déﬁnie) entre A et B et entre
B et C, on doit pouvoir prédire AC. En eﬀet, si les proportions de crossing-over
représentent réellement la distance15, AC doit correspondre approximativement
soit à la somme soit à la diﬀérence entre AB et BC, et à aucune valeur inter-
médiaire. (Sturtevant, 1913a, p. 3)
Ainsi, les degrés de séparation entre A et B et entre B et C doivent permettre
de prédire le degré de séparation entre A et C, selon l'égalité R(AB) + R(BC) =
R(AC).16 En prenant plusieurs paires de facteurs liés au même chromosome, on doit
pouvoir progressivement construire la carte de leur emplacement relatif.
Sturtevant (1913a) construit donc la carte du chromosome X de la drosophile
présentant l'emplacement relatif des six facteurs liés au sexe identiﬁés par Morgan
depuis 1911. Ces facteurs (désignés par les lettres B, C, O, P , R et M) concernent
la couleur du corps, des yeux et la taille des ailes de la drosophile (Sturtevant, 1913a,
p. 3-4). Par l'observation des recombinaisons des facteurs liés au sexe chez les mâles
drosophile  en eﬀet, chez les femelles, en raison de la présence de deux chromosomes
X, la présence d'un facteur récessif lié au sexe sur l'un des chromosomes est inobser-
vable au niveau phénotypique (Sturtevant, 1913a, p. 4)  , il calcule les  distances 
relatives entre chacun de ces facteurs.
L'unité de  distance  est donnée par une portion de chromosome d'une lon-
gueur telle que, en moyenne, un crossing-over s'y produit pour 100 gamètes
formés. Autrement dit, le pourcentage de crossing-over est un indice de la dis-
tance.
La ﬁgure 56 présente les proportions et pourcentages de crossing-over (i.e. les
distances) entre chaque paire de facteurs. De ces résultats numériques, Sturtevant
peut tirer une représentation graphique (ﬁgure 57) des distances relatives des facteurs
au facteur B (responsable de la couleur du corps).
Sturtevant précise que la construction de la carte s'eﬀectue en s'appuyant en
priorité sur les petites distances, c'est-à-dire les paires de facteurs fortement liés (qui
recombinent rarement). Il constate en eﬀet que les prédictions sont beaucoup moins
précises pour les grandes distances. Alors que l'hypothèse de linéarité semble conﬁr-
mée par l'additivité des (relativement)17 petites distances, les proportions de crossing-
over entre deux facteurs éloignés comme B etM prédites par l'addition des distances
entre BP et PM par exemple ne correspondent pas au nombre de recombinaisons
eﬀectivement observées (voir ﬁgure 58).
15Je souligne.
16R désigne la fréquence de recombinaison (voir page 554).
17Voir plus bas sur l'eﬀet d'interférence.
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BCO
Factors
concerned
Proportion of
crossovers
Percent of 
crossovers
193
16287 1.2
BO 2373 0.5
BP 14644551 32.2
BR 115324 35.5
BM 260693 37.6
COP 224748 30.0
COR 16434749 34.6
COM 76161 47.2
OP 247836 29.4
OR 183538 34.0
OM 218404 54.0
CR 236829 28.5
CM 112333 33.6
B(C, O) 21421736 1.0
(C, O) P 4711584 29.7
(C, O) R 20626116 33.7
(C, O) M 406898 45.2
PR 17573 3.0
PM 109405 26.9
Table 2
Fig. 56  Tableau des résultats numériques. (Sturtevant, 1913a)
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FOUNDATIONS OF CLASSICAL GENETICS
As will be explained later, one is more likely to obtain accurate
figures for distances if those distances are short, i.e., if the association
is strong. For this reason I shall, in so far as possible, use the percent of
crossovers between adjacent points in mapping out the distances
between the various factors. Thus, B (C, O), (C, O) P, PR, and PM
form the basis of Diagram 1. The figures on th  diagram represent
calculated distances from B.
O
CB P R M
0.0 1.0 30.7 33.7 57.6
Diagram 1
Of course there is no knowing whether or not these distances as
drawn represent the actual relative spatial distances apart of the factors.
Thus the distance CP may in reality be shorter than the distance BC,
but what we do know is that a break is far more likely to come between
C and P than between B and C. Hence, either CP is a long space, or else
it is for some reason a weak one. The point I wish to make here is that
we have no means of knowing that the chromosomes are of uniform
strength, and if there are strong or weak places, then that will prevent
our diagram from representing actual relative distances –– but, I think,
will not detract from its value as a diagram.
Just how far our theory stands the test is shown by Table 3, giving
observed percent of crossovers, and distances as calculated from the
figures given in the diagram of the chromosome. Table 3 includes all
pairs of factors given in Table 2 but not used in the preparation of the
diagram.
It will be noticed at once that the long distances, BM, and (C, O)
M, give smaller percent of crossovers, than the calculation calls for.
This is a point which was to be expected, and will be discussed later.
For the present we may dismiss it with the statement that it is probably
due to the occurrence of two breaks in the same chromosome, or
“double crossing over.” But in the case of the shorter distances the
correspondence with expectation is perhaps as close as was to be
expected with the small numbers that are available. Thus, BP is 3.2 less
than BR, the difference expected being 3.0. (C, O) R is less than BR by
1.8 instead of by 1.0. It has actually been found possible to predict the
strength of association between two factors by this method, fair
approximations having been given for BR and for certain combinations
involving factors not treated in this paper, before the crosses were
made.
Fig. 57  Carte génétique du chromosome X. (Sturtevant, 1913a)
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FOUNDATIONS OF CLASSICAL GENETICS
BP
Factors Calculated distance Observed per cent
of crossovers
30.7 32.2
BR 33.7 35.5
BM 57.6 37.6
(C, O) R 32.7 33.7
(C, O) M 56.6 45.2
Table 3
DOUBLE CROSSING OVER
On the chiasmatype hypothesis it will sometimes happen, as shown
by Dexter (1912) and intimated by Morgan (1911d) that a section of,
say, maternal chromosome will come to have paternal elements at both
ends, and perhaps more maternal segments beyond these. Now if this
can happen it introduces a complication into the results. Thus, if a
break occurs between B and P, and another between P and M, then,
unless we can follow P also, there will be no evidence of crossing over
between B and M, and the fly hatched from the resulting gamete will be
placed in the noncrossover class, though in reality he represents two
crossovers. In order to see if double crossing over really does occur it is
necessary to use three or more sex-linked allelomorphic pairs in the
same experiment. Such cases have been reported by Morgan (1911d)
and Morgan and Cattell (1912) for the factors B, CO, and R. They
made such crosses as long-gray-red by miniature-yellow-white, and
long-yellow-red by miniature-gray-white, etc. The details and analyses
are given in the original papers, and for our present purpose it is only
the flies that are available for observations on double crossing over that
are of interest. Table 4 gives a graphical representation of what
happened in the 10495 cases.
Double crossing over does then occur, but it is to be noted that the
occurrence of the break between B and CO tends to prevent that
between CO and R (or vice versa). Thus where B and CO did not
separate, the gametic ratio for CO and R was about 1 to 2, but in the
cases where B and CO did separate it was about 1 to 6.5. Three similar
cases from my own results, though done on a smaller scale, are given in
the table at the end of this paper. The results are represented in Tables
5, 6, and 7.
Fig. 58  Exceptions à l'additivité pour les grande distances (Sturtevant, 1913a)
Sturtevant (1913a) ex lique ces manqueme s à l'additiv té pour les grandes dis-
tances par l'hypothèse d'une d uble cassure des chromos mes t par conséquent d'un
double crossing-over qui annulerait la recombi aison, comme il apparaît clairement
dans le schéma de la ﬁgure 59.
[...] si une cassure se produit entre B et P , et une autre entre P et M , alors, à
moins que l'on puisse suivre P , il n'y aura aucune preuve visible de crossing-over
entre B et M , et la mouche qui éclôt du gamète qui en résulte sera rangée dans
la classe des absenc s de crossing-over, alors qu'en réalité elle représente deux
crossing-over18. (Sturt vant, 1913a, p. 8) 
 
 
 
Fig. 59  Représentation schématique de l'hypothèse du double crossing-over par Morgan et al.
(1915). Les facteursW et Br sont hérités ensemble : aucun crossing-over n'est observable, alors qu'il
y en a en réalité deux.
En utilisant trois paires ou plus de facteurs liés au sexe dans la même expérience,
on peut déterminer si un double crossing-over s'est produit. Sturtevant reproduit dans
son article les résultats obtenus par Morgan (1911a) et Morgan et Cattell (1912) lors
de telles expériences (voir ﬁgure 60).
18Je souligne.
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It will be noted that here also the evidence, so far as it goes,
indicated that the occurrence of one crossover makes another one less
likely to occur in the same gamete. In the case of BOPR there was an
Fig. 60  Résultats d'expériences faites par Morgan (1911a) et Morgan et Cattell (1912) indiquant
des crossing-over doubles pour les facteurs B, CO et R du chromosome X de Drosophila. Tableau
tiré de Sturtevant (1913a).
En plus de l'hypothèse du double (et parfois triple) crossing-over, Sturtevant
observe une autre complication dans l'interprétation des données numériques concer-
nant les recombinaisons observées : il semble que l'occurrence d'un crossing-over en
un point empêche ou diminue la probabilité de l'occurrence d'un autre crossing-over
en un point proche. C'est ce que Muller (1916) va appeler l'eﬀet d'interférence et
dont il va tenter de donner une mesure précise par l'élaboration de la notion de
 coïncidence .19
Les notions de crossing-over multiples et d'interférence vont faire l'objet de tra-
vaux développés principalement par Muller (1916). En 1913, Sturtevant n'en donne
pas d'explication plus développée. Avant de passer à l'étude de la suite des travaux
du groupe de la drosophile sur la cartographie génétique, la technique élaborée par
Sturtevant (1913a) appelle plusieurs remarques importantes pour la suite de mon
propos.
2.2 Remarques sur les notions d'observation, de crossing-over et de
distance
2.2.1 La notion d'observation
En premier lieu, une clariﬁcation s'impose sur la notion d'observation. La tech-
nique de la cartographie génétique repose d'abord sur des données numériques, ob-
tenues par expériences de croisement sur des individus drosophile. Ces données con-
cernent les phénotypes des individus, c'est-à-dire leurs caractères observables. Sans
encore prendre en considération les diﬃcultés soulevées par la possibilité de crossing-
over multiples, insistons sur un point : les proportions de crossing-over indiquées
dans les tableaux sont le fruit d'une première inférence, à partir de l'observation de
la distribution des phénotypes chez les hybrides.
Ces données concernant les recombinaisons de facteurs au niveau génotypique,
19J'y reviens brièvement plus loin.
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dont on dit que ce sont les recombinaisons observées (par opposition justement à la
possibilité de crossing-over multiples, passant par conséquent inaperçus) ne sont pas
elles-mêmes le résultat de l'observation d'un échange de segments au niveau des chro-
mosomes (observation impossible à l'époque), mais sont inférées de la considération
des phénotypes.
Ensuite, une seconde étape du raisonnement consiste à convertir des données nu-
mériques en indices de distance. Ici intervient la diﬃculté posée par les crossing-over
multiples (et autres manquements à l'additivité, comme les phénomènes d'interfé-
rence). En construisant sa carte par la considération des petites distances, Sturte-
vant obtient, pour les grandes distances, des données concernant les crossing-over
réels (voir la phrase que j'ai soulignée dans la citation de la page 494), et non les
crossing-over observés, au sens déﬁni ci-dessus, c'est-à-dire eﬀectifs (résultant en une
recombinaison eﬀective de facteurs, détectable au niveau phénotypique).
Il faut donc bien distinguer entre plusieurs niveaux de phénomènes : 1. le niveau
phénotypique, eﬀectivement observé, 2. le niveau génotypique, celui des recombinai-
sons eﬀectives de facteurs, inférées de 1., 3. le niveau physique du groupe de liaison
(qu'il s'agisse ou non du chromosome, comme on va le voir tout de suite), où deux
crossing-over réels résultent en une absence de recombinaison eﬀective et n'aﬀectent
pas le niveau génotypique.
Or, si c'est bien le niveau génotypique, celui des recombinaisons eﬀectives de
facteurs, qui intéresse le généticien, puisque son but est en principe de prédire et
d'expliquer la distribution des phénotypes, les distances de la carte représentent la
fréquence des crossing-over réels, c'est-à-dire au niveau physique (c'est le troisième
point, auquel je reviens ci-dessous). Ces remarques sont d'une très grande importance
pour la compréhension de la signiﬁcation des cartes et des débats qu'elles engendrent
parmi les généticiens, auxquels je consacrerai une analyse dans les sections 5 et 6.
2.2.2 Le terme de crossing-over
Le deuxième point que je souhaite souligner est une conséquence du premier ;
il concerne l'usage du terme même de  crossing-over . Proposé pour la première
fois par Morgan et Cattell (1912), il souﬀre d'une ambiguïté signiﬁcative. L'échange
(hypothétique) entre portions de chromosomes que Morgan (1911c) propose comme
explication mécanique de la recombinaison de facteurs observée au niveau génétique
(c'est-à-dire par des techniques numériques appliquées aux expériences mendéliennes
de croisement) est initialement appelé  chiasmatypie  par Janssens.
Le terme  crossing-over  n'est pas synonyme de  chiasmatypie  : il désigne
l'échange entre des portions d'un groupe de liaison, c'est-à-dire d'un ensemble de
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gènes liés et ordonnés linéairement, quel que soit le support physique d'un tel groupe
de liaison. Pour Morgan, c'est le chromosome ; cependant, il fait clairement la distinc-
tion entre la notion de crossing-over et la réalité matérielle d'un échange de portions
de chromosomes, comme en témoigne, dans son énoncé de la théorie du gène (voir
chapitre 8, page 444), sa mention du crossing-over qu'il déﬁnit comme  un échange
ordonné [...] entre les éléments de groupes de liaison correspondants  (Morgan, 1928),
qui n'implique pas, en tant que telle, d'engagement en faveur de la théorie chromo-
somique.
De plus, une autre ambiguïté encore plus importante aﬀecte l'usage du terme
 crossing-over  : il est en eﬀet quelquefois employé pour désigner la recombinaison
de facteurs elle-même (on parle alors de  crossing-over observé ou eﬀectif ) en tant
qu'elle peut être déduite des observations au niveau phénotypique (elle est  obser-
vable  au sens déﬁni à la section précédente). Dans ce cas, deux crossing-over au
sens d'échanges de portions d'un groupe de liaison (crossing-over réels) comptent, en
ce qui concerne les gènes situés aux extrémités, pour une absence de crossing-over au
sens de recombinaison de facteurs. Le terme, par sa connotation mécanique, semble
bien désigner ce qui se passe au niveau physique (chromosomique ou non) ; cepen-
dant, dans les débats engendrés par les travaux de l'école de Morgan, dont certains
remettent en cause la base physique (et pas seulement chromosomique) de la théorie
du crossing-over, le terme est employé par des opposants (c'est ce qui permettra, par
exemple, à Goldschmidt (1917) de plaider pour un  crossing-over sans chiasmaty-
pie , c'est-à-dire un échange de facteurs sans échange de portions de leur support
matériel) ; selon qu'ils acceptent ou non la possibilité d'un double échange entre mor-
ceaux d'un groupe de liaison  et non pas nécessairement d'un chromosome  , le
terme de crossing-over pourra désigner les échanges physiques qui, en nombre pair,
annulent leurs eﬀets génotypiques, ou les recombinaisons eﬀectives, quelles que soient
leurs causes mécaniques (j'y reviendrai plus loin).
2.2.3 La notion de distance
Le troisième point sur lequel je souhaite insister découle des deux précédents : la
notion de distance est déﬁnie (voir page 492) comme le pourcentage de crossing-over.
Étant donné la possibilité de crossing-over multiples, le pourcentage à prendre en
compte est celui des crossing-over physiques ; c'est pourquoi les prédictions obtenues
pour les grandes distances ne sont pas les bonnes, et les distances sont établies sur
la base des petites distances, évitant ainsi les eﬀets des crossing-over multiples.
Ainsi, la distance n'est pas simplement la probabilité de recombinaison, mais celle
d'une cassure  réelle , quelle que soit sa nature physique et quelles qu'en soient les
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conséquences au niveau génétique. La distance n'est par conséquent pas une fonction
linéaire du nombre de recombinaisons eﬀectives, mais du nombre de crossing-over
réels. En ce sens, avant même la conﬁrmation de l'hypothèse chromosomique, la
notion de distance ne correspond pas à la fréquence de recombinaison de facteurs
génétiques, mais a bien la signiﬁcation d'une distance physique.
Malgré cela, et c'est là une quatrième diﬃculté, la notion de distance ainsi déﬁnie
n'est pas censée correspondre précisément à une distance physique réelle. Dès 1913,
en eﬀet, Sturtevant est très conscient du fait que le concept de distance génétique
ou cartographique ne correspond pas nécessairement à une distance physique sur le
chromosome :
Bien entendu, on ne sait pas si ces distances ainsi obtenues représentent la dis-
tance relative réelle qui sépare les facteurs. Ainsi, la distance CP [comprendre :
la distance physique] peut en réalité être plus courte que la distance BC, mais
ce que l'on sait est qu'une cassure est beaucoup plus probable entre C et P
qu'entre B et C. Donc, soit CP est une portion [physique] longue, ou alors,
pour quelque raison, c'est une portion fragile. Ce que je souhaite dire ici est
que nous n'avons pas de moyen de savoir si les chromosomes sont uniformément
solides, ou s'ils ont des portions plus ou moins fragiles, ce qui empêcherait notre
diagramme de représenter des distances relatives réelles  sans pour autant, je
pense, que cela lui ôte sa valeur en tant que diagramme20. (Sturtevant, 1913a,
p. 6)
Ainsi, distance génétique et distance physique, qu'elles aient ou non la même
valeur, ne sont pas des concepts de même nature : la première est un concept proba-
biliste, la seconde le résultat d'une mesure physique. Cette précaution de Sturtevant
sera d'ailleurs conﬁrmée par les avancées en cytologie : les chromosomes sont par
exemple beaucoup moins susceptibles de se casser au niveau du centromère ; la dis-
tance est donc une mesure de solidité autant que de longueur.
Insistons sur l'avancée théorique cruciale que constitue cette déﬁnition de la dis-
tance en termes de pourcentage de crossing-over. Elle est opérée en cours d'article par
Sturtevant. En eﬀet, au début de l'article, après avoir exposé l'hypothèse de Morgan,
pour introduire la technique qu'il y met en ÷uvre, Sturtevant suggérait de prendre
le nombre de crossing-over comme un indice de la distance et fondait l'additivité
des proportions de crossing-over sur l'hypothèse selon laquelle ces dernières  repré-
sentent réellement la distance  (voir page 491). Dans cette dernière occurrence, le
terme de distance semble désigner la distance physique réelle entre deux loci du chro-
mosome. Après avoir déﬁni la distance comme le pourcentage de crossing-over, une
telle modalisation n'a plus lieu d'être. D'une hypothèse au niveau cytologique, des-
20Je souligne.
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tinée à fournir une explication mécanique d'un phénomène génétique, Sturtevant a
tiré un nouvel ensemble de concepts génétiques indépendants du niveau cytologique.
Je reviendrai largement sur ces remarques dans ce qui suit ; je voulais cependant
dès à présent insister sur la très grande complexité et quelquefois l'ambiguïté des
termes de  distance  et de  crossing-over , car cette ambiguïté est la conséquence
et le signe des diﬀérents niveaux d'analyse en jeu et de la grande abstraction de
l'analyse génétique.
3 Le travail du groupe de la drosophile
Les années qui suivent sont celles des avancées les plus importantes et parmi les
plus célèbres de l'histoire de la génétique classique : le  groupe de la drosophile ,
dans le laboratoire de Morgan à Columbia, en collaboration étroite avec le labora-
toire du cytologiste Wilson, construit progressivement la carte génétique des quatre
chromosomes de la drosophile (ﬁgure 62, page 502). Au moyen de prédictions re-
marquables au niveau génétique, les élèves de Morgan apportent des preuves de plus
en plus importantes en faveur de la thèse du support chromosomique des gènes, qui
évince progressivement la théorie concurrente de Bateson.21 Le Mechanism of Men-
delian Heredity de 1915 se présente comme une défense de la théorie chromosomique
de l'hérédité, hypothèse mécanique expliquant les données mendéliennes. Les thèses
de doctorat de Calvin Bridges (1916a,b), Hermann J. Muller (1916) et Alfred Sturte-
vant (1913a, 1914, 1915) contiennent chacune des résultats cruciaux qui constituent
les avancées majeures de la génétique classique. Je n'en rapporterai que les points
indispensables à la compréhension de mon propos.22
3.1 La carte génétique complète de la drosophile
La carte de Sturtevant (1913a) est celle du chromosome X. C'est la plus facile à
construire, en raison de l'absence d'un second chromosome X chez le mâle. En eﬀet,
dans la mesure où le seul chromosome X d'un mâle lui vient de sa mère, les caractères
liés au sexe des mâles d'une génération indiquent sans complication le type d'÷ufs
produits par les femelles de la génération antérieure (voir Morgan et Cattell, 1912).
Pour construire la carte des autres chromosomes, Morgan et ses élèves utilisent les
fréquences de crossing-over dans le cas des facteurs liés au chromosome X comme
standard pour déterminer les fréquences de crossing-over des facteurs non liés au
21Voir (Carlson, 1967, chap. 7).
22Il existe de très nombreuses histoires de cette période, dont certaines écrites par ses principaux
acteurs ; voir (Dunn, 1965; Sturtevant, 1965; Carlson, 1967; Allen, 1978; Mayr, 1982; Kohler, 1994).
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sexe. La technique clé de Morgan et de son groupe est celle du back-cross, illustrée
par la ﬁgure 61.23
Fig. 61  La technique du back-cross. Le test back-cross illustré ici vise à mesurer la distance entre
le gène responsable de la couleur noire du corps (b pour  black ) et le gène responsable des ailes
atrophiées (v, pour  vestigial ). On produit d'abord un stock de mouches homozygotes doublement
récessives (bv bv). Ce sont ces mouches qui permettront de rendre les crossing-over observables. On
croise alors ce stock avec des mouches de type sauvage. Dans le diagramme, l'absence de lettre (le
blanc) représente les gènes sauvages ; pour plus de clarté, je les note + dans ce qui suit. C'est au
sein de la première génération F1 d'hybride femelles hétérozygotes (bv ++) qu'un crossing-over va
se produire pendant la gamétogénèse, produisant des ÷ufs b+ et +v. Pour que ces recombinaisons
soient visibles, on croise en retour (backcross) les femelles F1 avec des mâles (bv bv). Au sein de
la progéniture de ce croisement (F2), certaines mouches seront noires ou auront les ailes atrophiées
mais ne présenteront pas les deux caractères. Ces mouches, (b+ bv) et (+v bv), sont celles chez qui
il y a eu recombinaison (Morgan et al., 1915, pp. 49-51).
La cartographie des trois autres chromosomes de la drosophile a été rendue pos-
sible par l'identiﬁcation progressive de trois autres groupes de liaison entre facteurs.
En 1912, Morgan et Lynch avaient déjà trouvé un groupe de mutants non liés au sexe :
23Voir (Kohler, 1994, p. 70-71) et (Carlson, 1967, p. 54) pour plus de détails sur les techniques
mises en ÷uvre par le groupe de Morgan.
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celui des facteurs responsables de la couleur noire du corps et des ailes atrophiées. Ce
sont ceux qui se trouvent sur le deuxième chromosome. Sturtevant (1913b) montre
l'existence d'un troisième groupe de gènes, qui permet d'établir la carte du troisième
chromosome. Enﬁn, Muller (1914) trouve  un gène pour le quatrième chromosome
de Drosophila . Les observations de Stevens et Wilson avaient montré que le qua-
trième chromosome de la drosophile était de très petite taille. Or les facteurs non liés
aux trois autres groupes de liaison apparaissent complètement liés entre eux, ce qui
semble concorder avec la petite taille du quatrième chromosome. La correspondance
des quatre groupes de liaison avec les quatre paires de chromosomes dont les obser-
vations de Stevens et Wilson ont rapporté l'existence chez la drosophile apporte un
argument de poids en faveur de l'hypothèse chromosomique. Le nombre de gènes sur
chaque chromosome, leur distance cartographique, et la remarquable correspondance
entre le chromosome X et les facteurs liés au sexe sont autant d'arguments en fa-
veur de cette hypothèse. Muller (1914) peut ainsi écrire glorieusement que  le fossé
principal qui demeurait dans la série des phénomènes génétiques traçant un parallèle
avec les faits cytologiques connus chez Drosophila a [...] été comblé. 
3.2 Vers la conﬁrmation de l'hypothèse chromosomique
Comme on vient de le voir, la cartographie des quatre chromosomes de Drosophila
par le groupe de Morgan s'accompagne de la défense de la théorie chromosomique de
l'hérédité. Les thèses de doctorat de chacun des élèves de Morgan, dans les années
1915 et 1916, constituent des avancées considérables en direction de la conﬁrmation
de cette théorie. Je me contenterai, ici, d'en mentionner rapidement les épisodes les
plus signiﬁcatifs.24
Au moment où Sturtevant construit la première carte génétique , les travaux de
Bridges (1913) sur la non-disjonction apportent les premières preuves cytologiques
importantes en faveur de l'hypothèse chromosomique. En eﬀet, Calvin Bridges (1913),
constatant des anomalies au niveau génétique25 les interprète comme le résultat d'une
24Pour toute cette période, voir (Sturtevant, 1965, Dunn, 1965, Carlson, 1967, chap. 9, Darden,
1991, Falk, 2004).
25Ces anomalies se produisent dans certains croisements de type  criss-cross . Ce type de croi-
sements, baptisés ainsi parce que les mâles sont identiques à leur mère et les femelles à leur père,
consistent en un croisement entre des femelles aux yeux blancs et des mâles aux yeux rouges, et
donnent les résultats suivants : à la génération F1, les femelles ont les yeux rouges et les mâles
ont les yeux blancs. Dans certains cas, Bridges rapporte que 5% des femelles sont identiques à leur
mère et 5% des mâles à leur père. Les croisements critiques impliquent une femelle de la génération
parentale P1 qui a un facteur sur le troisième chromosome,  yeux roses , et des mâles aux yeux
blancs et ailes miniatures sur le chromosome X et le corps de couleur noir (deuxième chromosome).
Voir (Carlson, 1967, p. 68).
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Fig. 62  Carte génétique des quatre chromosomes de la drosophile (Morgan et al., 1915)
aberration au niveau chromosomique, qu'il appelle  non-disjonction  : dans de rares
cas, les chromosomes X de la femelle ne se séparent pas pendant la méiose.26 L'ob-
servation au microscope de ces phénomènes de non-disjonction qui expliquent les
anomalies constatées au niveau génétique, en conﬁrmant l'hypothèse de Bridges, lui
permet d'aﬃrmer, en 1916, avoir fourni une  preuve directe, par la non-disjonction,
que les gènes liés au sexe de Drosophila sont portés par le chromosome X. 
D'autre part, Muller (1916) analyse en détail les mécanismes de recombinaison et
d'interférence. La pièce centrale en est l'étude des recombinaisons de douze facteurs
26Dans de tels cas, les deuxX de la mère se retrouvent alors dans une même cellule et l'autre cellule
ne comporte pas de X. Un ÷uf portant deux chromosomes X, rencontrant le sperme déterminant
pour un mâle (qui ne contient pas de X), produit une femelle. Un ÷uf sans chromosome X, fertilisé
par du sperme déterminant une femelle (portant le chromosome X du père), produit un mâle qui,
en violation de l'hérédité criss-cross (voir note 25), est identique à son père (pour la couleur des
yeux).
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mutants sur le chromosome X. Au moyen d'un très grand nombre d'expériences de
croisement et de procédures statistiques, il cherche à mesurer le plus précisément
possible l'eﬀet d'interférence, constaté dès 1913 par Sturtevant, en détectant avec
précision tous les crossing-over simples et multiples. Il développe le concept de coïn-
cidence, comme mesure de l'interférence, et l'ensemble des procédures pour la calculer.
La coïncidence est le ratio entre les crossing-over observés et les crossing-over atten-
dus calculés sur la base des crossing-over observés précédemment (ﬁgure 63). Dans
les procédures mises en ÷uvre par Muller, la signiﬁcation des notions de  distance ,
d' observation  et de  crossing-over  gagne encore en complexité, et mériterait un
traitement détaillé. Je me contente de signaler ces travaux, et renvoie à l'article de
William Wimsatt (1992) pour le détail de la procédure de Muller.27
 
Fig. 63  Graphe des fréquences attendues et  observées  de doubles crossing-over en fonction
de la distance pour le chromosome X. (Muller, 1916, p. 424)
Malgré ces remarquables avancées du groupe de la drosophile en direction de la
conﬁrmation de l'hypothèse chromosomique, qui gagne progressivement du terrain
contre l'hypothèse de la reduplication de Bateson, il convient d'insister sur le fait
que, jusqu'au début des années 1930, aucune preuve cytologique d'un échange ef-
fectif entre portions de chromosomes au moment de la méiose n'est disponible. La
non-disjonction observée par Bridges consiste en eﬀet en l'absence de séparation du
chromosome X, et ne constitue pas un cas de chiasmatypie. Si le regard historique
rétrospectif sur les travaux du groupe de Morgan encourage à y voir des preuves très
convaincantes en faveur de l'hypothèse chromosomique, en raison des analogies frap-
27Wimsatt (1992) analyse la méthode de Muller en regard de celle de Haldane qui, en 1919, propose
une fonction mathématique de la distance cartographique, idée à laquelle le groupe de Morgan reste
réticent.
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pantes entre le comportement des chromosomes et celui des gènes, il convient de ne
pas négliger le fait que l'idée même selon laquelle les gènes sont des entités matérielles
est loin d'aller de soi pour de nombreux généticiens.28 On peut par conséquent recon-
naître les résultats numériques du groupe de Morgan, voire admettre l'hypothèse du
crossing-over, c'est-à-dire l'hypothèse d'un échange entre facteurs héréditaires, sans
pour autant considérer que les gènes sont des parties de chromosomes. C'est le cas, en
particulier de William Bateson, généticien de la première heure, qui reste un opposant
de l'hypothèse chromosomique jusqu'en 1921.
Le modèle du collier de perles (ﬁgure 55), tout en prenant la forme d'un chromo-
some (et donc en se présentant comme un schéma de chromosome  voir chapitre 8,
page 454), n'est pas censé représenter la structure réelle des chromosomes. Les gènes
y sont représentés par analogie avec les perles d'un collier, et rien n'est dit de la
nature de ces  perles  ni des modalités de leur localisation sur les chromosomes.
La valeur explicative de ce modèle, tout en étant due à son aspect schématique, est
encore hypothétique.
Je reviendrai, aux sections 5 et 6, à la question du rôle de cette hypothèse mé-
canique, et de la manière dont elle joue sur la compréhension que les diﬀérents gé-
néticiens des années 1920 ont des phénomènes de crossing-over et sur leur utilisation
et leur interprétation des cartes génétiques. Auparavant, je voudrais rapidement pré-
senter les travaux des années 1930 qui ont apporté des preuves cytologiques en faveur
de la théorie chromosomique suﬃsantes pour en convaincre presque tous ceux qui s'y
opposent encore dans les années 1920.29
4 Les années 1930 : conﬁrmation de l'hypothèse chromo-
somique
Les travaux de Bridges (1913, 1916a,b) sur la non disjonction ont apporté de fortes
preuves en faveur de l'hypothèse chromosomique, en établissant une corrélation entre
anomalies génétiques et aberrations cytologiques. Cependant, comme je l'ai dit, on
ne dispose, à la ﬁn des années 1920, d'aucune preuve de la correspondance entre
recombinaisons de facteurs et échanges de portions de chromosomes, dans la mesure
28De plus, au début des années 1910, rien ne laisse encore soupçonner que la structure ﬁne des
chromosomes est eﬀectivement linéaire. C'est au milieu des années 1910 que des découvertes cy-
tologiques suggèrent une forme linéaire, contre l'hypothèse selon laquelle les chromosomes ont la
forme d'une tige pendant la métaphase et l'anaphase et se fragmentent à la ﬁn de la division et se
dissolvent en un réseau de chromatine qui se réagrège pendant la division suivante.
29À l'exception, en particulier, de Goldschmidt, qui en reste un opposant jusque dans les années
1950.
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où l'on ne dispose pas encore de preuve cytologique d'un échange eﬀectif de morceaux
entre les chromosomes lors de leurs entrecroisements au cours de la méiose. Cette
preuve est apportée simultanément en Curt Stern (1931) pour la drosophile et par
Harriet B. Creighton et Barbara McClintock (1931) pour le maïs.30 Leurs travaux
montrent de plus que ces échanges de portions de chromosomes correspondent, au
niveau génétique, à des recombinaisons de facteurs. Mais c'est seulement en 1934 que
la correspondance entre certains facteurs et des portions précises de chromosomes
peut être visuellement établie, grâce à l'observation des chromosomes géants des
glandes salivaires de la drosophile par Painter (1934a).
4.1 Creighton et McClintock (1931) : crossing-over cytologiques et
crossing-over génétiques
Les expériences menées par Creighton et McClintock (1931) sur Zea mays leur
permettent d'administrer une double preuve : premièrement, elles montrent qu'un
échange entre portions de chromosomes homologues  qu'elles appellent  crossing-
over cytologique   a eﬀectivement lieu pendant la méiose ; deuxièmement, elles
montrent que cet échange est accompagné d'une recombinaison de facteurs au niveau
génétique  qu'elles appellent  crossing-over génétique .
Pour ce faire, il faut parvenir à isoler des paires de chromosomes homologues hété-
romorphes, c'est-à-dire présentant des diﬀérences physiques visuellement détectables.
Ces diﬀérences jouent le rôle de marqueurs cytologiques permettant de repérer d'éven-
tuels échanges, de même que les diﬀérents allèles d'un même gène sont des marqueurs
génétiques :
L'étude génétique des crossing-over exige une condition hétérozygote de deux
facteurs allélomorphiques dans le même groupe de liaison. L'analyse du com-
portement de chromosomes homologues ou partiellement homologues, qui sont
morphologiquement distinguables en deux points, doit nous fournir la preuve
d'un crossing-over cytologique. (Creighton et McClintock, 1931, p. 1)
Creighton et McClintock obtiennent ainsi, par rayonnement, une espèce de maïs
dont un des chromosomes de la paire n9 est anormal : on repère une boursouﬂure
à l'une de ses extrémités et des translocations31 sont détectables à l'autre extrémité
en raison d'une inégalité de taille des morceaux échangés (voir ﬁgure 64). Par des
expériences de croisement et des observations à chaque génération, elles parviennent à
s'assurer que la distribution de la boursouﬂure au sein des générations successives est
30Pour une analyse des travaux de Barbara McClintock, voir (Kass et Bonneuil, 2004).
31Il s'agit d'un échange entre le chromosome n8 et le chromosome n9, repéré par McClintock
(1930).
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similaire à celle d'un gène et que  la boursouﬂure est une caractéristique constante
du chromosome qui la possède . Croisant des individus pourvus du chromosome
anormal avec des individus normaux, elles obtiennent des individus ayant des paires
de chromosomes hétéromorphes.
Quand elle est présente sur un chromosome et pas sur son homologue, la bour-
souﬂure rend la paire de chromosome visiblement hétéromorphe. (Creighton et
McClintock, 1931, p. 2)
Elles parviennent ainsi à montrer qu'un crossing-over cytologique se produit entre la
boursouﬂure et la translocation dans environ 39% des cas.4 H. CREIGHTON & B. MCCLINTOCK (1931) 
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Figure 1. Above, Diagram of the chromosomes in which crossing-over was 
studied. I, Interchange chromosome; N, normal chromospome. Below, Diagram 
of chromosome types found in gametes of a plant with the constitution shown 
above. a –  Knobbed, interchanged chromosome; b – Knobless, interchanged 
chromosome, c – Knobbed, normal chromosome; d – Knobless, normal 
chromosome. a and d are non-crossover types. b and c are crossover types. 
 In the preceding paper it was shown that the knobbed chromosome 
carries the genes for colored aleurone (C), shrunken endosperm (sh) 
and waxy endosperm (wx). Furthermore, it was shown that the order of 
these genes, beginning at the interchange point is wx-sh-c. It is 
possible, also, that these genes all lie in the short arm of the knobbed 
chromosome. Therefore, a linkage between the knob and these genes is 
to be expected. 
 One chromosome number 9 in a plant possessing the normal 
complement had a knob and carried the genes C and wx. Its homologue 
was knobless and carried the genes c and Wx. The non-crossover 
gametes should contain a knobbed-C-wx or a knobless-c-Wx 
chromosome. Crossing-over in region I (between the knob and C) 
would give rise to knobless-C-wx and knobbed-c-Wx chromosomes. 
Crossing-over in region 2 (between C and wx) would give rise to 
knobbed-C-Wx and knobless-c-wx chromosomes. The results of 
Fig. 64  Schéma des chromosomes étudiés par Creighton et McClintock (1931). I, chromosome
ayant subi l'échange ; N , chromosome ormal. , chromosom ayant subi l'échange, boursouﬂé ; b,
chromosome ayant subi l'échange, sans boursouﬂu ; c, chromos me normal, boursouﬂé ; d, chro-
mosome normal, sans boursouﬂure. a e d sont des types sans crossing-over. b et c sont des types
avec crossing-over.
Le deuxième temps de leur article est consacré à montrer que ces crossing-over
cytologiques correspondent à des recombi aisons de ènes connus pour être portés
par ce chromosome : les gènes C (aleurone coloré, colored aleurone), sh (endosperme
réduit, shrunken endosperm) et wx (endosperme cireux, waxy endosperm). McClin-
tock (1930) avait en outre montré que ces gènes sont alignés à partir du point de
translocation, dans l'ordre suivant : wx − sh − c. Elle avait alors établi une corres-
pondance entre les emplacements relatifs des gènes et les portions du chromosome de
part et d'autre du point de translocation (voir ﬁgure 65).
Creighton et McClintock procèdent aux croisements suivants :
K − C − wx− I− / k − c−Wx− i × k − c−Wx− i / k − c− wx− i.
La représentation diagrammatique de leur expérience est donnée dans la ﬁgure 66
(pour le détail du protocole expérimental, voir Creighton et McClintock, 1931, p.
4-5). Leurs résultats sont présentés numériquement dans le tableau de la ﬁgure 67.
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1 in their paper (page 3) presents results that show visible 
recombination occurring in 39.6% of the progeny in these crosses. 
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Figure I.3 A diagrammatic representation of the differences between an 
abnormal, interchange chromosome (I) and a normal chromosome (N). The 
interchange chromosome possesses visible abnormalities at both ends — a 
knob at the top and a translocated extension at the bottom. 
 Having demonstrated that physical exchange between chromatids 
did in fact occur, Creighton and McClintock proceeded to establish a 
relationship between the process of physical exchange and the 
occurrence of genetic recombination. First, they mapped two loci that 
occurred on chromosome number nine between the knob and the 
translocation. One of these loci carried alleles that produce either 
colorless (c) or colored (C) aleurone. The other locus carried alleles 
that produce either waxy (wx) or starchy (Wx) endosperm. The overall 
map relationships (Table 2, p.5, and from a previous publication) were 
as follows. 
C/c
13.0
Wx/wxI II
33.0
39.6
K/k I/iIII
 
 Here K = presence of knob, k = normal; I = presence of 
interchange (translocation); i = normal. 
 At this point, note that two possibilities exist: (1) genetic and 
cytological recombination might be accomplished by the same process 
or (2) genetic and cytological recombination might be accomplished via 
different processes. Because these two hypotheses lead to different 
quantitative predictions regarding the relative frequency of different 
recombinant-type gametes, the two hypotheses may be distinguished by 
assaying the gametic output of an individual heterozygous for the two 
Fig. 65  Carte cytologique et génét que (McClintock, 1930).
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crossing such a plant to a knobless-c-wx type are given in table 2. It 
would be expected on the basis of interference that the knob and C 
would remain together when a crossover occurred between C and wx; 
hence, the individuals arising from colored starchy (C-Wx) kernels 
should possess a knob, whereas those coming from colorless, waxy (c-
wx) kernels should be knobless. Although the data are few they are 
convincing. It is obvious that there is a fairly close association between 
the knob and C. 
 
Table 2 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
  Knob-C-wx   
  –––––––––––––––– × Knobless-c-wx 
  Knobl ss-c-Wx   
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 C-wx c-Wx C-Wx c-wx 
 –––––––––––––– –––––––––––––– –––––––––––––– –––––––––––––– 
 Knob Knobless Knob Knobless Knob Kn bless Knob Knobless 
 12 5 5 34 4 0 0 3 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 
 To obtain a correlation between cytological and genetic crossing-
over it is necessary to have a plant heteromorphic for the knob, the 
genes c and wx and the interchange. Plant 338 (17) possessed in one 
chromosome the knob, the genes C and wx and the interchanged piece 
of chromosome 8. The other chromosome was normal, knobless and 
contained the genes c and Wx. This plant was crossed to an individual 
possessing two normal, knobless chromosomes with the genes c-Wx 
and c-wx, respectively. This cross is diagrammed as follows: 
•
c Wx
C wx
c Wx
c wx
×
••
 
The results of the cross are given in table 3. In this case all the colored 
kernels gave rise to individuals possessing a knob, whereas all the 
colorless kernels gave rise to individuals showing no knob. 
 The amount of crossing-over between the knob and the interchange 
point is approximately 39% (table 1), between c and the interchange 
approximately 33%, between wx and the interchange, 13% (preceding 
paper). With this information in mind it is possible to analyze the data 
given in table 3. The data are necessarily few since the ear contained 
but few kernels. The three individuals in class I are clearly non-
crossover types. In class II the individuals have resulted from a 
Fig. 66  Représentation diagrammatique du croisement (Creighton et McClintock, 1931, p. 5).
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kernels gave rise to individuals possessing a knob, whereas all the 
colorless kernels gave rise to individuals showing no knob. 
 The amount of crossing-over between the knob and the interchange 
point is approximately 39% (table 1), between c and the interchange 
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given in table 3. The data are necessarily few since the ear contained 
but few kernels. The three individuals in class I are clearly non-
crossover types. In class II the individuals have resulted from a 
Fig. 67  Résultats numériques (Creighton et McClintock, 1931, p. 5)
Ces résultats permettent de montrer que  des paires de chromosomes, hétéro-
morphes en deux régions, échangent des portions en même temps qu'ils échangent des
gènes assignés à ces régions.  (Creighton et McClintock, 1931, p. 6) Autrement dit, ils
apportent la preuve de la corresp ndance entre cro sing-over cytologiques (échanges
eﬀectifs de portions de chromosome ) et crossing-over génétiques (recombinaisons).
4.2 Painter (1934a,b) : la correspondance des cartes génétiques et
des cartes cy ologiques
En 1934, Theophilus Painter met au point une nouvelle technique d'observation
cytologique pour étudier la morphologie des chromosomes géants des glandes sali-
vaires de la drosophile. Elle lui permet de détecter et de mesurer avec précision les
diﬀérentes aberrations chromosomiques obtenues par irradiation : translocations, dé-
letions et inversions (voir ﬁgure 70).
Les éléments ont une morphologie si distincte et constante que l'on peut suivre
un segment qui subit une translocation jusqu'à son nouvel emplacement, ou, si
l'on étudie une translocation mutuelle, on peut déterminer précisément la taille
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de la portion de chaque chromosome concernée par l'échange. (Painter, 1934b,
p 175)
CHROMOSOMES IN DROSOPHILA 179 
lines which is s thi k as al and az put together. About thr e di meters 
of the matrix farther along we have a very heavily banded area (aa), often 
showing four heavy lines, and finally the limiting band of the area (as). 
Figures 3 to 6 illustrate the appearance of this terminal sector taken from 
FIGURE 1.-This camera lucida drawing, taken from an aceto-carmine preparation, shows the 
chromosomes found in a salivary gland after the nuclear wall had been ruptured by pressing on the 
cover glass. In this case, somatic synapsis has been completed. The various elements are labelled, 
I1 L being the genetic left arm of the second chromosome. 
other preparations. In a similar manner, the various other areas of this 
chromosome arm may be identified. Figure 7 is the figure obtained when 
a female larva heterozygous for Curly is studied. It has long been known 
Fig. 68  Image de chromosome de la gra e salivaire de Drosophila obtenue à la chambre claire
(camera lucida), à partir d'une préparation acéto-carmin. II−L et II−R indiquent respectivement
les brins de gauche et de droite du deuxième chromosome. (Painter, 1934b, p .179)
La particularité de ces chromosomes est que les homologues s'assortissent par
paires rangées, ligne par ligne, bande par bande, et s'unissent en un seul élément.
Par conséquent, si un des chromosomes subit une inversion, il devient possible d'en
déterminer l'emplacement exact. La ﬁgure 68 présente ainsi un dessin tiré d'une
image obtenue à la chambre claire grâce à la technique de Painter (1934b) pour
des chromosomes sans aberration. Les diﬀérentes images de la ﬁgure 70 exposent la
manière dont sont cartographiées les diﬀérentes portions de chromosome, sur la base
des aberrations visibles grâce aux alternances de bandes colorées (pour un exposé
détaillé du protocole, voir Painter, 1934b).
Confirmation de l'hypothèse chromosomique 509
182 THEOPHILUS S. PAINTER 
Figure 13 shows the points on the X chromosomes where the ClB 
inversion took place. This figure was taken from a female larva heterozy- 
gous for the “Mottled 5” X which is normal in genic sequence except for 
w fa 
9 
10 
b II 
FIGURES 2 TO 13.-The typical morphology of the left arm of the second chromosome is shown 
in figures 2 and 6. Figures 3 to 5 show the terminal segment taken from other cells. Figure 7 is the 
inversion figure found in the left arm of the second when the larva is heterozygous for Curly. 
Figure 8, made by combining camera lucida drawings, shows the typical structure of the X chro- 
mosome. The approximate location of a number of gene loci, as determined by a study of breaks, 
is indicated by the conventional symbols. Figure 9 and 11, illustrate the morphology of the paired 
fourth chromosomes. Figure 1Za and b, taken from the same cell, illustrate a mutual transloca- 
tion between the X and the fourth chromosome. Figure 13 is the inversion obtained, when a larva 
heterozygous for ClB is examined. In  this case, the normal X carries a piece of the fourth chromo- 
some on its left hand end. 
Fig. 69  Les ﬁgures 2 et 6 présentent la morphologie typique du bras gauche du deuxième
chromosome. Les ﬁgures 3 à 5 présentent les segme ts des ex rémités prises dans 'autres cellules.
La ﬁgure 7 présente l'inversion trouvée dans le bras gauche du deuxième chromosome quand la
larve est hétérozygote pour le gène curly. La ﬁgure 8, obtenue par la combinaison d'images de
chambre claire, présente la structure typique du chromosome X. L'emplacement approximatif d'un
certain nombre de loci de gènes, tels qu'il est déterminé par l'étude des cassures, est indiqué par les
symboles génétiques usuels. Les ﬁgures 9 et 11 présentent la morphologie de la paire des quatrièmes
chromosomes. Les ﬁgures 12a et 12b, prises de la même cellule, présentent une translocation mutuelle
entre le chromosome X et le quatrième chromosome. La ﬁgure 13 est l'inversion obtenue, quand une
larve est hétérozygote pour ClB est examinée. Dans ce cas, le chromosome X normal porte un
morceau du quatrième chromosome sur son extrémité de gauche. (Painter, 1934b, p. 182)
Dans un deuxième article, Painter (1934a) applique cette technique au chromo-
someX de la drosophile, et fait correspondre les diﬀérents loci génétiques aux portions
de chromosomes identiﬁés visuellement. Cela lui permet d'établir un  nouveau type
de carte chromosomique [...] montrant la position approximative de 21 loci de gènes
disposés le long de la région active du X.  (Painter, 1934a, p. 448)
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Ce nouveau type de carte consiste en une carte chromosomique (i.e. obtenue par sa
technique d'observation cytologique), à laquelle il fait correspondre la carte génétique
proprement dite. Il poursuit la même opération pour les autres chromosomes. La
ﬁgure 70 représente ainsi la correspondance des cartes génétique et cytologique du
troisième chromosome.
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Fig. 70  Carte cyto-génétique du troisième chromosome de la drosophile. 1. Carte cytologique de
la morphologie typique de la portion euchromatique du bras gauche du troisième chromosome. Le
graphe au-dessus est une carte de crossing-over (génétique). Des lignes relient les gènes identiﬁés par
croisement aux limites des emplacements des loci sur les chromosomes correspondants. En dessous,
les nombres se réfèrent aux diﬀérentes translocations étudiées. 2. Image de la portion euchromatique
du bras gauche intact. Les chiﬀres placés le long du dessin aident le lecteur à identiﬁer les divers
endroits correspondants sur la carte cytologique de la ﬁgure 1. 3 à 5. Topographie des ﬁbres des
extrémités de la zone euchromatique. 6a à 6c. Variations de la taille des élargissements achromatiques
entre 34 et 37 sur l'échelle cytologique. 7. Elargissement en forme de fuseau au niveau du 21 sur
l'échelle des crossing-over. 8 et 9. Topographie de l'extrémité de gauche du bras de gauche. (Painter,
1935, planche entre les pages 308 et 309)
Avant de revenir aux débats engendrés par la technique de cartographie de Mor-
gan dans les années 1920, quelques remarques sur la nature de ces représentations
s'imposent. La technique de Painter permet, comme on vient de le voir, de faire
correspondre les cartes génétiques avec les cartes cytologiques. Les premières, obte-
nues par des techniques mendéliennes, sont, pour reprendre la terminologie déﬁnie
au chapitre 7, des graphes, c'est-à-dire des sortes de diagrammes : les relations spa-
tiales représentent des données numériques. En tant que telles, elles permettent de
visualiser ces données, mais ne contiennent pas plus d'informations qu'elles. Elles
permettent de représenter graphiquement ces données numériques aﬁn de faciliter
certaines inférences. Ce ne sont donc des  cartes  qu'en un sens métaphorique :
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elles ne suﬃsent pas à conclure que les distances génétiques correspondent eﬀective-
ment à des distances physiques, ni que les relations spatiales de la carte correspondent
à des relations spatiales. Les cartes cytologiques, elles, sont obtenues par des tech-
niques d'imagerie, et appartiennent donc à la catégorie des schémas (représentations
maintenant des relations topologiques).
Malgré le caractère approximatif de l'assignation des gènes aux loci, la mise en
correspondance des deux cartes peut être considérée comme attribuant à la carte
génétique un statut diﬀérent. De carte diagrammatique (de graphe) elle devient une
carte schématique, c'est-à-dire une représentation, quoique imprécise, de l'empla-
cement des gènes sur les chromosomes (une carte en un sens non métaphorique).
Jusqu'aux expériences de Painter, voir dans les cartes génétiques des cartes chromo-
somiques est un acte de foi. En 1934, la correspondance entre les deux cartes est
établie. Je me propose à présent, par un  retour en arrière  d'étudier la manière
dont les engagements des diﬀérents généticiens dans les années 1920 jouent dans leur
lecture et leur interprétation des cartes. On verra notamment que le modèle analo-
gique du collier de perles et l'hypothèse chromosomique jouent un rôle, pour Morgan
et ses élèves, que l'on peut diﬃcilement restreindre à un rôle  heuristique  ; je vais
en eﬀet montrer que la technique de construction des cartes elle-même en dépend.
5 Les critiques de Goldschmidt (1917), Bateson (1916) et
Castle (1919)
Les travaux du groupe de Morgan suscitent de nombreuses critiques, entre la
parution de (Morgan et al., 1915) et le début des années 1920, date à laquelle, à
part quelques irréductibles comme Goldschmidt, tous leurs opposants initiaux, parmi
lesquels William Bateson et William Castle, sont convaincus par leur modèle. Au-
paravant, les critiques les plus importantes leurs sont faites par Bateson, Goldsch-
midt, Castle et Punnett. Je me propose, dans cette section, d'évoquer rapidement
les deux premières, avant de me pencher plus en détail sur la troisième (celle de
Castle). Comme on va le voir, chacun de ces généticiens accepte certaines hypothèses
du groupe de Morgan et en refuse d'autres (le tableau 2, page 525) récapitule leurs
positions respectives. Je tirerai les conclusions de ces débats dans la section 6.
5.1 Goldschmidt (1917) : Crossing-over sans chiasmatypie
Richard Goldschmidt est un des opposants les plus fervents à la génétique du
groupe de Morgan. Une des raisons de cette opposition est due au fait que Goldsch-
midt refuse la distinction méthodologique fondamentale entre l'étude de l'hérédité et
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celle du développement32 ; une théorie du gène doit, selon lui, dire quelque chose du
mécanisme d'action des gènes. Or, comme on l'a vu, les recherches de Morgan naissent
du constat qu'il dresse, au début des années 191033, de la nécessité méthodologique
de cette distinction.
En conséquence, le modèle qu'il propose est destiné à accorder une place impor-
tante à l'action génique.34 Tout en acceptant deux des hypothèses fondamentales de
l'école de Morgan  par ailleurs très contestées , l'hypothèse chromosomique et celle
de l'ordonnancement linéaire des gènes sur les chromosomes, Goldschmidt (1917)
refuse la thèse d'un échange de portions de chromosomes (chiasmatypie). Il admet
donc l'hypothèse d'un crossing-over génétique, c'est-à-dire d'un échange de facteurs
ou gènes entre les chromosomes, mais refuse de corréler ce phénomène à un échange
physique, appelé  chiasmatypie  depuis Janssens (1909)  ou  crossing-over cytolo-
gique  pour reprendre les termes de Creighton et McClintock (1931). Pour expliquer
un tel crossing-over génétique sans support physique, il suppose que les chromosomes
se dissolvent entre les divisions cellulaires ; à ce moment, les gènes se rendent dans
le cytoplasme pour causer leurs eﬀets phénotypiques. Puis, au cours de la division
cellulaire suivante, les chromosomes se reconstituent et certains gènes sont déplacés.
L'explication du déplacement relatif des gènes se fait par l'appel à un concept de
 force  : moins deux allèles sont identiques du point de vue de leur  force , plus ils
sont  proches  sur la carte. La carte génétique est donc une représentation commode
des forces relatives des gènes mais n'a aucune relation avec les positions réelles des
gènes sur leur support chromosomique. Les facteurs ne sont pas des portions de
chromosomes, mais sont attachés à des emplacements spéciﬁques du chromosome par
des forces de nature biochimiques. Pour accomplir leur action au sein de la cellule,
les facteurs abandonnent le chromosome. Chaque facteur a une force spéciﬁque, et
les diﬀérents allèles ont des forces diﬀérentes, ce qui semble s'accorder avec l'action
génique.
Sturtevant (1917), dans sa réponse à Goldschmidt, souligne le fait que l'existence
de crossing-over multiples, mise en évidence au niveau génétique  et que Goldschmidt
doit accepter en raison de son adoption de l'hypothèse de linéarité  est un argument
contre le modèle de Goldschmidt. Selon ce dernier, en eﬀet, les échanges de facteurs
sur un locus devraient être indépendants des échanges de facteurs sur un autre locus.
Dans le modèle de Sturtevant, en revanche, l'échange d'un facteur s'accompagne de
l'échange des facteurs situés à proximité sur la carte.
32Pour une étude de la génétique physiologique et développementale de Goldschmidt, voir (Allen,
1974; Dietrich, 2000).
33Jusque dans les années 1910, il refuse cette distinction.
34Pour une analyse détaillée du modèle de Goldschmidt (1917), voir (Wimsatt, 1987).
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Sans détailler le débat entre Goldschmidt et Sturtevant, je voudrais tirer quelques
remarques du résumé qui précède. La position de Goldschmidt met en évidence le
fait qu'aucune hypothèse constitutive de la théorie de Morgan ne va de soi pour
les généticiens de l'époque : l'opposition à Morgan ne prend pas obligatoirement la
forme d'un rejet de la théorie chromosomique, mais cette dernière, à l'époque, peut
elle-même prendre plusieurs formes. En l'absence d'un accès à la structure ﬁne des
chromosomes, l'hypothèse chromosomique elle-même peut signiﬁer diverses choses :
les gènes peuvent être considérés comme des unités localisées sur les chromosomes,
selon diverses modalités (Goldschmidt suggère qu'ils sont attachés par des forces
biochimiques, et l'on pourrait imaginer de nombreuses autres sortes de lien), ou même
comme des portions de chromosomes. Aucune connaissance cytologique ne permet,
à cette époque, de départager ces hypothèses. En outre, on n'a pas encore établi
fermement la continuité des chromosomes : comme on vient de le voir, Goldschmidt
est partisan de la thèse selon laquelle ils se dissolvent et se réagrègent. Toutefois,
malgré cette divergence fondamentale sur le support de l'hérédité, Goldschmidt admet
deux des principes fondamentaux de la cartographie : le crossing-over et la linéarité.
En revanche, la cartographie et la notion de  distance  qui l'accompagne ont pour
lui une valeur métaphorique : les relations spatiales des cartes ne représentent pas
des relations spatiales, mais des diﬀérences d'intensité entre les forces biochimiques
associées aux gènes.
5.2 La critique de Bateson (1916)
La critique de William Bateson, mendélien de la première heure, est d'une tout
autre nature. Contrairement à Goldschmidt, c'est un généticien authentiquement
mendélien ; comme on l'a vu, la découverte des phénomènes de liaison partielle est
autant son fait que celui de Morgan. On peut donc considérer sa critique comme une
critique interne au mendélisme, ce qui est moins évident dans le cas de Goldschmidt.
Dans sa recension du Mechanism of Mendelian Heredity, Bateson s'oppose farou-
chement à la théorie chromosomique (contrairement à Goldschmidt). En revanche, il
admet la pertinence de la construction de cartes génétiques, et accepte l'hypothèse de
linéarité  pour laquelle, encore une fois, on ne dispose pas de preuve empirique. Son
refus de la théorie chromosomique s'accompagne du rejet de la notion de crossing-over
(c'est-à-dire de l'explication mécanique d'un échange de facteurs  quel que soit son
support physique). Il la considère en eﬀet comme faisant partie d'une grande machi-
nerie d'hypothèses ad hoc qui sont destinées à faire tenir l'hypothèse chromosomique,
plutôt que d'en être d'authentiques conﬁrmations. Aucune preuve matérielle que les
chromosomes se cassent eﬀectivement pendant la méiose ne venant soutenir la théorie
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de Morgan et de ses élèves, tout l'édiﬁce de la théorie chromosomique lui paraît tenir
sur du sable. Bateson se représente les gènes comme des charges, plutôt que comme
des particules matérielles. Selon lui, cette représentation aurait l'avantage de fournir
une explication du développement embryologique.
La position de Bateson permet de mettre en évidence, en regard de celle de
Goldschmidt, que l'on peut accepter les principes mendéliens fondamentaux (ceux
qui sous-tendent l'utilisation du symbolisme introduit par Mendel) sans pour autant
adopter non seulement l'hypothèse chromosomique, mais encore une représentation
des gènes comme des particules matérielles. Elle suggère en outre que l'hypothèse
du crossing-over, qui semble très plausible à un regard rétrospectif, à la lumière des
preuves cytologiques ultérieures, avait encore à cette époque un statut hautement
hypothétique, et consistait en l'interprétation de données numériques sur une base
observationnelle très limitée. En revanche, la pertinence de la construction de cartes
génétiques  sans signiﬁcation cytologique , est admise avec l'hypothèse de linéa-
rité, dont la formulation par Morgan était pourtant due à l'explication mécaniste
du crossing-over. Notons (voir le tableau récapitulatif 2, page 525) que Goldschmidt,
anti-mendélien, admet trois hypothèses du groupe de Morgan sur quatre, quand Ba-
teson en rejette trois sur quatre.
5.3 Le débat avec Castle (1919) sur la linéarité
La critique de Castle (1919) est d'une nature encore diﬀérente des deux précé-
dentes. Tout en acceptant plusieurs des hypothèses du groupe de Morgan, en par-
ticulier la théorie chromosomique, ainsi que le principe même de la cartographie
génétique consistant à représenter les fréquences de recombinaison par des distances,
Castle procède à une attaque en règle de la manière dont cette technique est mise
en ÷uvre par le groupe de Morgan ; sa critique s'accompagne de la proposition d'un
modèle diﬀérent de carte génétique. Le débat qu'elle engendre concerne donc la tech-
nique de cartographie elle-même. Dans ce qui suit, je présente les arguments avancés
de part et d'autre ; j'en propose une analyse dans la section 6.
5.3.1 La critique de Castle (1919)
Contrairement à Bateson, Castle admet la théorie chromosomique35, c'est-à-dire
l'hypothèse selon laquelle les gènes sont localisés sur les chromosomes, sans que les
modalités de cette  localisation  fassent l'objet d'une hypothèse claire. Il admet
35 Morgan a suggéré que ce qui attache ou relie deux caractères est le fait que leurs gènes
se trouvent sur le même corps au sein du noyau de la cellule. Il suppose que ces corps sont les
chromosomes. Il existe des preuves très fortes en faveur de cette conclusion. (Castle, 1919, p. 25)
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également l'idée d'un échange entre portions de chromosomes (crossing-over cyto-
logique ou chiasmatypie) et celle selon laquelle les emplacements des gènes au sein
d'un groupe de liaison  ont une relation très déﬁnie et constante entre eux  (Castle,
1919, p. 25), justiﬁant par là-même l'ambition de développer une technique de carto-
graphie permettant de prédire avec précision les phénomènes de recombinaison entre
facteurs.36
Sur cet accord de principe, Castle s'attaque à une des hypothèses fondamentales
de la technique de cartographie génétique mise au point par Sturtevant, celle de
l'ordonnancement linéaire des gènes sur les chromosomes. En ce sens, la critique de
Castle est diamétralement opposée à celle de Bateson, qui refuse l'hypothèse chromo-
somique mais admet la linéarité au principe de la théorie du crossing-over, comprise
comme théorie de l'échange de portions de groupes de liaison, non nécessairement
identiﬁés aux chromosomes.
Les arguments de Castle contre l'hypothèse de linéarité Contre cette hy-
pothèse, Castle avance des arguments de diﬀérentes sortes. Tantôt, comme le titre
de l'article semble le suggérer ( L'ordonnancement des gènes sur les chromosomes
est-il linéaire ? ), Castle remet en question l'hypothèse mécanique selon laquelle les
gènes sont eﬀectivement attachés les uns aux autres le long des chromosomes, ces
derniers ayant une forme de ﬁls. Autrement dit, Castle soulève la question de savoir
si le mécanisme du crossing-over au niveau chromosomique est réellement tel que le
représentent les cartes de l'école de Morgan et le modèle du collier de perles. Tan-
tôt, Castle aﬃrme que, indépendamment de cette première question, qui concerne le
niveau cytologique, les cartes du groupe de Morgan ne fournissent pas des prédic-
tions satisfaisantes au niveau génétique, c'est-à-dire relatives aux données numériques
obtenues par des expériences de croisement. Comme on va le voir, seuls ces derniers
arguments sont présentés comme décisifs par Castle ; en proposant son propre modèle
de carte, sa préoccupation majeure est en eﬀet d'améliorer l'exactitude et le pouvoir
prédictif de cet outil, sans qu'il prétende rien aﬃrmer sur le mécanisme chromoso-
mique sous-jacent.
La critique de Castle s'ouvre et se ferme par des considérations concernant la
structure des chromosomes. Avant de procéder à un examen détaillé des défauts
du modèle de carte proposé par le groupe de Morgan, Castle aﬃrme en eﬀet que
l'hypothèse fondamentale de la linéarité est très peu plausible en tant qu'hypothèse
portant sur la morphologie réelle des chromosomes :  Il est douteux [...] qu'une
36 Les suppositions ont largement prouvé leur utilité comme hypothèses de travail, puisque qu'il
s'est avéré possible, connaissant certaines valeurs de crossing-over, d'en prédire d'autres à un bon
degré de précision.  (Castle, 1919, p. 26)
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molécule organique complexe puisse avoir la forme simple d'un ﬁl.  (Castle, 1919,
p. 26) Une fois cet argument avancé, Castle passe aux arguments relatifs à la valeur
prédictive du modèle au niveau génétique ; ces arguments occupent l'essentiel de son
propos. Ce n'est qu'à la toute ﬁn de l'article que, ayant présenté son propre modèle de
carte, construit pour répondre à des exigences d'ordre prédictif au niveau génétique,
il suggère des hypothèses relatives au mécanisme cytologique qui pourrait expliquer
les phénomènes de crossing-over.
Les arguments centraux de Castle concernent la recherche de la meilleure présen-
tation des données. Il est important de souligner que les données qu'il utilise sont
celles de Morgan et Bridges (1916). À aucun moment, ces données ne sont contestées
par Castle : l'essentiel de son propos consiste à comparer deux manières de les présen-
ter, celle du groupe de Morgan et la sienne. Par cette comparaison, Castle prétend
mettre en évidence la supériorité de son modèle sous deux aspects principaux : il
permet des prédictions plus exactes, et il ne repose sur aucune hypothèse ad hoc.
La technique de cartographie du groupe de Morgan souﬀre en eﬀet, selon Castle,
de deux défauts majeurs, tous deux liés à l'hypothèse d'un ordonnancement linéaire
des gènes. Tout d'abord, cette hypothèse repose sur un arsenal coûteux d'hypothèses
ad hoc destinées à s'accommoder des exceptions à l'additivité et par conséquent
à la linéarité37 de la fonction de distance par rapport au nombre de recombinaisons
observées.  Pour rendre compte de cette divergence, Morgan a adopté des hypothèses
subsidiaires, d'`interférence, de double crossing-over, etc.  (Castle, 1919, p. 26)
Or, selon Castle, rien ne justiﬁe de tels frais ; bien au contraire, maintenir l'hy-
pothèse de linéarité conduit à des prédictions incohérentes. En eﬀet, la technique de
Sturtevant qui consiste à construire la carte d'un chromosome en se basant sur la
somme des plus petites distances (pour éviter les diﬃcultés liées aux manquements
à l'additivité pour les grandes distances, dues selon Sturtevant à des crossing-over
doubles) conduit, selon Castle, à des résultats impossibles : la carte du chromosome
X proposée par Morgan et Bridges (1916, voir ﬁgure 71) présente des distances de
plus de 50 unités cartographiques. Or, une unité de distance correspond à 1% de
crossing over ; 50% est donc le maximum possible, atteint dans les cas d'assortiment
indépendant.
37Une mise en garde s'impose concernant les deux usages distincts du terme  linéarité  dans la
présentation de la critique de Castle. Dans un cas, la linéarité désigne l'hypothèse de l'ordonnan-
cement physique des gènes le long des chromosomes, supposés avoir la forme d'un ﬁl, comme des
perles sur un collier. Dans l'autre, elle désigne la linéarité de la fonction de distance par rapport au
nombre de crossing-over eﬀectifs. Castle refuse l'hypothèse de la linéarité de l'ordonnancement des
gènes, ce qui lui permet de proposer une fonction de distance qui soit linéaire, contrairement à ce
qui est le cas chez Morgan.
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La carte de Morgan pour le chromosome sexuel place cinq gènes sur vingt-neuf
à des distances de 55 et de 66 de l'extrémité du chromosome, où le facteur
jaune est situé [facteur 0]. Un instant de réﬂexion suﬃt à montrer que ces re-
lations sont impossibles, puisqu'un pourcentage de crossing-over supérieur à 50
est absurde. Si A et B s'assortissent entièrement indépendamment, sans aucune
liaison, comme ils le feraient dans un cas ordinaire d'hérédité mendélienne où il
n'y a pas de liaison, le nombre de crossing-over et de non crossing-over serait
le même, 50% chacun. Toute valeur de crossing-over inférieure à 50% manifeste
une liaison. Une valeur de crossing-over supérieure à 50% ne peut pas exister.38
En eﬀet, soit il y a liaison, soit il n'y a pas liaison. Or l'absence de liaison revient
à 50% de crossing-over, et la liaison revient à moins de 50% de crossing-over.
Donc une valeur plus grande que 50% ne peut pas se produire. (Castle, 1919,
p. 28)
Cette analyse repose manifestement sur un contresens de Castle concernant la no-
tion de crossing-over, due à l'ambiguïté du terme mentionnée précédemment. En
eﬀet, l'emploi du terme  crossing-over  par Castle correspond à celui de crossing-
over observé, c'est-à-dire de recombinaison eﬀective. Or, les grandes distances carto-
graphiques ne correspondent pas, en raison, précisément, de l'hypothèse de doubles
crossing-over, à des probabilités de recombinaison eﬀective. Castle, refusant, comme
on l'a vu, ces hypothèses qu'il juge ad hoc, ne fait aucune diﬀérence entre crossing-
over réel et recombinaison eﬀective. Il va même, assez étrangement, jusqu'à utiliser
le terme  crossing-over  pour désigner tous les cas où deux gènes ne sont pas héri-
tés ensemble, y compris quand ces gènes n'appartiennent pas à un même groupe de
liaison ; c'est ce qui lui permet de dire que dans les cas d'assortiment indépendant,
il y a le même nombre de  crossing-over  que de  non crossing-over  (c'est-à-dire
d'hérédité commune des deux gènes). Je reviendrai sur ce contresens de Castle lors
de mon analyse du débat, à la section 6.
L'hypothèse de la linéarité  en plus d'être peu plausible en tant qu'hypothèse
sur la morphologie des chromosomes  s'avère donc, selon Castle, non seulement
coûteuse, mais encore nocive ; rien n'en justiﬁe le maintien. Y renoncer fait gagner
en exactitude et en simplicité ; c'est sur l'abandon de cette hypothèse qu'est fondée
la méthode de cartographie proposée par Castle.
Le modèle de Castle Puisque les fréquences de recombinaison entre les facteurs
les plus éloignés sont inférieures à la somme des fréquences de recombinaison des
facteurs plus proches, la représentation graphique des distances (déﬁnies comme des
probabilités de recombinaisons) ne peut pas être unidimensionnelle.  Au lieu d'un
ordonnancement linéaire, on peut supposer que l'ordonnancement des gènes n'est pas
38Souligné par Castle.
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linéaire, et que les gènes les plus proches ne sont pas sur la même ligne que les plus
éloignés.  (Castle, 1919, p. 28)
Castle propose alors son propre modèle de présentation des données obtenues par
Morgan et Bridges (1916), que ces derniers présentaient sur une carte linéaire (ﬁ-
gure 71) ; le modèle de Castle répond à une exigence essentielle : la distance, quelle
qu'en soit la déﬁnition, doit être une fonction linéaire de la fréquence de recombinai-
son. Il s'agit bien d'une carte génétique au sens de Sturtevant, puisqu'elle opère une
conversion des fréquences de recombinaison observées en une mesure de distance ;
cependant, abandonnant l'hypothèse de linéarité, la technique de construction n'est
pas la même : toutes les fréquences de recombinaison, même les plus importantes
(c'est-à-dire concernant les facteurs les plus éloignés), sont à prendre en compte pour
mesurer les distances. Prenons par exemple trois facteurs, A, B et C. Si l'on veut
les présenter sur un diagramme de telle manière que les distances qui les séparent
soient proportionnelles à leurs fréquences de recombinaison deux à deux, le fait que
la fréquence de recombinaison de A et C soit inférieure à la somme des fréquences de
recombinaison de A et B et de B et C implique que A, B et C soient les sommets
d'un triangle. Le modèle de Castle prend donc la forme d'une ﬁgure tridimensionnelle
(ﬁgure 72 page 520) :
Si l'ordonnancement des gènes n'est pas linéaire, comment le caractériser ? Cette
question m'a conduit à proposer une présentation graphique de la relation indi-
quée par les données de Morgan et Bridges39, mais, constatant que cette méthode
n'était pas satisfaisante, j'ai eﬀectué une reconstruction en trois dimensions, qui
s'est avérée très satisfaisante. (Castle, 1919, p. 28)
Castle présente son modèle comme découlant naturellement de la présentation
des données de Morgan et Bridges (1916) de la manière la plus simple :
La seule hypothèse qui sous-tend cette reconstruction est la plus fondamentale
de Morgan, celle selon laquelle les distances entre les gènes sont proportionnelles
aux pourcentages de crossing-over. Je rejette la seconde hypothèse, celle selon
laquelle les gènes distants sont en réalité plus éloignés les uns des autres que ce
qui est indiqué par les données expérimentales, pour la raison expliquée précé-
demment, que cela implique des relations impossibles. Prenant donc les données
exactement telles qu'elles sont, il est possible d'opérer une reconstruction com-
plète et entièrement cohérente de l'architecture des chromosomes sexuels à partir
des relations de liaison entre leurs gènes. (Castle, 1919, p. 28)
Castle présente donc son modèle comme une mise en ÷uvre plus pure de l'hypo-
thèse initiale de Morgan selon laquelle la fréquence de recombinaison est un indice de
la distance : sans y ajouter aucune hypothèse supplémentaire, il parvient à construire
39(Morgan et Bridges, 1916)
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Fig. 71  Carte du chromosome X de Morgan et Bridges (1916, p. 23), reproduite par Castle
(1919, p. 23)
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Fig. 72  Le modèle du  piège à rat  de Castle (1919, p. 29) sous deux perspectives diﬀérentes
(la ﬁgure de droite est obtenue par une rotation de 90).
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un modèle plus cohérent, mieux en accord avec les données obtenues par Morgan et
Bridges (1916) eux-mêmes, et qui plus est beaucoup plus simple que celui de ses
adversaires. En eﬀet, il est la mise en ÷uvre d'une seule et unique hypothèse, celle
de la proportionnalité de la distance à la fréquence de recombinaison. L'abandon
de l'hypothèse de la linéarité s'accompagne de celui de toutes les hypothèses subsi-
diaires mentionnées précédemment, comme celles du double crossing-over et de l'eﬀet
d'interférence.40 C'est la raison pour laquelle, comme je l'ai noté précédemment, les
expressions  recombinaison observée  et  crossing-over  deviennent synonymes :
tout crossing-over est nécessairement manifeste (voir mon analyse de cette ambiguïté
page 497).
Récapitulons rapidement l'argumentation de Castle. Premièrement, il est selon
lui fort peu probable que les chromosomes soient de simples ﬁls : cet argument,
relatif au niveau cytologique, a simplement pour rôle, dans l'économie de l'article
de Castle (1919), de montrer que les raisons initiales de supposer la linéarité sont
faibles. Deuxièmement, l'argument central, et présenté comme décisif par Castle, est
que l'hypothèse du groupe de Morgan conduit à construire un modèle incohérent qui
produit parfois de mauvaises prédictions au niveau génétique. Enﬁn, le modèle que
propose Castle présente le grand avantage d'être plus simple que celui de Morgan :
il ne nécessite aucune hypothèse ad hoc.
Avant d'en venir aux réponses du groupe de Morgan, arrêtons-nous un instant
sur les arguments concernant la structure des chromosomes. Castle admet, on l'a
vu, l'hypothèse chromosomique. Cependant, celle-ci ne signiﬁe rien d'autre que le
fait que les gènes sont situés sur les chromosomes, et que les phénomènes génétiques
(ségrégation, assortiment indépendant, liaison partielle) doivent pouvoir recevoir une
explication au niveau cytologique. L'imprécision des observations cytologiques laisse
le plus grand ﬂou sur les mécanismes à l'÷uvre au sein des chromosomes et sur leur
morphologie. En conséquence, la recherche d'une explication cytologique ne peut être
que spéculative, et les arguments qui concernent la structure des chromosomes sont
explicitement présentés comme annexes. Autrement dit, la carte de Castle ne prétend
pas être autre chose qu'une machinerie analogue à celle d'un planétarium permet-
tant de reproduire le mouvement apparent des astres. Comme le suggère Wimsatt
(1987), Castle présente sa carte comme un modèle  phénoménologique  au sens de
Cartwright (1983) : il rend compte des données mais ne prétend pas les expliquer.
Cependant, après avoir défendu son modèle de carte en raison de sa plus grande
40Le maintien de l'hypothèse de linéarité et de celle des crossing-over doubles repose, selon Castle,
sur une forme de circularité :  Les données expérimentales prouvent que le double crossing-over
doit se produire si l'ordonnancement des gènes est linéaire.  (Castle, 1919, p. 30) Or le double
crossing-over est une hypothèse ad hoc convoquée pour maintenir la linéarité.
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eﬃcacité prédictive, Castle ajoute que cette valeur prédictive indique qu'il est assez
probable que ce modèle représente des relations réelles au sein du chromosome :  Ces
prédictions doivent être plus proches de la vérité que celles fondées sur une carte li-
néaire si, comme je l'ai suggéré, l'arrangement n'est réellement pas linéaire41.  Ce que
semble vouloir dire Castle est que la valeur prédictive de la représentation tridimen-
sionnelle des probabilités de recombinaison suggère que les mécanismes à l'÷uvre au
niveau cytologique doivent correspondre, d'une manière ou d'une autre, aux relations
représentées dans le diagramme. Autrement dit, plus un modèle est prédictif, plus
il est probable, selon Castle, que cette  machinerie   en l'occurrence, les règles
de construction et d'interprétation de la carte selon le modèle qu'il en propose 
corresponde aux mécanismes réels.
Par  mécanisme , cependant, Castle n'entend pas suggérer que les relations
représentées par la carte soient eﬀectivement des relations spatiales :
On me demandera peut-être ce que cette reconstruction signiﬁe. Présente-t-
elle la forme réelle du chromosome, ou du moins cette partie du chromosome
où les variations génétiques ont lieu ? Où est-ce simplement la représentation
symbolique de forces moléculaires ? Ces questions ne peuvent pas, en l'état actuel
de nos connaissances, recevoir de réponse. [...] Un modèle qui répond de façon
véridique à des questions doit être la présentation véridique de relations réelles,
quand bien même on ne sait pas si ce sont des relations spatiales ou dynamiques.
(Castle, 1919, p. 30)
Il convient donc de distinguer entre deux choses diﬀérentes. D'une part, Castle cherche
à défendre son modèle sur la seule base de sa valeur prédictive, indépendamment
de la question de la relation entre la carte et les mécanismes à l'÷uvre au niveau
cytologique. D'autre part, une fois reconnue la grande probabilité que la carte soit
une représentation  véridique de relations réelles , en raison même de sa grande
valeur prédictive, Castle prône un agnosticisme quant à la nature de ces relations.
Dans les termes déﬁnis au chapitre 7, la question de Castle est la suivante : la
carte est-elle eﬀectivement un schéma (tridimensionnel), dont les relations spatiales
représentent des relations spatiales, ou bien est-elle un diagramme, au sein desquelles
les relations spatiales représentent des relations non spatiales, comme par exemple des
relations entre forces ? La  distance  génétique correspond-elle, de manière approxi-
mative, à une distance physique, ou bien la notion de distance est-elle métaphorique ?
La ﬁn de l'article de Castle (pp. 31-32) penche en faveur de la dernière solution ; en
eﬀet, Castle suggère une explication chimique du phénomène de crossing-over, qu'il
décrit  comme le remplacement d'une base chimique par une autre au sein d'une
molécule organique complexe  et dont il aﬃrme qu' il semble hautement probable
41Je souligne.
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que ce soit sa vraie nature.  (p. 32)
5.3.2 Les réponses de Sturtevant et al. (1919) et Muller (1920)
Le groupe de Morgan réagit à la critique de Castle en plusieurs articles (en parti-
culier Sturtevant et al., 1919; Muller, 1920), qui, pris ensemble, répondent à chacun
des arguments de Castle. En résumé, les réponses du groupe de Morgan montrent
que, à supposer même que Castle utilise correctement les données (qui sont aussi les
leurs)  ce qui n'est pas le cas , ces données ne soutiendraient pas son modèle. En
outre, l'inclusion de nouvelles données ferait apparaître de manière encore plus ma-
nifeste l'inadéquation du modèle. Enﬁn, aucun des mécanismes supposés par Castle
dans son article pour rendre compte de son modèle n'aurait selon eux les eﬀets dé-
sirés. Je ne présente ici que certains des arguments du groupe de Morgan, avant de
proposer, à la section 6, une analyse de ce débat.
La réponse de Sturtevant et al. (1919) accorde une importance assez secondaire
aux arguments de Castle concernant la structure des chromosomes et aﬃrment sim-
plement que, contrairement à que suggère Castle, les chromosomes ne sont pas des
molécules organiques ; ils refusent l'analogie entre crossing-over et réaction de substi-
tution organique. En ce qui concerne l'exactitude des prédictions, Sturtevant et al.
(1919), ainsi que Muller (1920) donnent de nombreux arguments pour montrer que le
modèle de Castle, contrairement à ce qu'il prétend, ne rend pas correctement compte
des données. Le principal argument de Muller (1920) dans ce sens consiste à mon-
trer que la distance entre les facteurs les plus éloignés (ceux qui sont séparés par 4
facteurs), telle qu'elle est prédite par le modèle de Castle, est trop grande (elle est
de 49, 3 alors que la fréquence de recombinaison observée est de 41, 6). Or, si l'on
 plie  la ﬁgure aﬁn de rendre les grandes distances correctes, les courtes distances
deviennent trop courtes, et le modèle devient encore plus inexact.42
En outre, Sturtevant et al. (1919) soulignent le fait que la remarque de Castle à
propos des valeurs de crossing-over supérieures à 50% repose sur une mésinterpré-
tation de la notion de distance. Reproduisant l'argument de Castle cité ci-dessus43,
ils aﬃrment que  la conclusion de ce curieux syllogisme dépend entièrement de la
déﬁnition de la liaison contenue dans la deuxième partie de la seconde prémisse. 
(Sturtevant et al., 1919, p. 170) La phrase en question est :  la liaison revient à
moins de 50% de crossing-over.  J'ai déjà souligné l'usage particulier (et hétérodoxe
42Pour une analyse détaillée des arguments de Muller (1920), voir (Wimsatt, 1987, 1992).
43 [...] soit il y a liaison, soit il n'y a pas liaison. Or l'absence de liaison revient à 50% de crossing-
over, et la liaison revient à moins de 50% de crossing-over. Donc une valeur plus grande que 50% ne
peut pas se produire. 
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du point de vue de l'école de Morgan) que Castle fait de la notion de crossing-over
et de sa relation à celle de liaison. En opérant une distinction entre les cas de liaison
(partielle ou non) et les cas d'absence de liaison qu'il fait équivaloir à la distinction
entre 50% de crossing-over et moins de 50%, il fait une pétition de principe : ainsi dé-
ﬁnie, la notion de crossing-over rend impossible l'idée même de crossing-over double.
En eﬀet, un crossing-over double, pour Castle, est une absence de crossing-over, donc
une liaison. La notion de crossing-over, pour le groupe de Morgan, ne peut pas être
appliquée aux gènes qui ne sont jamais liés. 50% de crossing-over, tels que Castle les
déﬁnit, ne comptent pas comme des crossing-over pour le groupe de Morgan, mais
pour une absence de liaison. En revanche, une fois les groupes de liaison établis, et
l'hypothèse de linéarité admise, les grandes distances sur un même groupe de liaison
peuvent tout à fait conduire à admettre l'existence de crossing-over multiples, qui
sont comptabilisés comme des distances supérieures à 50%. Les distances ne corres-
pondent pas aux crossing-over observés qui, eﬀectivement, soit ont lieu soit n'ont pas
lieu, mais aux crossing-over réels.
Pour ﬁnir, je voudrais m'arrêter un instant à un des aspects de la réponse de
Muller (1920). Après avoir souligné le contresens de Castle sur la notion de crossing-
over44, il aﬃrme que la linéarité des gènes est une hypothèse indispensable pour
expliquer les phénomènes génétiques, indépendamment de la question de la réalité
physique correspondant à cette linéarité :
Que l'on considère ou non les facteurs comme localisés sur un ﬁl matériel réel,
on doit, sur la base de ces découvertes, admettre que les forces qui les lient en-
semble  qu'elles soient physiques,  dynamiques  ou transcendantales  sont
d'une nature telle que chaque facteur est lié, au cours de la ségrégation, unique-
ment à deux autres facteurs  de telle sorte que le groupe entier, considéré dy-
namiquement, est une chaîne. [...] rien n'est impliqué quant à l'ordonnancement
physique des gènes quand on emploie les termes  séries linéaires ,  distance ,
etc. (Muller, 1920, p. 101)
Avec une certaine ironie, Muller suggère donc que, à supposer même que les forces
qui lient les gènes entre eux soient de la nature supposée par Castle, la linéarité
doit être maintenue, comme l'hypothèse selon laquelle les gènes sont liés un à un.
Muller semble donc suggérer que le modèle du collier de perles peut être interprété
de façon analogique  le collier n'est pas forcément à un  ﬁl matériel réel   mais
que sa valeur explicative réside dans l'hypothèse de linéarité, physique ou non. Sans
44 [Nous n'avons] jamais prétendu, avec la théorie de la liaison linéaire, que les pourcentages de
crossing-over étaient eﬀectivement proportionnels à des distances cartographiques : ce qui a été af-
ﬁrmé est que ces pourcentages de crossing-over sont calculables à partir de la distance cartographique
[...].  (Castle, 1919, p. 98)
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cette hypothèse, tous les phénomènes génétiques observés jusqu'ici deviennent inex-
plicables. L'argument de Muller concerne donc à la fois la valeur prédictive du modèle
l'explication mécanique qu'il apporte : parce qu'il est impossible de rendre compte
des données sans les présenter de manière linéaire, on est obligé de supposer que,
réellement, les gènes sont ordonnés linéairement. En revanche, Muller prétend, ici,
rester agnostique quant à la nature physique de cette  chaîne  formée par les gènes.
Il ajoute cependant, quelques lignes plus loin, que  quand les diverses conditions
qui doivent être remplies au moment de la ségrégation sont prises en considération,
toute autre explication de ces découvertes de liaison linéaire qu'un arrangement des
gènes sur une ligne physique, spatiale, apparaît hasardeuse et fantaisiste.  (Muller,
1920, p. 101) Autrement dit, une fois admise l'hypothèse de linéarité, on n'est plus
vraiment justiﬁé à résister à son interprétation spatiale. Muller présente ici son en-
gagement en faveur de l'hypothèse chromosomique en tant qu'explication mécanique
des phénomènes de crossing-over comme une conséquence de son souci de rendre
compte au mieux des données empiriques.
Bien que l'histoire ait donné raison au groupe de Morgan, on peut cependant
considérer, avec Castle, que la défense par Muller du crossing-over et de la linéarité
reposent à l'inverse sur un acte de foi en faveur d'une explication mécaniste, dont les
diverses preuves ne sont réellement convaincantes que pour les  convertis . On va
voir, dans l'analyse qui suit, que le jeu entre engagement en faveur d'une explication
mécanique et souci de fournir un modèle prédictif est plus compliqué que ne le laissent
entendre les propos explicites des protagonistes du débat, qu'il s'agisse de Castle ou
de Muller.
Chrom COcyto COgéné Lin
Goldschmidt X 0 X X
Bateson 0 0 0 X
Castle X X X 0
Tab. 2  Les positions respectives de Goldschmidt, Bateson et Castle sur les hypothèses chromo-
somique (Chrom), du crossing-over cytologique (COcyto), du crossing-over génétique (COgéné) et
de la linéarité (Lin).  X  signiﬁe acceptation ;  0  refus.
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6 Interprétation de ces débats : que représentent les cartes
génétiques ?
La présentation du débat entre Castle (1919) et le groupe de Morgan a fait ap-
paraître la chose suivante : de part et d'autres sont avancés des arguments relatifs
à la plausibilité des explications mécaniques apportées par les diﬀérents modèles de
cartes proposés et des arguments relatifs à l'eﬃcacité prédictive de ces modèles. De ce
point de vue, l'opposition suggérée par Wimsatt (1987) entre un Castle guidé par un
impératif  opérationnaliste  et un Morgan  réaliste  est partiellement erronée45 :
les convictions de Castle en faveur d'une représentation chimique des phénomènes
de crossing-over jouent un rôle dans le choix de son modèle46 ; inversement, Morgan
a plusieurs fois clamé son agnosticisme en ce qui concerne la nature matérielle des
gènes (voir chapitre 8, page 439).
Notons cependant que, aussi bien chez Sturtevant et al. (1919) et Muller (1920)
que chez Castle (1919), les arguments véritablement présentés comme décisifs sont
les arguments relatifs à l'exactitude des prédictions génétiques du modèle. Quand
une référence est faite à la plausibilité du modèle en tant que représentation des mé-
canismes chromosomiques, c'est-à-dire en tant qu'explication cytologique et non plus
seulement génétique, elle est explicitement présentée comme une remarque annexe :
en ce sens, chacun des protagonistes de ces débats en reste au niveau strictement gé-
nétique, et aucun des élèves de Morgan n'aﬃrme que le modèle du collier de perles est
autre chose qu'une analogie, ni, par conséquent, que les cartes génétiques représentent
eﬀectivement des relations spatiales au sein du chromosome.47
Je voudrais à présent montrer que les engagements de chacun de ces théoriciens en
faveur d'une explication mécanique, chimique, ou autre, des phénomènes génétiques
décrits par les cartes, jouent un rôle bien plus important  chez les élèves de Morgan
45Wimsatt (1987) en conclut que ce débat est un cas particulièrement probant de la  supério-
rité d'un programme de recherche mécanique ou réaliste sur un programme opérationnaliste ou
instrumentaliste .
46Lindley Darden (1991) suggère ainsi que la position de Castle est probablement due à sa for-
mation de chimiste, et à une préférence prononcée pour les modèles de chimie organique, comme en
témoigne sa proposition, quelques années avant, d'un premier modèle bidimensionnel.
47Comme me l'a fait remarquer Patrice David, c'est même la volonté d'être des généticiens  les
plus purs possibles  qui permet aux morganiens de rendre le parallélisme avec le comportement
des chromosomes patent : le rapprochement entre génétique et cytologie apparaît ainsi comme celui
de deux lignes de recherche indépendantes, ce qui lui donne d'autant plus de force de conviction.
C'est d'ailleurs ce que suggèrent les propos de Morgan (1928, p. 44), que j'ai rapportés au chapitre 8
(page 448), sur la coïncidence entre les recherches génétiques et les découvertes cytologiques qui
n'ont jamais été accomplies, selon lui, avec  un biais génétique .
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comme chez Castle  que leurs remarques explicites à ce propos ne le laissent entendre.
Les arguments relatifs à la structure des chromosomes ne viennent pas simplement
s'ajouter aux arguments qui consistent à montrer que l'adoption d'un certain modèle
de carte conduit à de meilleures prédictions : les engagements qu'ils révèlent fondent
la compréhension même que les diﬀérents théoriciens ont de ces cartes et l'utilisation
qu'ils en font. C'est donc par une analyse, en plus de leurs propos explicites, de la ma-
nière dont chacun des protagonistes du débat construit, interprète et utilise les cartes
génétiques, que je prétends rendre compte du jeu conjugué de ces préoccupations
relatives à la prédiction des phénomènes génétiques et des engagements théoriques
de chacun en faveur d'une explication au niveau cytologique.48
Pour cela, je propose, à la double lumière de la présentation des débats entre le
groupe de Morgan et de ses adversaires et de l'analyse des types de représentation
introduite au chapitre 7, d'examiner la question suivante : que représentent les cartes
génétiques ? On a vu, au chapitre 7 (section 1.3), que diﬀérents types de représentation
(pictural, schématique, diagrammatique) semblent adaptés à l'expression de diﬀérents
types de contenus (représentation des relations spatiales au sein d'une entité concrète,
représentations d'une relation entre variables, etc.) Aussi, je me propose d'aborder la
question de savoir ce que représentent les cartes génétiques sous l'angle de la question
suivante : à quel type de représentation appartiennent les cartes génétiques ?
6.1 Les cartes génétiques : schémas ou diagrammes ?
Rappelons brièvement les déﬁnitions que j'ai proposées au chapitre 7 (sections 1.3.3
et 1.3.4) des notions de schémas et de diagrammes. Un schéma  ou représentation
schématique  est une représentation au sein de laquelle les relations spatiales tiennent
lieu de relations spatiales ; plus précisément, ces représentations respectent les rela-
tions topologiques de leur cible, qui est une entité matérielle concrète. Une telle
représentation peut être obtenue par la schématisation d'une représentation pictu-
rale comme, par exemple, le micrographe d'un chromosome, auquel cas elle représente
la morphologie de l'objet représenté (le chromosome) ; elle peut également être un
simple dessin, en principe superposable (moyennant certaines déformations, comme
48Ces engagements sont très probablement le fruit de l'inﬂuence conjuguée de la formation des
chercheurs, de leurs connaissances d'arrière-plan et de leurs talents personnels, comme je l'ai sug-
géré à plusieurs reprises (Lindley Darden, 1991, accorde une grande importance à ces facteurs).
Cependant, à moins que ces préférences ne soient explicitées, ces inﬂuences sont très diﬃciles à
mesurer pour l'historien. C'est la raison pour laquelle, plutôt qu'une reconstruction hypothétique
des croyances et des préférences de chacun, je me concentre, dans mon analyse, outre les propos
explicites des protagonistes, sur la manière dont chacun construit, interprète et utilise les cartes
génétiques.
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lorsque l'on représente la France par un hexagone ou un chromosome par un bâton-
net) à une représentation picturale. Le modèle du collier de perles se présente ainsi
sous la forme d'un schéma de la morphologie hypothétique  et non observée  des
chromosomes.
Un diagramme est également une représentation spatiale, au sens où les rela-
tions spatiales en son sein dénotent des propriétés de son référent49 ; cependant, ces
relations ne représentent pas des relations spatiales. Elles peuvent représenter des
relations temporelles, des relations causales, des relations hiérarchiques, etc. On peut
qualiﬁer ces représentations de  métaphoriques , au sens où elles représentent des
relations non spatiales par des relations spatiales, comme lorsque l'on parle de la  dis-
tance  temporelle entre deux événements. Les graphes, qui représentent la relation
entre diﬀérentes variables, appartiennent à la catégorie des diagrammes.
Après avoir présenté les arguments qui invitent à considérer les cartes génétiques
comme des schémas dont les relations spatiales représentent des relations spatiales
au sein des chromosomes, je montrerai que ces arguments ne semblent pas résister à
l'analyse, et que les cartes génétiques doivent bien plutôt être considérées comme des
diagrammes, et plus précisément des graphes, présentant spatialement des données
statistiques proprement génétiques, qui ne correspondent pas nécessairement à des
distances spatiales. Cependant, à la section 6.2, on verra que cette dernière conclusion
n'est elle-même pas satisfaisante, et que la manière dont les théoriciens du groupe
de Morgan construisent et utilisent les cartes génétiques implique dans une certaine
mesure de les interpréter comme des schémas.
6.1.1 Les cartes génétiques comme représentations schématiques de chro-
mosomes
Comme je l'ai suggéré précédemment (page 510), la conﬁrmation de l'hypothèse
chromosomique apportée par Painter (1934a), qui permet de projeter la carte géné-
tique obtenue par des méthodes mendéliennes sur la carte cytologique obtenue par
la technique de la chambre claire (ﬁgures 70 et 73), peut être considérée comme une
démonstration de la nature schématique des cartes génétiques. En eﬀet, les cartes cy-
tologiques sont typiquement des représentations picturales. En conséquence, la mise
en correspondance de la carte cytologique (picturale) et de la carte génétique semble
conférer ipso facto à la carte génétique le statut de schéma. Quand bien même la mé-
trique des deux cartes n'est pas la même (la distance génétique ne correspond pas à
la distance physique), les rapports topologiques de la carte cytologique sont conservés
par la carte génétique (l'ordre relatif des gènes, sinon leur éloignement relatif). Le fait
49Voir chapitre 7, sections 1.3.1 et 1.3.4.
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FIGURE 1.-Typical morphology of the X chromosome, as seen in the salivary glands of female larval 
morphological positions have been placed by this study. A line running from the symbol towards the 
aberration, is indicated just below this drawing.' FIGURES 2 and 3.4ogonial metaphaseplates to shop 
from a female which carried two deleted X's and a Y chromosome. FIGURES 4 and 5.-Deletion 14 as i 
location. FIGURE 9.-TE 
X chromosome. FIGURE 11.-The character of the pattern at  the point of divergence between nor 
FIGURE 13.-Shows the way a normal and a CIB X chromosome synapse, with most details omitted. 1 
the XR-IV component, in whole or in part. FIGURES 20 and 21.-The XR-IV and the XL-IV translocal 
FIGURES 23 to 26.-The forked-Bar break. Figures 23 (female) and 24 (male) show the XR, and figures 
chromosome. 
FIGURE %-The XL portion of the X produced by the X-IV, 111. 9 break. 
FIGURE 29.-The XR element of the X-IV, 111. 13 break. 
Fig. 73  Moitié gauche des cartes génétique et cytologique du chromosome X de la drosophile.
Tout en haut est présentée la carte génétique avant sa mise en correspondance avec la carte cytolo-
gique. Juste en dessous, la carte génétique est adaptée et projetée sur la carte cytologique (Painter,
1934a, p. 452).
que la mise en correspondance des deux cartes permette, en outre, de corriger (voir
ﬁgure 73) certains éléments de la carte génétique est un symptôme supplémentaire
de la nature schématique de cette dernière.
Comme on l'a vu, l'invention des cartes génétiques est due à l'adoption de l'hy-
pothèse chromosomique. Ce que conﬁrme la mise en correspondance des deux cartes,
plus que l'hypothèse chromosomique proprement dite, c'est la dimension schématique
des cartes génétiques, c'est-à-dire le fait que les relations spatiales au sein de la carte
correspondent bien à des relations spatiales dans l'objet représenté. Autrement dit,
la projection de la carte génétique sur la carte cytologique permet de montrer que
le nom de  carte  n'est pas métaphorique : malgré certaines distorsions des dis-
tances, l'ordre relatif des gènes sur les chromosomes est bien restitué par la carte
génétique. Les quatre cartes génétiques de Dr s phila correspondent bien aux quatre
chromosomes de cette espèce. En ce sens, les cartes tirées des données obtenues par
expériences d'hybridation semblent bien être, au sens déﬁni ci-dessus, des schémas
de chromosomes. Les appeler  cartes chromosomiques , comme c'est souvent le
cas, ne semble pas abusif : avant la conﬁrmation cytologique, la construction de ces
cartes a bien permis aux généticiens de faire des découvertes sur la morphologie des
chromosomes.
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6.1.2 Les cartes génétiques comme présentation graphique de données
numériques
Cependant, plusieurs arguments peuvent être avancés en faveur de la position in-
verse, selon laquelle les cartes génétiques ne sont pas, à strictement parler, des cartes,
mais plutôt des graphes (ou diagrammes) présentant spatialement des données statis-
tiques ; ce ne sont des cartes qu'en un sens métaphorique. Dans cette perspective, la
mise en correspondance des cartes cytologique et génétique, si elle conﬁrme bien l'hy-
pothèse chromosomique, ne suﬃt pas à aﬃrmer que les cartes génétiques représentent
des chromosomes. Autorisons-nous un instant à faire de l'histoire contrefactuelle : si
l'hypothèse chromosomique n'avait pas été conﬁrmée, l'utilité et la pertinence de la
construction de cartes génétiques n'aurait certainement pas été annulée, comme en
témoigne par exemple la position de William Bateson, présentée ci-dessus. En ce sens,
les cartes génétiques appartiennent au domaine du mendélisme pur, et non à celui de
la cytologie.
Tout d'abord, les cartes génétiques sont construites à partir d'une technique pu-
rement mendélienne. Cette technique consiste en des expériences d'hybridation qui
permettent d'obtenir des données statistiques concernant la probabilité d'une re-
combinaison entre diﬀérents facteurs. Le tableau de la ﬁgure 56 et le graphe de la
ﬁgure 57 (page 493) contiennent strictement les mêmes informations. En ce sens,
les cartes peuvent être décrites comme des extensions du symbolisme mendélien, au
même titre que les carrés de Punnett : les points de la carte représentent des unités
hypothétiques (les gènes ou facteurs mendéliens) sans qu'aucune hypothèse sur la
nature de ces facteurs soit explicitement présentée. Leurs relations spatiales sur la
carte représentent des mesures de probabilité. Leur construction et leur interpréta-
tion sont indépendantes du fait qu'à la linéarité de la carte corresponde réellement la
linéarité du chromosome, exactement de la même manière que les notions génétiques
de groupe de liaison et de recombinaison de gènes sont indépendantes conceptuelle-
ment de celle de chiasmatypie (crossing-over cytologique). Comme je l'ai signalé, la
distance génétique ne correspond pas à la distance physique sur le chromosome : les
variations du taux de recombinaison sont telles que la probabilité de recombinaison
n'est pas constante par micromètre de longueur du chromosome.50 Les drosophiles
mâles ont les mêmes chromosomes que les femelles (sauf le X) mais recombinent
beaucoup moins ; en conséquence, ils n'ont pas la même carte génétique. Même si
l'on parvenait à identiﬁer un point précis visible sur les chromosomes pour chaque
50Notons d'ailleurs que, comme me l'a signalé Patrice David, le cadre moléculaire ne fait pas non
plus correspondre une distance physique précise à la distance génétique : la probabilité du taux de
recombinaison n'est pas non plus constante par nucléotide d'ADN.
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gène, l'objet principal des cartes génétiques (prédire les pourcentages de recombinai-
son) ne pourrait pas être atteint par des techniques cytologiques.
De ce point de vue, il semble que le contenu des cartes soit à strictement parler
le même que celui des tableaux présentant les données obtenues par expérience d'hy-
bridation. La présentation graphique de ces données permet de tirer des inférences
de façon plus rapide et moins coûteuse que ne le permettent les données en tableau
sur les probabilités de recombinaison des diﬀérents facteurs : ces probabilités sont
rendues immédiatement visibles par les plus ou moins grandes distances sur la carte.
Cependant, les inférences que l'on peut tirer de la carte concernent des prédictions
numériques de même nature que celles que l'on peut tirer de la considération des
résultats des expériences et des données à partir desquelles la carte a été construite.
Autrement dit, elles permettent de visualiser ces données, et non les chromosomes.
En outre, la linéarité de la carte, comme je l'ai mentionné, n'est pas due à une
connaissance de la morphologie des chromosomes. Le débat avec Castle en est la
preuve : le choix d'une représentation unidimensionnelle ou tridimensionnelle doit,
d'après les protagonistes du débat, être guidé par la recherche de l'eﬃcacité prédictive.
Quelles que soient les intuitions de chacun sur la structure réelle des chromosomes,
elles ne semblent pas, à leurs yeux, devoir être décisives. Autrement dit, leur débat
porte sur la recherche de la meilleure présentation des données, indépendamment de
la question de l'explication mécanique apportée par le modèle. En conséquence, si les
généticiens du groupe de Morgan utilisent ces cartes pour tirer des inférences sur la
morphologie du chromosome, et non plus seulement sur les probabilités de crossing-
over génétique, on peut juger qu'ils en font un usage heuristique qui excède le contenu
strict des cartes, le seul qui ne soit pas sujet à controverse, et qui soit strictement
mendélien. En tant qu'elles font partie du domaine de la génétique mendélienne, ces
cartes de liaison semblent ne dire rien de plus que les tableaux de données numériques.
En leur attribuant une autre signiﬁcation  qu'on la juge légitime ou non , Morgan
et ses élèves sortent du domaine du mendélisme pur. Aﬃrmer que la suite de l'histoire
 les découvertes cytologiques de Painter (1934a) , en leur donnant raison, change
la signiﬁcation des cartes reviendrait à faire de celle-ci une question de fait, ce qui
semble peu raisonnable.
Pourtant, comme je vais le montrer dans la prochaine section, cette conclusion
n'est pas satisfaisante et il convient de pousser l'analyse un peu plus loin. En eﬀet,
assigner à l'hypothèse mécanique qui accompagne la construction de ces cartes une
fonction strictement heuristique et aﬃrmer que ces cartes ne disent rien de plus que
les tableaux de données numériques ne permet pas de rendre compte de la manière
dont elles permettent de tirer des prédictions au niveau génétique.
532 Chap. 9. La cartographie génétique
6.2 Les cartes génétiques : un nouveau format
Comme je l'ai souligné au chapitre 7, l'introduction d'un nouveau format de
représentation, quand bien même il serait initialement destiné à faciliter certaines
inférences, joue souvent un rôle décisif dans la compréhension et le développement
d'une théorie. La technique de cartographie mise au point par Sturtevant (1913a) est
née de l'hypothèse mécanique de crossing-over cytologiques expliquant les crossing-
over génétiques ; c'est cette hypothèse qui est à l'origine de l'adoption d'un modèle
de carte linéaire. Quand bien même la pertinence d'une présentation graphique des
données statistiques n'est pas remise en cause par le refus de cette explication au
niveau chromosomique, le choix de ce nouveau type de représentation est sous-tendu
par cette hypothèse. Introduire la notion même de carte génétique, accompagnée de
celle de distance génétique, c'est aborder le problème de la transmission des facteurs
héréditaires comme un problème mécanique, c'est-à-dire un problème relatif au com-
portement d'entités matérielles dans l'espace et le temps. C'est précisément ce que
refuse Castle : avant même que des preuves cytologiques soient apportées en faveur
du groupe de Morgan, on peut aﬃrmer que les cartes génétiques ne sont pas dans le
même format pour les diﬀérents protagonistes de ce débat. À supposer même qu'ils
croient s'entendre sur les règles de construction des cartes, Castle et Morgan n'y
voient pas la même chose, tout comme Feynman et Dyson ne voient pas la même
chose dans les diagrammes de Feynman (voir chapitre 7, page 409).
Or, et c'est là le point principal de mon propos, ces diﬀérences de vues n'ont pas
seulement des conséquences sur la question de savoir si les cartes représentent adé-
quatement la structure des chromosomes. Contrairement à ce que semblent aﬃrmer
Castle d'une part et le groupe de Morgan de l'autre, qui prétendent chacun que leur
modèle est préférable parce qu'il rend mieux compte des données et non parce qu'il
représente les mécanismes à l'÷uvre au niveau chromosomique, l'hypothèse explica-
tive favorite de chacun guide sa compréhension même de la signiﬁcation génétique
 et non pas seulement cytologique  des cartes. Ce que j'appelle la signiﬁcation
génétique des cartes, c'est l'ensemble des inférences qu'elles permettent de tirer au
niveau génétique, celles dont j'ai supposé précédemment qu'elle n'étaient pas sujettes
à controverse. Comme je vais le montrer, les règles de construction et d'interprétation
des cartes au niveau génétique ne sont pas comprises de la même manière par Castle
et par Morgan et ses élèves, en raison même de leurs divergences de vues concernant
l'hypothèse explicative au niveau cytologique.
Rappelons une des critiques faites par Castle à la carte de Morgan et Bridges
(1916), présentée à la ﬁgure 71 : cette carte conduit, selon Castle, à des prédictions
impossibles, puisqu'elle présente des distances de plus de 50 unités cartographiques,
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correspondant à des fréquences de crossing-over de plus de 50%. Or, aﬃrme Castle,
les fréquences de crossing-over ne peuvent pas dépasser 50%. Cette critique repose,
comme je l'ai dit, sur un contresens de Castle relatif à la notion de crossing-over :
dans sa perspective, qui consiste à refuser l'hypothèse de linéarité de l'ordonnance-
ment des gènes sur le chromosome, les doubles crossing-over n'ont pas lieu d'être,
et les crossing-over observés (c'est-à-dire les recombinaisons eﬀectives de facteurs)
correspondent aux crossing-over réels. Comme il le dit, la fréquence des crossing-
over observés ne peut pas dépasser 50%. De là il déduit tout naturellement que la
fréquence des crossing-over réels, indiquant la distance qui sépare deux facteurs, et
représentée par la distance sur la carte, ne peut pas dépasser 50%.
On peut s'étonner d'une telle confusion de la part de Castle, voire supposer qu'il
fait preuve d'une certaine mauvaise foi sur ce point  qui n'est pas son seul argument
contre la carte de Morgan et Bridges. Ce serait, à mon avis, une analyse trop rapide.
Ce que je voudrais montrer, c'est que la carte du groupe de Morgan est inintelli-
gible si l'on n'admet pas qu'aux distances génétiques correspondent eﬀectivement des
distances physiques. Autrement dit, comprendre le  mode d'emploi  de leur carte
implique l'adoption préalable du modèle mécanique du crossing-over. Lors de ma pré-
sentation de la technique de Sturtevant (1913a), j'ai insisté sur les diﬀérents sens des
notions de crossing-over et de distance ; j'ai montré que la distance cartographique,
quand bien même elle ne correspond pas précisément à la distance physique entre
les loci d'un chromosome, a malgré tout la signiﬁcation d'une distance physique,
puisqu'elle prétend correspondre aux crossing-over réels, et non pas aux crossing-
over observés au niveau génétique (voir page 498). Si l'on refuse l'hypothèse selon
laquelle les échanges de facteurs au niveau génétique s'expliquent mécaniquement
par l'échange de portions de chromosomes (ou de tout autre support physique des
facteurs), cette notion de distance cartographique est d'une complexité qui la rend
injustiﬁable. Si, vraiment, on fait abstraction de l'explication mécanique suggérée
par le schéma linéaire du collier de perles (ﬁgure 55), alors Castle a raison de rejeter
cette notion de distance, dont la déﬁnition dépend de l'hypothèse de crossing-over
multiples.
On peut, certes, s'accorder sur l'utilité de présenter graphiquement les proportions
de crossing-over sans admettre l'hypothèse mécanique de Morgan ; mais on n'a aucune
raison de construire les cartes de cette manière et de déﬁnir ainsi la notion de distance.
Telle qu'elle est déﬁnie par le groupe de Morgan, la distance n'est pas une fonction
linéaire de la fréquence de recombinaison ; les gènes séparés par une grande distance
ne sont pas aussi susceptibles de faire l'objet d'une recombinaison que ne le suggère
leur éloignement sur la carte. En ce qui concerne la prédiction de crossing-over, les
cartes ainsi construites ne sont pas les meilleurs outils pour faciliter les inférences : les
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lire correctement implique que l'on sache que les grandes distances ne correspondent
pas à des probabilités de recombinaison. Savoir cela, c'est prendre en compte la
possibilité de crossing-over multiples et d'eﬀets d'interférence, ce qui fait intervenir
une hypothèse mécanique.51
En conséquence, la distance sur la carte joue un rôle diﬀérent de la simple mise en
diagramme des données numériques, au sens où il convient d'avoir en tête le modèle
mécanique (schématique) du collier de perles pour comprendre qu'une plus grande
distance n'implique pas, proportionnellement, une plus grande probabilité de recom-
binaison. Ainsi, la spatialisation des données n'est pas simplement destinée à aider
l'utilisateur à tirer des inférences plus rapidement qu'il ne le peut au moyen d'un
tableau présentant les mêmes données. La forme linéaire de la carte impose des pro-
priétés particulières aux relations entre les pourcentages de recombinaison, et donc
la croyance que ces propriétés sont respectées dans la nature.52 Je suggère donc que
l'usage du mot  distance , déﬁni initialement comme le pourcentage de recombinai-
son eﬀective, puis comme le pourcentage de crossing-over réels, n'est pas seulement
métaphorique. La distance sur la carte doit bien permettre à l'utilisateur de visuali-
ser une distance physique. Ainsi, le caractère explicatif de l'hypothèse mécanique du
collier de perles joue un rôle crucial dans la lecture de la carte. Sans cette hypothèse,
on ne peut pas comprendre et utiliser correctement la carte pour tirer des prédic-
tions, même au niveau génétique. En ce sens, le modèle du collier de perles n'est
pas strictement analogique : si l'on n'admet pas que, réellement, les gènes sont des
particules matérielles ordonnées linéairement, on ne peut pas vraiment comprendre
les cartes du groupe de Morgan.
Insistons sur un point important : cela ne veut pas dire que l'adoption de l'hy-
pothèse de linéarité implique l'adoption de la théorie chromosomique  on a vu que
Bateson admet la première en refusant la seconde  mais qu'elle implique la croyance
en une disposition linéaire des gènes, quel qu'en soit le support physique. En ce sens,
les cartes génétiques restent du domaine du mendélisme pur, mais contiennent une
hypothèse mécanique qui ne ﬁgure pas dans les tableaux de données numériques en
tant que tels. C'est en ce sens que je propose de les considérer comme schématiques,
sans pour autant aﬃrmer qu'elles sont des schémas de chromosomes. Notons que
cette conclusion fait écho à une remarque que je fais, au chapitre 7 (section 1.3.4,
page 385), à propos de la relation entre diagrammes, schémas, et représentations
linguistiques. J'y suggère en eﬀet que les diagrammes sont  plus proches  des re-
présentations linguistiques que les schémas, au sens où la mise en diagramme (ou en
51La possibilité de crossing-over multiples est pour ainsi dire l'hypothèse nulle si l'on adopte un
modèle de carte linéaire, mais devient eﬀectivement une hypothèse ad hoc dans le modèle de Castle.
52Merci à Patrice David pour cette formulation.
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graphe) n'ajoute généralement pas d'hypothèse aux énoncés auxquels le diagramme
(ou le graphe) correspond (en revanche, elle facilite certaines inférences, comme on l'a
vu). Aﬃrmer que les cartes génétiques sont des diagrammes reviendrait à dire qu'elles
ne contiennent rien de plus que les données numériques. Défendre l'idée selon laquelle
ce sont des schémas  et donc aﬃrmer que les relations spatiales y tiennent lieu de
relations spatiales  permet de rendre compte du fait que l'introduction du format
cartographique par Sturtevant et son utilisation par le groupe de Morgan implique
bien l'adoption d'une hypothèse nouvelle. Cette hypothèse  celle de la linéarité,
qui sous-tend le modèle mécanique du crossing-over  n'est donc pas seulement une
analogie suggestive : elle est proprement indissociable de l'utilisation des cartes.
On a vu que l'adoption de l'hypothèse mécanique du crossing-over est, historique-
ment, due à l'adoption de l'hypothèse chromosomique. J'ai montré, cependant, que
ces deux hypothèses (génétique et cytologique) sont conceptuellement indépendantes.
Les cartes génétiques appartiennent bien au domaine du mendélisme pur. Cependant,
l'adoption du modèle mécanique du crossing-over constitue en elle-même une avancée
conceptuelle au sein du mendélisme qui lui fait faire un pas considérable en direc-
tion de l'hypothèse chromosomique, en oﬀrant une compréhension des phénomènes
de recombinaison comme le résultat d'un mécanisme spatial.
6.3 Versions du mendélisme : diﬀérents  modes d'emploi  des re-
présentations théoriques
J'ai suggéré à plusieurs reprises que l'analyse de ce que j'appelle le  symbolisme
mendélien  permet d'isoler un mendélisme  pur , conceptuellement indépendant
des hypothèses cytologiques destinées à expliquer les phénomènes génétiques. En tant
que présentations graphiques de données statistiques mendéliennes, les cartes géné-
tiques font authentiquement partie de la génétique mendélienne au sens strict ; de
nombreux mendéliens non-morganiens (Castle, Bateson) acceptent le principe de la
cartographie en refusant le modèle du collier de perles (qui inclut l'hypothèse chro-
mosomique, refusée par Bateson, et l'hypothèse de la linéarité, refusée par Castle).
Cependant, comme je viens de le montrer, selon que l'on accepte ou non ce modèle
explicatif, on ne lit pas les cartes de la même manière, et on n'y voit pas la même
chose. Dans la mesure où les règles de construction des cartes et la déﬁnition de
la notion de distance par Morgan et son groupe sont sous-tendues par l'hypothèse
chromosomique, on peut conclure que leur compréhension et leur pratique du men-
délisme sont elles-mêmes déterminées par leur engagement en faveur de l'hypothèse
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chromosomique.53
En conséquence, isoler le mendélisme par l'analyse du type de représentations qui
le caractérise permet de mettre en évidence que, en pratique, les engagements des
théoriciens en faveur de diﬀérents types d'hypothèses  qui ne font pas, en tant que
telles, parties du mendélisme pur  interagissent avec la manière dont ils comprennent
et développent le mendélisme. Autrement dit, après avoir distingué le niveau théo-
rique du mendélisme du niveau théorique de la cytologique, on est conduit à constater
que, dans la pratique, ces diﬀérentes théories n'existent pas à l'état  pur .
Je suggère que ces diﬀérentes façons de comprendre et de pratiquer la génétique
mendélienne, qui se manifestent dans la manière dont chacun construit, utilise et
interprète diﬀérents types de représentation, peuvent être décrites comme des versions
du mendélisme, au sens où je parlais, au chapitre 3, de  versions  de la mécanique
classique. Le groupe de Morgan54, Castle et Bateson ont chacun, en ce sens, leur
version du mendélisme. Ces versions, que j'ai proposé de déﬁnir comme l'ensemble
des représentations mentales associées à la pratique d'une théorie, sont le résultat
de leur formation, de leurs engagements et de leurs préférences théoriques, explicites
ou non. Si ces diﬀérentes composantes sont inaccessibles à l'historien, il est possible,
comme je viens de le faire, de caractériser leurs versions par leurs propos explicites,
ainsi que par ce que l'on peut bien appeler leurs modes d'emploi  de diﬀérents types
de représentation : ces pratiques représentationnelles ont en eﬀet le grand avantage de
rendre partiellement accessibles à l'analyste les raisonnements menés par les diﬀérents
théoriciens, sans qu'il soit nécessaire d'avancer des hypothèses invériﬁables sur leurs
engagements implicites.
L'analyse de ces diﬀérentes versions de la génétique mendélienne semble corrobo-
rer l'hypothèse du  réalisme sélectif , avancée par Humphreys (2004) et exposée au
chapitre 6 (section 3.2.4). On vient de voir, en eﬀet, que l'utilisation d'une même re-
présentation peut faire l'objet de diﬀérents types d'engagements de la part des agents :
tout en s'accordant  partiellement  sur certaines règles de construction des cartes,
53Il en va certainement de même pour les préférences supposées de Castle pour des modèles chi-
miques ; il est cependant plus diﬃcile d'analyser le lien entre ces engagements et son modèle de carte,
dans la mesure où il ne propose pas de modèle explicatif clair et détaillé. Il n'y a cependant pas lieu,
selon moi, de distinguer nettement, comme le fait Wimsatt (1987), entre un Castle instrumentaliste
et un Morgan réaliste. Cette histoire n'est pas tant l'exemple de la victoire d'un programme réaliste
sur un programme instrumentaliste, mais, assez trivialement, celle d'une hypothèse vraie sur une
hypothèse fausse.
54J'ai considéré, au cours de cette analyse, que le groupe de Morgan entretenait une version unique
du mendélisme. On pourrait envisager de mener une enquête sur les diﬀérentes versions entretenus
par chacun de ses membres, sur la base de leur pratique et des directions dans lesquelles chacun a
conduit les développements de la génétique.
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leurs utilisateurs peuvent être en désaccord sur le statut référentiel de leurs diﬀérents
éléments. Qui plus est, les débats explicites sur ces questions conduisent chacun à
préciser et à développer sa propre interprétation des cartes. Ce travail est, comme je
l'ai suggéré au chapitre 7, constitutif de l'activité théorique, dans sa double dimen-
sion représentationnelle et computationnelle. Les préoccupations relatives à l'utilité
prédictive des cartes sont en eﬀet indissociables des engagements théoriques qu'elles
suggèrent  et qui en sous-tendent la construction.
Pour ﬁnir, je souhaite tirer de cette étude de cas quelques considérations sur
l'histoire des sciences. Au risque d'être un peu caricaturale, disons que l'on oppose
traditionnellement l'histoire conceptuelle  réservée aux philosophes  et l'histoire
des pratiques  réservée aux historiens. J'espère être parvenue à montrer, dans ce qui
précède, que cette distinction mérite d'être nuancée. L'examen que j'ai proposé des
débats sur la cartographie génétique vise à élucider la nature des diﬀérentes hypo-
thèses qui constituent la génétique classique. C'est à la manière dont ses diﬀérentes
composantes théoriques s'articulent que je me suis intéressée ; en ce sens, si l'on peut
tirer de mon examen quelques éléments pour une histoire de la génétique classique,
ils s'apparentent incontestablement à une histoire conceptuelle et non à une histoire
du contexte sociologique et institutionnel de la génétique des années 1920. Pour au-
tant, c'est par une attention aux individus et à leur pratique de la génétique que
j'ai cherché à éclairer l'articulation des composantes théoriques de la génétique clas-
sique. La notion de version, en tant qu'elle désigne la manière dont un agent, formé
dans un contexte particulier et habitué à manipuler un certain type de représen-
tation, comprend les hypothèses théoriques qu'il apprend et développe, vise ainsi à
rendre compte du caractère situé et pratique de l'activité théorique, en tant qu'acti-
vité conceptuelle. Autrement dit, ce que j'espère être parvenue à montrer, c'est que
l'histoire conceptuelle peut et doit aussi être une histoire des pratiques.
Conclusion
Dans ce chapitre, j'espère avoir montré la fécondité d'une analyse de l'activité
théorique centrée sur l'utilisation de certains types de représentations par les agents.
Ces représentations  en l'occurrence, les cartes génétiques  ne sont pas tant le
moyen d'accéder à  la théorie  dont elles seraient l'expression, que l'objet même de
l'activité théorique.
La construction et l'interprétation des cartes par les généticiens est, en ce sens,
le lieu même de l'élaboration de leur version de la génétique. Par contraste avec une
analyse des relations inter-théoriques fondée sur la comparaison de schémas explica-
tifs hypothético-déductifs, l'examen de la manière dont les types de représentation
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associés à diﬀérents cadres théoriques (mendélisme et cytologie) s'articulent dans la
pratique des généticiens permet de mettre en évidence la possibilité, au sein de ce
que Kuhn appellerait une même  matrice disciplinaire , de diﬀérentes versions.
Ces versions, qui se manifestent dans le cas étudié par des débats explicites et
quelquefois des malentendus, sont, comme on l'a vu, liées aux engagements théoriques
de chacun. Dans la mesure où ces engagements sont parfois implicites, un bon moyen
de les analyser est ainsi d'étudier leurs conséquences sur les diﬀérentes manières
d'utiliser les représentations théoriques.
L'alternative, comme on l'a vu, n'est pas aussi simple que celle de l'acceptation ou
du rejet de l'hypothèse chromosomique : l'analyse de l'interprétation des cartes par
chacun des généticiens marque la possibilité de comprendre cette hypothèse elle-même
de diﬀérentes manières. Il en résulte, comme dans le cas des diagrammes de Feynman
étudié au chapitre 7, la possibilité pour diﬀérents agents d'utiliser les  mêmes  re-
présentations en s'accordant sur certaines règles de construction, tout en y  voyant 
des choses diﬀérentes.
Ces considérations permettent, comme j'espère être parvenue à le montrer, de
saisir un aspect essentiel du théorique, en tant qu'il qualiﬁe un ensemble d'activi-
tés consistant à représenter les phénomènes au moyen d'hypothèses employant des
concepts dont les référents, qu'il s'agisse des forces ou de l'énergie en mécanique clas-
sique, ou, dans le cas présent, des gènes, n'ont pas de statut ontologique clairement
déﬁni55 (sans quoi ils ne seraient plus théoriques). Dans la mesure où l'activité théo-
rique consiste à prédire et expliquer les phénomènes en les représentant au moyen
de ces concepts, la forme même des représentations, et la manière dont elles sont
utilisées, joue un rôle central.
Pour terminer, je voudrais suggérer qu'une telle analyse de la génétique classique
pourrait permettre de jeter un éclairage nouveau sur certaines questions relatives à
l'histoire de cette science. Comme je l'ai noté dans l'introduction du chapitre 8, l'his-
toire de la génétique est souvent décrite comme celle de la matérialisation progressive
des gènes (voir Jacob, 1970; Gayon, 2000). Le rapprochement du symbolisme men-
délien abstrait avec les représentations schématiques et picturales des chromosomes
manifeste cette évolution. Par l'analyse qui précède, j'espère être parvenue à mettre
en évidence l'articulation complexe, dans l'utilisation des cartes génétiques, des diﬀé-
rentes composantes théoriques dont elles marquent la rencontre, dans une perspective
synchronique et non pas seulement diachronique. On pourrait ﬁnalement envisager,
par une extension de mon analyse à celle de l'évolution diachronique des représen-
tations en génétique, de déceler, à chaque étape, diﬀérentes versions du mendélisme
55Je veux dire par là que ni leur nature ni même leur existence ne sont clairement établies.
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et, ce faisant, d'éclairer certaines questions concernant les relations entre génétique
classique et génétique moléculaire.56
56Selon Patrice David (communication personnelle), une telle perspective permettrait de montrer
que la plupart des biologistes actuels, qui ont souvent l'impression de pratiquer une science uniﬁée,
ont pourtant un  cerveau dissocié  qui a recours selon les moments à des versions diﬀérentes de la
génétique ; leur capacité à passer de l'une à l'autre en  enjambant un abîme , pour reprendre la
formule de Patrice David, est sans doute le résultat d'un  long entraînement .

Conclusion de la troisième partie
Cette troisième et dernière partie visait deux objectifs principaux. Le premier
consistait à montrer la fécondité de la méthode et des outils proposés dans les parties
précédentes pour une analyse de l'activité théorique, en tant qu'elle ne se réduit pas
à l'application de théories pouvant être reconstruites sous la forme d'un ensemble
hypothético-déductif d'énoncés. Le second était d'éclairer, par ce moyen, la nature
de ce que l'on appelle  mendélisme , et l'articulation de ce dernier avec la théorie
chromosomique de l'hérédité.
Le choix d'un domaine qui n'appartient pas aux sciences physiques, sur lesquelles
s'est longtemps concentrée l'attention des philosophes des sciences, reposait sur la
conviction selon laquelle il y a quelque chose de commun à toutes les activités pro-
prement théoriques. Ces dernières consistent, en grande partie, à utiliser, pour prédire
et expliquer certains phénomènes, des représentations faisant référence à des entités,
des structures, ou des processus, dont la nature et l'existence peuvent faire l'objet de
diﬀérents types de croyances et d'engagements.
La construction et l'utilisation de ces représentations, dans la mesure où elles
doivent aussi servir d'outils d'inférence, sont à la fois subordonnées à des impératifs
prédictifs et guidées par les engagements théoriques de leurs utilisateurs. L'analyse
de l'utilisation des cartes génétiques est un exemple d'une analyse des pratiques des
agents en tant qu'elles sont éminemment théoriques.
J'ai ainsi, au chapitre 8, isolé ce que j'ai appelé le mendélisme pur , en montrant
qu'il consiste en l'utilisation d'un certain type de représentation. Cela m'a permis
de le distinguer d'une autre composante de la génétique classique, celle de l'étude
des chromosomes. En comparant cette approche avec celle de Kitcher (1984), j'ai
suggéré qu'elle permettait d'aborder de façon nouvelle la question des relations inter-
théoriques.
Le chapitre 9 a mis cette suggestion en ÷uvre. Cela m'a permis, par l'analyse de
la construction et de l'utilisation des cartes génétiques, de généraliser la notion de
version, proposée au cours de l'examen de la mécanique classique, et d'analyser le jeu
des engagements théoriques dans la pratique des généticiens et leur compréhension du
542 Conclusion de la troisième partie
mendélisme. Dans ma perspective, les versions de la génétique ne correspondent pas
tant, comme chez Kitcher, à la mise en ÷uvre de diﬀérents schèmes de raisonnements
pour résoudre des problèmes de pedigree, qu'à diﬀérentes manières de construire et
de comprendre les cartes génétiques, et, ce faisant, de se représenter les phénomènes
de l'hérédité.
Conclusion générale :
les modes d'emploi de la théorie
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Ma démarche est fondée sur l'adoption d'un parti pris méthodologique, qui consiste
à aborder l'étude de l'activité théorique du point de vue des sujets de cette activité.
J'espère être parvenue, au terme de ce travail, à montrer la pertinence et la fécon-
dité de cette méthode. J'espère aussi, par les analyses qu'elle m'a permis de mener,
avoir donné quelques arguments convaincants en faveur de la thèse principale que
j'ai cherché à défendre : une théorie scientiﬁque, dès lors qu'on cherche à en déﬁnir
le contenu sans prendre en compte les individus, experts ou profanes, qui l'utilisent
et la comprennent, n'est tout simplement plus une théorie, si l'on entend par là
un ensemble d'hypothèses permettant de représenter, de prédire et d'expliquer les
phénomènes. Pour conclure ce travail, je me propose de revenir sur les principaux ar-
guments qui m'ont permis de défendre cette thèse, et d'esquisser quelques questions
que ces arguments soulèvent.
1 Que reste-t-il de la théorie ?
J'ai aﬃrmé, à plusieurs reprises, que la notion de théorie, telle qu'elle est souvent
conçue en philosophie des sciences, n'est pas une unité d'analyse bien adaptée à
l'étude de l'activité théorique. J'ai apporté des arguments de diﬀérents types en
faveur de cette thèse. Dans cette section, je les rappelle brièvement, aﬁn de préciser
la manière dont, au terme de ce travail, je propose de concevoir la notion de théorie.
Un premier ensemble d'arguments m'a été fourni par le cas de la mécanique
classique. L'examen de cet exemple canonique de théorie scientiﬁque m'a permis de
mettre au jour un certain nombre de diﬃcultés qui m'ont conduite à réexaminer
les notions de contenu et d'équivalence au nom desquelles on aﬃrme habituellement
l'identité de cette théorie. D'une part, les diﬀérentes formulations sous lesquelles
elle est aujourd'hui enseignée et utilisée ne représentent pas les phénomènes de la
même manière et ne permettent pas les mêmes inférences. S'il existe quelque chose
comme le contenu de la mécanique classique (par delà ses diﬀérentes formulations),
son analyse ne permet pas de rendre compte de la manière dont les équations de
la mécanique sont utilisées, en pratique, pour expliquer et prédire les phénomènes
(chapitre 2). D'autre part, les diﬀérentes tentatives qui ont été faites, au cours de
l'histoire, pour présenter le contenu objectif de la mécanique sous la forme d'un
ensemble déductif de principes ont révélé les limites que rencontre inévitablement
une telle entreprise. L'examen de certaines de ces présentations, que j'ai proposé de
considérer comme l'expression d'autant de versions de la mécanique, m'a permis de
remettre en question la possibilité d'une distinction nette entre diﬀérence formelle et
diﬀérence conceptuelle. Selon la manière dont on organise les diﬀérents principes de
la mécanique, et selon la manière dont on les rattache aux phénomènes empiriques,
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la mécanique  et ses diﬀérents principes et concepts  n'ont pas exactement la même
signiﬁcation (chapitre 3). Ce premier ensemble d'arguments vise donc à montrer, par
l'exemple, qu'une théorie comme la mécanique classique, en tant qu'elle est toujours
présentée sous une forme et depuis une perspective particulières, ne peut pas être
considérée comme une unité monolithique indépendante des esprits individuels qui
la comprennent.
En raison même du caractère canonique de la mécanique, cette analyse suﬃt à
elle seule à remettre sérieusement en question la notion de théorie au nom de laquelle
on aﬃrme généralement que la mécanique est bien une seule et même théorie. J'ai
cependant cherché à apporter un deuxième type d'arguments en faveur de ma dé-
marche. Ces arguments, à la diﬀérence de ceux que j'ai proposés dans la première
partie de mon travail, visent à fonder cette démarche en montrant les limites in-
ternes des entreprises qui ignorent, dans l'analyse du contenu des théories, la place
de leurs utilisateurs. L'argument du chapitre 5 cherche ainsi à montrer que certaines
tensions internes au projet formaliste en philosophie des sciences sont dues au fait
qu'il y a quelque chose, dans la notion de théorie elle-même  conçue comme outil
de représentation et d'inférence , qui résiste aux analyses fondées sur l'idée d'une
distinction nette entre forme et contenu. J'ai ensuite examiné les thèses de certains
philosophes qui critiquent ces approches formelles, et dont mon travail est l'héritier.
Par cet examen, j'ai cherché à montrer que certaines limites (et parfois contradictions
internes) de leur entreprise sont dues, à leur tour, au maintien d'une conception des
théories encore trop abstraite et éloignée de la pratique : l'analyse critique des propos
de Kuhn sur l'incommensurabilité (au chapitre 6), mais aussi celle de la manière dont
Kitcher envisage ce qu'il appelle la  pratique  et les  versions  de la génétique
classique (au chapitre 8) m'ont ainsi permis de préciser et de justiﬁer ma démarche
et mes outils.
Que reste-t-il, au terme de ces analyses, de la notion de théorie ? Comme j'ai
cherché à le montrer dans ma seconde étude de cas, sur la génétique classique, le but
principal que je poursuis n'est certainement pas de  réduire  la théorie à la pra-
tique, ni d'aﬃrmer que les produits de l'activité scientiﬁque ne sont que les traces57
concrètes construites par les scientiﬁques au cours de leur travail. Aﬃrmer que la
notion classique de théorie doit être décomposée, et qu'il convient d'analyser le dé-
tail de la représentation et de l'inférence scientiﬁques, c'est dire que le contenu de la
connaissance scientiﬁque est avant tout le fruit d'une activité, dont le lieu même est
l'interaction cognitive des agents avec les représentations qu'ils utilisent. Le produit
de cette activité, les théories, conçues comme des ensembles d'hypothèses, jouent un
57Voir par exemple les travaux de Latour et Woolgar (1979).
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rôle fondamental dans la vie cognitive, et plus particulièrement dans la compréhen-
sion scientiﬁque ; l'erreur, selon moi  si l'on cherche à rendre compte de la manière
dont ces hypothèses permettent de représenter et de prédire les phénomènes  consiste
à les rigidiﬁer et à les concevoir indépendamment des esprits qui les produisent et
les comprennent. Étudier ces hypothèses en prêtant attention aux représentations
concrètes qui les expriment et servent à la prédiction et à l'explication des phéno-
mènes permet, comme j'espère l'avoir montré par mon examen de la technique de
cartographie génétique (chapitre 9) d'éclairer la nature, le statut et l'interaction de
ces diﬀérentes hypothèses.
C'est aﬁn de rendre compte de la dimension cognitive de cette activité que j'ai
proposé la notion de version. La version d'un agent, c'est, comme je l'ai souligné au
début de ce travail, la théorie pour l'agent, la théorie en tant qu'elle est comprise et
utilisée par cet agent. Selon la manière dont il relie ces diﬀérentes hypothèses entre
elles et au monde empirique, elles n'ont pas exactement la même signiﬁcation. L'ana-
lyse de la notion de format (chapitre 7) m'a permis de préciser et de renforcer la
thèse selon laquelle la signiﬁcation d'une représentation théorique est indissociable
de la manière dont les agents l'utilisent dans leurs raisonnements. Ces raisonnements
sont eux-mêmes doublement déterminés par la forme de la représentation et par les
capacités cognitives de l'agent, ainsi que par ses engagements et ses intérêts théo-
riques. Au cours de mon analyse des versions de la mécanique, tout comme lors de
mon examen de la notion de format, prendre au sérieux les diﬀérences de forme (si
l'on entend par là aussi bien les diﬀérences architectoniques entre les présentations de
la mécanique que les diﬀérents types de représentations particulières  énoncés, équa-
tions, diagrammes, etc.), et les considérer comme des diﬀérences conceptuelles, m'a
conduite, à chaque fois, à m'intéresser aux diﬀérences cognitives inter-individuelles.
Autrement dit, de considérations sur la forme (objective) des représentations, j'ai
été conduite à souligner l'importance des particularités cognitives des utilisateurs.
Ce mouvement  de la diﬀérence de forme à la diﬀérence cognitive  soulève une
question diﬃcile, que je souhaite brièvement énoncer.
2 Diﬀérences épistémiques et diﬀérences psychologiques :
quelle frontière ?
Une des motivations initiales de ce travail est le constat de l'importance des
diﬀérences de forme entre des représentations théoriques (ou des ensembles de re-
présentations théoriques) jugé(e)s équivalent(e)s par les approches classiques de la
connaissance scientiﬁque. Ces diﬀérences, dans le cas de la mécanique, concernent la
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forme des équations utilisées pour prédire et expliquer le mouvement des corps, ainsi
que l'organisation déductive des principes et des concepts de cette théorie. C'est l'exa-
men de ces diﬀérences qui a motivé mon refus d'une étude de la science en principe,
et l'adoption d'une conception du contenu des représentations qui prend en compte la
manière dont, en pratique, ces représentations sont utilisées pour tirer des inférences.
Selon cette dernière conception, le contenu d'une équation comme la deuxième loi
de Newton n'est pas déﬁni par tout ce qui peut en être déduit en principe, en vertu
des règles de la logique et des mathématiques, mais par ce qu'il est eﬀectivement
possible, en pratique, d'en tirer, et par les processus inférentiels que cela implique de
mettre en ÷uvre.
Autrement dit, à la diﬀérence de la perspective en principe qui s'accompagne
d'une conception logico-empirique de la signiﬁcation, j'ai cherché à montrer que la
diﬀérence formelle entre les équations de Newton et celles de Lagrange implique une
diﬀérence de contenu : parce que ces équations ne permettent pas d'accéder aux mêmes
informations  parce que leur diﬀérence formelle implique en ce sens une diﬀérence
épistémique  leur contenu en pratique n'est pas le même. Cette diﬀérence, bien qu'elle
soit gommée par une approche logico-empirique du contenu, est toutefois objective :
il n'est pas nécessaire de faire appel aux particularités cognitives des agents pour
montrer la diﬀérence entre une équation de Newton et une équation de Lagrange 
ou entre une liste de données numériques et un tableau  ; c'est parce qu'elles ont
une forme diﬀérente que l'on ne peut pas en déduire, en pratique, la même chose.
De même, les diﬀérences architectoniques entre la mécanique fondée sur un principe
diﬀérentiel (comme la deuxième loi de Newton) et la mécanique fondée sur un principe
variationnel (comme le principe de Hamilton) sont objectives : l'ordre déductif des
principes n'est objectivement pas le même. Les particularités cognitives des agents
ne semblent pas devoir entrer en jeu dans l'exposé de ces diﬀérences. Ce n'est, certes,
que pour des agents aux capacités cognitives limitées que ces diﬀérences formelles
impliquent des diﬀérences de contenu, mais elles semblent de prime abord être les
mêmes pour tous les agents cognitifs. La diﬀérence épistémique entre les équations
de Newton et les équations de Lagrange semble bien être la même pour tous. Si le
 mode d'emploi  des équations de Newton et des équations de Lagrange n'est pas
le même, c'est en raison de leur diﬀérence de forme, qui n'appelle pas les mêmes
inférences, et non des particularités cognitives des diﬀérents agents. Autrement dit,
il semble exister une frontière nette entre une diﬀérence épistémique  dont on peut
montrer qu'elle est due à une diﬀérence de forme  et une diﬀérence psychologique.
Cependant, en cherchant à rendre compte de ces diﬀérences de forme comme
d'authentiques diﬀérences de contenu, aussi bien lors de mon analyse de l'exemple de
la mécanique que lors de mon examen de la notion de format (destinée à caractériser la
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diﬀérence entre, par exemple, une liste de données numériques et un tableau), j'ai été
conduite à prendre en compte les particularités cognitives des agents individuels. Ce
 glissement  dans mon analyse reﬂète le cheminement qui a été le mien au cours de
ce travail. En cherchant d'abord à exposer clairement les diﬀérences objectives entre
les formulations de la mécanique  diﬀérences qui me semblaient, en tant que telles,
remettre en cause les conceptions logico-empiriques du contenu des théories  je me
suis aperçue que les diﬀérents savants qui s'y sont intéressés (ceux dont j'ai présenté
les versions au chapitre 3) ne décrivent pas ces diﬀérences de la même manière. Il m'a
alors semblé inévitable de prendre les variations inter-individuelles au sérieux ; parce
qu'une diﬀérence de forme n'implique une diﬀérence de contenu que pour des agents
cognitifs, si ces diﬀérences de forme n'ont pas les mêmes conséquences pour diﬀérents
agents cognitifs, alors on doit aussi considérer les diﬀérences inter-individuelles pour
caractériser le contenu d'une théorie. C'est ainsi que j'en suis arrivée à proposer
l'hypothèse des versions.
C'est un mouvement analogue que j'ai suivi au cours de mon analyse de la notion
de format, présentée au chapitre 7. J'ai, d'abord, voulu montrer que des représenta-
tions de diﬀérents types  formules et ﬁgures  ne jouent pas le même rôle inférentiel
pour des agents aux capacités cognitives limitées. Ces diﬀérences, que j'ai appelées
des diﬀérences de format, me semblaient d'abord pouvoir être caractérisées objecti-
vement, en faisant référence aux propriétés des systèmes symboliques dans lesquels
elles fonctionnent. Cependant, ici encore, la prise en compte des processus inféren-
tiels que la manipulation de diﬀérentes représentations exige de la part des agents
m'a conduite à constater que la frontière entre une diﬀérence épistémique objective,
valant pour tous les agents, et une diﬀérence cognitive ou psychologique, en vertu de
laquelle deux agents n'emploient pas la même représentation de la même manière,
ne peut pas être ﬁxée de manière précise. Autrement dit, constater que deux repré-
sentations  équivalentes  n'ont pas le même mode d'emploi conduit naturellement
à reconnaître qu'il y a, pour ainsi dire, autant de modes d'emploi que d'agents.
Tirant les conséquences de ce constat, je me suis aperçue que l'hypothèse des
versions, ainsi que l'idée selon laquelle chacun, selon ses capacités cognitives, ses
engagements et ses intérêts théoriques, ne fait pas précisément le même usage des re-
présentations théoriques dans ses raisonnements et sa pratique, permettent de rendre
compte de plusieurs aspects importants de l'activité théorique. Comme je l'ai plu-
sieurs fois souligné, adopter cette perspective cognitive permet de rendre compte de
ce que les processus d'apprentissage et de recherche théoriques ont en commun. L'étu-
diant qui apprend une théorie, mais aussi l'expert qui la développe, approfondissent
leur compréhension de cette théorie en apprenant ou en inventant de nouveaux che-
mins inférentiels entre ses diﬀérentes hypothèses.
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À ce point, se pose naturellement la question de la limite qu'une analyse de la
connaissance scientiﬁque peut assigner entre ce qui relève d'une authentique diﬀérence
épistémique et ce qui relève d'une diﬀérence psychologique. Plus précisément, la ques-
tion est de savoir quelles diﬀérences psychologiques doivent être traitées comme des
diﬀérences épistémiques, et donc être prises en compte par une analyse de la connais-
sance scientiﬁque.58 Il va de soi que, pour une étude du contenu de la mécanique
classique, les diﬀérences de forme entre les équations de Newton et de Lagrange sont
plus intéressantes que les diﬀérences cognitives entre un profane ignorant du calcul
diﬀérentiel et un expert. Cependant, quoique la diﬀérence soit immense, j'en suis
arrivée à la conclusion que c'est une diﬀérence de degré, et non de nature.
Selon ce que l'on cherche à étudier, la limite entre diﬀérences épistémiques et dif-
férences psychologiques varie. Pour étudier les progrès eﬀectués par Hamilton, les dif-
férences de forme mathématique sont sans doute les seules qu'il convienne de prendre
compte. Pour étudier certaines controverses scientiﬁques  comme par exemple les
débats du dix-neuvième siècle au sujet des principes de la mécanique (chapitre 3),
ou la  scission entre Feynman et Dyson  (chapitre 7) , on a intérêt à déplacer
la frontière, et à prendre en compte les engagements philosophiques et théoriques,
ainsi que les domaines de spécialité de chacun (le mathématicien et le physiologiste
sont susceptibles de ne pas comprendre la mécanique de la même manière). Enﬁn,
pour étudier les processus d'apprentissage  qui, je me suis eﬀorcée de le montrer
tout au long de ce travail, présentent un intérêt authentiquement épistémologique
 considérer certaines diﬀérences psychologiques comme des diﬀérences épistémiques
semble inévitable.
Aborder ainsi le contenu des représentations scientiﬁques du point de vue des
agents, et admettre que la distinction entre diﬀérence épistémique et diﬀérence psy-
chologique est de degré, semble faire courir le risque d'une relativisation complète
du contenu de ces représentations aux agents qui les utilisent ; autrement dit, dé-
58Précisons un point important : comme je l'ai souligné à plusieurs reprises, ce n'est pas aux
particularités psychologiques des agents en tant que telles que je m'intéresse, mais à leur manifes-
tation dans l'usage que les agents font de certaines représentations théoriques. En aﬃrmant que les
diﬀérences individuelles déterminent diﬀérentes compréhensions d'une théorie, je n'ai pas cherché
à expliquer la manière dont les particularités cognitives de chacun inﬂuencent son utilisation d'un
ensemble d'hypothèses. Ce qui m'a intéressée, tout au long de ce travail, c'est la manière dont la
version de chacun se manifeste dans sa pratique et, le cas échéant, dans ses jugements explicites
sur la signiﬁcation des représentations théoriques. Les raisons pour lesquelles Castle, par exemple,
ne croit pas que les gènes soient ordonnées linéairement sur les chromosomes n'ont pas concentré
mon attention. Ce que j'ai cherché à montrer, c'est que les engagements théoriques des diﬀérents
généticiens  quelle qu'en soit la cause  psychologique   déterminent leur compréhension même
du mendélisme.
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crire les diﬀérences psychologiques comme des diﬀérences épistémiques peut sembler
conduire à une position psychologiste, selon laquelle le contenu d'une représentation
est entièrement déﬁni par la manière dont un agent la comprend. Les analyses que
j'ai conduites tout au long de ce travail dissipent, je l'espère, cette impression ; je me
propose, dans la section suivante, de revenir sur ce problème.
3 Compréhension et contenu
En abordant l'étude du contenu des connaissances scientiﬁques du point de vue de
la compréhension qu'en ont les agents, j'ai cherché à montrer que les représentations
théoriques n'ont véritablement de signiﬁcation qu'en tant qu'elles sont comprises et
utilisées. Souligner, en plus des diﬀérences objectives de forme, les diﬀérences inter-
individuelles, revient donc à aﬃrmer que le contenu d'une représentation théorique
n'est pas exactement le même pour deux agents qui ne l'utilisent pas de la même
manière. Qu'est-ce qui évite de conclure, de ces considérations, à la dissolution du
contenu de la connaissance théorique, et à sa relativisation complète ?
Comme je me suis eﬀorcée de le montrer tout au long de ce travail, la compréhen-
sion d'une théorie repose sur une double compétence, que j'ai appelée représentation-
nelle et computationnelle. Elle consiste en la capacité à manipuler et à raisonner au
moyen de représentations particulières, et à les utiliser pour résoudre des problèmes.
Ces raisonnements sont extrêmement contraints par les règles objectives qu'imposent
les relations logiques entre les concepts d'une théorie. En outre, l'application de ces re-
présentations aux phénomènes empiriques suit elle aussi des procédures rigoureuses ;
elle se heurte, pour ainsi dire, à la réalité empirique. Aﬃrmer que la signiﬁcation d'une
représentation dépend de la compréhension qu'en ont les agents ne revient naturel-
lement pas à dire que sa vérité ou sa fausseté dépendent du bon vouloir des agents.
Ce que je me refuse à dire, ce n'est pas que les équations de Maxwell sont vraies
(ou fausses), mais c'est plutôt qu'il puisse exister une procédure de  traduction 
triviale qui permette de donner un sens à l'aﬃrmation de Weinberg selon laquelle
 si jamais nous découvrions des créatures intelligentes sur quelque planète lointaine
et traduisions leurs travaux scientiﬁques, nous découvririons qu'eux et nous avons
découvert les mêmes lois.  (Weinberg, 1996, p. 14, cité par Hacking, 1999, p. 107)
Renoncer, comme je l'ai fait, à déﬁnir le contenu des théories en termes véricon-
ditionnels  ou logico-empiriques , ne revient pas à nier qu'il existe des règles en
vertu desquelles certaines inférences sont correctes et d'autres fautives, ni que les
conséquences empiriques de ces inférences puissent être inﬁrmées ou conﬁrmées par
la réalité empirique. En revanche, comme le problème que Hempel appelle le  di-
lemme du théoricien  le montre, c'est bien parce que leurs référents ne sont pas aussi
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aisément identiﬁables que ceux des mots  chaise  ou  table  que les représenta-
tions des sciences empiriques sont des représentations théoriques. La conception que
je défends du contenu des représentations théoriques vise à montrer que, pour ainsi
dire, le dilemme du théoricien ne se pose pas : c'est parce que les règles objectives
sous-déterminent l'usage que l'on peut faire de ces représentations qu'il est toujours
possible d'en tirer de nouvelles conséquences.
Comme la critique que j'ai faite des propos de Kuhn sur l'incommensurabilité
vise à le montrer, l'aﬃrmation relativiste selon laquelle  le monde change  à chaque
changement de paradigme ne découle pas d'une attention à la pratique et aux pro-
cessus inférentiels particuliers mis en ÷uvre par les agents, mais bien au contraire
de l'idée selon laquelle la signiﬁcation d'un concept est entièrement déterminée par
ses relations logiques avec les autres concepts de la théorie à laquelle il appartient.
Comme on l'a vu, diﬀérents agents peuvent s'entendre sur certaines règles d'utili-
sation des représentations théoriques sans pour autant les comprendre exactement
de la même manière. Prêter attention à ces diﬀérentes versions permet bien souvent
d'éclairer le processus même de découverte scientiﬁque et de rendre compte d'un
authentique progrès. Ainsi, l'analyse de l'utilisation et de l'interprétation des cartes
génétiques par Castle d'une part et par le groupe de Morgan d'autre part m'a permis
de mettre en lumière la manière dont la version de chacun, guidée par ses engagements
théoriques, le conduit à employer diﬀéremment les cartes génétiques. Cela n'empêche
pas de dire, a posteriori, que Morgan avait raison de se représenter l'arrangement
des gènes de manière linéaire, et Castle tort. Ce que j'ai cherché à souligner tout au
long de ce travail, c'est ﬁnalement le constat que le contenu des connaissances théo-
riques est avant tout le produit d'esprits au travail. Que le contenu des hypothèses
théoriques varie en fonction de la compréhension que chacun en a ne revient pas à
nier qu'il y a bien  quelque chose à comprendre , et que ce quelque chose est ce qui
guide l'enquête scientiﬁque elle-même.

Annexes
Les développements qui suivent sont des annexes de la première partie de ce
travail, sur la mécanique classique. Certaines d'entre elles contiennent des démons-
trations qui auraient inutilement chargé le texte principal du chapitre 2. Elles sont
la plupart du temps tirées des ouvrages de Lanczos (1970) et Goldstein (1950/2002).
D'autres comportent des développements importants pour la mécanique classique,
qui doivent faire l'objet de toute analyse approfondie de cette théorie ; je ne les ai
pas intégrés au texte principal, dans la mesure où ils ne servent pas directement mon
propos. Toutes ces annexes font l'objet d'un renvoi en note à diﬀérents moments du
texte principal. Aﬁn de ne pas les confondre avec celles du chapitre 2, la numérotation
des équations est suivie d'un  a .
A.1 Les mouvements non rectilignes. Moment de force et
moment cinétique. Théorème du moment cinétique.
Lorsque l'on sort de l'étude des mouvements rectilignes, comme par exemple
dans le cas de la description du mouvement d'un pendule, on emploie les équivalents
angulaires de la position, de la vitesse et de l'accélération linéaires, qui sont aussi des
quantités vectorielles.
On déﬁnit alors le moment de force N par rapport à un point O d'un point
matériel comme le produit vectoriel du vecteur position et du vecteur force :
N = r× F (1a)
Lemoment cinétique L du point matériel par rapport au point O est déﬁni comme
le produit vectoriel du vecteur position et du vecteur quantité de mouvement :
L = r× p (2a)
C'est la contrepartie angulaire de la quantité de mouvement.
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En eﬀectuant le produit vectoriel du vecteur position par l'équation du PFD
F = ddt(mv), on obtient l'équivalent angulaire du PFD :
r× F = N = r× d
dt
(mv) (3a)
En employant l'identité vectorielle, l'équation prend la forme :
N =
d
dt
(r×mv) = dL
dt
(4a)
C'est ce qu'on appelle le théorème du moment cinétique.
A.2 Le mouvement d'un système de points matériels. Forces
externes et internes. Théorème du centre de masse.
Les trois lois de Newton s'étendent sans modiﬁcation profonde de leur structure
aux systèmes de particules. Il faut cependant distinguer entre les forces externes
agissant sur les points matériels et dues à des causes extérieures au système, et les
forces internes agissant sur un point matériel i et dues aux autres points matériels
du système. Ainsi, la deuxième loi de Newton pour le point i a cette forme :
∑
j
Fji + F
(e)
i = p˙i (5a)
où F(e)i représente une force externe et Fji est la force interne due à la particule j
agissant sur la particule i.
On suppose que F(e)i , de même que Fji, obéissent à la loi de l'égalité de l'action
et de la réaction. Ce n'est pas le cas pour certaines forces comme, par exemple, les
forces électromagnétiques.
En faisant la somme des forces agissant sur toutes les particules, l'équation (5a)
devient
d2
dt2
∑
i
miri =
∑
i
F(e)i +
∑
ij,i6=j
Fji (6a)
La première somme du second membre est la force externe totale, et la seconde
somme est nulle par la loi d'action et réaction. Pour réduire le premier membre, on
déﬁnit un vecteur R comme moyenne des vecteurs positions des particules, pondérées
proportionnellement à leur masse, à savoir :
R =
∑
miri∑
mi
=
∑
miri
M
(7a)
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Le point déﬁni par le vecteur R est appelé centre de masse du système. Dès lors,
l'équation (6a) se réduit à :
M
d2R
dt2
=
∑
i
F(e)i ≡ F
(e) (8a)
C'est le théorème du centre de masse, qui dit que le centre de masse se meut comme
si la force externe totale agissait sur la masse entière du système concentrée au centre
de masse. Les forces internes n'ont par conséquent aucun eﬀet sur le mouvement du
centre de masse.
La quantité de mouvement totaleP d'un système de points matériels est le produit
de la masse totale du système et de la vitesse du centre de masse :
P =
∑
mi
dri
dt
= M
dR
dt
(9a)
On élargit sans diﬃculté les notions de moment cinétique et de moment de force
ainsi que le théorème du moment cinétique au cas d'un système de particules.
A.3 Les théorèmes de conservation comme conséquences
des principes newtoniens
Dans les présentations courantes de la mécanique newtonienne, on ajoute gé-
néralement à l'exposé des trois lois du mouvement celui de certains théorèmes de
conservation. Ils sont déductibles des principes newtoniens.
Conservation de la quantité de mouvement et du moment cinétique
Ces théorèmes sont des conséquences directes des principes newtoniens. En vertu
du PFD, si la force totale F qui s'applique à un système est nulle, alors la dérivée de
la quantité de mouvement p est nulle et donc p est constante. C'est le théorème de
conservation de la quantité de mouvement.
De même, pour des mouvements non rectilignes, le théorème du moment cinétique
(4a) permet de déduire le théorème de conservation du moment cinétique : si le
moment de la force totale N est nul, alors la dérivée de L est nulle, et le moment
cinétique L est conservé.
On élargit sans peine ces théorèmes aux systèmes de particules. En eﬀet, l'équa-
tion du mouvement pour le centre de masse du système peut être énoncée sous une
autre forme comme le théorème de conservation de la quantité de mouvement to-
tale du système : si la force externe totale est nulle, la quantité de mouvement est
conservée. On montre ensuite que la dérivée du moment cinétique total est égale au
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moment de la force externe par rapport au point donné. Il en résulte le théorème de
conservation pour le moment cinétique total, qui s'énonce comme suit : le moment
cinétique total est constant dans le temps si le moment de la force totale externe est
nul.
Ces théorèmes de conservation, comme on le voit, ne sont que des formulations
diﬀérentes du PFD. Ils sont utiles cependant lors de l'étude de certains phénomènes
mécaniques pour lesquels l'application stricte du PFD ne serait pas d'un grand re-
cours, comme par exemple l'étude des collisions.
Le théorème du moment cinétique est de plus une loi très générale et qui touche
à la structure même des lois physiques ; on montre en eﬀet que la conservation du
moment cinétique pour un système isolé est due à l'invariance des lois physiques vis-
à-vis d'une rotation géométrique des systèmes de coordonnées. Aussi retrouve-t-on la
notion de moment cinétique dans d'autres domaines de la physique et dans d'autres
formalismes.
Conservation de l'énergie
Contrairement aux théorèmes de conservation de la quantité de mouvement et du
moment cinétique, les théorèmes concernant la conservation de l'énergie nécessitent
l'introduction de notions qui ne ﬁgurent pas dans l'énoncé des principes newtoniens,
et qui sont les concepts fondamentaux des formulations analytiques de la mécanique.
Dans les exposés de la mécanique newtonienne, ils sont généralement introduits par
des déﬁnitions ad hoc.
Travail d'une force et énergie cinétique
On déﬁnit le travail W de la force externe F sur la particule qui se déplace du
point 1 au point 2 comme suit
W12 =
∫ 2
1
F · ds (10a)
Pour une masse constante, en intégrant l'équation (10a), on trouve :
W12 =
m
2
(v22 − v21) (11a)
La quantité scalaire 12mv
2 est appelée énergie cinétique de la particule et est notée
 T  de telle manière que le travail eﬀectué est égal à la variation de l'énergie
cinétique :
W12 = T2 − T1 (12a)
Cette dernière équation est appelée  théorème de l'énergie cinétique .
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Remarque : ce que j'appelle théorème ici n'est à la rigueur, ainsi présenté, qu'une
déﬁnition. En eﬀet, partant de la déﬁnition du travail, on a trouvé, en intégrant
l'équation (10a), l'expression d'une quantité que l'on a décidé d'appeler  énergie
cinétique  ; le théorème de l'énergie cinétique, selon lequel le travail de la force
totale qui s'exerce sur un point matériel entre deux instants est égal à la variation
de l'énergie cinétique du point entre ces deux mêmes instants n'apporte, en tant que
tel, strictement rien. Quand l'énergie devient un concept central, et non plus le nom
que l'on donne à une certaine quantité apparue dans un calcul, le théorème peut être
considéré comme disant quelque chose de plus que la seule déﬁnition de l'énergie.
Energie potentielle et systèmes conservatifs
Le théorème de l'énergie cinétique permet de calculer l'énergie cinétique, donc le
carré de la vitesse, si les données concernant le champ de force suﬃsent à déterminer
le travail W. C'est le cas des champs de force dits  conservatifs  ou  dérivant d'un
potentiel .
Un champ de force est dit conservatif quand il est tel que le travail W eﬀectué
autour d'une orbite fermée est nul, c'est-à-dire si :∮
F · ds = 0 (13a)
Les forces de frottement et la résistance de l'air, par exemple, sont des forces non
conservatives.
Si l'équation (13a) est vériﬁée, le travail doit être indépendant du chemin suivi
pour intégrer (10a) entre les points 1 et 2. C'est-à-dire que le travail d'une force
conservative le long d'un trajet donné ne dépend que de la position des points ex-
trêmes et non de la trajectoire particulière eﬀectivement suivie. Il s'ensuit qu'il est
possible d'exprimer W12 comme la variation d'une quantité qui dépende seulement
de la position des points terminaux. Cette quantité peut être notée  −V , de telle
façon que nous avons la relation F · ds = −dV, soit Fs = −∂V∂s , ce qui revient à dire
que F est le gradient d'un certain scalaire V appelé potentiel du champ F ou énergie
potentielle du point dans le champ de force F. Le niveau zéro de cette quantité V est
arbitraire.
Pour un système conservatif le travail eﬀectué par les forces est :
W12 = V1 − V2 (14a)
En combinant l'équation (14a) et le théorème de l'énergie cinétique (12a) on obtient :
T1 + V1 = T2 + V2, (15a)
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qui exprime le théorème de conservation de l'énergie pour une particule selon lequel si
les forces agissant sur une particule sont conservatives, l'énergie totale de la particule,
T + V, est conservée.
Tous ces théorèmes sont élargis sans diﬃculté au cas d'un système de points
matériels.
A.4 La loi de gravitation universelle
La force de gravitation est une force qui s'exerce entre deux corps doués de masse
suivant la loi de la gravitation universelle :
F = −Gmm
′
r2
u
oùm etm' sont les masses (gravitationnelles, non distinguées, en mécanique classique,
des masses inertes) des deux corps en interaction gravitationnelle, r la distance qui
les sépare et G une constante universelle.
On peut tirer de cette loi tout un ensemble d'applications et de lois locales, comme
par exemple déterminer la force d'attraction terrestre, approximation obtenue en
connaissant la masse de la terre et en considérant comme négligeable la distance à la
surface de la terre du corps en chute libre. Ainsi, l'équation d'une particule en chute
libre à partir du repos avec une force due à la gravité, s'écrit :
g = m
d2x
dt2
A.5 Les diﬀérents types de contraintes
Les contraintes peuvent être classées de diﬀérentes façons. J'adopte ici le classe-
ment proposé par mes deux sources principales, (Goldstein, 1950/2002) et (Lanczos,
1970).
La typologie des contraintes se fait suivant deux distinctions principales :
1. Contraintes holonomes / non holonomes59.
 Les contraintes sont dites holonomes quand elles peuvent être exprimées sous
forme d'équations reliant les coordonnées des particules et le temps ayant
pour forme :
f(r1, r2, r3, ...t) = 0 (16a)
59Cette terminologie est due à Heinrich Hertz (1894).
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Les particules d'un corps rigide sont soumises à de telles contraintes :
(ri − rj)2 − c2ij = 0. (17a)
 Les conditions cinématiques ne peuvent pas toujours être exprimées par des
équations entre les coordonnées des particules. Ces liaisons ou contraintes
sont dites non holonomes. Un exemple caractéristique en est le roulement
sans glissement d'une balle sur une surface. Les conditions cinématiques d'un
tel système ne peuvent être exprimées que par des relations entre les dérivées
des coordonnées.
2. Contraintes scléronomes / rhéonomes60.
 Les contraintes indépendantes du temps sont appelées scléronomes.
 Les contraintes qui contiennent explicitement le temps sont appelées rhéo-
nomes. La relation entre les coordonnées d'un système mécanique soumis à
de telles contraintes change alors continuellement avec le temps. Une perle
glissante sur un ﬁl en mouvement, un pendule dont le ﬁl change de longueur
sont des exemples de liaisons rhéonomes. Je reviendrai sur cette distinction
dans la section consacrée à la formulation analytique après avoir exposé les
notions d'espace de conﬁguration et de coordonnées généralisées.
A.6 Quelques conséquences du principe de d'Alembert
La conservation de l'énergie
La conservation de l'énergie peut être déduite du principe de d'Alembert dans
les cas où la trajectoire virtuelle coïncide avec la trajectoire réelle ; l'équation qui en
résulte peut alors être intégrée par rapport au temps. La validité de cette procédure
dépend de la constance des masses des particules et du fait que la fonction U et les
conditions cinématiques soient scléronomes, c'est-à-dire indépendantes du temps.
Le principe de d'Alembert implique généralement des forces de nature polygé-
nique. Cependant, dans un cas particulier, il devient monogénique et intégrable, et
permet alors de déduire la loi de conservation de l'énergie. Si les forces appliquées
sont monogéniques, leur travail égale l'opposé de la variation de l'énergie potentielle,
et le principe exprimé par l'équation du principe de d'Alembert
∑
(Fi−miai)·δri = 0
devient :
δV +
∑
i
mir¨i · δri = 0 (18a)
60Cette terminologie est due à Boltzmann (1897).
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Le second terme, l'opposé du travail des forces d'inertie, ne peut généralement pas
être exprimé comme la variation d'une quantité. Mais, si l'on fait coïncider les dé-
placements virtuels δRk avec les déplacements réels qui ont lieu pendant l'intervalle
de temps dt, alors les changements virtuels de l'énergie potentielle coïncideront avec
les changements réels, et le second terme devient aussi une dérivée parfaite :
∑
mkR¨k · dRk =
∑
mkR¨k · R˙kdt =
d
dt
(
1
2
∑
mkR˙
2
k)dt = dT (19a)
car 12
∑
mkR˙
2
k =
1
2
∑
mkv
2
k = T, T étant l'énergie cinétique du système mécanique.
L'équation (18a) prend alors la forme
dV + dT = d(V + T) = 0, (20a)
ce qui peut être intégré et donner
T + V = constante = E (21a)
La somme des énergies potentielle et cinétique reste la même pendant le mouvement.
C'est la loi de conservation de l'énergie.
Dans un espace de conﬁguration à n dimensions correspondant aux n degrés de
liberté d'un système, et dont les coordonnées généralisées sont par conséquent indé-
pendantes, on peut toujours faire coïncider les changements virtuels de coordonnées
avec les changements réels ; mais ce n'est pas le cas en coordonnées rectangulaires
puisque, précisément, elles ne sont pas indépendantes. Dans le cas de contraintes sclé-
ronomes, indépendantes du temps, on peut passer de l'identiﬁcation des δqi aux dqi
à celle des δRi aux dRi ; dans le cas de contraintes rhéonomes, ce n'est pas possible.
Une remarque similaire vaut pour l'énergie potentielle V. Si V est une fonction
des qi uniquement, alors l'identiﬁcation des δqi aux dqi conduit à celle de δV à dV.
Mais cela ne vaut pas si V dépend explicitement du temps. Puisque V est déﬁnie
comme −U, cela signiﬁe que la fonction U ne doit pas dépendre explicitement du
temps pour que la loi de conservation de l'énergie soit respectée.
On voit donc que la loi de conservation de l'énergie est restreinte aux systèmes
scléronomes aussi bien quant à leur fonction U que quant à leurs contraintes. On a
supposé aussi tout au long de ce raisonnement que les masses sont constantes. Pour
plus de détails, voir (Lanczos, 1970, pp. 94-96).
Forces apparentes dans un système de référence en mouvement
Le principe de d'Alembert permet l'usage de systèmes de référence en mouvement.
Il aﬃrme que la force d'inertie est une force de plus qui agit exactement comme les
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autres. Cependant, pour la déﬁnition de la force d'inertie on doit faire usage d'un
 système de référence absolu . Si le système de référence dans lequel les accélé-
rations sont mesurées est en mouvement relativement au système absolu, la force
d'inertie mesurée dans le système en mouvement n'est plus la vraie force d'inertie
mais doit être corrigée de termes additionnels. Selon le principe de d'Alembert, les
termes venant corriger la force d'inertie selon le mouvement du système de référence
peuvent indiﬀéremment être interprétés comme appartenant aux forces appliquées
produites par un champ externe de forces. Cela donne naissance au phénomène des
 forces apparentes  qui se produit dans des systèmes de référence en mouvement. Si
un système de référence est en mouvement accéléré, ce mouvement produit le même
eﬀet que si des forces externes étaient présentes qui devaient être ajoutées aux forces
appliquées. Ces forces sont appelées  forces de d'Alembert  ou  forces apparentes 
parce qu'elles sont générées par le mouvement du système de référence mais ne sont
pas présentes dans un système absolu. Si le système de référence est dans un état de
translation uniformément accélérée, la force apparente générée est celle d'un champ
de gravitation uniforme. L'hypothèse d'équivalence introduite par Einstein pour ré-
soudre l'énigme de la gravité avant d'établir le principe général de la relativité est,
pour les phénomènes purement mécaniques, une conséquence directe du principe de
d'Alembert. Pour plus de détails, voir (Lanczos, 1970, pp. 100-103).
Le principe de moindre contrainte de Gauss
Le principe de moindre contrainte de Gauss est une reformulation du principe de
d'Alembert sous la forme d'un principe de minimum. Une quantité scalaire, appelée
 contrainte  par Gauss, est minimisée, en considérant les accélérations comme les
variables du problème de minimum. Contrairement aux autres principes de minimum,
il ne requiert pas le calcul variationnel, parce que c'est une fonction ordinaire, et non
une intégrale, qui doit être minimisée. Le gros inconvénient de cette procédure est
qu'elle nécessite que l'on connaisse les accélérations. Voir (Lanczos, 1970, pp. 109-
110) pour l'interprétation géométrique que Hertz (1894) donne du principe de Gauss,
le mettant en relation étroite avec le principe de Jacobi. Pour plus de détails sur le
principe de moindre contrainte, voir (Lanczos, 1970, pp. 106-110).
A.7 Déduction des équations de Lagrange à partir du
principe de d'Alembert
Les équations lagrangiennes du mouvement sont des conséquences du principe de
d'Alembert, exprimé au moyen de coordonnées généralisées. Prenons le principe de
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d'Alembert : ∑
i
(F(a)
i
− p˙i) · δri = 0 (22a)
Tel quel, il ne permet pas encore de formuler les équations du mouvement ; il faut
auparavant le transformer en une expression portant sur les déplacements virtuels des
coordonnées généralisées qui sont indépendantes les unes des autres (pour les liaisons
holonomes) de telle manière que les coeﬃcients des δqi puissent être séparément
égalés à zéro.
Le passage des coordonnées rectangulaires aux coordonnées généralisées est assuré
par les équations de transformation présentées plus haut et achevé au moyen des règles
usuelles des dérivées partielles. Ainsi, vi ≡ r˙i s'écrit
vi =
∑
j
∂ri
∂qi
q˙j +
∂ri
∂t
(23a)
Ainsi, le déplacement virtuel δri peut être associé aux déplacements virtuels δqi par
δri =
∑
j
∂ri
∂qi
δqi (24a)
Aucune variation de temps n'est mise en jeu, puisqu'un déplacement virtuel n'im-
plique que des déplacements de coordonnées. En termes de coordonnées généralisées,
le travail virtuel des Fi devient∑
i
Fi · δri =
∑
i,j
Fi ·
∂ri
∂q i
δqi (25a)
=
∑
i
Qiδqi
où les Qi sont les composantes de la force généralisée, déﬁnie comme
Qj =
∑
i
Fi ·
∂ri
∂qi
(26a)
L'autre terme de l'équation (22a) peut être mis sous la forme :∑
i
p˙ · δri =
∑
i
mir¨i · δri (27a)
qui devient, en exprimant δri par (24a) :∑
i,j
mir¨i ·
∂ri
∂qi
δqi (28a)
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Considérons maintenant l'égalité
∑
i,j
mir¨i ·
∂ri
∂qi
=
∑
i
{ d
dt
(mir˙i ·
∂ri
∂qi
)−mir˙i ·
d
dt
(
∂ri
∂qi
)} (29a)
Dans le dernier terme de (29a), on peut interchanger la diﬀérentiation par rapport à
t et à qj, car, par analogie avec (23a),
d
dt
∂ri
∂qi
=
∑ k ∂2ri
∂qi∂qk
q˙k +
∂2ri
∂qi∂t
, (30a)
qui, par (23a) est précisément
∂vi
∂qj
. En outre, par (23a),
∂vi
∂q˙i
=
∂ri
∂qi
(31a)
En portant ces égalités dans (29a), on obtient
∑
i
mr¨i ·
∂ri
∂qi
=
∑
i
{ d
dt
(mivi ·
∂vi
∂q˙i
)−mivi ·
∂vi
∂qi
} (32a)
et le terme en question de l'équation (22a) devient
∑
j
{ d
dt
(
∂
∂q˙j
(
∑
i
1
2
miv
2
i ))−
∂
∂qj
(
∑
i
1
2
miv
2
i )}δqj (33a)
En identiﬁant
∑
i
1
2miv
2
i à l'énergie cinétique T du système, le principe de d'Alem-
bert devient : ∑
[{ d
dt
(
∂T
∂q˙i
− ∂T
∂qi
)} −Qi]δqi = 0 (34a)
Or, en vertu du caractère holonome des contraintes, les qi sont indépendants. Tout
déplacement virtuel δqj est indépendant de δqk et, par conséquent, la seule façon de
garder la validité de (34a) est d'égaler à zéro séparément les coeﬃcients
d
dt
(
∂T
∂q˙ i
)− ∂T
∂qi
= Qi (35a)
ces équations étant au nombre de n.
Les équations (35a) sont souvent appelées les équations de Lagrange mais cette
désignation est plutôt réservée à la forme de ces équations quand le système est
conservatif, c'est-à-dire quand les forces dérivent d'une fonction potentielle scalaire,
V, qui est l'énergie potentielle du système :
Fi = −∇iV (36a)
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Alors, les forces généralisées peuvent s'écrire
Qj =
∑
i
Fi ·
∂ri
∂qi
= −
∑
i
∇iV ·
∂ri
∂qi
(37a)
ce qui est l'expression de la dérivée partielle d'une fonction −V(r1, r2, ..., rN) par
rapport à qi
Qj = −
∂V
∂qi
(38a)
Ainsi, l'équation (34a) peut s'écrire
d
dt
(
∂(T− V
∂q˙
)− ∂(T− V)
∂qi
= 0 (39a)
soit, en déﬁnissant une nouvelle fonction, le lagrangien L, comme
L = T− V (40a)
les équations (35a) prennent la forme
d
dt
(
∂L
∂qi
)− ∂L
∂q˙i
= 0 (41a)
Ce sont les équations de Lagrange.
Si le système n'est pas conservatif, les équations de Lagrange peuvent être mises
sous la forme 41a, pourvu que les forces généralisées dérivent d'une fonction U(qj, q˙j)
déﬁnie par l'équation
Qi = −
∂U
∂qi
+
d
dt
(
∂U
∂q˙i
) (42a)
Dans un tel cas, l'équation (41a) résulte des équations (35a) avec le Lagrangien donné
par L = T− U où U peut être appelé  potentiel généralisé .
Il est bon de noter que si quelques unes seulement des forces agissant sur le
système sont dérivables d'un potentiel, les équations de Lagrange peuvent toujours
être écrites sous la forme
d
dt
(
∂L
∂q˙i
)− ∂L
∂qi
= Qj (43a)
où L contient le potentiel des forces conservatives et Qi représente les forces ne
dérivant pas d'un potentiel.
A.8 Énergie cinétique, énergie potentielle et travail en
mécanique analytique
Énergie cinétique
Dans le cadre de la présentation analytique de la mécanique, la quantité fonda-
mentale qui caractérise l'inertie de la masse n'est pas la quantité de mouvement mv
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mais l'énergie cinétique. L'énergie cinétique est une quantité scalaire déﬁnie, pour
une particule unique, par
T =
1
2
mv2 (44a)
et, pour un système de particules, par
T =
1
2
n∑
i=1
miv
2
i (45a)
v est la vitesse de la particule, déﬁnie par
v2 = (
ds
dt
)2 =
dx2 + dy2 + dz2
dt2
(46a)
Or ds est l'élément de courbe61 d'un espace riemanien62. La quantité T contient donc
l'expression d'un tenseur métrique63 dans l'espace de conﬁguration à 3n dimensions :
ds2 = 2Tdt2 =
∑
i
miv
2
i dt
2 =
∑
i
mi(dx2i + dy
2
i + dz
2
i ) (47a)
L'énergie cinétique totale du système peut alors être écrite sous la forme :
T =
1
2
m
(
ds
dt
)2
(48a)
avecm = 1. Cela signiﬁe que l'énergie cinétique du système entier peut être remplacée
par l'énergie cinétique d'un point unique de masse 1. Il s'agit d'un point de l'espace
de conﬁguration à 3n dimensions qui représente la position du système mécanique.
En choisissant un espace de conﬁguration doté du nombre de dimensions adéquat, on
peut donc représenter le mouvement de n'importe quel système par celui d'un point
unique.
61Il s'agit d'une quantité diﬀérentielle qui représente la distance entre deux points de l'espace,
exprimée au moyen de leurs coordonnées et de leur diﬀérentiels.
62Pour plus de détails concernant la géométrie riemanienne et son lien à l'invariance des équa-
tions de la mécanique analytique relativement à des changements arbitraires de coordonnées, voir
(Lanczos, 1970, pp. 17-21).
63Voir également (Lanczos, 1970, pp. 19-22). En bref, la notion de tenseur métrique est une
généralisation du théorème de Pythagore. Un tenseur est déﬁni par les composantes d'une forme
diﬀérentielle invariante. Un vecteur, déﬁni par une forme diﬀérentielle invariante de premier ordre
dw = F1dx1 + F2dx2 + ... + Fndxn est un tenseur de premier ordre. Les quantités F1, F2, ... Fn
sont les composantes du vecteur ; elles changent avec le système de référence utilisé et sont donc des
quantités  covariantes . Un tenseur métrique est un tenseur d'ordre 2. Il permet le développement
d'une géométrie complète d'un ordre quelconque de dimensions.
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Énergie potentielle et travail, conservation de l'énergie.
Supposons que chaque particule de masse mi et de coordonnées rectangulaires xi,
yi, zi est mue par un ensemble de forces Gi dont les composantes sont Xi, Yi, Zi. Ces
forces viennent soit d'un champ externe soit de l'interaction des particules, mais elles
n'incluent pas les forces qui maintiennent les contraintes. Changeons les coordonnées
de chacune des particules d'une quantité inﬁnitésimale dxi, dyi, dzi. Le travail total
eﬀectué par les forces appliquées pour un changement inﬁnitésimal de la position du
système peut être décrit par une forme diﬀérentielle en coordonnées cartésiennes :
dw =
n∑
i=1
(Xidxi + Yidyi + Zidzi). (49a)
ou, si l'on transforme les coordonnées rectangulaires en coordonnées généralisées, par
une forme diﬀérentielle linéaire des variables qi :
dw = F1dq1 + F2dq2 + ...+ Fndqn (50a)
Les coeﬃcients F1, F2, ..., Fn prennent la place des composantes originales des forces
qui agissent sur chaque particule et sont de première importance : ils sont les com-
posantes d'un vecteur de l'espace de conﬁguration à n dimensions que l'on appelle la
 force généralisée  et qui suﬃt à représenter l'action dynamique de toutes les forces
appliquées au système (de même que le mouvement du système peut être représenté
comme le mouvement d'une particule unique dans cet espace à n dimensions).
Dans les problèmes de mécanique analytique, dw est le plus souvent le diﬀérentiel
d'une certaine fonction64, que l'on désigne65 par la lettre U . Dans un tel cas,
dw = dU (51a)
Dans les cas les plus simples où U est indépendante du temps t et des vitesses
généralisées q˙i, on a
U = U(q1, q2, ..., qn) (52a)
Ainsi, ∑
Fidqi =
∑ ∂U
∂qi
dqi (53a)
et donc
Fi =
∂U
∂qi
(54a)
64Dans le cas contraire, on devrait en principe, suivant la convention orthographique adoptée par
Lanczos (1970, p. 18, n. 1), écrire  dw , la barre indiquant qu'il s'agit d'une forme diﬀérentielle
non intégrable.
65Cette fonction porte en anglais le nom de  work function , c'est-à-dire  fonction de travail ,
mais on lui donne rarement ce nom en français.
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En posant V = −U , on peut réécrire l'équation (54a) ainsi :
Fi = −∂V
∂qi
(55a)
La force décrite dans l'équation (55a) est une force conservative et, en tant que telle,
satisfait la loi de conservation de l'énergie. En outre, la force Fi peut être dérivée de
l'unique fonction scalaire U : on dit qu'elle dérive d'un potentiel.
Signalons qu'il existe des forces dérivables d'une fonction U dépendante du temps
(ce qui n'est pas le cas de la force décrite ci-dessus, où U est indépendante du temps
t et des vitesses généralisées q˙i) ; pour de telles forces, l'équation (51a) vaut toujours,
si pour former le diﬀérentiel dU le temps t est considéré comme une constante. Les
équations (53a) et (54a) restent aussi valables, mais la conservation de l'énergie est
perdue. La force généralisée dérive alors d'une quantité scalaire sans être conservative.
Dans la terminologie adoptée par (Lanczos, 1970, p. 30), les forces dérivant d'un
potentiel, qu'elles soient conservatives ou non, sont appelées monogéniques ; les forces
qui ne dérivent pas d'un potentiel (comme par exemple les forces de frottement), sont
dites polygéniques. On s'intéressera essentiellement ici aux forces monogéniques.66
Ainsi, parmi les forces monogéniques  qui dérivent d'un potentiel , celles qui
sont indépendantes du temps sont dites  conservatives  parce qu'elles satisfont la
loi de conservation de l'énergie, selon laquelle une certaine quantité, l'énergie totale
du système, reste constante pendant le mouvement. L'énergie totale du système est
déﬁnie comme la somme de l'énergie cinétique T et de l'énergie potentielle V , avec
V =
∑ ∂U
∂q˙i
q˙i − U (56a)
Dans les cas les plus simples où la fonction U est non seulement indépendante du
temps t mais également des vitesses généralisées q˙i, on a plus simplement
V = −U (57a)
On peut alors considérer l'énergie cinétique T et l'énergie potentielle V comme les
deux scalaires fondamentaux de la mécanique, en se passant de U . Dans les cas plus
généraux, cependant, la quantité fondamentale n'est pas l'énergie potentielle V mais
la fonction U ; quand T et U sont toutes deux indépendantes du temps, les équations
du mouvement conduisent au théorème de conservation de l'énergie.
66Il existe un autre cas où la conservation de l'énergie est perdue : celui des systèmes dits  rhéo-
nomes  (voir ci-dessus, annexe A.5), où les contraintes sont dépendantes du temps  et où le temps t
apparaît par conséquent dans les équations de transformation (12). Dans ce cas également, l'énergie
cinétique et la fonction U contiennent le temps t explicitement. Voir (Lanczos, 1970, pp. 31-34).
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A.9 Déduction du principe de Hamilton à partir du prin-
cipe de d'Alembert
Voici comment s'opère la déduction de la version hamiltonienne du principe de
moindre action à partir du principe de d'Alembert67 : on multiplie δwe par dt et on
intègre entre les limites t = t1 et t = t2 :∫ t2
t1
δwedt ≡
∫ t2
t1
∑
[Fi −
d
dt
(mivi))] · δRidt (58a)
On sépare la branche de droite en deux parties ; la première peut s'écrire :∫ t2
t1
∑
Fi · δRidt = −
∫ t2
t1
δVdt = −δ
∫ t2
t1
Vdt (59a)
On a supposé pour cela que la fonction U était indépendante des vitesses et on l'a
remplacée par −V . La partie de la branche de droite peut être intégrée par parties :
−
∫ t2
t1
d
dt
(mivi) · δRidt = −
∫ t2
t1
d
dt
(mivi · δRi)dt +
∫ t2
t1
mivi ·
d
dt
(δRi)dt (60a)
La première partie de cette somme est intégrable :
−[mivi · δRi]t2t1 (61a)
et la seconde partie, en vertu de la nature interchangeable de la variation et de la
diﬀérentiation68, peut s'écrire∫ t2
t1
mivi ·
d
dt
δRidt =
∫ t2
t1
mivi ·δvidt =
1
2
∫ t2
t1
miδ(vi ·vi)dt =
1
2
δ
∫ t2
t1
miv
2
i dt (62a)
Si l'on fait la somme pour toutes les particules, on obtient :∫ t2
t1
δwedt = δ
∫ t2
t1
1
2
∑
miv
2
i dt− δ
∫ t2
t1
Vdt− [
∑
mivi · δRi]t2t1 (63a)
On introduit l'énergie cinétique T du système mécanique et on déﬁnit le lagrangien
L :
L = T− V (64a)
Avec ces déﬁnitions, on peut écrire l'équation (63a) sous la forme :∫ t2
t1
δwedt = δ
∫ t2
t1
Ldt− [
∑
miVi · δRi]t2t1 (65a)
67Cette déduction est tirée de Lanczos (1970).
68Pour la démonstration de cette propriété, voir Lanczos (1970).
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Il faut maintenant que les δRi s'annulent aux limites t1 et t2. Cela signiﬁe que la
position du système mécanique est supposée donnée pour t = t1 et t = t2, et qu'aucune
variation n'a lieu à ces limites. On varie entre des limites données. Dans ce cas, le
terme limite à droite s'annule et l'intégrale par rapport au temps du travail virtuel
des forces appliquées devient la variation d'une intégrale déﬁnie :∫ t2
t1
δwedt = δ
∫ t2
t1
Ldt = δA, (66a)
avec
A =
∫ t2
t1
Ldt (67a)
Puisque le principe de d'Alembert exige l'annulation de ¯δwe à tout instant, la partie
gauche de (66a) s'annule aussi. Ainsi, le principe de d'Alembert peut être reformulé
comme suit :
δA = 0 (68a)
C'est le principe de Hamilton69, qui établit que le mouvement d'un système mé-
canique est tel que l'intégrale A devient stationnaire pour toute variation arbitraire
possible de la conﬁguration du système, pourvu que les conﬁgurations initiale et ﬁnale
soient données.
A.10 Déduction des équations de Lagrange à partir du
principe de Hamilton.
Considérons deux trajectoires possibles entre q1 et q2.70 L'une, qu'on notera
simplement qi(t), est la trajectoire eﬀectivement suivie. L'autre, qu'on appellera
 trajectoire variée , inﬁniment proche, correspond à chaque instant aux positions
qi(t) + δqi(t), où δqi(t) est un accroissement inﬁnitésimal de la position. Ces deux
trajectoires doivent obéir aux mêmes conditions initiales et ﬁnales. On a donc δq(1) =
δq(2) = 0. On suppose que les qi et les δqi sont deux fois diﬀérentiables. Le fait que
les qi donnent la trajectoire eﬀectivement suivie a pour conséquence que l'action A
est extrémale sur cette trajectoire et ne varie donc pas au premier ordre dans les δqi
quand on passe à la trajectoire variée. La variation de l'action s'écrit :
δA =
∫ t2
t1
(L(qi + δqi, q˙i + δq˙i, t)− L(qi, q˙i, t))dt (69a)
69Le nom  principe de Hamilton , donné par Jacobi, a été adopté au cours du xxe siècle.
70La déduction qui suit est empruntée au cours de Jean-Michel Raimond (2000).
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En développant L au premier ordre dans les δqi, on a :
δA =
∑
i
∫ t2
t1
∂L
∂qi
δqidt+
∑
i
∫ t2
t1
∂L
∂q˙i
dδqi
dt
dt (70a)
Pour ﬁxer la trajectoire, on recherche une condition sur les δqi. Pour éliminer leurs
dérivées temporelles dans l'expression précédente on intègre les termes de la seconde
somme par parties. On obtient :
δA =
∑
i
∫ t2
t1
[
∂L
∂qi
− d
dt
∂L
∂q˙i
]
δqidt+
[
∂L
∂q˙i
δqi
]t2
t1
(71a)
Les accroissements inﬁnitésimaux δqi s'annulant aux extrémités de la trajectoire, le
terme tout intégré est identiquement nul. La somme, elle, ne peut s'annuler pour des
δqi arbitraires et indépendants que si les n équations diﬀérentielles
∂L
∂qi
− d
dt
∂L
∂s˙i
= 0 (1 ≤ i ≤ n) (72a)
Ce sont les équations lagrangiennes du mouvement.
A.11 Théorèmes de conservation et propriétés de symé-
trie
Les n équations lagrangiennes du mouvement pour un système à n degrés de
liberté sont des équations diﬀérentielles du second ordre par rapport au temps. Dans
de très nombreux cas, ces équations ne sont pas complètement intégrables. Il est
cependant possible d'accomplir une intégration partielle permettant d'obtenir des
équations diﬀérentielles du premier ordre de la forme
f(q1, q2, ...q˙1, q˙2, ...t) = constante (73a)
appelées  intégrales premières des équations du mouvement . Ces équations four-
nissent des renseignements sur la dynamique du système étudié, même si sa trajectoire
n'est pas totalement connue. Elles permettent notamment d'établir un lien entre les
propriétés du système et les lois de conservation présentées ci-dessus (annexe A.3).
Les intégrales premières du mouvement correspondent en eﬀet aux quantités
conservées au cours du mouvement. Il existe en général une quantité conservée as-
sociée à chaque invariance du système sous une transformation donnée (à chaque
propriété de symétrie). Dans le cas d'un système où le lagrangien est invariant par
translation dans le temps (par exemple un système isolé, où le lagrangien ne peut
dépendre explicitement du temps), l'énergie est une quantité conservée ; de même,
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l'invariance par translation dans l'espace implique la conservation de la quantité de
mouvement, et l'invariance par rotation celle du moment cinétique.
Le lagrangien est généralement une fonction de toutes les coordonnées de posi-
tion qi et de vitesse q˙i. Il arrive cependant que le lagrangien ne contienne pas une
certaine coordonnée qi (bien qu'il puisse contenir la vitesse correspondante q˙i) ; cette
coordonnée est alors dite  cyclique  ou  ignorable .
L'équation lagrangienne du mouvement pour une coordonnée cyclique se réduit à
d
dt
∂L
∂q˙i
= 0 (74a)
C'est la dérivée du lagrangien par rapport aux vitesses généralisées. On pose :
pi =
∂L
∂q˙i
(75a)
pi étant les composantes du  moment généralisé  (le terme  moment  est syno-
nyme de  quantité de mouvement ) : si l'on s'intéresse à une unique particule libre
en utilisant des coordonnées rectangulaires, les trois quantités p1, p2, p3 deviennent
identiques aux composantes rectangulaires de la quantité de mouvement mv. No-
tons cependant que si les qi ne sont pas des coordonnées rectangulaires, pi n'a pas
forcément la dimension d'une quantité de mouvement.
L'équation de Lagrange pour une coordonnée cyclique se réduit alors à
dpi
dt
= 0 (76a)
ce qui signiﬁe que pi est constante au cours du mouvement. Ainsi, on peut énoncer
le théorème général selon lequel le moment généralisé conjugué à une coordonnée
cyclique est conservé.
Les variables cycliques sont d'une grande importance dans le traitement analy-
tique de la mécanique, et tout particulièrement dans la formulation hamiltonienne71.
Dans le cadre lagrangien, les équations gagnent déjà en simplicité si l'on modiﬁe le
lagrangien de telle façon qu'il ne contienne plus que son moment généralisé.
Cette reformulation des équations de Lagrange permet de déduire les théorèmes
de conservation des propriétés de symétrie du système. Une coordonnée cyclique
correspond à une invariance. Si le système est invariant par translation dans une
certaine direction, la quantité de mouvement correspondante est conservée. De même,
si une coordonnée de rotation est cyclique (c'est-à-dire si le lagrangien est invariant
sous une rotation autour d'un axe), le moment cinétique est conservé.
71Routh fut le premier à reconnaître l'importance de ces variables en 1877 ; pour le procédé de
réduction dite  routhienne , voir (Butterﬁeld, 2004, pp. 78-80).
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Enﬁn, on retrouve la loi de conservation de l'énergie totale pour les systèmes
conservatifs holonomes. Le lagrangien ne contient alors pas le temps. On trouve
d
dt
(L−
∑
j
q˙i
∂L
∂q˙i
) = 0 (77a)
L'expression entre parenthèses est donc une constante que l'on note −H. On a alors
H =
∑
j
q˙ipi − L (78a)
Pour un système conservatif, on peut montrer que l'intégrale du mouvement
∑
j q˙ipi−
L est l'énergie totale du système (voir Goldstein, 1950/2002, pp. 61-62) :
H = T + V (79a)
A.12 Le temps comme variable cyclique ; le principe de
Jacobi ; le principe de moindre action
La notion de variable cyclique prend une importance considérable dans les déve-
loppements ultérieurs de la mécanique. Le procédé de Routh, ainsi que la mécanique
sans force proposée par Hertz reposent sur l'utilisation de telles variables. Jacobi en
a fait un usage tout à fait remarquable, qui conduit à une nouvelle formulation du
principe de moindre action, appelé  principe de Jacobi  ou simplement  principe
de moindre action .
Considérons un système scléronome ou  conservatif  dont le lagrangien ne
contient pas le temps explicitement. Imaginons que nous n'utilisons pas le temps
comme variable indépendante, mais que les n + 1 variables et t sont prises comme
fonctions d'un paramètre τ . Le système a donc n+ 1 degrés de liberté. En désignant
les dérivées par rapport à τ par un prime, l'intégrale d'action prend la forme suivante :
A =
∫ τ2
τ1
L(q1, ..., qn;
q′1
t′
, ...,
q′n
t′
)t′dτ (80a)
Le temps est maintenant une variable cyclique puisque seul t ' apparaît et non t. Si
l'on utilise le théorème selon lequel le moment conjugué à une variable cyclique est
une constante du mouvement, on obtient un théorème qui vaut que le système soit
conservatif ou non : le moment associé au temps t est l'opposé de l'énergie totale. Si
t est cyclique, c'est-à-dire si notre système est conservatif, on obtient
pt = −Λ = constante = −E (81a)
ce qui est une nouvelle dérivation du théorème de l'énergie.
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On peut aller plus loin. On sait qu'une variable cyclique peut être éliminée, en
réduisant le problème original d'un degré de liberté. Ici, on peut obtenir un nouveau
problème variationnel en éliminant t qui détermine le mouvement dans l'espace mais
ne dit rien sur la manière dont la trajectoire est décrite relativement au temps.
On modiﬁe d'abord le lagrangien, et notre nouvelle intégrale d'action devient
A¯ = 2
∫ τ2
τ1
Tt′dτ (82a)
On fait ensuite usage du point C représentant le système mécanique dans l'espace
de conﬁguration. On sait que l'énergie cinétique du système peut être écrite comme
l'énergie cinétique d'une particule unique de masse 1.
L'élimination de t ' du théorème de l'énergie donne ﬁnalement
A¯ =
∫ τ2
τ1
√
2(E− V d¯s
dτ
dτ =
∫ τ2
τ1
√
2(E− Vd¯s (83a)
On a accompli le processus d'élimination et obtenu l'intégrale d'action du système
réduit. Le temps t n'apparaît plus dans A¯, qui est de plus indépendant du paramètre
τ .
Le principe qui consiste à minimiser l'intégrale (83a) dans le but de trouver la
trajectoire du système mécanique est appelé principe de Jacobi. Le temps n'apparaît
pas dans cette formulation. Il détermine la trajectoire du point C dans l'espace de
conﬁguration, et non le mouvement dans le temps.
Le principe de Jacobi est un principe fondamental de la mécanique. Si l'on se
restreint au cas d'une particule unique, l'élément de ligne d¯s devient identique à
l'élément de ligne d'un espace ordinaire à trois dimensions dans des coordonnées
curvilignes arbitraires. Le principe de Jacobi présente donc une remarquable analogie
avec le principe du moindre temps de Fermat en optique qui détermine la trajectoire
optique en minimisant l'intégrale
I =
∫
tau2
τ1
nd¯s (84a)
où n est l'indice de réfraction, qui peut changer de point en point, se comportant
ainsi de façon similaire à
√
2(E− V). Cette analogie joue un rôle fondamental dans
le développement de la mécanique ondulatoire moderne.
L'analogie ne va pas au delà de la trajectoire décrite par un point en mécanique
et un rayon de lumière en optique. La manière dont le mouvement se produit dans
le temps est entièrement diﬀérente dans les deux cas.
Le principe de Jacobi peut être conçu comme le résultat des étapes suivantes :
1. Remplacer la diﬀérenciation par rapport à t par une diﬀérentiation par rapport
à τ dans l'énergie cinétique
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2. Minimiser l'intégrale d'action après avoir éliminé t ' par le biais de la relation
d'énergie
T′
t′2
+ V = E. (85a)
Ainsi, dans la représentation paramétrique du mouvement le temps est une coor-
donnée de position supplémentaire qui peut prendre part au processus de variation.
Le moment associé au temps est l'opposé de l'énergie totale. Pour des systèmes sclé-
ronomes, le temps devient une variable cyclique et le moment correspondant est une
constante. Cela conduit au théorème de l'énergie des systèmes conservatifs. L'élimina-
tion du temps comme coordonnée ignorable donne un nouveau principe qui détermine
uniquement la trajectoire du système mécanique, et pas le mouvement dans le temps.
C'est le principe de Jacobi qui est analogue au principe de Fermat en optique. Ce
principe peut être appelé de façon générique principe de moindre action. Dans ce
dernier, l'intégrale de temps du double de l'énergie cinétique est minimisée avec les
conditions auxiliaires selon lesquelles les mouvements actuels et variés doivent satis-
faire le théorème de l'énergie pendant le mouvement. Si ce principe est traité par la
méthode des multiplicateurs de Lagrange, les équations résultantes sont les équations
lagrangiennes du mouvement.
En outre, le principe de Jacobi met en évidence la relation intime qui existe
entre le mouvement des systèmes conservatifs holonomes et la géométrie des espaces
courbes. On peut associer au mouvement d'un système mécanique sous l'action de
l'énergie potentielle V le mouvement d'un point le long d'une géodésique d'un espace
riemanien donné. Le problème de trouver la solution d'un problème dynamique donné
est mathématiquement équivalent au problème de trouver une géodésique. Le point
C du système mécanique (quand l'énergie potentielle est nulle) se meut le long de la
ligne la plus courte ou géodésique de l'espace de conﬁguration, et à vitesse constante.
C'est une généralisation du principe d'inertie.
Notons la relation entre ce principe géodésique et le principe dynamique de la
théorie d'Einstein. La loi d'inertie donne le mouvement des planètes sans l'introduc-
tion d'une force de gravité. Le principe de Jacobi vaut pour la mécanique relativiste
d'une particule. La diﬀérence est qu'ici la structure riemanienne de l'espace-temps est
une propriété innée du monde et non pas la conséquence de contraintes cinématiques.
Ainsi, le principe de Jacobi relie le mouvement de systèmes conservatifs holonomes
avec la géométrie riemanienne. En particulier, si le système se meut par sa propre
inertie sans force appliquée, le point C représentant le système décrit une géodésique
ou plus court chemin dans l'espace de conﬁguration, qui est un espace riemanien
à n dimensions. Le théorème de l'énergie ajoute que le mouvement se produit à
vitesse constante. C'est une généralisation naturelle de la loi ordinaire d'inertie qui
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établit qu'une particule sous l'action de sa propre inertie a un mouvement rectiligne
et uniforme.
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