Quantum Brownian Motion with Inhomogeneous Damping and Diffusion by Massignan, Pietro et al.
Quantum Brownian Motion with Inhomogeneous Damping and Diffusion
Pietro Massignan,1 Aniello Lampo,1 Jan Wehr,2 and Maciej Lewenstein1, 3, ∗
1ICFO – Institut de Cie`ncies Foto`niques, Av. C.F. Gauss, 3, E-08860 Castelldefels, Spain
2Department of Mathematics, University of Arizona, Tucson, AZ 85721-0089, USA
3ICREA – Institucio´ Catalana de Recerca i Estudis Avanc¸ats, Lluis Companys 23, E-08010 Barcelona, Spain
(Dated: April 17, 2015)
We analyze the microscopic model of quantum Brownian motion, describing a Brownian particle
interacting with a bosonic bath through a coupling which is linear in the creation and annihilation
operators of the bath, but may be a nonlinear function of the position of the particle. Physically,
this corresponds to a configuration in which damping and diffusion are spatially inhomogeneous. We
derive systematically the quantum master equation for the Brownian particle in the Born-Markov
approximation and we discuss the appearance of novel terms, for various polynomials forms of the
coupling. We discuss the cases of linear and quadratic coupling in great detail and we derive,
using Wigner function techniques, the stationary solutions of the master equation for a Brownian
particle in a harmonic trapping potential. We predict quite generally Gaussian stationary states,
and we compute the aspect ratio and the spread of the distributions. In particular, we find that
these solutions may be squeezed (super-localized) with respect to the position of the Brownian
particle. We analyze various restrictions to the validity of our theory posed by non-Markovian
effects and by the Heisenberg principle. We further study the dynamical stability of the system,
by applying a Gaussian approximation to the time dependent Wigner function, and we compute
the decoherence rates of coherent quantum superpositions in position space. Finally, we propose a
possible experimental realization of the physics discussed here, by considering an impurity particle
embedded in a degenerate quantum gas.
I. INTRODUCTION
The theory of quantum Brownian motion (QBM) has
been a subject of studies for decades and belongs nowa-
days to a standard textbook material [1–5]. Nevertheless,
there are some aspects of QBM that have not been, in
our opinion, explored completely in the literature, and
that is what motivates our paper.
First, one should note that the vast majority of the
work on QBM is devoted to microscopic models in which
the coupling of the Brownian particle to the bosonic bath
is linear in both in bath creation and annihilation oper-
ators, and in position (or momentum) of the particle.
The case when such coupling is non-linear in either the
bath or the system operators has been hardly studied –
unique exceptions to our knowledge provide the old works
of Landauer [6], who studied nonlinearity in bath opera-
tors, and Dykman and Krivoglaz [7], Hu, Paz and Zhang
[8], Brun [9], and Banerjee and Ghosh [10], who consid-
ered both cases. Physically, the case of a coupling which
deviates from linearity in the system coordinates corre-
sponds to a situation, in which damping and diffusion
are spatially inhomogeneous. Obviously, such nonlinear-
ity might have both classical and quantum consequences,
and as such deserves careful analysis.
Second, this type of inhomogeneity has been recently
intensively studied in the context of classical Brown-
ian motion (CBM) and other classical diffusive systems.
In particular, explicit formulae were derived for noise-
induced drifts in the small-mass (Smoluchowski-Kramers
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[11, 12]) and other limits [13–15]. Noise-induced drifts
have been shown to appear in a general class of diffusive
systems, including systems with time delay and systems
driven by colored noise. Applications include Brownian
motion in diffusion gradient [16, 17], noisy electrical cir-
cuits [18] and thermophoresis [19]. In the first two cases
the theoretical predictions have been demonstrated to
be in an excellent agreement with the experiment. Diffu-
sion in inhomogeneous and disordered media is presently
one of the fastest developing subjects in the theory of
random walks and CBM [20–23], and finds vast appli-
cations in various areas of science. There is a consider-
able interest in the studies of various forms of anoma-
lous diffusion and non-ergodicity [23–26], based either on
the theory of heavy-tailed continuous-time random walk
(CTRW) [27, 28] or on models characterized by a diffusiv-
ity (i.e., a diffusion coefficient) that is inhomogeneous in
time [29] or space [13, 30]. Particularly impressive is the
recent progress in single particle imaging, for instance in
biophotonics (cf. [31–37] and references therein), where
the single particle trajectories of, say, a receptor on a
cell membrane can be traced. It is presently investigated
how random walk and CBM models with inhomogeneous
diffusion may be employed in the description of such phe-
nomena [38, 39].
The examples mentioned above are strictly classical,
but the recent unprecedented progress in control, de-
tection and manipulation of ultracold atoms and ions
[40] are giving us the possibility to perform similar kind
of experiments (e.g., single particle tracking to monitor
the real time dynamics of given atoms) in the quantum
regime [41]. Note that such experiments were unthink-
able, say, 20 years ago (see the corresponding paragraphs
ar
X
iv
:1
41
0.
84
48
v2
  [
co
nd
-m
at.
qu
an
t-g
as
]  
16
 A
pr
 20
15
2about difficulties to observe QBM in Ref. [1]). Note also
that ultracold set-ups will naturally involve spatial inho-
mogeneities, due to the necessary presence of trapping
potentials and eventual stray fields. This is in fact the
third motivation of this paper: to formulate and study
theory of QBM at low temperatures, and in the presence
of spatially inhomogeneous damping and diffusion.
An immediate application of our theory concerns dilute
impurities embedded in an ultracold degenerate quantum
gas. Such problem has been intensively studied in the re-
cent years in the context of polaron physics in strongly-
interacting Fermi gases [42–47] and Bose gases [48–57].
Obviously, there is a vast amount of literature on the
polaron problem, or more generally on electron-phonon
interactions, in solid state systems (cf. [58, 59]). The
theory of polarons has been also a subject of intensive
studies in mathematical physics [60–63]. In analogy to
the studies of classical stochastic processes [13, 14, 64–
68], the present work opens also the possibility of employ-
ing ultracold atoms to study the quantum Smoluchowski-
Kramers limit of a very light Brownian particle, or cor-
respondingly an over-damped Brownian motion.
Since the present paper revisits some of the handbook
material, part of the presentation reproduces known and
well established results. We include it here in order to
make our further argumentations and derivations self-
contained. We start in Section II by presenting the micro-
scopic model of QBM, known as Caldeira-Leggett model
[69, 70], and we derive the quantum master equation
(QME) in the Born-Markov approximation, following up
to a certain point the standard weak-coupling treatment,
i.e., by means of perturbation theory to second order
in the bath-system coupling constant [1]. The result-
ing equation is systematic in the sense of Born expan-
sion, and it takes a certain part of non-Markovian effects
into account. In its most common form, the QME is de-
rived in the limit when the characteristic energy of the
system (i.e. the Brownian particle) ~Ω is much smaller
than the cutoff energy ~Λ, and the latter is much smaller
than the thermal energy kBT of the bath – in the follow-
ing, we will refer to this regime as the Caldeira-Leggett
limit. However, in this paper we are interested to the
regime where kBT becomes comparable to ~Ω. Section
III deals with the case of linear coupling, i.e. spatially
homogeneous damping and diffusion; although this case
has been widely elaborated previously [2, 3], we discuss
carefully the non-standard modifications of the general-
ized master equation appearing in the uncommon limit
~Λ  ~Ω ∼ kBT . In Section IV we present our results
concerning a coupling which is quadratic in the position
of the test particle, which yields a quadratic dependence
of the damping and diffusion coefficients on the position
of the Brownian particle, and extract the corresponding
position-space decoherence time. The stationary solu-
tions of the QMEs and their properties for linear and
quadratic coupling are discussed in Section V. We pre-
dict quite generally Gaussian stationary states which are
asymmetric in the position and momentum variables, and
that may be classified in terms of an effective cooling or
heating, depending on whether the associated distribu-
tion is more or less spread out than the one of its quan-
tum thermal Gibbs-Boltzmann counterpart. The aspect
ratio of the distribution can be so extreme, that the sys-
tem may even become squeezed (super-localized) with
respect to the position of the Brownian particle. The
squeezing effect can be understood in terms of renormal-
ization, or Lamb-shift, of the system frequency ~Ω due to
virtual excitations by the non-resonant bath modes. We
analyze various restrictions on the validity of our the-
ory imposed by Heisenberg principle and non-Markovian
effects, and we stress the role and possibility of obser-
vation of quantum effects. In Section VI we discuss the
near-equilibrium dynamics of the system by computing
moments of the time dependent Wigner function. We
conclude and present the outlook Section VII, where we
comment on the experimental realization of the models
described by our theory. There, we also comment on
challenges of investigating the so-called Smoluchowski-
Kramers limit using a quantum analog of classical ho-
mogenization theory (cf. [14]). A number of more intri-
cate issues are addressed in the Appendices. In Appendix
A we discuss the most general QME for the case of a
generical polynomial coupling in the system’s position,
and Appendices B and C deal with a rather technical
point, the detailed calculation of the coefficients appear-
ing in the generic QME. In Appendix D we summarize
the asymptotic behavior of the QME coefficients for the
cases of a linear and quadratic coupling. In Appendix E
we analyse a (somehow oversimplified) high-temperature
limit of the QME, which includes however the leading
quantum corrections. Finally, Appendix F discusses chal-
lenges related to application of our theory to the problem
of an impurity in an ultracold quantum gas.
It is important to stress to which extent our paper goes
beyond the results of the previously published work [8–
10]. In particular, the in-depth study of Hu, Paz and
Zhang contains the derivations of time-dependent (Red-
field) and time-independent master equation for the case
of general system–bath coupling: linear or nonlinear in
bath and system operators. In our paper we consider the
case where the coupling is linear in bath operators and
polynomial in the system position x, but in contrast to
the earlier works we provide: i) a careful analysis of the
parameter dependences of coefficients entering into the
time independent master equation, obtained as a long
time limit of the Redfield equation, and the various limits
of the resulting equation; ii) a derivation and a detailed
discussion of the properties of the stationary solutions,
analyzing in particular their dynamical stability, classi-
fying solutions in terms of an effective cooling or heat-
ing, and highlighting the presence of quantum squeezed
regimes; iii) a discussion of QBM in the context of physics
of ultracold degenerate gases; in particular, the present
paper provides a solid theoretical basis for further stud-
ies of quantum Brownian motion of an impurity atoms
inside a Bose Einstein condensate.
3Before turning to the body of the paper, let us clar-
ify the use of the notions nonlinear or nonlinear coupling
we will use in the following. In this paper we limit our-
selves to bosonic baths with effective bath Hamiltonians
which are quadratic in bath creation and annihilation op-
erators (i.e., the bath dynamics is linear here), although
more general cases with bath Hamiltonians containing
also quartic terms are also of physical interest (i.e., the
bath dynamics is itself nonlinear there; cf. [55]). We
limit ourselves also to system Hamiltonians quadratic in
the system’s position and momentum (i.e. the system
dynamics is also linear here). Obviously, non-harmonic
trapping or spatially periodic or even random potentials
(leading to a nonlinear dynamics for the system itself)
are also of physical interest. When we refer in this pa-
per to linear coupling between the system and the bath,
we consider the situation when the coupling between the
bath and the system has the form: a bath operator linear
in the bath creation and annihilation operator, times a
system operator linear in the system’s particle position,
or momentum, or both. Note that if in such situation
both the Hamiltonian of the bath and of the system are
quadratic, the whole model corresponds to a system of
coupled harmonic oscillators (i.e., the system plus bath
dynamics as a whole is linear), and the model is exactly
solvable by standard methods (via, e.g., matrix diagonal-
ization, or Fourier or Laplace techniques). We refer to
concrete examples below. When instead we consider a
nonlinear coupling between the system and the bath, we
refer to the situation when the coupling between the bath
and the system has the form: a bath operator linear in
the bath creation and annihilation operator times a sys-
tem operator non-linear in the system’s particle position,
or momentum or both. Of course, one may also consider
a nonlinear coupling between a bath and a system which
are themselves nonlinear (cf. [8]). To conclude, the non-
linearity in the coupling (which is the main focus of the
present work) should not be confused with the nonlinear
order of the Born expansion in the coupling constant κk.
Models involving expansions to quartic and higher order
in κk have been discussed in detail elsewhere (see, e.g.,
[71] and references therein).
II. CALDEIRA-LEGGETT MODEL AND
QUANTUM MASTER EQUATION
A. Caldeira-Leggett model
The Caldeira-Leggett model (CLM) is one of many
models describing a (Brownian) particle interacting with
a bosonic bath (for the models discussing interaction of
an atom, or ensemble of atoms, with a minimally coupled
photon bath, see for instance [72, 73]). Despite its sim-
plicity, the CLM gained popularity in condensed matter
physics due to its very general nature, and its ability to
describe quantum dissipation in the Ohmic, super- and
sub-Ohmic limits. The model is defined by the Hamilto-
nian
H = HS +HB +HI, (1)
where the system, bath and interaction Hamiltonians are
respectively
HS = Hsys + Vc(x) =
p2
2m
+ V (x) + Vc(x), (2)
HB =
∑
k
(
p2k
2mk
+
mkω
2
kx
2
k
2
)
− E0 =
∑
k
~ωkg†kgk, (3)
HI = −f(x)B = −
∑
k
κkxkf(x). (4)
In the above expressions p is the particle momentum, m
its mass, V (x) the trapping potential, and the so called
counter-term
Vc(x) =
∑
k
κ2k
2mkω2k
f(x)2, (5)
will be needed in the following to remove unphysical di-
vergent renormalizations of the trapping potential aris-
ing from the coupling to the bath. The bath bosons have
masses mk and frequencies ωk, and their momenta and
position are denoted by pk and xk, respectively. Alter-
natively, we describe them with the help of annihilation
and creation operators, gk and g
†
k. From the bath Hamil-
tonian, we have removed the constant zero-point energy
E0. The parameters describing the coupling of the bath
modes to the system are denoted by κk. We consider here
the case of a very general position-dependent coupling,
described by a function f(x) of the particle position x.
To keep notation as close as possible to the usual case
of linear coupling, we take f(x) to have dimension of
length, i.e. we write it as f(x) = af˜(x/a), with f˜(x) be-
ing dimensionless, and a denoting a typical length scale
on which f varies. We will restrict our discussion in the
following to the one dimensional (1D) case, but general-
izations to 2D or 3D are straightforward.
Since in order to derive the QME we are going to use
systematic Born-Markov approximation, it is useful to
identify orders of magnitude of various terms with respect
to the coupling. To this aim we rewrite the Hamiltonian
as
H = H0 +H1 +H2, (6)
where H0 = Hsys + HB , H1 = HI, and H2 = Vc(x).
The Hamiltonian of the system+bath ensemble may be
written as
H = Hsys+Vc(x)+
∑
k
~ωkg†kgk+
√
~κ2k
2mkωk
(
gk + g
†
k
)
f(x)
(7)
4The next steps consist in going to the interaction pic-
ture with respect to H0, writing the Liouville-von Neu-
mann equation for the total density matrix ρ(t) of the
system and bath
ρ˙(t) = − i
~
[HI(t), ρ], (8)
where HI(t) is the interaction Hamiltonian in the inter-
action picture. We solve the above equation formally
ρ(t) = ρ(0)− i
~
∫ t
0
ds [HI(s), ρ(s)], (9)
and insert the solution into (8). Taking trace over the
bath and assuming1 that trB[HI(t), ρ(0)] = 0 we obtain
ρ˙S(t) = − 1~2
∫ t
0
dsTrB [HI(t), [HI(s), ρ(s)]]. (10)
B. Born-Markov approximation
We assume also that initially the system and the bath
were uncorrelated, i.e. the initial density matrix was a
simple tensor product, ρS(0) ⊗ ρB(0). The first approx-
imation that we apply is the Born approximation: in a
weak coupling regime, we expect that the influence of
the system on the bath is negligible, and the state of the
total system remains approximately uncorrelated for all
times,
ρ(t) ' ρS(t)⊗ ρB(0). (11)
Under this standard approximation (cf. [2]) we obtain
first
ρ˙S(t) = − 1~2
∫ t
0
dsTrB [HI(t), [HI(s), ρS(s)⊗ ρB(0)]].
(12)
The next steps require more specific assumptions about
the initial state of the bath, and an explicit form of the
bath parameters κk, mk, and ωk. We will assume a ther-
mal state of the bath, described by the density matrix
ρB(0) =
exp(−HB/kBT )
TrB [exp(−HB/kBT )] . (13)
We will also introduce the spectral density, which con-
tains all the relevant properties of the bath; it deter-
mines the analytical form of the coefficients of the QME,
1 This assumption is typically verified as a consequence of the
symmetries; the initial state ρ(0) is often taken to be an even
function of the bath modes’ position and momentum operators,
while the interaction Hamiltonian is an odd function. In any
case, this condition may always be satisfied by suitably redefin-
ing the Hamiltonian.
and therefore characterizes the main dissipation and de-
coherence processes occurring in the central system. The
spectral density may be generally defined as
J(ω) =
∑
k
κ2k
2mkωk
δ(ω − ωk). (14)
As we will see in the following, see Eq. (25), the spec-
tral density will be more specifically defined to be pro-
portional to a damping constant γ, and will necessarily
contain a UV momentum cut-off Λ. As such, when tak-
ing the trace over the bath degrees of freedom, the bath
correlation functions arising in Eq. (12) will decay on a
fast characteristic time scale τB , determined by 1/Λ and
~/kBT . On the other hand, in presence of a weak cou-
pling between the bath and the system, the interaction-
picture system density matrix ρS(t) will evolve only on a
much slower time scale, set by 1/γ. We may thus safely
shift ρS(s) to ρS(t) in Eq. (12). Note that even if the
system exhibits at long times algebraic decay of the form
C/tν with some exponent ν of order 1, the shift from s
to t for |t−s| < τB causes a relative error of order ντB/t,
which is negligible at long times. Traditionally, this ap-
proximation is termed in the handbooks [1–5] Markov ap-
proximation, although the considered quantum stochas-
tic process strictly speaking is non-Markovian. In the
following, we will see this approximation actually is part
of the systematic second order (weak-coupling) expan-
sion in the coupling constant: the shift from s to t will
be accompanied by the corresponding zero-th order time
translation (i.e., time translation for the system decou-
pled from the bath).
In this way we derive the, so called, Redfield equation
[74, 75] for the reduced density matrix of the systems.
Going back to the Schro¨dinger picture, the latter reads
ρ˙S(t) = − i~ [HS , ρS ]
− 1
~2
∫ t
0
dτ TrB [HI(0), [HI(−τ), ρS(t)⊗ ρB(0)]]. (15)
Note that the Redfield equation is in fact the system-
atically derived Master Equation in the second order of
the expansion in coupling constant, also known as weak-
coupling master equation. It is explicitly time dependent,
and as such it is capable of describing non-Markovian ef-
fects. This is discussed in some detail for the case of
linear couplings in [3], and for the general nonlinear cou-
plings in [8]. To be more specific, the Redfield equation
has a well defined long time limit, expected to describe
correctly the long time behavior, but it also describes the
short time non-Markovian effects. In many cases these
non-Markovian effects reduce to “initial slips”, i.e., rapid
changes of the system density matrix before entering into
the long time regime, and an “adiabatic drag”, when the
systems during the slow, long time phase of the evolu-
tion “drags” the bath with itself (cf. [76–78], and ref-
erences therein) The final step of what is traditionally
5called Markov approximation consists in taking the long
time limit, extending the τ integration to infinity, obtain-
ing in this way a QME which is local in time,
ρ˙S(t) = − i~ [HS , ρS ] (16)
− 1
~2
∫ ∞
0
dτ TrB [HI(0), [HI(−τ), ρS(t)⊗ ρB(0)]].
We will refer to the latter as to the Born-Markov Quan-
tum Master Equation (BM-QME), making explicit refer-
ence to the two key approximations performed to derive
it.
At this point, two important issues are worth dis-
cussing. First of all, it should be noted that the BM-
QME is not, strictly speaking, Markovian. A quantum
stochastic process is a quantum Markov process only if
it can be regarded as a quantum Langevin process with
purely white noise, and if it is described by a time inde-
pendent master equation of Lindblad form. If we treated
our model solving, say, the Heisenberg equations of mo-
tion, we would see that: i) for the case of linear coupling,
the quantum noise is additive, but by no means white:
its correlations indeed would typically have finite (expo-
nential decay) correlation time, and even small algebraic
long time tails; ii) for the case of non-linear coupling, the
quantum noise not only is coloured, but is multiplicative,
which of course complicates the treatment even more.
Moreover, the long-time limit taken, in Eq. (16), dur-
ing the Markov approximation, loosely speaking erases
the memory about the initial state. Such procedure is a
frequent “abuse” in quantum optics, leading to unphysi-
cal solutions in certain regimes of parameters (typically
at very low temperatures). Obviously, all these problems
can be avoided in the case of linear coupling and har-
monic trapping potential, when the exact QME is used
[79, 80]. Unfortunately, the exact solutions are not known
in the case of nonlinear coupling. In the latter case, the
Markov-Born approximations quite naturally seem to be
the method of choice to obtain novel results. Trying to
improve them using a canonical perturbation theory a` la
Ref. [71] is a very interesting challenge, which however
goes beyond the scope of the present paper. In order to
obtain a fair comparison, we will compare the approx-
imate solutions of the non-linear case with the results
obtained for the linear coupling using the same Markov-
Born approximation.
C. Caldeira-Leggett QME
Following the notation of Ref. [3], we can express
the environment self-correlation function as C(τ) =
〈B(0)B(−τ)〉B = ν(τ)− iη(τ), with the noise kernel
ν(τ) =
∫ ∞
0
dω J(ω) coth
(
~ω
2kBT
)
cos(ωτ) (17)
and the dissipation kernel
η(τ) =
∫ ∞
0
dω J(ω) sin(ωτ). (18)
The master equation for the system density matrix ρ(t)
(we will skip in the following the subscript S) takes then
the form
ρ˙(t) = − i
~
[HS , ρ(t)]
− 1
~2
∫ ∞
0
dτ
(
ν(τ)[f(x(0)), [f(x(−τ)), ρ(t)]]
− iη(τ)[f(x(0)), {f(x(−τ)), ρ(t)}]
)
(19)
In the case, when the coupling is linear in the position
of the particle and the environment is Ohmic, Caldeira
and Leggett in [69, 70] showed that the reduced density
matrix ρ of a harmonic oscillator of massm and frequency
Ω, obeys in the high temperature limit kBT/~ Λ Ω
the following master equation (CLME):
ρ˙ = − i
~
[Hsys, ρ]− iγ
2~
[x, {p, ρ}]−mγkBT
~2
[x, [x, ρ]]. (20)
Here γ = η/m is the characteristic damping rate of the
oscillator, and η is the friction coefficient.
Similarly, as shown first in Ref. [8], in the case of
non-linear coupling f(x) to the Ohmic environment and
T → ∞, the evolution of the system is described by a
generalization of the Caldeira-Leggett Master Equation,
which may be written as
ρ˙ = − i
~
[Hsys, ρ]− iγm
2~
[f(x), {f˙(x), ρ}]
− mγkBT
~2
[f(x), [f(x), ρ]]. (21)
We have introduced/defined here the “dot” operator
f˙(x) = − i
~
[f(x), Hsys] =
pf ′(x) + f ′(x)p
2m
. (22)
Our aim in the following is to derive the generalizations
of Eqs. (20) and (21) to the situation in which kBT ' ~Ω,
and the largest energy scale in the problem is the cutoff
energy ~Λ. For the case of linear coupling the result-
ing master equation was derived in certain limits in Refs.
[2, 3]. One should stress once more that in the case when
the Hamiltonians of both the bath and the system are
quadratic, the whole model corresponds to a system of
coupled harmonic oscillators (i.e. the system plus bath
dynamics as a whole is linear), and the model is exactly
soluble by standard methods such as matrix diagonaliza-
tion, Fourier or Laplace techniques (cf. [72, 81, 82]). In
such situation, the exact time-dependent Master Equa-
tion (i.e., an exact analogue of the Redfield equation) can
be worked out rigorously for various spectral functions
(cf. [79, 80]). The case of nonlinear coupling (in the sys-
tem’s variables, as discussed in the last paragraph of the
6Introduction), to our knowledge, has been only discussed
in Refs. [8–10]; however, explicit analytic expressions for
the coefficients entering the master equation have gener-
ally not been discussed there.
III. BM-QME WITH LINEAR COUPLING
In this work we will focus on the simplest case of a
harmonic potential V (x) = mΩ2x2/2, where Ω denotes
the oscillator frequency, and mΩ2 is the corresponding
spring constant. In the interaction picture, the position
operator obeys x(τ) = x cos(Ωτ) + (p/mΩ) sin(Ωτ), and
the master equation may be written in the simple form
ρ˙(t) = − i
~
[
HˆS + Cxx
2, ρ(t)
]
− iCp
~mΩ
[x, {p, ρ(t)}]
− Dx
~
[x, [x, ρ(t)]]− Dp
~mΩ
[x, [p, ρ(t)]], (23)
where the frequency renormalization of the harmonic po-
tential, the momentum damping coefficient, the normal
diffusion coefficient, and the anomalous diffusion coeffi-
cient are respectively proportional to
Cx = −
∫ ∞
0
dτ η(τ) cos(Ωτ) (24)
Cp =
∫ ∞
0
dτ η(τ) sin(Ωτ)
Dx =
∫ ∞
0
dτ ν(τ) cos(Ωτ)
Dp = −
∫ ∞
0
dτ ν(τ) sin(Ωτ)
For definiteness, in this paper we focus on the case
where the spectral density is Ohmic (i.e., it is linear in
ω) and has a Lorentz-Drude (LD) cutoff,
J(ω) =
mγ
pi
ω
Λ2
ω2 + Λ2
. (25)
The specific choice of cutoff function yields minor quanti-
tative changes to the QME coefficients, but as physically
expected, it does not alter their asymptotic behaviour.
Exploiting the Matsubara representation
coth
(
~ω
2kBT
)
=
2kBT
~ω
∞∑
n=−∞
1
1 + (νn/ω)2
(26)
with bosonic frequencies νn = 2pinkBT/~, the noise and
dissipation kernels may be evaluated analytically with
the help of the Cauchy’s residue theorem,
ν(τ) =
mkBTγΛ
2
~
∞∑
n=−∞
Λe−Λ|τ | − |νn|e−|νnτ |
Λ2 − ν2n
, (27)
η(τ) =
mγΛ2
2
sign(τ)e−Λ|τ |, (28)
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Figure 1. (Color online) Plots of the adimensional functions
DiΓ(z) (continuous) and Re[DiΓ[(iz)] (dashed). At large z,
both functions approach log(z) (dotted).
and the coefficients can be evaluated as follows:
Cx(Ω) = −mγ
2pi
∫ ∞
−∞
dωP
(
1
ω + Ω
ωΛ2
ω2 + Λ2
)
(29)
= − mγΛ
3
2(Ω2 + Λ2)
Cp(Ω) =
mγΩΛ2
2(Ω2 + Λ2)
Dx(Ω) =
mγΩΛ2
2(Ω2 + Λ2)
coth
(
~Ω
2kBT
)
,
In the first equation above we have used the iden-
tity 2i
∫∞
0
dτ sin(ωτ) =
∫∞
−∞ dτ sign(τ)e
iωτ = 2iP ( 1ω ),
where P denotes the principal value of the integral.
The derivation of the anomalous diffusion coefficient
Dp is more involved. One has
Dp(Ω) = −
∫ ∞
−∞
dω
2pi
P
[
mγΛ2
ω + Ω
ω
ω2 + Λ2
coth
(
~ω
2kBT
)]
.
To perform the principal part integration with the stan-
dard trick
∫
dωP
[
f(ω)
ω
]
=
∫
dω
[
f(ω)−f(0)
ω
]
we need the
numerator to be a polynomial in ω. Inserting the Mat-
subara representation of the coth in (30), one finds
pi(Ω2 + Λ2)
mγΩΛ2
Dp(Ω) = −pi~
∞∑
n=−∞
kBT
(Ω2 + ν2n)
(Ω2 − Λ|νn|)
Λ + |νn|
=
pikBT
~Λ
+ DiΓ
(
~Λ
2pikBT
)
− Re
[
DiΓ
(
i~Ω
2pikBT
)]
.
(30)
The function DiΓ(z) ≡ Γ′(z)/Γ(z) is the logarithmic
derivative of the Gamma function, and it is plotted in
Fig. 1 for both real and imaginary arguments.
The Cx term provides a term which strongly renormal-
izes the harmonic potential frequency. The role of the
7counterterm Vc introduced in the Hamiltonian is exactly
to remove this spurious contribution, and from Eq. (23)
we see explicitly that a perfect cancellation is obtained
by choosing Vc(x) = −Cxx2. Regarding the other coeffi-
cients, as we will see in the following, Cp provides momen-
tum damping, Dx yields normal momentum diffusion,
and Dp contributes to anomalous diffusion. The Dx term
may also be seen as the one responsible for decoherence
in the position basis [3, 83, 84]. There, the density matrix
may be represented as ρ(x1, x2, t) = 〈x1|ρ(t)|x2〉, and one
finds ∂tρ(x1, x2, t) = −Dx(x1 − x2)2ρ(x1, x2, t)/~ + . . .,
so that the off-diagonal components of ρ decohere at a
rate directly proportional to the square of the distance
between them, γ
(1)
x1,x2 = Dx(x1 − x2)2/~, see Fig. 2.
A. Caldeira-Leggett limit (linear case)
In the high-temperature and large cutoff limits
kBT/~  Λ  Ω, we may use the series expansions
DiΓ(z) = −z−1 − γ˜ + pi2z/6 + O(z2) and Re[DiΓ(iz)] =
−γ˜ +O(z2) (with γ˜ the Euler gamma, and real adimen-
sional argument z) to find
Dp
~mΩ
= −kBTγ
~2Λ
+O
(
Λ
T
)
, (31)
this leading contribution coming from the zero Matsub-
ara frequency term. Apart from a factor 1/2, due to a
different definition of the damping constant γ, this ex-
pression agrees with Eq. (3.409) of Ref. [2], and with Eq.
(5.54) of Ref. [3] (mind however that the latter one has a
minor typo, i.e., this coefficient appears with the wrong
sign). Inserting in the ME, Eq. (23), at high-T one finds
ρ˙(t) = − i
~
[Hsys, ρ(t)]− iγ
2~
[x, {p, ρ(t)}]
− mγkBT
~2
[x, [x, ρ(t)]] +
γkBT
~2Λ
[x, [p, ρ(t)]]. (32)
Since p is of order mΩx in an harmonic potential, the
last term may be neglected as it scales as Ω/Λ, and in
this way we recover the usual Caldeira-Leggett ME, Eq.
(20). As such, in the following we will refer to the regime
where kBT/~  Λ  Ω as the Caldeira-Leggett limit.
Note that in the case of a harmonic potential trapping
the Brownian particle, or more generally upon neglect-
ing quantum effects for the general non-harmonic poten-
tial, the corresponding time dependent equation for the
Wigner function in this regime has a particularly simple
interpretation (cf. Ref. [1]): it is a Fokker–Plank equa-
tion for the probability distribution in the phase space
of a classical Brownian particle undergoing damped mo-
tion with a damping constant γ under the influence of a
Langevin stochastic noise–force F (t). The noise is Gaus-
sian and white, but it fulfills the fluctuation–dissipation
relation, i.e., the average of the noise correlation satis-
fies 〈F (t + τ)F (t)〉 = 2γkBT . This relation assures that
0 1 2 3
0
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2
3
Figure 2. (Color online) Plot of the coefficients Dn,0, which
control the decoherence rate of the off-diagonal elements of
the density matrix ρ(x1, x2) in the position basis. The lines
represent respectively D1,0 = Dx (blue), D2,0 = Dxx (red),
and D3,0 (green). Continuous lines are for Λ = 2Ω, dashed
lines for Λ = 100Ω. In the Caldeira-Leggett limit kBT/~ 
Λ Ω, we find Dn,0 → mγkBT/~ (dotted line), independent
of n.
the stable stationary state of the dynamics is the classi-
cal Gibbs-Boltzmann state. In terms of the coefficients
entering the master equation the fluctuation–dissipation
relation implies that Dx/Cp = 2kBT/~Ω.
B. Large cutoff limit (linear case)
We want to look at the interesting limit Λ Ω, kBT/~,
with Ω ∼ kBT/~; in this case we find
ρ˙(t) = − i
~
[Hsys, ρ(t)]− iγ
2~
[x, {p, ρ(t)}]
− mγΩ
2~
coth
(
~Ω
2kBT
)
[x, [x, ρ(t)]]− Dp
~mΩ
[x, [p, ρ(t)]].
(33)
For large z we have DiΓ(z) ∼ log(z) − 1/(2z) + O(z−2)
and Re[DiΓ(iz)] ∼ log(z) + 1/(12z2) + O(z−3), and
the anomalous diffusion coefficient is proportional to
Dp ∼ mγΩpi log
(
~Λ
2pikBT
)
. In this limit, we have more-
over Dx/Cp = coth (~Ω/2kBT ). Equation (33), with the
anomalous diffusion coefficient given in Eq. (30), consti-
tutes the main results of this section. As we will argue
in Section VII and Appendix F, in any practical physical
application of the present theory the cutoff energy ~Λ
has a very concrete physical meaning: in a trap the bath
frequencies are evidently bound by the trap depth, in an
optical lattice by the lowest band’s width, and so on.
8C. Ultra-low temperature limit (linear case)
To conclude the analysis of the linear case, we consider
the limit Λ Ω kBT/~. Since both DiΓ functions in
Eq. (30) diverge logarithmically, the temperature drops
completely out of the QME, which reads now
ρ˙(t) = − i
~
[Hsys, ρ(t)]− iγ
2~
[x, {p, ρ(t)}]
− mγΩ
2~
[x, [x, ρ(t)]]− γ
~pi
log
(
Λ
Ω
)
[x, [p, ρ(t)]]. (34)
IV. BM-QME WITH QUADRATIC COUPLING
Let us now turn to the main subject of this paper:
the Born-Markov QME with non-linear coupling in the
particle position. We discuss in detail here the case of
quadratic coupling, f(x) = x2/a, and leave the presenta-
tion of the more involved results for a completely general
coupling to the Appendix A.
The Heisenberg equation for x2(τ) yields
x2(−τ) =
(
x cos(Ωτ)− p
mΩ
sin(Ωτ)
)2
= x2 cos2(Ωτ)−{x, p}
mΩ
sin(Ωτ) cos(Ωτ)+
p2
m2Ω2
sin2(Ωτ)
(35)
so that (using the linearity of commutators and anti-
commutators) one finds
ρ˙(t) = − i
~
[HS , ρ(t)]− iCxx~a2 [x
2, {x2, ρ(t)}]− iCxp
~a2
[
x2,
{{x, p}
mΩ
, ρ(t)
}]
− iCpp
~a2
[
x2,
{
p2
m2Ω2
, ρ(t)
}]
− Dxx
~a2
[x2, [x2, ρ(t)]]− Dxp
~a2
[
x2,
[{x, p}
mΩ
, ρ(t)
]]
− Dpp
~a2
[
x2,
[
p2
m2Ω2
, ρ(t)
]]
, (36)
with the coefficients C... given by
Cxx =−
∫ ∞
0
dτ η(τ) cos2(Ωτ)
Cxp =
∫ ∞
0
dτ η(τ) sin(Ωτ) cos(Ωτ)
Cpp =−
∫ ∞
0
dτ η(τ) sin2(Ωτ)
and the D... by
Dxx =
∫ ∞
0
dτ ν(τ) cos2(Ωτ)
Dxp =−
∫ ∞
0
dτ ν(τ) sin(Ωτ) cos(Ωτ)
Dpp =
∫ ∞
0
dτ ν(τ) sin2(Ωτ)
Using sin(x) cos(x) = sin(2x)/2 and introducing the
shorthand notation
c(Λ) = Λ2/(4Ω2 + Λ2) (37)
for the cutoff function evaluated at frequency 2Ω, we may
exploit the results for Cp and Dp in the linear case to find
Cxp =
1
2
∫ ∞
0
dτ η(τ) sin(2Ωτ) =
Cp(2Ω)
2
=
mγΩ
2
c(Λ)
Dxp =
Dp(2Ω)
2
=
mγΩ
pi
c(Λ)
{
pikBT
~Λ
+ DiΓ
(
~Λ/2
pikBT
)
−Re
[
DiΓ
(
i~Ω
pikBT
)]}
Similarly, using cos2(x) = [1 + cos(2x)]/2, Iν ≡∫∞
0
dτ ν(τ) = mkBTγ/~, and Dx for the linear case, one
finds
Dxx =
Iν +Dx(2Ω)
2
=
mγΩ
2
[
kBT
~Ω
+ c(Λ) coth
(
~Ω
kBT
)]
Dpp =Iν −Dxx = mγΩ
2
[
kBT
~Ω
− c(Λ) coth
(
~Ω
kBT
)]
Finally, using Iη ≡
∫∞
0
dτ η(τ) = mγΛ/2, and the
derivation for Cx in the linear case, we also find
Cxx =− Iη
2
+
Cx(2Ω)
2
= −mγΛ(2Ω
2 + Λ2)
2(4Ω2 + Λ2)
Cpp =− Iη − Cxx = −mγΩ
2
Λ
c(Λ)
In analogy with the linear case, the coefficient Cxx
diverges with the cutoff Λ, but this poses no prob-
lems as [x2, {x2, ρ}] = [x4, ρ], so this term may al-
ways be canceled exactly by an appropriate counter-term
9Vc(x) = −Cxxx4/a2, representing this time a Lamb-
shift of the coefficient of the quartic term in the con-
finement. All other coefficients remain bounded in the
limit of ~Λ/kBT → ∞, exception made for Dxp which
exhibits a mild logarithmic divergence, in complete anal-
ogy with Dp in the linear case. The generalized QME
(36), together with the explicit forms of its coefficients,
represent a central result of this paper. Here below, we
analyze the behavior of the various coefficients in three
different limits.
A. Caldeira-Leggett limit (quadratic case)
In the usual high-temperature limit kBT/~ Λ Ω,
we have
Dxx ≈mγkBT/~
Dxp ≈−mγ(kBT/~)(Ω/Λ) −→ 0
Dpp ≈−mγ~Ω2/(6kBT ) −→ 0,
(38)
and therefore we obtain
ρ˙(t) = − i
~
[Hsys, ρ(t)]− imγ
2~
[
x2
a
,
{{x, p}
ma
, ρ(t)
}]
− mγkBT
~2
[
x2
a
,
[
x2
a
, ρ(t)
]]
,
which agrees with the generalized CLME discussed in the
introduction, Eq. (21). In this high-temperature limit,
it is easy to identify Cxp as being proportional to the
momentum damping coefficient, and Dxx to the normal
momentum diffusion coefficient. In analogy with the lin-
ear case, this latter term may also be seen as the one
responsible for decoherence in the position basis. The
off-diagonal components of ρ are in this way found to de-
cohere at a rate γ
(2)
x1,x2 = Dxx(x
2
1 − x22)2/~a2, see Fig. 2.
This is an important result, providing a typical timescale
for decoherence of states entangled in position space in
presence of a bath coupling of the form f(x) ∝ x2. In
App. A we will provide a general formula which yields
the position-space decoherence rate γ
(n)
x1,x2 associated to
a coupling with an arbitrary power of the system’s coor-
dinate, f(x) ∝ xn. Remarkably, and at odds with what
found in Ref. [8], we find that superposition states which
are symmetric around the origin (e.g., sharply localized
around both +x0 and −x0) will be protected by decoher-
ence in presence of couplings containing only even powers
of n.
Note also that in this limit we recover again the classi-
cal Gibbs-Boltzmann stationary states, and the dynamics
satisfies the fluctuation-dissipation relation. Namely, in
the case of an harmonic potential, or more generally upon
neglecting quantum effects induced by an anharmonic
potential, the time dependent equation for the Wigner
function has the interpretation of a Fokker–Plank equa-
tion for the probability distribution in the phase space of
a classical Brownian particle undergoing damped motion
with an x–dependent damping γ(x/a)2 under the influ-
ence of a multiplicative Langevin stochastic noise–force
F (t)(x(t)/a). The noise is Gaussian and white, and it ful-
fills the fluctuation–dissipation relation, i.e. the average
of the noise correlation yields 〈F (t+τ)x(t+τ)F (t)x(t)〉 =
2γkBT 〈x2〉. This relation assures that the stable sta-
tionary state of the dynamics is the classical Gibbs-
Boltzmann state. In terms of the coefficients entering
the master equation the fluctuation–dissipation relation
implies that Dxx/Cxp = 2kBT/~Ω.
B. Large cutoff limit (quadratic case)
Taking the more interesting limit ~Λ ~Ω, kBT limit
simply amounts to setting c(Λ) = 1 in the expression
for the various coefficients. In this regime, our QME ex-
hibits several differences in comparison to Eq. (21): i)
the coefficient Cpp (a term contributing to a Lamb-shift
of the trap frequency Ω) is suppressed as Ω/Λ; ii) the
normal momentum diffusion (or position-basis decoher-
ence) coefficient Dxx, which is analogous to the Dx of the
linear case, develops a non-trivial quantum dependence
on ~Ω/kBT ; iii) the coefficient Dxp (which contributes
to both the Lamb-shift and the anomalous diffusion) be-
comes log-divergent in Λ, analogously to Dp found in
the linear case; iv) there appears a new coefficient, Dpp,
which depends on ~Ω/kBT , and vanishes for kBT  ~Ω.
We note here that, in this limit, the coefficients of
the QME satisfy the generalized fluctuation-dissipation
relations (Dxx + Dpp)/Cxp = 2kBT/~Ω, and (Dxx −
Dpp)/Cxp = 2 coth(~Ω/kBT ). Finally, we note that
the usual high temperature limit, a` la Caldeira-Leggett,
kBT  ~Λ ~Ω, should be taken with precaution in the
case of non-linear coupling. Indeed, as we will see in the
following (cf. Fig. 5), for strong damping the system in a
purely harmonic trap may become dynamically unstable
at sufficiently large temperatures.
C. Ultra-low temperature limit (quadratic case)
The QME equation for kBT/~ Ω Λ reads:
ρ˙(t) = − i
~
[Hsys, ρ(t)]− imγ
2~
[
x2
a
,
{{x, p}
ma
, ρ(t)
}]
− mγΩ
2~
[
x2
a
,
[
x2
a
− p
2
m2Ω2a
, ρ(t)
]]
− mγ
~pi
log
(
Λ
2Ω
)[
x2
a
,
[{x, p}
ma
, ρ(t)
]]
. (39)
As expected the temperature drops out of the equation,
and the Dxp term is log-divergent in the cutoff Λ.
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V. WIGNER FUNCTION APPROACH AND
STATIONARY SOLUTIONS
The Quantum Master Equation for the density matrix
ρ can be particularly well analyzed in terms of the Wigner
function W . To this aim it is useful to introduce the
operators x± = x ± i~2 ∂∂p , and p± = p ± i~2 ∂∂x , which
satisfy the commutation rules
[x+, x−] = [p+, p−] = 0 (40)
[x+, p−] = −[x−, p+] = i~.
The formal substitutions (see Eqs.(4.5.11) of [1]) are of
great use in the following:
xˆρ→ x+W, pˆρ→ p−W (41)
ρxˆ→ x−W, ρpˆ→ p+W.
We note here that, while in the previous Sections x and p
stood for the usual non-commuting operators, from now
on the same symbols will be used to represent the com-
muting variables of the Wigner function W (x, p).
A. Linear case
Let us first analyze the case of linear coupling. When
f(x) = x, the QME for general Ω, Λ and T in terms of
the Wigner function reads2
W˙=
[
mΩ2∂px− ∂xp
m
+
2Cp
mΩ
∂pp+ ~Dx∂2p −
~Dp
mΩ
∂x∂p
]
W.
(42)
The stationary solution to this equation may be found
by inserting a generic quadratic ansatz
Wst ∝ exp
[
−
(
σp
p2
2m
+ σx
mΩ2x2
2
)
/(kBT˜ )
]
(43)
with real parameters σp and σx, and equating indepen-
dently the coefficients of x2 and p2 to zero in the resulting
equation.
In the oversimplified high-T limit kBT  ~Λ ~Ω, a`
la Caldeira-Leggett, one would set Dx = mγkBT/~ and
Dp = 0, and find in this way σp = σx = 1, and T˜ = T .
By retaining instead the complete expression of all terms
in the equation (and, in particular, a non-zero Dp), we
find that the stationary Wigner function is obtained by
choosing σp = 1 and
σx =
1
1− 2Dp/(mΩ2 coth[~Ω/2kBT ]) , (44)
2 Note that [pˆ, ρ]xˆ = [(p− − p+)ρ]xˆ = x−(p− − p+)W .
0 1 20.
0.5
1.
1.5
2.
2.5
Figure 3. (Color online) Effective temperatures as obtained
through the complete quantum treatment, Eq. (45) (blue),
and by means of an oversimplified approximation discussed in
App. E, Eq. (E5) (red). The green line is the high-T result,
T˜ = T .
yielding an effective temperature
T˜ =
~Ω
2kB
coth
(
~Ω
2kBT
)
. (45)
This results is shown in Fig. 3. A number of interesting
conclusions may now be drawn.
First of all, a careful treatment of the equation at low-
T yields an effective temperature which saturates to the
zero-point motion energy. When σp = σx = 1, the Gaus-
sian stationary solution with an effective temperature T˜
as given by the quantum result (45) corresponds to the
exact quantum thermal Gibbs-Boltzmann density matrix
of an harmonic oscillator (the system) at the temperature
T . In this case, the contours of the stationary distribu-
tions are circles of radius
√
2kBT˜ /~Ω for arbitrary T
(i.e., of radius 1 at T = 0).
More generally, in units of the normalized standard
deviations
δx =2
√
mΩ2〈x2〉st
2~Ω
=
√
2kBT˜
~Ωσx
δp =2
√
〈p2〉st
2m~Ω
=
√
2kBT˜
~Ωσp
,
(46)
the Heisenberg uncertainty relation requires that
δxδp ≥ 1, (47)
i.e., that the contour of the distribution encircles an area
not smaller than pi. An important effect of Dp is that it
allows for a contraction of the distribution in x vs. p. The
Heisenberg uncertainty principle then puts an important
constraint on our theory, forcing us to exclude the region
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Figure 4. (Color online) Minimal temperature for the fulfill-
ment of the Heisenberg uncertainty principle for an Ohmic
spectral function with LD cutoff in the linear case, for γ/Ω =
0.1, 0.5, 1 (from bottom to top). In the red region, the gas
displays effective “heating” and a quenched aspect ratio in p
relative to x (i.e., δx/δp > 1). The black, dot-dashed line is
the asymptotic approximation to the boundary of unit aspect
ratio, T = α(1)Λ.
where the inequality is violated. In Fig. 4 we illustrate
this region of validity, as obtained by inserting Eq. (44)
in Eq. (47): for any Λ > Ω, we find that there exists a
critical temperature below which the Heisenberg uncer-
tainty principle is violated. Similar squeezing effects have
been discussed [82] in the literature in the context of the
so called Ullersma model [81]. At T = 0, the Heisenberg
principle requires Λ < Ω.
Interestingly, in the linear case there are no log-
corrections to T˜ coming from the log-divergent term Dp.
Dp grows with the cutoff, and at very large values σx
diverges (i.e., δ2x approaches zero) and becomes nega-
tive, yielding a non-normalizable solution. However, this
bound always lies beyond the one set by the Heisenberg
principle, which requires δxδp ≥ 1.
We may say that the quantum particle immersed in
the bath experiences an effective “heating” if the phase-
space area encircled by the normalized standard devia-
tions is larger than the one a quantum Gibbs-Boltzmann
(GB) distribution would occupy at the same tempera-
ture. Since 〈Ek〉GB〈Ep〉GB = (kBT˜ /2)2, the system is
effectively heated if
δxδp > coth
(
~Ω
2kBT
)
, (48)
or equivalently σxσp < 1. Since σp = 1 in the linear
case, this amounts to requiring Dp < 0, which remark-
ably does not depend on γ. Asymptotically, we have
T > α(1)Λ + O(Ω/T ), with α(1) ≈ 0.24 solution of the
implicit equation
piα(1) + DiΓ(1/2piα(1)) + γ˜ = 0. (49)
Finally, we consider the aspect ratio of the phase-space
contour described by the standard deviations. Since σp
always equals unity in the linear case, it is easy to see
that we have a quenched aspect ratio in x, relative to p
(i.e., δx/δp < 1) in the “cooling” region, and the opposite
situation (δx/δp > 1) in the “heating” region. In fact
the line separating “heating” region from the “cooling”
region corresponds to the regime where Dp = 0. In this
case the Wigner function is exactly given by a Gaussian
with effective temperature T˜ , and circular shape of the
distribution (δp = δx); it corresponds precisely to the
quantum thermal Gibbs-Boltzmann density matrix.
It should be noted that, when deriving the stationary
solutions from a perturbative treatment of the master
equation to order 2n in the bath-system coupling con-
stant κk, one gets a reduced equilibrium state which is
exact to order 2n − 2, and contains some (but not all)
terms of the order 2n solutions. The overall error is there-
fore of order (κk)
2n itself, as pointed out by Fleming and
Cummings [85] (for discussion of the nature of exact re-
duced equilibrium states see also [86]). Indeed, the vio-
lation of the Heisenberg uncertainty principle we observe
within our BM-QME, which is of second-order in κk, is
driven by the unphysical logarithmic divergence of Dp,
which is itself proportional to γ, i.e., to κ2k. Obviously, if
the exact master equation is used, then Heisenberg uncer-
tainty violation cannot occur in any parameter regime,
ergo this violation is not physical, but is rather a result
of applied approximations. On the other hand, it is to be
expected that both the degree of cooling and squeezing
in the considered quantum stochastic process should be
bounded from below – and the Heisenberg uncertainty
violation gives a reasonable estimate of this bound.
B. Quadratic case
We turn now to the most interesting case, the
quadratic case with f(x) = x2/a. We consider the com-
plete equation, obtained using the results in Sec. (IV B),
and as usual we reabsorb the (linearly divergent in Λ)
contribution coming from the Cxx term in the Hamilto-
nian Hsys, by requiring Vc(x) = −Cxxf(x)2. The equa-
tion of motion for the Wigner function of a harmonically
confined particle reads then
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W˙ =− i
~
[
p2− − p2+
2m
+ V (x+)− V (x−)
]
W − (x2+ − x2−)
 iCxp
(
{x+, p−}+ {x−, p+}
)
~mΩa2
+
iCpp(p
2
− + p
2
+)
~m2Ω2a2
(50)
+
Dxx(x
2
+ − x2−)
~a2
+
Dxp
(
{x+, p−} − {x−, p+}
)
~mΩa2
+
Dpp
(
p2− − p2+
)
m2Ω2~a2
W
=
[
−∂xp
m
+mΩ2∂px+
8Cxp
mΩa2
(
∂ppx
2 +
~2
4
∂2p(∂xx− 1)
)
+
Cpp
(mΩa)2
(
4∂pxp
2 − ~2∂p∂2xx+ 2~2∂p∂x
)
+
4~Dxx∂2px2
a2
+
4~Dxp(∂2pxp− ∂p∂xx2 + ∂px)
mΩa2
− 4~Dpp(∂xx− 1)∂pp
m2Ω2a2
]
W
Interestingly, the Gaussian ansatz (43) would provide a
stationary solution to the above equation if we neglected
the terms proportional to Cpp and Dxp. Remembering
that Dxx − Dpp = 2Cxp coth (~Ω/kBT ), the stationary
solution is found when σp = σx = 1 and
kBT˜
(Cpp=Dxp=0)
=
~Ω
2
coth
(
~Ω
2kBT
)
, (51)
which coincides with the result found above for the linear
case, Eq. (45). Unfortunately however Dxp is generally
not negligible, as for example it diverges logarithmically
with the cut-off Λ. In order to incorporate the neglected
terms, one may try to generalize the ansatz by including
in the exponent terms proportional to higher polynomials
in x2 and p2 (i.e., terms such as x4, x2p2, or p4), but no
closed solution can be be found in this way, as moments
of a given order always couple with higher ones.
The contributions higher than quadratic can, however,
be reasonably taken into account by means of the so-
called self-consistent Gaussian (or pairing) approxima-
tion [87, 88]. The Dxp term is proportional to
∂2pxp− ∂p∂xx2 + ∂px ' ∂2p〈xp〉st − ∂p∂x〈x2〉st + ∂px
= −∂p∂x kBT˜
σxmΩ2
+ ∂px. (52)
As a general rule, averages of odd functions or partial
derivatives vanish when performed with respect to the
Gaussian distribution (43). Similarly, the Cpp term con-
tributes
4∂pxp
2 − ~2∂p∂2xx+ 2~2∂p∂x ≈
4mkBT˜
σp
∂px+ 2~2∂p∂x,
(53)
as (mixed) derivatives of order higher than two vanish in
this approximation. In this way, we get the two equations
δ2p =
δ2x
ζ
+ Γcpp
(
δ2xδ
2
p
2
− 1
)
(54)
δ2xδ
2
p =
δ2xdxx − δ2pdpp
cxp
− 1. (55)
To simplify notation, we have introduced the normalized
damping Γ ≡ 2~γ/(mΩ2a2), the adimensional variables
cxp = 2Cxp/(mγΩ) (and similarly for cpp, dxp, . . .), and
the quantity ζ = 1/(1 + 2Γdxp).
The two coupled equations (54) and (55) may be com-
bined to obtain a single quadratic equation determin-
ing, e.g., δ2x, from which we may then extract δ
2
p. The
quadratic equation has two solutions, and the correct one
may selected by looking at its behaviour in the regime
Ω  kBT/~  Λ. The (-) solution unphysically tends
towards zero there. On the other hand, the (+) solution
correctly yields δ2x ∼ 2kBT/~Ω, i.e., an effective temper-
ature T˜ ∼ T . At odds with the linear case, however, T˜
strongly deviates from T when T ∼ O(Λ/Ω).
A detailed phase diagram for the present case of
quadratic coupling is presented in Fig. 5. The Heisen-
berg principle requires δxδp ≥ 1, a condition which gives
rise to a minimal acceptable temperature which grows
as Tmin ∼ log(Λ) for large Λ/Ω, in close analogy to the
linear case. The Heisenberg bound is shown in Fig. 5a,
together with the region where the gas experiences an
effective heating, or cooling, with respect to its Gibbs-
Boltzmann counterpart.
The corresponding degree of deformation of the phase-
space distribution, as measured by the logarithm of the
aspect ratio log(δ2x/δ
2
p) = log(σp/σx), is shown in Fig.
5b. At small temperatures, we observe the emergence
of a region (below the magenta, dot-dashed lines) where
δ2x < 1, i.e., of genuine quantum squeezing. Notice that,
for damping Γ & 0.1, at large temperatures the aspect
ratio of the distribution displays a very sharp increase;
beyond a certain point, the solution of Eqs. (54) and (55)
yields a value for the fluctuations δ2x which diverges and
turns negative, a clearly unphysical feature signaling the
breakdown of the Gaussian Ansatz in that region.
It may be noticed by comparing Figs. 5a and 5b that,
as in the linear case, the Gibbs-Boltzmann boundary
coincides with the one of unit aspect ratio, a condi-
tion which again is independent of Γ. This may be
explicitly checked by employing the trial GB solution
δ2x = δ
2
p = coth(~Ω/2kBT ), which is an identical solu-
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Figure 5. (Color online) Phase diagram of our equation for a quadratic coupling, under the self-consistent Gaussian approxi-
mation. From left to right, plots are for Γ = 0.1, 0.5, 1. Top (a): the gas experiences an effective “cooling” in the blue regions,
and an effective “heating” in the red regions. Center (b): density plot of the logarithm of the aspect ratio log(δ2x/δ
2
p). Bottom
(c): maximum of the real part of the eigenvalues of the matrix of coefficients of the linear system defined in Eq. (65). In
the green regions, one of the validity conditions is violated, i.e., either the Heisenberg principle is not satisfied, or one of the
eigenvalues of the stability equations becomes positive, or fluctuations δ2x and δ
2
p are complex numbers. The black dashed lines
are the boundaries of unity aspect ratio, where δ2x = δ
2
p. In this way, we see we have “cooling” for δ
2
x/δ
2
p < 1, and “heating”
for δ2x/δ
2
p > 1. We have quantum squeezing with δ
2
x < 1 below the magenta dot-dashed lines, while δ
2
p is never smaller than 1
in the allowed region.
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tion of Eq. (55) for every {Λ,Ω, T}, and a solution of Eq.
(54) for every Γ provided that T = α(2)Λ+O(Ω/T ), with
α(2) ≈ 0.189 satisfying the implicit equation
piα(2) + 2[DiΓ(1/2piα(2)) + γ˜] = 0. (56)
At odds with the linear case seen above, the equations
for a quadratic coupling determine the two ratios δ2x ∝
T˜ /σx and δ
2
p ∝ T˜ /σp, but do not provide an explicit
expression for T˜ , σx and σp separately, leaving therefore
open various possible applications of this theory.
As an example, we may fix T˜ in accordance to the
standard formula for the quantum mechanical harmonic
oscillator, Eq. (45), and then interpret σp and σx as quan-
tum corrections to the inverse mass 1/m and the spring
constant mΩ2. Such “renormalization” should be used if
we considered the starting model as a fundamental quan-
tum field theoretic construct.
Alternatively, one may set, say, σp = 1, and consider
quantum modification of the effective temperature, and
the spring constant. From Eq. (54) one finds in this way
kBT˜ =
~Ω
2
δ2x/ζ − Γcpp
1− Γcppδ2x/2
. (57)
Similarly as in the case of the linear coupling, one needs
to examine the nature of Heisenberg uncertainty patholo-
gies in the present quadratic case. Obviously, the exact
stationary state should not violate the Heisenberg un-
certainty inequality. In the quadratic case, however, the
exact solution is not known, and the results of Ref. [85]
cannot be applied directly. The pathologies may result
from solutions being of mixed order as in Ref. [85], or
from the non-Gaussian form of the unknown exact so-
lution. In any case the pathologies signal the invalidity
of applied approximations and offer a reasonable bound
for the degree of cooling and squeezing in the considered
quantum stochastic process.
VI. NEAR-EQUILIBRIUM DYNAMICS IN
SELF-CONSISTENT GAUSSIAN
APPROXIMATION
In the last Section before Conclusions, we investigate
the near-equilibrium dynamics and stability of station-
ary solutions found in the previous Section. We use the
self-consistent Gaussian approximation, which actually is
exact in the case of linear coupling provided the initial
state was Gaussian.
A. Linear case
It is elementary to derive the equations for the first
and second moments of the Wigner distribution – these
moments characterize the Gaussian state fully, and in the
linear case form two closed systems of linear equations:
˙〈x〉 =〈p〉/m, (58)
˙〈p〉 =−mΩ2〈x〉 − 2Cp
mΩ
〈p〉,
and
˙〈x2〉 =2〈xp〉/m, (59)
˙〈xp〉 = 〈p
2〉
m
−mΩ2〈x2〉 − 2Cp
mΩ
〈xp〉 − ~Dp
mΩ
,
˙〈p2〉 =− 2mΩ2〈xp〉 − 4Cp
mΩ
〈p2〉+ 2~Dx.
Clearly, the solutions tend to their stable stationary val-
ues, 〈x〉st = 〈p〉st = 〈xp〉st = 0, 〈p2〉st = ~mΩDx/2Cp,
and (m2Ω2)〈x2〉st = ~(mΩDx/2Cp − Dp/Ω). The only
constraint is imposed by the Heisenberg principle
mΩ2〈x2〉
2
〈p2〉
2m
≥
(
~Ω
4
)2
. (60)
The equations for 〈x2〉st and 〈p2〉st and the result-
ing Heisenberg bound coincides with the one found for
σx, σp, and δxδp in Sec. V A, a fact which should not
surprise, as we have seen that a Gaussian Ansatz was
providing an exact solution of the problem.
B. Quadratic case
In this case, the Gaussian Ansatz provides only an
approximate solution. Again, the first and second mo-
ments of the Wigner distribution characterize the Gaus-
sian state fully, but this time they couple to higher mo-
ments, so that Wick (Gaussian) de-correlation techniques
have to be used. We obtain for the first moments
˙〈x〉 =〈p〉/m, (61)
˙〈p〉 =−mΩ2〈x〉 − 8Cxp
mΩa2
〈x2p〉 − 4Cpp
(mΩa)2
〈xp2〉
− 4~Dxp
mΩa2
〈x〉 − 4~Dpp
m2Ω2a2
〈p〉.
The Wick’s theorem allows to replace 〈x2p〉 = 〈x〉2〈p〉+
2〈∆x∆p〉〈x〉+ 〈∆2x〉〈p〉, and similarly for 〈xp2〉, where we
represent the Gaussian random variables x = 〈x〉 + ∆x,
p = 〈p〉+ ∆p. We obtain thus
˙〈p〉 =−mΩ2〈x〉 − 8Cxp(〈x〉
2 + 〈∆2x〉)
mΩa2
〈p〉
− 4Cpp(〈p〉
2 + 〈∆2p〉)
m2Ω2a2
〈x〉 − 4~Dxp
mΩa2
〈x〉
− 4~Dpp
m2Ω2a2
〈p〉 − 8〈∆x∆p〉
m2Ω2a2
(Cpp〈p〉+ 2mΩCxp〈x〉).
(62)
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These equations have a stable stationary solution 〈x〉st =
〈p〉st = 0, provided that they describe a damped har-
monic oscillator. If such a solution exists, in its vicin-
ity we may identify 〈∆2x〉st = 〈x2〉st = δ2x~/(2mΩ) and
〈∆2p〉st = 〈p2〉st = ~mΩδ2p/2 (since by hypothesis the first
moments are zero), and we may neglect the quadratic
terms 〈x〉2 and 〈p〉2 and the crossed fluctuation term
〈∆x∆p〉, to obtain the two simultaneous conditions
1 + Γdxp + Γcppδ
2
p/2 ≥ 0, cxpδ2x + dpp ≥ 0 (63)
These, in turn, depend self-consistently on the equations
for the second moments,
˙〈x2〉 = 2
m
〈xp〉, (64)
˙〈xp〉 = 〈p
2〉
m
−mΩ2〈x2〉 − 8
mΩa2
[
Cxp〈x3p〉+ ~Dxp〈x2〉
]
− 1
m2Ω2a2
[
Cpp
(
4〈x2p2〉 − 2~2
)
+ 8~Dpp〈xp〉
]
,
˙〈p2〉 =− 2mΩ2〈xp〉 − 4Cxp
mΩa2
(
4〈x2p2〉+ ~2
)
− 8Cpp
mΩa2
〈xp3〉+ 8~Dxx
a2
〈x2〉 − 8~Dpp
m2Ω2a2
〈p2〉.
From the first equation, we see that if a stable station-
ary solution exists then 〈xp〉st = 0. The quartic terms
may be decomposed as above, using the Wick’s method,
and in this way one may compute the stationary solu-
tion. A straightforward calculation then shows that in
the stationary state 〈x2〉st and 〈p2〉st satisfy the same two
equations found in the preceding Section, Eqs. (54) and
(55). To check the stability of the steady-state, we write
〈x2〉 = 〈x2〉st + ∆x2 , 〈p2〉 = 〈p2〉st + ∆p2 , 〈xp〉 = ∆xp,
and perform linear stability analysis in ∆’s,
∂t(∆x2) =
2
m
∆xp (65)
∂t(∆xp) =
∆p2
m
−mΩ2∆x2 − 24Cxp〈x
2〉st∆xp + 8~Dxp∆x2
mΩa2
− 4Cpp(〈x
2〉st∆p2 + 〈p2〉st∆x2) + 8~Dpp∆xp
m2Ω2a2
∂t(∆p2) =− 2mΩ2∆xp − 16Cxp
mΩa2
[〈p2〉st∆x2 + 〈x2〉st∆p2 ]
− 24Cpp
m2Ω2a2
〈p2〉st∆xp + 8~Dxx
a2
∆x2 − 8~Dpp
m2Ω2a2
∆p2 .
The stability requires that the real parts of all eigenvalues
of the matrix governing the above linear evolution have
to be negative, i.e., have to describe damping. Numerical
analysis of the eigenvalues of this matrix is presented in
Fig. 5c. The plot indicates that all eigenvalues are neg-
ative in most of the region of existence of the physically
sound Gaussian stationary solution, but at the same time
that the region of validity rapidly shrinks with increasing
damping Γ. To resume, regions colored in green are not
accessible by the system because either the normalized
standard deviations δ2x and δ
2
p have an unphysical imag-
inary part, or they do not satisfy the Heisenberg bound
δ2xδ
2
p ≥ 1, or the equations for the first moments do not
describe a damped harmonic oscillator (i.e., inequalities
in (63) are not satisfied), or at least one of the eigenval-
ues of the linear stability matrix of the second moments
(65) becomes positive.
Note that besides the stability question, Eqs. (64) and
(65) incorporate quantum dynamical effects: they de-
scribe dynamics clearly different from their high T clas-
sical analogues, due to the quantum form/origin of the
diffusion coefficients Dxx, Dxp and Dpp.
Finally, let us comment about the large prohibited re-
gion we find in the quadratic case at large T . This region
is generally dynamically unstable, and arises because of
the diverging fluctuations in x caused by a large Lamb-
shift of the effective trap frequency, which turns the at-
tractive harmonic potential into an effectively repulsive
one. It is reasonable to expect that this region would
become allowed if we added a quartic term to the con-
finement, on top of the usual quadratic one. Indeed, Hu,
Paz and Zhang considered only this case, for non-linear
couplings [8]. However, traps for ultracold atoms are
generally to a very high approximation purely quadratic
in the region where the atoms are confined, so that the
presence of a quartic component may be unjustified in a
real experiment.
VII. CONCLUSIONS
We have presented in this paper a careful discussion of
quantum Brownian motion in the case when the reservoir
exhibits an energy cutoff ~Λ much larger than other en-
ergy scales. We considered a Brownian particle in a har-
monic trap, and derived and discussed validity of QME
in this limit for the case of linear and various forms of
nonlinear couplings to the bath. We have pointed out
that stationary distributions exhibit elliptical deforma-
tions, and in the case of non-linear coupling even genuine
quantum squeezing along x.
An ideal application of this theory would be the study
of the properties of impurity atoms embedded into a
Bose-Einstein condensate or an ultracold Fermi gas. A
possible detection of predicted effects would require to: i)
embed a dilute and weakly-interacting gas of impurities
in a degenerate ultracold gas; ii) monitor the stationary
distribution of impurities; iii) eventually, monitor their
approach toward equilibrium. The application of our the-
ory to such situations may be implemented along the lines
sketched in Appendix F.
Another interesting question concerns the
Smoluchowski-Kramers limit [11, 12], which can be
considered as a regime of over-damped quantum Brow-
nian motion, or the case where the mass m of the
Brownian particle tends to zero. This limit is already
highly non-trivial at the classical level, in the presence
of the inhomogeneous damping and diffusion, and it
requires a careful application of homogenization theory
(cf. [13, 14, 89, 90]). Of course, the theoretical approach
16
here is based on the separation of time scales, and has
been in other contexts studied in the theory of classical
and quantum stochastic process [87, 88]. In particular,
the theory of adiabatic elimination has been developed
to include the short time non-Markovian “initial slip”
effects and the effective long time dynamics of the
systems and the bath (“adiabatic drag”) (cf. [76–78] and
references therein).
The Smoluchowski-Kramers (SK) limit was also inten-
sively studied in the contexts of Caldeira-Leggett model
and quantum Brownian motion (cf. [91, 92] and refer-
ences therein). The problem with this limit is that it
corresponds to strong damping, and evidently cannot be
described using weak coupling approach that is normally
used to derive the QME from the microscopic model in
the Born-Markov approximation. We envisage here two
possible and legitimate lines of investigation.
One can forget about the microscopic derivation, and
take the Born-Markov QME as a starting point. The SK
limit corresponds then to setting the spring constantmΩ2
and friction η to constants, and letting the mass m→ 0,
so that γ → ∞ as 1/m and Ω → ∞ as 1/√m. The aim
is to eliminate the fast variable (the momentum) and
to obtain the resulting equation for the position of the
Brownian particle; again, the Wigner function formalism
is particularly suited for such a task.
More ambitious and physically more sound is the ap-
proach in which the microscopic model is treated seri-
ously, and appropriate scalings are introduced at the mi-
croscopic level. One can then start, for instance, from the
formally exact path integral expression for the reduced
dynamics, as pursued by Ankerhold and collaborators
[91, 92]. The other possibility is to use a restricted ver-
sion of the weak coupling assumption, only demanding
that the system does not influence the bath, and use Eq.
(12) combined with Laplace transform techniques and
Zwanzig’s approach [93].
To our knowledge, neither of the two above proposed
research tasks has been so far realized for the case of
inhomogeneous damping and diffusion.
Last, but not least we must bear in mind that the
QMEs derived and discussed in this work suffer from the
fact that they do not, in general, have the Lindblad form,
and thus their solutions are not guaranteed to correspond
to physically sound, non-negatively defined density ma-
trices. One should stress that, similarly as in the case of
the (in)famous sign problem in the Monte Carlo studies
of many-fermion systems, these solutions still may serve
very well as generators of averages and moments, as long
as the negative part of the density matrix is relatively
small with respect to the positive part (in any ”reason-
able” matrix norm). If this is not the case, or just for
formal reasons, one may add artificially “minimal” terms
that assure the Lindblad form of the master equation
[2, 3, 94, 95]. It would eventually be very interesting to
generalize these methods to the QMEs describing inho-
mogeneous damping and diffusion, and to see how these
terms affect the stationary solutions and dynamics dis-
cussed in this paper.
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Appendix A: Markovian QME for generic coupling
We consider here an interaction term with a completely
general coupling in the position of the particle:
Hint =
∑
k
κk
√
~
2mkωk
f(x)
(
g†k + gk
)
. (A1)
If f ∈ C∞(I) and thus may be expanded in Taylor series,
the master equation can be written in the form:
ρ˙ = −i [HS , ρ]−
∞∑
j,n=0
n∑
k=0
f˜ (j)f˜ (n)
aj+n−2j!n!(mΩ)k
[
xj ,
iCn,k
~
{σ(xn−kpk), ρ}+ Dn,k
~
[
σ(xn−kpk), ρ
]]
, (A2)
where σ(xmpk) is the sum of the (m+k)!m!k! distinguishable
permutations of the m + k operators in the polynomial
xmpk [e.g., σ(x2p) = x2p + xpx + px2]. In analogy with
the preceding sections, we have introduced here
Cn,k(Ω) =(−1)k+1
∫ ∞
0
dτ η(τ) cosn−k(ξ) sink(ξ) (A3)
Dn,k(Ω) =(−1)k
∫ ∞
0
dτ ν(τ) cosn−k(ξ) sink(ξ)
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where ξ = Ωτ . These integrals may be calculated by
Laplace transformation, as detailed in Appendix B. Al-
ternatively, we will outline in Appendix C a simpler
method which employs standard trigonometric identities
to straightforwardly reduce every Cn,k to a linear com-
bination of Cx and Cp (the ones computed in the linear
case), and similarly everyDn,k in terms ofDx andDp. As
an example, since cos3(ξ) sin(ξ) = [2 sin(2ξ) + sin(4ξ)]/8,
it is obvious that D4,1(Ω) = [2Dp(2Ω) +Dp(4Ω)]/8.
In complete analogy with the linear and quadratic
cases, for a power law coupling with f(x) = a(x/a)n
the coefficient Dn,0 determines the decoherence in the
position basis, which for a quantum superposition of two
states centered respectively at x and x′ happens with a
characteristic rate γ
(n)
x1,x2 = Dn,0(x
n
1 − xn2 )2/~a2n−2. As
a consequence, for an even more general coupling con-
taining various powers of (x/a), the total decay rate in
position space reads
γx1,x2 =
∞∑
j,n=0
f˜ (j)f˜ (n)Dn,0(x
n
1 − xn2 )2
~j!n!aj+n−2
. (A4)
In contrast with Ref. [8], we find here that quantum su-
perpositions which are sharply localized at positions sym-
metric with respect to the origin (e.g., in the vicinity of,
say, x0 and −x0) will be characterized by a vanishing de-
coherence rate (i.e., a diverging lifetime) in presence of
couplings which contain only even powers of n.
a. Large cut-off limit (general case)
In the limit Λ T,Ω, we find:
• Cn,k ∝ Λ1−k, such that at every order n the only
divergent term is linear, and it is the one which may
be re-absorbed in the Hamiltonian; indeed, Cn,0 is
the coefficient in front of the term i[xn, {xn, ρ}] =
i[x2n, ρ], so that the divergent term is cancelled by
taking Hsys = HS−Cn,0f(x)2. Moreover, for every
n we have Cn,1 = mγΩ/2.
• between the coefficients Dn,k, only the term with
k = 1 diverges, logarithmically as Dn,1 ∼
mγΩ
pi log
(
~Λ
2pikBT
)
+ . . .. All terms with k 6= 1 are
instead finite.
b. High-temperature limit (general case)
In the high-temperature limit kBT  Λ  Ω, the
coefficients C are as in the large-cutoff limit, as they
do not depend on T . In the set of D coefficients, only
Dn,0 ∼ mγkBT/~ remains finite, while all others go to
zero. Using the identity σ(xn−1p) = n{xn−1, p}/2, it is
easy to show that the master equation (A2) reduces to
(21) at high temperatures. In this classical limit, we see
that in presence of a non-linear coupling the coefficients
of the QME satisfy a generalized fluctuation-dissipation
theorem, since for any n we have Dn,0/Cn,1 ≈ 2kBT/~Ω.
Appendix B: Laplace transforms
Here we show how to compute the coefficients of the
QME with a generic coupling by direct Laplace trans-
form. We have
Cn,k(Ω) = (−1)k+1mγΛ
2
2
L[cosn−k(ξ) sink(ξ)]Λ (B1)
Dn,k(Ω) =
mkBTγΛ
2
~
+∞∑
p=−∞
1
Λ2 − ν2p(
ΛL[cosn−k(ξ) sink(ξ)]Λ − |νp|L[cosn−k(ξ) sink(ξ)]|νp|
)
,
(B2)
where L[a(ξ)]s =
∫∞
0
dξ a(ξ)e−sξ stands for the Laplace
transform of a(ξ) with respect to the variable s. Using
the following identity, valid for s > 0,
L
[
cos(n−k)(ξ) sin(k)(ξ)
]
s
=
=
n−k∑
l=0
k∑
j=0
(−1)j+k i
k
2n
(
n− k
l
)(
k
j
)
L
[
ei[n−2(j+l)]ξ
]
s
=
=
n−k∑
l=0
k∑
j=0
(−1)j+k i
k
2n
Fnjl(s),
with
Fnjl(s) ≡
(
n− k
l
)(
k
j
)
1
s− i[n− 2(j + l)]Ω ,
one readily finds
Cn,k =
mγΛ2
2
n−k∑
l=0
k∑
j=0
(−1)j+1 i
k
2n
Fnjl(Λ). (B3)
In the expression for Dn,k, the zero Matsubara-frequency
term should must be treated separately, so that one ob-
tains:
Dn,k =
ik
2n
mkBTγ
~
n−k∑
l=0
k∑
j=0
(−1)j
{
ΛFnjl(Λ)
+ 2
+∞∑
p=1
Λ2
Λ2 − ν2p
[ΛFnjl(Λ)− νpFnjl(νp)]
}
(B4)
Appendix C: Trigonometric identities
The identities presented here provide a very simple
method (alternative to the one described in App. B) to
compute the 2n + 2 coefficients needed to describe the
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QME for an arbitrary coupling f(x) ∝ xn in terms of just
the two integrals Iν ≡
∫∞
0
dτ ν(τ) and Iη ≡
∫∞
0
dτ η(τ),
and of the four coefficients {Cx, Cp, Dx, Dp} we derived
for a linear coupling. Take p+ q = n.
Whenever p is even (or zero), we have
sinp(x) cosq(x) = [1− cos2(x)]p/2 cosq(x)
= c0 +
F [(n−1)/2]∑
k=0
αk cos[(n− 2k)x], (C1)
where F(x) is the ”floor” function (giving the greatest
integer less than or equal to x), and c0 and {αk} are
constants which may be determined using the power re-
duction trigonometric formulas [96]. As an example, we
find
sin2(x) cos3(x) =
3 cos(x) + cos(3x)
4
− 10 cos(x) + 5 cos(3x) + cos(5x)
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(C2)
This formula reduces high powers of the trigonometric
quantity to a sum of cosine-functions of multiples of
its argument, thereby reducing the desired integrals to
known ones.
Similarly, whenever q is even (or zero), we have
sinp(x) cosq(x) = sinp(x)[1− sin2(x)]q/2
= c0 +
F [(n−1)/2]∑
k=0
αk sin[(n− 2k)x]. (C3)
In the case where both p and q are odd integers, we
may write
sinp(x) cosq(x) = sin(x) cos(x)[1−cos2(x)] p−12 cosq−1(x)
=
sin(2x)
2
c0 + F [(n−3)/2]∑
k=0
αk cos[(n− 2k)x]
 , (C4)
and the resulting integrals may be computed using the
simple identity, valid for n > 0,
sin(2x) cos(2nx) =
sin[(2n+ 2)x]− sin[(2n− 2)x]
2
.
(C5)
Appendix D: Asymptotic values of the QME
coefficients for the linear and quadratic cases
We provide here below a table summarizing the asymp-
totic values of the coefficients of the QME for an Ohmic
spectral with a Lorentz-Drude cutoff, in presence of lin-
ear and quadratic couplings, and in various interesting
limits. For simplicity of notation, we give here the values
of the dimensionless quantities c... ≡ 2C.../(mγΩ) (and
similarly for d...). In the central column, ~Ω and kBT
are assumed to be of the same order of magnitude, and
both much smaller than ~Λ.
The coefficients for a linear coupling read:
kBT
~  Λ Ω Λ Ω ∼ kBT~ Λ Ω kBT~
cx −Λ/Ω −Λ/Ω −Λ/Ω
cp 1 1 1
dx
2kBT
~Ω coth
(
~Ω
2kBT
)
1
dp − 2kBT~Λ 2pi log
(
~Λ
2pikBT
)
2
pi log
(
Λ
Ω
)
The coefficients for a quadratic coupling instead read:
kBT
~  Λ Ω Λ Ω ∼ kBT~ Λ Ω kBT~
cxx −Λ/Ω −Λ/Ω −Λ/Ω
cxp 1 1 1
cpp −2Ω/Λ −2Ω/Λ −2Ω/Λ
dxx
2kBT
~Ω
kBT
~Ω + coth
(
~Ω
kBT
)
1
dxp − 2kBT~Λ 2pi log
(
~Λ
2pikBT
)
2
pi log
(
Λ
2Ω
)
dpp − ~Ω3kBT kBT~Ω − coth
(
~Ω
kBT
)
−1
Appendix E: High-T limit with leading quantum
corrections
Let us now apply the Wigner function formalism to
the generalized ME, Eq. (21) valid in the oversimplified
high-T limit, and obtain3
W˙ = − i
~
[
p2− − p2+
2m
+ V (x+)− V (x−)
]
W
− iγ
4~
[f(x+)− f(x−)]
(
{p−, f ′(x+)}+ {p+, f ′(x−)}
)
W
− γmkT
~2
[f2(x+) + f
2(x−)− 2f(x+)f(x−)]W (E1)
In the case, when the potential V (x) is non-harmonic
and/or f(x) is not a linear or quadratic function of x, to
proceed further we perform a Taylor expansion in ~, and
keep the leading terms only. In other words we attempt
to include the leading quantum corrections. One finds
3 Note that {f˙(xˆ), ρ}f(xˆ) = {p−,f
′(x+)}+{p+,f ′(x−)}
2m
ρf(xˆ) =
f(x−)
{p−,f ′(x+)}+{p+,f ′(x−)}
2m
W
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then
W˙ =
[
−∂x p
m
+ ∂pV
′(x)− ~
2
24
∂3pV
′′′(x) + . . .
]
W
+ γ
[
∂pp[f
′(x)]2 +
~2∂2p
8
(
2∂xf
′(x)f ′′(x)
− 2[f ′′(x)]2 − 4
3
∂ppf
′(x)f ′′′(x)
)
+ . . .
]
W
+mγkBT
[
∂2p [f
′(x)]2 − ~
2
12
∂4pf
′(x)f ′′′(x) + . . .
]
W
(E2)
The above equation is the main result of this subsection
– it combines the (oversimplified) high-T limit with the
leading quantum corrections. To zeroth order in ~, the
ME for the Wigner matrix reads
W˙ =
[
− p
m
∂x + V
′(x)∂p + γ[f ′(x)]2∂pp
+mγkBT [f
′(x)]2∂2p
]
W (E3)
1. Quadratic case – high-T solution
As an example we consider the simplest non-linear cou-
pling to the bath, a quadratic one, which we write in the
form f(x) = x2/a. We also take the potential to be
quadratic, V (x) = mΩ2x2/2. Since f ′′′(x) = 0, from
Eq. (E2) truncated to O(~2) we have
W˙ =
[
− p
m
∂x +mΩ
2x∂p
+
4γx2
a2
(
∂pp+mkBT∂
2
p +
~2
4x
∂2p∂x
)]
W (E4)
A stationary solution of this equation is in the form of
Eq. (43) with σp = σx = 1 and
T˜ =
T
2
1±
√
1−
(
~Ω
kBT
)2 . (E5)
Only the + solution is physically acceptable, as can be
seen by looking at large temperature kBT  ~Ω, where
the + solution becomes
T˜ = T
[
1−
(
~Ω
2kT
)2]
(E6)
This result is plotted as a red curve in Fig. 3, and may
be interpreted as an effective cooling, since T˜ < T , or
as a breakdown of the dissipation-fluctuation relation, or
as quantum localization in phase space. However, as we
have seen, this result is incorrect. Obviously, it cannot
be correct when kBT ' ~Ω, but it loses validity already
at larger temperatures, when kBT . ~Λ, since then nei-
ther Dxp nor Dpp terms can be neglected. Looking from
another angle, this result contains a quantum correction
of order ~Ω/kBT , which is simply non-systematic, and
moreover it depends on the order of limits: high temper-
ature T →∞, and stationarity, long time limit t→∞.
Appendix F: Harmonically trapped particle inside a
Bose-Einstein condensate
The problem of dilute impurities in an ultracold gas
can be studied from various points of view: as a polaron
problem in a Fermi (cf. [42–47]) or Bose (cf. [48–57]) gas,
or as problem of orthogonality catastrophe in a Fermi gas
(cf. [97, 98]), or with established techniques for studying
polarons in condensed matter systems [58]. We propose
yet another point of view. We consider a condensate
of N  1 identical bosonic atoms of mass M inside an
harmonic trap of frequency ω, interacting with scattering
length as. Denoting by ψ
†(r) and ψˆ(r) atomic creation
and annihilation operators, the Hamiltonian of the Bose-
Einstein condensate (BEC) is given by
HBEC =
∫
d3r ψˆ†(r)
[
−~
2∇2
2M
+
Mω2r2
2
+
4pi~2as
M
ψˆ†(r)ψˆ(r)
]
ψˆ(r). (F1)
We consider a single impurity trapped inside the BEC.
The impurity is described as an harmonic oscillator of
massm and frequency Ω, interacting with the BEC atoms
through a short-range (contact) potential characterized
by a scattering length as. Its mean-field Hamiltonian is
Himp = −~
2∇2
2m
+
mΩ2r2
2
+
2pi~2as
µ
n(r), (F2)
where µ = mM/(m + M) is the reduced mass, and
n(r) = ψˆ†(r)ψˆ(r) is the BEC density. We follow the
Bogolyubov-de Gennes (BdG) formalism [99], and write
ψˆ(r) =
√
Nϕ(r) + δψˆ(r) with ϕ real,
∫
d3rϕ2(r) = 1,
and
δψˆ(r) =
∑
k
gˆkuk(r) + gˆ
†
−kv
∗
k(r)
δψˆ†(r) =
∑
k
gˆ†ku
∗
k(r) + gˆ−kvk(r),
where gˆ†k and gˆk are the Bogolyubov quasi-particles’ cre-
ation and annihilation operators, while v∗−k(r) and uk(r)
are the corresponding mode functions. We approximate
ψˆ†(r)ψˆ(r) ' Nϕ2(r) +
√
Nϕ(r)
[
δψˆ(r) + δψˆ†(r)
]
=
n(r) +
√
n(r)
[∑
k
gˆkfk(r) + gˆ
†
kf
∗
k(r)
]
(F3)
with fk(r) = uk(r)+v−k(r). As the phases of u and v are
arbitrary, we may choose them real, such that fk(r) =
20
f∗k(r). The BdG Hamiltonian for the impurity + BEC
becomes then
HBdG = −~
2∇2
2m
+
mΩ2r2
2
+
∑
k
~ωkgˆ†kgˆk
+
2pi~2as
µ
[
n(r) +
√
n(r)
∑
k
fk(r)(gˆk + gˆ
†
k)
]
. (F4)
There are several important differences between the BdG
model (F4) and the Caldeira-Leggett model:
• In the CLM the interaction Hamiltonian has a sim-
ple separable form, HI = −Bˆf(xˆ), where Bˆ and
f(xˆ) are bath and system operators, respectively.
This is not the case in the BdG model: different
Bogolyubov modes couple differently to the system
via different mode functions.
• The spectral density for a BEC is not necessar-
ily Ohmic. It depends on the dimension, and the
dispersion relation of the Bogolyubov modes, ~ωk;
this relation generally interpolates between a low-
energy phonon-like (~ωk ∝ |k|) and a high-energy
free-particle-like (~ωk ∝ k2) behaviors (cf. [99]),
and it may even exhibit a roton minimum at inter-
mediate energies (cf. [100]).
• In any practical physical application of the present
theory the cutoff energy ~Λ has a very concrete
physical sense: in a trap the bath frequencies are
evidently bound by the trap depth, in an optical
lattice by the lowest band’s width, and so on. Even
more seriously: in any tight trap the high energy
excitation modes will be concentrated at the semi-
classical edges, as determined by the trap potential
at a given energy; their overlap with the conden-
sate, which has a size limited, say, by the Thomas–
Fermi radius, will then be very small, and will de-
crease rapidly with the energy of excitations.
Radically different is the case of a Fermi bath. In this
case there is no condensate, so the density fluctuations
are from the very beginning quadratic functions of the
fermionic creation and annihilation operators. Still, a
theory similar to the one presented here may be used
in situations where bosonization theory works [101, 102],
i.e., typically in specific 1D systems. There are rare ex-
amples of Fermi surfaces for which bosonization, or in
this case better to say Luttinger-Tomonaga theory, works
[103]. If we cannot use bosonization theory, the Fermi
bath has to be treated according to its fermionic iden-
tity. These problems lead, however, far beyond the scope
of the present paper.
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