Abstract.
Introduction
In [2] we introduced hypo-analytic pseudodifferential operators that are naturally associated with the hypo-analytic structures of [1] . In this paper we establish an asymptotic formula for these operators. Such an expansion is essential in several applications. It allows us to define, in a natural way, the symbol of a hypo-analytic pseudodifferential operator, as well as the symbols of the adjoint, transpose and composition of operators. The paper is organized as follows. In Chapter I we discuss and develop the asymptotic formula. Chapter II applies this formula to two results.
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1. Asymptotic expansion 1. Hypo-analytic structures. We will deal with structures which are a special case of the hypo-analytic structures introduced by Baouendi, Chang and Trêves in [1] . We shall summarize the relevant concepts here. Let Q be a C°° manifold of dimension m . A hypo-analytic structure of maximal dimension on £2 is the data of an open covering (Ua) of Q and for each index a, of m C°°f unctions Zn, ... , Z™ satisfying the following two conditions: We will now reason in a hypo-analytic local chart (U, Z) of Q. Assume that the open set U has been contracted sufficiently so that the mapping Z = (Z , ... , Zm) : U -► Cm is a diffeomorphism of U onto Z(U) and that U is the domain of local coordinates x. (1 < j < m) all vanishing at a "central point" which will be denoted by 0. We will suppose Z(0) = 0 and denote by Zx the Jacobian matrix of the ZJ with respect to the x . Substitution of Z^O)-Z(x) for Z(x) will allow us to assume that Zx(0) = the identity matrix. Therefore the real part of the ZJ (j = I, ... , m) can serve as coordinates and in these new coordinates
where qb = (qb\ ... , qbm) is real valued with 0 differential at the origin. Moreover, the functions Z1 are selected so that all the derivatives of order two of the qbJ vanish at the origin. Indeed if this is not already so it suffices to replace each ZJ by 2 y / dx dx We will use Zx to denote the transpose of the inverse of the matrix Zx . Since the first and second derivatives of all the qf are zero at the origin, after contracting U if necessary, we can find a number c, 0 < c < 1 such that for all x, y in U and for all £ in Rm |32x(x)í| < c\X2xix)Z\ and
where (C) = (C?+ •■• +¿)' for |9CI < |3fC|.
2. Hypo-analytic pseudodifferential operators. We will continue to work in the chart (U, Z) of §1. Our aim now is to briefly describe the hypo-analytic pseudodifferential operators. a(x,y,6) = a(Z(x), Z(y), 6), for all x in U, y in U, 0 ¿ 6 G Rm.
Let a(x, y, 6) = ä(Z(x), Z(y), 6) be a hypo-analytic amplitude of degree d G R in LA x LA . For any e > 0 and ug CC(LA) we define the linear operator The second inequality in (1.1) will then force the exponential term in (2.3) to be bounded. The integral can then be treated as an oscillatory integral.
Following [2] we will call A a hypo-analytic pseudodifferential operator. When Z(jc) = x this specializes to the usual analytic pseudodifferential operator.
3. Formal hypo-analytic amplitudes. In this section (LA, Z) will be as in §2. Our aim is to establish an asymptotic expansion formula for hypo-analytic amplitudes. Set kj(x,y,d) = kj(Z(x),Z(y),6). Definition 3.1. We will say that the series Yl%ok¡(x, y ■> 6) defines a formal hypo-analytic amplitude of degree d if there exists a continuous function cfz, w) > 0 on cf x cf such that for all (z, w) in cf x @ and all 6 in W, \d\ > Rfz, w)sup(j, I), \kJiz,w,e)\<C0iz,wY'+lj\\8\d-J.
We now show how to construct a true hypo-analytic amplitude from the formal one given above. We will work in a compact set K C LA and a relatively compact neighborhood cfK of Z(K) in cf. This enables us to replace the functions C0(z, w) and Rfz, w) of the above definition by constants C0 and RQ . We will also assume that the cone W has been shrunk to satisfy: for some 8 > 0, whenever 6 = Ç + v/rî?7 G & , then 3\d\ < \Ç\. Let R > max(RQ, Cf .
We will use a sequence of smooth cutoff functions qb Ac;) having the following properties: 0 < (f>fi) for allí, and 4>ß) = 0 in |i| < 2Rsup(j, 1), Since ;!// < c~J, the latter < constant \^\d T,^=0(^)j e~j.
Recalling that 2Rf <\Ç\< 3Rf , we get
-ÁISI < constant e w Thus for (z, w, 6) G tfK x <fK x f, we have: \k(z, w, 6)\ < const. |0|rf and \dek(z,w ,d)\< const. e~&m .
We may assume that the shape of ^ has been modified to allow us to solve the Cauchy-Riemann equations in W (see [5] ) dgkx = d0k in such a way that the solution kx is holomorphic with respect to (z, w) in tfK x cfK and the following estimate holds on sets of the kind AT, x K2 x WX(KX, A"2 cc cfK) and 
The next theorem proves that if U' is small enough, modulo a hypo-analytic regularizing operator, opk = opk . Theorem 4.1. If the neighborhood LA' is sufficiently small, opk = opk in the sense that for any u G 3' (LA'), op ku -opk is a hypo-analytic function.
Proof. Assume (/' is an open ball centered at 0, its size to be determined later. We first take u G Cc(U'). The theorem will be proved by first establishing:
(i) (opk -opk)u is in C°°(U'), and We use the above contour and pass to the limit to get: Vq, \Ma(opk -opk)u(x)\ < c a\ for every x e LA'.
By using integration by parts we also reach the same conclusion for u G ëA'(U'). Indeed all we need is a representation of the form u = ^ff\a\<N Maua where each ua G C^(U') which is always possible. We have thus shown that (op k-op k)u is in C°°(U') and that there is c>0 such that for all aGZ*, |A/"(opA: -opk)u(x)\ < c''>I+'q!.
By Theorem 3.1 of [ 1 ] it follows that op ku -op ku is a hypo-analytic function.
II. Applications 1. Parametrix for an elliptic operator. As an application of Theorem 4.1 we consider here the construction of a parametrix for an elliptic hypo-analytic differential operator. We will begin by composing a hypo-analytic differential operator A with a hypo-analytic pseudodifferential operator B. In [3] we introduced hypo-analytic differential operators. In the local chart (U, Z), the operator A is given by A = 2~Z|(li<" a"ix)Na where each aa(x) is a hypo-analytic function and Nj = -\fAA\M] for j = I, ... , m . The proof of this theorem is a simple adaptation of that of the corresponding theorem for analytic pseudodifferential operators as given by Trêves [8], Therefore we omit it.
2. Propagation of hypo-analyticity. In [3] it was shown that hypo-analytic singularities for solutions propagate along the bicharacteristics of hypo-analytic differential operators. Here we extend this result to what may be called classical hypo-analytic pseudodifferential operator. This result may also be viewed as an extension of a theorem of Hanges [4] , We will work in the hypo-analytic local chart (U , Z) of Chapter I. Let P be a classical hypo-analytic pseudodifferential operator with principal symbol p. Let t -» (x(t), {(/)) = y(t) be a curve in T* LA\{0) and set y(t) = (x(t), t\(l)) = (Z(x(0),ZJx(t))Zit)).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Definition 2.1. The curve y(t) is said to be a bicharacteristic for P if the equations dx dp,,.. .. .. d£ -dp.,., s...
-ïïï = Mixit),x(x)), Tr-(x(t),m hold.
We can now state the theorem of this section.
Theorem 2.1. Assume p(0, £0) = 0 and P is of principal type at (0, £0). Suppose y = {(x(t), £,(t))} is a bicharacteristic for P through (x(0), ¿¡(0)) = (0, ¡A,f and that Pu is hypo-analytic on y. Then either u is hypo-analytic at every point of y or u is not hypo-analytic at any point of y.
The proof will use a version of the FBI transform as developed by Sjöstrand in [7] , We will therefore first discuss Sjöstrand's FBI transformations adapted to our situation here.
Let H be a totally real submanifold of Cm of maximal dimension with defining functions hx, ... , hm.
Define AH= l(x, -dh(x)\ : h g C°°(Cm , R), h = 0 on h\ . The symbol a(z, y, X) is constructed by solving the transport equations at each degree of homogeneity.
We recall now that ?(r) = (*(/), i(0) and y(0) = (y0,Ç0) = (Z(x(0)),Zx(x(0))Ç0).
Write y0 = (y'0, (yff and cj0 = (^, (£")").
We will use the equations (24) ( §f:(z,y)=p(y,^(z,y)), \%(zQ,yf = -e to prove that £(t) = - §*(y'0 -iÇ'0, t, x(t)). We recall that Í ft =%ix(t),t\(t)) and \di == §fimAit)). . dp ( -dtp\ dp ( -dtp\ It therefore follows that y(z(t)) = k(t).
In our previous notation, n(z(t)) = ^ (*(*)., Vizit))) = =^(z(t),k(t))=Í(t).
,¥K (k(t),t(t))=(y(z(t)),t1(z(t))).
Thus (2.7)
Since WFha(Pu) n y = 0 and y is compact, (2.7) and Proposition (2.1) tell us that
T(Pu)GHXlz (N)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for some e0 > 0 and a neighborhood N of {z(t) = 0 < t < 1} in Cm . If W is chosen as in Lemma 2.2, then Dz TugH%c_£ (NDW).
This may require a modification of e0 . Now z(0) = z0 G N n W. Therefore, 3i, > 0 such that N n W is a neighborhood of {z(t) : 0 < t < tx}. It is crucial to note that the size of tx is independent of the distribution u.
If now AT is a compact neighborhood of {z(t) : 0 < t < tx}, then 3c > 0 such that (2.8) \D.Tu(z,X)\<cekmz)~^] Vz e Ä" andA > 1.
n If (y0, <j;0) = (y(z(0)), rj(z(0))) $. WFhau, we know that, after modifying c and e0, (2.9) \Tu(z,X)\ < ceimz)~^] V/l > 1 and Vz near zQ.
From (2.7,), (2.8) and (2.9), it follows that rVFha(u)n{(y(t),Ç(t)):O<t<tx} = 0.
