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ABSTRACT
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by Francesco M. Delle Fave
This thesis introduces two novel coordination mechanisms for a team of multiple au-
tonomous decision makers, represented as autonomous robotic agents. Such techniques
aim to improve the capabilities of robotic agents, such as unmanned aerial or ground
vehicles (UAVs and UGVs), when deployed in real world operations. In particular, the
work reported in this thesis focuses on improving the decision making of teams of such
robotic agents when deployed in an unknown, and dynamically changing, environment
to perform search and rescue operations for lost targets. This problem is well known
and studied within both academia and industry and coordination mechanisms for con-
trolling such teams have been studied in both the robotics and the multi-agent systems
communities.
Within this setting, our ﬁrst contribution aims at solves a canonical target search prob-
lem, in which a team of UAVs is deployed in an environment to search for a lost target.
Speciﬁcally, we present a novel decentralised coordination approach for teams of UAVs,
based on the max-sum algorithm. In more detail, we represent each agent as a UAV, and
study the applicability of the max-sum algorithm, a decentralised approximate message
passing algorithm, to coordinate a team of multiple UAVs for target search. We bench-
mark our approach against three state-of-the-art approaches within a simulation envi-
ronment. The results show that coordination with the max-sum algorithm out-performs
a best response algorithm, which represents the state of the art in the coordination of
UAVs for search, by up to 26%, an implicitly coordinated approach, where the coor-
dination arises from the agents making decisions based on a common belief, by up to
34% and ﬁnally a non-coordinated approach by up to 68%. These results indicate that
the max-sum algorithm has the potential to be applied in complex systems operating in
dynamic environments.
We then move on to tackle coordination in which the team has more than one objective
to achieve (e.g. maximise the covered space of the search area, whilst minimising the
amount of energy consumed by each UAV). To achieve this shortcoming, we present, as
our second contribution, an extension of the max-sum algorithm to compute bounded
solutions for problems involving multiple objectives. More precisely, we develop the
bounded multi-objective max-sum algorithm (B-MOMS), a novel decentralisedii
coordination algorithm able to solve problems involving multiple objectives while pro-
viding guarantees on the solution it recovers. B-MOMS extends the standard max-sum
algorithm to compute bounded approximate solutions to multi-objective decentralised
constraint optimisation problems (MO-DCOPs). Moreover, we prove the optimality of
B-MOMS in acyclic constraint graphs, and derive problem dependent bounds on its ap-
proximation ratio when these graphs contain cycles. Finally, we empirically evaluate its
performance on a multi-objective extension of the canonical graph colouring problem.
In so doing, we demonstrate that, for the settings we consider, the approximation ratio
never exceeds 2, and is typically less than 1:5 for less-constrained graphs. Moreover, the
runtime required by B-MOMS on the problem instances we considered never exceeds 30
minutes, even for maximally constrained graphs with one hundred agents.Contents
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Introduction
Recent years have seen both academia and industry increase their interest in settings
where groups of agents need to operate as a team to solve common goals. Such goals
characterise the diﬀerent aspects of the problem that the agents are solving and are
commonly referred to as the diﬀerent objectives of the problem. In many of these
applications, the agents represent robotic platforms such as unmanned aerial or ground
vehicles (UAVs and UGVs), and are deployed in an environment to gather information
about some speciﬁc features, such as spatial phenomena (Stranders et al., 2009), or for
mission involving diﬀerent objectives such as searching and tracking a group of unknown
targets (Furukawa et al., 2006). In both cases, the information collected by the diﬀerent
agents is then used to make decisions over which action each of them should take next.
Within these settings, research shows that the performance of the team is deeply inﬂu-
enced by the way in which the agents make these decisions about their actions, and that
such performance decreases whenever they act independently from one another (Cole,
2009; Grocholsky, 2002; Lesser et al., 2003). Thus, a key challenge for this type of
problem is to ﬁnd ways in which the members of the team can coordinate their decision
processes in order to increase the overall performance of the collective. Moreover, such
decision processes have to take into account all the diﬀerent objectives that might deﬁne
the operation, such as searching for lost targets while simultaneously tracking the ones
that have already been found. Indeed, operations such as gathering information in large
environments with teams of robotic agents, are inherently characterised by multiple,
possibly conﬂicting, objectives that need to be optimised at the same time (Cole, 2009;
Inalhan et al., 2002). However, most current research lacks methodologies that enable
these same agents to make decisions over multiple objectives. Moreover, the current
state-of-the-art coordination approaches have typically been evaluated only on simple
test-problems, such as graph-colouring (Farinelli et al., 2008; Chapman et al., 2011) or
for coordinating teams of sensors (Stranders et al., 2009), and not in the rich coordi-
nation settings in which they are ultimately intended to be deployed. Addressing these
two short comings is the focus of this thesis.
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1.1 Motivations
The aim of this research is to develop eﬀective coordination mechanisms for teams of
agents representing robotic platforms such as UAVs or UGVs. In particular, we wish
to improve upon current coordination techniques in order to enhance the deployment
of these agents in real world domains where teams of agents operate in unknown and
possibly hostile environments to acquire information.
Research literature related to this topic, usually adopts some canonical scenarios in order
to motivate the importance of studying coordination for teams of such agents and to
describe the various requirements, challenges and issues that arise when coordinating
teams of robotic agents in real world domains. The focus of this thesis is on scenarios
involving teams of UAVs tasked to search for lost targets in an unknown environment
(Bourgault et al., 2003, 2004). However, we aim to develop general techniques, which
are, therefore, applicable to other type of platform and to other type of settings as well.
Given this setting, the canonical scenario involves a large ship sinking whilst at sea and
the ship’s crew (and possibly the passengers if it is, for instance, a cruise ship) requesting
help and abandoning the ship in multiple life-rafts. The task of the team of UAVs is
then to support their human operators in order to eﬀectively rescue all the passengers
of the ship. The objectives of the team of UAVs are, then, twofold:
 To search for and ﬁnd all the life-rafts and communicate this information to the
rescue services.
 To track the position of all the diﬀerent life-rafts that have been found, in order
to enable the rescue services to reach and rescue them.
We decided to focus on robotic platforms such as UAVs, because they have been ad-
vocated as the best platform to use to search large outdoor environments like the one
encountered in the scenario. This is principally due to their sensing range, larger than
the one of vehicles restricted to the ground, which enables these vehicles to cover open
areas more eﬃciently than vehicles restricted to the ground. Indeed, UAVs constitute a
unique platform in terms of the information they can provide (Cole, 2009) and they have
been used in many diﬀerent types of mission including civil operations, such as border
interdiction, wild ﬁre suppression and communications relay (Sarris, 2001), and mili-
tary operations including chemical cloud detection, meteorology missions and maritime
operations for ship classiﬁcation (Sarris, 2001; Kovacina et al., 2002).
Furthermore, this type of scenario introduces various challenges that must be taken into
account in order to successfully complete the mission. Clearly, the rescue operation
must be accomplished in the least amount of time since ensuring the safety of all the
passengers of the ship is critical. In order to search and locate the diﬀerent life-rafts eachChapter 1 Introduction 5
UAV will take observations of its surroundings using sensors like ﬁxed cameras. However,
such measurements are likely to be inaccurate due to the precision of the sensors and
to various external factors such as the weather conditions, the sea conditions and the
time in which the operation is taking place. Furthermore, each of these UAVs has a
limited amount of fuel, therefore eﬃciently handling the energy resources of each vehicle
becomes a fundamental objective of the operation as well. The life-rafts will be drifting
over the sea, therefore, their position will be constantly changing. Communication with
the headquarters, with the human team, and between the diﬀerent platforms might not
always be possible, because the communication of each UAV is limited in range. Some of
these UAVs might fail due to various component failures. Moreover, humans operators
might not always be available or might be overloaded with other tasks. Finally, the large
size of the area will require a large number of UAVs to be deployed.
In addition, the scenario depicts a canonical information gathering problem for the team
of agents, namely that of search and track. In this problem a team of agents operates
in an environment searching for some unknown targets. Once some of this targets are
found, part of the team is tasked to track their positions, while the remaining members
search the environment for the remaining targets, or for those targets whose position
has been lost. Each agent is provided with a ﬁxed camera sensor to constantly observe
the environment in order to ﬁnd the targets. Such a camera is used in a similar fashion
to acquire information about the current location of an already identiﬁed target.
In this context, agents make decisions depending on the quality of the information pro-
vided by the observations that they have taken (Bourgault et al., 2003, 2004; Cole, 2009;
Stranders et al., 2010). More speciﬁcally, every observation contains some information,
thus each agent builds its own local belief about the state of the targets and uses this
belief to make a decision. For instance, if a platform observes a speciﬁed area and does
not ﬁnd a target, it updates its beliefs and decides to search an unexplored area. In such
a setting, the aim of the agents is then to optimally explore the environment in order to
ﬁnd the lost targets in the least amount of time, while simultaneously acquiring precise
knowledge about the position of those targets that have already been found.
Moreover, as mentioned in the scenario, agents possess limited resources, therefore man-
aging them in an eﬃcient fashion becomes another key objective of the mission. In other
words, the mission is characterised by three diﬀerent objectives:
 The agents need to explore the search area in order to ﬁnd all the diﬀerent drifting
life-rafts.
 The agents need to track the life-rafts which have already been found, in order to
maintain precise information about their position.
 The agents need to eﬀectively manage their limited energy resources.Chapter 1 Introduction 6
Clearly, the principal objective of the team of agents is to rescue all the civilians in
the least amount of time. To accomplish this task in an eﬀective manner, however, it
is necessary to provide each agent with a set of clear objectives that it is able to fulﬁl
during the operation. For this reason, the operation is characterised as the former set of
three sub-objectives, which are well known tasks for teams of robotic agents (Furukawa
et al., 2006, 2007).
Now, these objectives are also incommensurate because the search task, the tracking
task and the resource management process are three separate objectives that need to be
completed by the same team of agents. Furthermore, these objectives are conﬂicting and
cannot be solved independently. To understand this, we consider the following example:
Example 1.1. Consider a scenario where two agents (u1 and u2) are tasked to search
for the life-rafts while simultaneously monitoring their energy resources. The ﬁrst area is
unexplored, therefore, it has a high value in terms of the search objective. Unfortunately,
this area is situated in a zone characterised by a strong wind, therefore exploring it
will require a large amount of energy. Conversely, the second area has previously been
explored by another agent of the team, but a signiﬁcant amount of time has passed since
then. It is then reasonable to assume that some life-rafts might have reached it during this
time interval, therefore the area needs to be explored again. Furthermore, this second area
is in a low-wind zone, therefore its exploration will consume a reasonably low amount of
energy. Finally, u1 has more energy left than u2.
Given Example 1.1, assuming that each agent makes its decision independently and
that each agent owns the same amount of information then, the task of each agent
will consist of deciding which of the two diﬀerent areas each agent it is going to ex-
plore next. Given this setting, if the agents consider only the search objective in their
decision making process, they will then both explore the ﬁrst area because it is un-
explored. Therefore, they will consume a large amount of energy resources, which will
aﬀect their mission time (speciﬁcally u2’s mission time), and therefore their overall team
performance. Conversely, if the agents consider both the objectives, that is, not only
searching but handling its energy resources as well, they will then both decide to explore
the second area. The reason for this is that the second area, while having already been
explored, requires less energy. More speciﬁcally, this area is less important then the ﬁrst
area in terms of the search objective, because it has already been explored. However,
by choosing the second one, the performance of the team over this objective will not
be aﬀected greatly, because the area needs to be explored again. Moreover, considering
the objective related to managing energy resources, choosing the second area is the best
possible decision, because the agents will consume less energy and their mission time
will be longer. Thus, choosing the second area is the best possible decision as it will
maximise the overall performance of the team. In a similar fashion, it is easy to show
how tracking is conﬂicting with the other two objectives.Chapter 1 Introduction 7
Moreover, Example 1.1 illustrates a scenario where each agent makes decisions inde-
pendently, therefore, considering only their local belief about the targets and/or about
energy resources. However, by adopting this decision making process, the agents might
end up exploring the same regions, therefore, they would redundantly cover the search
area. Moreover, each agent would consider only its own energy resources to make deci-
sions, therefore, an agent might end up exploring extremely expensive areas that could
have been explored more eﬀectively by some other members of the team. Hence, this
type of approach would lead to a sub-optimal consumption of the energy resources.
Thus, the overall performance of the team is likely be poor in terms of the three objectives
of the problem and thus, the time to complete the mission would increase. The key
point here, is that independent decision making does not exploit the advantages that
considering the behaviour of other members of the team might bring. Considering again
the example. If the agents were to make their decisions together, they could decide to
explore both the areas. Speciﬁcally, u2, having less energy, would explore the second
area, while u1 would explore the ﬁrst one. For this reason, and in order to achieve better
performance, the agents need to make decisions together, considering the behaviour of
all the members of the team. Speciﬁcally, they need to consider how these behaviours
are correlated and how the established global behaviour aﬀects the team performance.
In short, they need to coordinate their decisions.
To achieve this, the agents need to share all the information necessary for their decision
process. This exchange is usually accomplished by sending (and receiving) messages re-
garding each agent’s beliefs and possible decisions (Grocholsky, 2002). More speciﬁcally,
agents share two types of messages, observations messages and coordination messages.
The former contains the information about the observations taken by an agent (e.g.
information about the areas that have already been searched, or information about the
position of the target that is currently being tracked). This information is used to fuse
the beliefs of every member of the team into a common global belief that each agent uses
to make decisions (Grocholsky, 2002). The latter contains information about the impact
that a team decision would have on the operation (e.g. by following a speciﬁc trajectory,
or by searching a speciﬁc area). In this context, the importance of this information is
directly related to the team performance and is commonly deﬁned as a global utility
over the team decision. Such global utility is calculated considering the importance of
the contribution of every member, which is deﬁned as its local utility. Each of these
local utilities measures how each agent’s decisions aﬀect the global utility (Cole, 2009).
Against this background, the aim of this research is to develop coordination algorithms
that improve the performance of teams of robotic agents performing information gather-
ing tasks such as searching and tracking targets such as life-rafts. More speciﬁcally, we
wish to develop general techniques that coordinate such a team of robotic agents, which
can be either UAVs or UGVs, when deployed in a dynamic and uncertain environment,
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information and managing energy resources. Now from the above discussion, let us dis-
till a set of functional and non-functional requirements that will shape the design of our
coordination algorithms. In particular, we can identify three, fundamental, functional
requirements:
Multi-objective: The agents make decisions over multiple objectives. Such objectives
may be incommensurate, and they cannot be optimised independently because
they are conﬂicting. Thus, improving one objective may decrease the value of
another. Our coordination approaches need, therefore, to be able to address these
issues in an eﬀective way.
Quality Guarantees: Many aspects of an operation are uncertain. This aﬀects the
outcome of the coordination techniques. For instance, sensor measurements and
communication are likely to be imprecise and thus the agents will not be able to
ascertain with precision which areas have already being explored or the amount
of energy consumed by other agents. In these settings, coordination mechanisms
cannot guarantee to achieve an optimal decision process. Thus, a fundamental
requirement for our coordination approaches is to be able to provide guarantees
on the quality of the decisions that they compute.
Timeliness: The decision process needs to be carried out in real-time. In other words,
the agents need to make their decisions while simultaneously gathering data about
the environment and ﬂying towards their next destination. Moreover, during the
interval of time, that each agent uses in order to make a decision, the environment
may change considerably due to its dynamism. Therefore, the decision time needs
to be as short as possible. A coordination approach should, therefore, allow the
agents to rapidly deliberate and converge to the best possible team decision given
the common beliefs and the available time.
We can further identify several non-functional properties that will be considered to
develop our coordination approach:
Adaptiveness: As depicted in the scenario, information about the state of the targets
is uncertain. This is mostly due to the poor information known at the beginning
of the mission and to the imprecision related to the measurements provided by
the sensors. Moreover, the life-rafts are drifting, therefore their state changes over
time. For these reasons, the team of agents should be able to continuously adapt its
decisions based on the knowledge that it continuously gathers about the diﬀerent
objectives. In more detail, the coordination mechanism should allow the agents
to continuously modify their decisions, by taking into account all the information
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Robustness: As depicted in the scenario, communication between members of the team
is limited, therefore a coordination approach should be able to provide good team
performance even when communication between the diﬀerent agents is limited.
Moreover, should one of the agents fail as well, the operation of the remaining
platforms should be aﬀected as little as possible. More generally, our coordination
algorithm needs the ability to sustain a good level of performance in the face
of unexpected events, and to degrade gracefully as component failures occur or
bandwidth diminishes.
Autonomy: As depicted in the scenario, a human operator might not be available, thus
every platform should be able to control its own actions without being governed
by an external system. This implies that an agent should be capable of making its
own decisions, based on the global common belief that it has been able to compile
from its own observations and communication with other members of the team. In
this context, autonomy is related to robustness since autonomy means that there
is no central system that remotely controls the platforms. Having such a system
would make a robotic agent, such as a UAV or a UGV, highly vulnerable when the
command link is severed. Moreover, autonomous platforms do not require human
attention which is often a scarce resource.
Scalability: This property refers to two key aspects of our approaches. On one hand,
it should be possible to scale up the size of the team of agents, if the problem
requires more agents to be solved properly. This property refers, then, to the
ability of the coordination algorithm to handle the interactions with a growing
number of neighbouring platforms. On the other hand, scalability also refers to
the number of objectives that the coordination approach should be able to handle.
In this thesis, we will focus on scenarios involving at most one hundred agents and
three objectives1.
In order to meet these requirements, pre-computing search plans for each agent oﬄine
(i.e. before the operation starts), is not advisable for two fundamental reasons. First,
automated planning cannot address the dynamism associated with tracking the life-rafts,
which will clearly aﬀect the performance of the team. Second, such approaches cannot
handle in a timely fashion the higher level of uncertainty that characterises many features
of the mission, such as the size of the searching area, the measurements of the sensors
and the positions of the targets, because such parameters are not known before the
mission eﬀectively starts. Furthermore, a centralised approach is not advisable either,
since the agents should not be dependent on a single central controller which might
fail. Thus, the use of a decentralised online approach to coordination is needed. More
speciﬁcally, decentralisation properly addresses the issues of robustness to failures of
individual agents, since it removes the dependency on a central system, hence removing
1We chose such number because, to the best of our knowledge, it is the highest number used in
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a potential single point of failure (Lesser et al., 2003) and ﬁnally it allows the team to
increase its scale, because the computational eﬀort is split between the diﬀerent agents
(Lesser et al., 2003; Scerri et al., 2005). The use of an online approach further allows
the team to adapt to the uncertainty and dynamism related to the diﬀerent objectives
and to the environment.
Against this background, current research has addressed only a subset of these require-
ments. In particular, as we will see in more detail in Chapter 2, three diﬀerent types of
decentralised coordination mechanisms for teams of robotic agents have been deﬁned,
depending on the type of information that they share (Cole, 2009):
Non-coordinated approaches where the platforms behave independently, making
autonomous individual decisions.
Implicitly coordinated approaches where the platforms share their observations,
thus building a common world view before making autonomous individual deci-
sions. Hence, the coordination mechanism is implicit, because the agents do not
take into account the behaviour of the other members of the team.
Explicitly coordinated approaches where the agents share their observations and
then jointly decide what to do next. Hence, in this case, each agent now explicitly
considers the behaviour of the other members of the team.
For information gathering tasks, explicit coordination approaches are usually preferable
since they have been demonstrated to achieve better performance than implicit and
non-coordinated approaches (Bourgault et al., 2004; Cole, 2009). Such approaches also
address some of the non-functional requirements that we deﬁned earlier; speciﬁcally,
they are autonomous, adaptive and able to scale to an arbitrary number of platforms
(Cole, 2009). However, to date, most coordination mechanisms fall short in meeting the
robustness requirement. In particular, the explicit coordination mechanisms developed
thus far are often not robust against component and communication failure, since the
performance of the team is severely aﬀected whenever one of the agents fail, or whenever
communication is not fully available (Cole, 2009). Most importantly, existing approaches
do not meet the functional requirements that we deﬁned. The timeliness requirement is
not met since the agents often converge extremely slowly to an eﬀective team decision
(Bourgault et al., 2004). Moreover, they do not address problems involving multiple
objectives, nor can they provide guarantees on the quality of the solutions that they
have found.
The research presented in this thesis addresses these speciﬁc shortcomings. In the next
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1.2 Research Contributions
The aim of this research is to improve the coordination capabilities of teams of robotic
agents, such as UAVs or UGVs in order to enhance their deployment in real world
domains. Speciﬁcally, we wish to contribute to the ﬁeld by developing an integrated
set of techniques which fulﬁl the requirements deﬁned in the previous section, therefore
allowing such robotic platforms to coordinate in a timely, robust, fashion over multiple
objectives and to provide quality guarantees over their decisions. Moreover, we aim
to develop techniques as general as possible, and thus applicable to a wide variety of
domains and to diﬀerent platforms.
To accomplish this, we ﬁrst focus on a canonical setting, similar to the one presented in
the previous section, in which a team of UAVs is deployed into an unknown environment
to search for a lost target. Within these domain, we start our study by analysing the
current literature on robotics and multi-agent systems. In particular, the literature on
robotics lacks two fundamental aspects related to the coordination of teams of robotic
agents. First, to date, only simple coordination mechanisms, such as non-coordinated
or implicitly coordinated (Bourgault et al., 2003; Cole, 2009), have been applied, for co-
ordinating robotic agents in information gathering problems, which are not guaranteed
to achieve the adequate level of performance given the requirements of the problem.
Second, no general purpose coordination mechanisms exist, that can address problems
involving multiple objectives. While coordination mechanisms have been developed to
address speciﬁc domains such as searching and tracking groups of targets (Cole, 2009;
Furukawa et al., 2006), they cannot easily be extended to address problems involving
more than these two objectives, such as, for instance, considering, as well, the manage-
ment of energy resources, as mentioned in the scenario. Moreover, existing approaches
do not scale up to a higher number of objectives, which is a fundamental requirement
for addressing real world domains.
Conversely, within the multi-agent community, recent literature on decentralised coor-
dination has shown that online decentralised coordination mechanisms, based upon the
max-sum algorithm (Farinelli et al., 2008), are eﬀective solution techniques to a num-
ber of benchmark problems, including graph-colouring (Farinelli et al., 2008) and the
coordination of mobile sensors that are constrained to move within a graph (Stranders
et al., 2009, 2010). In such problems, the max-sum algorithm has been shown to out-
perform other explicit coordination approaches such as best response, and to be robust
to communication and component failure (Farinelli et al., 2008). Moreover, the max-sum
algorithm has been recently extended in order to provide quality guarantees over the
solutions that it computes, and has again been shown to provide solutions extremely
close to the optimal for graph colouring problems (Farinelli et al., 2009).
All the above features make max-sum an attractive technique to use for our research.
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algorithm cannot handle multiple objectives. Moreover, the algorithm has not been
applied, yet, to the problem of coordinating speciﬁc platforms such as UAVs, that move
in an unconstrained continuous space.
Therefore, we present in this thesis, our contributions in order to address these short-
comings. In more detail, we ﬁrst address, the problem of studying how to apply the
max-sum algorithm to a canonical information gathering problem, namely target search
(Cole, 2009; Bourgault et al., 2003, 2004). Within this framework, we present a study
of how the max-sum algorithm can be applied to the coordination of UAVs tasked to
search this continuous space. We benchmark our approach against three state-of-the-art
approaches (a best response, an implicitly coordinated and a non coordinated approach).
Our empirical results show that the max-sum approach out-performs all the aforemen-
tioned approaches, and therefore constitutes an eﬀective approach to use for coordinating
teams of UAVs.
Second, we address the problem of generalising the max-sum algorithm in order to
compute bounded solutions to multi-objective problems. More speciﬁcally, we deﬁne
and characterise the bounded multi-objective max-sum algorithm (B-MOMS), the ﬁrst
general decentralised algorithm to compute bounded solutions over problems involving
multiple objectives. In these settings, we prove a number of theoretical properties of
our algorithm and empirically evaluate its performance on a multi-objective extension
of the canonical graph colouring problem and demonstrate that B-MOMS satisﬁes the
requirements deﬁned in Section 1.1.
In more detail our contributions are the following:
Decentralised Coordination for Teams of UAVs (Chapter 3): For the ﬁrst time,
we apply the max-sum algorithm to the challenging task of coordinating a team
of UAVs to search for a target in a continuous space. By doing this, we intro-
duce a novel coordination technique to the ﬁeld of robotic search, and we extend
the max-sum algorithm beyond the simpler coordination problems to which it has
been applied to date (Farinelli et al., 2008; Stranders et al., 2009). Moreover, we
benchmark our algorithm against three existing approaches that have been pro-
posed for coordinating UAVs for search and show that it out-performs an explicitly
coordinated approach based on a best response algorithm (Bourgault et al., 2004)
by up to 26%, an implicitly implicitly coordinated approach by up to 34% and
ﬁnally a non-coordinated approach by up to 68%.
Bounded Multi-Objective Decentralised Coordination (Chapter 4): We intro-
duce the multi-objective distributed constraint optimisation (MO-DCOP) prob-
lem. This is the ﬁrst formalisation of a multi-objective coordination problem,
which generalises the well known DCOP framework (Modi et al., 2005) to the
multi-objective setting. We then derive B-MOMS, the ﬁrst bounded decentralisedChapter 1 Introduction 13
algorithm for solving multi-objective optimisation problems. The operation of
B-MOMS consists of three phases:
 The ﬁrst phase builds upon the bounded max-sum algorithm (Rogers et al.,
2011) and extends the approach to provide quality guarantees by computing
a cycle-free graph over the constraint graph representing the MO-DCOP.
 The second phase extends the max-sum algorithm to the multi-objective do-
main in order to optimally solve the cycle-free graph resulting from the ﬁrst
phase. To achieve this, we generalise the key mathematical operators required
by max-sum to optimally solve the multi-objective problem encoded by the
cycle-free graph.
 Since there may be multiple optimal2 assignments to the cycle-free problem,
the third and ﬁnal phase enables agents to reach consensus on which global
assignment to choose.
We further prove that B-MOMS is optimal in acyclic factor graphs, and derive
problem dependent approximation bounds in general graphs that do contain cy-
cles. Finally, we present an extensive empirical evaluation of B-MOMS by bench-
marking against a centralised optimal algorithm on a multi-objective extension of
the graph colouring problem. We demonstrate that the approximation ratio never
exceeds 2, even for extremely constrained problems (i.e. fully connected graphs),
and is less than 1:5 for graphs where constraints exists between 20% of all pairs
of agents. Moreover, our results indicate that the runtime required by B-MOMS
never exceeds 30 minutes, even for maximally constrained graphs with 100 agents,
positioning it well within the conﬁnes of many real-life applications.
The work up to now has led to a published paper to an international workshop and to
one submission at an international conference:
1. F.M. Delle Fave, Z.Xu, A. Rogers, and N.R. Jennings. Decentralised coordination
of unmanned aerial vehicles for target search using the max-sum algorithm. In
Proceedings of the AAMAS 2010 Workshop on Agents in Real-Time and Dynamic
Environments, 2010. Toronto, Canada.
2. F.M. Delle Fave, R. Stranders, A. Rogers, and N.R. Jennings. Bounded Decen-
tralised Coordination over Multiple Objectives. Submitted to the Tenth Inter-
national Conference on Autonomous Agents and Multi-Agent Systems (AAMAS
2011).
Now, it is important to note that the contributions mentioned above, solve all the re-
quirements presented earlier, but do not address two more challenges that were depicted
2Note that, as we will see in Chapter 2, in the multi-objective domain, optimality is deﬁned in terms
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in the scenario. Speciﬁcally, the scenario emphasises two challenges to address in order
to promote the use of autonomous robotic platforms in real world domains:
 Coordination mechanisms need to address uncertainty over the global utility func-
tion that the agents are maximising. The scenario depicts only one source of
uncertainty, the imprecision related to the sensor measurements. However, such
uncertainty is endemic in real world domains and current state-of-the-art coor-
dination mechanisms fall short in providing an eﬀective countermeasure against
it.
 Coordination mechanisms needs to be tested on ﬁeld experiments over real UAVs.
The scenario describes the team of UAVs as having been extensively tested on
ﬁeld experiments. However, to date, only trivial coordination approaches have
been properly implemented in unmanned aircraft systems (UAS) (Cole, 2009).
Such challenges constitute the future work that we are going to address for the remaining
part of this PhD. We will detail such challenges and how we intend to deal with them
in Chapter 5.
1.3 Report Outline
The remainder of the report is organised as follows:
 In Chapter 2, we discuss related work. We initially analyse the beneﬁts of using
unmanned aerial vehicles for information gathering tasks and describe the infor-
mation gathering tasks they are typically applied to. We then introduce multi ob-
jective optimisation, by characterising the general problem, its well known solution
concept—Pareto optimality—- and by outlining the diﬀerent algorithms constitut-
ing the state-of-the art. Finally, we discuss decentralised coordination, present the
max-sum algorithm and its corresponding extension to compute bounded solutions.
 In Chapter 3, we present our ﬁrst contribution; that is, a decentralised coordination
algorithm for teams of UAVs for target-search. We initially introduce the problem,
and then characterise our solution technique. We conclude the chapter presenting
the empirical evaluations that were run in order to test the performance of our
algorithm.
 In Chapter 4, we present our second contribution; that is, the bounded multi-
objective max-sum algorithm. We ﬁrst introduce the MO-DCOP problem, the
general multi-objective problem that our algorithm solves. We then characterise
in detail the three phases of our algorithm, prove its optimality over acyclic graphsChapter 1 Introduction 15
and the approximation ratio that it calculates. Finally, we present an extensive
empirical evaluation of our approach against an optimal brute-force algorithm.
 In Chapter 5 we present our conclusions and determine which steps need to be
undertaken in future work. Speciﬁcally we talk about the two challenges presented
in Section 1.2 and how we intend to address them.Chapter 2
Related Work
We review, in this chapter, the literature relevant to our work. We focus primarily on the
literature pertaining to our speciﬁc problem. Thus, we focus on one speciﬁc information
gathering problem, the target search problem and rule out those coordination approaches
that do not satisfy the requirements discussed in Chapter 1.
In more detail, in Section 2.1 we provide an overview on current unmanned aerial vehi-
cles. In Section 2.2, we review the target search problem and its extension that incorpo-
rates tracking the targets that have been found. In Section 2.3, we describe the decen-
tralised coordination approaches existing in literature and evaluate their eﬀectiveness in
our framework. We focus speciﬁcally on the max-sum algorithm for coordination, be-
cause it constitutes the key milestone over which we build our coordination approaches.
In Section 2.4, we discuss multi-objective optimisation. First, we deﬁne two well known
solution concepts for multi-objective problems. Second, we analyse the current state-
of-the-art approaches, by pointing out the reasons why they are not suitable for the
coordination of teams of UAVs for target search. Finally, Section 2.5 summarises the
chapter.
2.1 Unmanned Aerial Vehicles
Unmanned aerial vehicles (UAVs) have been principally used for military applications
in recent years (UAS Roadmap, 2005). Indeed, such vehicles were created, developed
and studied mainly for operations, such as reconnaissance surveillance and target ac-
quisition (RTSA), maritime operations (naval ﬁre support and ship classiﬁcation) and
meteorology missions (Sarris, 2001). However, recent years have also seen the number
of civil operations involving UAVs increase greatly. Many successful operations such as
search and rescue, communications relay and disaster and emergency management have
been carried out by teams of UAVs, and such operations are expected to increase over
the coming years (Sarris, 2001; Valavanis and Valavanis, 2007).
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Figure 2.1: the MQ1-Predator during an operation
Such a wide variety of operations has led industry to develop a large range of diﬀer-
ent types of UAVs. Moreover, in order to categorise such vehicles, diﬀerent types of
taxonomies have been proposed. The most important among these, classiﬁes a UAV
depending on the altitude that it can reach, its endurance and ﬂying range (Sarris,
2001). To provide some examples, Figure 2.1 shows an example of a medium-altitude
(up to 9000 m), long-endurance (over 200 km) UAV, the MQ-1 Predator, widely used
for reconnaissance and combat missions in Iraq, Bosnia and Afghanistan by the United
States Air Force.
Figure 2.2 shows a picture of the RQ4 Global Hawk, one of the largest UAV developed
to date, intended for intelligence collection and surveillance missions, and thus provided
with high quality sensing devices. This platform is considered a high altitude (over 9000
m), long endurance (indeﬁnite range) vehicle, designed to provide wide area coverage of
up to 40,000 m2 per day. Global Hawks are currently being used by the United States
Navy for maritime surveillance operations (UAS Roadmap, 2005).
Now, all the UAVs presented so far are remotely controlled by human operators (Vala-
vanis and Valavanis, 2007). This type of unmanned vehicle, also referred as a drone,
currently constitutes the most commonly deployed type of UAV for real world oper-
ations. However, research on autonomous control has made great progress in recentChapter 2 Related Work 18
Figure 2.2: the RQ4 Global Hawk
years, and is predicted to increase further in the future (UAS Roadmap, 2005). Hence,
industry is already investing money and eﬀort into developing completely autonomous
UAVs. An example is the Herti developed by BAE SYSTEMS and shown in ﬁgure 2.3.
Herti is a recently developed vehicle, that has been successfully deployed in Afghanistan
for trial missions1.
Moreover, all the above-mentioned vehicles represent highly advanced technological as-
sets, whose cost can reach tens of millions of American dollars (UAS Roadmap, 2005).
For the above reason, to date, only a small number of these platforms have been de-
ployed (Sarris, 2001). Other types of UAVs, commonly used for civil applications are
presented in Figure 2.4. Such vehicles are known as micro-UAVs, albeit in recent years
this deﬁnition has been attributed to smaller vehicles. These UAVs are used for a wide
range of applications from surveillance of pipelines to scientiﬁc research. A wide variety
of these vehicles currently exist, and they more commonly being used and developed by
industry and academia, due to their lower costs (Sarris, 2001).
Now, the previous discussion outlined how unmanned aerial vehicles are commonly used
for information gathering missions, such as surveillance or reconnaissance. As can be
seen in Figures 2.1 and 2.3, they are provided with various sensing devices, such as
gimballed or ﬁxed cameras (Xu and Zhang, 1996), which can provide high quality in-
1For more detailed information, refer to the BAE Systems news releases web page, ref. 357/2007, 06
Nov. 2007 http://www.baesystems.com/Newsroom/NewsReleases/2007/autoGen_107106174325.htmlChapter 2 Related Work 19
Figure 2.3: the BAE-Herti
Figure 2.4: An illustration of diﬀerent types of micro-UAVsChapter 2 Related Work 20
formation about any type of features within their ﬂying range. Moreover, recent state-
of-the-art research on autonomous control for teams of multiple platforms, being done
by groups such as the Australian Centre for Field Robotics (ACFR) or the Stanford
Artiﬁcial Intelligence Laboratory (SAIL), is ﬁnally starting to show signiﬁcant results
(Grocholsky, 2002; Cole, 2009), and it has been estimated that by 2030 teams of UAVs
will be able to perform real missions with complete autonomy (UAS Roadmap, 2005).
For these reasons, UAVs are commonly considered the state-of-the-art in terms of plat-
forms to use for autonomous information gathering missions, such as the target search
or target tracking (Cole, 2009).
For the purposes of our work, we will abstract from the speciﬁc features of the platform
and will represent each UAV as an autonomous agent. This choice will provide a high
level of ﬂexibility and generality to our representation and is reasonably standard in the
robotics research community (Bourgault et al., 2003, 2004; Cole, 2009). Moreover, since
our aim is to develop general coordination techniques (i.e. applicable to a wide variety
of platform and of coordination scenarios), the use of abstract agents allows us to not
be tied to any speciﬁc platform.
2.2 The Target Search Problem
The target search problem belongs to the class of problems known as information gath-
ering tasks (Cole, 2009). The canonical scenario is the same as the one presented in
Chapter 1 and refers to the problem of searching an area in order to ﬁnd one or more,
lost targets (Bourgault et al., 2003). Here, searching refers to the task of detecting a
target (i.e. having it within the sensing range of at least one vehicle). However, in
many real scenarios, such as the one depicted in Chapter 1, the agent is also required
to precisely localise the positions of the targets. Thus, the agents must also track the
targets in order to maintain a precise estimate of their position (Furukawa et al., 2006).
This latter problem, referred to as the search and track problem, extends target search
by incorporating the problem of tracking the targets that have already been found.
In the remainder of this section, we discuss in detail literature on the canonical search
problem in Section 2.2.1, and on the search and track problem in Section 2.2.2.
2.2.1 The Search Problem
The canonical description of the search problem involves a team of diﬀerent UAVs that
search an unknown environment in order to ﬁnd some unknown targets. Bourgault
et al. (2003) characterises the problem of searching for a single target as an information
gathering task and use a well known grid-based approach to share a common belief about
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further extended in order to enrich the search scenario with features that would make
it more detailed and, therefore, more applicable to real world domains.
Some of these features focus speciﬁcally on the type of environment or target considered.
Examples include extending the search problem in order to address the search of groups
of targets when their total number is unknown (Cole, 2009), considering more complex
searching areas such as an urban environment (Geyer, 2008), or considering a hostile
environment containing threats and/or obstacles (Vidal et al., 2001; Yang et al., 2005).
Moreover, the search problem has been extended to the case of adversaries who are
actively trying to avoid detection (Bopardikar et al., 2008). Further extensions focus on
aspects related to the formalisation of the problem. Some of these abstract out the real
world setting by representing the searching area as a graph (Hoﬀmann et al., 2006) or
an occupancy grid (Hespanha et al., 1999; Vidal et al., 2001; Antoniades et al., 2003).
Within these settings, the agents, representing the UAVs, move by jumping from one
cell or node to another. Moreover, such approaches also often simplify the sensor model
by having the agents simply observe the state of a subset of the cells or nodes (Hespanha
et al., 1999; Vidal et al., 2001; Antoniades et al., 2003), indicating whether the target is
there or not.
Conversely, other approaches adopt a more realistic representation in which the area
of interest is represented as a continuous space where each platform moves using a
continuous motion model based on speed and heading (Bourgault et al., 2003, 2004;
Cole, 2009). Furthermore, every agent is provided with a sensor model that accurately
simulates its actual sensor and the information about the environment that it provides.
Examples of sensor models for information gathering tasks include the bearing only
sensor model (Hoﬀmann et al., 2006), that measures the direction or bearing to the
target, and the camera model (Bourgault et al., 2003, 2004) commonly used to represent
the ﬁxed camera (Xu and Zhang, 1996) that each UAV uses to observe the region of the
area that it is exploring.
Now, all these diﬀerent versions of the target search problem share a common, fun-
damental, feature. In all the scenarios, the diﬀerent UAVs continuously observe the
environment in order to spot the targets and maintain belief about their possible po-
sition. Such uncertain information is constantly updated with new observations taken
by the diﬀerent UAVs, and is used in order to decide which portion of the environment
to explore next. Thus, modelling the information about the state of the target plays a
fundamental role for solving the target search problem.
Speciﬁc literature on target search often characterises the uncertainty regarding the
target’s location by deﬁning a probability density function (PDF) over the search area.
The main task is then deﬁned as minimising this uncertainty by observing areas where
the level of uncertainty is high (Cole, 2009). This probability density function is often
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search space and the cell value represents the probability of ﬁnding the target in this
area (Bourgault et al., 2003, 2004; Cole, 2009). The precision of the model is strictly
related to the resolution of the grid. A larger number of cells represents the area in
more detail. However, increasing the resolution of the grid increases the computation
required to store and maintain this map. For this reason a second approach, based on
a particle ﬁlter, is often used (Hoﬀmann et al., 2006). In this second approach, the
probability map is discretised into a set of particles, representing random samples of the
PDF, and a Bayesian ﬁlter is used to estimate and update the value of these particles
(Thrun et al., 2005). This approach results in a lower computational cost and a higher
precision compared to the previous one (Hoﬀmann et al., 2006). However, particle ﬁlters
depend on a large set of parameters which require a sophisticated tuning to function
properly (Thrun et al., 2005). For this reason, research on target search has principally
adopted the grid-based approach in order to represent knowledge.
The diﬀerent agents use the above mentioned PDF in order to make a decision over
which area to explore next. Speciﬁcally, such agents use an optimisation approach,
where a global utility function, deﬁned over the PDF, is optimised and the solutions are
used in order to determine the next areas to explore. Some approaches deﬁne this utility
function as the probability of detecting the target in a speciﬁc sub-region of the search
space (Bourgault et al., 2003, 2004), while other approaches use an information metric,
based on the Shannon entropy, to measure the reduction in uncertainty that results from
the observation of a speciﬁc area (Cole, 2009).
In order to understand the challenges and the issues that arise when dealing with more
realistic and complex domains, we focus initially on studying the canonical search prob-
lem. Indeed, many issues arise when dealing with a more realistic setting, such as
communication limitations and uncertainty about the targets and the team members
state. Within this setting, as we will show in detail in Chapter 3, we deﬁne a PDF to
represent the uncertainty about the target’s location and use a Bayesian grid approach to
estimate it. We choose to use such an approach because it represents the state-of-the-art
for fusing beliefs in a decentralised fashion within the search domain (Bourgault et al.,
2003, 2004; Cole, 2009). We then represent the search area as a continuous space and we
deﬁne a continuous motion model and a ﬁxed camera model for each UAV. Finally, the
use of a camera sensing model, allows us to represent uncertainty in a more expressive
and complete fashion than using a simple discrete probability. A detailed explanation
of how the camera model is used to take measurements of the state of the target, and
how this is fused together in order to build a discretised representation of its position
within the area of interest will be given in the following chapter.Chapter 2 Related Work 23
2.2.2 The Search and Track Problem
In the search and track framework a team of UAVs is tasked with searching for multiple
targets, while simultaneously tracking (i.e. localising) the ones that have already been
found. The problem has been formalised by Furukawa et al. (2006) for the single target
case2 and subsequently extended to multiple targets in (Furukawa et al., 2007). Ideally,
this scenario can be seen as a target assignment problem where the team of UAVs
cooperate in order to achieve two diﬀerent objectives:
Searching: Part of the team searches for new targets, or for those targets that have
been lost.
Tracking: Part of the team tracks those targets that have been found in order to
maintain a precise estimate of their position.
Thus far, approaches for the search and track have been mostly extensions to the ones
used for the standard search problem. In particular, Furukawa et al. (2006), characterises
the problem as an information gathering problem and presents a uniﬁed approach for
solving it. The same representation of the belief over the target position is used for both
search and track. A Bayesian grid is used and diﬀerent types of observation updates
are deﬁned for the tracking task (i.e. when the target is detected) and for the search
task (i.e. when the target is not detected). A similar approach is used by Tisdale
et al. (2008) who further includes the probability of false detection (i.e. sensors are
not perfect). In this same work, a comparison is made between particle and grid based
approaches for approximating the PDF. In this work, grid based methods are shown
to be as eﬀective as particle ﬁlters for the search task, however, the higher degrees of
accuracy required for estimating the target’s positions requires the use of particle ﬁlters.
A diﬀerent approach is proposed by Furukawa et al. (2007), where, an element based
method, using shape functions as a more computationally eﬃcient means of representing
the PDF is introduced and shown to be more eﬀective than grid-based methods.
A task assignment formalisation of the search and track problem is introduced by Drew
and Elston (2008). Each UAV maintains an area coverage map representing informa-
tion about the targets and a central controller determines which targets need to be
re-observed in order to decrease the uncertainty about their position to some desired
bound. Once it has been decided which UAV should be tasked to track the targets,
the remaining agents are devoted to searching. A similar approach is proposed by Jin
et al. (2004), where the search and track problem is translated into a military domain
for searching, conﬁrming and attacking some speciﬁc targets within an area. Here a
completely centralised architecture is proposed where a central controller acquires all
2In this case the problem consists of a sequence of search and track phases. The UAVs search for
the target, track it, once it is found, and the whole process is repeated whenever the target is lost, until
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the information gathered by the diﬀerent UAVs and assigns the diﬀerent tasks to each
one of them.
In this thesis, we present a general algorithm in Chapter 3 to address the canonical search
problem (i.e. without considering tracking targets). However, we will present in Chapter
4 a general algorithm to address problems involving the simultaneous optimisation of
multiple objectives, and will apply it to search and track for future work.
2.3 Decentralised Coordination Approaches
As mentioned in Chapter 1, we rule out from our study oﬄine and centralised coordina-
tion approaches, because they do not meet the fundamental requirements to coordinate
teams of UAVs. Decentralised coordination approaches have been studied in both the
multi-agent system (MAS) and robotics communities. A well known classiﬁcation of
these approaches is based on the type of information shared by the diﬀerent agents
(Cole, 2009; Grocholsky, 2002). Speciﬁcally, decentralised coordination approaches can
be divided into three levels:
 Non-coordinated approaches where all the agents behave autonomously and do not
take into account the information gathered by the other members of the team.
 Implicitly coordinated approaches where the agents share their observations, thus
building a common belief about the state of the target. This belief is then used to
make individual decisions on what action to take next. Hence, the decisions of the
other members of the team are not taken into account. This approach is also often
referred as the coordinated approach in robotics literature (Grocholsky, 2002).
 Explicitly coordinated approaches where the agents share both observations and
decisions about what actions to take next. In this case, the agents now explic-
itly take into account the behaviour of their teammates when making their own
decision. This approach is also referred as the cooperative approach in robotics
literature (Grocholsky, 2002).
All three types of approach share, however, a common feature. Indeed, in each of them,
the agents constantly build and update a dynamic model of the target’s position, which
they then use in order to make a decision over which area to observe next.
In the remainder of this section, we discuss each of the coordination approaches presented
above in the context of target search, and then present in detail the max-sum algorithm,









Figure 2.5: The architecture of a non-coordinated approach (Cole, 2009)
2.3.1 Non-Coordinated Approaches
This category encompasses all approaches in which the agents behave independently, and
do not interact in any way with the other members of the team. Indeed, as deﬁned at
the beginning of the section, non-coordinated approaches are those in which the agents
do not share any type of information with one another. This means that each agent
makes decisions relying only on the information that it has gathered itself. Figure 2.5
illustrates the canonical architecture for a non-coordinated approach, where, each agent
makes its own decisions independently, without sharing any type of information with
the other members of the team.
For this reason, greedy techniques are commonly considered as the best possible method
to use in order to deﬁne non-coordinated approaches, where each agent decides to observe
the best location, given only the local information that it has gathered about the position
of the target (Vidal et al., 2001; Antoniades et al., 2003). In the target search domain,
a local greedy algorithm has been deﬁned for the discretised version of problem, where
each agent aims for the location, among those in its neighbourhood, that will most
reduce the uncertainty over the target’s position (Hespanha et al., 1999; Vidal et al.,
2001; Antoniades et al., 2003). A similar approach has been used in a more realistic
setting, where each UAV locally decides which area to explore next, by greedily ﬁnding
the control action that minimises the uncertainty over the area (Hoﬀmann et al., 2006).
Such uncertainty over the target’s position is then used in order to predict its next posi-
tion. To achieve this, approaches based on receding horizon control have been considered
for solving information gathering problems (Bourgault et al., 2003, 2004; Cole, 2009).
More speciﬁcally, such approaches provide an estimate of the position of the target by
predicting its behaviour over a speciﬁc time horizon3. In this context myopic approaches
3Such approaches are also referred as Model Predictive Control in related literature (Camacho andChapter 2 Related Work 26
have been employed, where agents make decisions over a single-step time horizon, that
is, over the immediate future, therefore, not taking into account the estimated model
of the target. In so doing, each agent maximises the probability of detecting the target
without considering its dynamism. For this reason, myopic techniques often lead to a
poor performance in terms of the coverage of the search area and in terms of the time
required to detect the target. Thus, longer time horizons have also been taken into
account in order to achieve a better approximation (Hoﬀmann et al., 2006).
The main issue when dealing with a ﬁnite horizon is ﬁnding the reasonable threshold
between its length (i.e. the quality of the estimate) and its feasibility. Many practi-
cal approaches require a time horizon that is impossible to calculate, since it involves
computing more complex decisions, and therefore, ﬁnding a good overall joint decision
requires a higher computational eﬀort. For this reason, greedy techniques based on short
time horizons are commonly considered the best approaches in order to compute feasible
solutions for scenarios where agents do not coordinate (Hoﬀmann et al., 2006).
Now, the previous discussion describes independent behaviours for each agent. Crucially
when a team of agents is deployed, each agent should be considering the behaviour of
the other members in order to increase the overall performance. For this reason, non-
coordinated approaches are not advisable when dealing with multiple agents. Nonethe-
less, such approaches constitute a reasonable lower bound for the performance of more
sophisticated coordination algorithms. Thus, they have been widely used in coordination
literature to benchmark the performance of implicit and explicit approaches (Bourgault
et al., 2003, 2004; Hollinger et al., 2009; Cole, 2009), and will be used in this work to
benchmark the coordination approach that we are going to present in Chapter 3.
2.3.2 Implicitly Coordinated Approaches
Implicit coordination methods are those where the agents share their observations but
make decisions independently (Grocholsky, 2002). By sharing observations each agent
is able to build the same common model about the state of the target, thus ensuring
a higher amount of information over which it will take its independent decision (Cole,
2009). Therefore, the principal advantage of implicit coordination techniques is that they
allow the agents to make decisions based on information that they have not themselves
collected from the environment. Usually observations are shared and merged together
using decentralised data fusion techniques (DDF); a well known and well studied set of
techniques to eﬃciently estimate the state of a feature of interest through the means of
Bayesian estimation (Bourgault et al., 2003, 2004; Hoﬀmann et al., 2006; Cole, 2009).
The main idea is that each agent updates the estimated model of the target’s position
by considering also the observations made by other members of the team, which are
shared by message-passing between the diﬀerent agents (Grocholsky, 2002). Figure 2.6











Figure 2.6: The architecture of an implicit coordinated approach (Cole, 2009)
illustrates an example of such type of approach. The architecture is essentially the same
as the one in Figure 2.5, apart from the part that the agents share their observations in
the belief formation shape.
Approaches to implicit coordination are generally the same as the non-coordinated one
since the main diﬀerence between the two levels is the sharing of observations. Thus,
they make decisions on which sub-region of the search area to explore next based on
the same estimated model. Again, this model represents the uncertainty over the target
location within the search space. Clearly such uncertainty is higher in areas that have
not yet been explored, hence by keeping a common belief, the agents will aim for the
unexplored sub-regions of the searching space (Cole, 2009). Examples of implicitly
coordinated approaches include a global version of the greedy approaches presented in
Section 2.3.1, where each agent, by gathering the observations of all the other agents,
is able to build a more detailed model of the target’s position considering also positions
that it had not observed (Furukawa et al., 2006, 2007). In this context, receding horizon
control is again applied together with greedy techniques, in order to have the agents
observe the positions in the searching area with the highest level of uncertainty (Vidal
et al., 2001; Hoﬀmann et al., 2006).
The main disadvantage of implicit coordination is that by deciding over the same knowl-
edge the agents often end up taking the same actions and thus, explore the same areas.
This redundant behaviour is clearly not advisable in a timely task, such as target search
or target tracking (Cole, 2009). To perform eﬀectively, the agents need to take into
account the decisions of the other members of the team in order optimise the team
performance. For this reason implicit coordination techniques are commonly considered
to perform less well than their explicit counterpart. However, as we will see in more
detail in the next section, explicit coordination often comes with a large computational














Figure 2.7: The architecture of an explicit coordinated approach (Cole, 2009)
plications, such as target search and target tracking (Hoﬀmann et al., 2006; Cole, 2009;
Hollinger et al., 2009). For this reason, and similarly to the non-coordinated case, we
will deﬁne an implicit coordination approach and use it as benchmark for our approach
in Chapter 3.
2.3.3 Explicitly Coordinated Approaches
Explicit coordination methods are those where the agents share both their decisions and
their observations. Figure 2.7 shows an example of such approach, where both the levels
of information sharing are illustrated. The process of sharing observations is carried out
in the same fashion as for the implicit coordination case.
In the explicit coordination case, the agents make their decisions by taking into account
the actions of the other members of the team (Hollinger et al., 2009). However the main
problem of explicit coordination techniques is that ﬁnding a joint optimal decision for a
team of agents is exponential in the number of agents (Lesser et al., 2003), and thus the
problem rapidly becomes infeasible as the number of members of the team grows larger
(Farinelli et al., 2008; Hollinger et al., 2009).
In order to address the above-mentioned issues, the robotics community have explored
techniques based on automated negotiation (Sujit and Ghose, 2005). In such approaches,
the agents formulate a proposal by locally computing a joint decision over the next areas
to observe given their current information about the target’s state (i.e. their common
belief) and about the proposals received by the other members of the team. After a
ﬁxed interval of time, the decision process is stopped and the proposal is sent to the
other members of the team. The whole negotiation process is repeated until all the
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is any-time, thus it can provide an approximate solution whenever the algorithm is
stopped, and the quality of such solution can be increased if the algorithm is given
more time to converge (Dean and Boddy, 1988). Moreover the agents just need to
negotiate with their closest team members, because they are the ones whose actions are
most likely to be inter-dependent. Hence negotiation algorithms oﬀer a robust solution
against communication failure, and provide the possibility to scale up (Sujit and Ghose,
2005). However, the major drawback in this type of approach is that the time needed
to converge to the optimal solution is in the worst case exponential in the number of
agents, thus a long interval of time is required to reach a good solution.
This type of algorithm was further extended by Grocholsky (2002), where the problem
is represented as a distributed optimisation problem, and solved using algorithm based
on either the well known Jacobi or a Gauss-Seidel iteration. These algorithms iterate
over a solution, and can provide any-time solutions. The main diﬀerence with the classic
negotiation algorithm deﬁned above, is the way in which the two algorithms update their
current decisions. In more detail, Jacobi iteration allows every agent to sequentially make
its decisions. Thus every agent makes a decision in a sequential order, waiting for the
decisions of the agents that precede it. Conversely, Gauss-Seidel iteration allows every
agent to make their decisions concurrently. Thus every agent makes a decision given the
knowledge that it has and broadcasts its decision to the other agents. Both Gauss-Seidel
and Jacobi iterations repeat until all the agents converge to the same solution.
Now, in both of these algorithms, an agent makes a decision considering the information
about the current decisions of the other agents that it was able to collect. Moreover,
each agent’s knowledge about the other agents’ decisions is not complete, and is going
to be reﬁned during the whole iteration process by sharing upgraded decisions. For
these reasons, the agents are commonly said to play a best response to their neighbours’
proposed decisions. That is, taking the best possible action (i.e. response) given the
actions proposed by the other agents, and both Gauss-Seidel and Jacobi iterations are
best response algorithms. However, for the same reasons as the ones mentioned for
the negotiation algorithm, these approaches require a large amount of time in order to
converge to a good solution (Grocholsky, 2002).
A similar approach was used in another study on the use of UAVs for search and track-
ing. In this case, the algorithm does not iterate, but locally calculates the joint decision,
formulating the problem as a non linear optimisation problem, and then using pre-tuned
fast solving algorithms. While it was acknowledged that this approach is sub-optimal, it
was argued that this was necessary in a highly dynamic environment, since in the time
required for the iteration to take place, the environment would have changed, rendering
the iterated solution sub-optimal (Cole, 2009). However using a local optimisation ap-
proach requires each agent to consider all other agents in the team. Thus the algorithm
is again exponential in the number of agents, and does not scale well as the number of
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Many of the approaches to explicit coordination developed in the robotics community,
share parallels with approaches developed in the multi-agent system (MAS) community.
Here work has focused on studying ways to coordinate platforms such as mobile sen-
sors deployed within an environment to solve tasks such as gathering information about
some features of interest such as water contamination (Krause et al., 2008) or for target
tracking (Lesser et al., 2003). Within these domains, the main requirements for coor-
dination approaches are the same of the one described in Chapter 1 (i.e. adaptiveness,
robustness, scalability and autonomy). Furthermore a mobile sensor presents features
similar to UAVs, namely limited power, computational resources and communication
range (Farinelli et al., 2008). Again, these approaches have focused mainly on a solving
the problem in a decentralised fashion, hence avoiding central points of failure.
Within the MAS literature, these explicit coordination problems, are often represented as
distributed constraint optimisation problems (DCOPs) and a number of algorithms exist
to solve such DCOPs. In more detail, a class of optimal algorithms was proposed namely,
OptAPO (Mailler and Lesser, 2004), ADOPT (Modi et al., 2005) and DPOP (Petcu and
Faltings, 2005). OptAPO uses a partially centralised approach in which mediator agents
compute solutions for portions of the problem, while ADOPT and DPOP formulate the
constraints of the problem as a graph, and then exchange messages between nodes this
graph. ADOPT is based decentralised version of the branch and bound algorithm, while
DPOP is based on the generalised distributed law (GDL) class of algorithms (Aji and
McEliece, 2000).
However, it has been argued that these algorithms are not suitable to address the co-
ordination of mobile sensors because they do not address most of the above-mentioned
requirements (Lesser et al., 2003). In particular, within OptAPO mediator agents may
be required to perform calculations that grow exponentially with the size of the portion
of the overall problem that they are responsible for. Hence requiring excessive com-
putational resources to reach a timely solution. Similarly, in ADOPT, the number of
messages that agents exchange is exponential in the width of the tree, thus requiring
again a large time interval to converge to a good solution. Finally, the size of the largest
messages in DPOP can be exponential in the width of the tree, thus requiring again an
unfeasible time to be computed (Farinelli et al., 2008).
On the other hand, a second class of approximate stochastic algorithms have also been
proposed for solving DCOPs (Maheswaran et al., 2005; Fitzpatrick and Meertens, 2003).
In these algorithms, each agent updates its state based only on the communicated (or
observed) states of those local neighbours that inﬂuence its utility. For this reason,
these approaches are well suited for large scale distributed applications, and in this
context the “distributed stochastic algorithm” (DSA) (Maheswaran et al., 2005) is one
of the most used as it has been shown to outperform the best response algorithm,
deﬁned at the beginning of this section (Farinelli et al., 2008; Chapman et al., 2011),
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the Robocup Rescue (Chapman et al., 2009). The main advantage of DSA over best
response algorithms is that after calculating the best response action, DSA decides
probabilistically to eﬀectively take this action or not. Thus it might partially avoid
the local minima problem described in Section 2.3.2. However, algorithms of this type
often converge to poor quality solutions since agents do not explicitly communicate their
utility for being in any particular state, but only communicate their preferred state (i.e.
the one that will maximise their own utility) based on the current preferred state of
their neighbours.
For the purposes of our research, we will use a state-of-the-art explicit coordination
algorithm based on a best-response algorithm as a benchmark for the coordination al-
gorithm that we will present in Chapter 3. We discuss next the principal contribution
that we take from literature, namely the max-sum algorithm.
2.3.4 The Max-Sum Algorithm
As we have presented in Chapter 1, the max-sum algorithm belongs to the class of
algorithms deﬁned by the Generalised Distributive Law (GDL), a particular type of
approximate message passing algorithms, well used and studied in the ﬁeld of information
theory (Aji and McEliece, 2000). Moreover, this algorithm is extremely relevant from
our perspective, as it has been shown to meet most of the requirements presented, again,
Chapter 1.
In this context, max-sum has been shown to generate solutions closer to the optimum
than (for example) DSA or Best Response, while being robust against message loss
and exhibiting a scalable computational and communication cost (Farinelli et al., 2008).
Max-sum, as any GDL algorithm, exploits the factorisability of many optimisation prob-
lems (as presented in Section 2.4.2.4), to solve them in an eﬀective and eﬃcient manner.
Particularly, the class of distributed constraint optimisation problems (DCOPs) intro-
duced next, exhibit this characteristic (Farinelli et al., 2008).
2.3.4.1 DCOP Formalisation
The most general characterisation of a DCOP involves M agents, each controlling a single
discrete variable xj, j 2 [1;M]. Constraints between agents are encoded as functions
Ui(xi) (i 2 [1;N]) over these variables. The scope xi  x of constraint function Ui
contains the variables of the agents over which the constraint is deﬁned. The aim of the
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In order to use the max-sum algorithm the problem is encoded as a special bipartite
graph called a factor graph, in which vertices represent variables and functions, and
edges the dependencies between them.
2.3.4.2 Algorithm Characterisation
Max-sum deﬁnes two types of messages that are exchanged between variables and func-
tions:





where M(j) represents the set of indices of the functions connected to variable xj
(i.e. the functions in which xj occurs as an argument).










where N(i) represents the set of indices of the variables connected to function Ui.
Note that both qj→i(xj) and ri→j(xj) are functions of variable xj. When the factor
graph is acyclic, these messages represent the maximum aggregate utility possible over
the respective components of the graph formed by removing the dependency between
Ui and xj, for each value d 2 Dxj in the domain of variable xj. Thus, in this case, the













An inherent shortcoming of the max-sum algorithm, however, is that it is not guaran-
teed to converge on cyclic constraint graphs, in which case it can perform arbitrarily
poorly. This limits its applicability in our domain, which, as we have shown in Chap-
ter 1, requires quality guarantees. The bounded max-sum algorithm, an extension to
the standard max-sum algorithm, addresses this shortcoming, by pruning the constraintChapter 2 Related Work 33
graph to a tree. In so doing, it is capable of providing performance guarantees on the
computed solutions (Rogers et al., 2011).
2.3.4.3 The Bounded Max-Sum Algorithm
When the factor graph is cyclic, the straightforward application of max-sum is not
guaranteed to converge. However, by pruning edges such that an acyclic sub-graph of
the factor graph is obtained, a bounded approximation can be derived (Rogers et al.,
2011). More speciﬁcally, here, the goal is to compute a variable assignment ˜ a in the









where a∗ is the optimal solution of the cyclic factor graph, U∗ the corresponding optimal
value and  is the approximation ratio. To ensure this approximation ratio is as small
as possible, the algorithm prunes those edges that have the least impact on solution












Once all the weights are computed, the GHS algorithm (Gallager et al., 1983) is used
to compute a maximum spanning tree of the factor graph in a decentralised fashion.
The newly obtained acyclic factor graph is then used in the second phase, in which the
max-sum algorithm is used to compute ˜ a, which is the optimal variable assignment to
the modiﬁed problem:









i is the set of variables that were eliminated from the scope of function Ui,
corresponding to the edges that were pruned from the factor graph.
The approximation ratio  is now given by:
 = 1 + (˜ Um + W   ˜ U)=˜ U (2.6)
where W is the sum of the weights of the pruned edges, ˜ Um =
∑
i minxc
i Ui(˜ ai) is the
value of the solution of the pruned problem and ˜ U =
∑
i Ui(˜ ai) is the value of the
solution of the overall approximated problem. Thus, an upper bound on the optimal
solution can be computed as follows:
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The application of the max-sum algorithm to the coordination of mobile sensors to
monitor spatial phenomena (Stranders et al., 2009) was particular interesting, because
it demonstrated that the max-sum algorithm is applicable to more complex problems
than those described in Farinelli et al. (2008). Additionally, a number of similarities
between the search problem and the spatial phenomena monitoring problem, such as
gathering information or cooperatively explore an environment, are apparent.
These similarities motivate the use of the max-sum algorithm as a starting point in
our work. Speciﬁcally, in the rest of this work, we will ﬁrst extend max-sum in order
to tackle the problem of on-line, decentralised coordination of UAVs on a target search
domain, which cannot be performed eﬀectively with existing techniques. Second, we will
build upon max-sum and its corresponding bounded extension to the multi-objective
coordination approach that we are going to present in Chapter 4.
2.4 Multi-Objective Optimisation
As noted in Chapter 1, current decision making approaches for teams of UAVs fall
short in terms of handling problems involving multiple objectives. Indeed, this line
of research lacks principled approaches that can address problems such as the search
and track problem discussed in Section 2.2.2, while simultaneously optimising other
objectives, such as managing energy resources as mentioned in the scenario presented in
Chapter 1. However, handling multiple objectives is a fundamental requirement in order
to enhance the deployment of UAVs for real world operations, and therefore constitutes
a key challenge of our research.
Thus, in this section, we review literature on multi-objective optimisation. As men-
tioned in the previous section, coordination for information gathering problems consists
of optimising a global utility function, shared among diﬀerent agents, in a decentralised
way. In a multi-objective setting, there is a set of such utility functions, therefore, we
discuss here existing approaches able to address this issue. We will, initially, formalise
two key concepts in order to characterise solutions to multi-objective optimisation prob-
lems. Next we introduce the current state-of-the-art approaches and then, we evaluate
them in our framework.
2.4.1 Problem Formalisation
We introduce in this section some formal concepts that we are going to use through-
out the thesis. Thus, we deﬁne a multi-objective optimisation problem (MOOP) as
the problem of simultaneously optimising a set of incommensurate objective functions.
Considering the scenario introduced in Chapter 1, a multi-objective problem involving
three objectives could be: searching for lost targets, tracking those that have alreadyChapter 2 Related Work 35
been found, and managing the energy resources. Nevertheless, in order to keep our
exposition as clear as possible, we will consider the problem of maximising k objective
functions, deﬁned over a set x = fx1;:::;xMg of M discrete variables, where each xj
takes values in a discrete domain Dxj = fd1
j;:::;d
|Dxj|
j g. A solution to a MOOP is,
then, an assignment a∗ = f(x1 = d1
1);:::;(xM = dM
M)g of values to variables, such that:
a∗ = argmax
a∈Dx
U(x) = [U1(x);:::;Uk(x)]T (2.7)
where Dx = M
j=1Dxj is the domain of variables x. Here, each objective function Ui can
be deﬁned over a subset xi  x of the variables of the problem. However, for ease of
exposition, we assume each function is deﬁned over the same set of variables.
Now, since the functions are incommensurable, it is possible that multiple assignments
satisfy Equation 2.7. For example, consider three assignments a1, a2 and a3, such that
U(a1) = [4;5], U(a2) = [4;3], and U(a3) = [6;3]. Clearly we have that [4;5] and [6;3]
are larger than [4;3]. Thus, a2 does not satisfy Equation 2.7. Moreover, [4;5] and [6;3]
are not comparable. Indeed, Equation 2.7 involves the optimisation of sets of partially-
ordered assignments. Thus, to characterise the optimal solutions of a multi-objective
optimisation problem, we use the concept of Pareto optimality, the most used solution
concept for multi-objective problems:
Deﬁnition 2.1. Pareto Optimality (Pareto, 1906): An assignment a∗ 2 Dx is Pareto
optimal iﬀ there does not exist another assignment a 2 Dx, such that U(a)  U(a∗),
and Ui(a) > Ui(a∗) for at least one objective function.
The utility vector U(a∗) corresponding to a Pareto optimal assignment a∗ is referred to
as a non-dominated vector. We deﬁne the notion of non-dominance as follows:
Deﬁnition 2.2. Non-dominance (Pareto, 1906): A vector U(a∗) 2 Dx is non-dominated
iﬀ there does not exist an assignment a 2 Dx, such that U(a)  U(a∗), with at least
one Ui(a) > Ui(a∗). Otherwise, U(a∗) is said to be dominated.
Thus, since a multi-objective problem involves the optimisation over partially ordered
assignments, its solution is a set of Pareto optimal assignments. In the remainder of
this document, we will refer to the set of Pareto optimal assignments as PO.
2.4.2 Multi-Objective Approaches
Multi-objective optimisation has been studied principally in the ﬁelds of operational
research and artiﬁcial intelligence. Two principal categories of approaches have been
proposed, namely approximate and optimal approaches, and they have both been usedChapter 2 Related Work 36
in many areas such as combinatorial auctions, ﬂight formation problems and mobile
robotics (Roll´ on, 2008; Inalhan et al., 2002; Mouaddib et al., 2007).
Multi-objective approaches can be categorised into four diﬀerent classes of techniques,
each of which constitute the state-of-the-art for multi-objective optimisation. We review
here these four classes, also considering the type of solutions that they provide. More
speciﬁcally we will discuss two classes of approximate approaches, namely evolution-
ary algorithms and scalarisation techniques, coming from operational research and two
classes optimal of approaches, heuristic search algorithms and problem decomposition
methods.
2.4.2.1 Evolutionary Approaches
The principal type of approximation methods developed to solve multi-objective opti-
misation problems are evolutionary algorithms (Coello Coello, 2006; Khare et al., 2003).
Such approaches, also referred as population-based meta-heuristics (Zitzler et al., 2000),
maintain a set of solutions (the population) and try to evolve the population towards the
Pareto optimal set of solutions, based on a ﬁtness function that evaluates the quality
of each element of the population. Various techniques have been proposed in litera-
ture in order to extend evolutionary algorithms to the multi-objective domain, while
guaranteeing empirically to retrieve solutions relatively close to the Pareto optimal set
(Zitzler et al., 2000). Well known examples of these algorithms include the vector eval-
uated genetic algorithm (VEGA), the multi-objective genetic algorithm (MOGA) and
the non-dominated sorting genetic algorithm (NSGA) (see Marler and Arora (2004) for
a detailed review).
However, such approaches do not provide guarantees over the quality of the solutions
they recover. Moreover, while some trivial parallelisation approaches for evolutionary
algorithms have been proposed in literature, which consists in optimising the diﬀerent
objectives of the problem in a parallel fashion (Talbi et al., 2008), multi-objective evo-
lutionary algorithms are essentially centralised (Marler and Arora, 2004), and therefore
they would fail whenever a component failure occurs. Thus, such approaches are not
suitable for our domain.
2.4.2.2 State Space Search Approaches
State space search has traditionally been one of the fundamental optimal problem solving
tools in artiﬁcial intelligence (Russel and Norvig, 1995). The state space, represents the
diﬀerent conﬁgurations that the problem can assume, and it forms a weighted graph
where nodes represent states and edges represent the transition from a state to another
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cost. The task is then to compute the best path from the initial state to a goal state
given the weights of the graph (Russel and Norvig, 1995)).
Within this domain, two well known best-ﬁrst optimal algorithms, A∗ (Hart et al., 1968,
1972) and iterative deepening A∗ (Korf, 1985), have been extended to the multi-objective
case. The main idea is to transform the weights of the edges of the state space graph into
vector of weights, one weight for each objective, (Stewart and White, 1991; Harikumar
and Kumar, 1996). Clearly, such vectors are partially ordered, therefore the algorithm
works by computing the set of non-dominated best paths, according to a given path
function.
Unfortunately, such approaches fall short in meeting many of the requirements men-
tioned in the Chapter 1. Speciﬁcally, the states space in the multi-objective context
increases exponentially, therefore, exploring it to retrieve the entire set of Pareto opti-
mal solutions requires a large amount of time (Stewart and White, 1991). This increase
in the number of states also prevents these approaches from being able to handle more
than 2 or 3 diﬀerent objectives (Dasgupta et al., 1999). Finally, all these approaches
are centralised and, thus far, no decentralised, nor parallel techniques have been devel-
oped. Moreover, such approaches do not meet the adaptiveness requirement that we
introduced in the previous chapter. Indeed, in dynamic problems such as information
gathering tasks, it is not possible to compute a complete state space, because most of
the information required to build it, is not available beforehand. For these reasons, such
approaches are not suitable for our target-searching domain and are not going to be
considered further in this work.
2.4.2.3 Scalarisation Approaches
Scalarisation approaches are well known approximation techniques that convert the
multi-objective problem into a standard single objective problem which is then solved
using standard single objective solution techniques (Marler and Arora, 2004; Johannes,
2004).
In more detail, these methods deﬁne a scalarisation function that combines the diﬀerent
objectives of a problem into a single objective function, and then iteratively re-apply
a standard single objective optimisation technique, such as linear or integer program-
ming (Marler and Arora, 2004), to the original problem. In each of these iterations,
the parameters characterising the scalarisation function (i.e. the weights of the diﬀer-
ent objectives) are changed. The reason for this is that a single objective problem is
characterised by one optimal solution, while a multi-objective problem can have many.
Thus, in order to retrieve the entire Pareto optimal set, which is a common requirement
for multi-objective optimisation problems, the iteration procedure is adopted. Exam-
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weighted sum, the optimisation of one objective function while bounding all the others
and the deﬁnition of a ranking between the diﬀerent objective functions based on a pre-
determined function that measures the importance of each of these objectives (Ehrgott
and Gandibleux, 2000).
However, the entire set of Pareto optimal solutions can be retrieved only under some
strong assumptions characterising the multiple objectives of the problem (i.e. they
represent a convex set). If this not the case, nothing can be said about the set of
solutions retrieved. Indeed, just some or even none of them, can belong to the Pareto
optimal set.
Consequently, these approaches are not suitable to be used in the target search domain.
First, our domain is not guaranteed to be convex, therefore by using these approaches
we would not be able to provide guarantees on the quality of our solutions. Second,
scalarisation approaches require a signiﬁcant amount of time in order to retrieve all
such solutions (Marler and Arora, 2004), therefore, they do not meet the timeliness
requirement described in Chapter 1.
2.4.2.4 Approaches based on Problem Decomposition
A fourth type of approach, pivotal to the algorithm that we present in Chapter 4, focuses
on solving multi-objective optimisation problems in a more eﬀective fashion by exploiting
their inherent structure (Roll´ on, 2008). This type of approach has been widely exploited
for solving single-objective optimisation problems (Aji and McEliece, 2000; Farinelli
et al., 2008). The essential idea behind this class of algorithms is to exploit a common
characteristic of many optimisation problems in order to decompose them in smaller sub-
problems and solve them in a quicker and more eﬃcient fashion (Aji and McEliece, 2000).
Well known examples of these problems are constraint optimisation problems, constraint
satisfaction problems and distributed constraint optimisiation problems (Dechter, 2003;
Bistarelli et al., 1997; Modi et al., 2005).
In more detail, the structure of these problems requires a speciﬁc algebraic characteristic
in order to be decomposable. Speciﬁcally, given the objective function U : D ! R, the
principal requirement for an optimisation problem to be factorisable, is that the co-
domain R of U is a commutative semi-ring. Such a commutative semi-ring is deﬁned
as:
Deﬁnition 2.3. A commutative semiring is a set R, together with two binary oper-
ations called “” and “
”, which satisfy the following three axioms:
1. The operation “” is associative and commutative, and there is an additive identity
element called “0” such that k  0 = k for all k 2 R (This axiom makes (R;) a
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2. The operation “
” is also associative and commutative, and there is a multiplica-
tive identity element called “1” such that k 
 1 = k for all k 2 R (Thus (R;
) is
also a commutative monoid).
3. The distributive law holds, i.e.,
(a 
 b)  (a 
 c) = a 
 (b  c) (2.8)
for all triples (a;b;c) from R
The main reason why this property is fundamental is the third axiom of the previous
deﬁnition (Aji and McEliece, 2000). Speciﬁcally, an algorithm optimising a function
whose co-domain is a commutative semiring can exploit the distributive law to reduce
the number of calculations necessary to solve the problem (it is a generalisation of the
simple fact that calculating a




Recent work on multi-objective optimisation has focused on ways to characterise such
problems as semiring optimisation problems. In this vein, Roll´ on (2008) introduces
one of the contributions pivotal to our work, the semiring multi-objective optimisation
problem. Speciﬁcally, Roll´ on (2008) describes a framework to aggregate k diﬀerent
single-objective semiring optimisation problems into a proper semiring multi-objective
optimisation framework. This approach was employed in order to extend a well known
algorithm exploiting problem decomposition, the bucket elimination algorithm (BE)
(Dechter, 2003), for solving multi-objective problems (Roll´ on and Larrosa, 2006).
More speciﬁcally, the bucket elimination algorithm works by iteratively eliminating the
variables of the problem and deducing the eﬀect of these eliminated variables from the
global objective function on the problem. The elimination of the last variable produces
a constant that constitutes the optimal solution of the problem. Now, to extend the
problem to multiple objectives, Roll´ on and Larrosa (2006) extend the two fundamental
operators of BE, namely the sum between functions and the variable elimination operator
(also referred as the variable marginalisation operator (Aji and McEliece, 2000)) to the
multi-objective domain, and shows how the resulting algorithm, multi-objective bucket
elimination (MO-BE), retrieves the entire Pareto optimal set of solutions for arbitrary
multi-objective optimisation problems. However, MO-BE is, again, not suitable for our
problem, because it is a centralised algorithm, whose empirical evaluation has shown
that it does not scale to more than two objectives (Roll´ on and Larrosa, 2006).
However, as pointed out by Roll´ on (2008) bucket elimination algorithms and GDL al-
gorithms are both problem decomposition methods, and thus share many similarities,
such as the way the function are aggregated or the way the variables are marginalised.
For this reason, we will use the two main operators of MO-BE (i.e. the sum and the
marginalisation operators) in order to build our algorithm in Chapter 4Chapter 2 Related Work 40
2.5 Summary
In this chapter we reviewed the scientiﬁc literature relevant to our work. We started
by introducing the current state-of-the-art in unmanned aerial vehicles (UAVs), the
particular robotic platforms that we will consider in our work. We then introduced
literature concerning the target search problem. In particular, we started by analysing
literature on canonical target search, discussing how the problem is simpliﬁed in much
of the literature by relaxing most of its features, including discretising the search area
(Hoﬀmann et al., 2006), simplifying the motion of the agents (Hespanha et al., 1999;
Vidal et al., 2001) and simplifying the sensing capabilities of the agents (Antoniades
et al., 2003). We then presented the search and track problem, which builds upon
search, but adds the additional dimension of tracking targets that have already been
found (Furukawa et al., 2006).
Next, we examined literature on existing coordination approaches. Initially, we deﬁned
the three common levels used to diﬀerentiate coordination approaches (Cole, 2009). In
more detail, we depicted the non-coordinated level as a lower bound to measure more
sophisticated coordination approaches commonly used in the literature (Bourgault et al.,
2003; Hollinger et al., 2009; Cole, 2009). We further introduced the implicit coordination
level as a valid trade-oﬀ between the quality and the feasibility of the solutions to
the coordination problem, where agents share their observations thus increasing their
knowledge about the problem to solve (Hoﬀmann et al., 2006; Hollinger et al., 2009).
Finally, we introduced the literature relevant to our work, namely explicit coordination
approaches.
We then introduced the max-sum algorithm, a particular type of approximate message
passing algorithm, belonging to the Generalised Distributed Law (GDL) class of algo-
rithms (Aji and McEliece, 2000). Max-sum works on a constraint graph representing the
agents (i.e. the vertices of the graph) and the diﬀerent relationships between them (i.e.
the edges of the graph). An inherent short-coming of the max-sum algorithm, however,
is that it is not guaranteed to converge on cyclic constraint graphs, in which case it
can perform arbitrarily poorly (Farinelli et al., 2008). This limits its applicability in
safety-critical domains. The bounded max-sum algorithm addresses this shortcoming,
by pruning the constraint graph of an arbitrary problem to a tree, and then by running
the max-sum algorithm over the cycle-free constraint graph (Rogers et al., 2011). In
so doing, it is capable of providing performance guarantees on the computed solutions
(Rogers et al., 2011). For all the above reasons, we choose the max-sum algorithm as
the foundation over which we are going to build our coordination algorithms.
Now, the applicability of the max-sum algorithm to a complex problem such as coordi-
nating agents for target search, has not yet been studied. Moreover, many issues arise
when dealing with a more realistic setting, such as communication limitations and un-
certainty about the targets and the state of the team members. For these reasons, weChapter 2 Related Work 41
present in the next chapter our ﬁrst contribution, a novel decentralised coordination
approach for coordinating teams of UAVs for target-search. In particular, we apply,
for the ﬁrst time, the max-sum algorithm to a complex and realistic problem, in which
both the area of interest, the UAVs and the target are represented with complex motion
and sensors models (Bourgault et al., 2003, 2004; Cole, 2009). Speciﬁcally, we will use
the formalisation of the problem depicted in Bourgault et al. (2003) and we deﬁne each
UAV as having a ﬁxed camera (Xu and Zhang, 1996), that allows it to observe the
ground. The information provided by each observation is fused with the one provided
by the others UAVs, by using a decentralised data fusion process as per the one used in
Bourgault et al. (2003) and Cole (2009).
Subsequently, we discussed literature related to multi-objective optimisation. We ﬁrst
introduced the fundamental concepts, the notion of Pareto optimality and the dominance
that characterise the solutions of multi objective problems (Pareto, 1906). We then
reviewed the state-of-the-art-approaches for solving these speciﬁc problems. In more
detail, we showed that approximate approaches such as evolutionary algorithms (Zitzler
et al., 2000) and scalarisation techniques (Marler and Arora, 2004), respectively, require
too much time to converge to a solution or are not able to provide quality guarantees
over such solutions and therefore do not satisfy the requirements deﬁned in Chapter 1.
Similarly, optimal approaches such as state space search (Stewart and White, 1991) and
approaches based on problem decomposition, such as the bucket elimination algorithm
(Roll´ on, 2008) are not adaptive to the dynamism of an information gathering task, and
they are also centralised. Thus, they are, again, not suitable for our problem. However,
since the max-sum shares some similarities with the bucket elimination algorithm, we
will use its two main operator—the maximum and the variable elimination operator— in
order to build the multi-objective decentralised coordination algorithm that we are going
to present in Chapter 4. Moreover, since we require an optimal algorithm to measure
the quality of the solutions retrieved by our multi-objective algorithm, we will employ
a brute-force multi-objective approach, that searches the entire space of solutions of a
problem, in order to retrieve its entire set of Pareto optimal solutions.
Then, in Chapter 4 we present our second contribution; a novel bounded decentralised
coordination algorithm for computing approximate solutions over multi-objective opti-
misation problems. This algorithm extends the bounded max-sum algorithm for coordi-
nation and proceeds in three phases. In the ﬁrst phase, we extend the approach deﬁned
in Rogers et al. (2011) to the multi-objective case, and prune the constraint graph of
the problem into a tree. In the second phase, we extend max-sum to the multi-objective
domain by building over the multi-objective bucket elimination algorithm (Roll´ on, 2008)
and over the standard max-sum algorithm (Farinelli et al., 2008). Finally, in the third
and ﬁnal phase, our algorithm selects a solution, between the one retrieved during the
previous phase, based on a logical criterion.Chapter 3
Explicit Coordination using the
Max-Sum Algorithm
We present in this chapter our ﬁrst contribution. We focus here on developing a co-
ordination algorithm for the canonical target-search problem. By doing so, our aims
are twofold. First we develop a novel decentralised coordination technique for teams of
UAVs, based on the max-sum algorithm. Second, by applying the max-sum algorithm
to more realistic settings than those in which it was applied before, we are able to ver-
ify which of the requirements that we presented in Chapter 1 it satisﬁes and in what
degree. In particular, the approach that we present in this chapter aims to address the
requirements of timeliness, adaptiveness, robustness, autonomy and scalability.
Thus, in the remainder of this chapter, we present in Section 3.1 the model of the target
search problem that we consider, introducing the motion models of all the agents, and
the sensor model of the camera. In Section 3.2, we deﬁne the coordination mechanism
that we developed in order to solve the problem. In particular, in Section 3.2.1 we
set up the decentralised data fusion approach used to maintain a common belief for
every agent and in Section 3.2.2 we present our decentralised coordination approach
based on an adaptation of the max-sum algorithm. Finally in Section 3.3 we deﬁne the
experiments we run, by introducing the benchmarks, the methodology, and the results
obtained. Section 3.4 summarises the chapter.
3.1 Problem Model
In this section, we introduce the model of the search task. Fundamentally, the problem
is to coordinate the motion, and hence observations, made by a team of UAVs so as to
search for a target in a timely manner. We deﬁne a continuous search area A where the
UAVs operate to search for the target. Each UAV maintains an internal representation
42Chapter 3 Explicit Coordination using the Max-Sum Algorithm 43
of the area A by discretising the area into a grid G with a resolution depending on
the setting of the problem. Each cell of the grid G represents a speciﬁc rectangular
area within the search area. We model the continuous time system using small, discrete
time steps, and assume that all the UAVs have time synchronisation (e.g. through GPS
time). We deﬁne the search task by modelling the motion of the agents, the target and
the UAVs, and the sensor model.
3.1.1 Agent Model
The scenario mentioned at the beginning of this section suggests two types of agents,
the UAVs and the target.
3.1.1.1 Target Motion Model
We assumes the target moves following a simple probabilistic Markov motion model, a
standard, and widely used, approach for representing the uncertainty over the target’s
motion (see Section 2.2). The state of the target at time k is deﬁned as xT
k = (i;j),
where (i;j) are the coordinates of the grid cell that contains the target. The probability


















is the set of cells adjacent to xT
k as well as xT
k itself.
3.1.1.2 UAV Motion Model
The team of UAVs is formally deﬁned as a set S of agents. Again, we adopt a standard
and well known, model in order to represent the vehicles’ motion (see Section 2.2):
˙ x = V cos  (3.2)
˙ y = V sin  (3.3)
˙ z = 0 (3.4)




where V is the UAV velocity, g is the acceleration due to gravity,   is the UAV heading
and  is the UAV bank angle, which is limited to some maximum value jj  max.
As deﬁned in Cole (2009), we assume that the velocity of the UAV remains constant at
the cruise speed, which was taken as 25m=s, and that the maximum bank angle is 25
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3.1.2 Sensor Model
Each UAV uses a ﬁxed, downward pointing camera to detect the target. The camera
is assumed to capture one frame per second. The primary interest in the sensor model
is to characterise the footprint of the camera, as well as the probability of detecting a
target within that footprint. This particular sensor model has been chosen because it is
the most common type of sensor used within the target search domain (as discussed in
Section 2.2).
Formally, we denote sensor observations by the mth UAV at the kth time step as zm
k ,
where zm
k can take on one of two values, Dm
k , representing a target detection event, or
¯ Dm
k , representing a no-detection event. We further deﬁne zk as the net observations by
all UAVs.
Moreover, we deﬁne a matrix om
k , where the (i;j)
th element, denoted by om
k (i;j), rep-
resents the probability of the sensor on UAV m not detecting the target, conditional on
the target being at the (i;j)
th cell:
om
k (i;j) = P
(
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, we ﬁrst characterised the footprint of the camera,
which was modelled as a ﬁxed camera (Xu and Zhang, 1996). As a consequence of this,
the footprint can be easily computed by making a ﬂat Earth assumption, commonly
adopted in most of the related literature (Hollinger et al., 2009), and by simple geometric
arguments. Figure 3.1 shows an example of a camera footprint1.
When the quadrilateral deﬁned by the points
  !
Pi for i 2 [1;4] in Figure 3.1 is overlaid








assumed to be linearly proportional to the ratio of the area of the cell covered by the
quadrilateral to the total area of the cell, multiplied by a term  that models the range-









where R is the range from the sensor to the cell in question and R0 is a constant term








for each cell in the grid G has a value varying from 0, when the cell
is not within the footprint and  when the cell is completely covered by the footprint.
It can be noted that this model accounts only for false negatives, where the sensor fails
1The authors would like to acknowledge V. Scordamaglia’ s MATLAB func-
tion Trajectory and Attitude Plot Version 2 as the source of the aircraft model
used in a number of illustrations in this document. It can be obtained from
http://www.mathworks.com/matlabcentral/fileexchange/4572-trajectory-and-attitude-plot-version-2Chapter 3 Explicit Coordination using the Max-Sum Algorithm 45
Figure 3.1: Illustration of camera footprint.
to detect a target that is present in the sensor ﬁeld of view, but not for false positives,
where the sensor reports a detection when the target is not present in the ﬁeld of view.
The UAVs share these observations with each other to maintain a consistent belief of the
distribution over the state of the target across the UAVs. Assuming that the observations
by the UAV sensors are conditionally independent, then
P
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In order reproduce in a more eﬀective way the conditions of real world scenario, we will
adopt two types of models to allow communication between UAVs:
 unlimited communications, in terms of distance, band-width and an error-free
channel.
 range limited communications, that is communication between two UAVs is only
possible when the Euclidean distance between them is below some threshold.
In particular unlimited communication will be, initially, used in order to compare specif-
ically the performance of the diﬀerent coordination approaches, as will be shown later
on this section. Subsequently such an assumption will be disregarded, and the rangeChapter 3 Explicit Coordination using the Max-Sum Algorithm 46
limited communication model is going to be used. This model was chosen because of
empirical evidence showing that it is valid for open environments (Mong-Ying et al.,
2006).
It should be noted that the limiting of communications will make the maintenance of a
common PDF amongst the team of UAVs (i.e. data fusion) a much more challenging
task, for which the simple sharing of observations is inadequate. However it is not the
purpose of this thesis to consider data fusion techniques to address this problem, thus
in our speciﬁc case, with limited communication, the agents will no longer be able to
maintain a common belief.
3.2 The Coordination Approach
In this section, we outline the framework for coordinating the sensor platforms such that
they can collectively search for a target. We ﬁrst introduce the data fusion methodology
(see Section 2.3.2), and then the coordination approach we used. Figure 3.2 illustrates
the same type of explicit coordination approach as illustrated by Figure 2.7, however,
the structure, here, characterises our approach in the case of a single agent. In more
detail, Figure 3.2 shows the diﬀerent messages that are sent and received by the agent
and how such messages are used in order to make a decision.
3.2.1 Bayesian Estimation
In this work, the probabilistic belief of the target’s position over the grid G is deﬁned as
a matrix PT
k , with each element of the matrix representing the probability of the target
being in the corresponding cell in G at time k:
PT






The estimation process involves two steps: the update step that fuses observations into
the belief, and the prediction step that propagates the belief to account for the dynamic
nature of the target. These steps constitute the belief information module depicted in
Figure 3.2, and are described in detail in the following sub-sections.
A series of snapshots showing the changes in the distribution over the state of the target
as the estimation process is carried out is shown in Figure 3.3. In more detail, the ﬁgure
shows six diﬀerent snapshots of an exploration task being done by a team of three UAVs
(i.e. one blue, one green and one black). The six diﬀerent snapshots, taken at diﬀerent
time-steps, show how the distribution over the state of the target (i.e. the red shape in






Figure 3.2: An illustration of the coordination approach.
and 3.3(b) show the beginning of the simulation, in which the UAVs start the task at
the same simulation, and begin searching while trying to avoid exploring the same areas
(which testiﬁes the coordinated behaviour). Figures 3.3(c), 3.3(d) and 3.3(e) depict the
UAVs while searching the centre of the area, which is characterised by a high probability
of detecting the target. Finally, Figure 3.3(e) shows the end of the simulation, where
the pre-deﬁned threshold has been reached.
3.2.1.1 Update
We adopted the same Bayesian update equation as used in previous work (Bourgault
et al., 2004; Furukawa et al., 2006) to fuse the observations made by the UAVs into their

























where C1 is a normalising constant to ensure that the probability distribution function
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(a) t = 0: The UAVs start at the same position
(b) t=20: Coordinated search
(c) t = 40: Non-coordinated search
(d) t = 60: The UAVs reach the area with a high probability
(e) t = 80: Coordinated search
(f) t = 100: The threshold has been reached
Figure 3.3: A series of snapshots showing the changes in the probability distribution
over the state of the target as a team of three UAVs searches.Chapter 3 Explicit Coordination using the Max-Sum Algorithm 49
(a) prior belief (in green) of UAV
1 (in blue)
(b) observation of UAV 1 (c) posterior of UAV 1
(d) prior belief of UAV 2 (in red) (e) observation of UAV 2 (f) posterior of UAV 2
(g) prior coordinated belief of UAV
1 and 2
(h) coordinated observation of
UAV 1 and 2
(i) coordinated posterior of UAV 1
and 2
Figure 3.4: Cross-coupling of utility functions. Given the same prior PDF, an obser-
vation of UAV 1, alone, gives a utility of 0.5192 (Figure 3.4(c)), while an observation
by UAV 2 alone gives a utility of 0.2372 (Figure 3.4(f)). Finally, the utility of both
UAVs is 0.5694 (Figure 3.4(i)).




















Again, C2 is a normalising constant. An illustration of the Bayesian update step is
shown in Figure 3.4. Speciﬁcally, the ﬁgure depicts how the priors of two diﬀerent UAVs
1 (blue in Figure 3.4) and 2 (red in Figure 3.4), shown, respectively, in Figures 3.4(a)
and 3.4(d), are then updated with the two observations shown in Figures 3.4(b) and
3.4(e), to produce the posterior shown in Figures 3.4(c) and 3.4(f). The coordinated
behaviour is shown in the remaining Figures of Figure 3.4. In this, case, by sharing their
observations, the UAVs start with the same prior (Figure 3.4(g)), take and share their
observations (Figure 3.4(h)) and ﬁnally compute the same posterior 3.4(i).Chapter 3 Explicit Coordination using the Max-Sum Algorithm 50
3.2.1.2 Prediction
The Bayesian prediction step is used to estimate the target’s current state considering the
target’s motion model and the belief on its previous state, before incorporating the new
observations. As with the Bayesian update equation, we adopted the prediction equation











where, P (xk+1jxk) is the target probabilistic motion model described previously.
3.2.2 Coordination
In this section, we deﬁne the approach that was applied to the cooperative search prob-
lem. We ﬁrst introduce the control space for the UAVs and the concept of receding
horizon control (as discussed in Section 2.3.1). We then deﬁne the utility function and
ﬁnally present the max-sum approach for explicit coordination. This approach is de-
picted as the decision module in Figure 3.2, and the three type of messages shared by
the agents are the focus of the remainder of this section.
3.2.2.1 Control Space
In this work, we approximate the control space, which is commonly a continuous value,
of each UAVs, by considering a ﬁnite set of trajectories that can be followed and from
which the coordination strategies can choose. Clearly, this approximation reduces the
precision of the overall decision process, since by using a discretisation we reduce the
possible motion of a real UAV. However, this approach of discretising the action space of
a robotic platform has been widely used in the robotics community, with a famous exam-
ple being the online path planner on Stanley, the robot which won the DARPA Grand
Challenge (Thrun et al., 2006). In this work, this set of pre-computed trajectories is cal-
culated based on a set of nominal bank angles, in this case
[
 25◦  8◦ 0◦ 8◦ 25◦
]
.
These were chosen as they give a good spread in the resulting control actions, which are
illustrated in Figure 3.5. In particular, Figure 3.5 depicts three possible bank angles (in
blue, green and red in the ﬁgure), and the corresponding footprints made by the UAVs.
Now, as we will see in more detail in Section 3.2.2.3, we will use this type of control space
to estimate the future observations of a UAV. In few details, since each angle within the
control space can be repeated for a ﬁnite number of time steps (as we will see in Section
3.2.2.2), it will constitute a speciﬁed path or trajectory the UAV will follow. Then,Chapter 3 Explicit Coordination using the Max-Sum Algorithm 51
Figure 3.5: Control space of one UAV, and their associated sensor footprints.
within this path, the camera footprints, and thus the sensor model, can be estimated
before taking the action.
The joint action space between two or more UAVs, then, is the set of all permutations
of the individual control spaces of each UAV. With ﬁve members in the control space
of one UAV, this means that two UAVs will have a joint control space of size 25, three
UAVs will have a joint control space of size 125 and so on.
3.2.2.2 Receding Horizon Control
A number of factors mean that it is diﬃcult or impossible to determine the control actions
that the UAVs should take to ﬁnd the target in the shortest time. These include:
 Imperfect models of the sensor characteristics and UAV motion and control.
 The dynamic nature of the environment, as manifested in the ever-changing PDF
representing the belief of the state of the target. This means that in the time it
takes to compute the optimal control action, the state of the world has changed,
possibly rendering the computed action sub-optimal.
 The large search space, deﬁned by the combinations of the control spaces of each
UAV over the entire mission.
To compensate for these factors, receding horizon control is used to approximate the
optimal solution. Receding horizon control was selected as it is a common technique used
in the literature to give computationally tractable solutions given imperfect models of the
world and a dynamic environment (as presented in Section 2.3.2). Put simply, receding
horizon control chooses the action that is optimal over a given prediction horizon. ThisChapter 3 Explicit Coordination using the Max-Sum Algorithm 52
action is only executed for a length of time less than the prediction horizon, before a
new optimal action is computed and the cycle is repeated.
3.2.2.3 Utility Function
The global utility function used in this work, which summarises up the performance of
the UAV team, is the probability of detecting the target given all the observations made.
The function was chosen because of its wide use in related research for representing the
task of detecting a target (Bourgault et al., 2003, 2004) Over a prediction horizon of N
steps and for a control action u, the utility function is deﬁned as:








P( ¯ D1:n) =
n ∏
m=1
P(zm = ¯ Djzm−1;:::;z1) (3.15)
Intuitively, the utility J(u;N), calculated at every time step k, measures how the joint
action u will inﬂuence the current cumulative probability of detecting the target, if
repeated over N time steps. In more detail, each agent m of the team simulates taking
action um 2 u for N consecutive time steps, thus making N diﬀerent observations. Now,
all these observations are fused together with the ones made by the other agents and
with the current value of P( ¯ D1:k) in order to calculate P( ¯ D1:k+N), i.e. the cumulative
probability of detection after N time steps. Finally the utility J(u;N) is calculated by
subtracting P( ¯ D1:k) and P( ¯ D1:k+N), thus determining how the action u might inﬂuence
the initial cumulative probability.
It can be seen that Equation 3.15 can be evaluated by calculating the cumulative product
of the normalisation constants in the Bayesian update equation. To calculate utilities
for each member of the control space, the observations that the UAV was predicted
to make were fused into a copy of the PDF of the state of the target maintained by
the UAV. As noted in the work which introduced this utility function, it attempts
to maximise the increase in the cumulative probability of detection (Bourgault et al.,
2004). This utility function was selected as it is already established in the search and
track literature (Bourgault et al., 2004). Hence, the goal of the system is to ﬁnd the
joint control that maximises the global utility (for a detailed deﬁnition of how such joint
paths are computed, refer to Section 3.2.2.1). However, the computation of the global
utility for a joint control is not trivial, as the actions of one UAV may aﬀect the utility
of another UAV. This occurs when the sensor footprints of two UAVs overlap, as shown
in Figure 3.4.
In order to apply the max-sum algorithm, the global utility function must be the sum of
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decomposed the global utility function into the utilities of the individual UAVs using the
concept of incremental utilities (Stranders, 2010). This approach consists of establishing
an ordering of the agents in the team by assigning each agent a unique ID number. In
the context of UAVs, this could be the tail number of UAV. The individual utility of
UAV i is then deﬁned as the incremental increase in the global utility function due to
the predicted action of UAV i, considering the predicted actions of all UAVs j where
j < i. It should be noted that the ordering chosen for the UAVs does not impact on
the value of the calculated team utility. Moreover, it should be noted that this type of
approach does not scale up to more than seven or eight agents (as shown in (Stranders
et al., 2009)). The reason for this is that the agent with the highest index, needs to
consider the predicted actions of all the other agents, and thus the computation becomes
exponential in the number of agents. Other possible approaches exists, to address this
issue, such as (Waldock et al., 2008), which we will discuss in more detail in Chapter
5. As an example, consider the utilities shown in Figure 3.4. The incremental utility
of UAV (b) is calculated by taking into account the value of its own observations and
those made by UAV (a). Speciﬁcally, the incremental utility of UAV (b) is calculated
by subtracting the value in Figure 3.4 (a) from the value in Figure 3.4 (c), namely,
0:5694   0:5192 = 0:0502.
3.2.2.4 The Max-Sum Approach
In order to have a thorough description of the max-sum algorithm we refer the reader
to Section 2. Therefore, here, we focus our attention on the procedure that we use in
order to adapt the max-sum algorithm to our setting.
In more detail, to characterise the factor graph for our speciﬁc problem, we deﬁne each
agent m as controlling a variable xm and a function node Um. In particular, such
function nodes will represent the agent’s local utility function, or, in other words, the
agent’s local contribution to the control function J(u;N). We chose here to use this
approach because it shares many similarities with Stranders et al. (2009). However,
it is important to note, that this is just one possible manner to represent the factor
graph. Other approaches have been considered as well, where function nodes represent
arbitrary constraints between the agents (Farinelli et al., 2008)2 or where functions nodes
represent target to track (Waldock et al., 2008). Once the factor graph is computed,
the negotiation phase starts. During this phase, function and variable nodes each send
a diﬀerent type of message as deﬁned by equations 2.2 and 2.3. Such negotiation takes
place within this asynchronous message passing phase. The algorithm is guaranteed
to converge to the optimal joint action if the factor graph has an acyclic structure.
Otherwise, it ﬁnds an approximate solution (Farinelli et al., 2008). In this particular
application, no assumptions can be made on the shape of the factor graph. Finally, to
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overlapped as it makes the source of the predicted observations anonymous, a property
often required when building complex unmanned aircraft systems (UAS) (Cole, 2009).
By this, we mean that the UAV receiving the predicted observations does not need to
know about the sensing model of the UAV that transmitted it, as the sensing model is
already encoded in the predicted observation.
It should be noted that the incremental nature of the individual contributions to the
global utility function described in Section 3.2.2.3 tends to reduce the number of edges
in this graph, as function nodes are only connected to variables nodes belonging to UAVs
with a lower or equal ID. Additionally, a function node is only connected to a variable
node if it depends on that variable, further sparsifying the graph. Indeed, literature
shows that sparsity is fundamental in order to improve the computational eﬃciency of
the max-sum algorithm (Stranders, 2010; Stranders et al., 2009).
3.3 Experiments
This section describes the results of simulations performed to test hypotheses on the
eﬀect of coordination on the performance of a team of UAVs. We tested such hypotheses
within two diﬀerent scenarios, with limited and unlimited communication range. We
decided to use a common metric, widely used for measuring the performance of an
information-based task (Grocholsky, 2002). Hence the performance metric was deﬁned
as the average time taken for a team of UAVs to obtain a 95% cumulative probability of
detecting the target, conditioned on all the observations made by the UAVs up to that
time. In other words, had there been a target in the search area, there would have been
a 95% probability of detecting it in this time. At time k, this probability was calculated
by 1   P
( ¯ D1:k
)
. As noted previously, P
( ¯ D1:k
)
is the probability of not detecting the
target up to time k, based on the observations by the team of UAVs up time k.
This section ﬁrst presents a description of other approaches to coordination against
which the max-sum algorithm was benchmarked in Section 3.3.1. Following this, the
hypotheses themselves and the experimental methodology used to test these hypotheses
are described in Section 3.3.2. Finally, the results of the experiments are presented in
Section 3.3.3.
3.3.1 Benchmarks Algorithms
In this section, we outline the three approaches to coordination that the max-sum algo-
rithm (MS) was benchmarked against. These approaches are classiﬁed into the three
levels of coordination described in the previous chapter.
Non-Coordination (NC): In the non-coordinated approach, each UAV selects itsChapter 3 Explicit Coordination using the Max-Sum Algorithm 56
control to optimise the utility function described in Section 3.2.2.3 over a given
horizon, independently of the other UAVs. This optimisation occurs on the basis
of diﬀerent PDFs on the state of the target, since the UAVs also do not share
observations.
Implicit Coordination (IC): In the implicitly coordinated approach, each UAV se-
lects its control to optimise the utility function as above, however, in this case,
the UAVs also communicate observations so that each UAV maintains the same
belief of the state of the target as its neighbours, and makes decisions based on
this shared belief. In this case, the implicit coordination arises because each UAV
is making its decision based on a common belief of the state of the target.
Explicit Coordination with Best Response (BR): In the explicitly coordinated ap-
proach, the UAVs make a team decision based on both the common information,
as well as the predicted observations communicated by other UAVs. The best
response algorithm is an example of an explicit coordination algorithm that is the
state of the art for the coordination of UAVs for search (as seen in Section 2.3.3).
It is for this reason that this paper benchmarks the performance of the max-sum
algorithm against the performance of the best response algorithm. The best re-
sponse algorithm operates by having every UAV determine the best control action
it can choose, given its belief, and given its knowledge about the control actions
that the other UAVs of the team are going to take, based on what the other UAVs
have previously communicated. Every UAV then broadcasts its new decision, and
the cycle is repeated.
In the previous application of the best response algorithm for coordinating UAVs,
two termination criterion were deﬁned, a theoretical one, where the procedure
was iterated until the optimal joint control action was found, and a practical one
where the procedure iterated until the solution converged to a pre-deﬁned threshold
(Bourgault et al., 2004). In our case, to be able to compare this approach to the
max-sum algorithm, we ﬁxed the number of iterations that both the max-sum
algorithm and the best response algorithms were allowed to go through before
termination. For the simulations, this was ﬁxed at six iterations3. Additionally,
while the previous work optimised over a continuous control domain (Bourgault
et al., 2004), the best response algorithm was only allowed to optimise over the
discrete control domain available to the max-sum algorithm in this work.
3As shown in Stranders (2010), the number of iterations usually depends on the density of the factor
graph, here we chose the number six, as it constitutes a reasonable estimate of the maximum distance,
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3.3.2 Methodology
This section describes the methodology that was used to test the following hypothesis
in simulation:
Hypothesis: Teams of UAVs that explicitly coordinate using the max-sum algorithm
will out-perform teams of the same size that explicitly coordinate by using the
best response algorithm, which will in turn out-perform teams that are implicitly
coordinating, which will out-perform teams that are not coordinated. Naturally, a
shorter time taken to obtain a 95% cumulative probability of detecting the target
meant that a team had performed better.
We tested this hypothesis in two diﬀerent scenarios, with limited and unlimited commu-
nication. In both cases, in recognition of the possibility that the initial positions of the
UAVs would inﬂuence the result, ten sets of random initial positions were generated for
teams of diﬀerent size, and a student’s t test was run in order to guarantee statistical
signiﬁcance.
Each team then ﬂew a simulated search mission using each of the four types of coordi-
nation, starting from each of the ten initial positions. For each simulated mission, we
considered a search area of 200  200m, and we speciﬁed a diﬀerent altitude for each
UAV, namely 60m, 80m, 100m, 120m and 140m. Moreover, we considered a predic-
tion horizon of 6s and ﬁxed the resolution of the grid to 200  200, that is, each cell
represented a square of 1m2.
For each simulation, we recorded the time to achieve a 95% conﬁdence in detecting the
target. After all 120 simulated missions were complete, the mission times for each team
size/level of coordination combination was averaged across the ten initial positions. This
gave average mission times for each team size/level of coordination combination.
In the unlimited communication case, simulations were run for teams of one, two and
ﬁve UAVs and for each team size. A Student’s t test with a 95% conﬁdence interval
was applied to determine if the diﬀerences between the average times for each type of
coordination were statistically signiﬁcant. Finally in the limited communication case,
simulations were run only for teams of three UAVs, and to test the degradation of
the algorithm’s performance due to communication limitation, the simulations were run
considering diﬀerent communication ranges. The use of three UAVs only, is due to
the fact that the main focus of these simulations were to test the robustness against
communication failure and thus experiments for teams of one or two UAVs only would
have been, respectively, useless and trivial. Furthermore, experiments with ﬁve UAVs
would have required a higher computational eﬀort, albeit providing results similar to
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3.3.3 Results
We ﬁrst present the results we obtained in the case of unlimited communications, and
second the ones we obtained in the case of communications limited by range.
3.3.3.1 Unlimited Communications
The results obtained from the simulated missions are illustrated in Figure 3.7. The
diﬀerences between the times for the diﬀerent types of coordination in the two and ﬁve
UAV teams are evident. A Student’s t test showed that the diﬀerences in the per-
formance of the max-sum algorithm compared to the best response algorithm, implicit
coordination and no coordination were statistically signiﬁcant. Speciﬁcally, these results
illustrated that for a team of two UAVs, explicit coordination with the max-sum algo-
rithm reduced mission times by 7% compared with explicit coordination with the best
response algorithm, by 17% compared with implicit coordination, and by 48% compared
with no coordination. In a team of ﬁve UAVs, explicit coordination with the max-sum
algorithm reduced mission times by 26% compared against explicit coordination with
the best response algorithm, by 34% compared against implicit coordination, and 68%
when compared against no coordination.
On the other hand, the diﬀerences that can be observed in the one UAV team are
much smaller, and a Student’s t test showed that these diﬀerences were statistically
insigniﬁcant. This self-evident result veriﬁed that no level of coordination was unfairly
advantaged or disadvantaged.
In terms of the size of the messages shared, the best response algorithm requires smaller
messages than the max-sum algorithm. This is because once the predicted observations
are communicated, the best response algorithm only communicates the index represent-
ing its best response at each iteration. On the other hand, the max-sum algorithm needs
to communicate the variable to function and function to variable messages, which are
vectors of length equal to the number of possible values each variable can take on, which
is ﬁve in these simulations, there being ﬁve control actions in the control space.
3.3.3.2 Limited Communications
The results obtained from the simulated missions under limited communication range
are illustrated in Figure 3.8. The max-sum approach clearly outperforms the other
approaches and degrades gracefully for communication ranges down to approximately
375m. Indeed, in such cases, the performance of the max-sum algorithm is clearly
better in comparison to the other approaches. Moreover the error bars in Figure 3.8,




Figure 3.7: Times to achieve a 95% cumulative probability of detection for one (a),
two (b) and ﬁve (c) UAVs. The top and bottom of the central box in each box plot
depicts the 25% and the 75% percentiles of the results, while the central mark represents
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Figure 3.8: Time to achieve a 95% cumulative probability of detection for teams of
three UAVs considering diﬀerent communication ranges. The error bars in the chart
represent the standard error obtained for each speciﬁc communication range.
clearly statistically signiﬁcant. Below the 375m range, the diﬀerence of the performance
of the diﬀerent approaches becomes insigniﬁcant and a clear comparison can not be
made anymore. Finally, as soon as communication becomes impossible (i.e near the 1m
range), we can see that all these approaches degrade towards the non-coordinated level.
3.4 Summary
In this chapter, we presented our ﬁrst contribution. In more detail, we introduced in
Section 3.1 the framework we adopted in order to represent the team of UAVs (Section
3.1.1.2), in Section 3.2 we depicted our coordination approach. Speciﬁcally, we deﬁned
the Bayesian estimation model that we adopted in Section 3.2.1, we then introduced
the tools that we used for coordinating the teams of UAVs, namely the control space
and the receding horizon control, in Section 3.2.2. Finally, we concluded the section by
describing the way we applied the max-sum algorithm to our speciﬁc problem.
In Section 3.3, we deﬁned the experiments to test our approach. The simulation results
showed that explicit coordination using the max-sum algorithm out-performed the best
response algorithm, implicit coordination and no coordination. The simulation results
further showed that explicit coordination using the best response algorithm outper-
formed implicit and no coordination. The simulation results ﬁnally showed that implicit
coordination out-performed no coordination for both teams of 2 and 5 UAVs. From
these observations, we can see that the hypothesis outlined previously is veriﬁed.
Now, the results obtained in this chapter show that max-sum is an eﬀective algorithm
in order to explicitly coordinate teams of robotic agents. Indeed, as we have mentioned
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of timeliness, adaptiveness, robustness and autonomy. However, the requirement of
scalability is only partially met, this is due to the fact that the incremental utility
method that we presented in Section 3.2.2.3 cannot scale to more than a certain number
of agents.
Moreover, in order to deploy such agents in real world domain, another key element
is still missing: the ability of the algorithm to handle multiple objectives. Thus, in
line with our research objectives, as stated in Chapter 1, the next chapter will build
upon these results and describe the core contribution of this thesis, a novel decentralised
coordination algorithm for addressing problems involving multiple objectives.Chapter 4
Bounded Coordination over
Multiple Objectives
Having discussed in the previous Chapter, the challenge of applying coordination mech-
anisms to a realistic domain, such as target search, we now address the challenge of
developing coordination mechanisms able to address problems involving multiple objec-
tives. More speciﬁcally, we address here two fundamental requirements, among those
we deﬁned in Chapter 1, namely the capability to address problems involving multi-
ple objectives and to provide guarantees over the quality of the solutions recovered.
To this end, we propose the bounded multi-objective max-sum algorithm (B-MOMS),
a novel general decentralised algorithm able to solve coordination problems involving
multiple objectives by providing guarantees on the recovered solutions. By doing this,
we develop a fundamental milestone in order to solve information gathering problems
involving multiple objectives, such as those presented in Chapter 2.
Thus, we address, here, the coordination problem from an abstract and theoretical
perspective. In so doing, we aim to develop a general algorithm, in the sense that it
allows teams of robotic agents to coordinate both in the information gathering domain
and more broadly. As part of our future work, we will, then, consider the problem of
applying the algorithm on the speciﬁc search and track problem.
In the remainder of this chapter we ﬁrst deﬁne, in Section 4.1, the multi-objective dis-
tributed constraint optimisation problem (MO-DCOP), a novel general formalism that
extends the standard DCOP model to the multi-objective case. Second, we characterise
our algorithm in Section 4.2, by discussing in detail each of the three phases of our
algorithm. Next, we derive a number of theoretical properties of our algorithm related
to the type and the bound over the solutions that it computes in Section 4.3 and il-
lustrate its behaviour by running a simple example in Section 4.4. We present some
empirical evaluation of the performance of our algorithm in Section 4.5. Finally, Section
4.6 summarizes the chapter.
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4.1 MO-DCOP Formalisation
We formalise the general problem by extending the DCOP framework, introduced in
Chapter 2.3.4, to the setting of multiple objective functions. Hence, in contrast from
Chapter 3, in this setting each agent j 2 (1;:::;M) controls only a variable xj deﬁned
over a discrete domain Dj, while functions Uk
i (i 2 (1;:::N)) represent constraints
(related to a speciﬁc objective k) between sets of these variables.
More formally, we consider the multi-objective DCOP (MO-DCOP) problem, which in-
volves the simultaneous optimisation of k DCOPs. Speciﬁcally, we consider the problem






Since each component of U(x) is a DCOP, this global objective functions is decomposable





where, again, each xi  x is the subset of variables representing the scope of multi-







Note that, for ease of exposition, we assume that all the local constraint functions Uk
i are
deﬁned over the same set of variables xi. However, this is not an essential requirement
for the application of our algorithm.
Within this setting, the diﬀerent solutions of a MO-DCOP are characterised using the
solution concepts of Pareto optimality and non-dominance introduced in Section 2.4.1.
Following these deﬁnitions, the solutions of a MO-DCOP are characterised as a set of
Pareto optimal assignments PO corresponding to a set of non-dominated utilities vectors
ND. Note that
∏M
i=1 jDij is an upper bound of the number of possible solutions, which
is equal to the size of the Cartesian product of the domains of all variables.
Finally, we encode the MO-DCOP as a multi-objective factor graph by representing
each variable xi of the MO-DCOP as a variable node, while each function node now
represents a vector function Ui. The following example illustrates such a multi-objective
factor graph.
Example 4.1. Consider the factor graph in Figure 4.1, with three variables x1, x2, and
x3, which are controlled by agents A1, A2, and A3. There are three constraints betweenChapter 4 Bounded Coordination over Multiple Objectives 64
Figure 4.1: An example of a multi-objective factor graph, involving three variables,
three objectives and three contraint functions.
the agents, represented by functions U1, U2, and U3, each deﬁned over three objectives
U1, U2, and U3.
The example depicts the standard setting in which each factor contributes to each ob-
jective of the problem. This is not always the case, for instance, in problems such as
search and track, the factors will represent tasks belonging to diﬀerent objectives, such
as targets to track or areas to search. A simple way to address this issue is to separate
the diﬀerent constraints Uk
i deﬁned in each factor Ui into diﬀerent factors. For instance,
the factor U1 = [U1
1;U2
1;U3











4.2 The B-MOMS Algorithm
Having described the MO-DCOP formalism, we now present the bounded multi-objective
max-sum (B-MOMS) algorithm. B-MOMS extends the max-sum algorithm to compute
solutions to MO-DCOPs. In detail, our algorithm proceeds in three phases:
 The bounding (B) phase, which extends the bounded max-sum algorithm discussed
in Section 2.3.4.3, in order to provide quality guarantees. To achieve this, we
generalise the maximum spanning tree algorithm to vector weights.
 The max-sum (MS) phase, during which the agents coordinate to ﬁnd the Pareto
optimal set of solutions to the cycle-free factor graph computed in the ﬁrst phase.
This requires a redeﬁnition of the two key operations required by the max-sum
algorithm (addition and marginal maximisation) for multiple objectives.
 The value-propagation (V P) phase, in which agents select a consistent variable
assignment. This extends the standard V P phase used for the DPOP algorithm (as
discussed in Chapter 2) to the case where multiple non-commensurable alternatives
exist.Chapter 4 Bounded Coordination over Multiple Objectives 65
In what follows, we discuss each phase in more detail. Finally we present a complete
example that illustrates the behaviour of our algorithm in Section 4.4.
4.2.1 The Bounding Phase
In order to bound the solutions of our algorithm, we propose a novel weighting approach
that builds upon the existing bounded max-sum algorithm described in Section 2.3.4.3
by extending the edge weights wij to the multi-objective vector weights. The key issue is
that the weighting approach used for max-sum, can be replicated for each of the diﬀerent
objectives of a multi-objective problem. To this end, we ﬁrst compute the impact of each
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Since the problem of ﬁnding a maximum spanning tree is deﬁned on instances with scalar
edge weights, it is necessary to rank the vector weights. This procedure must ensure
that the resulting ordering favours deletion of dominated vectors over non-dominated
ones. One way of doing this is to assign a scalar weight wij to each vector wij, which is
proportional to the number of edge weights it dominates. More formally:
wij =  jfwmn j wmn > wij;(i;j) 6= (m;n)gj (4.2)
Thus, using this scalarisation, non-dominated weight vectors are assigned a value of 0,
vectors dominated by a single elements are assigned a value of  1, and so on. With these
scalar edge weights, the GHS algorithm can be used to compute a maximum spanning
tree as discussed in Section 2.3.4.3.
4.2.2 The Max-Sum Phase
The second phase executes max-sum on the acyclic factor graph resulting from the
previous phase. In order to apply max-sum to the multi-objective setting, however, the
messages exchanged between functions and variables (Equations 2.2 and 2.3) need to be
generalised to vectors of constraint functions.
Recall from Section 2.3.4 that, if the factor graph is acyclic, the messages r and q
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components of the graph obtained by removing the dependency between Ui and xj. The
same holds in the multi-objective case. However, instead of qj→i(xj) and ri→j(xj) being
scalar functions of xj, these messages now map the domain of xj to a set of utility
vectors. To see why this is true, note that in the multi-objective domain, maximum
utility is now deﬁned in terms of the dominance relation from Deﬁnition 2.2. Since
this relation induces a partial ordering, more than one such maximum might exist. To
illustrate this, consider the following example:
Example 4.2. Suppose the following message ri→j(xj) is sent by function Ui to variable
xj with domain Dj = fRed;Green;Blueg:
ri→j(xj) =
{ f[0;0;0]g if xj = Red
f[0;1;0]g if xj = Green
f[ 1;2; 1];[2;1; 1]g if xj = Blue
This message conveys the fact that, if xj is assigned the value Red, the maximum possible
utility obtained within the sub-graph connected to Ui after removing the dependency on
xj is equal to [0;0;0]. Similarly, if xj = Blue, there are two incomparable maxima (since
neither dominates the other), namely [ 1;2; 1] and [2;1; 1].
To compute these messages, we generalise the two key mathematical operators required
by max-sum—the addition of two vector functions (Equations 2.2 and 2.3) and the
marginal maximisation with respect to a single variable (maxxi\xj in Equation 2.3)—
to the multi-objective domain. Recall from Section 2.4.2.4, that similar operators were
previously deﬁned in the context of the multi-objective bucket elimination algorithm
(Roll´ on, 2008). Thus, we redeﬁne these operators here to compute the messages ex-
changed in the max-sum algorithm.
In more detail, to add two functions f and g deﬁned over scope x:
(f + g)(x) = ND(fv + wjv 2 f(x);w 2 g(x)g)
where function ND(A) ﬁlters out the dominated vectors from input set A. Using the +
operator we can compute the sum of the messages r (which are univariate functions of
xj) in Equation 2.2, as well as the addition of multi-variate function Uj to the sum of
univariate functions of diﬀerent variables xk in Equation 2.3.
The second operator, marginal maximisation (maxxi\xj), takes as input a multi-variate
vector function f(xi) and outputs a function f (xj):










where Dxi\xj is the Cartesian product of the domains of variables xi n xj.Chapter 4 Bounded Coordination over Multiple Objectives 67
At the end of the max-sum phase, each variable xj computes its marginal function zj
(Equation 2.4) to obtain a set of Pareto optimal assignments A∗
j. Since there might be
multiple optimal assignments, agents need to reach consensus on which global assignment
to choose. Thus, in what follows, we deﬁne a value-propagation phase where the agents
jointly choose a Pareto optimal solution among the ones computed by the max-sum
phase.
4.2.3 The Value-Propagation Phase
The third and ﬁnal phase, value-propagation, again operates on the cycle-free factor
graph computed by the bounding approach. In this phase, variables and function nodes
in this factor graph coordinate to select a consistent variable assignment. As we said
at the beginning of this section, we develop this phase by building over the value-
propagation phase used for the DPOP algorithm, that we discussed in Chapter 2 .
Now, at the end of the MS phase, each variable computes the set A∗
j of marginal Pareto






If, for any variable xj, jA∗
jj > 1, then there exists more than a single global optimal
assignment in the acyclic factor graph: j  POj > 1. If this is the case, we then propose a
novel extension to the canonical value-propagation phase, in which a variable can select
an assignment a∗
j 2 A∗
j at random, or one that satisﬁes some (logical) condition C. For
example, a∗
j might be chosen such that objective 1 is maximised, subject to objective 2
being at least 4, or more formally, a∗
j 2 A∗
j and maxzj(a∗
j)1, subject to zj(a∗
j)2  4. To
select an assignment that satisﬁes this condition, the value-propagation phase proceeds
by passing messages between the variables and functions in the acyclic factor graph,
and is thus fully decentralised. First, the variable xr with the lowest index is chosen
as the root of the tree, and is responsible for initiating the value propagation phase
by selecting a Pareto optimal assignment a∗
r that satisﬁes C. The variable then sends
value-propagation messages (xr = a∗
r) to all the function nodes to which the variable is
connected.
The behaviour of all the other nodes in the graph will then depend on their type. More
speciﬁcally:
Function nodes: Upon receiving a message (xj = a∗
j) from variable xj, multi-objective
constraint function Ui computes the set A∗ of local Pareto optimal assignmentsChapter 4 Bounded Coordination over Multiple Objectives 68









where g(a) is deﬁned as:




After computing set A, value propagation selects a Pareto optimal assignment
a∗ 2 A that satisﬁes condition C and sends the message (xk = a∗
k) to every
variable xk (k 6= j), where a∗
k is the element of a∗ corresponding to xk.
Variable nodes: For each non-root variable xj, once it receives a message (xj = a∗
j)
from a function Ui, it sets its value to a∗
j and propagates the message (xj = a∗
j)
to all the function nodes Uk, k 6= i.
Note that, during value propagation, a single message is sent across each link in the
factor graph. Thus, the algorithm terminates once each non-root variable has received
a value-propagation message.
4.3 Theoretical Analysis
We now discuss the theoretical properties of the B-MOMS algorithm.
4.3.1 Optimality of the Max-Sum Phase
The ﬁrst property concerns the performance of the max-sum phase of the B-MOMS.
Speciﬁcally, we show that the following theorem holds:
Theorem 4.1. The max-sum phase (MS) computes the entire set of Pareto optimal
solutions   PO of the acyclic factor graph that is obtained by pruning edges during the
bounding (B) phase of the algorithm.
Proof. The proof consists of two steps. Firstly, the valuation algebra deﬁned by the
+ and max operators discussed in Section 4.2.2, together with the co-domain of the
global multi-objective constraint function U (Equation 4.1), is a commutative semi-ring
(Roll´ on, 2008). Secondly, any GDL algorithm optimally solves problems whose valuation
algebra is a commutative semi-ring, whenever the underlying constraint graph is acyclic
(Aji and McEliece, 2000). Thus, since the second phase of B-MOMS is a GDL algorithm,
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Now, while solutions   PO are Pareto optimal in the acyclic sub-graph, they are not nec-
essarily (or likely) Pareto optimal in the original factor graph. However, using Theorem
4.1, we can derive bounds on the quality of these solutions in the original factor graph.
4.3.2 Bounded Approximation
To derive these bounds, we follow a procedure similar to that of the bounded max-sum
algorithm (Section 2.3.4.3). First, we deﬁne vector W = [W1;:::;Wk] as the sum of
vector weights wij of the edges between Uj and xi that were pruned in the bounding
phase to obtain an acyclic graph (Section 4.2.1). Furthermore, to characterise the upper
bound computed by B-MOMS, we ﬁrst deﬁne the concept of utopia point:
Deﬁnition 4.2. Utopia Point (Marler and Arora, 2004): The utopia point V∗ of












Put diﬀerently, the utopia point is the vector of values resulting from optimising each k
DCOPs independently. Clearly, given any Pareto optimal assignment a∗ 2 PO, U(a∗) 
V∗ holds for any MO-DCOP. Thus, the utopia point is an upper bound of the value
of a Pareto optimal solution of a MO-DCOP. Given these concepts we can state the
following theorem:
Theorem 4.3. Given an arbitrary MO-DCOP, for any assignment ˜ a 2   PO computed
by B-MOMS, the following bound holds:
U(˜ a) + W  V∗ (4.3)
Proof. The theorem follows directly from the fact that we extend the bounded max-sum
algorithm for single objective DCOPs to the case of multi-objective problems. In more
detail, for each objective o (1  o  k) of an MO-DCOP, by using the approach deﬁned
in (Rogers et al., 2011), it is easy to see that the following bound holds:
Uo(˜ a) + Wo  max
x Uo(x)
thus concluding the proof.
Similarly, we deﬁne the problem dependent approximation ratio  = [1;:::;k] of the
solutions computed by B-MOMS, where each i is given by Equation 2.6.Chapter 4 Bounded Coordination over Multiple Objectives 70
Figure 4.2: A factor graph, involving two variables x1 and x2 and two vector functions
U1 and U2. The red edge is the one that is going to be pruned during the bounding
phase.
4.3.3 Complexity
Finally, we derive the computation and communication complexity of B-MOMS using
properties inherited from the max-sum algorithm. Now, since B-MOMS exploits the
factorisability of the problems it is solving, the scope of each constraint function Ui(xi)
contains only the variables on which the constraint is deﬁned. Therefore, computing
message ri→j from function Ui to variable xj (Equation 2.3) requires O(jDmaxj|xi|)
evaluations of function Ui, where Dmax is the largest domain among variables x. Hence,
the computation is exponential only in the number of variables in the scope of Ui, not
the total number of variables.
Furthermore, since in the worst case every variable assignment of x is Pareto optimal,
after a certain (but ﬁnite) number have been exchanged, these messages contain O(k 
jDmaxjM+1) values: jDmaxj sets of vectors (one for each value in the variable’s domain),
each containing at most DM
max non-dominated vectors of size k.
4.4 Example
We present in this section an example to illustrate the behaviour of B-MOMS. We
consider the factor graph in Figure 4.2, where two agents x1 and x2 coordinate over the
vector function U(x1;x2) = U1(x1;x2) + U2(x1;x2), and illustrate the three diﬀerent
phases of our algorithm.
Example 4.3. We consider a bi-objective function as deﬁned in Table 4.1. In such a
case the set of non-dominated vectors is deﬁned as:
ND = f[6;3];[4;4]gChapter 4 Bounded Coordination over Multiple Objectives 71
x1 x2 U1(x1;x2) U2(x1;x2) U(x1;x2)
0 0 [3;1] [3;2] [6;3]
0 1 [1;2] [1;1] [2;3]
1 0 [2;0] [2;4] [4;4]
1 1 [2;1] [0;1] [2;2]
Table 4.1: The bi-objective function corresponding to the graph in Figure 4.2.
These vectors correspond to the following set of Pareto optimal solutions:
PO = ff0;0g;f1;0gg
Moreover, the utopia point, follows from Deﬁnition 4.3.2:
V ∗ = [6;4]
We now characterise the three diﬀerent phases of our algorithm:
Bounding phase: In the ﬁrst phase the two factors U1 and U2 compute their vector























11 are the two weights related to the edge between U1 and x1.























12 are the two weights related to the edge between U1 and x2. In























21 are the two weights related to the edge between U2 and x1.
























0 0 [2;0];[0;1] [3;2] [5;2];[3;3]
0 1 [2;0];[0;1] [1;1] [2;1];[1;2]
1 0 [1;0] [2;4] [3;3]
1 1 [1;0] [0;1] [1;1]
Table 4.2: The resulting bi-objective function after pruning the factor graph in Figure
4.2. Here xc




22 are the two weights related to the edge between U2 and x2.
The resulting weighted factor graph is shown in Figure 4.2. After the weights are
computed, the agents share these weights in order to compute the diﬀerent scalar







Thus, since w11 is the smallest weight on the novel weighted factor graph, it is
pruned from the graph by the GHS algorithm. The set of values, corresponding to
the cycle free factor graph is shown in Table 4.2. Moreover, in this speciﬁc example,
the bound to the utopia point can be easily calculated as W = w11 = [1;1]. The
resulting acyclic factor graph, shown in Figure 4.2 constitutes the input of the
second phase of the algorithm, which follows.
The Max-Sum phase: In order to keep the exposition as clear as possible, we consider
a simple message passing schedule, where the computation starts at the leaf nodes
and goes up through the diﬀerent nodes of the graph. The computation begins at
time step t = 0, nodes U1 and x2 both have a single edge (i.e. they are leaves of









Here x2 sends a “zero” message because it has not received any information, while
U1 computes the multi-objective marginal function of variable x1, as detailed in
Section 4.2. At time step t = 1, x1 and U2 receive the messages and compute the









At time step t = 2, the ﬁnal two messages are computed. Note that, while x1
has received messages from all the previous variables and can therefore calculate
its own optimal solutions, x2 still requires information about U1 (i.e. since the










After these messages have been sent, the MS phase terminates. Finally, both the















Such solutions correspond to the two Pareto optimal assignments of the problem
a∗ = f(0;0);(1;0)g. The value propagation phase proceeds next.
The value-propagation phase: At time step 3, variable x2, as the pre-determined
root of the graph, selects a speciﬁc assignment1 and sends a V P message containing
the selected value ˜ a2 = 0 to U2. At time step 4, U2 receives the message, calculates
the set of Pareto optimal solutions for which x2 = 0, that is ˜ A = f[x1 = 0;x2 =
0];[x1 = 1;x2 = 0]g, selects one of the diﬀerent alternatives2 and sends a new V P
message to x1 containing ˜ a1 = 1. Finally, at the time steps 5 and 6, x1 receives
the message, forwards it to U1, and the computation terminates.
1To keep the exposition as clear as possible, we assume that the selection criterion is to pick a random
value.
2Again, we assume a random selection.Chapter 4 Bounded Coordination over Multiple Objectives 74
Thus, the algorithm recovers the solution ˜ a = f1;0g, which is, as can be seen in Table
4.1, one of the Pareto optimal solutions of the problem, in this speciﬁc case.
4.5 Empirical Evaluation
We present in this section some empirical evaluation in order to verify the performance of
the B-MOMS. To this end, in this section we benchmark the performance of B-MOMS
against an optimal algorithm. In the remainder of this section, we present a multi-
objective extension to the canonical graph colouring problem used in our experiments,
detail the experimental setup, and discuss the results.
4.5.1 Multi-Objective Graph Colouring
In order to evaluate the performance of our algorithm we consider a multi-objective
extension of the graph-colouring problem, which is a well known benchmark problem
in the DCOP literature (Farinelli et al., 2008). In this multi-objective graph colouring
problem, each agent Aj owns a single variable xj, taking values in the domain Dj =











i (xj;xk) that exist among the variables x. These three types of constraint functions
are deﬁned as follows:





0 xj 6= xk
 1 xj = xk
(4.6)
Chromatic Ordering: This objective function imposes an ordering among the colours:
Red = 1, Green = 2, and Blue = 3. Speciﬁcally, given two variables xj and xk




0 if j < k and xj < xk
 1 otherwise
(4.7)
Chromatic Distance: This objective is similar to the chromatic ordering. However,
it considers the distance between the colours of diﬀerent variables. In more detail,Chapter 4 Bounded Coordination over Multiple Objectives 75





0 if jxj   xkj = 1
 1 otherwise
(4.8)
Thus, given an arbitrary graph G = (V;E), we construct a factor graph as follows. Each
vertex is represented as a variable x. Furthermore, for each edge (v;v ) the factor graph




where xj and xk are the variables corresponding to vertices v and v .
4.5.2 Experimental Setup
We analyse the performance of B-MOMS by executing it on several instances of the
multi-objective graph colouring problem deﬁned previously. Speciﬁcally, we randomly
generate connected graphs G = (V;E) with a varying number M = jV j of vertices,
and varying graph density  2 [0;1]. This latter parameter deﬁnes the constrainedness
of the problem by controlling the number of edges; when  = 0 the number of edges
jEj = M   1, and the resulting graph G is a tree. Conversely, when  = 1, G is a
complete graph, and jEj = 1
2M(M   1).
We generated problem instances with M = f8;10;12;14;20;40;60;80;100g and  =
f0:0;0:1;:::;1:0g. Moreover, for each combination of values for M and  we ran B-
MOMS 120 times to achieve statistical signiﬁcance. We measure the performance of
B-MOMS using the following four metrics:
1. The runtime (in milliseconds) required by B-MOMS to compute the set of solu-
tions.
2. The average approximation ratio of the solutions   PO computed by B-MOMS.
More speciﬁcally, we deﬁned this as the norm of the approximation ratio vector
jjjj deﬁned in Section 4.3.2.
3. The minimum Euclidean distance between solutions a 2   PO computed by B-
MOMS and an optimal solution a∗ 2 PO. More formally, we calculate this distance
as follows:
d(a) =





]   
 
4. Finally, we measure the fraction Pareto optimal solutions found by B-MOMS:
nPO =
j  PO \ POj
jPOj
Note that metrics 2 and 3 aggregate the objectives by using the notions of norm and
Euclidean distance, which implies commensurability of the objectives. However, theseChapter 4 Bounded Coordination over Multiple Objectives 76
metrics have been widely used in multi-objective literature (Veldhuizen and Lamont,
1998). Moreover, metrics 3 and 4 require the availability of the set of Pareto optimal
solutions PO. To compute these, we used a centralised brute-force optimal algorithm.
This optimal algorithm exhaustively enumerates the Cartesian product of the domains
of x, and thus, has a computational complexity that is exponential in the number of
variables. As a result, we do not report metrics 3 and 4 for M > 14, since we were
unable to run a suﬃcient number of experiments to obtain statistically signiﬁcant results.
However, we do report metrics 1 and 2 for M up to 100.
4.5.3 Results
For M  14, the results are shown in Figure 4.3. First of all, all three plots conﬁrm that
the algorithm is optimal for acyclic graphs ( = 0), as proved by Theorem 4.1. Moreover,
by increasing the number of constraints of the problem (i.e. by increasing ), we can
observe that the performance of B-MOMS degrades gracefully in terms of the approxi-
mation ratio, distance, as well as the fraction of optimal solutions found. Moreover, the
approximation ratio never exceeds 2 (i.e. the value of the computed solution is greater
than half of that of the optimal solution) even for extremely constrained problems, and
is close to the value of 1:27 reported for the single-objective graph colouring problem
by the single-objective bounded max-sum algorithm (Rogers et al., 2011) when each
variable is involved in three constraints (corresponding to  = 0:3 for M = 14). Most
importantly, for relatively sparse graphs (  0:2), which are often found in real-life
multi-agent applications, B-MOMS recovers roughly 50% of the optimal solutions for
M = 14.
Figures 4.4(a) and 4.4(b) report the approximation ratio and the runtime for larger
problem instances. Speciﬁcally, Figure 4.4(a) clearly shows that, even for large instances,
the approximation ratio again never exceeds 2, demonstrating the eﬀectiveness of the
bounding approach. Indeed, this value of the approximation ratio indicates that the
values of the bounds, computed over each objective, never exceed half of the value of
the corresponding optimal solution in the utopia point. Furthermore, Figure 4.4(b)
gives strong empirical evidence of the practical applicability of the algorithm. Despite
the exponential relation between the number of variables and the time required by B-
MOMS3, for M = 100 and a maximally constrained problem, this time does not exceed
30 minutes. Moreover, it is important to note that these experiments were run on
a single processor, while the computational load in a multi-agent system is typically
shared among multiple computational entities. This brings B-MOMS well within the
realm of the limited computational capacities of embedded agents found in many real-life
applications.
3This is partially due to our implementation of the value-propagation phase, which for the purpose of
these experiments, recovers an exponential number of (approximately) Pareto optimal solutions, instead
of just a single one.Chapter 4 Bounded Coordination over Multiple Objectives 77



















(a) Approximation ratio ||||





















(b) Minimum distance of computed solutions to a Pareto optimal so-
lution





































(c) Fraction nPO of Pareto optimal solutions found
Figure 4.3: Empirical results for M  14. Errorbars indicate the standard error of
the mean.Chapter 4 Bounded Coordination over Multiple Objectives 78
















(a) The approximation ratio |||| for varying number of vertices
































(b) The runtime for varying number of vertices
Figure 4.4: Empirical results for 10  M  100. Errorbars indicate the standard
error of the mean.
4.6 Summary
We proposed in this chapter the second contribution of this thesis, the bounded multi-
objective max-sum algorithm (B-MOMS), the ﬁrst decentralised coordination algorithm
for multi-objective optimisation problems. B-MOMS extends the bounded max-sum
algorithm for decentralised coordination (Rogers et al., 2011) to compute bounded ap-
proximate solutions to multi-objective DCOPs (MO-DCOPs), a novel extension to the
DCOP framework that we presented in Section 4.1.
Next, we introduced each of the three phases characterising our algorithm. In Sec-
tion 4.2.1, we introduced the ﬁrst phase of our algorithm. This phase extends the
bounded max-sum algorithm to compute a cycle-free sub-graph of the multi-objective
factor graph, which involves a generalisation of the maximum spanning tree problemChapter 4 Bounded Coordination over Multiple Objectives 79
to vector weights. In Section 4.2.2, we characterised the second phase of B-MOMS,
in which we generalised the key mathematical operators required by max-sum to opti-
mally solve the multi-objective problem encoded in the former cycle-free factor graph.
In Section 4.2.3, we discussed the third and ﬁnal phase which is required whenever there
are multiple Pareto optimal assignments to the cycle-free problem. In Section 4.3, we
proved the optimality of B-MOMS in acyclic constraint graphs, and derived bounds on
the approximation ratio.
Next, we benchmarked B-MOMS against an optimal centralised algorithm on a multi-
objective extension of the graph colouring problem. We discussed the results we obtained
in Section 4.5.3. Such results show that the algorithm performs well in terms of the ap-
proximations that it computes, even for complex problem instances (deﬁned by three
objectives) and thus that it satisﬁes the multi-objective and quality guarantees require-
ments mentioned in Section 1. Moreover the algorithm performs well in terms of the
time required to compute the set of Pareto optimal solutions, and thus it properly meet
as well the timeliness requirement mentioned in Chapter 1.Chapter 5
Conclusions and Future Work
We have presented two novel decentralised algorithms to coordinate teams of robotic
agents that need to be deployed in real world applications, such as information gathering
tasks. The ﬁrst approach consists in a coordination approach for teams of UAVs deployed
within an unknown environment to search for a target, while the second consists in a
general decentralised algorithm for coordinating multiple agents over multiple objectives.
We present in this chapter an analysis of the approaches we developed. In more detail,
we summarise our work in Section 5.1, and ﬁnally we present the future work in Section
5.2.
5.1 Conclusions
The work in this thesis has been divided in four diﬀerent chapters. In Chapter 1, we
introduced the ﬁeld of work, in Chapter 2 we analysed the literature relevant to this
work, while in the Chapters 3 and 4 we presented our contributions.
In more detail, in Chapter 1 we discussed the challenges and the issues that arise when
coordinating teams of robotic agents for information gathering tasks. In this context,
we outlined the diﬀerent requirements— timeliness, robustness, scalability, adaptiveness,
autonomy, the ability to handle multiple objective and to provide quality guarantees—
that these coordination mechanisms should fulﬁl in order to constitute an eﬀective so-
lution technique. These are the criteria against which our algorithms will be evaluated.
In Chapter 2, we analysed the academic literature relating to our speciﬁc area of work.
We focused our attention on one speciﬁc information gathering problem, target search,
in which a team of robotic agents explore an outdoor environment looking for a speciﬁc
target. In this setting, we showed how unmanned aerial vehicles are the best possible
platform to employ, because they are able to gather information in a more eﬀective
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way. Moreover, we further discussed how in many real world domains, the target search
problem is extended in order to incorporate the task of tracking those targets that have
already been detected, in order to localise, with high precision their position. Next, we
examined the academic literature on coordination algorithms. We initially focused on
existing decentralised coordination approaches. Such approaches are commonly divided
in three diﬀerent levels depending on the type of information shared between the agents.
In more detail, we ﬁrst discussed non-coordinated approaches in which each member of
a team of agents behaves independently, we then presented implicit coordination ap-
proaches, where these agents build a common world view about the state of the target
by sharing their observations, and ﬁnally we depicted explicit coordination approaches
where the agents share, again, their observations and then make a joint decision about
what to do next. Unfortunately, none of these approaches meet all our requirements.
More speciﬁcally, some have exponential features, while others cannot guarantee an ad-
equate level of performance. In response to this, we introduced the max-sum algorithm,
a speciﬁc type of approximate message-passing algorithm, that has been shown to meet
many of the requirements presented in Chapter 1 and was successfully used for problems
similar to ours. One speciﬁc requirement that is not met by any current coordination ap-
proaches is that of handling multiple objectives. For this reason, we concluded Chapter 2
by presenting literature on multi objective optimisation a speciﬁc ﬁeld in both Artiﬁcial
Intelligence and Operational Research that studies problem involving the simultaneous
optimisation of multiple incommensurate objectives.
In Chapter 3 we focused our attention on the problem of coordinating teams of UAVs for
target search. Within this domain, we presented our ﬁrst contribution. Speciﬁcally, we
applied the max-sum algorithm to coordinate a team of UAVs to search for a dynamic
target. We initially formalised the problem by considering a common setting, that has
been widely used in literature (Bourgault et al., 2003, 2004). We then benchmarked
the max-sum algorithm against three approaches representing the level of coordination
deﬁned above, namely the best response algorithm, representing the state of the art in
the coordination of UAVs for search, an implicitly coordinated and a non coordinated
approach, which we used as a lower bound on the performance of our algorithms. To
compare the performance of the diﬀerent approaches, we measured the average time
taken for a team of UAVs to obtain a given conﬁdence of detecting the target within an
unlimited coordination scenario, then we compared the same approaches when commu-
nication becomes range limited. By doing this, we showed that coordination with the
max-sum algorithm out-performed the best response algorithm by 26%, an implicitly
coordinated approach by 34% and a non-coordinated approach by 68% in the case of
ﬁve UAVs, and by 7%, 17% and 48% respectively for teams of two UAVs in the case
of unlimited communications. We ﬁnally showed how the performance of the max-sum
algorithm degrades gracefully when communication is limited, also outperforming all
the other approaches. Thus, these results indicates that the max-sum algorithm has the
potential to be applied in complex systems operating in dynamic environments.Chapter 5 Conclusions and Future Work 82
Next, we addressed the general problem of coordinating with multiple objectives. Thus,
in Chapter 4, we proposed the bounded multi-objective max-sum algorithm (B-MOMS),
the ﬁrst decentralised coordination algorithm for multi-objective optimisation problems.
B-MOMS extends the bounded max-sum algorithm for decentralised coordination to
compute bounded approximate solutions to multi-objective DCOPs (MO-DCOPs), a
novel extension to the DCOP framework. It consists of three phases. The ﬁrst phase
extends the bounded max-sum algorithm (Rogers et al., 2011), to compute a cycle-free
sub-graph of the multi-objective factor graph, which involves a generalisation of the
maximum spanning tree problem to vector weights. The second phase generalises max-
sum to optimally solve the multi-objective problem encoded in this cycle-free factor
graph. Since there might be multiple Pareto optimal assignments to the cycle-free
problem, the third and ﬁnal phase enables agents to reach consensus on which global
assignment to choose. We then proved the optimality of B-MOMS in acyclic constraint
graphs, and derived bounds on the approximation ratio. Furthermore, we benchmarked
B-MOMS against an optimal centralised algorithm on a multi-objective extension of the
graph colouring problem and demonstrated that the approximation ratio never exceeds
2, and is typically less than 1:5 for graphs in which dependencies exist between 20%
of all pairs of agents. Moreover, the runtime required by B-MOMS never exceeds 30
minutes, even for maximally constrained graphs with a hundred agents, positioning it
well within the conﬁnes of real-life applications.
5.2 Future Work
The approaches presented so far fulﬁl only part of the requirements described in Chapter
1 and a number of some issues still need to be addressed in order to develop eﬀective
techniques. In particular, two of the challenges presented in Chapter 1 still need to be
taken into account. Moreover, if we relate our approaches to the requirements presented
in Chapter 1, we identify a set of requirements that still needs to be considered or that
necessitates some further improvements in order to be properly satisﬁed.
It is important to note that since both our approaches build on the max-sum algorithm,
they, consequently, inherit most of the main features of the algorithm. Thus, both
our approaches are autonomous and robust to component and communication failure
(Farinelli et al., 2008). Moreover, since max-sum is known to require little computa-
tion and memory space in order to compute solutions, our approaches clearly meet the
requirement of timeliness as well. We address, then, the issue of adaptiveness in the
approach that we present in Chapter 3. Indeed, by building an explicit coordination ap-
proach incorporating both max-sum and decentralised data fusion, we enable the agents
to constantly update their beliefs and, therefore, their joint decision process depend-
ing on the dynamism of the environment. Next, we address two further requirements,
the ability to provide quality guarantees and the ability to handle multiple objective inChapter 5 Conclusions and Future Work 83
the algorithm we present in Chapter 4. As we have shown in Chapter 4, the bounded
multi-objective max-sum algorithm is able to handle decentralised optimisation prob-
lems, while simultaneously providing bounds on the solution it has recovered.
Now, in order to build a coordination approach that is able to meet all the above require-
ments entirely, we will address, in the remainder of this PhD, the following challenges:
1. We will investigate the possibility of developing an explicit coordination approach,
such as the one we presented in Chapter 3, but based on the B-MOMS algorithm.
The resulting algorithm, would then be adaptive to the behaviour of the targets,
because the agents consistently update their beliefs through data fusion, while it
would also be able to handle multiple objectives and to provide quality guarantees
over the solutions it recovers. Clearly, our aim will be to apply this technique to
the multi-objective extension of target-search that we presented in Chapter 2, the
search and track problem.
2. Next, our future work will aim to investigate the scalability requirement, which
our explicit coordination approach still lacks. This is not due to the max-sum
algorithm, as it has been shown to scale well if the factor graph representation is
carefully chosen (Farinelli et al., 2008). The main challenge relates to the mecha-
nism used to calculate the dependencies between the agents’ predicted observations
(as explained in Sections 3.2.2.3 and 3.2.2.4), which becomes rapidly unfeasible as
the number of agents grows. To address this shortcoming, we will investigate other
means of representing the dependencies between the agents, which would allow a
higher degree of scalability. One interesting starting point could be to represent
the search problem as a task assignment problem, as presented in Waldock et al.
(2008) for the case of target tracking.
3. As mentioned in Chapter 1, our coordination mechanisms should be able to address
the issue of uncertainty over the global utility function. Indeed, this uncertainty
is endemic in real world domains and current state-of-the-art coordination mecha-
nisms fall short in providing an eﬀective countermeasure against it. In more detail,
considering a setting where the agents have to coordinate their actions, while being
uncertain about the values of their utility function, all the current state-of-the-art
coordination mechanisms fall short in providing any type of quality guarantees
on the type of solution that they recover. In this sense, our challenge will be to
develop an algorithm able to guarantee a precise bound on the type of solutions
that it retrieves.
4. Finally, as we mentioned, again, in Chapter 1, our coordination mechanisms need
to be tested on ﬁeld experiments on real UAVs. To date, we only run oﬀ-line sim-
ulations of our approaches, therefore we need to test our algorithms on the ﬁeld to
properly conﬁrm their eﬀectiveness. This second challenge, further includes otherChapter 5 Conclusions and Future Work 84
interesting aspects. Indeed, running ﬁeld experiments will help us understand in
what manner we can ameliorate our approaches in order improve their usefulness
in real world operations. Thus, it will allow us to fulﬁl the main aim of this PhD:
developing coordination techniques able to enhance the deployment of teams of
autonomous robotic agents in real world operations.
Currently, we are investigating the ﬁrst of these two challenges. In particular, we are
investigating the possibility to develop a novel decentralised coordination algorithm,
that is able to provide quality guarantees over the solution it recovers, when the global
utility function over which the agents are coordinating is uncertain. The focal point of
this work will be to understand how to increase the computational complexity of the
algorithm in order to guarantee a high quality bound over the solutions it computes.
Next, we will address the challenge of testing our approach on ﬁeld experiments, by
spending part of this PhD visiting the Australian Centre for Field Robotics (ACFR)
at the University of Sydney. The main purpose of the experience will be to test the
approach on real unmanned aerial vehicles, therefore, showing the real eﬀectiveness of
the approach and, ﬁnally, improving our current knowledge about robotic platforms such
as UAVs.
Figure 5.1 depicts a Gantt chart in which the schedule of work that we intend to do in
the remaining months of this PhD is shown.Chapter 5 Conclusions and Future Work 85
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