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Abstract
Purpose – The purpose of this paper is to present a novel approach for mining scientific trends using topics
from Call for Papers (CFP). The work contributes a valuable input for researchers, academics, funding
institutes and research administration departments by sharing the trends to set directions of research path.
Design/methodology/approach – The authors procure an innovative CFP data set to analyse scientific
evolution and prestige of conferences that set scientific trends using scientific publications indexed in
DBLP. Using the Field of Research code 804 from Australian Research Council, the authors identify
146 conferences ( from 2006 to 2015) into different thematic areas by matching the terms extracted from
publication titles with the Association for Computing Machinery Computing Classification System.
Furthermore, the authors enrich the vocabulary of terms from the WordNet dictionary and Growbag data
set. To measure the significance of terms, the authors adopt the following weighting schemas: probabilistic,
gram, relative, accumulative and hierarchal.
Findings – The results indicate the rise of “big data analytics” from CFP topics in the last few years.
Whereas the topics related to “privacy and security” show an exponential increase, the topics related to
“semantic web” show a downfall in recent years. While analysing publication output in DBLP that matches
CFP indexed in ERA Core A* to C rank conference, the authors identified that A* and A tier conferences not
merely set publication trends, since B or C tier conferences target similar CFP.
Originality/value – Overall, the analyses presented in this research are prolific for the scientific community
and research administrators to study research trends and better data management of digital libraries
pertaining to the scientific literature.
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1. Introduction
With the rapid growth of science and technology in recent years, there has been an explosion of
electronic information published on the web in the form of millions of articles, conference papers,
books and blogs (Shardlow et al., 2018; Safder and Hassan, 2019). However, the sheer amount of
such information makes it practically impossible for users to grasp the depth or the extent to
find out the crunch of their interest (Batista-Navarro et al., 2013; Nawaz et al., 2013; Thompson
et al., 2017; Jahangir et al., 2017). Generally, the scientists and decision-making communities are
more concerned with the advanced information monitoring systems to determine their right
goals and the best decisions to take at a right stage (Nawaz et al., 2012; Ananiadou et al., 2013).
However, the timely decision-making can be accomplished by keeping themselves conversant
with the ever-changing scientific trends, which has become nearly impossible due to an
exponential increase in scholarly publications. Therefore, there is a need to design a system that
can automatically discover these relevant and ever-changing exciting research trends to support
researchers, decision makers and scientific communities. In recent years, an attempt, termed as
Topic Detection and Tracking (TDT), is made to find the solution for the problem of “well-
awareness” on this dynamic data (Yeh et al., 2016). For topic detection, we have used TDT theme
in order to identify the topics of conferences from their calls and corresponding topics from
DBLP using Association for Computing Machinery (ACM) classifications.
Since the scientific topics of interest are announced in Call for Papers (CFP) of
conferences managed by scientist and researchers almost every year, this CFP is also
considered as the theme of the conference for that year, and the researchers only consider
CFP for those conferences in which they have aimed to submit their research. In this paper,
we have mined CFP topics to detect the hot topics, ever-changing research trends and
prestige of a conference that set these research trends.
The major contributions of this paper are as follows:
• The first contribution of this work is the compilation of CFP data set. We manually
collected CFP for 146 conferences mapped with data format field (Field of Research
(FOR): 804) code for the last 12 years (on average). It should be noted that all these
conferences are ranked by Australian Research Council (ARC) from Core A* to Core
C rank. To the best of our knowledge, we are the first to compile this kind of data set
and to use it for hot topics’ evaluation.
• The second contribution is the identification of topics and keywords from CFP corpus. We
rigorously evaluated these topics and keywords on temporal basis to find trending topics.
• The third and the main contribution is to measure the impact of extracted topics from
CFP. Using ACM Computing Classification System (CCS), we mapped 1.3m
publications indexed by DBLP to related conferences into their thematic areas by
matching the keywords appeared in their titles.
The rest of the paper is organized as follows: the upcoming section presents related studies,
followed by the data and methods employed. Next, the results are discussed succeeded by
the concluding remarks.
2. Related work
There are millions of scientific articles being published to digital archives on a monthly
basis (Khabsa and Giles, 2014; Olson et al., 2015; Safder and Hassan, 2018). Thus, it is a
challenging task for researchers and scientists to mine the trends and topics from this large
number of scientific documents (Hofmann, 2017; Hassan et al., 2018; Wang et al., 2011).
In past years, researchers have proposed different kinds of methods for textual topic
detection (Al-Yahya, 2018; Petkos, Papadopoulos and Kompatsiaris, 2014; Safder et al., 2018).
Normally, topic detection falls under three categories, namely, document-pivot method,
feature-pivot method and probabilistic topics models (Petkos, Papadopoulos and Kompatsiaris,
2014; Petkos, Papadopoulos, Aiello, Skraba and Kompatsiaris, 2014), where Wu et al. (2008)
presented a document-pivot method to cluster documents on the basis of terms’ similarity using
the TF‒IDF weighting schemes. Similarly, the feature-pivot method is proposed to build cluster
of terms on the basis of the terms’ co-occurrence patterns. However, the probabilistic topics
modelling techniques are used to represent the joint distribution of topics and terms using the
generative probabilistic model (Fang et al., 2018).
Furthermore, Hofmann (2017) used PLSI (Probabilistic Latent Semantic Indexing)
technique for automated indexing of the document by using the probability of word weights
in addition to the Latent Semantic Analysis (LSA) approach. In this work, co-occurred
frequent terms (TF‒IDF) are utilized for retrieval of similar documents by catering the
weights of the related terms. Although LSA has shown noise reduction and success in many
different domains for the document indexing, it lacks the satisfactory statistical foundation.
Therefore, Hofmann (2017) added statistical foundation via PLSI, which cannot generate
new documents that are not available in the training stage. Thus, in order to address this
limitation, Latent Dirichlet Allocation (LDA) by Blei et al. (2003) was proposed to introduce a
Dirichlet prior for the topic distribution of the documents. Furthermore, Bernoulli Process
Topic (BPT) model was developed as a general framework in the sense that LDA is special
case of BPT. BPT is used to discover latent topics from a corpus of documents at the citation
level; it incorporates the link information present in the corpus to model the relationship
among the documents (Guo et al., 2009; Kou et al., 2015).
Similarly, a reviewer assignment system (RAS) was demonstrated by (Patel et al., 2011)
to automatically extract the profiles of reviewers and their submissions in the form of topic
vectors (Patel et al., 2011). Next, these profiles are used to automatically assign reviewers to
papers without relying on a bidding process. The RAS also includes the assignment model
that maximizes, for each paper, the coverage of its topics by the profiles of its reviewers.
A document analysis tool using topic hierarchy and context-based document analysis tool
is proposed by Chen et al. (2016), which allows the users to explore any multi-topic document
based on fine-grained and hierarchical topics automatically mined from it. The supply chain
management has been applied on a structured literature review from 1991 to 2015, published
in eight academic journals, to understand important insights (Swanson et al., 2018).
The state of the art describes the way to topic model; however, no one has applied it in CFP
data set for topic classification along with the mapping under ACM classes. First, we have
indexed the CFP data set for finding the research trends by mapping it with the ACM classes.
Second, for topic clustering/document classification of CFP and DBLP publications, we have
utilized ACM classification by matching the weighted keywords (probability weights, gram
depth weights, relative weights and hierarchical weights) explained in the methodology
section, since both our data source (CFP) and methodology of classification using the ACM
standard with the help of weighted keywords are different to the best of our knowledge.
2.1 Trending topics from news and social media
Unsupervised approach has been used by Zhang et al. (2017) to generate stories of
evolutionary topics in news and Twitter data sources using an incremental algorithm based
on the alternative direction method of multipliers. TF‒IDF scheme was used to extract
topics by dividing the feature sets into shared features, news features and twitter features.
To track the stories, topics were categorized into emerging, evolving and fading ones.
The user-generated contents are collected from microblogs and sub-topics are extracted
to analyse emotion of users of the event using a topic model given by Zhou and Zhang (2017)
and Hassan and Haddawy (2015). They classified subjective microblogs by finding the
adjectives and applied LDA for sub-topic model along with the use of weighted frequent
terms (TF‒IDF and TF‒RDF). Here, the work discussed in the context of social media topic
modelling resembles our methodology in using the weighted frequent terms, but it does not
use the gram depth weights and hierarchical weights.
In recent years, a topic modelling approach has been designed to treat tweets as
semi-structured text. A novel hashtag graph-based topic model has been proposed to
discover the topics of tweets. This model utilizes hashtag relation information in hashtag
graphs and potent to understand the word semantic relations, even if the words have not
co-occurred in a tweet (Wang et al., 2016).
Hassan et al. (2014) found a very useful keyword-based approach and utilized it for
mining the research trends in sustainable development at the country and institute level.
Direct citation clustering and co-citation threading-based models have been utilized to
identify the emerging topics for helping the decision makers (Small et al., 2014). Keywords
collected from domain experts (seed keywords), author-defined keywords, publication titles
and abstracts have been used for bibliometric analysis.
The related work discussed above shows that the topic detection and trend analysis from the
news document and social media have been done using the document clustering, TF‒IDF,
terms’ co-occurrence patterns and probabilistic techniques. We have used the same probabilistic
keyword-based technique, but our work for mining trends is based on the conferences called
topics in relation to the publications, which has not been studied earlier in this context.
3. Data and methods
In this section, we discussed our data sets and proposed methodology for this comprehensive
research trends study.
Kindly note that the data and code used in this study can be downloaded from: https://
github.com/slabitu/research_trends/
3.1 Data sets
3.1.1 Call for Papers data set. Generally, CFP is considered as the theme of the conference
decided by the board members of the conference. In order to discover the relation of trending
topics with CFP, we compiled a temporal CFP corpus of 146 data format conferences (FOR:
804) ranked by the ARC (www.universityrankings.com.au/research-excellence-rankings.
html). We manually collected CFP topics by exploring different URLs over the web search
and built a CFP corpus of conferences with ranking A* to C. It is noteworthy that we only
examined CFP topics over the period of last 12 years (on average). However, for some
conferences, CFP data are present for the window of 1993‒2014. The CFP corpus is the main
and novel data set for our proposed research. We also maintained different characteristics
for CFP corpus such as basic information of conferences with their ranks according to
CORE2014, history of conferences with location and date, and where and when conferences
were held. Also, CFP topics are also listed for each historical event.
3.1.2 DBLP data set. This data set contains 1.3m publications related to computer science
conferences, originally downloaded from DBLP bibliography. DBLP data set is available in the
form of XML file (http://dblp.org/xml/). DBLP does not include the field of keywords of the
documents, and the title of the article represents the article content’s description. Therefore, we
use the title’s keywords for topic identification from the DBLP articles data set. The “Year” field
of DBLP data set (from 1936 to 2016) has also been extracted for comparison with CFP years.
3.1.3 ACM Computing Classification System data set. ACM CCS 2012 is built as
poly-hierarchal ontology for standard classification system in the computing field. There are
11 top-level classes in this data set, from A to K, as given in Table I, and all 1,474 classes
including top-level classes are distributed in four levels of hierarchy. We classify the CFP
and DBLP articles against the ACM classification using the high weighted keywords by
summing the probabilistic weights along with the TF‒IDF weights.
3.2 Approach
This section contains the details of our proposed methodology. Figure 1 shows the high-level
architecture of our proposed system for research trends discovery. First, the model extracts
the publication’s metadata information such as article title and year for each paper in DBLP
data set. Meanwhile, we also extracted topic keywords with year details from CFP data set.
Furthermore, the pre-processing techniques of text mining like stop words, punctuation
marks’ removal and stemming/lemmatization are applied on both titles of DBLP articles and
CFP topics by using Natural Language Processing Toolkit in Python.
Afterwards, the system extracts the keywords up to four grams from both DBLP titles
and CFP topics. In order to enrich the keywords dictionary with their synonyms words, we
employed WordNet and Growbag data set (Diederich and Balke, 2007). The Growbag data
set also helped to add related/co-occurred terms against the keywords. The duplicate entries
were removed from the data sets before further processing. Finally, the system classified the
DBLP articles and CFP topics by employing ACM CCS using their titles, and a similar
method was employed for topic assignment.
The following sub-sections contain the details of different weighting schemas, that is
probabilistic, gram, relative, accumulative and hierarchal, to measure the significance of terms.
3.3 Keyword weights
In order to measure the importance and impact of the keyword, we deployed multiple weight




C Computer Systems Organization
D Software
E Data
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Since we used the probabilistic topic detection method, probability weights are assigned to
ACM CCS tokens. TF‒IDF is also calculated for each keyword extracted from article’s titles
and CFP topics. An example of weights is given in Table AI.
3.3.1 Probabilistic weights. In order to map the DBLP article titles and CFP topics to a
related class, we have assigned probability score to each keyword of ACM CCS label. These
probabilistic weights are calculated, as presented in the following equation:
Probability of w in d ¼ frequency of w in d=frequency of w in D; (1)
where w is the keyword from ACM CCS class, d is the class label from which keyword is
extracted and D is the set of all class labels from ACM CCS.
3.3.2 Gram depth weights. Gram depth is the number of words in a keyword:
the higher the value of grams, the higher is the weight of the keyword, as shown in the
following equation:
G1oG2oG3oG4; (2)
where G1 is for uni-gram and G4 is for four grams. We also used full-text search using
CONTAINS function to match n-gram keywords, where nW1. For instance, by using
CONTAINS function, we can match “knowledge discovery” and “discovery of knowledge”
keywords interchangeably. The sample tokenization for a topic is given as follows:
• CFP topic example: foundations and principles of data mining;
• uni-gram tokens: foundations, principles, data, mining;
• bi-gram tokens: foundations principles, principles data, data mining;
• tri-gram tokens: foundations principles data, principles data mining; and
• four-gram tokens: foundations principles data mining.
3.3.3 Relative weights. The keywords that are matched directly from DBLP articles title or
CFP topics have more weights than synonyms and semantically related/co-occurred terms
from WordNet library and Growbag data set. Thus, the precedence is mapped, as shown in
the following equation:
R14R24R3; (3)
where R1 is weight for direct keywords, R2 for synonyms and R3 for related terms.
3.3.4 Cumulative weight. Since the multiple keywords can be matched to the same class
in ACM CCS and a keyword may have multiple weights, we deployed the following score







where wc is the cumulative weight, n denotes the number of keywords matched, t represents
the type of weight (like gram depth) and wj is the keyword weight for the selected type.
3.3.5 Hierarchical weight. The ACM CCS implements the classification on the
hierarchically structured data. Therefore, to avoid the situations in which “no keyword is
matched in the top hierarchy but multiple keywords are matched with a sub-class in the
lower hierarchy” or “there is a possibility that very few keywords can get matched with a
class in the low hierarchy but more keywords are matched in top hierarchy”, we need to
apply some prioritization mechanism for these cases, as keywords matching in second case
should have more weight. The formula to calculate the hierarchical weights of the class is





where wh is the hierarchical weight, n shows the level of class in the hierarchy and wc is the
cumulative weight. It should be noted that, using hierarchical weights, most of the results
are classified as lower levels in the hierarchical tree of the ACM CCS, since the weights from
upper level classes are cumulated in lower level classes.
3.4 Classification
We have used the naive-Bayes supervised methodology for topic assignment on the basis of
ACM CCS. First, we have assigned the topics to the titles of CFP and DBLP articles by using
the ACM classification, based on the weighted n-gram keywords, probabilistic model and
the nearest neighbour techniques by applying LDA methodology. Moreover, the classes are
ranked with respect to hierarchical weights and cumulative weights for both titles of DBLP
articles and CFP topics by using multiple ranking thresholds.
As LDA is probabilistic model for a set of documents, which are represented as a group
of latent topics, with each topic being distributed over keywords, in this model, a fixed set of
topics is specified before data are generated (in our case it is ACM CCS, the fixed set of
topics); it represents documents as collection of topics that separate keywords with their
probabilities. Higher probability means it is more likely to be similar to that topic. The LDA
method maps all the documents to the topics in a way that the keywords in each document
are mostly captured by a given fixed set of topics. We have assigned topics to the titles of
CFP and DBLP articles using cumulative and hierarchical weights by applying nearest
neighbour techniques. Weights of keywords are cumulated against ACM CCS and then
ranked for classification.
3.4.1 Evaluation. We have evaluated our model using ACM data set given by Santos and
Rodrigues (2009); there are 86,116 ACM publications in this data set, and 54,994 publications
are classified by using keywords. Moreover, these keywords are extracted from title,
abstract, keywords and general terms. We have applied our classification model on the same
data set and achieved 77.3 per cent similar results as compared to given classification by
Santos and Rodrigues (2009).
3.5 Trend detection
This section describes our trend detection mechanism. As illustrated in Figure 1, there are
two types of trend identifiers: identification of trending topics from DBLP articles and the
discovery of trending conferences. For the identification of trending topics based on DBLP
articles, the trending topics are ranked using the frequency of publications against the
topics identified on a temporal basis. The trending conferences are identified by linking
trending topics against the conferences having the same interest in the same period of time.
4. Results and discussion
In this section, the achieved results are illustrated in detail. The following sub-sections contain
the discussion related to trending topics based on CFP and DBLP articles. The arguments for
the trendsetter conferences have also been added, based on the trending topics.
4.1 Analyses of CFP
This section illustrates the CFP hot topics trends appearing in multiple conferences.
Figure A1[1] demonstrates the hot topic trends constantly appearing in multiple
conferences’ CFP from the year 2006 to 2015. The frequency bars are showing how many
times a topic appears in multiple conferences (year wise). The results clearly depict that
many times the same topics have appeared in the same conference over the years. For
example, the topic “data mining” in the top bar of Figure A1 shows that it appeared in more
than 350 conferences in 10 years (2006‒2015 time window). Each colour ( from dark
blue¼ 2015 to dark green¼ 2006) in the bar differentiates the year, and length of each
coloured part denotes the number of conferences. The same topic is repeated in the same/
different conferences over the years. Moreover, CFP topical segmentations reveal that the
two main categories of ACM, namely, C (Computer Systems Organization) and H
(Information Systems), have remained under the focus of CFP.
Similarly, the results of most frequent bi-gram keywords from CFP topics are shown in
Figures A2 and A3. Figure A2 represents the overall frequency of keywords and the
number of conferences in which a keyword was being used in their “topics of interest (CFP)”.
Likewise, Figure A3 demonstrates the same results on the temporal basis from 2006 to 2017.
In both figures, “Data Mining” research trend has appeared as dominant topic because the
CFP data set is compiled only from data format-related conferences (FOR: 804). It is also
evident from the graph that the most popular topics in addition to “Data Mining” are “Data
Warehouse”, “Privacy and Security”, “Data Management” and “Semantic Web”.
In Figure A3, it is observed that the term “Big Data” became frequent after 2011. It is also
observed that the rise of the term “Big Data” in 2012‒2013 pushed the popularity of the term
“DataWarehouse” down during 2012‒2017 along with the decline of another hot term “Data
Mining” during this era. Also, the same trend has been observed in the case of “Semantic
Web” term. It should be noted that the term “Big Data” appeared in 2012‒13, and it
immediately received attention from research community. Moreover, the term “Big Data”
has received consistent attention of researchers since 2012. Along with this, another hot
area, “Security and Privacy”, is constantly attracting researchers since 2006.
4.2 Analyses of DBLP
In order to compare our CFP trending keywords results with some benchmark, we used
DBLP data set for finding hot topics with respect to the number of publications on a
temporal basis. In Figure A4, hot topics are shown from 2006 to 2015. The term “Modelling
Methodologies” under “Computing Methodologies” appeared as the most dominant topic.
However, we ignored this topic in our results because modelling is applicable in almost
every field and it was stretching down other results. Topics are also filtered with respect to
CFP trending topics.
We can clearly observe that the Computer Systems Organization (SO) is dominant with 5
topics out of 13 top topics. Likewise, another prominent topic is from Information Systems
(IS), namely, “information filtering”.
4.3 Conferences impact on publications
In order to identify conference impact on publications, we combined trending topics from
DBLP data set and conference topics from CFP. Figure A5 represents all those conferences
that are calling the same topics and having a high number of articles in DBLP corpus. It is
worth mentioning here that we have shown only those conferences that contain at least
seven hot topics in their CFP from 2006 to 2015 and have at least 45K articles against these
topics. It has been observed that EJC, which is a “C” ranked conference, comprises 14
trending topics with 110K publications in the last 10 years. However, SDM, which is an “A”
ranked conference, captures only seven topics, but the number of publications against its
topics is almost the same. Moreover, trending conferences and hot topics are also combined
in Figure A6 where different colour bars are representing the number of conferences that are
calling the same hot topic in a year. The bar graph shows that trending topics are appearing
in multiple conferences in the same year. Figures A7 and A8 are demonstrating the trending
conferences against the top 9 trending topics with their number of articles against each year
from 2006 to 2015. It has been noticed that the same topics are coming from all “A” to “C”
ranked conferences. We can infer from these graphs that the conference VLDB
encompassed the trending topics over the last 10 years majorly as compared to all other
conferences of A* and A categories. Similarly, the vertical analysis of the graph shows that
MobiDE, a C-ranked conference, has covered most of the trending topics continuously over
the span of last 10 years, and almost all the trending topics are coming in CFP list of
MobiDE every year. It should be noted that the topics covered by some conferences are also
less prominent in publications set. These graphs also illustrate the contribution of
conferences from all ranks to the respective FOR.
5. Concluding remarks
In this paper, we mine scientific trends based on conference CFP topics and DBLP
publications. We show rise of “big data analytics” in CFP topics in recent years; in
contrast, topics such as “semantic web” and “intrusion detection” show downfall. Findings
of the study also confirmed that top tier conferences not necessarily set research trends.
Overall, the analyses presented in this research are vital for the scientific community and
research administrators to study research trends for better data management of digital
libraries pertaining to scientific literature. We also believe that analysing scientific trends
using CFP data sets could be a better way that will help the early career researchers to
select more relevant research topics. Last but not the least, the proposed approach could
help to identify the trending conferences with respect to the contribution in emerging
topics. Moreover, the presented approach allows researchers to analyse in-depth calls to
conferences, thematic analysis, etc. It also provides knowledge regarding the different
themes that occur in conferences.
Note
1. Figures related to results (Figures A1–A8) are given in Appendix 1.
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Example for weights
