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Abstract
In the paper the class of restricted linear information systems is described completely. For decision tables over each such information
system there exist low upper bounds onminimal complexity of decision trees and polynomial algorithms of decision tree optimization
for various complexity measures. A corollary connected with combinatorial geometry is considered.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A binary information system (information system in short) [11] is a pair (A, F ) where A is a set and F is a set of
functions from A to {0, 1}. Functions from F are called attributes.
The notion of a problem over this information system is deﬁned as follows. Let G be a ﬁnite subset of F. Attributes
from G divide the set A into regions in which values of these attributes are constant. These regions are enumerated
such that different regions can have the same number. For a given element from the set A it is required to recognize the
number of region to which this element belongs. The cardinality of the set G is called the dimension of this problem.
Various problems of pattern recognition, discrete optimization, computational geometry and machine learning can be
transformed into such form [7].
The considered problem can be represented in the form of a decision table. Columns of this table are labeled by
attributes from G. Rows of the table correspond to regions. Each row is the tuple of values of attributes from G
on elements from corresponding region. The considered row is labeled by the number of this region, which can be
interpreted as the value of the decision attribute.
As algorithms for problem solving we will consider decision trees with attributes from the set G. A decision tree
is a rooted tree in which each terminal node is labeled by a number of region, each non-terminal node is labeled
by an attribute from G, two edges start in each non-terminal node, and these edges are labeled by numbers 0 and 1,
respectively.
Depth, average depth and number of nodes are considered usually as decision tree complexity measures. The depth
of a decision tree is the maximal length of a path from the root to a terminal node. The average depth is deﬁned in the
natural way, if for each region we know the probability of elements from A to belong to this region.
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We will study so-called restricted information systems. An information system (A, F ) is called restricted if there
exists a natural r such that for any system of equations compatible on A
{f1(x) = b1, . . . , fm(x) = bm}, (1)
where f1, . . . , fm ∈ F and b1, . . . , bm ∈ {0, 1} there exists an equivalent subsystem of this system with at most r
equations. The system (1) is called compatible on A if it has a solution from A. Two systems of equations are called
equivalent if they have the same set of solutions.
Evidently, each information system with ﬁnite set F is restricted. The interest of studying restricted information
systems with inﬁnite set F is determined by the following facts:
(1) Considering the worst case, for restricted information systems the minimal depth of decision tree solving a problem
grows as logarithm on problem dimension. Moreover, for an information system which is not restricted, the minimal
depth of decision tree solving a problem grows as linear function on problem dimension [7].
(2) For restricted and only for restricted information system minimal average depth of decision tree solving a problem is
upper boundedby a function depending only on the entropyof probability distribution [1]. Furthermore, for restricted
information system minimal average depth of decision tree is upper bounded by a linear function depending on the
entropy only [9].
(3) If a subset of A is ﬁxed we obtain a subproblem of the considered problem. This subproblem is called proper
if the considered subset is the set of solutions of an equation system of type (1) where f1, . . . , fm ∈ G and
b1, . . . , bm ∈ {0, 1}. For restricted and only for restricted information system the number of proper subproblems is
upper bounded by a polynomial on problem dimension [10]. This fact allows to construct for restricted information
systems polynomial time algorithms for minimization of number of nodes [3], depth [10] and average depth [2] of
decision trees for problems represented in the form of decision tables.
We will study restricted linear information systems. Let P be the plane and l be a straight line (line in short) in the
plane. This line divides the plane into two open half-planes H1 and H2 and the line l. Two attributes correspond to the
line l. The ﬁrst attribute takes value 0 on points from H1, and value 1 on points from H2 and l. The second one takes
value 0 on points from H2, and value 1 on points from H1 and l. Denote by L the set of all attributes corresponding to
lines in the plane. Information systems of the kind (P, F ), where F ⊆ L, will be called linear information systems.
The aim of the paper is to describe all restricted linear information systems.
Let l be a line in the plane. Denote by L(l) the set of all attributes corresponding to lines which are parallel to l. Let
p be a point in the plane. Denote by L(p) the set of all attributes corresponding to lines which pass through p. A set C
of attributes from L will be called a clone if C ⊆ L(l) for some line l or C ⊆ L(p) for some point p .
Theorem 1. A linear information system (P, F ) is restricted if and only if F is the union of a ﬁnite number of clones.
The proof will be divided into a sequence of lemmas (see Sections 2–5).
Lemma 8 (see Section 4) is of certain independent interest. The following statement follows immediately from this
lemma:
Let m be a natural number, and l1, . . . , ln be straight lines in the plane which are in common position (they are
pairwise different, pairwise nonparallel, and there is no point such that 3 of the considered lines pass through this
point). Then there is a natural n0(m) such that for nn0(m) there exist lines li1 , . . . , lim ∈ {l1, . . . , ln}, which form
convex polygonal set (possibly unbounded) with m sides.
This statement is almost dual to the Erdös and Szekeres theorem [5].
For each natural m there exists natural n(m) such that each set of n(m) points in the plain, which are in common
position (they are pairwise different, and there is no line such that 3 of the considered points lie on this line), contains
m points that form a convex m-gon (bounded convex polygonal set with m vertices and m sides).
Note that some results of this paper were presented without proofs in [8].
2. Compatibility and irreducibility of equation system
The so-called irreducible compatible systems of equations play the central role in our investigations. A compatible
system of equations (1) is called irreducible if each of its subsystem different from (1) is not equivalent to the system
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(1). It is clear that a compatible system (1) is irreducible if and only if for each i ∈ {1, . . . , m} the system
{f1(x) = b1, . . . , fi−1(x) = bi−1, fi(x) = bi, fi+1(x) = bi+1, . . . , fm(x) = bm} (2)
is compatible, where for any b ∈ {0, 1}
b =
{
1 if b = 0,
0 if b = 1.
One can show that each non-empty subsystemof irreducible compatible systemof equations is an irreducible compatible
system too. As the result we obtain the following statement.
Lemma 2. An information system (P, F ), where F ⊆ L, is not restricted if and only if for each natural m there exist
attributes f1, . . . , fm ∈ F and numbers b1, . . . , bm ∈ {0, 1} such that the system of equations (1) is an irreducible
compatible system.
In order of studying conditions of compatibility and irreducibility we will use the following special case of Helly’s
theorem [4].
Theorem 3 (Helly’s theorem). Let K be a ﬁnite family of convex sets in the plane, and |K|3. If each three sets from
the family K have a common point, then all sets from K have a common point.
The use of Helly’s theorem is based on the following fact: for each attribute f ∈ F and for each number b ∈ {0, 1}
the set of solutions of the equation f (x) = b on P is a convex set.
Now we consider the criterion of compatibility and irreducibility of the system (1) with m3 equations.
Lemma 4. The system (1) with m3 equations is compatible and irreducible if and only if each of its subsystem with
three equations is compatible and irreducible.
Proof. If some subsystem of (1) with three equations is not an irreducible compatible system then, evidently, (1) is not
an irreducible compatible system.
Let each subsystem of (1) with three equations be compatible and irreducible system of equations. Using Helly’s
theorem we conclude that the system (1) is compatible. Assume that the system (1) is not irreducible. Then for
some i ∈ {1, . . . , m} the system (2) is not compatible. Using Helly’s theorem we conclude that a subsystem of
(2) with three equations of type {fi(x) = bi, fj (x) = bj , fk(x) = bk} is not compatible. Therefore, the subsystem
{fi(x) = bi, fj (x) = bj , fk(x) = bk} of the system (1) is not irreducible, which is impossible. Hence, the system (1)
is an irreducible compatible system. 
3. Systems with three equations
We will say that lines l1, . . . , ln are in common position if they are pairwise different, pairwise nonparallel, and there
is no point such that three of considered lines pass through this point. We will say that attributes f1, . . . , fn from L are
in common position if lines l1, . . . , ln corresponding to these attributes are in common position.
Let f1, f2, f3 be attributes from L which are in common position, and b1, b2, b3 be numbers from {0, 1}. Consider
the system of equations
{f1(x) = b1, f2(x) = b2, f3(x) = b3}. (3)
Let l1, l2, l2 be lines corresponding to attributes f1, f2, f3. These lines form the sides of a triangle (see Fig. 1). For
each line li , i = 1, 2, 3, the arrow points to an open half-plane in which the attribute fi takes the value bi .
We will distinguish 3-, 2-, 1- and 0-systems of type (3) depending on the number of attributes f1, f2, f3 such that
the triangle lies in the half-plane to which the arrow points.
Each 3-system (see Fig. 1) is an irreducible compatible system of equations.
Each 2-system (see Fig. 2) is an irreducible compatible system of equations.
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Fig. 1. 3-System of equations.
Fig. 2. 2-System of equations.
Fig. 3. 1-System of equations.
Each 1-system (see Fig. 3) is a compatible system of equations, but it is not an irreducible system.
Each 0-system (see Fig. 4) is not a compatible system of equations.
Denote by C0,1 the class of all 0- and 1-systems of type (3). Denote by C2,3 the class of all 2- and 3-systems of
type (3).
Using Lemma 4 we obtain the following statement.
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Fig. 4. 0-System of equations.
Lemma 5. Let m3, f1, . . . , fm be attributes from L which are in common position, and b1, . . . , bm be numbers from
{0, 1}. Then the system of equations (1) is an irreducible compatible system if and only if each of its subsystem with
three equations belongs to the class C2,3.
Later we will use the following simple property of the system (3).
Lemma 6. Let f1, f2, f3 be attributes from L which are in common position, and b1, b2, b3 be numbers from {0, 1}. If
the system of equations (3) is a t-system, t ∈ {0, 1, 2, 3}, then the system of equations {f1(x)=b1, f2(x)=b2, f3(x)=b3}
is a (3 − t)-system.
4. Irreducible compatible subsystems of large equation systems
The following case of Ramsey’s theorem [6] will be useful.
Theorem 7 (Ramsey’s theorem). Let Sn be a set with n elements, and m be a natural number. Consider all subsets
of Sn with three elements, and divide the set of these subsets into two disjoint classes. Then there is a number n0(m)
such that for nn0(m) there exists a subset Sm of the set Sn with m elements for which all subsets with three elements
belong to the same class.
The following statement is of certain independent interest.
Lemma 8. Let m be a natural number, f1, . . . , fn be attributes from L which are in common position, and b1, . . . , bn
be numbers from {0, 1}. Then there is a number n0(m) such that for nn0(m) at least one of the systems
{f1(x) = b1, . . . , fn(x) = bn}, (4)
{f1(x) = b1, . . . , fn(x) = bn} (5)
has an irreducible compatible subsystem with m equations.
Proof. The proof is based on Ramsey’s theorem and Lemmas 5 and 6. At ﬁrst we consider the case m3. Let n3
and Sn be the system (4). Denote by B the set of all subsystems of Sn with three equations. Divide the set B into two
disjoint classes B ∩ C0,1 and B ∩ C2,3. Using Ramsey’s theorem we conclude that there is a number n0(m) such that
for nn0(m) there exists a subsystem Sm of the system Sn with m equations for which all subsystems with 3 equations
belong to the same class. Without loss of generality we assume that Sm = {f1(x) = b1, . . . , fm(x) = bm}.
Let all subsystems of Sm with three equations belong to the class C2,3. Using Lemma 5 we conclude that the system
Sm is an irreducible compatible system.
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Let all subsystems of Sm with three equations belong to the class C0,1. Consider the system Sm = {f1(x) =
b1, . . . , fm(x) = bm}. Taking into account that all subsystems of Sm with 3 equations belong to the class C0,1 and
using Lemma 6 we conclude that all subsystems of Sm with three equations belong to the class C2,3. From this fact and
from Lemma 5 it follows that Sm is an irreducible compatible system. It is clear that Sm is a subsystem of (5).
Consider now the case m2. One can show that as numbers n0(1) and n0(2) we can take the numbers 1 and 2. 
5. Proof of Theorem 1
Lemma 9. Let F ⊆ L, such that F is not the union of a ﬁnite number of clones. Then the information system (P, F )
is not restricted.
Proof. At ﬁrst we will show by induction on n that for any natural n there exist attributes f1, . . . , fn ∈ F which are in
common position. Let f1 ∈ F . It is clear that f1 forms a tuple of attributes being in common position. Let us suppose
we have found attributes f1, . . . , fn−1 ∈ F which are in common position. Let l1, . . . , ln−1 be lines corresponding to
attributes f1, . . . , fn−1, and I be the set of points of line l1, . . . , ln−1 intersection.Assume that each line corresponding
to an attribute from F is parallel to or coincides with a line from the set {l1, . . . , ln−1}, or passes through a point from
I. Then F is the union of a ﬁnite number of clones, which is impossible. Therefore, there exists a line ln, corresponding
to an attribute fn ∈ F , such that ln does not coincide with any line from the set {l1, . . . , ln−1}, is not parallel to any
line from {l1, . . . , ln−1}, and does not pass through any point from I. It is clear that attributes f1, . . . , fn−1, fn are in
common position. Therefore, the considered statement is proved. From this statement and from Lemma 8 it follows
that for each natural m there exists an irreducible compatible system of equations of type (1), where f1, . . . , fm ∈ F
and b1, . . . , bm ∈ {0, 1}. Using Lemma 2 we conclude that (P, F ) is not restricted information system. 
We will omit the proof of the following simple statement.
Lemma 10. Let F1, . . . , Ft ⊆ L and information systems (P, F1), . . . , (P , Ft ) be restricted. Then the information
system (P, F1 ∪ · · · ∪ Ft) is restricted too.
A set of attributes F ⊆ L will be called uniform if different lines correspond to different attributes from F. It is clear
that each set of attributes F ⊆ L can be represented as the union of two uniform subsets of F.
Lemma 11. Let F be a uniform clone. Then the information system (P, F ) is restricted.
Proof. If F is a ﬁnite set then, evidently, the information system (P, F ) is restricted. Consider now the case when F
is an inﬁnite set.
Let F be a uniform clone in which all lines corresponding to attributes from F are parallel to a line l. Let f1, f2, f3
be pairwise different attributes from F, and b1, b2, b3 be numbers from {0, 1}. Consider the system of equations (3).
Let l1, l2, l3 be lines corresponding to attributes f1, f2, f3. These lines are situated as it is depicted in Fig. 5. For each
line li , i = 1, 2, 3, the arrow points to an open half-plane in which the attribute fi takes the value bi .
If all three arrows are directed to the same side then the system (3) is compatible, and it is equivalent to its subsystem
with one equation. Otherwise, either the system (3) is not compatible or (3) is compatible, and it is equivalent to its
Fig. 5. Compatible system of equations which is not irreducible.
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Fig. 6. Irreducible compatible system of equations.
Fig. 7. Irreducible compatible system of equations with unique solution.
subsystem with two equations (see Fig. 5). Therefore, there is no system of equations of type (3) which is an irreducible
compatible system. Using Lemma 2 we conclude that the information system (P, F ) is restricted.
LetF be a uniform clone inwhich all lines corresponding to attributes fromF pass through a point p. Let f1, f2, f3, f4
be pairwise different attributes from F, and b1, b2, b3, b4 ∈ {0, 1}. We will show that the system of equations
{f1(x) = b1, f2(x) = b2, f3(x) = b3, f4(x) = b4} (6)
is not an irreducible compatible system of equations. Assume the contrary. Using Lemma 4 we conclude that each
subsystem of the system (6) with three equations is an irreducible compatible system.
Consider an arbitrary subsystem of the system (6) with three equations, for example, the subsystem (3). Let l1, l2, l3
be lines corresponding to attributes f1, f2, f3. These lines are situated as it is depicted in Fig. 6.
For each line li , i = 1, 2, 3, draw an arrow that points to an open half-plane in which the attribute fi takes the value
bi . As the result we obtain the arrangement of lines and arrows depicted in Fig. 6, or the arrangement depicted in Fig. 7.
Without lost of generality assume that the horizontal line in Figs. 6 and 7 corresponds to the attribute f1.
Consider the arrangement of lines and arrows depicted in Fig. 6. One can show that in this case the system of
equations (3) is an irreducible compatible system if and only if b1 = 0 and b2 = b3 = 1.
Consider now the arrangement of lines and arrows depicted in Fig. 7. One can show that in this case the system of
equations (3) is an irreducible compatible system if and only if b1 = b2 = b3 = 1. In this case the set of solutions of the
system (3) is equal to {p}. Since (6) is a compatible system of equations we conclude that the set of solutions of the
system (6) is equal to {p} too, which is impossible because (6) is an irreducible system.
Therefore, each subsystem of the system (6) with three equations has in right parts of its equations one number 0
and two numbers 1. Evidently, it is impossible. Hence (6) is not an irreducible compatible system. Using Lemma 2 we
conclude that the information system (P, F ) is restricted. 
Proof of Theorem 1. Let the set F be the union of a ﬁnite number of clones. Representing each clone as the union of
two uniform clones and using Lemmas 10 and 11 we conclude that the information system (P, F ) is restricted.
Let the set F be not the union of a ﬁnite number of clones. Using Lemma 9 we conclude that the information system
(P, F ) is not restricted. 
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