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A method to derive explicit formulas for an elliptic
generalization of the Jack polynomials
Edwin Langmann
Abstract. We review a method providing explicit formulas for the Jack poly-
nomials. Our method is based on the relation of the Jack polynomials to the
eigenfunctions of a well-known exactly solvable quantum many-body system
of Calogero-Sutherland type. We also sketch a generalization of our method
allowing to find the exact solution of the elliptic generalization of the Calogero-
Sutherland model. We present the resulting explicit formulas for certain sym-
metric functions generalizing the Jack polynomials to the elliptic case.
1. Introduction
In this paper we explain a method which yields explicit formulas for the Jack
polynomials; see [St89, M79]. We found this method by studying integrable quan-
tum many-body systems of Calogero-Sutherland type [C71, Su71], and our discus-
sion will be therefore from the quantum integrable systems’ point of view. However,
we made an effort to make this paper also useful to readers interested in symmetric
polynomials and not so much in the physics interpretation of our results. To explain
our notation (which is admittedly less elegant than the one used in [M79, St89]
but closer to the one used in physics) we first give a definition of the Jack polynomi-
als. (The equivalence of our definition and the one in [St89] follows from Theorem
3.1 in [St89].) We then recall the relation of the Jack polynomials to the eigen-
functions of the so-called (quantum) Sutherland model [Su71, Su72] and explain
some physics terminology which we use. We conclude this introduction with the
definition of the elliptic generalization of the Sutherland model [C75, OP77] and
an outline of the rest of this paper.
A definition of the Jack polynomials. The Jack polynomials Jn(z; 1/λ)
are symmetric polynomials of N > 1 variables z = (z1, z2, . . . , zN) ∈ C
N labeled by
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2 EDWIN LANGMANN
partitions n (i.e. n ∈ ZN with n1 ≥ n2 ≥ . . . ≥ nN ≥ 0), which are of the form
(1.1) Jn(z) =
∑
m≤n
vn,mMm(z), Mm(z) =
∑
P∈SN
N∏
j=1
z
mPj
j ,
with real coefficients vn,m fixed up to some non-zero normalization constant vn,n
(which we ignore for simplicity), and which can be defined by the property that
they are eigenfunctions of the differential operator
(1.2) D =
1
2λ
N∑
j=1
z2j
∂2
∂z2j
+
N∑
j,k=1
k 6=j
z2j
zj − zk
∂
∂zj
for some parameter λ > 0; the ordering of partitions which we use is defined as
follows, m ≤ n if n1 + n2 + . . .+ nN = m1 +m2 + . . .mN and m1 +m2 + . . .mj ≤
n1 + n2 + . . . nj for all j, and SN is the permutation group.
1 [Thus our λ, N , and
Mn(z) correspond to 1/α, n and mλ(x) in [St89], and we write vectors with N
components in bold face.] To see that this defines unique symmetric polynomials
(up to normalization) one can check that
(1.3) DMn =
∑
m≤n
bn,mMm
for certain real coefficients bn,m which one can compute, and this implies that one
can determine the coefficients vn,m,m < n, recursively from vn,n and the condition
DJn = bn,nJn; see [St89], Theorem 3.1 and the discussion thereafter. In princi-
ple one can compute straightforwardly the Jack polynomials from this definition
[St89], however, the recursion relations one thus obtains for the coefficients vn,m
are complicated, and it is therefore difficult to solve them explicitly and obtain
closed formulas.
The Sutherland model and its relation to the Jack polynomials. The
Sutherland model is defined by the N -body Schro¨dinger operator
(1.4) H = −
N∑
j=1
∂2
∂x2j
+ γ
∑
1≤j<k≤N
V (xj − xk),
where
(1.5) V (r) =
1
4 sin2(r/2)
,
xj ∈ [−π, π], and
(1.6) γ = 2λ(λ− 1), λ > 0.
This differential operator has a natural physical interpretation as Hamiltonian defin-
ing a quantum mechanical model ofN identical particles moving on a circle of length
2π and interacting via the two body potentials V . (To be precise, this Hamiltonian
is the self-adjoint operator on L2([−π, π]N ) defined by the Friedrichs extension of
the differential operator H above, and one is only interested in particular eigen-
functions of H specified below. We set the length of the circle to 2π only to ease
1Usually these monomials Mm are defined with a slightly different normalization obtained
sum summing only over the distinct permutation P [St89]; the choice of normalization is irrelevant
in our discussion.
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notation, and an arbitrary length L > 0 of space as in [Su72] could be easily in-
troduced by rescaling xj → (2π/L)xj , H → H(2π/L)
2, etc.) Following pioneering
work by Calogero solving2 a similar model [C71], Sutherland found an algorithm
to compute the eigenvalues and eigenfunctions of H [Su71, Su72], and these exact
solutions have made these models famous among theoretical physicists (since usu-
ally such quantum models describing interacting particles can only be studied using
approximation methods; moreover, there are many interesting physics applications
and variants of these models; see [OP83] for review).
Sutherland’s solution method is closely related to our definition of the Jack
polynomials above. To be more specific: The well-known ground state of the Suther-
land model (= eigenfunction of H with the smallest possible eigenvalue) is
(1.7) Ψ0(x) =
∏
1≤j<k≤N
θ(xj − xk)
λ
where
(1.8) θ(r) = sin(r/2),
and to obtain the other eigenfunctions of H , Sutherland made the ansatz
(1.9) Ψ(x) = Φ(x)Ψ0(x)
transforming the eigenvalue equation HΨ = EΨ to H ′Φ = E ′Φ where H ′ =
[1/Ψ0(x)]HΨ0(x) equals
(1.10) H ′ = −
N∑
j=1
∂2
∂x2j
− iλ
∑
j<k
eixj + eixk
eixj − eixk
(
∂
∂xj
−
∂
∂xk
)
,
and E ′ = E − E0 with E0 = λ
2N(N2 − 1)/12 the ground state energy defined
through HΨ0 = E0Ψ0. Sutherland’s method to compute the eigenfunctions Φ of
H ′ is equivalent to diagonalizing the operator D in (1.2) by making the ansatz in
(1.1) etc., as discussed above. To see this, we change variables to zj = e
ixj and
obtain
(1.11) H ′(x) = 2λD(z) + [1− λ(N − 1)]P (z), P =
N∑
j=1
zj
∂
∂zj
.
The operators P and D commute, and it is not difficult to see that the eigenfunc-
tions Φn(x) = Jn(z; 1/λ) obtained by Sutherland’s method are equal to the Jack
polynomials. We thus can conclude that the eigenfunctions of the Sutherland model
are given by
(1.12) Ψ(x) = eip
∑N
j=1
xjJn(z; 1/λ)Ψ0(x), zj = e
ixj ,
with arbitrary p ∈ R (we used the fact that, if Ψ(x) is an eigenfunction of H , then
exp(ip
∑
j xj)Ψ(x) is an eigenfunction ofH as well). The corresponding eigenvalues
are found to have the following remarkably simple formula, E0(n) =
∑N
j=1[nj + p+
λ(N + 1 − 2j)/2]2 [Su72]. It is interesting to note that the exponential factor
on the r.h.s. in (1.12) describes the center-of-mass motion of the system, which is
not very interesting and thus often ignored. However, it should be included if one
is interested in all eigenfunctions of the model. Moreover, since transformations
2By solving a quantum many-body model we mean to determine the eigenvalues and eigen-
functions of the Hamiltonian defining this model.
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p → p + k and nj → nj − k for arbitrary integers k ≤ nN leave the eigenfunction
invariant, one should restrict p to integers and set nN = 0 if one wants to avoid over-
counting. We also note in passing that the ansatz in (1.1) has a natural physical
interpretation: The monomials Mn(z) =
∑
P∈SN
exp(i
∑
j nPjxj) are plane waves
providing a complete set of eigenfunctions of the non-interacting Hamiltonian H
with γ = 0, and the Jack polynomials thus correspond to a linear superposition of
plane waves.
The elliptic Calogero-Sutherland model. In this paper we explain a
method to solve the Sutherland model which, different from Sutherland’s method,
gives fully explicit formulas for the eigenfunctions [L01, L04d]. We will mainly
concentrate on the Sutherland model, but a main motivation for writing this paper
is that our method can be generalized to the well-known elliptic generalization of
the Sutherland model where the interaction potential in (1.5) is replaced by
(1.13) V (r) =
∑
m∈Z
1
4 sin2[(r + imβ)/2]
, β > 0
which is essentially the Weierstrass elliptic ℘-function with periods 2π and iβ.3
This so-called elliptic Calogero-Sutherland (eCS) model is known to be integrable
[C75, OP77], which suggests that it should be possible to solve it. For N = 2 the
eigenvalue equation of the eCS model is essentially equivalent to the Lame´ equation
which was studied extensively at the end of the 19th century; see [WW62] for
an extensive discussion of the classical results. The problem of finding the general
solution of the eCS model (without any restrictions on parameters) seems to be
regarded as open, even though there exist various interesting results in this direction
[DI93, EK94, EFK95, FV95a, FV95b, S95, T00, KT02, FNP03]. As we
will discuss, our method also provides an explicit solution of the eCS model. In
the elliptic case we will also obtain solutions as in (1.12) and (1.7) above, only the
function θ(r) is replaced by
(1.14) θ(r) = sin(r/2)
∞∏
m=1
(
1− 2q2m cos(r) + q4m
)
, q = e−β/2,
which is essentially the Jacobi theta function ϑ1,
4 and the Jn(z) are symmetric
functions which no longer are polynomials but reduce to the Jack polynomials in
the limit q ↓ 0. We will sketch how to obtain explicit formulas for these elliptic
generalization of the Jack polynomials by infinite series.5
Plan of the rest of this paper. In the next section we explain our explicit
solution of the Sutherland model and present our explicit formulas for the Jack
polynomials. Our arguments are such that they generalize with minor changes to
the elliptic case, as discussed in Section 3. This section also contains a description
of our results for the elliptic generalizations of the Jack polynomials. We end with
a few remarks in Section 4.
3To be precise: V (r) = ℘(r)+c0 where c0 = (1/12)− (1/2)
∑
m∈N 1/ sinh
2(βm/2) [WW62].
4To be precise: θ(r) = ϑ1(r/2)/
[
2q1/4
∏∞
m=1(1− q
2m)
]
[WW62].
5These q-deformed Jack polynomials are different from the Macdonald polynomials [M79].
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2. Solution of the Sutherland model
We start by summarizing our solution in a theorem. The proof of this theorem
has the character of a derivation which not only proves but, as we hope, also clarifies
and explains this result.
Theorem 2.1. For m ∈ ZN , let
(2.1) fm(z) =
N∏
j=1
[∮
Cj
dξj
2πiξj
ξ
mj
j
] ∏
1≤j<k≤N Θ(ξj/ξk)
λ∏N
j,k=1Θ(zj/ξk)
λ
where
(2.2) Θ(ξ) = (1− ξ),
and the integration contours Cj are nested circles in the complex plane enclosing
the unit circle,
(2.3) Cj : ξj = e
εjeiyj , −π ≤ yj ≤ π
for some ε > 0. Moreover, for partitions n, let
(2.4) Pn(z) =
∑
m∈ZN
αn(m)fm(z)
with
αn(m) = δ(n,m) +
∞∑
s=1
γs
∑
j1<k1
∑
ν1
ν1 · · ·
∑
js<ks
∑
νs
νs
×
δ(m,n+
∑s
r=1 νrEjrkr )∏s
r=1
[
E0(n+
∑r
ℓ=1 νℓEjℓkℓ)− E0(n)
](2.5)
where
(2.6) E0(m) =
N∑
j=1
[
mj +
1
2λ(N + 1− 2j)
]2
for all m ∈ ZN , Ejk is the vector in Z
N with the following components,
(2.7) (Ejk)ℓ = δj,ℓ − δk,ℓ
for j, k, ℓ = 1, 2, . . . , N , and δ(n,m) :=
∏N
j=1 δnj ,mj . Then
(2.8) Ψn(x) = Pn(z)Ψ0(x), zj = e
ixj ,
with Ψ0(x) defined in (1.7) and (1.8), is an eigenfunction of the Sutherland Hamil-
tonian H in (1.4) and (1.5),
(2.9) HΨn(x) = EnΨn(x),
and the corresponding eigenvalue is
(2.10) En = E0(n).
It is important to note that the sums in (2.4) and (2.5) are finite (i.e. all
but a finite number of terms in these sums are zero), and the fm are symmetric
polynomials. From this we can conclude:
Lemma 2.2. The Pn(z) given in Theorem 2.1 are symmetric polynomials.
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From this one can conclude that the Pn(z) are (essentially; see below) equal
to the Jack polynomials unless there is an degeneracy, i.e., unless there exists a
m 6= n with
∑
j(mj − nj) = 0 such that E0(m) = E0(n) [L01]. To resolve this un-
certainty due to possible degeneracies we have recently checked that the Pn(z) also
are eigenfunctions of the well-known third order differential operator commuting
with Sutherland Hamiltonian [OP77],6 and we thus have convinced ourselves that
always,
(2.11) (z1z2 · · · zN )
kPn−ke(z) = cn,kJn(z), e = (1, 1, . . . , 1)
with some normalization constant cn,k. We thus get an infinite number of explicit
formulas for each Jack polynomial. We checked in the simplest case N = 2 that the
fact that the l.h.s. of (2.11) is independent of k is non-trivial. Thus (2.11) implies
an infinite number of non-trivial identities which are essentially the contends of
Theorem 5.1 in [St89].
It is interesting to note that the functions fm given above can be non-zero even
for certain non-partition m ∈ ZN , and in our proof of Theorem 2.1 it does not
seem essential to restrict to n’s which are partitions. We checked for N = 2 that
the functions Pn all vanish unless n is a partition, and this is true due to highly
non-trivial cancellations.7 We do not know how to prove this analytically and for all
N using only our approach, and the same is true for the question of completeness,
i.e., whether our construction gives all eigenfunctions or not. However, these facts
can be proven by comparing our solution with Sutherland’s [Su71, Su72].
An important aspect of our method is that we expand our eigenfunctions in
a set of functions fm which are much more complicated than the monomials Mm.
However, as we will discuss, there exist fully explicit formulas for the fm. Moreover,
the fm are much closer to the exact eigenfunctions than the monomials Mm in
the sense that the coefficients αn(m) are much simpler than the coefficients vn,m
discussed in the introduction, and we therefore can compute their explicit series
representation in (2.5). This later formula is our main result in this paper in
addition to our previous results in Reference [L01].
Proof of Theorem 2.1. We derive the result stated in Theorem 2.1 in three
steps.
Step 1: A remarkable identity. The starting point of our solution method
is a particular functional identity.
Lemma 2.3. Let
(2.12) F (x,y) =
∏
1≤j<k≤N θ(xj − xk)
λθ(yk − yj)
λ∏N
j,k=1 θ(xj − yk)
λ
with θ(r) the function defined in (1.8) and x,y ∈ CN . Then
(2.13) H(x)F (x;y) = H(y)F (x;y),
where H is the differential operator defined in (1.4) and (1.5) acting on different
arguments x and y, as indicated.
6E.L., unpublished.
7These computations were done with the help of MATHEMATICA.
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This can be proven by a straightforward but somewhat tedious computation
using the well-known identity
(2.14) cot(x) cot(y) + cot(x) cot(z) + cot(y) cot(z) = 1 if z + y + z = 0;
see Appendix A in [L01]. While this provides an elementary proof, it does not
explain why this identity is true. We thus mention that we found this identity
by studying a particular quantum field theory model, and this provides a natural
physics interpretation of this result; see [L04e] for review.
Remark 2.4. It is interesting to note that the identity in (2.13) can also be
obtained as a corollary of Proposition 2.1 in Reference [St89]. Moreover, it seems
that our method is closely related to the solution of the Sutherland model by
separation of variables [KMS03] since (2.13) seems to give an alternative proof of
the crucial Theorem 4.1 in [KMS03].
Step 2: Fourier-type transformation of the remarkable identity. It is
useful to note that the identity in (2.13) remains true if we replace F (x;y) by
(2.15) F ′(x;y) = c eiP
∑
N
j=1
(yj−xk)F (x;y)
for arbitrary constants P, c (this is not difficult to verify [L01]). Below we will find
it convenient to choose
(2.16) P = −λN/2, c = (2/i)λ[N(N−1)/2−N
2].
The idea now is to trade the variables y for suitable quantum numbers n by
taking the Fourier transform of (2.13) (with F replaced by F ′) with respect to the
variables y, i.e., apply (2π)−N
∫
dNy exp(in˜ · y) with suitable Fourier variables n˜.
We need to do this with care since, firstly, the function F ′(x;y) and the Hamiltonian
H(y) have singularities and branch cuts, and secondly, the function F ′(x;y) is not
periodic in the variables yj but changes by phase factors under yj → yj + 2π. As
we will show below in more detail, the second problem can be accounted for by
choosing the Fourier modes as
(2.17) n˜j = nj +
1
2λ(N + 1− 2j), nj ∈ Z,
while the first problem is solved by shifting the yj-integrations in the complex
plan as follows, yj = ϕj + ijε with real ϕj ∈ [−π, π] and some ε > 0 (one can
take the limit ε ↓ 0, but this turns out to be unnecessary). Using the fact that
1/[4 sin2(y/2)] = −
∑∞
ν=1 νe
iνy for ℑ(y) > 0, straightforward computations leads
to the following result.
Lemma 2.5. For all n ∈ ZN , the function
(2.18) Fˆ (x;n) =

 N∏
j=1
∫ π+ijε
−π+ijε
dyj
2π
ein˜jyj

F ′(x;y), ε > 0,
n˜j in (2.17), and x ∈ [−π, π]
N , are well-defined and obey the identities
(2.19) H(x)Fˆ (x;n) = E0(n)Fˆ (x;n) − γ
∑
j<k
∑
ν∈Z
Sν Fˆ (x;n + νEjk)
with E0(n) and Ejk defined in Theorem 2.1 and
(2.20) S0 = 0, Sν = ν and S−ν = 0 ∀ν > 0.
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Moreover,
(2.21) Fˆ (x;n) = fn(z)Ψ0(x)
with the functions fn and Ψ0 defined in Theorem 2.1.
Note that the integral in (2.18) is independent of ε > 0 (due to Cauchy’s
theorem).
It is not difficult to understand how (2.19) results from (2.13): the l.h.s. is
obvious since H(x) commutes with the Fourier transformation, while the r.h.s.
arises from a simple computation using
(2.22) H(y) = −
N∑
j=1
∂2
∂y2j
− γ
∑
j<k
∑
ν∈Z
Sνe
iν(yj−yk) for ℑ(yj − yk) > 0 ,
with the first term in the r.h.s. of (2.19) coming from the derivative term and partial
integrations using n˜2 = E0(n), and the second term comes from the interaction.
To show that Fˆ (x;n) is well-defined we use sin(y/2) = 12 ie
−iy/2(1−eiy) to write
(at this point we make a convenient choice for the constants c, P in (2.15))
(2.23) ein˜·yF ′(x;y) =
N∏
j=1
ξnj
∏
1≤j<k≤N Θ(ξj/ξk)
λ∏N
j,k=1Θ(e
ixj/zk)λ
Ψ0(x)
with Θ(ξ) = (1− ξ) and ξj = e
iyj , where the shifts λ(N + 1− 2j)/2 in the pseudo-
momenta exactly cancel the terms which would make the integrand non-analytic in
the ξj . This implies (2.21).
Step 3: Ansatz for eigenfunctions and solution of recursion relation.
Equation (2.19) suggests the following ansatz for the eigenfunctions of the Suther-
land Hamiltonian H ,
(2.24) Ψn(x) =
∑
m∈ZN
αn(m)Fˆ (x;m)
with the normalization condition
(2.25) αn(m) = δ(m,n) +O(γ).
This, (2.19), and the eigenvalue equation (2.9) lead to the following relations for
the coefficients αn(m),
(2.26) [E0(m)− En]αn(m) = γ
∑
j<k
∑
ν∈Z
Sναn(m− νEjk) := γ(Sαn)(m)
(the last equality defines a convenient shorthand notation), i.e., the latter relations
imply (2.9). We now observe that (2.26) and (2.25) yield
(2.27) αn(m) = δ(m,n) + γ(Rnαn)(m)
with the linear operator Rn defined as follows,
(2.28) (Rnα)(m) :=
1
[[E0(m)− En]]n
(Sα)(m);
here and in the following we use the following convenient notation
(2.29)
1
[[E0(m)− En]]n
:= [1− δ(m,n)]
1
[E0(m)− En]
.
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Equation (2.27) can be easily solved by iteration setting α
(0)
n (m) = δ(m,n),
8
αn(m) =
∞∑
s=0
γs(Rs
n
α(0)
n
)(m) = δ(m,n) +
∞∑
s=1
γs
∑
j1<k1
∑
ν1∈Z
Sν1 · · ·
×
∑
js<ks
∑
νs∈Z
Sνs
δ(m,n+
∑s
r=1 νrEjrkr )∏s
r=1
[[
E0(n+
∑r
ℓ=1 νℓEjℓkℓ)− En
]]
n
.(2.30)
Setting m = n we obtain αn(n) = 1 (since (Rnαn)(n) = 0), and this and Equa-
tions (2.25) and (2.26) for m = n imply the following condition determining the
eigenvalue En,
En − E0(n) = −γ(Sαn)(n) = −
∞∑
s=1
γs+1
∑
j1<k1
∑
ν1∈Z
Sν1 · · ·
×
∑
js+1<ks+1
∑
νs+1∈Z
Sνs+1
δ(0,
∑s+1
r=1 νrEjrkr )∏s
r=1
[[
E0(n+
∑r
ℓ=1 νℓEjℓkℓ)− En
]]
n
.(2.31)
We now recall that Sν = 0 for ν ≤ 0, and this simplifies the previous formula
considerably: it implies that all terms in the sum on the r.h.s. vanish (since the
Kronecker deltas always give zero), and we thus get the result in (2.10). Moreover,
for the same reason we can replace all double brackets [[· · · ]]n in (2.30) by normal
bracket [· · · ] (since we only have the expressions in (2.29) with m 6= n). Thus the
series for αn(m) simplifies to the expression given in (2.5). 
A simpler argument to derive (2.10) is as follows: since Sν≤0 = 0, (2.26) has an
obvious triangular structure [L01], and inserting m = n thus immediately implies
(2.10). However, this argument does not generalize to the elliptic case, whereas
ours does.
Proof of Lemma 2.2. The functions fn in (2.1) and (2.2) can be computed
by Taylor expanding the integrand using the binomial series and computing the
ξj-integrals which project out the ξj -independent terms of the integrand. One thus
obtains (for details see [L01], Appendix B.3),
(2.32) fn(z) =
∑
m
pn,mMm(z)
with the Mm(z) in (1.1), and the coefficients are
(2.33) pn,m =
∑ ∏
1≤j′<k′≤N
(
λ
µj′k′
) N∏
j,k=1
(
−λ
νjk
)
(−1)µj′k′+νjk
where the sum
∑
here is over all non-negative integers µj′k′ , νjk restricted by the
following 2N equations,
(2.34) nj =
N∑
ℓ=1
νℓj +
j−1∑
ℓ=1
µℓj −
N∑
ℓ=j+1
µjℓ, mj =
N∑
ℓ=1
νjℓ
and m1 ≥ m2 ≥ . . . ≥ mN ≥ 0. This shows that the fn are symmetric polynomials
which are non-zero only if
(2.35) nj + nj+1 + . . .+ nN ≥ 0 ∀j = 1, 2, . . .N,
8We realized this only when rereading our paper [L01] during this spring.
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and the sum in (2.34) only contains terms with
(2.36)
N∑
j=1
mj =
N∑
j=1
nj .
The latter implies that all series in (2.32) and (2.5) are finite (i.e., they truncate
after a finite number of terms). We finally need to show that the denominators in
(2.5) are always non-zero. For that we write
(2.37) m = n+ µˆ with µˆ =
∑
j<k
µjkEjk,
and with that and (2.6) we compute
(2.38)
E0(m)− E0(n) =
N∑
j=1

2 N∑
k=j+1
µjk[nj − nk + (k − j)λ] +
[∑
k<j
µkj −
∑
k>j
µjk
]2
which is manifestly positive if n is a partition and all µjk ≥ 0 with µˆ 6= 0. Since
obviously only such terms appear in the denominators in (2.30) we conclude that
all αn(m) in (2.5) are well-defined finite series. 
As already mentioned, in our proof it does not seem essential to restrict to
n’s which are partitions. In fact, we only used this property to have all energy
differences E0(m) − E0(n) in (2.38) manifestly positive, but we only would have
needed that these energy differences are always non-zero which is true also for
certain non-partition n’s, e.g., for N = 2 and λ non-integer. We feel that this point
would deserve a better understanding.
3. Solution of the elliptic Calogero-Sutherland model: Outline
We formulated Theorem 2.1 and its proof so that it straightforwardly extends
to the elliptic case: one only needs to replace V , θ, Θ and Sν by their elliptic
generalizations. To be more specific we describe the generalizations of steps 1–3 in
our proof of Theorem 2.1 in more detail.
Step 1: Lemma 2.3 holds true as it stands with H the eCS Hamiltonian defined
in (1.4) and (1.13) and the function θ defined in (1.14).
This can be proved by a brute-force computation using the following well-known
identify for the Weierstrass elliptic functions ξ and ℘ [WW62],
(3.1) [ξ(x) + ξ(y) + ξ(z)]2 = ℘(x) + ℘(y) + ℘(z) if x+ y + z = 0;
see Appendix A in [L04b]. A quantum field theory proof of this results can be
found in [L04a].
Step 2: Lemma 2.5 holds true as it stands with Sν in (2.20) replaced by
(3.2) S0 = 0, Sν = ν
1
1− q2ν
and S−ν = ν
q2ν
1− q2ν
∀ν > 0
and the functions fn and Ψ0 in (2.1) and (1.7) with
(3.3) Θ(ξ) = (1− ξ)
∞∏
m=1
(1− q2mξ)(1 − q2m/ξ)
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and θ in (1.14).
The proof is essentially unchanged, only now the functions Θ and the coeffi-
cients Sν in the identities
(3.4) θ(y) = 12 ie
−iy/2Θ(eiy)
and
(3.5) V (y) = −
∞∑
ν=1
Sνe
iνy for ℑ(y) > 0
need to be changed to what is given above, and we also need to assume ε < β/N ;
see Appendix B in [L01] for a detailed proof.
Step 3: The argument given remains unchanged until and including (2.31).
The crucial difference now is that Sν no longer vanishes for negative values of ν,
and thus the above-mentioned triangular structure is lost. Due to this (2.31) does
not simplify but remains as an implicit equation determining the eigenvalue En,
and thus the eigenvalues for q > 0 are much more complicated.
We can summarize the solution of the eCS model thus obtained as follows.
Theorem 3.1. The eigenvalues En of the eCS model are determined by (2.31)
with Sν in (3.2) and E0(m) in (2.6). The corresponding eigenfunctions are given
in (2.24) with Fˆ (x;n) in (2.21), (2.1),(3.3), (1.7), and (1.14), and the coefficients
αn(m) in (2.30).
It is interesting to note that (2.31) can be turned into a fully explicit formula
for the eigenvalues as follows: Defining the function
Φn(ξ) := −
∞∑
s=0
γs+1
∑
j1<k1
∑
ν1∈Z
Sν1 · · ·
∑
js+1<ks+1
∑
νs+1∈Z
Sνs+1
×
δ(0,
∑s+1
r=1 νrEjrkr )∏s
r=1
[[
E0(n+
∑r
ℓ=1 νℓEjℓkℓ)− ξ
]]
n
(3.6)
of one complex variable ξ, we can write (2.31) as
(3.7) En = E0(n) + Φn(En).
Using Lagrange’s theorem as stated in [WW62], Paragraph 7.32, the latter equa-
tion can be solved by the following infinite series,
(3.8) En = E0(n) +
∞∑
n=1
1
n!
∂n−1
∂ξn−1
Φn(ξ)
n
∣∣∣∣∣
ξ=E0(n)+a
where a is a real parameter which formally can be set to any value such that Φn(ξ)
is non-singular in ξ = E0(n) + a. From the explicit formula for Φn(ξ) given above
it is straightforward to compute the coefficients in this series explicitly [L04d]. In
a similar manner one can find fully explicit formulas for all coefficients αn(m).
The arguments sketched above are enough to obtain an explicit solution in the
sense of formal power series in q. However, it is obviously important to also check
if the analyticity properties of the function Φn(ξ) are such that Lagranges’ theorem
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gives convergent series. For that the parameter a in (3.8) is important: One can
prove that, if a is such that
(3.9) ∃∆ > 0 : ∀m 6= n with
N∑
j=1
(mj − nj) = 0 : |E0(m)− E0(n)− a| > ∆,
then the function Φn(ξ) is analytic in a disc around ξ = E0(n)+a which, in a finite
q-interval, is large enough for the series in (3.8) to converge. A similar results holds
true for all the coefficients αn(m). We are confident now to be able to prove that
the eigenfunctions Ψn are square integrable in a finite q-interval as well.
The parameter ∆ is obviously important since it restricts the range of conver-
gence of our series solution. It is not easy to give general lower bounds for ∆, and
we only mention one simple case: if λ is integer then ∆ ≥ 1/2 for a = 1/2. It is
possible to increase ∆ by finding ‘better’ values of a, and we believe that this is
useful for computing En numerically using our results.
We plan to give a more detailed discussion of this solution of the eCS model
together with detailed proofs in a future revision of Reference [L04b].
4. Final remarks
1. It would be desirable to compare our perturbative solution of the eCS model
with brute-force numeric solutions and thus check if our results are also numerically
useful.9
2. As discussed, the eigenvalues of the eCS model are determined by the
implicit equation in (3.7). While the explicit series solution in (3.8) can be regarded
as perturbative solutions which continuously deforms the solution for q = 0, we
do not see any reason to rule out the possibility that there are additional non-
perturbative solutions for larger values of q. The spectrum of the eCS Hamiltonian
as a function of q might therefore be quite complicated with qualitative changes at
certain critical values of q (this should be closely related to the intriguing analytical
structure of the functions Φn(ξ) defined above). If so the eCS model would challenge
notions of quantum integrability based on the simplicity of the spectrum.
3. Lemma 2.2 has an interesting generalization.
Lemma 4.1. For non-negative integers N,M , let
(4.1) FN,M (x,y) =
∏
1≤j<k≤N θ(xj − xk)
λ
∏
1≤j<k≤M θ(yk − yj)
λ∏N
j=1
∏M
k=1 θ(xj − yk)
λ
with θ(r) in (1.8) and x ∈ CN , y ∈ CM . Then
(4.2) [Hλ,N (x) −Hλ,M (y)− cN,M ]FN,M (x;y) = 0
where H = Hλ,N (x) is the differential operator defined in (1.4)–(1.6) and cN,M =
λ2(N −M)[(N −M)2 − 1]/12. Similarly, the function
(4.3) F˜N,M (x,y) =
∏
1≤j<k≤N
θ(xj − xk)
λ
∏
1≤j<k≤M
θ(yk − yj)
1/λ
N∏
j=1
M∏
k=1
θ(xj − yk)
9I thank David Gomez-Ullate for stressing this point.
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obeys the identity
(4.4)
[
Hλ,N (x) + λH1/λ,M (y) − c˜N,M
]
F˜N,M (x;y) = 0
with c˜N,M = [λ
2N(N2 − 1) +M(M2 − 1)/λ+ 3MN(λN +M)]/12.
We thus can have different particle numbers for the two sets of variables x and
y, and in addition to the case where the coupling λ is the same there is also a
dual relation with reciprocal couplings for the x and y variables. Note that, for
M = 0, (4.2) and (4.4) both reduce to the eigenvalue equation HΨ0 = E0Ψ0 for
the groundstate in (1.7).
We found these identities using a quantum field theory construction, but once
known they can also be proven by brute-force computations [L04c]. Taking the
Fourier transform of (4.2) and (4.4) etc. (as in Section 2), one can obtain additional
explicit formulas, and thus identities, for the Jack polynomials. We suspect that
(4.4) would lead to an alternative proof of Theorem 3.3 (duality relation of the Jack
polynomials) in [St89].
It is important to note that the generalizations of (4.2) and (4.4) to the elliptic
case exist but involve, in general, a term with a β-derivative [L04c], and this term
is only absent in the special case stated in Lemma 2.3. We only know how to
construct eigenfunctions when this β-derivative term is absent, which is the reason
why we only discussed this case in detail.
4. The method explained in this paper can be adapted to give explicit solu-
tions of the original Calogero model [C71] and the BCN -variants of the Calogero-
Sutherland models [OP83].10 It will be interesting to see if this method can also
provide an alternative solution of the Ruijsenaars models [R87] and thus can give
interesting explicit formulas for Macdonald’s generalization of the Jack polynomials
[M79]; see e.g. [AOS96] for interesting results in this direction.
Acknowledgements
This paper was written during a scientific gathering at the “Centro Interna-
cional de Ciencias A.C.” (CIC) in Cuernavaca (Mexico) devoted to Integrable Sys-
tems. I would like to thank the organizers Francesco Calogero and Antonio De-
gasperis for inviting me to this meeting and the CIC for hospitality. I am grateful
to Vadim Kuznetsov and Evgueni Sklyanin for helpful discussions and for reviving
my interest in the eCS model. I thank Martin Hallna¨s for helpful comments on the
manuscript.
References
[AOS96] H. Awata, S. Odake, and J. Shiraishi, Integral representations of the Macdonald sym-
metric polynomials, Comm. Math. Phys. 179 (1996), 647–666.
[C71] F. Calogero, Solution of the one-dimensional N body problems with quadratic and/or
inversely quadratic pair potentials, J. Math. Phys. 12 (1971), 419–436.
[C75] , Exactly solvable one-dimensional many-body problems, Lett. Nuovo Cimento
(2) 13 (1975), 411–416.
[DI93] J. Dittrich and V.I. Inozemtsev, On the structure of eigenvectors of the multidimensional
Lame´ operator, J. Phys. A: Math. Gen. 26 (1993), L753–L756.
[EFK95] P.I. Etingof, I.B. Frenkel, and A.A. Kirillov, Spherical functions on affine Lie groups,
Duke Math. J. 80 (1995), 59–90.
10M. Hallna¨s and E. Langmann, work in progress.
14 EDWIN LANGMANN
[EK94] P.I. Etingof and A.A. Kirillov, Representation of affine Lie algebras, parabolic differential
equations and Lame´ functions, Duke Math. J. 74 (1994), 585–614.
[FNP03] Garc´ıa Fuertes W. Ferna´ndez Nu´n˜ez, J. and A.M Perelomov, A perturbative approach
to the quantum elliptic Calogero-Sutherland model, Phys. Lett. A 307 (2003), 233–238.
[FV95a] G. Felder and A. Varchenko, Integral representation of solutions of the elliptic Knizhnik-
Zamolodchikov-Bernard equations, Int. Math. Res. Notices 5 (1995), 221–233.
[FV95b] , Three formulas for the eigenfunctions of integrable Schro¨dinger operators,
arXive:hep-th/9511120.
[KMS03] V.B. Kuznetsov, V.V. Mangazeev, and E.K. Sklyanin, Q-operator and factorised sepa-
ration chain for Jack polynomials, Indag. Math. (N.S.) 14 (2003), 451–482.
[KT02] Y. Komori and K. Takemura, The perturbation of the quantum Calogero-Moser-
Sutherland system and related results, Commun. Math. Phys. 227 (2002), 93–118.
[L01] E. Langmann, Algorithms to solve the (quantum) Sutherland model, J. Math. Phys. 42
(2001), 4148–4157.
[L04a] , Second quantization of the elliptic Calogero-Sutherland model, Commun. Math.
Phys. 247 (2004), 321–351.
[L04b] , A perturbative algorithm to solve the (quantum) elliptic Calogero-Sutherland
model, arXive:math-ph/0401029.
[L04c] , Further remarkable identities related to the (quantum) elliptic Calogero-
Sutherland model, arXive:math-ph/0406061.
[L04d] , An explicit solution of the (quantum) elliptic Calogero- Sutherland model,
arXive:math-ph/0407050.
[L04e] , Conformal field theory and the solution of the (quantum) elliptic Calogero-
Sutherland system, arXive:math-ph/0411081.
[M79] I. G. Macdonald, Symmetric functions and Hall polynomials, The Clarendon Press Ox-
ford University Press, New York, 1979, Oxford Mathematical Monographs.
[OP77] M.A. Olshanetsky and A.M. Perelomov, Quantum completely integrable systems con-
nected with semisimple Lie algebras, Lett. Math. Phys. 2 (1977), 7–13.
[OP83] , Quantum integrable systems related to Lie algebras, Phys. Rep. 94 (1983), 313–
404.
[R87] S.N.M. Ruijsenaars, Complete integrability of relativistic Calogero-Moser systems and
elliptic function identities, Comm. Math. Phys. 110 (1987), 191–213.
[S95] E.K. Sklyanin, Separation of variables – new trends, Prog. Theor. Phys. Suppl. 118
(1995), 35–60.
[St89] R.P. Stanley, Some combinatorial properties of Jack symmetric functions, Adv. Math.
77 (1989), 76–115.
[Su71] B. Sutherland, Quantum many-body problem in one dimension: ground state, J. Math.
Phys. 12 (1971), 246–250.
[Su72] , Exact results for a quantum many body problem in one- dimension. 2, Phys.
Rev. A 5 (1972), 1372–1376.
[T00] K. Takemura, On the eigenstates of the elliptic Calogero-Moser model, Lett. Math. Phys.
53 (2000), 181–194.
[WW62] E.T. Whittaker and G.N. Watson, A course of modern analysis, Fourth edition, Cam-
bridge University Press, New York, 1962.
Mathematical Physics, KTH Physics, AlbaNova, SE-106 91 Stockholm, Sweden
E-mail address: langmann@theophys.kth.se
