Abstract: This paper presents the architecture of WONDER, an innovative WDM optical packet network suited for a high-capacity metro environment. The network prototype is under development in the PhotonLab at Politecnico di Torino. The WONDER network architecture elaborates on the effectiveness of optical with respect to electronic devices, trying to identify an optimal mix of the two technologies. We present physical topology and node structure of the prototype.
Introduction
Metropolitan area networks are one of the best arenas for an early penetration of advanced optical technologies. Indeed, their large traffic dynamism requires packet switching to efficiently use the available resources; their high capacity requirements justifies WDM use and their limited geographical extensions lowers the impact of fiber transmission impairments such as fiber dispersion and nonlinearities. From a research view point, designing innovative architectures for metro networks often means finding cost-effective combinations of optical and electronic technologies, and new networking paradigms that better suit the constraints dictated by available photonic components and subsystems.
In the framework of the WONDER national Italian research project [7] , and with the support of the European FP6 Network of Excellence e-Photon/ONe [8], the OptCom and Network groups at Politecnico di Torino, Italy, have designed and prototyped network architectures for metro applications taking an approach based upon optical packets, but limiting optical complexity to a minimum and trying to use only commercially available components. The architecture of the WONDER network was designed in order to find the best compromise between optical and electronic technologies [1] . To this extent, the bulk of raw data transmission is kept in the optical domain, while network control functions are mostly implemented in the electronic domain.
In the following sections we introduce the rationale and design of the WONDER network describing its physical topology, node structure, MAC protocol and the fault recovery mechanism, as well as the plans for a testbed currently under implementation in our PhotonLab in Turin, Italy [2].
Network's architecture
The WONDER network topology, as shown in Fig. 1a , is based on two WDM fiber rings connecting N nodes. One of the rings, called the "transmission" ring, is devoted to the transmission of data, while the other one, called the "reception" ring, is devoted to the reception of data. The two rings are physically interconnected by a fiber shortcut that can be implemented by any node in the network. The shortcut is realized by closing a loop-back fiber between the transmission and reception rings at the output of a node, which is conventionally called the "folding" node (node F in Fig. 1a) . The node located at the other side of the shortcut turns out to be the first one on the transmission ring and the last one on the reception ring. This node is conventionally called the "master" node (node M in Fig. 1a) since, by preceding all the other nodes, it is devoted to the transmission of a suitable synchronization signal to the whole network (using a dedicated wavelength). At any time, the network must have only one pair of active master and folding nodes in order to work properly, all the other nodes being in a generic "through" configuration. The resulting topology can also be viewed as a folded bus on which each node has two connections to the two arms of the bus, as shown in Fig. 1b .
The transmission of packets is time-slotted and synchronized on all wavelengths, and each packet has a fixed duration corresponding to one time slot. In our current implementation, each slot is 1 μs long, and carries a Gigabit Ethernet bit stream at 1.25 Gbit/s (such relatively low bit rate has been chosen because this is the maximum bit rate that low-cost commercial FPGA can process at the moment). Evolutions at higher bit rates are already planned.
Addressing in WONDER is based on a broadcast-and-select approach, in which each node i receives data on a specific wavelength λi. When another node has a packet to send to node i it must tune its transmitter to λi in order to reach it. The optical filter selecting the received wavelength can be fixed or (slowly) tunable; in this latter case the received wavelength can be dynamically reconfigured thus increasing the flexibility in the allocation of traffic between nodes [3] to the available channels. 
Node's structure
The structure of a node of the WONDER network is shown in Fig. 2 . Optical signals are represented as grey arrows while electrical signals, both digital and analogue, are displayed in black. The transmission fiber runs in the upper part of the figure from left to right, while the reception fiber runs at the bottom from right to left. The optical signals entering the node on the TX fiber are first attenuated by a Variable Optical Attenuator (VOA) and then amplified by a Gain-Clamped Optical Amplifier (GCOA). The VOA is placed before the amplifier to make sure the GCOA works under predictable saturation conditions. The amplified light signal is then partially split toward an AWG filter demultiplexing the WDM channels. The data channels are sent to a "λ-monitor" block detecting the busy/free state of each channel on a slot-by-slot basis for the implementation of the CSMA/CA MAC protocol, while the sync channel is received by a "sync RX" block for slot and bit timing extraction as well as upstream failure detection.
Based on the output of the MAC protocol, the node controller enables the transmission of optical packets by means of the Burst-Mode Transmitter (BMT). Each node is also equipped with a sync transmitter in order to act as a master if needed. A delay fiber placed on the "through" path of the optical signal makes sure that the locally generated traffic is inserted on the TX fiber in sync with the in-line traffic already running on it. On the right-hand side of Fig. 2 a pair of optical switches (OSW) allows the node to implement the folding functionality, if needed, by closing the TX fiber on the RX fiber.
On the reception side, the signal simply goes through a VOA+GCOA for controlled amplification and then is partially split toward an AWG filter which demultiplexes the WDM channels. The sync channel is received by a second sync RX block for downstream failure monitoring while a Burst Mode Receiver (BMR) is devoted to the reception of optical packets on a given wavelength λRX (alternative reconfigurable receiver architectures were also studied). If required, the other data channels can be fed to a second λ-monitor for traffic monitoring functionalities.
The node controller is at the hearth of the node's operation and implements all the intelligence of the network. It is realized on an FPGA board exchanging data with all the other subsystems, taking care of the implementation of the MAC protocol, packets queueing, fault recovery mechanism, burst mode reception etc. We decided to base all our (electronic) architecture on an FPGA board due to the great increase in capabilities and reduction in costs that FPGA devices have shown in the last 2/3 years. The FPGA currently used in the testbed is able to handle several input/ output data streams running at up to 3.2 Gbit/s, with advanced Clock and Data Recovery (CDR) capabilities, and interfacing capability with a Personal Computer through the PCI-X and PCI-Express busses. The FPGA interfaces with the upper layers of the WONDER network protocol stack to enable data exchange between nodes by means of standard protocols like FTP, HTTP and SMTP and suitable middleware software residing on a workstation. A combination of software and firmware has been developed in order to allow properly formatted packets to be exchanged between the RAM of a PC (running the Linux operating system) and the FPGA's internal memory.
Main advantages
The proposed architecture offers significant advantages with respect to current SONET/SDH circuit-switched solutions. Indeed, due to the optical addressing based on the optical wavelength, each node is required to process only the data rate which is locally destined instead of the aggregate bit-rate of the network, thus saving a huge amount of processing power within each of the nodes. In addition to this, the WONDER architecture eases some of the issues that were not addressed by previous architectures [4] • Global synchronization is made easier by the presence of the head-of-line master node, which sends to all other nodes a "synchronization" (sync) signal containing both bit and slot timing on a dedicated wavelength λs.
• Due to the equivalent folded bus topology, transmission and reception are separated in the network and no add/drop filters are required to inject/extract optical packets from the rings. As a consequence, the optical path is completely transparent (free of filtering elements), with significant advantages in terms of power budget and scalability of the network.
• Two or more nodes can share the same wavelength in reception, thus allowing a finer granularity in the allocation of the available bandwidth. This is achieved by adding a specific field to the header of the optical packet to indicate its destination among the various nodes sharing the same wavelength.
• The network is able to recover from any single fiber failure between two nodes by simply rearranging the location of the shortcut shown in Fig. 1 . Each node can sense a failure by monitoring the sync signal, which is an "always-on", continuous-wave channel. If this signal is not sensed on the preceding fiber on the transmission ring, an "up-stream" failure is detected, and the node must negotiate to become the new network's master. If the timing signal is not sensed on the preceding fiber on the reception ring, a "downstream" failure is detected, and the node must contend to become the new folding node. In general, a node can be either in a "master", "folding" or generic "through" state: the node controller's logic can use the information about failures to switch among these three states according to a fully distributed algorithm working at the physical layer only [6] .
Conclusions
Our work was motivated by the trust that optical packet transmission, in a configuration similar to what is often today called "Ethernet over optics", though not yet standardized and commercially available, may become in the medium term a promising alternative to the current approach of building WDM networks with (at most) some degree of optical reconfigurability, but where packet switching is still completely handled at the electronic level.
At the same time, we do not believe that all packet switching functions can be completely moved from the electrical to the photonic domain in a reliable way without fundamental improvements in optical components technology. A good compromise between the two domains (optical and electrical) is the major goal of the WONDER project presented in this paper.
