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Summary
To meet the development of biologic and genetic research, many statistical
methods of quantitative trait loci (QTL) mapping have been explored. Focusing
on flanking markers, Interval mapping (IM), Composite Interval Mapping (CIM)
and Multiple Interval mapping (MIM) aim to identify gene eﬀects and positions.
However, the eﬃciency of estimating and testing needs to be improved. In this
thesis a new methodology based on interval mapping will be proposed to identify
QTL in multiple marker intervals at a time. It involves establishing a normal mix-
ture model, computing the maximum likelihood estimates(MLE) of all parameters
simultaneously and detecting the significant QTL. Each component of the model
corresponds to a certain combination of unobserved QTL genotypes, which follows
a normal distribution. EM algorithm is applied to compute MLE. And a forward
insertion procedure is proposed for QTL detection. Starting with single interval
models, the interval with the most significant LRT statistic will be added into the
model and thus one QTL can be identified. Then two-interval models, each includ-
ing the interval already inserted and one of the rest intervals, will be considered and
tested. Similarly, the most significant intervals will be selected. As more intervals
are fitted into the model, the testing stops until no significant QTL is found.
v
This methodology for QTL mapping has advantages that unbiased estimates
of both gene eﬀects and positions are obtained. The problem of over-fitting is
alleviated such that the accuracy and power of detecting QTL are improved.
A simulation study is also presented in the thesis.
vi
Chapter 1                                1 
Introduction
1.1 A brief introduction of quantitative trait loci
(QTL) mapping
The life styles in this world are aﬀected by gene, a unit of heredity. We define
“genotype” as the inherited constitution which an individual receives from his
parents. And “phenotype” is defined as the outward appearance of an individual,
such as size, form, etc. For DNA chromosome a gene has two alleles, assumed A and
a. Then the genotype of a homozygote is denoted as AA or aa and a heterozygote
as Aa.
As gene can determine certain biological characteristics, a lot of applications
have been made on elucidating the correlation between the unknown genotype and
observed phenotype. While phenotype is described by numerical values, the term
of “quantitative trait loci(QTL)” is proposed to denote the genes which aﬀect these
traits. The chromosome position of a gene or any specific DNA sequence is defined
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as a locus, analogous to a point on a line in mathematics. Then diﬀerent gene loci
will lead to various eﬀects.
Quantitative trait loci(QTL) mapping aims to figure out the eﬀects and po-
sitions of genes according to individual’s trait data. But genes are impossible to
observe in many applications, so “marker” is introduced to facilitate the identifi-
cation of QTL. They are given gene loci, instead of real genes. The association
between a segregating marker and genetic trait suggests that a gene controlling
a component of the trait is located near the marker. That means, a significant
diﬀerence in trait given diﬀerent marker genotypes can be the evidence of the exis-
tence of gene. Then modelling and testing can be constructed on known traits and
marker genotypes. Thus there are applications on clinical diagnosis, heredity iden-
tification and creature ameliorate. In an example of speciation the linkage could be
elucidated by determining the number and nature of the genes involved in repro-
ductive barriers. Current research on quantitative traits is modelled by population
parameters, among and within genetically related but diﬀerent populations.
1.2 Literature review
With rapid advancement of molecular biology technology, there have been
some statistical methods of searching for QTL systematically. One of the earliest
methods is the “single marker mapping”. Then interval mapping(IM) (Lander
and Botstein, 1989) has been established as the elementary method used by many
geneticists now. In spite of its advantages, there exist problems, particularly in
distinguishing multiple linked QTL eﬀects. When there are more than one QTL
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located on a chromosome, the mapping of QTLs can be seriously biased. See Knott
and Haley (1992). To increase the reliability and accuracy, multiple regression by
Zeng (1993) is used to separate the eﬀects of multiple linked QTL. Then based on
IM combining with multiple regression analysis, Composite Interval Mapping(CIM)
has been developed by Zeng (1994). The procedure proposed an interval test that
the test statistic could not be aﬀected by QTL located outside a defined interval,
for other intervals should control the gene background. And Kao and Zeng (1999)
introduced Multiple Interval Mapping(MIM), which fit all putative QTL in multiple
intervals. By applying CIM and MIM the precision and power of QTL mapping
are improved.
1.2.1 Single Marker Mapping
For single marker mapping, only one gene marker is used to detect the existence
of the QTL nearby in each step when testing through the whole chromosome.
Without a loss of generality, a classical backcross population is discussed, which
is generated by a homozygous parent mating with a heterozygote from the second
generation (In chapter 2 the details will be presented). In this thesis the genotype
of heterozygous QTL is denoted as Qq and homozygote as QQ or qq. Similarly,
Aa denotes the genotype of heterozygous marker and AA denotes the homozygous
marker genotype.
However, there is linkage between QTL. Either one of the chromosome pair may
be crossed in some locations and reunited in the process of reproduction. Then
the recombination rate r between two loci is defined as the ratio of recombinant
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gametes to total gametes. See details in Chapter 2. These recombination patterns
in the mixture model are listed in Table 1.1.
Table 1.1: Expected QTL genotypic frequencies conditional on a nearby marker,
which is linked to QTL with r recombination units apart in single marker mapping.
marker genotype marginal frequency conditional frequency mean eﬀect
QQ Qq
AA 0.5 1− r r (1− r)µ1 + rµ2
Aa 0.5 r 1− r rµ1 + (1− r)µ2
The mean eﬀect for marker genotypes AA and Aa are
µAA = P (QQ|AA)µ1 + P (Qq|AA)µ2
= (1− r)µ1 + rµ2,
µAa = P (QQ|Aa)µ1 + P (Qq|Aa)µ2
= rµ1 + (1− r)µ2;
where µ1 and µ2 are expected QTL eﬀects, respectively. P (QQ|AA) is the con-
ditional probability of homozygous genotype of QTL given the marker genotype
AA.
t-test, ANOVA, likelihood rate test or simple regression can be used for the
analysis of single marker mapping data. Edwards et al. (1987) and Weller (1986)
discussed these methods.
For instance, the maximum likelihood of the mixture normal distribution is
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given by the following













where for the ith individual yi is the trait value and Mi is the marker genotype; µj
is the corresponding QTL eﬀect with genotype j. So the expectation of diﬀerence
between the two marker classes is
E(µAA − µAa) = [(1− r)µ1 + rµ2]− [(1− r)µ2 + rµ1]
= (µ1 − µ2)(1− 2r). (1.2)
Then the null hypothesis
H0 : µAA − µAa = 0
is equivalent to either of the two cases:
r = 0.5 no linkage between the marker and the putative QTL; or
µ1 = µ2 no QTL.
The evidence for a QTL can be summarized by the log-likelihood of the Equation
(1.1)
ln(L) = 2{ln[L(µˆ1, µˆ2, σˆ2, rˆ)]− ln[L(µ1 = µ2)]}. (1.3)
It essentially indicates how much of the data is more probable to have arisen, as-
suming the presence of a QTL than assuming its absence. If the test statistic
exceeds a predetermined threshold, a QTL is declared to be present.
Single marker mapping can estimate the gene eﬀects. However, the statis-
tics are not powerful and the recombination rate r cannot be detected accurately.
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1.2.2 Interval Mapping
To reduce the disadvantage of low statistical power and confusing estimators,
Lander and Bostein (1989) proposed the interval mapping approach based on a
pair of flanking markers.
If r1 is assumed to be the recombination rate of QTL from the first marker
A, r2 from the other B, A and B are linked with r; then the relationship of the
recombination rates under the assumption of no interference is
r = r1 + r2 − 2r1r2.
To simplify the computation, we only consider the relation approximately that
r = r1 + r2. Then the QTL position ρ , can be expressed as
ρ = r1/r = 1− r2/r.
For example, if ρ is 0, the putative QTL is located right on the marker A. The
recombination rate patterns are shown in Table 1.2.
The genetic model is simply expressed as
yi = b0 + b1(xi|Mi) + 6i
where for individual i xi is an unobservable random variable taking 0 and 1 for het-
erozygous Qq and homozygous QQ/qq, and Mi denotes known marker genotypes,
6i is a random normal variable with mean 0 and variance σ2. b0 is the mean of
the model and b1 is the estimated phenotypic eﬀect of a single allele substitution
conditional on the flanking markers at a putative QTL. Actually, it is a mixture
model with two normal distribution components. Then the appropriate likelihood
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Table 1.2: Expected QTL genotypic frequencies in Interval Mapping
marker genotype marginal frequency conditional frequency mean eﬀect
QQ Qq
AABB 0.5(1− r) 1 0 µ1
AABb 0.5r 1− ρ ρ (1− ρ)µ1 + ρµ2
AaBB 0.5r ρ 1− ρ ρµ1 + (1− ρ)µ2
AaBb 0.5(1− r) 0 1 µ2
function(Lander and Botstein, 1989) is:
L(b0, b1, σ2) =

[pi(1)fi(1) + pi(0)fi(0)]; (1.4)
where pi(1) gives the conditional frequency of xi= 1 given by Mi and pi(0) =
1− pi(1) (shown in Table 1.2). fi(1) and fi(0) specify normal density functions for
the random variable yi, respectively with same variances σ2 and means b0+ b1 and
b0.
MLE is solved by the Expectation-maximum(EM) algorithm (Dempster et al.,
1977)
For Interval Mapping, the locations of QTL can be identified. However, inter-
actions between QTL and limited information might lead to problems. See Knott
and Haley (1992). When QTL are linked the precision of estimates is violated. The
peak of the test statistic plot and power can be lowered, when other segregating
CHAPTER 1. INTRODUCTION 8
QTL are pooled into the experimental error.
1.2.3 Composite Interval Mapping
Zeng (1994) proposed a mapping procedure called Composite Interval Map-
ping (CIM) to improve both the precision and power of mapping multiple QTL
within multiple markers. This is achieved by using the properties of multiple re-
gression analysis (Zeng, 1993). The partial regression coeﬃcient of the trait on
a marker depends only on those QTL that are located in the interval bracketed
by the two adjacent markers, and any two partial regression coeﬃcients on two
diﬀerent markers are generally uncorrelated unless they are neighbors. So a pair of
markers can be used to locate the testing location and other markers as covariates
to control the background at the same time.
The composite interval mapping is constructed by combining interval mapping
with multiple regression analysis. Suppose a sample of n individuals and t ordered
markers. Within the tested marker interval (l,l+1), the putative QTL is modelled
as:





bkxik + 6i for i=1,2,. . . ,n. (1.5)
b0 is the mean of the model, b
∗ is the eﬀect of the putative QTL expressed as a
diﬀerence in eﬀects between homozygote and heterozygote; xi∗ is an indicator vari-
able, taking value 1 or 0 with probability depending on the genotypes of markers
l and l + 1; bk is the partial regression coeﬃcient of the phenotype yi on the kth
marker; xik is the known coding variable for the kth marker in the ith individ-
ual, taking value 1 or 0 depending on whether the marker type is homozygote or
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heterozygote. Similar to Equation (1.4), the likelihood function only replaces the








expectation conditional maximization(ECM) algorithm (Meng and Rubin, 1993),
the MLEs can be obtained. Next a complete linkage mapping is used to fix the
QTL’s location and a criteria for the test is realized.
In summary, there are three advantages for this mapping method. The
eﬃciency of QTL mapping has been largely improved due to the CIM.
1. It preserves the feature of interval mapping so that QTL positions can
be identified.
2. By conditioning on linked markers, the estimates are more likely to be
unbiased and the precision of mapping is greatly improved.
3. By conditioning on all the multiple markers in the test, the sensitivity of
the test statistics to the location is increased and the residual variance is reduced.
Although the eﬀects of linked QTL are separated, the regression model does
not follow a real normal mixture distribution. When the factor of other QTL is
involved as the controller of background, the error variable cannot be a simple
normal distribution. Thus the components of the mixture model does not follow a
normal distribution. The accuracy of estimates will be violated and the statistical
power cannot be significantly improved.
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1.2.4 Multiple Interval Mapping
Another improved method for mapping multiple QTL is the Multiple Interval
Mapping (MIM) (Kao and Zeng, 1999). Based on Cockerham’s model, multiple
QTL are fitted simultaneously directly in the multiple marker intervals. Maximum
likelihood method is used for estimating genetic parameters, including epistasis
and heritabilities of quantitative traits. And a stepwise selection strategy with
LRT(Likelihood Ratio Test) statistics as a criterion was explored to find out the
QTL positions.
With epistasis considered, the relation between the genotypic value of individual







wjk(xijxik), i = 1, . . . , n, (1.6)
where µ denotes the mean, xij is the indicator variable for the jth QTL of Qj. aj is
the corresponding main eﬀect, and wjk is the epistatic eﬀect between Qj and Qk.











ik) + 6i; (1.7)
where x∗ij is the coded variable of Qj for individual i. δjk is an indicator variable for
epistasis between Qj and Qk. If there is interaction between QTL then the value
is 1, otherwise 0.
The model is then a normal mixture model given observed flanking marker
genotypes. If m QTL are assumed in the chromosome region, each one is either
homozygote or heterozygote. So there are 2m(j = 1, . . . , 2m) categories to which
all combinations of these m QTL genotypes belong. Conditional on the marker
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genotypes, the distributions of the QTL genotypes are independent. So the joint
conditional probability of the m QTL, defined as p, is the product of the marginal
conditional probabilities of individual QTL.
p = P (Q1, Q2, .., Qm|I1, I2, .., Im) = Πmk=1P (Qk|Ik) (1.8)
Qk denotes QTL genotype. Ik denotes the genotype of the double flanking markers
for the kth interval. If a backcross population is discussed, marker genotypes can
be divided into four categories: AABB,AABb,AaBB,AaBb, denoted from 1 to 4.















Then the likelihood function of the MIM model for parameters









where µij and pij are the mean eﬀect and joint conditional probability of the jth
category in the ith individual.
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The approach to obtain MLEs and the asymptotic variance-covariance matrix
of the model were described in Kao and Zeng (1997).
By confining the test to the whole region simultaneously, a multidimen-
sional search has been simplified to a one-dimensional procedure. Unbiased esti-
mates and greater power can be achieved. Thus the method is be more informative
and eﬃent. But in EM algorithm iterations, gene positions are not involved in
estimating together with other parameters simultaneously. Moreover, the criterion
level to reject is hard to determine because of the large number and complexity of
unknown parameters.
1.3 Organization of the thesis
The thesis focuses on how to implement an eﬃcient method to identify QTL
gene eﬀects and positions. The key is to apply interval mapping in multiple marker
intervals simultaneously. Precision and unbiasedness in estimating should be the
most important factor. When separating the genetic eﬀects by markers, conditional
distribution of each QTL is independent. Then a mixture model can be established
to describe the association between quantitative traits and genotype variables.
With regard to the sampling properties of estimators or the complexity of the
computation, Maximum-likelihood method is used for estimating the parameters in
the mixture model. An elaborate forward insertion procedure is applied for testing.
Without loss of generality, a backcross population regardless of the influence of
environment and hereditary factors is discussed in the thesis.
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In Chapter 2, We will first introduce some preliminaries about gene background
and estimating methods. Recombination is a very important measurement in QTL
mapping. So concepts of linkage and crossover will be introduced. Generations
of F1, backcross and F2 in experimental design are also described in this chapter.
Next the applications of EM algorithm in diﬀerent cases are discussed, especially
for the mixture model which is applied in the thesis.
In chapter 3, we provide the details of the methodology in four sections. Firstly,
details of genetic model and statistical model are given respectively for single in-
terval case and multiple interval case. Construction of the normal mixture model
is presented. Secondly, the process of estimating is described. Maximum likelihood
estimates of QTL eﬀects and positions are derived by EM algorithm. Consistency
of estimates is also studied. Then with respect to general case and special cases,
hypotheses are defined in the third part. Finally, a forward insertion procedure is
proposed for QTL mapping.
In chapter 4, a simulation program is designed and then results are presented.
The first part of the simulation is to compute the estimates. Given diﬀerent marker
interval size and sample size, we will find the estimators are unbiased and quickly
converged. The second part is designed to search for QTL in the whole chromosome.
The testing starts with the single interval model, where the null hypothesis assumes
no QTL exists. The third part is to compare how the true asymptotic distribution
of test statistics diﬀer from the χ2 distribution. Finally, the findings is summarized.
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Preliminaries
In this chapter, some elementary principles and methods about QTL mapping
will be introduced, including genetic background and EM algorithm.
2.1 Genetic background
2.1.1 Gene Linkage and Recombination
Gene is passed from generation to generation. Each individual has two copies
(alleles) of gene at one location. When a pair of alleles are involved in the DNA
replication, they segregate from each other into gametes. The oﬀspring will accept
one gamete from the father and another gamete from the mother. We assume the
probability of copying is equal for each allele.
When diﬀerent allele pairs of gene are located on the same chromosome, the
Mendel’s law of independent assortment does not always hold well. It is found that
some characters have a tendency to remain together rather than assort freely. Sim-
CHAPTER 2. PRELIMINARIES 15
ply said, there is association or dependence among genes located at diﬀerent loci,
namely “gene linkage”. In the case of linkage, recombination will occur. During
the replication, the chromatids can go through a process of breakage and reunion.
Crossover may happen between loci and then the reunion results can show the
chromosomal segment exchange. That is, a segregated chromatid changes some
gametes with its sister chromatid. Recombination rate is defined as the the proba-
bility that parents generated gametes which carry recombinant(i.e. non-parental)
gene arrangement. For example, suppose genes A and B are linked, with two alle-
les at either locus(A and a for gene A; B and b for gene B). Four gametes will be
produced as AB, Ab, aB, ab. If the parental types are AB and ab, then Ab and
aB are recombinant types. If we observe n0 recombinant gametes among a total of
n samples, the recombination rate is:
rˆ = n0/n.
In practice, we replace genotype frequencies by phenotypic frequencies as the former
cannot be observed.
The physical length of the chromosome cannot be considered as the direct mea-
surement for recombination. Then a recombination unit called ”centimorgan(cM)”
is introduced to denote the average number of crossovers (i.e., one centimorgan
represents one crossover, approximately 20 Mb in loblolly pine). Then the relation
between recombination rate r and “cM” is
r = 0.5(1− e−2cM). (2.1)
As crossover events follow a Poisson process, the recombination rate is not additive.
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If there are three loci, assumed A, B, C by order; besides rAB, rBC , a linkage
also exists between A and C. Under the assumption of no interference, they follow
a simple probability principle:
rAC = rAB(1− rBC) + (1− rAB)rBC
= rAB + rBC − 2rABrBC ;
where 2rABrBC denotes the double crossover frequency (crossovers happen depen-
dently on each other).
2.1.2 Designs for experimental organisms
For experimental populations, if the choice of mates is based on genetic as-
sociation between them, the system is called “inbreeding”. In terms of an allele
pair the mating starts with inbred parent lines which carry homozygotes at every
locus. Assume P1 and P2 be two parent lines with genotype AA and aa at a locus,
respectively. Then the individual AA produces gametes with a single copy of A
and the individual aa produces gametes with a single copy of a. The cross of them
will result in a heterozygous genotype Aa, defined as F1 hybrid (P1× P2).
If F1 is crossed back with one of the its parents(AA or aa), the oﬀspring is called
B1 “backcross”. Assume parents be Aa and AA (F1 × P1), the segregation rate
with respect to backcross genotypes AA and Aa is 1:1. Another kind of oﬀspring
is F2, generated by two individuals both with genotype Aa from F1 population
(F1 × F1). Therefore there are 3 genotypes for F2 generation: AA, Aa and aa,
with the segregation rate of 1:2:1.
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If inbred parents with more genes are crossed, linkage between loci should be
considered. For example, after mating between parents AABB and aabb, F1 geno-
types will be heterozygote AaBb. In the case of recombination, a backcross design
will result in four types: AABB, AaBB, AABb, and AaBb. Otherwise, there are
simply AABB and AaBb.
2.2 EM algorithm
Maximum likelihood method is frequently used for parameter estimating. But
when the expression of likelihood function is complicated, the diﬀerentiation of
likelihood function is hard to solve. For example, when some variables are unob-
served(“missing”), Dempster et al. (1976) proposed EM algorithm to compute the
maximum-likelihood estimates iteratively. Each iteration consists of an expectation
step (E-step) followed by a maximization step (M-step).
2.2.1 General situations
The observed data y is a realization from the sample space Y . We refer to x
in the sample space X as complete data, but they cannot be observed directly.
We postulate the families of density f(x|Φ) and g(y|Φ), which are complete-data





where X (Y) is denoted as the mapping from the sample space Y to X
EM algorithm aims to find a value in Φ(parameters) which maximizes f(x|Φ)
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given observed data y. Beginning with an appropriate starting value Φ(0), the
sequence Φ(0) → Φ(1) → Φ(2) → · · · would converge. See Dempster et al. (1976).
Thus the limits are considered as the final estimators.
In the general case which is not limited to the exponentially family, a new
function is introduced:
Q(ΦI|Φ) = E(ln f(x|ΦI)|y,Φ) (2.3)
where Φ,ΦI ∈ Ω which is a convex set. Then the two steps of EM iteration are:
E-step: Find the expectation Q(Φ|Φ(p)).
M-step: Determine Φ(p+1) which maximizes Q(Φ|Φ(p)) given data y and cur-
rent parameters Φ(p).
2.2.2 Exponential families
If f(x|Φ) follows an exponential family form
f(x|Φ) = b(x) exp (Φt(x)T )/a(Φ) (2.4)
where Φ is a vector of natural parameters, t(x) denotes the vector of suﬃcient
statistics of complete-data. Given the current estimated parameter Φ(p), the new
loop will follow the two steps:
E-step: Find expected suﬃcient statistics
t(p) = E(t(x)|y,Φ(p)).
M-step: Determine Φ(p+1) as the solution of the following equation
E(t(x)|Φ) = t(p).
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2.2.3 Mixture models
Suppose there is a finite set of t states Φ1, ...,Φt. And for each observable
individual yi, i = 1, ..., n, it is related to an unobservable state (missing data). For
unobservable data Z = (z1, .., zn), zi is t-dimensional indicator variable. Its com-
ponents are all zero except that one component is equal to 1 which indicates the
associated unobserved state corresponding to yi. Suppose the conditional distrib-
ution of observed data Y given the jth state is gj(Y |φj) and
G(Y |Z,Φ) = (g1(Y |φ1), . . . , gj(Y |φj), . . . , gt(Y |φt)).
Then the general specification f(X|Φ) for complete dataX = (Y,Z) can be denoted
as:
f(X|Φ) = f(Y |Z,Φ)P (Z) =
t3
j=1
gj(Y |φj)ZjP (Z = Zj) (2.5)
where the indicator variable of Zj is 1 if the observed data is related to the jth









where zij is the value of jth component for zi. We denote the probability of unob-
served data z = zj as pj with respect to the jth state , and P (Φ) = (p1, . . . , pt).










ln[G(yi|Φ)P (Φ)T ]. (2.7)
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The M-step maximizes the equation (2.8) given the observed data Y and current
parameters Φp, associated with all of the t states.
Many applications concern random samples from a normal mixture distribution.
Here we take a two-component normal mixture model as the example. Figure 2.1
shows the density plot of this mixture distribution.
Assuming the sample Y1, ..., Yn drawn from a k-dimensional population, Σ is
the common covariance matrix of the two components. Consider the following




[pf1(Yi) + (1− p)f0(Yi)]; (2.9)
where
f0(Yi) = exp {−(Yi − µˆ1)Σˆ−1(Yi − µˆ1)I/2},
and
f1(Yi) = exp {−(Yi − µˆ2)Σˆ−1(Yi − µˆ2)I/2}.
Any sample drawn from a population can belong to one or the other component.
Then in each iteration E-step will involve the computation that
E(Zi|Yi) = pˆf0(Yi)/[pˆf1(Yi) + (1− pˆ)f0(Yi)]. (2.10)
M-step then involves the maximization of Equation (2.10). (See details in later
chapter).
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Methodology of QTL
Identification
3.1 Models for quantitative trait
For simplicity, we establish the models on backcross design. Similar arguments
are also applicable to other intercross models such as F2.
3.1.1 Genetic model
We first consider the simplest case: single interval model where one QTL is





1 if homozygote QQ
0 if heterozygote Qq
Then the genetic model defines the relationship among genetic eﬀects.
y = b0 + b1Q+ 6 (3.1)
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where y is the quantitative trait, b0 is the average genetic eﬀect, b1 is the coeﬃcient,
and 6 is the random error.
If a multiple interval model of m intervals is considered (one QTL in one
interval), there will be 2m possible combinations of QTL genotypes in the popu-
lation. Let Q1, Q2, . . . , Qm each be the indicator variable of QTL genotype in the
corresponding interval, which is 1 if the QTL is homozygote otherwise 0.
I. For additive model, the genetic model can be expressed as:
y = b0 +
m3
i=1
biQi + 6 i = 1, . . . ,m. (3.2)
II. For interactive model with up to two-two epistasis considered, the genetic
model is:






bisQiQs + 6 i, s ∈ {1, . . . ,m}; (3.3)
where b0 is the average genetic eﬀect, bi is the corresponding main eﬀect coeﬃcient
of Qi, and bis is the interactive eﬀect coeﬃcient between Qi and Qs. And 6 denotes
the random error.
3.1.2 Statistical model
I. Single interval model
1. Data structure
Let Q be the indicator variable of putative QTL as mentioned before in
the single interval model. Because QTL genotype cannot be observed, we intro-
duce markers whose genotypes are given. Let A and B be the two linked markers
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bracketing the QTL. Let γ, r, s denote the recombination rates between A and B,




Then the possible genotypes in the backcross are AA or Aa at A and BB or Bb at
B.
Let X be the variable of marker genotype at two loci A and B, where X is









2. Conditional distribution of QTL genotype
Denote by q(l) the probability of X = l(l = 1, 2, 3, 4) and P(l) the condi-
tional probability of homozygote QQ given the flanking markers X. It is easy to
verify that
q(1) = q(4) =
(1− γ)
2




And by conditional arguments,
P(1)(r) = 1− P(4)(r) =
(1− r)(1− s)
1− γ ,




Noting that γ = r+s−2rs under the assumption of no interference, the conditional
probabilities in Equation (3.4) only depend on the recombination rate r. Then we
can conclude that:
P(1)(r) =
(1− γ − r)(1− r)
(1− 2r)(1− γ) ,
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P(2)(r) =
(γ − r)(1− r)
(1− 2r)γ ,
P(3)(r) =




(1− 2r)(1− γ) .
Therefore, the distribution of QTL genotype conditional on markers is a binomial
distribution.
P (Q|X = l) = P(l)(r)Q × (1− P(l)(r))(1−Q)
3. Distribution of quantitative trait
Y denotes the quantitative trait of concern. In the interval mapping pro-
posed by Lander and Botstein (1989), the genotype of putative QTL is inferred
from the observed flanking markers. And it is assumed that Y follows a normal
distribution given diﬀerent QTL genotypes:
Y |(Q = 1) ∼ N(µ1, σ2),
Y |(Q = 0) ∼ N(µ2, σ2).
That is
Y |Q ∼ N(µ1,σ2)Q+ (1−Q)N(µ2, σ2).
Because genotypes of QTL are not observed but inferred by marker genotypes, the
distribution of Y given X is a mixture of two normal distributions with the mixture
coeﬃcients determined by X. Then the joint probability density function (pdf) of
observed data (Y,X) on parameters θ = (σ, µ1, µ2, r) is given by:
f(y,X; θ) = q(X)f(y|X; θ); (3.5)
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where








Here φ denotes the pdf of standard normal distribution. The parameter space of θ
is
Θ = {θ = (σ, r, µ1, µ2) : σ ≥ 0, 0 ≤ r ≤ γ, |µ1| ≤M, |µ2| ≤M}
where 0 < M <∞.
II. Multiple interval model
1. Data structure
Let (yk), k = 1, ..., n be the observed quantitative trait values of a random
sample of size n from a backcross population. Suppose there are m QTL for each
individual. If we assume all the flanking markers are not same, then there are 2m
markers and 4m categories for all possible marker pairs. Therefore, we denote:
0 Xi,k: coding of genotype combination of the markers of the ith interval
X¯k = (X1,k, . . . , Xm,k)










0 Qi,k: coding of putative QTL genotype in the ith interval
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Q¯k = (Q1,k, . . . , Qm,k)







2. Conditional contribution of QTL genotype
As discussed in Kao and Zeng (1999), the conditional distributions of the
putative QTL genotypes, given the flanking marker genotypes are independent.
Then the joint conditional probability is the product of the marginal conditional





Let ri be the recombination rate between the left marker and the putative QTL
in the ith interval. We denote the conditional probability of QTL genotype on
given marker genotype in this interval by:
P(Xi,k)(ri) = P (Qi,k = 1|Xi,k),
Pi,(l) = P (Qi,k = 1|Xi,k = l), l = 1, 2, 3, 4.





Qi,k [1− P(Xi,k)(ri)]1−Qi,k . (3.7)
3. Distribution of quantitative trait
































1 1 · · · 1 1
1 1 · · · 1 0
1 1 · · · 0 1
. . · · · . .
0 0 · · · 1 0
0 0 · · · 0 1
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where Dm is the design matrix for m-interval model, with 2
m rows and m columns.
Each row D(j,)(j = 1, ..., 2
m) indicates one possible combination of m QTL. The
subscripts of Dm(1 or 0) denote the homozygote or heterozygote of QTL in the
order of the 1st, 2nd,..., and mth QTL.
It is easy to derive the conditional distribution of quantitative trait given a
certain QTL combination:
(yi|Q¯k = D(j,)) ∼ N(µk1,...,km, σ2)
where ki = 0/1 for i = 1, ...,m and D(j,) = (k1, ..., km).
In the general case, the number of parameters is up to 2m +m+ 1:
θ = {σ2, µ¯, r¯}
where µ¯ = {µk1,...,km : ki = 0 or 1; i = 1, . . . ,m} and r¯ = (r1, . . . , rm).
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where {k1, ..., km} ranges over all vectors with components either 0 or 1, corre-
sponding to all rows of the design matrix Dm.
Remark: For convenience, denote µ0,...,0 by µ0 and P(Xi,k)(ri) by Pi,k.
3.2 Estimating QTL eﬀects and positions
Referred to equation (3.5), the joint pdf of the observed data (yk, X¯k) for any
individual is given by
q(X¯k)f(yk|X¯k; θ).
As q(X¯k) does not involve any parameters, up to a constant, the log-likelihood




ln f(yk|X¯k; θ). (3.9)
3.2.1 Maximum Likelihood estimate and its consistency
1. Likelihood function
When complete data (Y,Q,X) is considered, we introduce the conditional
probability density function of (Y,Q) given marker genotype X.
0 If single interval model is studied,
f(y,Q|X, θ) = 1√
2πσ
exp {Q[−(y − µ1)
2
2σ2
+ lnP(l)(r)] + (1−Q)[−
(y − µ2)2
2σ2
+ ln (1− P(l)(r))]}.
In terms of n i.i.d samples, the log-likelihood of complete data is:





































nl ln (1− P(l)(r)) (3.10)
where nl = number of (Xk = l), Qk and Xk are the genotypes of the kth individ-
ual’s QTL and flanking markers, respectively.
0 If multiple interval model of m QTL is studied,
we have(yk, Q¯k|X¯k) ∼ N(µQ¯k , σ2)P (Q¯k|X¯k).

































Ikk1,...,km = 1 for any k, we define a symbol
3´
such that




sums over all (k1, . . . , km) with at least one
component being 1.














































Let {(t1, ..., tm) : ti = 1, 2, 3, 4; i = 1, ...,m} denote all the possible values of
X¯k. Thus there are 4
m categories for them. Then we derive the log-likelihood
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function for n individuals:













































Denote Pti(ri) = P (Qi,k = QQ|Xi,k = ti).
2. Consistency properties
Chen and Chen (2002) presented the asymptotic properties of consistent
MLEs for single interval model. There is a problem for the distribution family (3.6)
that it is not identifiable with respect to the current parameter θ. In case of equal
genetic eﬀects that µ1 = µ2, the parameter for QTL position r can be arbitrary. In
order to keep the identifiability, the distribution should be re-parameterized.
For the mixture model (3.6), we introduce
Gj = G(µ|j, r, µ1, µ2) = [1− P (j, r)]I{µ ≥ µ1}+ P (j, r)I{µ ≥ µ2} j = 1, ...4.
Then (3.6) is re-parameterized by (σ, Gj) such that
f(y|X, θ) = f(y|σ, Gj) =
8
σ−1φ{(y − µ)/σ}dG(µ|j, r, µ1, µ2). (3.13)
The identifiability of this distribution system is equivalent to that of the distribu-
tion family (3.6).
Lemma 3.1 With the new parameter space Ω = {(σ, G : σ > 0, G ∈ G)} and
G = {(G(·|1, r, µ1, µ2), · · · , G(·|4, r, µ1, µ2)) : 0 ≤ r ≤ γ, |µi| ≤M, i = 1, 2}
a. The distribution family (3.13) is identifiable by (σ, G) ∈ Ω.
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b. (σ, µ1, µ2) identifies the model (3.6) for fixed r.
Referred to Teicher (1960), the mixture distribution (3.13) is identifiable by
(σ, Gj) for fixed σ and j. Furthermore, the identification can be generalized to any
σ and j (Chen and Chen, 2002).
Here the Le´vy distance λ of distribution is used to measure the discrepancy
between two distributions, because the convergence in Le´vy distance is equivalent
to the weak convergence of distribution functions.
λ(F,G) = inf{c > 0 : F (x− c)− c ≤ G(x) ≤ F (x+ c) + c,−∞ < x <∞}.
The parameter space Ω is reduced to a compact space, and the consistency
can be proven. So the consistency of previous parameter space θ is also derived.
Theorem 3.1 Let the sample size n→∞
a. The MLE σˆ of σ is consistent.
b. The MLE Gˆj of the mixed distributions G(·|j, r, µ1, µ2) are consistent, with
respect to λ.
Corollary 3.1 Let the sample size n→∞
a. The MLE µˆ1 and µˆ2 are consistent.
b. If µ2 W= µ1, the MLE rˆ is consistent.
Properties of consistency for multiple interval model can be proved in a similar
way.
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3.2.2 EM algorithm for QTL mapping
Let T¯ be the vector of the natural suﬃcient statistics, C¯(θ) be the vector of
the corresponding canonical parameters. Thus the log-likelihood function of the
exponential family can be expressed as L = C¯(θ)tT¯ (X)−B(θ). Bickel and Doksum
(2001) stated the following theorem for solving MLE.
Theorem 3.2 Suppose P is the canonical exponential family and
1. Natural parameter space, ξ , is open.
2. Family is of rank k.
C(Θ) is closed in ξ and T¯ (X) = t0 satisfies
P [C¯T T¯ (X) > C¯T t0] > 0 for C¯ W= 0,





(t0 − A˙(C¯(θˆ))) = 0.
For QTL mapping, if both QTL genotype and trait value are observed, due to




(t0 − E(T¯ (X))) = 0. (3.14)
However, QTL genotypes are not observed(missing). So EM algorithm is applied
to compute the estimates. Natural suﬃcient statistics T¯ (X) should be replaced by
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the conditional expectation of missing data Q on observed data Y.
1. For single interval model
The log-likelihood function of complete data can be identified as an exponential






















































E(Tl) = nl−3P(l−3) l = 4, 5, 6, 7;
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
* Simply denote P(Xk)(r) by P(Xk) and P(j)(r) by P(j).
And the diﬀerential matrix is expressed as follows.


































· · · −µ1
σ2
dr 0 0 0 ln
P I(1)
1− P I(1)






Steps of EM algorithm are derived by solving equation (3.14).
E-Step:













M-Step: Iterate the following formulas to get new estimators (all of the
four parameters are computed at a time).




































πk − nlP(l)(r(new))] = 0
3. For multiple interval model
I. General case
If there are 2m parameters for genetic eﬀect, based on the log-likelihood
function shown in equation (3.12), we can define 2m + 4m × (2m − 1) + 1 natural




























· · · · · ·
(k1, . . . , km)ranges over all possible 0/1 except(0, . . . , 0)














· · · · · ·
(t1, ..., tm)ranges over all the possible values of X¯k
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
Next we compute the diﬀerentials of suﬃcient statistics with respect to each
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m) W= (k1, . . . , km)
1/σ2 (kI1, . . . , k
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(kI1, . . . , k
I
m) and (k1, . . . , km) ranges over all vector except (0, . . . , 0).




















Finally EM algorithm is implemented as follows.
E-step: Update the expectation of QTL genotype (missing data) condi-










































































, . . . (3.16)
















ci,k,(l) − ni,(l)Pi,(l)(r(new)i )]
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II. Additive model
If the genetic model is established as equation(3.2), then the parameters
of genetic eﬀect can be reparameterized such that µk1,...,km is the function of bi’s.









P kii,k(1− Pi,k)(1−ki) exp {

















i,k (1− Pi,k)(1−Qi,k) exp [






































only involves parameters of QTL positions ri, i =
1, . . . ,m, while
n3
k=1




−2σ2 involves the rest of the parameters for









−2σ2 is equivalent to minimize
n3
k=1





since σ2 does not interfere estimating of µ, so the MLEs
of b0 and bi(i = 1, . . . ,m) coincide with the least square estimates in the linear
regression model
Y¯ = Z¯B + 6
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where Y¯ = (y1, . . . , yn)
T , B = (b0, b1, . . . , bm)




1 Q1,1 · · · Qm,1






























Qi,k, i = 1, . . . ,m; (3.20)
⇐⇒ Z¯T Y¯ = Z¯T Z¯B.
However, as there are missing data and EM algorithm is applied, actually we should
solve the equation as follows:
E(Z¯T Y¯ |Y¯ ) = E(Z¯T Z¯B|Y¯ .
Noting thatQi,k, Qs,k, ... are not independent conditional on the observed data Y¯ , so
E(Qm,kQs,k|Y ) W= E(Qm,k|Y )E(Q1,k|Y ). Then we denote a matrix R¯ = E(Z¯T Z¯|Y¯ )



































In addition, as only parameters for genetic eﬀect are reparameterized, the likelihood
equation corresponding to σ2 and ri are unchanged. Recall the conclusion in the











































































= Qi1,k · · ·Qir,k
where 1 ≤ i1, . . . , ir ≤ m and all the values of these indexes are not equal.
Then, steps of EM algorithm are derived as follows.


















































M-step: Find the new estimates of Bˆ, σˆ2, ˆ¯r.










Y¯ T (I − D¯R−1D¯T )Y¯
n
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l} for i = 1, ...,m.
III. Interactive model
If there are main eﬀects and two-two interactive eﬀects among QTL, then
we can derive the estimates with a similar method applied in the additive model.
Let bi be the main eﬀect coeﬃcients and bis, 1 ≤ i < s ≤ m, be the interaction
coeﬃcients between the ith QTL and sth QTL. Then µk1,...,km is a function of them:































Similar to the discussion in the additive model, the MLEs of b0, bi, bis(1 ≤ i <
s ≤ m) coincide with the least square estimates in the linear regression model
Y¯ = W¯A+ 6
where Y¯ = (y1, . . . , yn)
T , A = (b0, b1, . . . , bm, .., bis, ..)








1 Q1,1 · · · Qm,1 Q1,1Q2,1 · · · Q(m−1),1Qm,1
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For the interactive model there is W¯ T Y¯ = W¯ T W¯A.
We denote another matrix U = W¯ T W¯ . Then the steps of EM algorithm are
shown as follows, similar to the results in the additive model.
E-step: Replace W¯ by W˜ = E(W¯ |Y¯ ) and U¯ by U˜ = E(U¯ |Y¯ ), whose compo-
nents are defined as follows
























M-step: Solve the following equations
Aˆ = U˜−1W˜ T Y¯
σˆ2 =
Y¯ T (I − W˜ U˜−1W˜ T )Y¯
n













I{Xi,k = l} for i = 1, ...,m.
3.3 Testing for QTL eﬀects
3.3.1 General case
For the general case, under the null hypothesis we assume there arem−1 QTL
in the first m − 1 intervals and intend to test whether there is a new QTL in the
mth interval. As our test is constructed on a m-interval model for the alternative
hypothesis, the pdf of observed data y and X is expressed in equation (3.8).
CHAPTER 3. METHODOLOGY OF QTL IDENTIFICATION 45
The null hypothesis and alternative hypothesis are defined as follows:
H0 : µk1,...,km−1,km=1 = µk1,...,km−1,km=0
where (k1, . . . , km−1) ranges over all vectors with component 0 or 1 and the corre-
sponding indices are equal.
H1 : At least one of the above 2
m−1 formulas are inequalities
Remark: we need to test whether the currently tested interval has QTL, under the
condition that all the other intervals have been given same QTL genotypes. So for
the null hypothesis there are 2m−1 formulas needed testing.
We use an LRT statistic−2 ln[supΘ0L(θ0|Y,X)/supΘ1L(θ1|Y,X)], whereΘ0 and
Θ1 are the restricted and unrestricted parameter spaces. There are 2
m−1 parameters
for genetic eﬀect and a total 2m−1+m parameters in Θ0. 1+2m−1 new parameters
are added in the Θ1: one parameter of recombination rate and 2
m−1 parameters of
genetic eﬀects. So the test statistic is assumed to be distributed with a χ22m−1+1
distribution.
However, χ2 distribtution is not the theoretical of LRT statistics of mixture
models. As there have been no authoritative theory by now, we apply χ2 distrib-
ution in this thesis. Then the selection of the critical values depends on the level
and d.f of χ2 distribution. Later we will compare the true of test statistics and χ2
distribution asymptotic distribution in the simulation part.
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3.3.2 Special cases
1. Additive model
For the additive model, to test the genetic eﬀects is equivalent to test the
main eﬀect coeﬃcients. Recall equation (3.2), we can define the hypotheses:
H0 : bm = 0,
H1 : bm W= 0.
In contrast to the null model, the alternative model has two more parame-
ters: one for genetic eﬀect and another for QTL position. So in each stage of
testing, χ22 is used to define critical values.
2. Interactive model
According to equation (3.3), we get the hypotheses when testing the mth
interval:
H0 : bm = 0; bm1 = 0, . . . , b(ms) = 0, . . . , where s W= m; s ∈ {1, ...,m};
H1 : at least one of the above formulas are inequalities.
In null model there are 2m− 1+ (m− 2)(m− 1)/2 parameters and 2m+1+
m(m− 1)/2, so the degree of freedom of χ2 is m+ 1.
CHAPTER 3. METHODOLOGY OF QTL IDENTIFICATION 47
3.4 Strategy of QTL selection
3.4.1 Model selection procedures in the multiple regression
Forward, backward and stepwise selection procedures are often applied for
exploring the relationship between variables in the regression model (Draper and
Smith, 1981). These procedures can be applied in statistical genetics for QTL
mapping.
The forward selection procedure inserts variables in turn until the model is
satisfactory. The order of insertion depends on the partial correlation coeﬃcient
as a measure. For each stage we examine the correlation coeﬃcients of all the
variables not in the model at this stage, then look for the most correlated one and
check if it is significant. If not, we quit and adopt the model before the insertion
as best; otherwise, we search for the next one. Thus each time one item has been
selected based on a certain criterion after searching through the whole region (the
criterion for each variable at any stage is evaluated diﬀerently).
The backward selection procedure goes along the opposite direction, which be-
gins with the largest model and subsequently reduces the number of variables until
a decision is reached. The least useful predictor currently in the model should
be dropped at every stage. The stepwise selection procedure combines both tech-
niques. Given the former model, if the test passes, then we check all the correlations
for variables and insert the most correlated one. If it fails, a further deletion is at-
tempted. A variable that may have been the best entry candidate at an earlier
stage can be superfluous and carried out at a later stage. Finally the procedure
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stops when no variables in the current model can be removed and the next best
candidate variable cannot be found.
3.4.2 Forward procedure applied to QTL mapping
QTL selection is a process of seeking the marker intervals where QTL exists.
It is similar to the variables selection in regression model. It begins with single
interval test(i = 1). QTL are then added one by one in the model.
Step 1:
Suppose there are m marker intervals in the chromosome. Starting with the
single interval mapping, the null hypothesis of test in the first step is based on a
simple normal model. And the alternative model is assumed with one QTL in the
interval. Then we conduct testing interval by interval.
H0 : µ1 = µ2,
H1 : µ1 W= µ2.
LRT statistics reflect the contribution of the putative QTL to quantitative trait.
They are given by :















where σ2(1), µ1(1), µ2(1), ri(1) denote MLEs under alternative hypothesis, and σ
2
(0), µ(0)
denote MLEs under the null hypothesis. LRT statistic is thus assumed to follow
χ22.
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If there are some intervals with LRT statistic larger than the critical value, the
corresponding interval with the largest value will be selected and added first in the
model. The first QTL is thus identified. Then the model is updated with i = 2.
Step 2:
Given that i significant QTL and corresponding intervals covering them have
been identified in the whole chromosome, the next step should aim to find a new
QTL over the rest m− i intervals. In the new test we establish an i-interval-model
for the null hypothesis and an (i+1)-interval-model for the alternative hypothesis,
which involves the former i identified intervals and a new interval belonging to the
rest group. The i+1th QTL should be located at the interval which has the largest
LRT value in case of significance.
LRT = −2 lnL0/L1
where L0 and L1 are the likelihoods with i and i+ 1 QTL, respectively.
If a model’s LRT statistic satisfies the criterion, then one more QTL is added
into the identified group. Then we continue the search. If there is no any significant
QTL found, the forward procedure stops and we can conclude how many QTL exist
and where they are.
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Simulation analysis
Based on the methodology described in Chapter 3, this chapter will present
how the simulation program is designed and discuss the findings. Without loss
of generality, a backcross design with equally spaced marker interval is applied.
We assume that there is at most one QTL located in one interval. The genotypes
of marker are generated with the probabilities shown in Table 1.2 of Chapter 1.
Once the first marker is generated with probability 1/2 to be either homozygote
or heterozygote, other marker’s genotype is decided by the former’s genotype. A
homozygote AA is generated with probability γ if its former is heterozygous; oth-
erwise, 1−γ. In like manner, a heterozygote Aa is generated with probability 1−γ
when its former is heterozygous; otherwise, 1 − γ. Although QTL is unobserv-
able, the distribution of trait value conditional on any certain case is known. It
follows the distribution N(µj,σ2) with a certain probability dependent on flanking
markers. For example, if there are three QTL the combination of QTL can be
QQ-Qq-QQ with the probability of P1,(l) × (1− P2,(lI))× P3,(lII).
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The program written in Fortran 77 language has three parts. The first part
was designed to find the MLEs for gene eﬀects and positions. The second part
was designed to test the existence and location of the QTL. The last part was
performed to compare the quantiles drawn by χ2 distribution and true asymptotic
distribution of LRT statistic.
4.1 Estimating parameters
To illustrate the convergence properties and the accuracy of estimates, the
cases with two QTL and one QTL in a chromosome were simulated respectively.
Two marker interval sizes, 10cM and 20cM were considered. The location was
expressed in terms of recombination rate r = (1 − exp (1− cM))/2. Sample sizes
are 200 and 500.
1. MLE
Firstly, the simulation of two-QTL was performed. Assumed true parameter values
for QTL positions are r1 = 0.04 and r2 = 0.07. The four parameters for genetic
eﬀects are assumed: µ1 = 3.0, µ2 = 1.7, µ3 = 2.4, µ4 = 0.7. Variance σ is assumed
to be 1.0.
Another case with one QTL only in the first interval was also simulated. Thus
µ1 = µ2, µ3 = µ4 and r2 = 0. As mentioned before, the MLE of r2 will be arbitrary
(with symbol *).
The results of Mean of MLE (
1003
l=1
θˆ) and MSE (
1003
l=1
(θˆ − θ)2/100) were shown in
Table 4.1 and 4.2.
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Table 4.1: MLEs in the two-interval model with 100 replicates (Two QTL)
σ2 µ1 µ2 µ3 µ4 r1 r2
1.0 3.0 1.7 2.4 0.7 0.04 0.07
n=500 20cM
Mean 0.9919 2.9957 1.7627 2.3745 0.7090 0.0336 0.0757
MSE 0.0051 0.0064 0.0869 0.0778 0.0054 0.0014 0.0004
n=500 10cM
Mean 0.9947 2.9933 1.7553 2.3791 0.7090 0.0365 0.0734
MSE 0.0051 0.0045 0.0823 0.0749 0.0049 0.0005 0.0001
n=200 20cM
Mean 0.9891 3.0016 1.7647 2.3153 0.7147 0.0323 0.0747
MSE 0.0014 0.0016 0.1532 0.2300 0.0010 0.0018 0.0013
n=200 10cM
Mean 0.9922 3.0113 1.7709 2.2866 0.7027 0.0360 0.0765
MSE 0.0010 0.0144 0.1633 0.1772 0.0088 0.0011 0.0002
2. Convergence of EM
Figures 4.1 to 4.3 showed a quick convergence of estimates in EM iteration.
Given the same assumption as the two-QTL case, iterative outcomes of estimates
were plotted against each parameter, respectively. The horizontal line indicates
the assumed true value of parameters.
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Table 4.2: MLEs for the two-interval model with 100 replicates (One QTL)
σ2 µ1 µ2 µ3 µ4 r1 r2
0.9 1.2 1.2 2.0 2.0 0.01 0
n=500 20cM
Mean 0.8962 1.1929 1.2133 2.0243 2.0063 0.0108 0.0590*
MSE 0.0032 0.0057 0.0481 0.0449 0.0049 0.0002 0.0017*
n=500 10cM
Mean 0.8903 1.2112 1.2002 2.0662 1.9980 0.0110 0.0635*
MSE 0.0037 0.0042 0.0525 0.0517 0.0034 0.0002 0.0006*
n=200 20cM
Mean 0.8785 1.1988 1.1967 2.0242 2.0198 0.0097 0.0496*
MSE 0.0072 0.0142 0.0736 0.0745 0.0092 0.0004 0.0053*
n=200 10cM
Mean 0.8834 1.2232 1.1664 2.0141 2.008 0.0097 0.0740*
MSE 0.0073 0.0126 0.0790 0.0648 0.0105 0.0003 0.001*
4.2 Detecting QTL
In this part, a chromosome with 15 markers (7 intervals) was simulated to be
spaced 20cM apart. Two QTL are assumed to locate in the 1st and 3rd interval
respectively. Sample size is 500. The critical values for each stage at α = 0.05
level of χ2 distribution were chosen. The true values of parameters are assumed as




r1 = 0.04 r2 = 0.06
µ1 = 1.8 µ2 = 1.2 µ3 = 0.8 µ4 = 0.2
σ2 = 1.6
The process and tested results of each stage were shown in Table 4.3.
Remark: [1,3,4] denotes the currently tested intervals are the 1st, 3rd and 4th
interval.
Beginning from m = 1, the single interval test was performed on each interval
by order, where its null hypothesis assumes no QTL exists. Applying χ22,0.05 as the
threshold, we found six significant intervals over the whole region. Thus the first
identified QTL was located at the 1st interval which got the highest LRT statistic
104.9164. Then m = 2. Each time a two-interval test was performed, on one of the
rest six intervals together with the 3rd interval. Four significant LRT statistics were
found as 14.1786, 14.4231, 9.0393, 8.7993 at intervals [1,2], [1,3], [1,4] and [1,5] in
the second stage. The largest LRT statistic 14.4231 was found at intervals [1,3]. So
the second identified QTL was located at the third interval which was selected into
the model m = 2. Given the two QTL preselected, the three-interval test didn’t
detect any significant QTL, so the forward insertion procedure stopped. Finally,
we can conclude there are two QTL in the 1st and 3rd interval, respectively. MLEs




rˆ1 = 0.0389 rˆ2 = 0.0472
µˆ1 = 1.7448 µˆ2 = 1.1701 µˆ3 = 0.7955 µˆ4 = 0.2494
σˆ2 = 1.5254
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Table 4.3: Process of detecting QTL
location LRT significance
m = 1 [1] 0.0402 104.9164 yes largest
[2] 0.0878 85.9647 yes
[3] 0.0194 70.0938 yes
[4] 0.0504 35.8602 yes
[5] 0.0031 25.3111 yes
[6] 0.0028 7.1478 yes
χ20.05/2 = 5.99 [7] 0.0101 1.0601 no
m = 2 [1,2] [0.0013, 0.1478] 14.1786 yes
[1,3] [0.0389, 0.0472] 14.4231 yes largest
[1,4] [0.0224, 0.1144] 9.0393 yes
[1,5] [0.0293, 0.0041] 8.7993 yes
[1,6] [0.0353, 0.0094] 2.0348 no
χ20.05/3 = 7.81 [1,7] [0.0358,0.0827] 2.9182 no
m = 3 [1,3,2] [0.0051,0.0102,0.0101] 1.1218 no
[1,3,4] [0.0015,0.0101,0.0068] 3.4383 no
[1,3,5] [0.0021,0.0026,0.0051] 6.4742 no
[1,3,6] [0.0018,0.0410,0.1573] 5.4173 no
χ20.05/5 = 11.07 [1,3,7] [0.0018,0.0377,0.0101] 5.4811 no
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4.3 Comparing the true asymptotic distribution
and the χ2 distribution
The third part of program was designed to check the discrepancy between the
true asymptotic distribution of test statistics and χ2 distribution. Marker intervals
are equally 20 cM spaced. Sample size is 300. Trait values were simulated under
the null-hypotheses. In tables, quantiles at 50%, 60%, ..90%, 95% and 99% levels
were compared. Table 4.4 showed results under the two-interval test with 100000
iterations, respectively in terms of χ23, true value and χ
2
2. And figure 4.4 plotted
the graphs with respect to percentages varying from 10% to 99%. Table 4.5 and
figure 4.5 showed results under three-interval test with 10000 iterations, in terms
of χ24, true value and χ
2
5.
Percentage χ23 True value χ
2
2
50% 2.3659 1.7966 1.3862
60% 2.9461 2.4072 1.8325
70% 3.6648 3.1639 2.4079
80% 4.6416 4.2114 3.2188
90% 6.2513 5.9066 4.6051
95% 7.8147 7.5253 5.9914
99% 11.3448 11.3609 9.2106
Table 4.4: Quantiles of LRT statistics in two-interval model with 100000 simula-
tions
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Percentage χ25 True value χ
2
4
50% 4.3514 4.5160 3.3566
60% 5.1318 5.3813 4.0446
70% 6.0644 6.4137 4.8784
80% 7.2892 7.8180 5.9886
90% 9.2363 9.9122 7.7794
95% 11.0704 11.9435 9.4877
99% 15.0862 16.0979 13.2767





As shown in the tables 4.1 and 4.2, our model got proper and unbiased esti-
mates. Take two-QTL mapping as an example. The average means of MLE of
σ2 are 0.9919, 0.9947, 0.9891 and 0.9922, whose diﬀerences from true value 1.0
are well within the 1 percent range. And MSEs vary no larger than 2. For the
four parameters of genetic eﬀects, although MSEs of µ2, µ3 are larger than those
of µ1, µ4, the results are still desirable. MSE and mean of MLE with respect to µ3
are 0.2300 and 2.3153 when sample size is 200 and interval space is 20 cM. The
ratio of distance between estimate and true value to true value(2.4 − 2.3153/2.4)
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is smaller than 5%. And the MSE isn’t beyond a common standard. Actually, we
found that all the estimates of genetic eﬀects and variance are good, both in two
QTL and one QTL cases.
At the same time, we found that better estimates can be derived when larger
sample size was applied. The parameters of genetic eﬀects for 500 samples all have
smaller MSEs than those for 200 samples. When interval space is 20cM, MSE of
µ3 for 200 samples is 0.23, even three times larger than 0.0778 for 500 samples. It
is attributed to the reason that more samples can reduce the systematic errors.
2.
The estimates of QTL positions r are acceptable as well, although they do not
seem to be as perfect as the other parameters’ estimates. For each loop among
the hundreds of replications, they were found unstable and varied a lot. It might
be attributed to the complexity of solving the MLE by equation (3.17). Due to
the characteristics of biquadratic that their real roots are hard to solve by direct
ways, a numerical approach of “Golden section” was employed. The interaction of
two possible real roots would make the identification of the “zero” point confused.
Another reason would be that the QTL is supposed to be equally influenced by
the two flanking markers. That is there are two symmetric locations, which are
closer to either the left marker or the right marker. In spite of these “noises”,
the eventual average means and MSEs are reasonable. For instance, in case that
n = 200, space = 10cM , the ratio is |0.04− 0.036|/0.04 = 10% for r1. They can be
considered as unbiased.
Noting the estimates of the second position r2 remarked with * in Table 4.2.
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As only one QTL was assumed in this case, it should be impossible to estimate
this parameter. It leads to arbitrary mean of MLE and rather large MSE. In most
cases, MSE of r2 could be ten times as large as that of r1.
3.
By analyzing the figures 4.1 to 4.3, we found EM algorithm implemented es-
timating well. No matter how the starting value was set (but reasonable), the
estimates reached a close point to the limit only after a few loops. From the results
of EM iteration for µ3, 1.500000, 2.141046, 2.255196, 2.326387, 2.371227 , 2.393404,
2.400697, 2.400748, 2.398230, 2.395298, 2.388896, 2.387521... we found after the
first 6 loops the discrepancy had been reduced below 0.01.
4.
The results shown in Table 4.3 described the procedure of identifying QTL. In
the first stage rather large statistics were obtained, because the joint eﬀects of two
QTL made single interval mapping superfluous. Thus some of the intervals without
QTL were ”mistakenly significant”. But our strategy of testing only maintained
the most significant one, which could block residual factors as much as possible.
Compared to LRT statistic 104.9164 in the first stage, insertion of the 3rd interval
largely reduced the statistic to 14.4231 in the second stage. Although there were
still wrong identifications, next stage would decrease the error further. Therefore,
when more QTL are fitted closer to the true model, the accuracy of testing will
increases.
5.
Finally, both tables and figures aimed to compare how the χ2 distribution diﬀer
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from true values of LRT test statistic.
Under the two-interval model, quantiles of true value varied between those of
χ23 and those of χ
2
2. If the parameters for position, r¯ are considered known, the
degree of freedom is then reduced to 2; otherwise, the d.f. is 3. As shown in Table
4.4 and Figure 4.4, quantiles of χ23 were the largest, and those χ
2
2 were the least,
with respect to the same level.
Similarly, χ24 and χ
2
5 were used for comparison in three-QTL model. But in this
case the quantiles of true values were larger than the other two. For example, in
table 4.5, the quantile of true value at level 95% was 11.9435, larger than 9.4877 of
χ24 and 11.0704 of χ
2
5. Figure 4.5 showed such a relationship that the line of true
value lied above the other two figures.
We can find a certain diﬀerence between true values and assumed χ2 distribu-
tion. But situations change with the increasing intervals. When there are only a
few intervals (for example, one or two), the quantile of true value is larger than that
of χ2 distribution if we assume parameters for position are known; on the other
hand, if these parameters are involved in estimating the quantile of χ2 distribution
with one more parameter is larger than the true value. However, as more intervals
are inserted, the quantiles of true value increase faster and consequently they ex-
ceed those of χ2 distributions under both cases. The simulation for three-interval
model showed it.
Currently there are no authoritative theories which have found the true asymp-
totic distribution of LRT statistics for the multiple mixture model. So there is a
lot of work for us to do in this research direction.
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4.4.2 Conclusion
In summary, the methodology can identify QTL genetic eﬀects and positions
simultaneously in multiple interval model. There are three main advantages.
(I) First, a mixture model involving all the QTL is established in multiple
marker interval. The multidimensional problem can be solved by interval mapping
because all the genetic eﬀects of QTL are separated by conditional flanking markers.
Therefore the complexity is reduced.
(II) Second, all the unknown parameters are estimated simultaneously including
parameters of positions. It largely improves the precision of estimates, especially
for identifying locations. Therefore the accuracy and the statistical power are
improved.
(III) Third, by applying the forward insertion strategy of testing, superfluous
influence becomes more weaken as the procedure goes forward, until the best fitted
model is obtained to identify all the QTL at a time.
Nevertheless, there are some problems left in the future work. The first problem
is to find out a good criterion for testing, because the true asymptotic distribution
of test statistics is hard to derive. This is one of the future research direction. An-
other, exploring other methods to solve the detection of QTL can also be considered
as future work, such as permutation test.
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Figure 4.1: Convergence plot against variance σ2 (two-interval model)
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Figure 4.2: Convergence plot against means µ: from up left to down right are the
plots for µ1, µ2, µ3, µ4, respectively
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Figure 4.3: Convergence plot against locations r1 and r2
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Figure 4.4: Comparison of quantiles of the two-interval model’s LRT statistics: line
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Figure 4.5: Comparison of quantiles of the three-interval model’s LRT statistics:
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Here the program written in FORTRAN 77 lanuage will present the process
of identifying the QTL by forward procedure, involving testing and estimating.
ccccccccccccccccccccccccccccccccccccccccc













c starting to test
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
cccccccccccccccccccccccccccccccccc
























c generate all marker data--out of the loops,in main
do k=1,n





































c starting the main program in all loops
cccccccccccccccccccccccccccccccccccc
c do l=1,loop
















c end of simulating data
ccccccccccccccccccccccccccccccccccc


























c accesee the search through by single interval




































































































c end of all loops
50 end
ccccccccccccccccccccccccccccccccccc
c end of the main program c
ccccccccccccccccccccccccccccccccccc
c all the subroutines c
ccccccccccccccccccccccccccccccccccc














































































































c end of the mle program cccc
cccccccccccccccccccccccccccccccccccccccc
cccccccccccccccccccccccccccccccccccccccc
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