Abstract. This paper presents a real time parallel hardware architecture for image feature detection based on the SIFT (Scale Invariant Feature Transform) algorithm. This architecture receives as input a pixel stream read directly from a CMOS image sensor and produces as output the detected features, where each one is identified by their coordinates, scale and octave. In addition, the proposed hardware also computes the orientation and gradient magnitude for every pixel of one image per octave, which is useful to generate the feature descriptors. This work also presents a suitable parameter set for hardware implementation of the SIFT algorithm and proposes specific hardware optimizations considered fundamental to embed whole system on a single chip, which implements in parallel 18 Gaussian filters, a modified CORDIC (COordinate Rotation DIgital Computer) algorithm version and a considerable number of fixed-point operations, such as those involved in a matrix inversion operation. As a result, the whole architecture is able to process up to 30 frames per second for images of 320×240 pixels independent of the number of features.
Introduction
Image feature detection has received for many years a considerable attention from the scientific community. One of the first widely used feature detection algorithms for image matching purpose was proposed by Harris and Stephens [1] extended from the Moravec corner detector [2] , which extracts interest points from edge and corner regions based on gradient magnitude information. Shi and Tomasi have also proposed a system where good features are detected by analysing the pixel intensity behavior of the feature regions during the tracking operation [3] . From these important contributions there has been a continuous effort in to develop robust algorithms to detect features invariant to scale, affine transformations, rotation and change in illumination [4] [5] . Among these proposals, Lowe [6] has presented one of the most complete and robust results, which has been named SIFT.
In [7] a partial implementation of the SIFT algorithm on FPGA for stereo calibration is demonstrated. It presents an architecture to detect feature candidates, which operates at 60 frames per second. However, the work does not state the image resolution or discuss FPGA resource architecture. Another FPGAbased system for SIFT is presented in [8] , which needs 0.8ms to process an image of 320×240 pixels. However, again little information about the architecture has been provided. In contrast, we present the architecture for all phases of the original SIFT algorithm needed to detect a feature along with its descriptor information. Our architecture requires 33ms per 320×240 frame and is completely embedded on an FPGA (Field-Programmable Gate Array). It processes pixel stream read directly from a CMOS image sensor, and returns the detected features represented by their coordinates, scale, and octave. It also returns the orientation and gradient magnitude of every pixel of one image per octave. The coordinates represent the feature location in an image and the scale and octave represent the image frequency and the image resolution from where the feature was detected (see [6] for more details). The main contributions of this work are: it identifies appropriate hardware optimizations to embed whole architecture on-a-chip and, differently from other papers mentioned, it provides the implemented hardware details.
The paper is organized as follows. Section 2 presents our own hardwareorientated architecture of the algorithm, along with a detailed description of the architecture developed. In Section 3, experimental results are presented in order to verify the system performance. In addition, the FPGA resources and the processing performance are also presented. Finally, Section 4 concludes the work.
The Proposed Parallel Hardware Architecture
In this section we present a System-on-a-Programmable-Chip (SOPC) to detect features at 30 frames per second independent of the number of features. Fig. 1 shows a block diagram of the proposed architecture, featuring three blocks in hardware and one in software. The hardware blocks detect the features and compute the orientation and gradient magnitude for every pixel of one image per octave. The software block is only used to read data from the hardware blocks, which is prepared to be used for additional functionalities, such as the feature descriptor association by using the BBF algorithm [9] suggested in the original SIFT paper.
The System Configuration
The SIFT algorithm has parameters and functionalities that directly affect the complexity and the performance of the hardware architecture. To identify a suitable configuration for hardware implementation, Fig. 2 shows 16 configurations and their influence on the feature matching reliability. The first parameter determines whether the orientation and gradient magnitude are computed from an Fig. 1 . Block diagram of the implemented system, composed of three hardware blocks, used to extract features from the images and to pre-compute data for the descriptors, and one block in software, which associates descriptors to features. The blocks are connected using dedicated channels, where each one, except the channel between DoG and OriMag, has internal FIFOs used as buffer while a receiver block is temporarily unavailable.
image chosen by the feature scale or from a pre-defined image scale. The second parameter gives the option to either duplicate the image size used as input or to keep the original size. The other two parameters are related to feature stability checking; the first one activates the keypoint (candidate to feature) location and the second one verifies the contrast threshold and the edge response.
The features used in the matching test were generated from two sets of ten images each, where the second set is a transformation of the first one in relation to scale, rotation and viewpoint. As seen in Fig. 2 , the configuration options from 12 to 16 produce a very similar rate of incorrect matching (false positive). Based on this information the proposed architecture has been developed using option 12 because this configuration allows the gradient magnitude and orientation to be computed in parallel while the keypoint is been detected and reduces the on-chip memory needs by processing the input image in its original size. Another motive is that most computations in the threshold and the edge response functions are reused from the keypoint location function.
The system has been configured for three octaves (octave 0 to 2) with five scales (scale 0 to 4) in each one. This number of octaves is sufficient for images of 320×240 pixels, since a fourth octave would produce small and blurred images, resulting in a remote chance of detecting features. However, the number of scales has been chosen based on [6] , where it has demonstrated that this number has the highest feature repeatability rate.
Gaussian Filter Cascade and the Difference of Gaussian
A simple approach to implement a Gaussian filter is through convolving a twodimensional Gaussian kernel with the image. However, this method is computationally inefficient where the complexity to filter an image is given by Θ(n 2 m 2 ), where n and m are the kernel and image dimensions, respectively. Considering that this kernel K is separable, i.e. K = kk t for some vector k, representing a unidimensional Gaussian distribution, the filter can be implemented in optimized manner by convolving the input image I in row order with vector k and then convolving the result H in column order with vector k again. Equations (1) and (2) present these operations. In this case the computational requirements is reduced to Θ(nm 2 ).
Fig . 3 shows a pipeline architecture for the optimized Gaussian filter using a 7×7 kernel. The left side shows the convolution in row and the right in column. In this implementation we also take the advantage of the kernel symmetry and save two multipliers on the left side by reusing data from the multiplication result at k 1 and k 2 . On the right side the same number of multipliers can be saved, however, for this case, as the convolution is performed in column order, it is necessary a buffer of size 6×w to store the data to be reused, where w is the image width. This architecture is again optimized so as to save more four multipliers by assuming that the kernel vector has always the values one or zero at position 1 and 7 and consequently avoid the multiplications at those points. It is possible to keep this pattern for kernels generated with any σ values by simply multiplying it by a constant. As the proposed system has 18 Gaussian filters working in parallel these optimizations strongly reduce the hardware resources necessary for the implementation. Another optimization is also obtained by connecting the filters in cascade in order to reduce the kernel dimension for higher image scales. The next operation computes the difference of Gaussian D i by subtracting pairs of Gaussian smoothed images (G i , G i+1 ) synchronized by internal buffers. Each octave produces five D i in parallel totaling fifteen for the three octaves, which are sent to the Kp hardware block (see Fig. 1 ). Fig. 4 shows three graphs generated from 50 D i images, demonstrating that most D i pixel values are located in the range from -15 to +15. These three graphs also show that the range for the higher octaves is slightly bigger as a consequence of the accumulative smoothed level caused by the Gaussian filter cascade.
As the G s images use 8 bits to represent one pixel, 9 bits would be sufficient to store the D i pixels with the sign. However, a considerable amount of FPGA resources is saved by taking into account the distribution for the D i pixel values shown in Fig. 4 . Thus, in the proposed system we have used five bits (without the sign) to store D i as it is highly unlikely to have its value bigger than 2 5 . Finally, Fig. 5 presents the proposed architecture for whole DoG block. In addition to the functions previously described, this architecture also down-samples the images for the octaves and generates the coordinate references for the pixels used in the forward blocks.
Orientation and Gradient Magnitude Computation
In this work we propose an architecture for pre-processing the orientation and gradient magnitude of every pixel for one image per octave independent of whether or not it lies inside a keypoint neighbourhood. These images are taken from scale zero of each octave after being Gaussian blurred, which is different from the original algorithm where the images are chosen according to the keypoint scale. However, our solution provides a significant hardware complexity reduction while it maintains a similar system robustness, as demonstrated in Fig. 2 . The purpose of computing the orientation and gradient magnitude in advance is to exploit parallelism, as this operation can be carried out while features are being detected.
The trigonometric operation atan2 and the square root are performed in hardware using an adapted version of the CORDIC algorithm in vector mode [10] . One of the standard function of the CORDIC algorithm is to compute atan, where each algorithm iteration is performed according to Equations (3), (4) and (5) . Given the coordinates of a pixel < x 0 , y 0 >, the rules for iteration transition and the initial rotation z 0 set to zero, the values from Equations (3) and (5) at iteration n correspond to the square root and atan, respectively.
where: s i = +1 whether y i < 0,
The atan is given in the range of [0, π]. However, as in this system the orientation is computed for atan2 the range is [−π, π]. Considering that CORDIC rotates up to π in any direction the initial rotation to compute atan2 needs to be no further than π from the final rotation (result). Hence, a new initial rotation has been proposed as follows, where not only x 0 is considered as in the atan operation, but also y 0 value is taken into account in order to know in which of the four quadrants of the arctangent the pixel belongs.
where: Computation architecture The proposed architecture, which is shown in Fig. 6 , implements the CORDIC algorithm to compute the orientation and gradient magnitude of the pixels for three octaves in parallel. This architecture embeds two identical hardware blocks of the CORDIC algorithm, where the first one is dedicated to process data for octave 0 and the second one is shared between octaves 1 and 2. The input for the CORDIC blocks are the pixel difference in x and y directions directly computed from the pixel stream received from the DoG block. As seen in the figure, the pixel differences are performed by a simple circuit composed by synchronization buffers and subtractors. Internally, the CORDIC represents data in fixed-point (11.8) format with 11 bits for the integer part since the maximum internal value is 594, which is given by the maximum value of the gradient magnitude multiplied by the CORDIC gain 1.647, and with 8 bits for the fraction part as, empirically, this resolution is sufficient for the application. However, the final results are given using integer number format where the magnitude is represented by 10 bits and the orientation by 6. In this architecture each CORDIC iteration needs 3 clock cycles and, as it has been configured to run five iterations for each pixel computation, the final result is given in 15 clocks. The result is then sent to the software block (NIOS II processor) via an Avalon bus using a DMA (Direct Memory Access) channel. To optimize the use of the data bus each word sent through the DMA channel has 32 bits allowing the concatenation of the magnitude and orientation of two pixels per word. The results in Section 3 demonstrate the performance and the necessary FPGA resources to implement this architecture.
Keypoint Detection with Stability Checking
This section presents an architecture for keypoint detection from three octaves, along with stability checking in relation to location, contrast and edge responses. The proposed hardware, shown in Fig. 7 , receives as input fifteen pixel streams in parallel from the DoG block and gives as a result the features location given by the < x, y > coordinates and the octave and scale numbers.
Each pixel stream is temporarily stored in on-chip memory banks in order to keep in memory the latest five image lines received from the DoG block, which is utilized to form a 5×5 image region (neighbourhood) needed for the keypoint computation. Having the image regions in memory, the first step is to analyse whether the DoG pixel located at the centre is a candidate keypoint. It is positive only if it has either the minimum or the maximum value in relation to its neighbourhood defined by a 3×3 window located at the same scale space and at the upper and lower adjacent scales (total 26 pixels). This architecture has been developed to identify candidate keypoints for an entire octave in parallel, which is performed by the Extreme blocks presented in Fig. 7 . For every positive candidate keypoint the next step is to perform the location refinement for the coordinates < x, y > and scale s, in a 3D dimensional space delimited by the neighbourhood regions located at the current keypoint scale and at one scale above and one below, which is implemented in the Location block. If the final location is still between scale one and three and inside of the 5×5 neighbourhood region, then the contrast and edge response functions are applied. Finally, if the candidate keypoint has been approved in all previous phases it is classified as a feature, and their coordinates, scale and octave are sent to the NIOS II processor via the Avalon bus.
The location, contrast threshold and the edge response functions were implemented using fixed-point representation (20.8). The 20 bits integer part is needed to store the intermediate values in a matrix inversion operation and the 8 bits fraction part was adopted since it provides a good balance for the application between hardware requirement and result precision. Fixed-point format allows more operations to be processed in parallel than would have in the case of using a floating-point approach in single precision as the FPGA resources needed to implement fixed-point hardware are considerably lower than the second alternative. This information is based on the fixed and floating-point libraries provided by the DK development environment from Celoxica [11]. Although we have adopted fixed-point, the high level of parallelism needed to achieve high performance has consequently increased the hardware cost for the implementation, using approximately 50% of whole system hardware. To have a feasible solution for embedding whole system on-a-chip this Kp hardware block is shared between the three octaves.
Experimental Results
The hardware blocks were developed to process up to 2.3M pixels per second, which corresponds to 30 fps of 320×240 pixels each. Table 1 shows the operational frequency and throughput obtained for each block in order to achieve this performance. The DoG block is the only one that works in a pipeline mode, producing one result per clock cycle, which is given by the pixel rate. OriMag generates one result for every 21 clock cycles as the CORDIC algorithm needs five iterations to compute its results. Hence, its clock must be at least 21 times faster than the pixel rate; 100MHz is used in these experiments. For the Kp block, the throughput does not depend only on the pixel rate, it also depends on the image feature number. The fastest case is 4 clock cycles which happens when the data to be processed (DoG pixel) are located at the border region. An intermediate point is when the DoG pixel is on the image active region and is not a keypoint candidate. Another level is when the DoG pixel is a keypoint candidate and the stability checking is carried out. In this case the time varies from 44 to 132 clock cycles, depending on whether the keypoint is rejected during the checks and on how many times the location correction is realised. In the worst case, the whole operation takes 141 clocks. If the system had been developed only for the worst case, the minimal frequency for the Kp block should be 2.3M times 141, resulting in 327MHz. For FPGA technology, such frequency for the Kp hardware is difficult to achieve. To tackle this problem the system has internal buffers to retain data whenever the Kp hardware needs to perform a stability check operation. The current block frequency is 50MHz, which is 21.7× faster than the DoG pixel rate. As a DoG pixel is rejected or classified as a keypoint candidate in 9 clocks, the remaining time is then used to compute those data from the buffers. On average fewer than 2% of the image pixels are classified as keypoints, so this solution has been implemented using internal buffer to store 1023 DoG pixels for octv0, 511 for octv1 and 127 for octv0 (see Fig. 1 ), and with these parameters an overflow has not occurred during our experiments.
The hardware blocks are implemented in Handel-C [11] and the Avalon components (DMA channels, FIFO controls and camera interface) and the camera interface are in VHDL. Table 2 presents the resources used to implement the system on an Altera Stratix II 2S60 FPGA [12] . Note that whole system in the table adds also the NIOS II processor, the camera interface and the Avalon components. As can be seen, the whole system uses approximately all FPGA resources. This is because the DoG block has 18 Gaussian filters using 7×7 kernels and also because the Kp block implements in fixed-point format a considerable number of operations for the stability checking, such as the 3×3 matrix inversion. For the current FPGA practically no extra logic elements have been left for another applications. Nonetheless, it is necessary to consider that nowadays there are newer FPGAs with 3× more elements than this one. As the DoG block implements highly customized Gaussian filters and its throughput is one pixel per clock, the DoG block can process 1940 fps of 320×240 pixels. However, when whole system is connected together the performance is limited to the slowest block and to the internal buffer overflows. Hence, these performance bottlenecks were considered in order to support 30 fps by balancing the desired performance and hardware resources.
Conclusion
The optimizations proposed in the hardware blocks were fundamental to allow the whole system to be embedded on-chip. Other decisions, such as the use of the CORDIC algorithm and the fixed-point format have also a significant influence in the hardware resource optimization. As a result, the system, fully embedded on an FPGA (Field-Programmable Gate Array), detects features up to 30 frames per second (320×240 pixels) and has a result quality similar to the original SIFT algorithm. The hardware blocks were developed to support any number of features per frame. The only parameter that needs to be adjusted is the internal buffer size between DoG and Kp blocks so as to avoid overflow. The proposed system has been applied to our simultaneous localization and mapping system for autonomous mobile robots [13] , where robot navigation environment maps are built based on features extracted from images.
