ABSTRACT Recently, graph embedding-based methods have been developed in dimensionality reduction (DR) and classification of hyperspectral image (HSI). The key step for graph embedding methods is the construction of graph. The commonly used method is to manually choose nearest neighbors and then, compute edge weights using the spectral feature. However, the adjacency graph is inappropriate due to the negligence of spatial information. What is more, the construction of graph only takes training samples or k nearest neighbors into account, which may lead to unsuitable graph representation. In this paper, we propose a novel incremental graph embedding (IGE) algorithm to construct a spatial-spectral neighbor graph for the HSI classification. The IGE can spread the discrimination information contained in training samples to their neighbors until each testing sample has a pseudo label. The spatial affinity weights between unlabeled data points and their labeled neighbors are calculated according to the construction strategies of the spatialspectral neighbor graph. The pseudo label of the unlabeled data point is determined based on the maximum spatial affinity weights. Moreover, three weight strategies are designed for those samples nearby the decision boundary to improve the separability of different classes. In addition, the window size of spatial neighbors is able to be adjusted adaptively according to whether labeled data points in spatial neighbors exit. Experimental results on two datasets, Indian Pine and Pavia University have demonstrated that our algorithm is remarkably superior to other conventional DR algorithms on improving classification performance.
I. INTRODUCTION
Hyperspectral image (HSI) classification plays an important role in many remote sensing applications such as agriculture, mineralogy, surveillance, astronomy, and environmental sciences. The main difficulty lies in the few number of labeled samples versus the high-dimensional features. Therefore, a DR stage is often performed as an essential step during image preprocessing. In the last two decades, some DR algorithms regarding as feature selection/extraction algorithms were proposed. Among them, principal component analysis (PCA) [1] - [3] and linear discriminant analysis (LDA) [4] - [7] are two most popular linear DR algorithms.
Unfortunately, the above algorithms can not determine the underlying manifold structure of high-dimensional data points. Therefore, DR algorithms based on graph embedding have gained much attention. Those algorithms are based upon graphs constructed in different ways. There exist two popular ways for graph construction: 1) neighbors graph-based distance; 2) neighbors graph-based sparse or collaborative coefficients.
The most popular neighbors graph-based distance include ISOMAP [8] , locally linear embedding (LLE) [9] , Laplacian eigenmaps (LE) [10] , Hessian LLE (HLLE) [11] , marginal fisher analysis (MFA) [12] and kernel local Fisher discriminant analysis (KLFDA) [13] . However, they yield maps that are defined only on the training data points and it is unclear how to evaluate the maps on the testing data points. To overcoming this problem, some linear versions are proposed such as neighborhood preserving embedding (NPE) [14] and locality preserving projections (LPP) [15] . LPP builds a graph to explore local geometric structures of data points and defines a linear projection from the original space to the low-dimensional space. LPP is an unsupervised learning algorithm without considering the discriminant information that can be used to characterize the underlying class structure. As graph construction usually suffers from parameter selection, this may lead to undesired graph representation. To overcome this disadvantage, Yang and Chen [16] investigated sample-dependent LPP (SLPP), which can effectively fit the intrinsic structures of data points. Zhai et al. [17] devised a new algorithm to construct adjacency graph without any parameter. However, it is invalid for the data points nearby the decision boundary. As LPP considers only the local scatter for classification tasks, Yang et al. [18] developed a new algorithm named unsupervised discriminant projection (UDP) to characterize the local scatter as well as the nonlocal scatter, seeking to find a projection that simultaneously maximizes the nonlocal scatter and minimizes the local scatter. Locality and global geometric structure preserving (LGGSP) projection [19] , is proposed for dimension reduction to capture the local intrinsic structure and the global margin of different classes. Semi-supervised graph learning (SEGL) [20] method aims to build a semi-supervised graph that can maximize the class discrimination and preserve the local neighborhood information by combining labeled and unlabeled samples. However, These methods are sensitive to data noise, and their graph structures are unstable with additive noise.
Sparse representation (SR) has been widely used in pattern classification. In SR, we assume that a testing data point can be compactly represented as a sparse linear combination of all the training samples [21] . Sparse coefficients carry most of the important information in a certain basis or dictionary. To preserve the sparse reconstructive relationship of data points, Qiao et al. [22] presented a new algorithm called sparsity preserving projections (SPP) to design the weight matrix straightforwardly based on sparse coefficient. SPP only focuses on the sparse structure, ignoring the discriminant information of training data points. Sparse discriminant embedding (SDE) [23] was proposed that not only preserves the sparse reconstructive relations through 1 -graph but also enhances the intermanifold separability of data. Gui et al. [24] proposed a new sparse subspace learning algorithm called discriminant sparse neighborhood preserving embedding (DSNPE). Wong [25] proposed a novel unsupervised learning algorithm called non-negative sparseness preserving embedding (NSPE) for linear dimensionality reduction. It preserves the non-negative sparse reconstruction relationships in low-dimensional subspace. A sparse graph uses sparse coefficients as the adjacency weights, turning out to be noise robust. Sparsity preserving graph embedding (SPGE) was proposed in [26] for dimensionality reduction. Compared with the conventional k nearest neighbors graph and -ball graph, the sparsity-based graph possesses by higher robustness to data noise and adaptive neighbors for an individual datum. Multiscale adaptive sparse representation (MASR) [27] is proposed to restrict pixels from different scales to be represented by training atoms from a particular class. Wang et al. [28] build a nonnegative sparse representation graph to find the adjacency graph, which can adaptively obtain the sparse reconstruction samples for each sample. Sparse graph-based discriminant analysis (SGDA) was developed [29] when training data points are available, resulting in more discriminant power. In particular, a block structured variant of SGDA (BSGDA) constrained the sparse representation by using only samples in the same class to ensure that within-class samples are further clustered together in the low-dimensional space. Unfortunately, it was shown that the performance of SGDA may be limited with a small number of labeled samples. A semisupervised block-sparse graph (SSBSG) [30] is proposed to overcome the problem of insufficient training samples. Since SDGA is short of a global constraint, sparse and low-rank graph-based discriminant analysis (SLGDA) [31] was adopted for dimensionality reduction and classification in HSI to capture local and global structures. However, Zhang et al. [32] argued that it is the collaborative representation (CR) but not the sparsity that makes SR powerful. SR assumes that the number of samples per class is sufficiently large.
Recently, CR-based techniques have received a lot of attention since the construction for sparse graph consumes more time. Meanwhile, it is the collaborative mechanism rather than the 1 norm sparsity that makes the SR performance. Joint collaborative representation (JCR) [33] is proposed by utilizing a locally adaptive dictionary to improve the classification accuracy. Furthermore, collaborative graph-based discriminant analysis (CGDA) [34] was discussed by replacing the 1 -norm minimization in solving the affinity matrix with an 2 -norm minimization. CGDA has a closed-form analytic solution and is easy to be implemented and calculated. Further more, probabilistic kernel collaborative representation classification (PKCRC) [35] is proposed to obtain the pixel wise probability maps that reflect the probabilities for each pixel belongs to different classes. A nonlocal joint CR classification method with a locally adaptive dictionary (NJCRC-LAD) [36] was proposed to overcome the time consuming problem in SR. However, CGDA does not consider data manifold structure reflecting geometric information. Collaborative discriminative manifold embedding (CDME) [37] was proposed for HSI. In CDME, an intra-class manifold graph and an inter-class manifold graph are constructed based on two structured dictionaries to preserve the intraclass reconstructive structure and the inter-class geometric structure. By taking advantage of the graph regularizer, sparse graph regularization (SGR) [38] and Laplacian regularized CGDA (LapCGDA) framework were proposed [39] to exploit the intrinsic geometric information.
In HSI classification, only the spectral feature is employed to exploit the local neighbors structure of the data points, and it may result in inappropriate graph representation. Spatial information, which provides additional local neighbors VOLUME 6, 2018 structure information that may lead to more accurate classification results. Kianisarkaleh and Ghassemian [40] proposed a spatial-spectral LPP (SSLPP) algorithm for feature extraction to overcome this disadvantage. Cass-aware tensor neighborhood graph [41] was proposed to explore the spectral and spatial information. Moreover, HSI has been recently represented as a tensor to project the original data points into a lower subspace [41] , [42] . However, discriminant information from training samples is ignored. Zhou and Zhang [43] proposed discriminant spatial-spectral manifold embedding (DSSME) algorithm, in which the adjacency graph is constructed based on discriminant information from the available training samples. Unfortunately, there are two parameters, nearest neighbors size k and the kernel parameter δ, are difficult to determine in the Laplacian eigenmaps.
In this paper, we propose a novel incremental graph embedding (IGE) algorithm to construct a spatial-spectral neighbor graph. The assumption of this algorithm is that the discrimination information contained in training samples can spread to their neighbors during the construction of spatial-spectral neighbor graph. The major contributions of our work are summarized as follows.
1) Both the spectral information and spatial information are comprehensively considered in the construction of neighbor graph.
2) The discriminant information from the available training data points is adopted to determine the pseudo labels of unlabeled data points. 3) Three strategies for weight assignment are employed to improve the separability of data points nearby the decision boundary. 4) The window size of spatial neighbors is able to be adjusted adaptively according to whether labeled samples in spatial neighbors exit. 5) There is no parameter such as nearest neighbors size k or the kernel parameter δ to be set. The paper is organized as follows: in section II, we firstly introduce the process of spatial-spectral neighbors graph construction, then provide the objective function and detailed algorithmic procedure of IGE; The experimental results for two real HSI are emerged in Section III; Finally, the conclusions and future work are presented in Section IV.
II. PROPOSED IGE

Given a data set
where N is the number of pixels, d is the dimensionality of the spectral bands and label y i ∈ {1, · · · , c}, c represents the number of classes. An intrinsic graph is denoted as G = {X , W }, where W is the similarity matrix defined as the edge weight matrix. Graph embedding (GE) framework [12] argues that the purpose of DR is to find a linear transformation matrix
where P ∈ R d×r . Then the original high-dimensional data point x is transformed into a lowdimensional vector:
In GE, a local neighbors graph G is built to exploit local structure of the data points. By using G, GE seeks a lowdimensional subspace Z , where the local neighbors information contained in X can be preserved. Note that the performance of graph embedding-based DR algorithms mainly depends on the construction of intrinsic graph G. However, there are many factors may result in an inappropriate graph representation. Firstly, spatial information, which provides additional discriminant information that may lead to more accurate classification results, is not considered. Secondly, it is difficult to set up desired parameters such as the number of nearest neighbors k and Gaussian kernel δ. Thirdly, the number of nearest neighbors dose not adjust properly for the number of data points in each class that can vary greatly. Fourthly, the discriminant information from the available training data points is ignored. Fifthly, the weight design strategies from different spatial neighbors are unitive, which leads to misclassified data points nearby the decision boundary.
To address above issues, we propose a new IGE algorithm, in which some new strategies are utilized for spatial-spectral graph construction. The key ideas of this paper contain the following four aspects: Firstly, advantage of the local spatial neighbors structure information is fully taken; Secondly, the number of nearest neighbors is not fixed; Thirdly, ''graph growing'' ideology is adopted for inner points while three strategies are employed for data points nearby the decision boundary; Fourthly, the discriminant information of training samples is used to determine the pseudo labels of unlabeled data points. Thus, the proposed IGE algorithm is more suitable for HSI classification.
In IGE, spatial-spectral graph is constructed to exploit the local neighbors structure of the data points rather than spectral feature neighbors graph. In the following, we firstly introduce the process of spatial-spectral graph construction, then provide the objective function and detailed algorithmic procedure of IGE.
A. SPATIAL-SPECTRAL GRAPH CONSTRUCTION
Firstly, we definite spatial neighbors, denoted by
where (s 1 , s 2 ) represents the spatial coordinates for pixel x i and k is the width of the neighbors window. The element W spa ij in spatial weight matrix W spa is defined as follow:
In order to obtain an appropriate graph, data points are divided into three groups: inner points, points nearby the decision boundary and outliers (see Fig. 1 ). Different strategies are adopted for different groups. ''Graph growing'' strategy is employed for the inner points to construct adjacency graph, which can preserve the intrinsic geometric structure of the data points. Moreover, there is no need to consider whether the number of nearest neighbors is fixed. Then, three strategies for weight design are utilized for the points nearby the decision boundary to improve the separability of classes. Finally, the window size is designed that can adjust adaptively to overcome the disadvantage of under sampling. The procedure for searching spatial neighbors is displayed in Fig. 2. 
1) INNER POINTS
Since hyperspectral pixels are often surrounded by pixels in the same class, it is obvious that most of the data points belong to inner points as shown in fig. 1 . A new ''graph growing'' strategy is utilized to increase the possibility the selected data point and its spatial neighbors are located in the same class during the construction of the adjacency graph. Fig. 3 illustrates the procedure clearly. The red and black circles represent labeled data points and unlabeled data points respectively. Firstly, it is clear that only u 2 belongs to the spatial neighbors of x 1 when the widow size is set to 3. Thus, we calculate the affinity weight between x 1 and u 2 by formula (3) and assign the pseudo label of u 2 with the label of x 1 . In the next, u 2 is regarded as a labeled data point denoted by x 2 for searing the spatial neighbors. By repeating above operation, u 1 belongs to the spatial neighbors of x 2 and its pseudo label with the label of x 1 , which is denoted by x 3 . Since there is no labeled spatial neighbors for u 3 when the widow size is set to 3, it adjusts adaptively to 5. Then, x 1 belongs to the spatial neighbors of u 3 . We calculate the affinity weight between x 1 and u 3 by (3) and assign the pseudo label of u 3 with the label of x 1 , which is denoted by x 4 .
The new ''graph growing'' strategy is to find new spatial neighbors away from original labeled data points and the discriminate information of training data points is inherited along with growth of the graph.
2) POINTS NEARBY THE DECISION BOUNDARY
For those data points nearby the decision boundary, in order to preserve the locality spatial neighbors information of data points and increase the separability among classes, we define three weight design strategies. Case (1). x j is the unique nearest spatial neighbor for x i , or x i is the unique nearest spatial neighbor for x j then
Case (2). x j and x k are both the nearest spatial neighbors for x i . The number of the nearest spatial neighbors with the same label of x j is more than the number of the nearest spatial neighbors with the same label of x k , then
Case (3). x j and x k are both the nearest spatial neighbors for x i . The number of the nearest spatial neighbors with the VOLUME 6, 2018 same label x j is equal to the number of the nearest spatial neighbors with the same label of
where d spe ij denotes the spectral feature metric between x i and x j .
In order to preserve the local spatial neighbors information of data points and increase the separability between classes, three strategies are utilized for those data points nearby decision boundary. Figs. 4 (a)-(c) illustrate the procedures clearly. Unlabeled data point is signed by black circle while labeled data points are signed by colored circles.
The first validity index is the unique nearest spatial neighbors. As we can see from Fig. 4 (a) , three spatial neighbors signed by red, green and orange represent the unlabeled data points from three different classes respectively. Since the spatial distance between the green and black circle is the nearest and unique, the affinity weight between them is calculated by (4) . Then the pseudo label of the unlabeled data point is assigned as green.
The second validity index is the most number of the nearest spatial neighbors. If the nearest spatial neighbors is not unique, then the most number of nearest spatial is considered. From Fig.4 (b) , we can see that there are four spatial neighbors, a blue, two green and an orange circles for the unlabeled black circle from three different classes. The spatial distances between the black and its neighbors are the same. However, the number of green circle is more than the other colored circles. Thus, the weights between the black and the other two green circles are calculated by (5) . Then the pseudo label of the unlabeled black circle is assigned as green.
Finally, if the most number of the nearest spatial neighbors is still same, spectral feature is adopted to estimate the similarity between unlabeled data point and its spatial neighbors. From Fig. 4 (c) , the two labeled spatial neighbors, one red and one green are the nearest neighbors of the unlabeled black circle. Since the spectral feature between the red and black circles is closer than that between the green and black, the weight between the red and black is calculated by (6) . Then the pseudo label for the black is assigned red.
Through the above three strategies, the intrinsic spatial geometric structure is preserved. Separability of classes is increased for the weights of the ''most'' similar neighbors that are set to 1 while other spatial neighbors are set to 0.
3) OUTLIERS
As random sampling may lead to no labeled data point sampled in the narrow area, this may lead to an incomplete construction of graph. Thus we introduce an adaptive adjustment for the window size to overcome this disadvantage. Fig. 5 illuminates the process clearly. We can see that there is no spatial neighbors for the black circle when the widow size is set to 3. Then, the widow size is adjusted adaptively to 5. Finally, the weight between the blue and black circles is calculated by (4) and the pseudo label of the black circle is assigned blue.
B. OBJECTIVE FUNCTION OF IGE
IGE tries to find the transformation matrix P by minimizing the following objective function:
where (4), (5) or (6) . The transformation vector that minimizes the objective functions (7) is given by the minimum eigenvalues solution to the generalized eigenvalues problem:
where λ k is the kth minimum eigenvalue corresponding to p k for k = 1, · · · , r. The proposed IGE algorithm is summarized in Algorithm 1. 
III. EXPERIMENTAL RESULTS
In this section, we report by extensive experiments to evaluate the effectiveness of the proposed algorithm. All experiments are performed on a Core(TM), i3-4103, 3.40GHz PC with 8.00 GB memory under Windows 7 using a MATLAB implementation. We randomly chose the training samples in experiment to avoid manual elaboration of labeled data points.
A. DATASETS
In our experiments, two datasets, Indian Pines image (Indian Pines) and University of Pavia image (Pavia University) are employed to evaluate the performance of our proposed algorithm. The input data points for the experiments are normalized in the range [0, 1].
The first dataset, Indian Pines shown in Fig. 6 
B. EXPERIMENTAL ANALYSIS
In our experiment, SVM is generally adopted for supervised classification of dimensionality reduction of Hyperspectral data. For comparison purposes, we also report the results obtained by ten DR algorithms, LPP, SPP, SLPP, NSPE, SPGE, SGDA, CGGE, CGDA, LGDA and SLGDA [31] . In order to evaluate the performance of our approach, we run ten times and the mean values on the testing data points are used. We chose the overall accuracy (OA) (i.e. the percentage of correctly labeled samples over the total number of samples) as the reference classification accuracy measure. Fig. 8 shows the relationship between the ratio of training samples and OA on each experiment dataset. Figs. 8 (a) and (b) show the results for Indian Pines and Pavia University datasets respectively. We can observe that: (1) The OA of IGE is higher than the compared algorithms with the same ratio of training samples; (2) The performance of the IGE for small sample size is much better than other algorithms. This is due to the facts: (1) Spatial-spectral graph VOLUME 6, 2018 is more suitable than simply adopting spectral graph to exploit the neighbors structure of data points set; (2) Discriminant information of pseudo labeled samples can be used to avoid the small sample size problem during construction of the adjacency graph.
1) TRAINING SAMPLES SIZE
2) REDUCTION DIMENSION
The overall accuracy for the two datasets in different subspace dimension is depicted in Fig. 9 . In the results reported here, the ratio is set at 20%, and the number of neighbors is set to 1 for the compared algorithms in experiments. Fig. 9 (a) shows the OA result for Indian Pines dataset. We can observe that: (1) The speed of convergence for IGE, LPP and SLGDA is faster than the compared algorithms when the subspace dimension is set to 20, however, the OA of IGE is higher than that of LPP, SLGDA; (2) The speed of convergence for SPP, NSPE, SPGE, SGDA and CGDA is slower when the subspace dimension is set higher than 20 because the sparse structure constraint of the data points is considered; (3) The OA results for SLPP and LGDA are improved with the increasing dimension of subspace Fig. 9 (b) shows the OA result for Pavia University dataset. We can observe that: (1) All experiment algorithms except NSPE and CGGE are converged when the subspace dimension is set to 20. However, the OA of IGE is higher than other algorithms; (2) The OA for NSPE is improved by the increasing dimension of subspace, however, NSPE suffers from the small sample size problem.
3) COMPARATIVE RESULTS
Figs. 10 and 11 visually show the classification maps on the two datasets. The ratio of training samples is set to 20% in experiments. We compared our algorithm against ten DR algorithms, LPP, SPP, SLPP, NSPE, SPGE, SGDA, CGGE, CGDA, LGDA and SLGDA. Note that the classification map of IGE is clearer and smoother, which indicates that the spectral-spatial graph can achieve better performance.
Tabs. 1-2 show the performance comparison between different DR algorithms on the two hyperspectral dataset, respectively. Four popular metrics, overall accuracy, average accuracy (AA), kappa coefficient κ and computational cost (t) are used to give quantitative evaluation for different algorithms. Computational cost t represents the consumed times for spatial-spectral graph construction and transformation matrix computing. We note that all the compared algorithms perform well on the two datasets, whereas IGE achieves the best OA. Similar results are also observed in AA and κ. IGE achieves about 4% advantage in OA, and 1.3% advantage in AA and κ than the compared algorithms from Indian Pines dataset. Compared with ten traditional algorithms (LPP, SPP, SLPP, NSPE, SPGE, SGDA, CGGE, CGDA, LGDA and SLGDA), our proposed algorithm outperforms over 3% in OA, 8% in AA and 6% in κ for Pavia University dataset. Those results indicate that compared with other algorithms, the proposed algorithm is a promising and efficient algorithm for HSI classification.
Note that the computational costs of LPP, SLPP and IGE are much lower than that of graph-based dimensionality reduction, and the cost of IGE is a little longer than that of LPP and SLPP because the construction of graph is based on the total data rather than the training data. The costs of SPGE, SGDA, CGGE, CGDA, LGDA and SLGDA are much longer than that of IGE due to the fact that they carry additional computation burden for the sparse or low-rank constraint. VOLUME 6, 2018 
IV. CONCLUSION
In this paper, we propose a novel IGE for DR in HSI. In the proposed IGE, a spatial-spectral graph employing spatial and discriminant information is introduced not only to preserve locality structure, but also to improve the separability of different classes. The spatial affinity weight and pseudo label of each unlabeled sample are determined according to labeled samples of spatial neighbors in each iteration. Moreover, three weight strategies are introduced to improve the separability of classes for those samples nearby the decision boundary of classification. In addition, the window size of spatial neighbors is able to be adaptively adjusted according to whether training samples in spatial neighbors exit. Experimental results demonstrated that the proposed IGE outperformed other conventional DR algorithms on improving classification performance.
However, the proposed algorithm needs further improvement. For example, the objective function of IGE is to minimize the local scatter of the projected data points. In some cases, this criterion cannot be guaranteed to yield a good projection for classification purposes. This issue will be the main focus of our future work.
Algorithm 1 IGE
Require:
Data points set,
; The initial window size k is set to 3; The number of maximum iteration, t; Ensure:
The optimal projection matrix P. 1: PCA projection. Use PCA to preprocess the data points set X . Then X is divided into training data points set
i and testing data points set X U = x j N U j . 2: Spatial-spectral graph construction. 3: for l = 1 → t do 4: for Each training data point x i do 5: Find the spatial-spectral neighbor of x i in testing data points set X U with the window size k. 6: if N spa (x i ) is nonempty then 7: Calculate the weight of spatial-spectral neighbors W ij between x i and every testing data point x j ∈ N spa (x i ) using (3), (4), (5) and (6). 8: Determine the pseudo label for the projected unlabeled data point x j according to the biggest weight. 9: end if 10: end for 11: Merge the pseudo labeled testing data points into the training data points set X L while the rest data points in testing data points set are regarded as testing data points set X U
12:
if The unlabeled data points set X U is empty then 13 
