Abstract
Introduction
In the current clinical inflation, medical imaging is becoming a very important aspect for many applications from diagnosis to treatment [1] . Nowadays, various medical images such as Magnetic Resonance Imaging (MRI), Computerized Tomography (CT), Positron Emission Tomography (PET), Single-photon Emission Computerized Tomography (SPECT) etc. play an important role in process of brain tumor diagnosing and treating. Each imaging modality has its special imaging mechanism to supply different useful information. For brain tumor diagnosis and treatment, MRI has several advantages over other medical imaging modalities such as a useful non-invasive technique for assisting in clinical diagnoses [2] .
In recent years, multispectral MRIs are usually used to delineate the tumor and its subregions in clinical practice. Different MRI sequences can respectively provide different and partly independent information about different tissues, and reflect pathologic information about the brain tumor [2] . The commonly used spectral images include T1-weighted (T1), T2-weighted (T2), T1-weighted images with contrast enhancement (T1C) and T2-FLAIR (Fluid Attenuated Inversion Recovery) weighted for brain tumor extraction. The tumor area is usually divided into necrotic, active and edema sub-regions. In general, the radiologist needs to consider all these MRIs simultaneously for brain tumor diagnosis [3] . For helping brain tumor imaging analysis, the tumor region segmentation or detection is a necessary and essential step. Subsequently, a large amount of research in last few yearshas been focused on fully automatic methods for segmenting brain tumors from multispectral MRIs.
Even with multimodality MRIs, brain tumor segmentation is still a challenging task because the tumors vary greatly in size and position and have a variety of shape and appearance properties [4] [5] . Therefore, it is difficult to segment a brain tumor by using a simple unsupervised threshold. For accurately segment the brain tumor, we need to explore the characteristic and pathological process of brain tumor. On this basis, many other methods have been proposed for automatically segment the brain tumor. In paper [4] and [6] , these methods were divided into four groups based on their fundamental theories: (1) atlas-based method [7] , (2) contour/surface evolution [8] , (3) graph-based [9] and (4) learning-based [10] . Compared with these methods, a new classification method based on sparse representation theory now is wildly applied in several image classification or segmentation fields [11] . This method represents a testing sample as a sparse linear combination of atoms in an over-complete dictionary, which is built by the training samples from all classes. The label of a testing sample is determined by the representation residue with respect to each class [12] . This method assumes that data or each testing sample is independently and identically distributed and doesn't consider any spatial relationships. However, most voxel labels in medical image strongly depend on their neighbors. Therefore, we need to take the spatial relationship into account for accurate segmentation results.
In this paper, we propose a fully automatic technique by integrating the sparse representation classifier (SRC) and Markov random field (MRF) for brain tumor segmentation from multispectral human brain MRIs. We first use the intensities of different patches in multispectral MRIs to represent the features of both normal and abnormal tissues and generate a dictionary for following tissue classification. Then, the sparse representation classifier (SRC) is applied to classify the brain tumor and normal brain tissue in the whole image. At last, the Markov random field (MRF) regularization introduces spatial constraints to the SRC to take into account the pair-wise homogeneity in terms of classification labels and multi-modality voxel intensities. Our method was evaluated on 20 multi-modality patient datasets with competitive segmentation results. This paper is a revised and expanded version of a paper [19] presented at international conferences on ISA, CIA 2015 in Philippines.
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To calculate this sparsest coefficient vector we need to solve the following optimization problem: Finding the solution to Eq. (4) is NP hard problem [13] . So the problem can be solved using l1-norm, which is a convex optimization problem: 1 1 arg min
Usually, the signals are always corrupted by noise, so we always find the sparse solution of coefficient vector using following minimization: 1 1 arg min   subject to 2 Dy  
Then, the classification results can be estimated using the residual error:
Our Method
To segment a multispectral MRIs 41 w  )in multispectral MRI scan be constructed by:
After that, each training data is represented to the column vector as Eq. (8) and integrated into a dictionary for brain tumor segmentation. To classify the testing pixel into different class (tissue, edema, tumor in multispectral MRIs), we use Eq. (8) to transform the neighborhood patch into a column vector, and represent it by linear sparse coding. According to the SRC description in section 2 and following [14] , we estimate the coefficient vector by minimizing a non-negative Elastic-Net problem [15] :
where, the first term is the intensity vector fitting term based on the intensity patch similarity, the l1regularization term is used to enforce the sparse constraint of the reconstruction coefficients, and the l2 smoothness term is used to enforce the coefficients to be similar for the similar patch [14, 15] . The details about the solution of Eq. (9) can be seen in paper [15] . After minimization of Eq. (9) for each testing pixel, the probability of each pixel belonging to different class can be estimated using the reconstruction error:
The testing data is able to be classified by calculating the maximum of probabilities generated by Eq. (10). However, only patch intensity information is used for classification, the brain tumor segmentation performance is not good enough due to poor MR image quality. Thus, we need to use the spatial contextual information to improve the brain tumor segmentation accuracy. In our paper, the MAP-MRF framework is applied to regularize the SRC map to improve the brain tumor segmentation results. This framework encourages the classification of one pixel to depend on the labels of neighboring pixels. According to [16] , the MAP segmentation in the framework of Bayesian theory is given by: 
Minimization of (13) is a combinatorial problem involving unary and pairwise interaction terms [16] [17] . In this paper, the a-Expansion graph cut algorithm [18] is applied to solve the minimization of Eq. (13).
Implementation and Results
We evaluate our model on the BRATS 2012 challenge data set of 20MRIs with brain tumor, 10 subjects are simulated data and other 10 subjects are real patient data. Each subject comprises T1, T2, T1C and FLAIR sequences. Figure 1 shows two brain tumor segmentation results of real and simulated data. The first row and third row show the original images of T1, T2, FLAIR and T1C sequences respectively. We can see that the intensities of the tumor region and brain tissues are quite different in these four sequences. The second and fourth rows show the brain tumor segmentation results and corresponding ground truth. The first and second columns demonstrate the tumor segmentation using SRC method and SRC-MRF method respectively, the third columns demonstrate the ground truth, and the last column demonstrates the difference quantity between tumor segmentation by using SRC-MRF method and the ground truth. From these two results, we can see that using MRF regularization on SRC results can improve the tumor segmentation results which indicate the importance of the spatial contextual information in brain tumor segmentation for detecting the complete boundaries of tumor and reducing the influence of the noise. Also, the difference quantity images demonstrate that our segmentation results are very close to the ground truth which indicates that our method is able to obtain accurate brain tumor segmentation results. The brain tumor segmentation results of our algorithm for a real patient and simulated 3D data is shown in Figure 2 . The first row shows four T2 images from different slices of one 3D real patient data. The segmentation results of our algorithm are demonstrated in the second row. The third row shows the corresponding segmentation of brain tumor provided by expert radiologist and used only for performance evaluation and comparison. Four T1C images from different slices of one 3D simulated data are shown in fourth row, the fifth and last row demonstrate our segmentation results and ground truth, respectively. By comparing to the ground truth given by expert radiologist, it is clear that our brain tumor segmentation results show a high similarity to the ground truth which demonstrates the efficacy of our method for 3D brain tumor multispectral MRIs segmentation.
International Journal of Signal Processing, Image Processing and Pattern Recognition Vol. 8, No.9 (2015) 234 Copyright ⓒ 2015 SERSC We employed the Jaccard score to quantitatively evaluate the segmentation results obtained by the multinomial logistic regression (MLR), SRC, MLR-MRF as well as our SRC-MRF method in 20 subjects. Table 1 demonstrates the Jaccard Score of these four methods on simulated data and real data. As shown in these two tables, the mean Jaccard 0.82, respectively. We can see that the Jaccard scores of SRC are higher than those of MLR classifier, which indicated that the performance of SRC is much better than that of MLR classifier. The Jaccard scores of results obtained by these two classifiers with MRF regularization are both higher than those of results obtained by the two classifiers without MRF regularization which show significant improvements by encouraging the spatial information to improve the segmentation accuracy. Besides this, the Jaccard scores of the results obtained by our method are highest which demonstrate the efficiency and competitiveness of our method. 
Conclusion
In this paper, we presented a novel brain tumor segmentation method by using sparse representation classifier and Markov random filed regularization. We first use the intensities of different patches in multispectral MRIs to represent the features of both normal and abnormal tissues and generate a dictionary for following tissue classification. Then, the sparse representation classification (SRC) is applied to classify the brain tumor and normal brain tissue in the whole image. At last, the Markov random field (MRF) regularization introduces spatial constraints to the SRC to take into account the pair-wise homogeneity in terms of classification labels and multispectral voxel intensities. Our method was evaluated on 20 BRATS challenge subjects; the higher Jaccard Score values demonstrate the advantage and considerable competence of our method.
