The two predominant families of deformable models for the task of face alignment are: (i) discriminative cascaded regression models, and (ii) generative models optimised with Gauss-Newton. Although these approaches have been found to work well in practise, they each suffer from convergence issues. Cascaded regression has no theoretical guarantee of convergence to a local minimum and thus may fail to recover the fine details of the object. Gauss-Newton optimisation is not robust to initialisations that are far from the optimal solution. In this paper, we propose the first, to the best of our knowledge, attempt to combine the best of these two worlds under a unified model and report state-of-the-art performance on the most recent facial benchmark challenge.
INTRODUCTION
Statistical deformable models have emerged as an important research field over the last few decades. The majority of ongoing research has focused on the task of facial alignment, due to the plethora of existing annotated databases [1, 2, 3, 4] . The most commonly-used face alignment methods can be separated in two families: (i) discriminative models that employ cascaded regression, and (ii) generative models that are iteratively optimised using a Newton-type algorithm. Cascaded Regression models: The methods of this category aim to learn a regression function that regresses from the object's appearance (e.g. commonly hand-crafted features) to the target output variables (the landmark coordinates). Recent works have shown that a single regression step (as previously proposed [5] ) is not sufficient for accurate generic alignment and that superior performance can be achieved by employing a cascade of regression functions [6, 7, 8, 9, 10, 11, 12, 13] . The most representative example is Supervised Descent Method (SDM) [6, 7] . Cascaded regression-based techniques Alphabetical order due to equal contribution. The work of E. Antonakos Example descent directions. Cascaded-regression (green) does not reach the optimum. Gauss-Newton (blue) diverges due to the initialisation. However, applying GaussNewton after the final regression step (red) converges much closer to the optimum. This observation motivates the idea behind the proposed unified model. generally return accurate results even with very challenging initialisations. Hence, they seek to learn averaged descent directions with good generalisation properties, as in the case of SDM [6] . However, since the descent directions are not specific to the test image, they are not always able to recover the fine details of the object. They also have no theoretical guarantee of local convergence on test images 1 . Generative models: The most common generative alignment method is the Active Appearance Model (AAM) [5] . AAMs are parametric linear models of shape and appearance of an object and their objective function involves the minimisation of the appearance reconstruction error with respect to the shape parameters. [14, 15] showed how to linearise the AAM objective function and optimise it using the Gauss-Newton algorithm. Numerous extensions have been published since then, either related to the optimisation procedure [16, 17, 18] or the model structure [19, 20, 21] . Generative models have been shown to be more accurate than regression-based methods when initialised close to an optimum [16, 18, 19, 21] . However, the linearisation of the cost function required for Gauss-Newton optimisation causes generative models to be highly sensitive to their initialisations. In general, if GaussNewton is not initialised within close proximity of an acceptable local minima, the resulting alignment will be poor.
In this paper, we present a unified model that combines the generative and discriminative formulation via a weighted combination of their descent directions. Our motivation comes from the example of Figure 1 , in which we plot the cost function that we aim to optimise based on a parametric shape model and a projected-out appearance subspace [14] . Note that the cost function is plotted w.r.t the first two shape parameters and is common for the discriminative and the generative models. Even though the initialisation is far from the groundtruth optimum, the cascaded regression manages to quickly converge towards the correct direction with large steps, but is not able to actually reach the optimum. In contrast, the generative model completely diverges due to the distance from the global optimum. However, by applying Gauss-Newton after cascaded regression, we reach a local optimum that is very close to the global optimum. Our proposed model employs a fully parametric cascade of regression-based descent directions, which are further adapted by the gradient descent directions provided by the Hessian of Gauss-Newton. This adaptation allows the model to be robust to very challenging initialisations and to converge to the local minimum which can recover accurate landmark localisation for the fine details of an object. Inspired by our method's nature, we name it Adaptive Cascaded Regression (ACR). Finally, we report state-of-the-art performance on the task of face alignment, using the most recent benchmark challenge 300-W [1, 2, 3].
PROPOSED METHOD
Shape model We denote a landmark point for an image I, as
T and thus the shape instance of an object with n landmarks is given by
. Given a set of such shape samples {s i }, a parametric shape model can be modelled by aligning the shapes and then performing Principal Component Analysis (PCA). The shape subspace is further augmented with four eigenvectors that control the global similarity transform [14] . The resulting shape model {U s ,s} consists of the orthonormal basis U s ∈ R 2n×ns with n s eigenvectors and the mean shape vectors ∈ R 2n . A new shape instance is generated via s(p) =s + U s p where p = [p 1 , . . . , p ns ]
T ∈ R ns×1 are the shape parameters. Appearance model Let us define the function φ(s) that returns a vector which concatenates the features (e.g. SIFT [22] ) extracted from the patches centred at the landmarks of the provided shape instance s. Given that each vector has length m, then φ(s) ∈ R mn×1 . Given a set of appearance samples {φ i } and then applying PCA, we obtain a parametric appearance model {U a ,ā} that consists of the orthonormal basis U a ∈ R mn×na with n a eigenvectors and the mean appearance vectorā ∈ R mn . An appearance instance can be generated as a(c) =ā + U a c where
T ∈ R na×1 are the appearance parameters. We also define P = E − U a U 
. . , N to be a set of shape parameter increments, the training procedure of ACR aims to learn a cascade of K optimal linear regressors given the gradient descent directions of each training image at each level k = 1, . . . , K by minimizing
(1) with respect to W k .φ i,j,k denotes the projected-out residual defined aŝ
and H i,j and J i,j denote the Hessian and Jacobian matrices, respectively, of the Gauss-Newton algorithm per image i = 1, . . . , N and per perturbation j = 1, . . . , P . λ k is a hyperparameter that controls the weighting between the regressionbased and gradient descent directions at each cascade level k. The training procedure involves the following steps:
Step 1: Shape Parameters Increments Given the set of vectors p k i,j , we formulate the set of shape parameters increments vectors Δp
Step 2: Projected-Out Residuals The next step is to compute the part-based appearance vectors from the perturbed shape locations φ i (s(p k i,j )) and then the projected-out residuals of Eq. 2 ∀i = 1, . . . , N, ∀j = 1, . . . , P . These vectors are then concatenated in a single mn × NP matrix aŝ
Step 3: Gradient Descent Directions Compute the GaussNewton solutions for all the images and their perturbed shapes and concatenate them in an n s × NP matrix as
This involves the calculation of the Jacobian and Hessian per image as
where
is the model Jacobian that consists of the mean appearance Jacobian Jā = ∂ā ∂p and the Jacobian of each appearance eigenvector denoted as J l , l = 1, . . . , m. Note that both Jā and J l can be pre-computed. Thus, Eq. 5 requires the calculation of the appearance parameters c i,j , given their current estimate from the previous cascade c 
Step 4: Regression Descent Directions By using the previously above defined matrices, the cost function of ACR in Eq. 1 takes the form arg min
The closed-form solution of the above least-squares problem is
Note that the regression matrix of this step is estimated only in case λ k ≥ 0. If λ k = 0, then we directly set W k = 0 ns×mn
Step 5: Shape Parameters Update The final step is to generate the new estimates of the shape parameters per training image as 
where the Jacobian and Hessian are computed as described in
Step 3 of the training procedure (Eq. 4). The computational complexity per iteration is O(n s mn(n a + n s + 1)). 
EXPERIMENTAL RESULTS
Datasets We use the 68-point annotations provided by [2, 1, 3] for LFPW [23] , HELEN [24] , AFW [25] and IBUG [2, 3] databases. For all experiments, we used the bounding boxes provided by the 300-W competition [2] . Error Metric To maintain consistency with the 300-W competition, we report cumulative error distribution (CED) graphs using the point-to-point error normalised by the interocular distance defined by the outer eye corners. We also report the failure rate, as well as the area under the curve (AUC). We fix a maximum error that we believe represents a failed fitting, and thus the higher the AUC, the more fittings are concentrated within this acceptable fitting area. In all experiments, CED curves and AUC errors are reported up to 0.06. Examples of different errors are given in Fig. 2 , which shows that 0.06 represents an alignment failure. Finally, note that the error is computed on 49 points to be consistent with public implementations of state-of-the-art techniques. Implementation Details 20 and 300 components were kept for the shape and appearance models, respectively. After performing cross-validation, we found that a cascade of 14 levels with λ = [1, 0.75, 0.5, 0.25, 0, 0, . . .] was sufficient. Intuitively, this means that the regression-based descent directions need to dominate the optimisation for the first few iterations, as they move towards the optimum with steps of large magnitude. After that, the gradient descent steps are sufficient in order to converge to an accurate local minimum. The first two iterations are performed on the image at half scale, the rest at full scale (120 × 120). The patch sizes were [32×32, 24×24, 24×24, 16×16, 24×24, 24×24, . . .]. Dense SIFT [26, 22] features were used for all methods. When performing a regression, a ridge parameter of 100 was used. The training data is augmented by perturbing the provided bounding boxes of [2, 3] with uniform noise of 0.005 for scaling and 0.07 for translation. The same options were used for training the AAM and SDM using the Menpo Project [27] . Self Evaluation Fig. 3 compares ACR to both the generative AAM and the discriminative SDM. We trained all 3 methods on LFPW training set, HELEN training set and IBUG.
The testing database was chosen as AFW as recent works (e.g. [12] ) have shown that AFW is still a challenging dataset. Normalized Point-to-Point Error (log scale) Fig. 3 : ACR, AAM (Gauss-Newton) and SDM (Discriminative), trained identically, tested on the images of AFW. (Left) CED on 49 points using the bounding boxes of [2, 3] . (Right) Sorted initial errors of 10 random initialisations of each image. As the error increases, the AAM is unable to converge, whereas ACR is robust to initialisations and accurate. ACR over both SDM and AAM. Fig. 3 (right) demonstrates the sensitivity of generative methods to initialisations by generating 10 random initialisations per image of AFW and then sorting the initialisation errors (low-to-high). The initialisation errors wered binned and the final error of the SDM, AAM and ACR is plotted with respect to increasing initial errors. As the initialisation error increases, the AAM is incapable of converging towards an acceptable local minima. In contrast, both the SDM and ACR perform well, though ACR outperforms SDM across all errors.
Comparison with state-of-the-art The testing dataset of the 300-W competition [2, 3] includes 600 "in-the-wild" images and is described as being drawn from the same distribution as the IBUG dataset. ACR was trained using LFPW training set, HELEN training set, AFW and IBUG. Fig. 4 compares the performance of ACR against the state-of-the-art methods
Method
AUC Failure rate (%) ACR 0.43 11.0 300W 1 [28] 0.42 9.3 CFSS [13] 0.40 13.5 300W 2 [29] 0.38 14.2 PO-CR [12] 0.37 17.7 ERT [9] 0.28 23.7 Intraface [6, 30] 0.27 23.8 Chehra [11] 0.24 46.8 Initialisation 0.01 96.8 Table 1 : The area under the curve (AUC) and failure rate (% of images with error > 0.06) for the CED curve in Fig. 4 . [29] , CFSS [13] , PO-CR [12] , ERT [9] , Intraface [6, 30] and Chehra [11] . In all cases, the testing was initialised using the bounding boxes from [2, 3] . It can be seen that ACR is the most accurate technique and slightly outperforms [28] , which is a much more complex deep learning method provided by industry. Table 1 reinforces the results of Fig. 4 by showing that ACR is highly accurate and slightly less robust than the method of [28] .
CONCLUSION
We have shown that by combining the descent directions of cascaded regression with the descent directions from GaussNewton optimisation, we can achieve both robustness to challenging initialisations and accuracy w.r.t fine details. We report state-of-the-art performance on the task of facial alignment, using the most recent benchmark challenge and have experimentally verified that ACR outperforms both AAM and SDM for a range of initialisations.
