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Abstract
Self-Organizing Feature Maps (SOFM’s) can be a valuable element in a network intrusion detection system. When
classification is performed on a segment of network traffic, the usual method for class determination is selecting the
class which has the smallest measurement of the Euclidean distance from the multi-dimensional network traffic sample
to the class’ multi-dimensional prototype. This minimum distance is calculated with equivalent weights for each
dimension of data in the network traffic sample. In this paper we explore the possibility of applying different randomly
generated weightings to each dimension of data in the network traffic sample to increase positive classifications of the
network sample data provided by the 1999 KDD Cup Dataset. We show that there is improvement, and recommend
that further studies be done in choosing the right evolutionary functions to help modify the hotspots and achieve better
results.
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1. Introduction
Protection from hackers on networks is currently of great importance. Recent examples of victims include the recent
repeated hacking of Sony PS3 (both in April, and in May, 2011), which, according to The Telegraph [1], involved
about 70 million customer accounts being vulnerable, and the hacking of websites both including US and Canadian
government sites. Besides this, it has become easier for novices in hacking to get user-friendly tools and even lessons
on how to successfully hack into networks with relatively sophisticated security.
An Intrusion Detection System can dynamically monitor the events happening in a system, and identify whether
they are attacks or legitimate accesses [2]. IDSs can be categorized as Misuse Detectors, Anomaly Detectors, or
a Hybrid of the two. This research deals with Anomaly Detection, and so we shall major on these. Anomaly de-
tection uses the assumption that unexpected behaviour is evidence of an intrusion. They can further be categorized
as specification-based (these are a set of rules from human experts which provide the basis of bias that help deter-
mine good/normal behaviour), and behaviour-learning-based, in which the Detection System automatically learns the
behaviour of the system under normal operation.
Rule based IDSs such as Snort and Bro use human-crafted rules to determine known attacks [3, 4], for example,
virus signatures and requests to nonexistent services or hosts. However, anomaly detection systems such as SPADE
[5], NIDES [6], PHAD [7], ALAD [8] compute (statistical) models for normal network traffic and trigger alarms when
a large deviation from the norm is found [9].
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In [10, 11, 12] we describe an IDS that entails generating a Self-Organizing Feature Map based on known intru-
sions, which are categorized as Probe, User-to-root, Remote-to-local, and Denial-of-Service, and also normal data.
The data is obtained from the KDD data set. We use the Euclidean distance to determine the Hotspot Vectors, which
are then used to categorize the various payload provided.
2. Using Self Organizing Feature Maps in IDSs
Network intrusion detection systems which incorporate SOFMs are a feasible means to detect intrusions through net-
work traffic, based on classification of specifications of network traffic information. The same means of classification
using SOFMs can be applied to other systems of information classification as long as proper and thorough training
data is provided.
Once the type of data to be classified is determined, the relationship of sample data to the class prototypes must
be determined. This has generally been examined through a linear function/relationship when it comes to calculating
the Euclidean distance of the sample data to the prototype data. The Euclidean distance is used because it accounts
for the multi-dimensional aspects of system sample data and classification specifications. When the distance to the
prototypes are calculated, each dimension of the sample data is weighted the same before the Euclidean distance is
calculated; a linear relationship. This method of classification is not perfect however, as it still falsely classifies a
percentage of the data samples.
In this research, we have tried to determine whether the relationship between the data samples and the class
prototypes may be non-linear, or linear with coefficients other than one, before the Euclidean distance is calculated.
We can then determine if there is an increase in positive classifications of data samples. If there is an increase in
positive classifications of data samples then it can be said that the specific system has a non-linear multi-dimensional
relationship within its sample data which is relevant to its classification.
2.1. Testing
The test was carried out on the 1999 KDD Cup Dataset, which is a collection of 4.8 million lines of network traffic.
A percentage of the traffic represents normal network traffic, while the remainder represents attacks to the system over
the network.
This dataset also comes with a percentage of training data, which will be used to train the SOFM’s in determining
which class each line of sample data belongs to. After prototypes are created of all the types of data transferred over
the network, the classification of the 1999 KDD Cup dataset will begin. This classification will be done with a linear
relationship between the multi-dimensional sample data when the Euclidean distance to the prototypes are calculated.
The results will be used to determine the baseline percent correctness of the classification process, using the specific
training data, and the specific sample data.
Non-linear relationships will then be tested on the same 1999 KDD Cup dataset, and the percent correctness of the
classification process will be measured. The exact non-linear relationship will be determined using a set of randomly
generated and ranged values, which will then be manipulated using genetic algorithms to speed up the process of
finding the specific combination which yields the highest percent correctness of sample data classification.
3. Methodology
The following algorithms and methods will be used to carry out these tests.
3.1. Determining dimensionality of Dataset
When the term multi-dimensional is used, it refers to the multiple values found within a systems sample data,
which all relate, in some manner, to the classification of the type of data within the system. In the case of the 1999
KDD Cup Dataset, this is 40 different values which comprise a single sample of network data. This sample would be
said to have 40 dimensions, each dimensions value having some correlation to the classification of the data.
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3.2. Distance within Multi-Dimensional Data
To classify the sample data, distances must be calculated to each prototype from each sample. These distance
calculations must take into account the multi-dimensional nature of the network data, or any data system this test is to
be applied to. The orthodox formula for the Euclidean distance is defined as:√
(q1 − p1)2 + (q2 − p2)2 + ... + (qn − pn)2 =
√
n∑
i=1
(qi − pi)2
Where p and q represent data from the sample and data from the prototype, within the same dimension. The
prototype which has the smallest distance to the sample data, is said to be the class which the data sample belongs to.
The new formula used is√
a1(q1 − p1)2 + a2(q2 − p2)2 + ... + an(qn − pn)2 =
√
n∑
i=1
ai(qi − pi)2
Where (ai) is the vector of coefficients.
3.3. Generating non-linear relationships
The non-linear relationships within the multi-dimensional sample data are generated through pseudo-random num-
ber generators, seeded with the time function of the programming language used. Any method of pseudo-random
number generation can be used, but this was the method we chose.
The values that were pseudo-randomly generated were between one to three, inclusive, and filled an array whose
length was equal to the number of dimensions present in the sample data. This means that one value was generated
for each dimension the sample data had. These values were known as modifiers, because they determined how the
value within a specific dimension of the sample data was modified before being compared to a class prototype. The
total number of possible combinations of modifier sets for a given system would then be 3(no. of dimensions). In this
case, 37 of 40 dimensions were selected as determining factors of classification, meaning the total number of possible
modifier combinations was 337.
3.4. Genetic algorithms for modifier manipulation
After a pool of modifiers is created and tested, their percentage correctness of classifications are calculated and
the next generation must be selected. To do this, genetic algorithms are applied to the sets of modifiers which showed
the highest percentage correctness for classification.
A double split was used on two high percentage correctness yielding modifier sets to generate the next generation
of modifiers. An alternating generation method with a single split was used to ensure the double splits were not
accidently undone when the next generation was generated. These next generation modifier sets replaced the modifier
sets with the lowest percentage correctness.
These newly generated modifiers would then be tested with the sample data, and the process would continue as
many times as needed.
4. Experiment and results
Below is a description of the methods used and the results found.
4.1. Experiment Procedure
The experiment was conducted using the above methods and algorithms in the following process.
The test sample network data was read into the program and prototypes calculated based on 37 of 40 dimensions. The
prototypes were then saved to file for continued and future use.
54158.046300, 8232.650023, 0.000000, 0.000000, 0.000000, 1.963232, 0.000000, 1.000000, 0.966409, 0.000000,
0.000000, 0.000000, 0.000000, 0.000000, 0.000000, 0.000000, 0.000000, 0.000000, 3.381298, 3.637313, 0.002955,
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0.003182, 0.040477, 0.095801, 0.998847, 0.002320, 0.112129, 206.963686, 206.963686, 1.000000, 0.000000, 0.010281,
0.000000, 0.002138, 0.002138, 0.050390, 0.050390, back.
1400.433333, 6339.833333, 0.000000, 0.000000, 0.000000, 2.066667, 0.000000, 1.000000, 1.500000, 0.600000,
0.000000, 0.166667, 0.633333, 0.000000, 0.000000, 0.000000, 0.000000, 0.000000, 9.100000, 1.333333, 0.066000,
0.000000, 0.017000, 0.033333, 0.917333, 0.038000, 0.000000, 3.066667, 13.900000, 1.000000, 0.000000, 0.680667,
0.075000, 0.000000, 0.000000, 0.021333, 0.021333, buffer overflow.
4.2. An Example of two prototypes
The complete 1999 KDD Cup Dataset was then read with no modifiers added to determine the baseline normal
percent correctness for a linear relationship between the multi-dimensional network data. The result were that 3834049
of 4898431 sample data were classified correctly, for a percentage of 78.2709. Sixteen modifiers were then pseudo-
randomly created using the method described earlier.
2 3 1 3 2 3 1 1 1 1 3 3 3 1 2 3 3 3 1 2 3 1 1 3 3 1 3 1 2 2 1 1 2 1 2 1 3
4.3. An example of a modifier set.
The full 1999 KDD Cup Dataset was then tested against each modifier set. The results of the first tests are shown in
Table 1 below.
Table 1: The modifiers used and the Correct Percentage in Classification
Correct
Modifier Percentage
0 3 2 2 3 3 1 3 1 1 1 2 2 1 2 1 1 2 3 1 3 1 2 1 3 2 3 3 2 3 2 3 3 3 2 3 3 3 0.339232
1 3 2 1 1 3 2 1 2 3 1 3 3 2 3 3 3 1 3 2 3 3 1 3 2 3 3 2 2 3 2 2 2 3 3 3 2 2 0.685440
2 3 2 2 1 1 1 2 1 1 3 2 2 1 2 1 2 2 2 1 2 1 3 1 3 2 1 2 1 3 2 3 1 3 1 2 1 2 0.311329
3 1 3 1 1 2 2 1 1 2 3 3 1 3 1 3 2 3 3 3 1 1 2 1 3 1 1 3 3 3 2 1 1 2 2 1 3 3 0.594758
4 2 1 2 1 1 3 1 2 3 1 2 2 3 2 3 2 1 1 3 1 1 3 1 2 1 2 1 3 3 2 2 2 2 1 3 3 1 0.599028
5 1 3 1 1 2 2 1 1 1 1 1 1 1 2 2 3 1 1 3 3 2 3 1 3 2 2 2 3 3 3 1 1 3 2 1 1 3 0.594978
6 2 1 3 2 2 2 2 2 1 2 3 2 3 2 3 2 2 3 1 2 3 1 1 3 2 1 2 3 2 2 2 3 1 3 3 3 2 0.796399
7 2 1 2 2 3 3 1 3 1 2 1 1 1 3 1 1 3 3 3 1 2 3 2 1 2 3 1 2 3 1 1 1 2 2 2 2 2 0.596618
8 3 2 3 2 1 2 3 3 2 3 1 3 3 1 1 1 1 2 3 3 3 1 2 1 1 3 3 3 3 2 2 2 1 3 1 1 2 0.608776
9 3 3 3 1 3 3 1 2 2 1 2 3 3 2 3 1 1 3 2 3 2 2 3 3 2 3 3 1 1 1 2 2 2 2 3 2 3 0.678591
10 3 3 1 2 2 3 2 3 2 1 3 1 3 1 3 2 1 3 3 3 3 1 1 2 2 2 3 1 2 1 3 1 2 3 3 3 3 0.600787
11 3 3 1 3 3 3 2 3 2 1 1 2 3 1 3 3 1 1 2 3 3 3 1 1 2 3 2 2 3 2 1 2 1 2 2 3 1 0.682462
12 1 1 1 1 1 2 2 2 2 1 3 2 3 3 2 3 2 3 1 2 2 3 1 3 1 1 1 3 2 2 1 3 2 1 2 3 1 0.793531
13 3 1 2 1 1 2 1 2 3 3 1 3 2 2 2 1 3 2 2 1 3 2 3 2 2 3 1 1 1 3 2 1 1 1 2 3 2 0.212855
14 2 2 3 3 2 2 1 1 1 2 1 3 3 2 3 2 2 1 2 1 2 2 2 2 1 2 2 1 1 2 1 1 1 3 3 2 2 0.672582
15 1 3 3 2 1 3 3 2 3 1 3 1 2 1 2 1 2 3 1 2 2 3 2 1 3 2 1 3 1 1 1 2 3 3 1 1 3 0.793313
As the results show, some combinations were successful in generating the same, and slightly better percentages
than the baseline, while others did significantly worse.
The highest percentage modifier sets were then combined to create new modifiers manually, using the genetic
algorithms stated earlier. In total, five generations were run through in the genetic algorithm.
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4.4. Results
The results do not indicate anything spectacular, as the highest percentage correctness a modifier set achieved was
79.64% .
2 1 3 2 2 2 2 2 2 1 3 2 3 3 2 3 2 3 1 2 2 3 1 3 1 1 1 3 2 2 2 3 1 3 3 3 2 | Correct %: 0.796400
This is 1.369% higher than the baseline linear relationship, which indicates 67,064 more correct classifications than
the baseline.
As far as Intrusion Detection is concerned, this is a significant improvement, as it would keep – in comparison,
sixty-seven thousand attacks of this kind, if the KDD set was the basis of the attack.
5. Conclusions
Since the genetic algorithms did either a double split or single split, no less than one=third of a modifier was
selected to be combined with another. This could mean that the generation of new modifiers was not as quick as
required to find the best solutions available. For future work, we would like to choose better modifiers and compare
the results, and also try the non-linear equations, to see if we can achieve better correlations. Of course of interest
would be – what kind of non-linear equations should we be looking for, and what would be the best method to select
them? Would we want to include coefficients? Other metrics for multi-dimensional data will be considered. One
metric is the Mahalanobis distance [13], which has been shown to outperform the Euclidean Distance for certain
types of anomaly based IDS. It will be important to investigate whether this distance and others would lead to further
improvements to the results.
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