Motivation: Low-frequency DNA mutations are often confounded with technical artifacts from 9 sample preparation and sequencing. With unique molecular identifiers (UMIs), most of the sequencing 10 errors can be corrected. However, errors before UMI tagging, such as DNA polymerase errors during 11 end-repair and the first PCR cycle, cannot be corrected with single-strand UMIs and impose fundamental 12 limits to UMI-based variant calling.
site-wise UMI coverage for any meaningful update of the error rate distribution. Fortunately, sufficient UMIs can usually be obtained by aggregating the target sites to accurately estimate the mean. Therefore, we only adjust the mean of the Beta distribution to equate the panel-wise mean and leave the dispersion unchanged ( Fig. 2d ). In specific, the adjusted Beta parameters are
where µ * is the mean error rate of the current data and σ 2 is the variance of the error rate from our control 114 sample. The adjusted distribution Beta(a * , b * ) has a mean of µ * and variance of σ 2 .
115
Background errors are sensitive to enrichment chemistry and DNA polymerase. Fig. 2e ) and is approximated by
To avoid extremely small fractions, smCounter2 reports Q = min(200, − log 10 P ) as the variant quality score.
148
The choice of variant calling threshold depends on the tolerance of false positive rate because if the model 149 fits perfectly, the specificity would equal to 1 minus the p-value threshold. By default, smCounter2 aims 150 for ≤ 1 false positives per megabase, which is equivalent to a threshold of P ≤ 10 −6 or Q ≥ 6. We will 151 show in Section 3 and Supplementary Materials that this threshold works well for datasets with deep and 152 shallow UMI coverage and for variants with a range of VAFs (0.5, 1, 5% and germlines). The only exception 153 is that, if 0.5-1% indels are of interest, we recommend lowering the Q-threshold to 2.5 to account for the 154 overestimation of indel error rates.
155
Under this framework, the site-specific detection limit (sDL, the minimum allele frequency to exceed 156 the P-value threshold) is a decreasing function of the UMI depth. It also depends on the type of variant on our calculation, the theoretical detection limit of a QIAseq DNA panel is around 0.5% when UMI depth is between 2,000 and 4,000. This detection limit was confirmed experimentally by sequencing a sample with 167 known 0.5% variants ( Fig. 2f The datasets involved in this study are summarized in Table 1 . (Table 2) .
245
In non-coding regions, smCounter2 was able to maintain comparable accuracy for SNVs (83.3% sensitivity 246 at 4 FP/Mbp), but produced lower sensitivity (56.8%) and higher false positive rate (42 FP/Mbp) for indels.
247
In the indel-enriched dataset N0261, smCounter2 produced consistent sensitivity (81.4% in coding and 61.3% 248 in non-coding) and seemingly higher FP/Mbp (0 in coding and 114 in non-coding). However, FP/Mbp in 249 N0261 was based on a very small target region (45kbp) and therefore provides a less accurate specificity 250 estimate.
251
We did not show MAGERI's performance in Fig. 4 The UMI on the left has perfect efficiency because all reads contributed to the consensus. The UMI on the right has low efficiency because two reads in red disagree with the majority and thus are wasted. smCounter2 requires 80% agreement to reach a consensus, so the entire UMI would be dropped and the other three reads would be wasted as well. b Relative importance of each predictor ranked by the explained variation minus the degree of freedom. The read pairs per variant UMI (varRpu) and the ratio between allele frequencies by read and by UMI (vafToVmfRatio) are the two variables with the most predictive power. The plot is generated with R rms package. c ROC curves of the logistic regression classifier. The black curve is for the training data that combined all true and false homopolymer indels in N0030, N0015, N11582, and N0164. The blue and red curves are for two test datasets N13532 and N0261, respectively. The dots represent the actual sensitivity and specificity at the cutoff, which is consistent in all three datasets. Figure 4 : Benchmarking smCounter2, smCounter, fgbio+MuTect, fgbio+VarDict on 0.5% variants in N13532. The performance is measured by false positives per megabase (x-axis) and sensitivity (y-axis), stratified by type of variant (SNV and indel) and region (coding, non-coding, and all). The ROC curves are generated by varying the threshold for each method: Q-score for smCounter2, prediction index for sm-Counter, likelihood ratio for MuTect, and minimum allele frequency for VarDict. MuTect does not detect indels so is not included in the indel comparison. Figure 5 : Default thresholds of smCounter and smCounter2 at different UMI depths and associated false positive rates, based on the downsample series of N0030. smCounter's threshold moves linearly with the UMI depth and is determined using an empirical formula y = 14 + 0.012x. smCounter2's threshod is constant at 6. The false positive rates for SNV are well controlled (between 5 to 13 FP/Mbp, represented by the point size) using both methods. Table 2 : smCounter2 performance in detecting 0.5, 1, 5, and 50-100% variants, stratified by type of variant (SNV and indel) and genomic region (coding and non-coding). The metrics were generated with the default thresholds (Q ≥ 2.5 for indels in N13532, N0261, M0253 and Q ≥ 6 for all other cases). The allele frequency and the purpose of the dataset are displayed under the dataset name. All performance metrics are measured on GIAB high-confidence regions only, the sizes of which are presented in the last column.
