A generalization of the concept of asymptotic equivalence of two systems of ordinary differential equations is investigated. This extension of asymptotic equivalence is novel in two ways. First, the dimensions of the linear asymptotic subspaces of the differential equations are utilized. Secondly, the two Banach spaces L°° and LΓ> that are implicitly used in the usual definition of asymptotic equivalence, are replaced by two (arbitrary) Banach spaces that are stronger that L(X). The main theorem establishes a functional asymptotic relationship between the solutions of two perturbed linear differential equations that utilizes the above modifications.
Consider the systems of ordinary differential equations (1) v'
where x and y are vectors in an %-dimensional vector space X, A(t) is an n x n matrix defined on J -[0, ©o), and f λ {t, y) and f 2 (t, x) arê -dimensional vector functions defined on J x X. The equations (1) and (2) are said to be asymptotically equivalent if for each bounded solution y -y(t) of (1) there exists a bounded solution x = x(t) of (2) such that (3) lim [x(t) 
-y(t)] = 0;
t-*°°a nd, conversely, for each bounded solution x = x(t) of (2) there exists a bounded solution y = y(t) of (1) such that (3) holds. If two nonlinear systems are just known to be asymptotically equivalent then very little information can be obtained about the dimensions of the corresponding asymptotic subspaces of solutions. To remedy this situation, we formulate in §2, a definition that takes advantage of the dimensions of certain linear asymptotic manifolds of solutions of equations (1) and (2) . A general Banach space setting for the equivalence is exploited in this new definition. The principal tool used in this work is a result of P. Hartman and N. Onuchic [6] on the asymptotic integration of ordinary differential equations.
As corollaries to our main theorem, several recent results on the R) denote the space of locally Lebesgue integrable real-valued functions defined on J, with the topology of convergence in the mean of order one on bounded subintervals of J, and let L(X) = L(J, X) represent the space of measurable functions x from J to X such that ||£c(ί))| e L{J, R). A Banach space B is stronger than L{X) if B is algebraically contained in L(X) and convergence in B implies convergence in L(X). Every Banach space of measurable functions from J to X used below will be tacitly assumed to be stronger than L(X).
The class H = H{R) consists of all Banach spaces β = β(J, R) of measurable functions from J to R with the four properties (i) β is stronger than L{J, R); (iii) if h τ is the characteristic function of the interval /, then hjββ for all intervals I = [0, T], for T> 0;
(iv) β is lean at infinity; that is, if φ e β, then h ίQtT} φ -> φ as
The same is true of Lr(J, R), the subspace of L°°(J, R) whose elements x satisfy the condition ess lim^ x(t) = 0. However, L°°(J, R) itself is not contained in H(R).
Another useful class of Banach spaces in H(R) consists of spaces β defined in the following manner. 
A(t) is a locally Lebesgue integrable n x n matrix defined on J, and beL(X).
We assume that the Banach spaces in the sequel consist of measurable functions from J to X unless the contrary is specified. For such a Banach space D, let X QD denote the set of initial points x(0) e X of solutions x = x(t) of equation (4) 
Whenever the function x is asymptotically in B and x is also a solution of a differential equation then we will say that x is an asymptotic B solution of the differential equation.
Let p and q be integers that satisfy the inequalities 0 ^ p ^ n, 0 ^ q ^ n. Equations (1) and (2) (i) There exists a family F p of asymptotic D x solutions of (1) which depends upon at least p parameters.
(ii) For each solution y = y(t) of (1) in F p , there corresponds a family F q of solutions x = x(t) of (2), which depends upon at least q parameters, such that y -x is asymptotically in D 2 for each x e F q .
We adopt the convention that a family which depends upon 0 parameters must consist of at least one member.
If the family of all bounded solutions of (1) is a p-parameter family and the family of all bounded solutions of (2) is a ^-parameter family then the concept of asymptotic equivalence may be formulated as follows: Equations (1) and (2) are (p, 0)-asymptotically related with respect to {L°°, LΓ} and equations (2) and (1) 
(X).
A basic requirement imposed upon the functions / f of (1) and (2) is 190 THOMAS G. HALLAM AND NELSON ONUCHIC (6) fiζt, x)(i -1, 2) is a measurable function of t for fixed xe X and a continuous function of x for fixed tej. Furthermore, the continuity of f { in x is uniform for t in compact subintervals of J.
The matrix ^L(ί) will always satisfy the condition (7) A(t) is locally Lebesgue integrable on J .
The next lemma is a consequence of Theorem 1.1 of [6] .
LEMMA. Suppose that equation (1) has the following properties. (6) is satisfied for the function f 1 and condition (7) is satisfied.
(
ii) The Banach space B = β(J, X) is in H{X) and the pair (B, D) is admissible for A(t).
( [T, oo) with the properties (iv) P QD Z~ι{T)y{T) = ξ 0 , where Z{t) is the fundamental matrix of (4) with Z(0) = I n ; and (v) The solution y has an extension y which is valid on J and is a solution of
that y(T) = y(T) and \y(t)\ D fg p.
Proof. The only hypotheses of Theorem 1.1 of [6] which are not explicitly given aboven above are the conditions denoted by (b) and (c) in [6] . For (9), condition (b) states that the transformation
is a continuous map of the subset S D , P of C(X) into B. This is a consequence of the facts that B e H(X) and f x satisfies conditions (6) and (8) . To establish this, let ε > 0 be given; then τ ^> 0 can be chosen sufficiently large so that \h ίτ , oo) (t)r p (t)\ β < e/A. By virtue of (6) 
This shows that (b) is satisfied.
For (9), condition (c) states that there exists a constant r > 0 such that \fι (t, x(t) 
)\ B g r for x(t)eS DtP .
This follows by taking r = \h L τ,oo)r p \ β .
Theorem 1.1 of [6] may now be applied to system (9) to establish the existence of a D solution y -y(t) of (9) Theorem 4 below gives a sufficient condition for inequality (8) Proof. The existence of a family F p of asymptotic A solutions of (1), which depends upon at least p parameters, is an immediate consequence of the Lemma. Let y = y(t) be a solution of (9) where T and yeF p are as given by the Lemma. It follows that \y\ Dί^p ι.
The change of variable u = x -y(t) leads to the differential equation (12) v! = A(t)u + /(«, u) (t ^ T ue X)

where (13) f(t, u) = f 2 (t, u + y(t)) -Mt, y(t)) .
It is convenient to consider equation (12) as v! -A{t)u + h [T}ΰO) (t)f(t, u) (teJ) .
From (11) it follows that for all ueS D2 , P2 ,
t, u(t))\\ ^ hτ.-)(t)r P tf), (teJ) .
The lemma now implies that there exists a family F q of asymptotic D 2 solutions of (12) that depends upon at least q parameters. For each u e F q , x(t) = u(t) + y(t) is a solution of equation (2); hence, there
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is a family G g of solutions of (2), which depends at least upon q parameters, such that x -y is asymptotically in A for each xeG q . This completes the proof of Theorem 1.
COROLLARY 1. Suppose that conditions (i), (ii), and (iv) of Theorem 1 are satisfied for the spaces Bi -B = β(J, X) e H(X)
, i = 1, 2. In addition, suppose that there exists a λ = λ(£) e/Sί/, i2) s^cfe ίfeαί ||/<(ί, a?) 11 ^ λ(£) /or αZZ ^ej αraZ all xeX,i = 1,2. Tλew, equations (1) αwd (2) are (p, qyasymptotically related with respect to {A, A} and equations (2) and (1) are (q, pyasymptotically related with respect to {A, A}.
Proof. Taking into account Remark 2, we have that (10) is satisfied with r Pi = λ and (11) is satisfied with r Pz = 2λ. Since the hypotheses are symmetric for both the cases i -1,2, Theorem 1 yields the desired conclusion.
For the particular case in which A = L°° and A = L? we obtain the following results. THEOREM 
Suppose that equations (1) and (2) satisfy the following conditions (i) Assumption (i) of Theorem 1 holds. (ii) The function V(t, r) is nonnegative for (t, r) ej x /, nondecreasing in r for fixed t, and (14)
WMt, x)\\ ^ V(t, \\x\\), (i = 1, 2;teJ;xeX) .
(iii) The space B = β{J, X) is in H(X); V(t, r) is in β{J, R) for each fixed r > 0; and, (B, L~) is admissible for A{t).
(iv) The dimensions of X 0L~ and X 0L~ are p and q respectively. Then, under these hypotheses, equations (1) and (2) Proof. Theorem 2 is a consequence of Theorem 1 provided we show that the inequality (14) implies that the inequalities (10) and (11) hold. Let ft > 0 (i = 1, 2) be given. For all y e S L -fPι , therefore, (10) is satisfied because V(t, ft) is in β(J, R). To see that (11) holds, we only need observe that for all u e S L~yP2 and all y e S L~,Pl 
(t) + y(t)) -Λ(ί, y(t)) || ^ 2V(t, ft + ft) .
As Corollaries to the above theorem, we obtain extensions of some results of Brauer (ii) The function f λ = 0, f 2 satisfies (6) and
where V(t, r) satisfies hypothesis (ii) of Theorem 2.
(iii) [°V(t, r) dt < oo for all r > 0 .
Jo
(iv) Assumption (7) and condition (iv) of Theorem 2 hold. Then, under these hypotheses, the equations (1) and (2) are (p, q)-asymptotically related with respect to {L°*, L™}.
Proof. It is known [7, p. 331] (15) Proof. Conti [2, Theorem 1] has shown that condition (17) is necessary and sufficient for the pair {L% L°°) to be admissible for A(t). However, condition (17) is equivalent to the stronger result that {L°, Lt) is admissible for A(t). To verify this statement, we note that (17), beL σ , and the Holder inequality imply that
that if (L\ L°°) is admissible for A(t) then (L\ L~) is also admissible for A{t). It is also known that (L\ L°°) is admissible if and only if
is a solution of (5) with ||w(t)|| ^ K\b\ L°, teJ. It will now be shown that lim^ w(t) = 0. For a given ε > 0, 2\ = jΓi(s) can be chosen so that (19) \h ΪTl , ^L* < e/2K .
Since lim^ WZtyP^l = 0 (see [4, p 359]) , T 2 ^ ϊ\ may be chosen so that
Jo Therefore, for t ^ T 2 it follows from (19) and (20) The corollary now follows from Theorem 2.
REMARK 4. The asymptotic equivalence result analogous to Corollary 2 is Theorem 2 of [4J. It yields an (p, 0)-asymptotic relation with respect to {Lr, I>Γ} It should be noted that we have taken the weight functions ψ, φ of [4] as ψ = φ -1. The proof that (17) implies (L σ , Lf) is admissible for A(t) is essentially contained in [4] We point out that the statement-equations (1) and (2) are (p, q)-asymptotically related with respect to {D, D)-yields only a natural correspondence between the solutions of (1) and (2) . Namely, that correspondence given by y -x is asymptotically in D whenever y G D. This means that x is asymptotically in D; hence, the above statement says that (1) [7, p. 336] . Later in the paper we will utilize the Banach space D -L η Π L°° which is defined in an analogous manner. THEOREM (1) and (2) 
Suppose that equations
Since x e S DtP , there exists a sequence {x n } with α; Λ € S D , P , n = 1, 2, such that {$"} converges uniformly to x on compact subintervals of J.
Suppose that x £ L η ; then, corresponding to any ε > 0 there is a T = T(ε) > 0 such that
Corresponding to the positive number 1/2 T, there exists an N such that whenever n ^ AT then || a? Λ (ί) -a?(ί) || < ε/27 1^, t e [0, T] Therefore, for n ^ N, P + ε <^ p + ε/2 . 
