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Abstract
We investigate local-density dependent Markov processes on a class of
large graphs sampled from a graphon, where the transition rates of the
vertices are influenced by the states of their neighbors. We show that
as the average degree converges to infinity, the evolution of the process
in the transient regime converges to the solution of a set of non-local
integro-partial differential equations. We also provide rigorous deriva-
tion for the epidemic threshold in the case of the Susceptible-Infected-
Susceptible (SIS) process on such graphons.
1 Introduction
Large random graphs have been used to model complex networks such as com-
munication systems or biological and social populations, where the vertices rep-
resent individuals and the edges correspond to interactions between them [13].
Generally, as the network size increases, such networks can be divided into two
main classes: in dense graphs, the number of interactions of a single vertex
scales with the network size, as opposed to sparse graphs, where it does not.
Dense graph models include the Erdo˝s–Re´nyi graph and the stochastic block
model, while sparse graph models include the configuration model or scale-free
networks.
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Many different types of processes have been examined on large networks.
One of the most important applications is infection spreading models such
as the SI (susceptible-infected), SIS (susceptible-infected-susceptible) and SIR
(susceptible-infected-recovered) models, but there have been applications for
wireless sensor networks [6], push-pull gossip protocols [3], peer-to-peer soft-
ware updates [19], biological systems [7] or molecular biology [28]. A common
trait is that as the network size increases, a complete analysis becomes compu-
tationally infeasible; instead, mean-field approximations become relevant.
One of the pioneering mean-field results is due to Kurtz [20, 21], who exam-
ined density dependent Markov population processes. Kurtz proved that as the
number of components increases, in the transient regime the process converges
to the solution of a system of differential equations [20].
Markov population processes can be used to model a wide range of pro-
cesses, but the density dependent assumption essentially corresponds to a very
restrictive assumption on network structure, e.g. it is a complete graph, where
interactions can not really be considered local. Nevertheless, the results of Kurtz
have been used extensively as an approximation in many scenarios, e.g. chemical
reactions and queuing systems [1, 5].
For other network structures where the interactions are truly local, results
have been sporadic. One special example is the SIR model on the configuration
model [32, 10], with a mean-field limit different from Kurtz.
In this paper, we use graphons [22], a relatively recent tool to examine large
complex network structures. Graphons typically arise as the limit of dense graph
sequences [24].
The main contributions of the paper are the following: we are going to
define local density-dependent Markov processes on finite graphs, identify their
corresponding limit processes on graphons, and prove mean-field convergence in
the transient regime under mild density conditions. We also observe that the
same limit does not hold for truly sparse graphs. Finally, we focus on the SIS
model for which we derive the epidemic threshold in the graphon limit.
The rest of the paper is organized as follows. Section 2 gives an overview
of relevant literature. Section 3 provides a background for large graphs and
graphons. Section 4 describes the necessary setup for local-density dependent
Markov processes on large graphs and graphons, and also states the main results.
Sections 5 and 6 provide the rigorous proofs for the results, with Section 5
focusing on regularity properties of the mean-field limit equation on graphons
(with Section 5.2 dedicated to the SIS model), and Section 6 focusing on the
proof of mean-field convergence. Section 7 concludes the work.
2 Related works
In this section we review some of the recent works related to dynamical systems
on large networks and graphons.
In [27] the behavior of random walks on some large dense graphs is inves-
tigated. The underlying assumptions are mild in general: this includes the
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corresponding graph limit being in some sense connected, and the existences
of a uniform lower bound for the degrees. Graphs are generated in a similar
fashion to ours with the exception of only considering the dense case. From
the linear nature of the random walk it is enough to consider the occupation
probabilities for which a system of ODEs can be derived. The paper shows that
the limiting object of such system is a well-posed non-local PDE.
In [23] the non-linear heat equation - and as a special case, the Kuramoto
model - is described on large dense graphs. The limit object is also a well-posed
non-local PDE for which the rate of convergence is given in the special case
when the graphon takes values from {0, 1}. This case includes systems where
particles interact within a finite range scaling with the number of particles.
In both [30] and [17] the authors study the Susceptible-Infected-Susceptible
(SIS) model on large dense graphs. Both papers investigate a linearised ODE
approximation of the SIS process based on meta-population considerations on
dense graphs. The main difference is [30] works with an additive noise term put
into the quenched ODE system artificially to study the stability of the epidemic,
while [17] works with an additional control term instead.
In many infection spreading models, there is a phase transition: if parameter
β is below a certain critical value βc, known as the epidemic threshold, the
infection will die out rapidly, while if β > βc, the infection will spread to a
positive fraction of the entire population. βc has been computed for certain
models such as individual-based mean-field (IBMF) models [8], SIS model on
scale-free networks [26], while bounds have been proven for the N -intertwined
mean-field approximation (NIMFA) model [29] and for more general finite graph
settings [25].
Lastly, the authors of [4] examine a system of SDE’s which interact with
each other through a network. They derive a large graph limit for the case
when average degree approaches infinity.
3 Graphs and graphons
A graph is defined as a pair G = (V,A), where V is a finite set of vertices
and A : V × V → R is the adjacency matrix. In this paper, we will use
V = {1, 2, . . . , N} exclusively.
We only consider unweighted, simple, undirected graphs, i.e. aNij ∈ {0, 1},
aNii = 0 and a
N
ji = a
N
ij for all i, j ∈ V (where A = (aNij )i,j∈V ). Equivalently,
we could define the graph with the set of edges E = {(i, j) : aNij = 1, i, j ∈ V }
instead of A. The degree of a vertex i is
dN (i) =
N∑
j=1
aNij .
A graphon, or rather, the kernel of a graphon is defined as a measurable
symmetric function W : [0, 1]× [0, 1]→ R. W will denote the set of all graphon
kernels, while W0 denotes graphon kernels that are [0, 1]× [0, 1]→ [0, 1].
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For any graphon kernel W , the corresponding integral operator, acting on
f ∈ L1 ([0, 1]) functions is
(Wf)(x) :=
∫ 1
0
W (x, y)f(y)dy.
For vector-valued functions f , the notation Wf is understood component-
wise.
The degree function of a graphon is
dW (x) := (W1)(x) =
∫ 1
0
W (x, y)dy,
where 1 denotes the constant one function.
Sampling
From any graphon kernel W (x, y) ∈ W0, we can sample a simple random graph
on N vertices. For a given W and N , we do this the following way: first, we
generate UNi , i = 1, . . . , N independent U [0, 1] random variables. Then we set
aNij = 1 with probability W (U
N
i , U
N
j ) independently for each pair
1 ≤ i < j ≤ N . Finally, aNij = aNji and aNii = 0 is used. The sample graphon is
also called an empirical graphon. A sample graphon is usually denoted by WN .
It will be convenient to consider sampling with an extra density parameter
κ = κN > 0 which may depend on N ; when κN is given, we set aNij = 1 with
probability κNW (UNi , U
N
j ) instead.
On the other hand, any graph on N vertices with adjacency matrix A can
be interpreted as a graphon the following way. Denoting
INi =
ï
i− 1
N
,
i
N
ã
(1)
(with the last interval also including the endpoint 1), and we set
W (x, y) = aNij for x ∈ INi , y ∈ INj , i, j = 1, . . . , N.
Norms
Let S be a finite set. The norm ‖ · ‖ for v ∈ RS is chosen to be the L1 norm
‖v‖ =
∑
s∈S
|vi| .
This does not result in a loss of generality since S is finite.
The cut norm of a kernel is
‖W‖ = sup
S,T⊆[0,1]
∣∣∣∣
∫
S×T
W (x, y)dxdy
∣∣∣∣ .
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Actually, we identify kernels W1 and W2 such that ‖W1 −W2‖ = 0, and
factorize the spaces W and W0 accordingly.
For f : [0, 1]→ R functions, the Lp-norm is defined as
‖f‖p =
Å∫
|f(x)|pdx
ã1/p
,
and the corresponding operator norm of a kernel operator is defined as
‖W‖op.,p = sup
f∈Lp[0,1],‖f‖p=1
‖Wf‖p.
Let I denote the set of all subintervals of [0, 1]. The interval norm of f :
[0, 1]→ R is defined as
‖f‖I = sup
I∈I
∣∣∣∣
∫
I
f(x)dx
∣∣∣∣ .
We extend the Lp and the interval norms to vector-valued functions: for
f : [0, 1] → RS where S is a finite set, we denote the components of f by
fs, s ∈ S, and set
‖f‖p =
∑
s∈S
‖fs‖p, ‖f‖I =
∑
s∈S
‖fs‖I .
The norms for vector-valued functions is mostly a technicality, as S will be kept
fixed throughout.
The Lp-norm of a kernel is
‖W‖p =
Ç∫
[0,1]2
|W (x, y)|pdxdy
å1/p
.
On W0, the following norm relations hold:
‖W‖ = ‖W‖1 ≤ ‖W‖2 ≤ ‖W‖1/21 ≤ 1, (2)
‖W‖ ≤ ‖W‖op,2 ≤
√
8‖W‖1/2

. (3)
Spectral properties
Every graphon kernel operator W has a discrete spectrum with 0 as the only
accumulation point, and every nonzero eigenvalue has finite multiplicity. The
nonzero eigenvalues are ordered as |λ1(W)| ≥ |λ2(W)| ≥ . . . , with correspond-
ing eigenfunctions fk(x), k = 1, 2, . . . , normalized by ‖f‖2 = 1. λ1 is always
positive.
The spectral decomposition of the corresponding kernel W is
W (x, y) =
∞∑
k=1
λk(W)fk(x)fk(y).
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A graphonW is said to have finite rank if the spectrum ofW only has a finite
number of nonzero eigenvalues [22]. In this case, the spectral decomposition is
also finite.
Any graphon kernel can be truncated to a finite rank K via
WK(x, y) =
K∑
k=1
λk(W)fk(x)fk(y).
The truncated WK may be negative even if the original W is from W0.
The norms relate to the spectrum via
‖W‖22 =
∞∑
k=1
|λk(W)|2 and ‖W‖op,2 = λ1(W ).
We also have the error bound
‖W −WK‖22 =
∞∑
k=K+1
|λk(W)|2
for the truncated kernel.
The adjacency matrix A of any simple graph on N vertices is real and sym-
metric, so its spectrum is also real and will be ordered as
|λ1(A)| ≥ |λ2(A)| ≥ · · · ≥ |λN (A)|.
For any graph with adjacency matrixA onN vertices, the spectrum of the as-
sociated graphon kernel is the normalized spectrum of A (i.e.
λi(W) = λi(A)/(κNN)) along with infinitely many zeros. Specifically, it has
finite rank.
Random graphs and limit graphons
In the Erdo˝s–Re´nyi graph on N vertices, each pair of vertices i 6= j is connected
with probability 0 < p < 1 (density parameter), independent from other pairs.
We assume GN is undirected and simple, so aNii = 0 and a
N
ij = a
N
ji , with {aij :
i > j} independent Bernoulli(p) distribution.
The corresponding random graphon AN is blockwise constant with value aij
on blocks x ∈ [ i−1N , iN ) , y ∈ î j−1N , jN ä , i, j = 1 . . .N .
As N → ∞, the corresponding graphon WN converges to the graphon
W (x, y) ≡ p in ‖.‖ and ‖.‖op.,p but not in ‖.‖p (note that (AN − p) is not
in W0) [16].
The dominant eigenvalue of AN is pN + o(N) as N → ∞, while all other
eigenvalues are of orderN1/2, converging to a semicircle law after scaling [15, 14].
It will be convenient to consider sequences of graphons where the density
changes with N . To this end, we introduce a sequence κN > 0, and for each N ,
consider the Erdo˝s–Re´nyi graph on N vertices with edge probability κN .
As N →∞, for the corresponding graphon WN we now have that WN/κN
converges to the graphon W (x, y) ≡ 1 in ‖.‖ and ‖.‖op.,p.
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The following lemma enables approximation of the re-scaled empirical graphon
operator 1κN W
N by the limiting graphon operator W. The proof can be found
in [2].
Lemma 1. Assume W is blockwise continuous and logNκNN → 0. Then∥∥∥∥ 1κNWN −W
∥∥∥∥
op.,2
→ 0 st.
where st. denotes stochastic convergence.
We remark that ‖.‖op.,2 can be replaced by ‖.‖ in Lemma 1 due to (3) in
the dense case when κN = 1.
4 Setup of the model
4.1 Local density-dependent Markov processes on finite
graphs
Using the setup of the previous section, assume we have a graphon kernel W
and a κN sequence of densities, and {GN : N = 1, 2, . . .} denotes the (random)
sample graphon from W for each N .
Then we look to define a local density-dependent Markov process on GN for
each N . Assume N is fixed for now. The vertices of GN are {1, . . . , N}. GN
itself and the process to be defined on GN are both random; PG will denote
conditional probability with respect to GN (effectively making the graph GN
fixed).
Each vertex of GN can be in one of the states from a finite set of states S.
The indicator ξNi,s(t) where i ∈ {1, . . . , N} and s ∈ S denotes that vertex i is in
state s ∈ S at time t. Sometimes it will be convenient to map the collection of
indicators according to
ξN (t, x) :=
N∑
i=1
ξNi (t)1{INi }(x), (4)
where INi is according to (1).
ξ¯Ns (t) denotes the ratio of vertices in some state s at time t. The vector
ξ¯N (t) =
(
ξ¯Ns (t)
)
s∈S
will be referred to as state density and can be calculated as
ξ¯N (t) =
1
N
N∑
i=1
ξNi (t) =
∫ 1
0
ξN (t, x)dx (5)
Note that ξ¯N (t) is always on the simplex
∆ :=
{
v ∈ RS∣∣∀s ∈ S vs ≥ 0,∑
s∈S
vs = 1
}
,
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and can be interpreted as an empirical probability vector.
The neighborhood of vertex i can be described by
φNi,s(t) :=
1
NκN
N∑
j=1
aNij ξ
N
j,s(t), s ∈ S.
(The normalization by κN is global.) We will also use the vector notation
φNi (t) :=
(
φNi,s(t)
)
s∈S
and call it the environment vector of vertex i.
The scaling is justified by the identity
∥∥φNi (t)∥∥ =∑
s∈S
1
NκN
N∑
j=1
aNij ξ
N
j,s(t) =
1
NκN
N∑
j=1
aNij =
dN (i)
NκN
. (6)
Since NκN is of the same order as the average degree, this means that the
environment vectors are O(1) for most vertices; however, φNi (t) is not necessarily
in the simplex ∆.
We can also rewrite the environment vectors using the graphon operatorWN
corresponding to GN as
φNi (t) =
1
κN
W
NξN
Å
t,
i
N
ã
. (7)
The evolution of the state of each vertex i is according to a continuous time
Markov chain with transition rate matrix Q(φi(t)) = (qss′ (φi(t)))s,s′∈S , where
the transition rates are given qss′ : R
S → R functions and the dependence
on φNi (t) corresponds to the local-density dependence of the evolution: vertices
are influenced only by their corresponding neighborhoods. Note that qss′ de-
notes the transition rate from state s′ to s. The diagonal elements are set to
qss := −∑s′ 6=s qs′s.
The transition rate functions are assumed to be nonnegative, i.e. for all
0 ≤ φ ∈ RS we have qss′(φ) ≥ 0. For technical reasons the nonnegativity re-
quirement is extended for negative inputs too: we introduce an auxiliary matrix
valued function Qˆ with elements qˆss′ := |qs′s| for s 6= s′ and qˆss := −∑s′ 6=s qˆs′s.
Note that Qˆ
∣∣
φ≥0
= Q
∣∣
φ≥0
.
For regulatory purposes we assume throughout this paper that the rate func-
tions qss′ are globally Lipschitz continous with some Lipschitz constant Lss′ .
From the inequality∣∣ |qss′(φ)| − |qss′(ψ)| ∣∣ ≤ |qss′ (φ)− qss′(ψ)| ≤ Lss′ ‖φ− ψ‖
it is clear that we can use the same Lipschitz constants for qˆss′ .
The norm in RS induces a norm on RS×S matrices which we will denote
by ‖Q‖ := sup{‖Qv‖ : v ∈ RS , ‖v‖ = 1}. Q inherits its Lipschitz continuity
from its components with some constant LQ. Note that Qˆ and Q may be
assumed to have the same Lipschitz constant. The notation Qmax will refer to
Qmax := maxφ∈∆ ‖Q(φ)‖.
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4.2 The PDE limit
Consider the following partial differential equation:
∂tu(t, x) = Q (Wu(t, x)) u(t, x). (8)
In Section 5.1 we show that (8) has a unique global solution and that u(t, x) ∈ ∆
provided u(0, x) ∈ ∆ and u(0, ·) is continuous.
The main result of the paper is that the solution of (8) is the mean-field
limit of ξN (t, x) as N →∞:
Theorem 1. Let W and u(0) be continuous. Also assume∥∥ξN (0)− u(0)∥∥
I
→ 0 st. and logNκNN → 0. Then for any T > 0,
lim
N→∞
sup
0≤t≤T
∥∥ξN (t)− u(t)∥∥
I
= 0 st. (9)
where st. denotes stochastic convergence.
The norm ‖.‖I is used for technical reasons. It ensures convergence of macro-
scopic quantities of interest: any Borel measurable B ⊂ [0, 1] can be approxi-
mated with union of intervals, so
lim
N→∞
sup
0≤t≤T
∥∥∥∥
∫
B
ξN (t, x) − u(t, x)dx
∥∥∥∥ = 0 st.,
and so for any continuous and bounded function ϕ : [0, 1]→ R we have
lim
N→∞
max
s∈S
sup
0≤t≤T
∣∣∣∣∣
∫ 1
0
ϕ(x)
[
ξNs (t, x)− us(t, x)
]
dx
∣∣∣∣∣ = 0 st.
As a special case of (9) for the interval [0, 1], the state density ξ¯N (t) can be
approximated by u¯(t) uniformly in [0, T ].
We also mention that at the expense of more cumbersome notation, one can
generalize this result to the case when W and u(0) is only piecewise continuous.
In that case one can approximate stochastic processes on stochastic block models
too with the PDE which reduces to a system of ODEs.
We also remark that while Section 4.1 sets up GN as a sample sequence from
the limit graphon W , this is not the only interpretation; in fact, any sequence
of graphons works that satisfies the convergence criterion of Lemma 1.
While the use of κN enables relaxing the density constraint, it does not carry
over to truly sparse graphs (i.e. when NκN = O(1)). We state the counterex-
ample as a separate theorem.
Theorem 2. Consider the sparse Erdo˝s–Re´nyi graph with parameter λ > 0,
that is, κN = λN and W (x, y) ≡ 1. For the SIS process, there exists a sequence
of initial conditions uI(0, x) ≡ u¯I(0) = e−λ such that∥∥ξN (0)− u¯I(0)∥∥I → 0 as N →∞ st.,
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while for any T > 0
sup
0≤t≤T
∣∣ξ¯NI (t)− u¯I(0)e−t∣∣→ 0 st.
and
sup
0≤t≤T
∣∣u¯I(0)e−t − u¯I(t)∣∣ > 0.
where st. denotes stochastic convergence.
The proofs of Theorems 1 and 2 are discussed in Section 6, but here we
present a heuristic argument for Theorem 1.
Let
uNi,s(t) := PG
(
ξNi,s(t) = 1
)
= EG
(
ξNi,s(t)
)
where the subscript G refers to conditional probability and expectation with
respect to the graph GN . We will also use the notation
uNi (t) :=
(
uNi,s(t)
)
s∈S
,
uN(t, x) :=
N∑
i=1
uNi (t)1{INi }(x),
analogous to (4).
From the law of total expectation for the Markovian transitions, we have
d
dt
uNi (t) = EG
[
Q
(
1
NκN
N∑
j=1
aNij ξ
N
j (t)
)
ξNj (t)
]
. (10)
When NκN is large, each vertex has many neighbors, and in the average
1
NκN
∑N
j=1 a
N
ij ξ
N
j (t), the fluctuations due to the Markov process are low, so
we may approximate it with its expectation 1NκN
∑N
j=1 a
N
iju
N
j (t).
We also approximate the edges aNij with their expectation κ
NW
Ä
i
N ,
j
N
ä
.
This is sometimes called the annealed graph approximation [18]. By setting
x = iN , this results in
1
NκN
N∑
j=1
aNiju
N
j (t) ≈
1
N
N∑
j=1
W
Å
i
N
,
j
N
ã
uNj (t) ≈
∫ 1
0
W (x, y)uN (t, y)dy = WuN(t, x),
and putting these approximations back to (10) yields
∂tu
N (t, x) ≈ Q (WuN(t, x)) uN (t, x),
suggesting uN(t, x) is close to u(t, x) for large N .
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The special case of the complete graph can be obtained by choosingW (x, y) ≡
1 for which, using the notation
u¯(t) :=
∫ 1
0
u(t, x)dx,
(8) simplifies to
d
dt
u¯(t) = Q (u¯(t)) u¯(t),
which is indeed the mean-field limit equation identified by Kurtz [20].
Another special case is the SIS process, a simple model of epidemic spreading.
The state space is S = {S, I} where S stands for susceptible and I for infected.
The dynamic is as follows: each infected vertex becomes susceptible (re-
covers) with rate 1, while each susceptible vertex i becomes infected with rate
proportional to the number of its infected neighbors, that is, with rate βφNi,I(t).
The recovery rate 1 is not restrictive, and can be achieved with an appropriate
re-scaling of time.
The transition matrix can be written as
Q
(
φNi (t)
)
=
ï −βφNi,I(t) 1
βφNi,I(t) −1
ò
.
Since there are just two states, it is enough to consider quantities regarding
the infected vertices only.
For state I in the SIS process, (8) becomes
∂tuI(t, x) = −uI(t, x) + β (1− uI(t, x))WuI(t, x). (11)
A linearized version of (11) has been studied in [30] with additional noise term
and in [17] with control.
5 Properties of the PDE
In this section, we examine the partial differential equation (8). Section 5.1
contains the proof for the existence and some properties of its solution. Then
results concerning the dynamical structure of the SIS model (11) are stated in
Section 5.2. Section 5.3 provides an approximation of (8) using a discretisation
of the operator W.
5.1 Well-posedness and positivity
In this section we prove the existence of the solutions of equation (8) and their
biologically reasonable behavior, i.e. they do not leave the simplex ∆.
Let us use the notation C[0, 1] for continuous functions mapping from [0, 1]
to RS , and let us equip it with the usual uniform norm ‖.‖max. Then equation
(8) can be thought of as a differential equation defined on the Hilbert space
C[0, 1].
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Theorem 3. Under the above assumptions, equation (8) has a unique solu-
tion, for which u(t, ·) ∈ C[0, 1]. Also, if u(0, x) ∈ ∆, then u(t, x) ∈ ∆ for all
t ∈ [0,∞).
Proof. For technical reasons, first we modify equation (8) by replacing Q with
Qˆ. Since the operator Qˆ has the Lipschitz property, and operatorW is bounded,
it can be shown that the right-hand side of (8) has also the Lipschitz property.
Then, by the usual arguments (see e.g. [9, Theorem 1.1 in Section 7.1.] or [31,
Point 107. in Chapter 5]) a local solution of equation (8) exists.
Now we prove that our solution stays in the set ∆. Let us suppose that for a
given x ∈ [0, 1] and for a time t0, the local solution starting from u(0, x) exists
for t ∈ [0, t∗] (the previous part of the proof assures its existence).
Let t ∈ [0, t∗]. Now we define an auxiliary inhomogeneous Markov jump
process indexed by x ∈ [0, 1], with transition rates Qˆ(Wu(t, x)). The process
is well defined for t ∈ [0, t∗] since u(t, x) exists (and bounded) and the rates
qˆss′(Wu(t, x)) are guarantied to be non-negative for s 6= s′ even if u(t, x) might
have a negative component. This might not be the case for Q, hence the need
for Qˆ. The corresponding Kolmogorov equation is
p′x(t) = Qˆ (Wu(t, x)) px(t). (12)
It is well known that the solutions of (12) are in the set ∆ since px(t) is
a probability vector, so our goal now is to prove that the functions px(t) and
u(t, x) are the same. This fact is the result of the following calculations.
‖px(t)− u(t, x)‖ ≤
‖px(0)−u(0, x)‖+
∫ t
0
‖Qˆ(Wu(τ, x))p(τ) − Qˆ(Wu(τ, x))u(τ, x)‖dτ ≤
‖px(0)− u(0, x)‖+
∫ t
0
‖Qˆ(Wu(τ, x))‖ ‖p(τ)− u(τ, x)‖dτ ≤
Now we use the fact that the function u(τ, x) is continuous and defined on a
compact interval, so it is bounded. Also, since W and Qˆ are bounded operators,
the term ‖Qˆ(Wu(τ, x))‖ is bounded from above by a constant K.
≤ ‖px(0)− u(0, x)‖+K
∫ t
0
‖p(τ)− u(τ, x)‖dτ.
Then, by using the Gronwall inequality, we get
‖px(t)− u(t, x)‖ ≤ ‖px(0)− u(0, x)‖eKt.
Since px(0) = u(0, x), we get that px(t) = u(t, x), so our solution stays in the
set ∆.
Then, since our solution is bounded, we can use the usual arguments (see
e.g. the proof of [11, Proposition 2.9. (ii)]) to prove that our solution is also
global.
The last step is to notice Qˆ
∣∣∣
φ≥0
= Q|φ≥0 , thus, u(t, x) ≥ 0 implies u(t, x)
also satisfies the original (8) without the hat.
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5.2 Results for the SIS dynamics
Other than the invariance of the set ∆, another important dynamical feature of
our model is the asymptotic behavior of the solution. In this section we are only
considering the special case of equation (8), namely the SIS process introduced
in Section 4.2 which involves the examination of the equation (11).
In their work Diekmann, Heesterbeek and Metz [12] examined the dynamical
behavior by defining a next generation operator as
T (g)(x) = β
∫ 1
0
W (x, y)g(y)dy. (13)
In [11], Delmas, Dronnier and Zitt considered the spectral radius of an operator
similar to (13), and proved the following theorem [11, Theorem 1.5. parts (ii)-
(iii)].
Theorem 4. Let us denote the spectral radius of operator (13) by R0. Assume
the connectivity property ∫
A×Ac
W (x, y)dxdx > 0
for all A such that µ(A) > 0 and µ (Ac) > 0.
• If R0 ≤ 1, then the disease dies out: for all x ∈ [0, 1],
lim
t→∞
uI(t, x) = 0.
• If R0 > 1, then there exists a unique equilibrium g∗ : [0, 1] → [0, 1] with
nonzero integral. For all initial conditions uI(0, x) such that its integral
is positive: ∫ 1
0
uI(0, x)dx > 0,
the solution uI converges pointwise to g
∗, i.e., for all x ∈ [0, 1]:
lim
t→∞
uI(t, x) = g
∗(x)
If uI(0, x) = 0 almost everywhere, then the solution uI converges pointwise
to 0.
Note that R0 can be written in the form
R0 = βλ1(W)
in which λ1(W) is as defined before, i.e. the eigenvalue of operator W with the
largest absolute value. Theorem 4 states that depending on the value of β, the
following two outcomes are possible:
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• If β ≤ 1
λ1(W)
, then the disease dies out after some time.
• If β > 1
λ1(W)
, then the ratio of infected people tends to a constant value.
Corresponding statements have been known to hold for epidemic thresholds for
individual-based mean-field (IBMF) models [8] and N -intertwined mean-field
approximation (NIMFA) [29]. For general finite networks, only the inequality
βc >
1
λ1
is known, but numerical simulations indicate it to be a very good
approximation [25]. Interestingly, Theorem 4 shows it holds with equality for
the graphon case.
Another interesting question is the value of function g∗(x). It can be seen
that a closed form in the case of the generalW operator does not exist. However,
if we suppose that it is separable, i.e. W (x, y) = ϕ(x)ϕ(y), then it can be
expressed in an explicit form.
Proposition 1. Suppose that the kernelW (x, y) has the formW (x, y) = ϕ(x)ϕ(y).
Then the equilibrium solution g∗ has the form
g∗(x) =
βϕ(x)k
1 + βϕ(x)k
(14)
in which k ∈ R is the solution of the following (implicit) equation:
1 =
∫ 1
0
β(ϕ(x))2
1 + βϕ(x)k
dx (15)
Proof. To compute the equilibrium solution, we have to solve the equation
0 = ∂tuI(t, x) = −uI(t, x) + β (1− uI(t, x))
∫ 1
0
W (x, y)uI(t, y)dy.
Or, in other words,
0 = −g∗(x) + β (1− g∗(x))ϕ(x)
∫ 1
0
ϕ(y)g∗(y)dy.
Using the notation k :=
∫ 1
0
ϕ(y)g∗(y)dy, the above equation has the form:
g∗(x) = βkϕ(x) − βkg∗(x)ϕ(x),
from which we get
g∗(x) =
βϕ(x)k
1 + βϕ(x)k
Now if we multiply both sides by ϕ(x) and integrate it, then we get
k =
∫ 1
0
β(ϕ(x))2k
1 + βϕ(x)k
dx,
which is the same as (15).
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Note that in the form (14), the constant k is unknown and its computation
might be hard depending on the form of ϕ(x), and might involve iteration
methods. Nevertheless, the form (14) still gives us useful information about the
form of our equilibrium solution.
5.3 ODE approximation via discretisation
In this section we show that by discretizing equation (8), we approximate said
PDE to arbitrary precision in the finite time horizon. This both enables numer-
ical investigations of the system and provides a useful tool for later proofs.
W (M) will denote the discretized version of W with cell size 1M , that is,
W (M) (x, y) =
M∑
k,l=1
W
Å
k
M
,
l
M
ã
1{IMk }(x)1{IMl }(y).
The corresponding integral operator is W(M). The following lemma states that
W can be approximated with W(M) for large M .
Lemma 2. Assume W is continuous. Then∥∥∥W(M) −W∥∥∥
op.,1
→ 0
as M → ∞. If we further assume that W is Lipschitz, then the error term is
O
(
1
M
)
.
Proof. (Lemma 2) Since W is also uniformly continuous in [0, 1]2, for any ε > 0
we can have
∣∣W (x, y)−W ( kM , lM )∣∣ ≤ ε for large enough values of M , where
k, l ∈ {1, . . . ,M} are arbitrary and x ∈ IMk , y ∈ IMl . Using W
(
k
M ,
l
M
)
=
W (M)(x, y) we also have
∣∣W (x, y)−W (M)(x, y)∣∣ ≤ ε for general x, y ∈ [0, 1]2.
Let ϕ be an L1([0, 1]) function. Then
∥∥∥ÄW(M) −Wäϕ∥∥∥
1
=
∫ 1
0
∣∣∣ÄW(M) −Wäϕ(x)∣∣∣ dx ≤∫ 1
0
∫ 1
0
∣∣∣W (M)(x, y)−W (x, y)∣∣∣ · |ϕ(y)| dydx ≤
ε
∫ 1
0
|ϕ(y)|dy = ε‖ϕ‖1 ⇒∥∥∥W(M) −W∥∥∥
1
≤ ε
We create an auxiliary system of S ×M ODEs of the form
d
dt
vMk,s(t) = Q
(
1
M
M∑
l=1
W
Å
k
M
,
l
M
ã
vMl,s(t)
)
vMk,s(t), 1 ≤ k ≤M, s ∈ S, (16)
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and also use the notation vMk (t) =
Ä
vMk,s(t)
ä
s∈S
.
Local existence of the solution of system (16) follows from the local-Lipschitz
continuity of the right hand side. Also, with the same technique as used in
Section 5.1, it extends to global existence and vNi (t) ∈ ∆.
Using the notation
vM (t, x) :=
M∑
k=1
vMk (t)1{IMk }(x),
we can rewrite (16) as
∂tv
M (t, x) = Q
Ä
W
(M)vM (t, x)
ä
vM (t, x). (17)
The following lemma states that vM (t) is a good approximation of u(t).
Lemma 3. For arbitrary T > 0 we have
sup
0≤t≤T
∥∥vM (t)− u(t)∥∥
1
= O
Å∥∥vM (0)− u(0)∥∥
1
+
∥∥∥W(M) −W∥∥∥
op.,1
ã
.
Note that if we further assume u(0, x) andW are Lipschitz and choose either
vMk (0) =
1
1/M
∫
IM
k
u(0, x)dx or vMk (0) = u
Å
0,
k
M
ã
,
the error term becomes O
(
1
M
)
.
Proof. (Lemma 3) Assume 0 ≤ t ≤ T . Then∥∥vM (t, x) − u(t, x)∥∥ ≤ ∥∥vM (0, x)− u(0, x)∥∥
+
∫ t
0
∥∥∥Q ÄW(M)vM (τ, x)ä vM (τ, x)−Q (Wu(τ, x))u(τ, x)∥∥∥ dτ.
We can further decompose the errors as∥∥∥Q ÄW(M)vM (τ, x)ä vM (τ, x) −Q (Wu(τ, x)) u(τ, x)∥∥∥ ≤∥∥∥Q ÄW(M)vM (τ, x)ä−Q (Wu(τ, x))∥∥∥ · ∥∥vM (τ)∥∥+
‖Q (Wu(τ, x))‖ · ∥∥vM (τ, x) − u(τ, x)∥∥ ≤
LQ
∥∥∥W(M)vM (τ, x) −Wu(τ, x)∥∥∥+Qmax ∥∥vM (τ, x)− u(τ, x)∥∥
Note that in the upper bound Qmax we implicitly used Wu(t, x) ∈ ∆. Using
these upper bounds, integrating with respect to x yields∥∥vM (t)− u(t)∥∥
1
≤ ∥∥vM (0)− u(0)∥∥
1
+
∫ t
0
LQ
∥∥∥W(M)vM (τ) −Wu(τ)∥∥∥
1
+Qmax
∥∥vM (τ) − u(τ)∥∥
1
dτ
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Additional error decomposition gives rise to∥∥∥W(M)vM (τ) −Wu(τ)∥∥∥
1
≤∥∥∥W(M) −W∥∥∥
1
· ∥∥vM (τ)∥∥
1
+ ‖W‖1 ·
∥∥vM (τ) − u(τ)∥∥
1
≤∥∥∥W(M) −W∥∥∥
1
+
∥∥vM (τ)− u(τ)∥∥
1
,
hence ∥∥vM (t)− u(t)∥∥
1
≤ ∥∥vM (0)− u(0)∥∥
1
+ LQT
∥∥∥W(M) −W∥∥∥
1
+ (LQ +Qmax)
∫ t
0
∥∥vM (τ) − u(τ)∥∥
1
dτ.
The last step is the application of Gronwall’s inequality.
sup
0≤t≤T
∥∥vM (t)− u(t)∥∥
1
≤
( ∥∥vM (0)− u(0)∥∥
1
+ LQT
∥∥∥W(M) −W∥∥∥
1
)
e(LQ+Qmax)T .
6 Convergence of the stochastic process
We use the discretization of [0, 1] into M parts from Section 5.3 for the stochas-
tic process as well. The intervals IM1 , . . . , I
M
M will be referred to as boxes. The
heuristic idea is that choosingM large enough ensures that most vertices within
a box will have similar properties due to the continuity of W , thus a box can
be treated homogeneously. On the other hand, each box contains roughly N/M
vertices, thus, for N >> M , the random fluctuation within a given box is negli-
gible, and therefore we can describe the dynamics of the boxes via (16), which
is a good approximation of (8) according to Lemma 3.
This argument also hints at the order at whichN andM should be increased.
We will use fixed M first with N →∞, then take the limit M →∞ after.
From now on, until stated otherwise, M is considered to be fixed.
Let V N,Mk denote the indices of the vertices in box k:
V N,Mk = {i : 1 ≤ i ≤ N,
i
N
∈ IMk }.
V N,Mk contains roughly N/M vertices:∣∣∣ ∣∣∣V N,Mk ∣∣∣ −N/M ∣∣∣ ≤ 1.
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The analogue of state density (5) for the boxes is
ξN,Mk (t) :=
1
N/M
∑
i∈V N,M
k
ξNi (t),
ξN,M (t, x) :=
M∑
k=1
ξN,Mk (t)1{IMk }(x).
⋃
i∈V N,M
k
INi is close to I
M
k :
µ
(
IMk ⊕
⋃
i∈V N,M
k
INi
)
≤ 2
N
, (18)
where µ is the Lebesgue measure and ⊕ denotes symmetric difference.
Since ‖ξN (t, x)‖ = 1, (18) implies
1
1/M
∫
IM
k
ξN (t, x)dx = ξN,Mk (t) +O
Å
1
N
ã
. (19)
We use Poisson representation (see e.g. [19]) for the dynamics of the process.
Since the vertices are not identical (as in Kurtz [20] or [19]), we need to be
cautious to handle them separately. Accordingly, let NNss′,i(t) denote a family
of independent Poisson processes with rate 1. NNss′,i(t) will correspond to the
state transitions of vertex i from state s′ to s. The evolution of ξNi,s(t) can be
formulated as
ξNi,s(t) = ξ
N
i,s(0) +
∑
s′ 6=s
NNss′,i
Ç∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′(τ)dτ
å
−
∑
s′ 6=s
NNs′s,i
Ç∫ t
0
qs′s
(
φNi (τ)
)
ξNi,s(τ)dτ
å
.
Next we group the vertices according to the boxes. Notice that
∑
i∈V N,M
k
NNss′,i
Ç∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
å
has the same distribution as a Poisson process at time
∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′(τ)dτ.
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Thus, there are independent Poisson processes NN,Mss′,k (t) with rate 1 such that
∑
i∈V N,M
k
NNss′,i
Ç∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
å
=
NN,Mss′,k
Ö ∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′(τ)dτ
è
Thus, we can write ξN,Mk,s (t) as
ξN,Mk,s (t) = ξ
N,M
k,s (0)
+
1
N/M
∑
s′ 6=s
NN,Mss′,k
Ö ∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
è
− 1
N/M
∑
s′ 6=s
NN,Mss′,k
Ö ∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
è
,
and introduce the Poisson fluctuation terms
UN,Mss′,k (t) :=
1
N/M
NN,Mss′,k
Ö ∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
è
− 1
N/M
∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ
which are naturally a martingale to the FNt filtration of the stochastic process
up to time t. Using the notations
UN,Ms,k (t) :=
∑
s′ 6=s
UN,Mss′,k (t)− UN,Ms′s,k (t)
and
UN,Mk (t) :=
Ä
UN,Ms,k (t)
ä
s∈S
enables writing ξN,Mk (t) = (ξ
N,M
k,s (t))s∈S in a compact form as
ξN,Mk (t) = ξ
N,M
k (0) + U
N,M
k (t) +
∫ t
0
1
N/M
∑
i∈V N,M
k
Q
(
φNi (τ)
)
ξNi (τ)dτ. (20)
The following lemma shows that the Poisson fluctuation terms are negligible
for large N .
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Lemma 4. For any M and T > 0 fixed,
lim
N→∞
sup
0≤t≤T
max
1≤k≤M
∥∥∥UN,Mk (t)∥∥∥ = 0 st.
where st. denotes stochastic convergence.
Proof. (Lemma 4)
It is enough to show that sup0≤t≤T
∣∣∣UN,Mss′,k (t)∣∣∣→ 0 st. as N →∞.
Assume first that there is a constant C(T ) such that for all 0 ≤ t ≤ T we
have
1
N/M
∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′(τ)dτ ≤ C(T ). (21)
Then according to Doob’s inequality
P
Ç
sup
0≤t≤T
∣∣∣UN,Mss′,k (t)∣∣∣ ≥ ε
å
≤ P
Ç
sup
0≤t≤C(T )
∣∣∣∣ 1N/MNN,Mss′,k (N/M · t)− t
∣∣∣∣ ≥ ε
å
≤
M2
N2ε2
D
2
Ä
NN,Mss′,k (N/M · C(T ))
ä
=
MC(T )
Nε2
→ 0.
Next we show that C(T ) = T (2|qss′(0)|+ 2MLss′) satisfies (21) with high
probability.
1
N/M
∑
i∈V N,M
k
∫ t
0
qss′
(
φNi (τ)
)
ξNi,s′ (τ)dτ ≤
t · |qss′ (0)|
∣∣∣V N,Mk ∣∣∣
N/M
+
Lss′
N/M
∑
i∈V N,M
k
∫ t
0
∥∥φNi (τ)∥∥ dτ ≤
T
Ö
|qss′(0)|
∣∣∣V N,Mk ∣∣∣
N/M
+
Lss′
N/M
∑
i∈V N,M
k
dN (i)
NκN
è
(22)
For N ≥M , we have ∣∣∣V N,Mk ∣∣∣
N/M
≤ 1 + 1
N/M
≤ 2 (23)
estimating the first term on the right hand side of (22). For the second term,
1
N/M
∑
i∈V N,M
k
dN (i)
NκN
=
1
N/M
∑
i∈V N,M
k
1
κN
(
W
N1
)Å i
N
ã
≤
1
N/M
N∑
i=1
1
κN
(
W
N1
)Å i
N
ã
=M
∫ 1
0
1
κN
W
N1(x)dx.
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Replacing 1κN W
N by W would result in∫ 1
0
W1(x)dx =
∫ 1
0
∫ 1
0
W (x, y)dydx ≤ 1.
The corresponding error can be bounded from above by
∫ 1
0
∣∣∣∣ 1κNWN1(x)−W1(x)
∣∣∣∣ dx ≤
√∫ 1
0
∣∣∣∣ 1κN WN1(x)−W1(x)
∣∣∣∣2 dx =∥∥∥∥
ï
1
κN
W
N −W
ò
1
∥∥∥∥
2
≤
∥∥∥∥ 1κNWN −W
∥∥∥∥
op.2
· ‖1‖2 =
∥∥∥∥ 1κN WN −W
∥∥∥∥
op.2
≤ 1,
where the last inequality holds for large N with high probability according to
Lemma 1. Overall, putting the estimates in the right hand side of (22) ensures
that C(T ) = T (2|qss′(0)|+ 2MLss′) is an appropriate choice (when N is large
enough).
The next lemma relates ξN,Mk (t) to v
M
k (t).
Lemma 5. Let u(0, x) and W be continuous and assume∥∥ξN (0)− u(0)∥∥
I
→ 0 st.
Let vMk (t) be the solution of (16) with initial condition v
M
k (0) =
1
1/M
∫
IM
k
u(0, x)dx.
Then for any T > 0 and ε > 0,
lim
N→∞
P
Ç
sup
0≤t≤T
∥∥ξN,M (t)− vM (t)∥∥
1
≥ ε+ TLQ
∥∥∥W(M) −W∥∥∥
op.,1
eLT
å
= 0,
where L := 2LQ +Qmax.
Proof. (Lemma 5)
Since both ξN,M (t, x) and vM (t, x) are constant over each of the intervals
IM1 , . . . , I
M
M , we can decompose the error term according to the boxes:
ψN (t) :=
∥∥ξN,M (t)− vM (t)∥∥
1
=
1
M
M∑
k=1
∥∥∥ξN,Mk (t)− vMk (t)∥∥∥ .
First, we show that the error term ψN (0) from the initial condition vanishes
using (19) and vMk (0) =
1
1/M
∫ 1
0
u(0, x)dx.
ψN (0) =
1
M
M∑
k=1
∥∥∥ξN,Mk (0)− vMk (0)∥∥∥ =
M∑
k=1
∥∥∥∥∥
∫
IM
k
ξN (0, x)− u(0, x)dx
∥∥∥∥∥+O
Å
1
N
ã
≤
M
∥∥ξN (0)− u(0)∥∥
I
+O
Å
1
N
ã
→ 0 st.
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With the help of (7) we can rewrite (20) as
ξN,Mk (t) =ξ
N,M
k (0) + U
N,M
k (t)+∫ t
0
1
N/M
∑
i∈V N,M
k
Q
Å
1
κN
W
NξN
Å
τ,
i
N
ãã
ξNi (τ) dτ.
Next we replace 1κN W
N with W (M). Using W(M) has the advantage that
W
(M)ξN
Å
τ,
i
N
ã
=
M∑
l=1
W
Å
k
M
,
l
M
ã∫
IM
l
ξN (τ, x)dx =
1
M
M∑
l=1
W
Å
k
M
,
l
M
ã
ξN,Mk (t) +O
Å
1
N
ã
has the same value for all i ∈ V N,Mk , thus
1
N/M
∑
i∈V N,M
k
Q
Å
W
(M)ξN
Å
τ,
i
N
ãã
ξNi (τ) =
Q
Å
W
(M)ξN
Å
τ,
i
N
ãã 1
N/M
∑
i∈V N,M
k
ξNi (τ)

 =
Q
Å
W
(M)ξN
Å
τ,
i
N
ãã
ξN,Mk (t) =
Q
(
1
M
M∑
l=1
W
Å
k
M
,
l
M
ã
ξN,Ml (τ)
)
ξN,Mk (τ) +O
Å
1
N
ã
=
Q
Å
W
(M)ξN,M
Å
τ,
k
M
ãã
ξN,Mk (τ) +O
Å
1
N
ã
.
Next we estimate the corresponding error∥∥∥∥∥∥∥
1
N/M
∑
i∈V N,M
k
ï
Q
Å
1
κN
W
NξN
Å
τ,
i
N
ãã
−Q
Å
W
(M)ξN
Å
τ,
i
N
ããò
ξNi (τ)
∥∥∥∥∥∥∥ ≤
LQ
N/M
∑
i∈V N,M
k
∥∥∥∥
ï
1
κN
W
N −W(M)
ò
ξN
Å
τ,
i
N
ã∥∥∥∥ .
Here, we want to substitute the sums with integrals. However, it does not
work as smoothly as in (19) since 1κN W
NξN
(
τ, iN
)
might not be uniformly
bounded in N or M so we have to be a bit more careful.
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LQ
N/M
∑
i∈V N,M
k
∥∥∥∥
ï
1
κN
W
N −W(M)
ò
ξN
Å
τ,
i
N
ã∥∥∥∥ =
LQM
∫
⋃
i∈V
N,M
k
IN
i
∥∥∥∥
ï
1
κN
W
N −W(M)
ò
ξN (τ, x)
∥∥∥∥ dx ≤
LQM
∫
IM
k
∪DN,M
k
∥∥∥∥
ï
1
κN
W
N −W(M)
ò
ξN (τ, x)
∥∥∥∥ dx =
LQM
∑
s∈S
∫ 1
0
∣∣∣∣
ï
1
κN
W
N −W(M)
ò
ξNs (τ, x)1{IMk ∪DN,Mk }(x)
∣∣∣∣ dx ≤
LQM
∑
s∈S
∫ 1
0
∣∣∣∣
ï
1
κN
W
N −W
ò
ξNs (τ, x)1{IMk ∪DN,Mk }(x)
∣∣∣∣ dx
+ LQM
∑
s∈S
∫ 1
0
∣∣∣îW(M) −Wó ξNs (τ, x)1{IMk ∪DN,Mk }(x)∣∣∣ dx
For the first term, we have
LQM
∑
s∈S
∫ 1
0
∣∣∣∣
ï
1
κN
W
N −W
ò
ξNs (τ, x)1{IMk ∪DN,Mk }(x)
∣∣∣∣ dx ≤
LQM
∑
s∈S
√∫ 1
0
∣∣∣∣
ï
1
κN
WN −W
ò
ξNs (τ, x)1{IMk ∪DN,Mk }(x)
∣∣∣∣2 dx =
LQM
∑
s∈S
∥∥∥∥
ï
1
κN
W
N −W
ò
ξNs (τ)1{IMk ∪DN,Mk }
∥∥∥∥
2
≤
LQM
∑
s∈S
∥∥∥∥ 1κN WN −W
∥∥∥∥
op.,2
·
∥∥∥ξNs (τ)1{IMk ∪DN,Mk }
∥∥∥
2
≤
LQM |S|
∥∥∥∥ 1κNWN −W
∥∥∥∥
op.,2
.
For the second term,
LQM
∑
s∈S
∫ 1
0
∣∣∣îW(M) −Wó ξNs (τ, x)1{IMk ∪DN,Mk }(x)∣∣∣ dx =
LQM
∑
s∈S
∥∥∥îW(M) −Wó ξNs (τ)1{IMk ∪DN,Mk }∥∥∥1 ≤
LQM
∑
s∈S
∥∥∥W(M) −W∥∥∥
op.,1
·
∥∥∥ξNs (τ)1{IMk ∪DN,Mk }
∥∥∥
1
≤
LQM
∥∥∥W(M) −W∥∥∥
op.1
Å
1
M
+
2
N
ã
= LQ
∥∥∥W(M) −W∥∥∥
op.,1
+O
Å
1
N
ã
.
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These bounds yields
ψN (t) ≤ ψN (0) + 1
M
M∑
k=1
∥∥∥UN,Mk (t)∥∥∥+ TLQM |S|
∥∥∥∥ 1κN WN −W
∥∥∥∥
op.,2
+
O
Å
1
N
ã
+ TLQ
∥∥∥W(M) −W∥∥∥
op.,1
+
1
M
M∑
k=1
∥∥∥∥∥
∫ t
0
Q
Å
W
(M)ξN,M
Å
τ,
k
M
ãã
ξN,Mk (τ) −Q
Å
W
(M)vM
Å
τ,
k
M
ãã
vMk (τ) dτ
∥∥∥∥∥
To take care of the last term, we employ similar techniques shown in the proof
of Lemma 3, using (23).
1
M
M∑
k=1
∥∥∥∥Q
Å
W
(M)ξN,M
Å
τ,
k
M
ãã
ξN,Mk (τ) −Q
Å
W
(M)vM
Å
τ,
k
M
ãã
vMk (τ)
∥∥∥∥ ≤
1
M
M∑
k=1
∥∥∥∥Q
Å
W
(M)ξN,M
Å
τ,
k
M
ãã
−Q
Å
W
(M)vM
Å
τ,
k
M
ãã∥∥∥∥ · ∥∥∥ξN,Mk (τ)∥∥∥+
1
M
M∑
k=1
∥∥∥∥Q
Å
W
(M)vM
Å
τ,
k
M
ãã∥∥∥∥ · ∥∥∥ξN,Mk (τ)− vMk (τ)∥∥∥ ≤
2LQ
M
M∑
k=1
∥∥∥∥W(M)ξN,M
Å
τ,
k
M
ã
−W(M)vM
Å
τ,
k
M
ã∥∥∥∥+
Qmax
M
M∑
k=1
∥∥∥ξN,Mk (τ) − vMk (τ)∥∥∥ =
2LQ
M
M∑
k=1
∥∥∥∥∥ 1M
M∑
l=1
W
Å
k
M
,
l
M
ãî
ξN,Ml (τ)− vMl (τ)
ó∥∥∥∥∥+QmaxψN (τ) ≤
2LQ
M
M∑
k=1
1
M
M∑
l=1
∥∥∥ξN,Ml (τ)− vMl (τ)∥∥∥ +QmaxψN (τ) =
(2LQ +Qmax)ψ
N (τ) =: LψN (τ)
Using this bound results in
ψN (t) ≤ ψN (0) + 1
M
M∑
k=1
∥∥∥UN,Mk (t)∥∥∥+ TLQM |S|
∥∥∥∥ 1κNWN −W
∥∥∥∥
op.,2
+
O
Å
1
N
ã
+ TLQ
∥∥∥W(M) −W∥∥∥
op.,1
+ L
∫ t
0
ψN (τ)dτ.
The rest of the proof is applying Gro¨nwall’s lemma along with Lemmas 1 and
4.
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sup
0≤t≤T
ψN (t) ≤
(
ψN (0) +
1
M
M∑
k=1
sup
0≤t≤T
∥∥∥UN,Mk (t)∥∥∥+
TLQM |S|
∥∥∥∥ 1κN WN −W
∥∥∥∥
op.,2
+O
Å
1
N
ã
+ TLQ
∥∥∥W(M) −W∥∥∥
op.,1
å
eLT
→ TLQ
∥∥∥W(M) −W∥∥∥
op.,1
eLT st.
Proof. (Theorem 1.)
We decompose the error into two parts.
sup
0≤t≤T
∥∥ξN (t)− u(t)∥∥
I
≤ sup
0≤t≤T
∥∥ξN (t)− vM (t)∥∥
I
+ sup
0≤t≤T
∥∥vM (t)− u(t)∥∥
I
According to lemma 2 and 3 for all ε > 0 there is a large enough M such
that
sup
0≤t≤T
∥∥vM (t)− u(t)∥∥
I
≤ sup
0≤t≤T
∥∥vM (t)− u(t)∥∥
1
=
O
Å∥∥vM (0)− u(0)∥∥
1
+
∥∥∥W(M) −W∥∥∥
op.,1
ã
≤ ε.
For an interval J ∈ I, let HMJ denote the values of k for which IMk ⊂ J .
Then we have
µ(J/
⋃
k∈HM
J
IMk ) ≤
2
M
.
Using Lemma 5, for large enough N and M we have
sup
0≤t≤T
∥∥ξN (t)− vM (t)∥∥
I
= sup
0≤t≤T
sup
J∈I
∥∥∥∥
∫
J
ξN (t, x) − vM (t, x)dx
∥∥∥∥ ≤
sup
0≤t≤T
sup
J∈I
∥∥∥∥∥∥
∫
⋃
k∈HM
J
IM
k
ξN (t, x) − vM (t, x)dx
∥∥∥∥∥∥ +
2
M
≤
sup
0≤t≤T
sup
J∈I
∑
k∈HM
J
∥∥∥∥∥
∫
IM
k
ξN (t, x)− vM (t, x)dx
∥∥∥∥∥ + 2M ≤
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sup
0≤t≤T
1
M
M∑
k=1
∥∥∥∥∥ 11/M
∫ 1
0
ξN (t, x)dx − vMk (t)
∥∥∥∥∥+ 2M =
sup
0≤t≤T
1
M
M∑
k=1
∥∥∥ξN,Mk (t)− vMk (t)∥∥∥+O
Å
1
N
ã
+
2
M
=
sup
0≤t≤T
∥∥ξN,M (t)− vM (t)∥∥
1
+O
Å
1
N
ã
+
2
M
=
ε+O
Å∥∥∥W(M) −W∥∥∥
op.,1
+
1
N
ã
+
2
M
≤ 2ε
with high probability. Thus
sup
0≤t≤T
∥∥ξN (t)− u(t)∥∥ ≤ 3ε
for large enough N with high probability.
The rest of the section provides the proof for Theorem 2.
The main idea of the proof is that if only 0 degree vertices are infected
initially, then no further infection will occur, leading to an exponential decay in
the ratio of infected nodes, which is drastically different compared to the logistic
growth described by the mean field limit.
Let the initial conditions are ξNi,I(0) = 1{dN (i)=0} and u(0, x) ≡ e−λ.
Lemma 6. ∥∥ξN (0)− u(0, x)∥∥
I
→ 0 st.
Proof. (Lemma 6)
It is enough to consider the I components as∥∥ξN (0)− u(0, x)∥∥
I
= 2 sup
J∈I
∣∣∣∣
∫
J
ξNI (0, x)− e−λdx
∣∣∣∣ .
Firstly, assume the following is true for all fixed M and 1 ≤ k ≤M :
ξN,Mk,I (0)→ e−λ st. (24)
Also recall HMJ refers to those k for which I
M
k ⊂ J and µ(J/
⋃
k∈HM
J
IMk ) ≤ 2M .
Then according to (19)
2 sup
J∈I
∣∣∣∣
∫
J
ξNI (0, x)− e−λdx
∣∣∣∣ ≤ 2 sup
J∈I
∣∣∣∣∣∣∣∣
∫
⋃
k∈HM
J
IM
k
ξNI (0, x)− e−λdx
∣∣∣∣∣∣∣∣+
4
M
≤
2 sup
J∈I
1
M
∑
k∈IM
k
∣∣∣∣∣ 11/M
∫
IM
k
ξNI (0, x)dx − e−λ
∣∣∣∣∣+ 4M ≤
2
M
M∑
k=1
∣∣∣ξN,Mk,I (0)− e−λ∣∣∣+ 4M +O
Å
1
N
ã
→ 4
M
st.
26
M →∞ provides the desired limit.
The last step is to show that (24) holds. It is enough to consider
1
N/M
∑
i∈V N,M
k
[
ξNi,I(0)− E
(
ξNi,I(0)
)]
,
since 1N/M
∣∣∣V N,Mk ∣∣∣→ 1 and E ÄξNi,I(0)ä = (1− λN )N−1 → e−λ as N →∞.
Chebishev’s inequality provides
P
Ö∣∣∣∣∣∣∣
∑
i∈V N,M
k
[
ξNi,I(0)− E
(
ξNi,I(0)
)]∣∣∣∣∣∣∣ ≥
εN
M
è
≤
M2
ε2N2
∑
i∈V N,M
k
∑
i∈V N,M
k
cov
(
ξNi,I(0), ξ
N
j,I(0)
)
=
M2
ε2N2
∣∣∣V N,Mk ∣∣∣D2 (ξN1,I(0))+ M2ε2N2
Ç∣∣∣V N,Mk ∣∣∣
2
å
cov
(
ξN1,I(0), ξ
N
1,I(0)
)
=
O
Å
1
ε2N
ã
→ 0,
where we used ξN1,I(0), . . . , ξ
N
N,I(0) have the same distribution and
cov
(
ξN1,I(0), ξ
N
1,I(0)
)
= E
(
ξN1,I(0)ξ
N
2,I(0)
)− E (ξN1,I(0))E (ξN2,I(0)) =Å
1− λ
N
ã2N−3
−
Å
1− λ
N
ã2N−2
≤ λ
N
.
Next we show that the state density of the Markov process differs from that
of the PDE (8).
Proof. (Theorem 2)
The main idea is to compute the derivative of the state density at t = 0 for
both the Markov process and the PDE (8) and check that they are different.
Let us introduce ϕ(t) := u¯(0)e−t. Since ξNi (t) are conditionally independent
given the initial conditions and E
Ä
ξNi,I(t)
ä
→ ϕ(t), the law of large numbers
implies ξ¯NI (t)→ ϕ(t) st. for all t ≥ 0.
This can be updated to uniform convergence due to the monotonicity of
ξ¯NI (t) and ϕ(t). Let T
′ be such that ϕ(T ′) ≤ ε. Then we can divide [0, T ′] into
0 = t0 < . . . tm = T
′ such that for all 1 ≤ i ≤ m we have |ϕ(ti)− ϕ(ti−1)| ≤ ε.
If t > T ′, then
ξ¯NI (t)− ϕ(t) ≤ ξ¯NI (T ′) = ξ¯NI (T ′)− ϕ(T ′) + ϕ(T ′) ≤
ξ¯NI (T
′)− ϕ(T ′) + ε ≤ 2ε,
ξ¯NI (t)− ϕ(t) ≥ −ϕ(T ′) ≥ −ε.
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for large enough N with high probability.
Similarly, if ti−1 ≤ t < ti for some 1 ≤ i ≤ m, then
ξ¯NI (t)− ϕ(t) ≤ ξ¯NI (ti−1)− ϕ(ti) = ξ¯NI (ti−1)− ϕ(ti−1) + ϕ(ti−1)− ϕ(ti) ≤
ξ¯NI (ti−1)− ϕ(ti−1) + ε ≤ 2ε,
ξ¯NI (t)− ϕ(t) ≥ ξ¯NI (ti)− ϕ(ti−1) = ξ¯NI (ti)− ϕ(ti) + ϕ(ti)− ϕ(ti−1) ≥
ξ¯NI (ti)− ϕ(ti)− ε ≥ −2ε.
Thus for large N one has
∣∣ξ¯NI (t)− ϕ(t)∣∣ ≤ 2ε for all t ≥ 0 with high probability,
implying
sup
0≤t
∣∣ξ¯NI (t)− ϕ(t)∣∣→ 0 st.
On the other hand sup0≤t≤T |ϕ(t) − u¯I(t)| > 0 since
d
dt
ϕ(0) = −u¯I(0) 6= −u¯I(0) + βu¯I(0) (1− u¯I(0)) = d
dt
u¯I(0).
7 Conclusion
We have presented here a detailed setup for local-density dependent Markov
processes where the transition rates of the vertices are influenced by the states
of their neighbors, identified the mean-field limit process on a graphon and
provided rigorous proof of convergence under mild density conditions. We also
examined the special case of the SIS process where we computed the epidemic
threshold. We also showed that the mean-field limit does not hold when the
density condition is violated and the average degree remains O(1).
The question of identifying the mean-field limit when the average degree is
O(1) is still open. We expect the limit process to depend highly on both the
structure of the network and the Markov process; however, any such result may
require tools vastly different from graphons. This is subject to future work.
References
[1] D. Anderson and T. Kurtz. Continuous Time Markov Chain Models for
Chemical Reaction Networks, pages 3–42. 04 2011.
[2] M. Avella-Medina, F. Parise, M. T. Schaub, and S. Segarra. Centrality
measures for graphons: Accounting for uncertainty in networks. IEEE
Transactions on Network Science and Engineering, 7(1):520–537, Jan 2020.
[3] R. Bakhshi, L. Cloth, W. Fokkink, and B. R. Haverkort. Mean-field frame-
work for performance evaluation of push-pull gossip protocols. Performance
Evaluation, 68(2):157–179, Feb. 2011.
28
[4] E. Bayraktar, S. Chakraborty, and R. Wu. Graphon mean field systems.
2020.
[5] A. Bobbio, M. Gribaudo, and M. Telek. Analysis of large scale interacting
systems by mean field method. In Proceedings of the 2008 Fifth Interna-
tional Conference on Quantitative Evaluation of Systems, QEST ’08, pages
215–224, Washington, DC, USA, 2008. IEEE Computer Society.
[6] D. Bruneo, M. Scarpa, A. Bobbio, D. Cerotti, and M. Gribaudo. Markovian
agent modeling swarm intelligence algorithms in wireless sensor networks.
Performance Evaluation, 2011.
[7] G. Caravagna. Formal Modeling and Simulation of Biological Systems with
Delays. Ph. D. thesis, Universita` di Pisa, 2011.
[8] D. Chakrabarti, Y. Wang, C. Wang, J. Leskovec, and C. Faloutsos. Epi-
demic thresholds in real networks. ACM Trans. Inf. Syst. Secur., 10(4),
Jan. 2008.
[9] J. L. Daleckii and M. G. Krein. Stability of Solutions of Differential Equa-
tions in Banach Space. American Mathematical Society, 1974.
[10] L. Decreusefond, J.-S. Dhersin, P. Moyal, and V. C. Tran. Large graph limit
for an SIR process in random network with heterogeneous connectivity.
Annals of Applied Probability, 22, 04 2012.
[11] J.-F. Delmas, D. Dronnier, and P.-A. Zitt. An infinite-dimensional SIS
model, 2020.
[12] O. Diekmann, J. A. P. Heesterbeek, and J. A. J. Metz. On the definition and
the computation of the basic reproduction ratio r0 in models for infectious
diseases in heterogeneous populations. Journal of Mathematical Biology,
28:365–382, June 1990.
[13] D. Easley and J. Kleinberg. Networks, Crowds, and Markets: Reasoning
about a Highly Connected World. Cambridge University Press, 2010.
[14] L. Erdo˝s, A. Knowles, H.-T. Yau, and J. Yin. Spectral statistics of Erdo˝s-
Re´nyi graphs II: Eigenvalue spacing and the extreme eigenvalues. Commu-
nications in Mathematical Physics, 314(3):587–640, Aug 2012.
[15] L. Erdo˝s, A. Knowles, H.-T. Yau, and J. Yin. Spectral statistics of
Erdo˝s–Re´nyi graphs I: Local semicircle law. The Annals of Probability,
41(3B):2279–2375, May 2013.
[16] C. Gao, Y. Lu, Z. Ma, and H. H. Zhou. Optimal estimation and com-
pletion of matrices with biclustering structures. J. Mach. Learn. Res.,
17(1):5602–5630, Jan. 2016.
29
[17] S. Gao and P. E. Caines. Spectral representations of graphons in very
large network systems control. 2019 IEEE 58th Conference on Decision
and Control (CDC), Dec 2019.
[18] B. Guerra and J. Go´mez-Garden˜es. Annealed and mean-field formulations
of disease dynamics on static and adaptive networks. Physical review. E,
Statistical, nonlinear, and soft matter physics, 82:035101, 09 2010.
[19] R. A. Hayden, I. Horva´th, and M. Telek. Mean field for performance
models with generally-distributed timed transitions. In G. Norman and
W. Sanders, editors, Quantitative Evaluation of Systems, volume 8657 of
Lecture Notes in Computer Science, pages 90–105. Springer International
Publishing, 2014.
[20] T. Kurtz. Solutions of ordinary differential equations as limits of pure jump
markov processes. Journal of Applied Probability, 7:49–58, 04 1970.
[21] T. G. Kurtz. Strong approximation theorems for density dependent Markov
chains. Stochastic Processes and their Applications, 6(3):223 – 240, 1978.
[22] L. Lova´sz. Large Networks and Graph Limits, volume 60 of Colloquium
Publications. American Mathematical Society, 2012.
[23] G. S. Medvedev. The nonlinear heat equation on dense graphs and graph
limits, 2013. https://arxiv.org/abs/1302.5804.
[24] P. Orbanz and D. M. Roy. Bayesian models of graphs, arrays and other
exchangeable random structures. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 37(2):437–461, 2015.
[25] R. Pastor-Satorras, C. Castellano, P. Van Mieghem, and A. Vespignani.
Epidemic processes in complex networks. Rev. Mod. Phys., 87:925–979,
Aug 2015.
[26] R. Pastor-Satorras and A. Vespignani. Epidemic spreading in scale-free
networks. Phys. Rev. Lett., 86:3200–3203, Apr 2001.
[27] J. Petit, R. Lambiotte, and T. Carletti. Random walks on dense graphs
and graphons, 2019. https://arxiv.org/abs/1909.11776.
[28] R. Schlicht and G. Winkler. A delay stochastic process with applications
in molecular biology. Journal of Mathematical Biology, 57(5):613–48, Nov.
2008.
[29] P. L. Simon and I. Z. Kiss. On bounding exact models of epidemic spread
on networks, 2017. https://arxiv.org/abs/1704.01726.
[30] R. Vizuete, P. Frasca, and F. Garin. Graphon-based sensitivity analysis of
SIS epidemics, 12 2019.
30
[31] V. Volterra. Theory of Functionals and of Integral and Integro-Differential
Equations. Dover Publications, 2005.
[32] E. Volz. SIR dynamics in random networks with heterogeneous connectiv-
ity. Journal of mathematical biology, 56:293–310, 04 2008.
31
