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Introduction
Let W be a Coxeter group and let S = {s1, s2, . . . , sn} be the set of simple reﬂections. Denote by C
the Coxeter element C = s1s2 · · · sn . As a ﬁrst main result of this paper, we show that the braid group
acts transitively on the set of all sequences of n reﬂections whose product is C , see Theorem 1.4.
We then use this result in the crystallographic case to investigate the relation between exceptional
sequences and clusters, ﬁrst in the case of a hereditary algebra of ﬁnite type and then over the path
algebra of an arbitrary quiver without oriented cycles. This is done as follows.
The sequence of simple modules in reverse order: (Sn, . . . , S1) is a complete exceptional sequence
if the projective cover of each S j contains only Si for i  j in its composition series. Crawley-
Boevey [8] and Ringel [19] showed that the braid group acts transitively on the set of complete
exceptional sequences of indecomposable modules over a hereditary algebra. This action preserves
the product of the corresponding reﬂections in the Weyl group, thus, for any complete exceptional
sequence (E1, . . . , En), the product of the corresponding reﬂections is equal to the inverse Coxeter
element C−1, since the latter is the product of reﬂections corresponding to the exceptional sequence
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sE1 sE2 · · · sEn = C−1 = (s1s2 · · · sn)−1 = sn · · · s1.
It will follow from our Theorem 1.4 below that this equation holds if and only if (E1, . . . , En) is a
complete exceptional sequence.
We note that these results are known in the ﬁnite case [2,4] and have been extended to the aﬃne
case by Ingalls and Thomas [13]. Our new proof is type independent and includes these previous
results as corollaries. (We note however that, by [13], the lattice condition proved in [4] does not
hold in general.)
When A is a hereditary algebra of ﬁnite type, the Weyl group is ﬁnite and has a unique element
w0 of maximal length. This is the element which sends all positive roots to negative roots and vice
versa. It can be written as a product of simple reﬂections si , one for every indecomposable module
in the τ orbit of the ith projective module Pi , where τ is the Auslander–Reiten translation. When
these simple reﬂections are written in adapted order (in the order they occur in the Auslander–
Reiten quiver) then we get a reduced expression si1 si2 · · · siν for w0. The cluster category CA of A
contains n more indecomposable objects given by the shifted projective modules Pi[1]. When we
add the corresponding simple reﬂections to this reduced expression for w0 on the right we get an
unreduced expression s1s2 · · · snsi1 si2 · · · siν for the element w1 = Cw0 ∈ W . Each indecomposable
object in the cluster category then corresponds to exactly one simple reﬂection in this expression
for w1, for example si1 corresponds to τ
−1P1. If 1 t1 < · · · < tn  n+ν , we denote by wδ(t1, . . . , tn)
the word obtained from s1s2 · · · snsi1 si2 · · · siν by deleting the n simple reﬂections at the positions
t1, . . . , tn . Call this the deleted word. We show that wδ(t1, . . . , tn) is a reduced expression for w0
if and only if the corresponding set of n indecomposable objects in the cluster category CA is a
cluster-tilting set, see Theorem 2.5. We also describe the mutations in terms of the reduced expression
wδ(t1, . . . , tn), see Theorem 2.8.
The paper is organized as follows. In Section 1.1 we prove that the braid group acts transitively
on the set of all sequences of n reﬂections whose product is the inverse Coxeter element C−1. The
argument is a generalization of our deleted word construction to the inﬁnite case. In Section 2, we
precisely formulate the statement that a set of n objects of a cluster category of ﬁnite type in adapted
order forms a cluster tilting set if and only if the corresponding deleted word is reduced. In Section 3
we prove this by observing that the ﬁrst condition is equivalent to the condition that the sequence of
objects gives an exceptional sequence and the second condition is equivalent to the condition that the
product of the corresponding sequence of reﬂections is C−1. One key idea is that of “algebraic muta-
tion” which parallels mutation of clusters. In Section 2.5 we illustrate our theorem in type An with
an example and in Section 2.6 we use the example to give a cluster-tilting theoretic interpretation of
a result of Woo [21].
In Section 4 we derive the corollary that a real root is a real Schur root if and only if the corre-
sponding reﬂection is a preﬁx of the Coxeter element.
At the end of the paper we include Appendix A communicated to us by Hugh Thomas, in which the
main theorem of the paper is used to prove that the set of ﬁnitely generated, exact abelian, extension-
closed subcategories of the module category of a path algebra over a quiver without oriented cycles
is in bijection with the set of preﬁxes of the corresponding Coxeter element.
1. Braid group actions in Coxeter groups
1.1. Coxeter groups
Let W be a Coxeter group, and let S = {s1, s2, . . . , sn} be the set of simple reﬂections. W is gen-
erated by S subject to the relations (si s j)mij = 1, for some mij such that mii = 1 and mij  2 if i = j.
(See [16] or [5] for basic properties of Coxeter groups including all that we will be using.)
We use the standard bilinear pairing B on Rn given on the standard unit vectors αi by B(αi,α j) =
− cos(π/mij) when mij < ∞ and B(αi,α j) = −1 if mij = ∞. It is well known, for example by [16, 5.3],
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si(x) = x− 2B(αi, x)αi .
The root system Φ ⊂ Rn is the set of all w(αi) where w ∈ W and i = 1,2, . . . ,n. Every root is a
positive or negative linear combination of simple roots: Φ = Φ+ unionsq Φ− .
The set of reﬂections T ⊆ W is deﬁned as
T =
⋃
w∈W
wSw−1.
The Weyl group W acts on T by conjugation.
There is a bijection Φ+ ∼= T given by sending α ∈ Φ+ to sα ∈ T given by
sα(x) = x− 2B(α, x)α.
Lemma 1.1 shows that sα ∈ T and that this mapping Φ+ → T is W -equivariant. The inverse map-
ping T → Φ+ sends the reﬂection t ∈ T to the unique unit vector α which is a non-negative linear
combination of the simple roots αi so that t(α) = −α.
Lemma 1.1. For any root α and any w ∈ W we have
wsαw
−1 = sw(α).
Proof. (See [16, 5.7].) If y = w(x) then wsαw−1(y) = w(x − 2B(α, x)α) = w(x) − 2B(α, x)w(α) =
w(x) − 2B(w(α),w(x))w(α) = sw(α)(y) since B is W -invariant. 
Note that s−α = sα . We also note that the set of reﬂections depends only on the pair (W , S)
whereas the set of positive roots depends on our choice of linear action of W on Rn and our arbitrary
decision to make them all unit vectors. If we modify our choice of positive roots by multiplying them
with positive scalar, making sure that roots in the same orbit of the action of W are multiplied by
the same scalar and deﬁne srα = sα for r = 0, none of the statements below will be affected.
Let C be the Coxeter element C = s1s2 · · · sn . Since the numbering of the simple reﬂections is ar-
bitrary, C represents the product of the elements of S in any ﬁxed order. We know that C and C−1
have length n. So, there are exactly n positive roots p1, p2, . . . , pn which are sent to negative roots
by C−1. We call these the projective roots.
1.2. Braid group action
Let Bm be the braid group on m strands and denote its generators by σ1, σ2, . . . , σm−1. Then Bm
acts on the set of all m element sequences in any group as follows: the generator σi acts by moving
gi one space to the right and conjugating gi+1 by gi :
σi(g1, . . . , gm) =
(
g1, . . . , gi−1, gi gi+1g−1i , gi, gi+2, . . . , gm
)
.
Note that the product of the group elements remains the same. Also note that, for any conjugacy
class X , the set of sequences Xm is invariant under the action of Bm . The braid group Bm also acts on
the set of sequences of m positive roots by
σi(β1, . . . , βm) =
(
β1, . . . , βi−1, β ′i+1, βi, βi+2, . . . , βm
)
,
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Note that sβ ′i+1 = sβi sβi+1 sβi and therefore the action of Bm on Φm+ agrees with the action on Tm , that
is, the bijection Φm+ ∼= Tm sending (β1, . . . , βm) to (sβ1 , . . . , sβm ) is Bm-equivariant. In particular, the
product of the corresponding reﬂections remains the same:
sβ1 · · · sβm = sβ1 · · · sβi−1 sβ ′i+1 sβi sβi+2 · · · sβm .
Lemma 1.2. Let (β1, . . . , βm) be a sequence of positive roots. Then, for any i = 1,2, . . . ,m there is a σ ∈ Bm
so that the ﬁrst entry in σ(β1, . . . , βm) is βi .
Proof. The element σ = (σi−1 · · ·σ1)−1 ∈ Bm has the desired property. 
Lemma 1.3. Suppose that sβ1 · · · sβm = sβ1 · · · sβp−1 sγ sβp · · · sβm−1 . Then
σpσp+1 · · ·σm−1(β1, . . . , βm) =
(
β1, . . . , βp−1, |γ |, βp, . . . , βm−1
)
.
Proof. If we get γ ′ instead of |γ | in the braid equation, then sγ = sγ ′ which implies that γ ′ equals
γ or −γ . Since γ ′ ∈ Φ+ this implies γ ′ = |γ |. 
1.3. Transitive action
We are ready to state the main result of this section.
Theorem 1.4. Let W be a Coxeter group generated by the simple reﬂections s1, . . . , sn and let t1, . . . , tm with
m n, be reﬂections (conjugates of the simple reﬂections) whose (inverse) product is
tmtm−1 · · · t1 = C = s1s2 · · · sn.
Then m = n and there is an element of the braid group Bn which transforms the word tn · · · t2t1 to s1s2 · · · sn.
That is, the braid group acts transitively on the set of all sequences of n reﬂections whose product is the Coxeter
element C .
The proof of the theorem will be given in the following two subsections.
1.4. Projective roots
Take a sequence of m n positive roots
β∗ = (β1, . . . , βm)
with the property that the product of the corresponding reﬂections is the inverse Coxeter element:
sβ1 · · · sβm = C−1 = sn · · · s1.
Assume that m is minimal. We want to show that m = n and that the action of the braid group as
described in Section 1.1 is transitive on the set of such sequences. Taking m to be minimal implies
that the βi are distinct. Otherwise we could cancel a pair of reﬂections in the sequence, using the
action of the braid group, and make m smaller.
A priori, m might be smaller than n, and the braid group Bm acts on the set of all such sequences
β∗ by conjugating the corresponding reﬂections with each other. The ﬁrst step is to collect all the
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projective.
Recall that the projective roots p1, . . . , pn are the n roots which are sent to negative roots by C−1.
More precisely, for i = 1,2, . . . ,n,
pi = s1 · · · si−1(αi).
Let i be minimal so that the projective root pi occurs in some sequence in the orbit of β∗ under the
action of the braid group. By Lemma 1.2, we can move pi to the front to get
β∗ ∼ (pi,∗, . . . ,∗)
where ∼ means lying in the same orbit under the action of Bm . Let j > i be minimal so that
β∗ ∼ (pi, p j,∗, . . . ,∗).
Continuing in this way we get the following.
Lemma 1.5. There is a sequence of positive integers
j1 < j2 < · · · < jk  n
with 0 km n so that
β∗ ∼ (p j1 , p j2 , . . . , p jk , γ1, . . . , γm−k)
satisfying the following conditions.
(1) The action of the braid group Bm−k on the sequence of roots γ1, . . . , γm−k produces no projective roots. In
particular none of the γi is projective.
(2) The action of the braid group Bm−i on the sequence of roots p ji+1 , . . . , p jk , γ1, . . . , γm−k does not produce
any projective root p j with j < ji+1 .
Corollary 1.6. If k =m then m = n and
β∗ ∼ (p1, p2, . . . , pn) ∼ (αn, . . . ,α2,α1).
Proof. If k =m then all of the roots are projective. Moreover, since p ji = s1s2 · · · s ji−1(α ji ), we have
sp ji s1s2 · · · s ji−1 = s1s2 · · · s ji−1s ji , by Lemma 1.1. Consequently,
C = s1s2 · · · sn = sp jm · · · sp j1 s1 · · · ŝ j1 · · · ŝ jm · · · sn, (1)
and since we have C = sp jm · · · sp j1 , this implies that
s1 · · · ŝ j1 · · · ŝ jm · · · sn = e ∈ W
where the notation ŝi means that the reﬂection si is deleted from the sequence. But a product of
distinct simple reﬂections cannot be trivial. (If the product were trivial then the letters could be
cancelled two at a time, and the last two letters to be cancelled would be equal.) Therefore, the
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under the braid group action, which shows that (p1, p2, . . . , pn) ∼ (αn, . . . ,α2,α1). 
To prove Theorem 1.4 it therefore suﬃces to show that k =m.
1.5. Proof of Theorem 1.4
Let β∗ = (β1, . . . , βm) be such that sβ1 · · · sβm = C−1 = snsn−1 · · · s1. By Lemma 1.5, we may suppose
without loss of generality that β∗ = (p j1 , p j2 , . . . , p jk , βk+1, . . . , βm), where p j1 , . . . , p jk are projective
and the two conditions of Lemma 1.5 are satisﬁed.
We want to show that k =m.
Construction: Deﬁne gi = s1s2 · · · s ji−1 for i = 1,2, . . . ,k. Then gi(α ji ) = p ji = βi . We can also write
gi = w1s j1w2s j2 · · ·wi , where wi ∈ W is given by wi = s ji−1+1s ji−1+2 · · · s ji−1 if i > 1, and w1 = g1.
We want to describe the βi with i > k in a similar way. The roots are the orbits of the simple roots
under the action of the Coxeter group W . Thus, also for i = k + 1,k + 2, . . . ,m, there exist a simple
root α ji and an element gi ∈ W such that
gi(α ji ) = βi or gi(α ji ) = −βi . (2)
Let s ji be the simple reﬂection corresponding to the simple root α ji and let wi ∈ W be such that for
each i = 1,2, . . . ,m,
gi = w1s j1w2s j2 · · ·wi−1s ji−1wi . (3)
One example to keep in mind is the preprojective case where this sequence of simple reﬂections can
be taken to be the ﬁrst part of a power of the Coxeter element. Recall that β is called preprojective if
there is some non-negative integer q such that Cqβ is projective.
As consequences of the above construction we have the recursive equations
gi = gi−1s ji−1wi, (4)
sβi gi = gis ji , by Lemma 1.1, (5)
and thus, for 2 i m, we have
gi = sβi−1 gi−1wi . (6)
Now Eq. (5) implies gms jm = sβm gm , and applying Eq. (6) repeatedly yields
gms jm = sβm sβm−1 gm−1wm
= sβm sβm−1 sβm−2 gm−2wm−1wm
= sβm sβm−1 · · · sβ1 g1w2 · · ·wm−1wm
= sβm sβm−1 · · · sβ1w1w2 · · ·wm−1wm,
and therefore
gms jm = Cw1w2 · · ·wm. (7)
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consider the orbit of (βk+1, βk+2, . . . , βm) under the action of the braid group Bm−k . We suppose
without loss of generality that among all sequences in this orbit our sequence (βk+1, βk+2, . . . , βm)
and choice of gi for i > k in the construction above are such that the corresponding length vector
L = ((w1), (w2), . . . , (wm)) is minimal in lexicographic order.
Lemma 1.7. The signs in Eq. (2) above are all positive, that is, gi(α ji ) = βi ∈ Φ+ for all 1 i m.
Proof. Suppose that gi(α ji ) = −βi . Then, by the exchange condition, the expression (3) for gi can be
factored as gi = as jb where b(α ji ) = α j and a(α j) = βi . Since the β ’s are all distinct, the letter s j
cannot be equal to any of the letters s jp in (3). Therefore, s j occurs in the middle of some wp for
p  i. So, wp = aps jbp with (ap) < (wp) and βi = g′p(α j) where
g′p = w1s j1w2s j2 · · ·wp−1s jp−1ap .
But then β∗ ∼ (β1, . . . , βp−1, βi,∗, . . . ,∗) with corresponding length vector
L′ = ((w1), . . . , (wp−1), (ap),∗, . . . ,∗)< L
contradicting the minimality of L. 
Lemma 1.8. If m > k then w1w2 · · ·wm(α jm ) is a negative root.
Proof. We have
w1w2 · · ·wm(α jm ) = C−1gms jm (α jm ) = −C−1(βm),
where the ﬁrst equation follows from Eq. (7), and the second follows because s jm (α jm ) = −α jm and
gm(α jm ) = βm by the previous lemma.
Thus w1w2 · · ·wm(α jm ) is a negative root if and only if C−1βm is a positive root, that is, if and
only if βm is not projective. This holds, since m > k. 
Lemma 1.9. If m > k then there exist p with k < p  m and ap, si,bp ∈ W such that wp = apsibp with
(wp) = (ap) + (bp) + 1 and
sβ1 sβ2 · · · sβp−1 sγ sβp · · · sβm−1 = C−1,
and thus β∗ ∼ (β1, . . . , βp−1, |γ |, βp, . . . , βm−1) where γ = gp−1s jp−1ap(αi).
Proof. By Lemma 1.8, w1w2 · · ·wm maps the positive root α jm to a negative root, thus there is at
least one letter si in any expression for w1w2 · · ·wm such that w1w2 · · ·wm = asib and b(α jm ) is a
positive root and sib(α jm ) is a negative root. It follows that b(α jm ) = αi . We choose as our expression
a product of reduced expressions for each wi . Let p be such that the letter si lies in the chosen
reduced expression for wp . Then wp = apsibp where (ap) < (wp) and
w1w2 · · ·wm = w1w2 · · ·wp−1apsibpwp+1 · · ·wm.
Applying Lemma 1.1 to the equation b(α jm ) = αi yields sib = bs jm , which implies
w1w2 · · ·wm = abs jm . (8)
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Cw1w2 · · ·wm = sβm−1 sβm−2 · · · sβp gpwp+1wp+2 · · ·wms jm .
Now gp = gp−1s jp−1wp = gp−1s jp−1apsibp , where the ﬁrst equality follows from Eq. (4). Since γ =
gp−1s jp−1ap(αi), Lemma 1.1 implies that gp−1s jp−1apsi = sγ gp−1s jp−1ap , and thus
Cw1w2 · · ·wm = sβm−1 sβm−2 · · · sβp sγ gp−1s jp−1apbpwp+1wp+2 · · ·wms jm .
Again, applying Eq. (6) repeatedly and using w1w2 · · ·wp−1apbpwp+1 · · ·wm = ab, we get
Cw1w2 · · ·wm = sβm−1 sβm−2 · · · sβp sγ sβp−1 · · · sβ1abs jm .
Comparing this result with Eq. (8), we conclude that
C = sβm−1 sβm−2 · · · sβp sγ sβp−1 · · · sβ1 .
Finally, we note that γ is not projective, by Lemma 1.5, thus, p > k. 
Proof of Theorem 1.4. Recall that β∗ = (β1, β2, . . . , βm) was such that β1, . . . , βk are projective and
βk+1, βk+2, . . . , βm are such that
L = ((w1), (w2), . . . , (wm))
is minimal in lexicographic order.
By Corollary 1.6, it suﬃces to show that m = k. Suppose m > k, then Lemma 1.9 implies that
C = sβm−1 sβm−2 · · · sβp sγ sβp−1 · · · sβ1 with γ = gp−1ap(αi). Moreover, sβm−1 sβm−2 · · · sβp sγ sβp−1 · · · sβ1 is
obtained from the word
w1s j1 · · ·apsibps jp wp+1 · · ·wm−1s jm−1
by pulling out the letters s j1 , . . . , s jp−1 , si, s jp , . . . , s jm−1 ; note that apsibp = wp .
Since (ap) < (wp), we conclude that the length vector
L′ = ((w1), (w2), . . . , (wp−1), (ap), . . .)
is strictly smaller than L which contradicts the minimality of L. This completes the proof. 
2. Finite type
Let A be a hereditary algebra which is ﬁnite dimensional over some ﬁeld k and of ﬁnite repre-
sentation type, and let n be the number of isomorphism classes of simple A-modules. Then it is well
known that the indecomposable A-modules have the same dimension vectors as the representations
of an associated modulated quiver Q whose underlying graph is a Dynkin diagram. (See [11,12].)
Denote the vertices of Q by 1,2, . . . ,n, and let W be the corresponding Weyl group. Note that W
is a ﬁnite crystallographic reﬂection group, and all ﬁnite crystallographic reﬂection groups appear
in that way. Thus W is the Coxeter group generated by S = {s1, s2, . . . , sn} subject to the relations
(si s j)mij = 1, where mii = 1, and for i = j, we have mij = 2 if there is no edge i − j in the Dynkin
diagram, and mij = 3,4,6 if the weight of the edge i − j in the Dynkin diagram is 1,2,3 respectively.
The Weyl group W acts on the root space Rn of Q and this action is conjugate to the action of
W on Rn deﬁned in the last section. The details, which we do not need, are as follows. There is a
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given by
ϕ(x1, . . . , xn) = (
√
f1x1, . . . ,
√
fnxn)
where f i = dimk Si = dimk EndA(Si) with Si the ith simple A-module. This induces a W -equivariant
bijection from the root system ΦQ of Q to the root system ΦW of W by sending the root β ∈ ΦQ
to ϕ(β) divided by its length.
By [14,9], the dimension vector dim gives a 1–1 correspondence between isomorphism classes of
indecomposable A-modules M and positive roots of Q sending the isomorphism class [M] of M to
dimM = (d1, . . . ,dn) = d1α1 + · · · + dnαn.
The corresponding positive root of W is ϕ(dimM) divided by its length which is
√
dimk EndA(M).
However, the results of the last section are not affected by rescaling the positive roots or changing
the basis for the root space. In this section we will reinterpret these results using the root system
of Q .
2.1. Adapted expressions
A sequence of reﬂections si1 si2 · · · sim is called adapted to the quiver Q if i1 is a sink of Q , and ik
is a sink of the quiver sik−1 · · · si2 si1 Q , for each k  2, where si Q is the quiver obtained from Q by
reversing all arrows at vertex i.
Since Q has no cycles, we can assume without loss of generality that the Coxeter element C =
s1s2 · · · sn is adapted to the quiver Q . Let ν be the number of positive roots, and let si1 si2 · · · siν be an
adapted reduced expression of the longest element w0 of the Weyl group. It is well known, see for
example [3, Ch. IV, 1.6], that the sequence
(
αi1 , si1(αi2), . . . , si1 si2 · · · siν−1(αiν )
)
(9)
contains every positive root exactly once. This induces a total order on the positive roots by α < β if
α appears in the sequence (9) before β .
Remark 2.1. If M is a non-projective indecomposable A-module, then the dimension vector dimτM
of its Auslander–Reiten translate τM is equal to C dimM .
Remark 2.2. Let M , N be indecomposable A-modules such that dimM < dimN . Then HomA(N,M) = 0
and ExtA(M,N) = 0.
Proof. Indeed, suppose to the contrary that HomA(N,M) = 0. Since in ﬁnite representation type every
module is preprojective, we can suppose without loss of generality that M is projective (otherwise
apply the Coxeter transformation repeatedly to M and N until the image of M is projective). Since
HomA(N,M) = 0 and A is hereditary, it follows that N is projective too and that N is a submodule
of M . Let αs = dimM , αt = dimN , so by hypothesis we have s < t . Then αs = si1 si2 · · · sis−1αis and
these s − 1 simple reﬂections are without repetition and similarly αt = si1 si2 · · · sit−1αit and these
t − 1 simple reﬂections are also without repetition. Consequently, the support of M is a subset of
the support of N , and since both are projective, it follows that M is a submodule of N . Thus M = N ,
a contradiction. The vanishing of ExtA(M,N) follows from the Auslander–Reiten formula. 
A special case is M = τN , where τ is the Auslander–Reiten translation. Then the Auslander–
Reiten formula yields ExtA(N,N) = D HomA(N,M) = 0, reﬂecting the fact that all indecomposable
A-modules are exceptional.
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We recall some facts about exceptional sequences. These results in this subsection are also valid if
the hereditary algebra A is not of ﬁnite representation type.
Deﬁnition 1. A sequence of modules (E1, . . . , Er) is an exceptional sequence if
(1) EndA(Ei) is a division algebra for all i,
(2) HomA(E j, Ei) = 0 for j > i,
(3) ExtA(E j, Ei) = 0 for j  i.
If r = n then (E1, . . . , En) is called a complete exceptional sequence. When r = 1, E1 is called an excep-
tional module.
For example, the projective modules (P1, . . . , Pn) form a complete exceptional sequence and the
simple modules in reverse order (Sn, . . . , S1) form a complete exceptional sequence. Since A is hered-
itary, we know by [15] that, for any indecomposable module E with ExtA(E, E) = 0, EndA(E) must
be a division algebra. Therefore, condition (1) may be replaced with the assumption that each Ei is
indecomposable.
The braid group acts on the set of complete exceptional sequences as follows. The generator σi of
the braid group (which moves the ith strand over the (i + 1)st strand) acts on a complete exceptional
sequence E = (E1, . . . , En) by
σi E = (E1, . . . , Ei−1, X, Ei, Ei+2, . . . , En)
where X is the unique module making the indicated sequence exceptional. See [8] for details. Note
that our action is the inverse of [8] since we prefer the label of the strand that goes under to change.
Moreover, the dimension vector of X is given by
dim X = sei (ei+1), or dim X = −sei (ei+1), (10)
where ei , ei+1 are the positive roots corresponding to the dimension vectors of the modules Ei , Ei+1
respectively.
Theorem 2.3. (See Crawley-Boevey [8], Ringel [19].) The braid group acts transitively on the set of (isomor-
phism classes of ) exceptional sequences.
Corollary 2.4. Let se1 se2 · · · sen ∈ W , denoted sE , be the product of the reﬂections corresponding to the dimen-
sion vectors of the elements of an exceptional sequence E. Then for any two complete exceptional sequences
E, E ′ we have sE = sE ′ .
Proof. Applying Lemma 1.1 to Eq. (10), we get
sdim X = sei sei+1 sei .
Thus, for each generator σi of the braid group, we have sσi E = sE , since
· · · sei−1(sei sei+1 sei )sei sei+2 · · · = · · · sei−1 sei sei+1 sei+2 · · · .
The statement now follows from the theorem. 
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We suppose without loss of generality that the last n positive roots in the sequence (9) are the
dimension vectors of the indecomposable injective A-modules in order from 1 to n, that is, for k =
1,2, . . . ,n, we have dim I(k) = si1 si2 · · · siν−n+k−1 (αiν−n+k ).
Let ( j1, j2, . . . , jn+ν) be the sequence (i1, . . . , iν) with (1, . . . ,n) inserted at the beginning, thus
( j1, j2, . . . , jn) = (1,2, . . . ,n) and ( jn+1, jn+2, . . . , jn+ν) = (i1, i2, . . . , iν).
Let w1 = Cw0 = s j1 s j2 · · · s jn+ν . Note that this is an adapted expression which is not reduced. For
t = 1,2, . . . , ν + n, deﬁne
αt = s j1 s j2 · · · s jt−1(α jt ).
Then α1,α2, . . . ,αν are precisely the positive roots and dim P (k) = αk if 1  k  n. Moreover,
αν+1,αν+2, . . . ,αν+n are the negative roots αν+k = −dim P (k) for 1 k n.
The cluster category CA , introduced in [6,7], is the orbit category of the derived category Db
(mod A) under the endofunctor τ−1[1], where τ denotes the Auslander–Reiten translation and [1]
is the shift. As a fundamental domain for CA , we may take ind A ∪ A[1], in other words, every in-
decomposable object in CA is the orbit of an indecomposable A-module or of the ﬁrst shift of an
indecomposable projective A-module, see [6].
For t = 1,2, . . . , ν , let Mt be the indecomposable A-module whose dimension vector is equal to αt ,
and for t = ν + k, with k > 0, let Mt = P (k)[1] be the ﬁrst shift of the indecomposable projective
A-module P (k). Then the indecomposable objects in CA are in bijection with M1,M2, . . . ,Mν+n .
Let Nt denote the indecomposable A-module Nt = Mt if t  ν , and Nt = P (k) if t = ν + k with
k > 0. Then the dimension vector of Nt is αt if t  ν , and it is αk = −αt if t = ν + k, with k > 0. In
particular,
sdimNt = sαt if t  ν. (11)
Let wδ(t1, . . . , tn) denote the expression that is obtained from the expression s j1 · · · s jn+ν for w1
by deleting the reﬂections at the positions t1, t2, . . . , tn .
Theorem 2.5. Let 1 t1 < t2 < · · · < tn  ν + n. Then the following statements are equivalent.
(1) M = Mt1 ⊕ Mt2 ⊕ · · · ⊕ Mtn is a cluster-tilting object in CA .
(2) N = (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence in mod A.
(3) sαtn sαtn−1 · · · sαt1 = s1s2 · · · sn.
(4) wδ(t1, . . . , tn) is a reduced expression for w0 .
Remark 2.6. Note that the theorem implies that there is a map from cluster-tilting objects to excep-
tional sequences, which is obtained by ordering the indecomposable summands of the cluster-tilting
object and then replacing the shifts of projectives (if any) by the corresponding projectives. This map
is neither injective nor surjective!
To see that it is not injective, it suﬃces to take one cluster-tilting object T = P (1) ⊕ · · · ⊕ P (n)
to be the sum of the indecomposable projective modules and another cluster-tilting object T ′ = T [1]
to be the sum of the shifts of the indecomposable projective modules. Both are mapped to the same
exceptional sequence (P (1), . . . , P (n)).
To see that the map is not surjective, it suﬃces to notice that the exceptional sequence (Sn, . . . , S1)
consisting of the simple modules in reverse order is not in the image.
In the theorem, we need to ﬁx a sequence of integers ti to have the equivalence of (1) and (2).
The proof of Theorem 2.5 will be given in Section 3.
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In this subsection, we give a precise description of the mutations in terms of the reduced expres-
sions. This will be seen to be more or less equivalent to Theorem 2.5.
Lemma 2.7. If wδ(t1, t2, . . . , tn) is a reduced expression for w0 , then for each k there is a unique t′k ∈{1,2, . . . ,n+ ν} \ {t1, t2, . . . , tn} such that
wδ
(
t1, . . . , tk−1, tk+1, . . . , tn, t′k
)
is a reduced expression for w0 .
We will say that t′k is obtained from tk by algebraic mutation.
Proof. The claim is that, if the letter tk is inserted into its original place in the deleted word
wδ(t1, t2, . . . , tn), then there is a unique other letter t′k which needs to be deleted in order for the
word to remain equal to w0 in the Coxeter group. This is a special case of the following statement. If
we insert a simple reﬂection tk in the middle of any reduced expression for the longest word w0 in
any ﬁnite Coxeter group, say w0 = ab → atkb, then there exists a unique other letter which needs to
be removed in order for the result to remain equal to w0. The letter that needs to be removed, call
it t′k , is in either a or b but not both so that either
(1) a = a1t′ka2 and w0 = a1a2tkb, or
(2) b = b1t′kb2 and w0 = atkb1b2.
To see this, suppose that tk = si and let α = a(αi) and β = b−1(αi). Then α = w0(β). Since w0 sends
all positive roots to negative roots and vice versa, exactly one of the roots α,β is positive and the
other is negative. If α is negative, then atk is not reduced and, by the exchange condition, there is a
unique letter t′k in a so that a = a1t′ka2 and atk = a1a2, so we are in case (1) above. If β is negative
we are in case (2). 
Deﬁne
s ji =
{
1 if i ∈ {t1, t2, . . . , tn},
s ji otherwise.
Then wδ(t1, t2, . . . , tn) = s j1 s j2 · · · s jn+ν .
Let k ∈ {1,2, . . . ,n}. Consider two cases.
(1) Suppose ﬁrst that there exists a positive integer  < tk such that
s j s j+1 · · · s jtk−1(α jtk )
is a negative root, and let  be the largest such integer. Then
s j+1 · · · s jtk−1(α jtk ) = α,
and, by Lemma 1.1, s j+1 · · · s jtk−1 s jtk = s j s j+1 · · · s jtk−1 . Consequently
wδ(t1, . . . , , . . . , tk−1, tk+1, . . . , tn) = wδ(t1, . . . , tk−1, tk, tk+1, . . . , tn).
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t′k in Lemma 2.7.
(2) Now suppose that there exists a positive integer  > tk such that
s j s j−1 · · · s jtk+1(α jtk )
is a negative root, and let  be the least such integer. Then
s j−1 · · · s jtk+1(α jtk ) = α,
and, again by Lemma 1.1, s j−1 · · · s jtk+1 s jtk = s j s j−1 · · · s jtk+1 . Consequently, s jtk+1 · · · s j−1 s j =
s jtk s jtk+1 · · · s j−1 , and
wδ(t1, . . . , tk−1, tk+1, . . . , , . . . , tn) = wδ(t1, . . . , tk−1, tk, tk+1, . . . , tn).
Thus wδ(t1, . . . , tk−1, tk+1, . . . , , . . . , tn) is a reduced expression of w0 and, hence,  is the unique
t′k in Lemma 2.7.
It also follows from Lemma 2.7 that exactly one of the two cases above must hold. Assuming Theo-
rem 2.5 we obtain the following theorem.
Theorem 2.8. Let T = Mt1 ⊕ · · ·⊕ Mtn be a tilting object. Let μk(T ) = (
⊕
j =k Mt j )⊕ Mt′k be the mutation of
T in direction k. Then either t′k < tk is the largest integer such that
s j s j+1 · · · s jtk−1(α jtk )
is a negative root, or t′k > tk is the least integer such that
s j s j−1 · · · s jtk+1(α jtk )
is a negative root.
2.5. An example
Let Q be the quiver 1 ← 2 ← 3 ← 4 of type A4, let c = s1s2s3s4 and use the reduced expression
s1s2s1s3s2s1s4s3s2s1 for w0. Then w1 is the word
s1 s2 s3 s4 s1 s2 s1 s3 s2 s1 s4 s3 s2 s1
1 2 3 4 5 6 7 8 9 10 11 12 13 14
where the second row indicates the position for convenience. Let T be the tilting object in the cluster
category whose direct summands are the indecomposable projective modules, that is, (t1, t2, t3, t4) =
(1,2,3,4) and T = M1 ⊕ M2 ⊕ M3 ⊕ M4. The corresponding reduced expression wδ(1,2,3,4) equals
s1 s2 s1 s3 s2 s1 s4 s3 s2 s1
1 2 3 4 5 6 7 8 9 10 11 12 13 14
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are
s1 s2 s1 s3 s2 s1 s4 s3 s2 s1
s2 s1 s2 s3 s2 s1 s4 s3 s2 s1
s3 s1 s2 s1 s3 s2 s4 s3 s2 s1
s4 s1 s2 s1 s3 s2 s1 s4 s3 s2
1 2 3 4 5 6 7 8 9 10 11 12 13 14
If we mutate the second row in position 3, we obtain the following reduced expression corre-
sponding to μt3μt2 T :
s2 s3 s1 s2 s3 s1 s4 s3 s2 s1
1 2 3 4 5 6 7 8 9 10 11 12 13 14
These reduced expressions together with their positions describe the combinatorial structure of
(a fundamental domain of) the Auslander–Reiten quiver of the corresponding cluster-tilted algebras,
compare with [1]. The last reduced expression, for example, gives rise to the quiver
11
3 8 12
2 6 13
5 10 14
where the labels are the positions of the ten simple reﬂections si in the reduced expression, and label
k is placed at the level i in the quiver if the reﬂection at position k is si . For example, the reﬂection
s2 appears at positions 2,6,13 in the reduced expression and therefore the labels 2,6,13 form the
second level of the Auslander–Reiten quiver. To obtain the complete Auslander–Reiten quiver, one has
to add one arrow 13 → 2 and one arrow 14 → 3. This can be obtained by forming the long (not
reduced) word
wδ(t1, t2, . . . , tn)ρ
(
wδ(t1, t2, . . . , tn)
)
wδ(t1, t2, . . . , tn) · · · (12)
and identifying vertices with labels i and j whenever i ≡ j (mod n + ν), where ρ is the endomor-
phism of the Weyl group given by ρ(si) = sρ˜(i) , and ρ˜ is the identity in types A1, Dn , fo n even, E7,
and E8; and ρ˜ is the unique non-trivial automorphism of the Dynkin diagram in the types An with
n > 1, Dn for n odd and E6. Thus in our example the long word is
s2 s3 s1 s2 s3 s1 s4 s3 s2 s1
1 2 3 4 5 6 7 8 9 10 11 12 13 14
s3 s2 s4 s3 s2 s4 s1 s2 s3 s4 · · ·
15 16 17 18 19 20 21 22 23 24 25 26 27 28 · · ·
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Fig. 2. Every pair of lines crosses exactly once, making this a reduced expression for the longest word w0 = (15)(24) ∈ S5.
In this example, the reﬂections that correspond to the indecomposable projective modules can
be found in the reduced expression wδ(1,4,7,9) as follows. The deleted positions 1,4,7,9 cor-
respond to simple reﬂections s j1 = s1, s j4 = s4, s j7 = s1, s j9 = s2 respectively. To each of these po-
sitions i, let pi > i be the smallest integer such that spi = s ji (in the long word in (12)). Thus
p1 = 5, p4 = 11, p7 = 10, p9 = 13. The indecomposable projective modules are at the position
(p1, p4, p7, p9) = (5,11,10,13) in the Auslander–Reiten quiver.
2.6. A geometric interpretation
The An example gives a cluster-tilting theoretic interpretation of the following types of drawings
which are described in [21]. The 14 crossings in Fig. 1 correspond to the simple reﬂections
(s1), s2, s1, s3, s2, (s4), (s1), s3, (s2), s4, s1, s3, s2, s1.
Since the Weyl group of A4 is the symmetric group S5, the simple reﬂections are the simple trans-
positions si = (i, i + 1) and the product of these simple transpositions is the permutation indicated in
Fig. 1. If the simple transpositions in parentheses are deleted then we get the longest word which is
the permutation indicated in Fig. 2.
The mutation process is easy to visualize, we simply take two lines in Fig. 2 and make them cross
where they do not and make them not cross where they do.
3. Proof of Theorem 2.5
The proof of the theorem is subdivided into the three Lemmas 3.1–3.3.
3.1. Cluster-tilting objects and exceptional sequences
Lemma 3.1. Let 1 t1 < t2 < · · · < tn  ν +n. Then M = Mt1 ⊕ Mt2 ⊕ · · ·⊕ Mtn is a cluster-tilting object in
CA if and only if N = (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence in mod A.
Proof. Suppose M = Mt1 ⊕ · · · ⊕ Mtn is a tilting object in CA and let ti < t j . Recall that Nt = Mt if
1 t  ν , and if ν < t  ν + n then Mt is the object P (t − ν)[1] = τ P (t − ν) in the cluster category
and Nt is the module P (t − ν). If ti < t j  ν , then HomA(Nt j ,Nti ) = 0 by Remark 2.2. If ti  ν < t j ,
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HomCA
(
P (t j − ν),Mti
)∼= D ExtCA (Mti , τ P (t j − ν))= D ExtCA (Mti ,Mt j ),
which is impossible, since M is a tilting object. Thus, again, we have HomA(Nt j ,Nti ) = 0. Finally, if
ν < ti < t j , then HomA(Nt j ,Nti ) = HomA(P (t j −ν), P (ti −ν)), which is zero by Remark 2.2. Therefore,
we have HomA(Nt j ,Nti ) = 0 if t j > ti .
If t j  ν then ExtA(Nt j ,Nti ) = 0 because ExtCA (Mt j ,Mti ) = 0, and if ν < t j then ExtA(Nt j ,Nti ) =
ExtA(P (t j − ν),Nti ) = 0, since P (t j − ν) is projective. Thus (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional se-
quence.
Conversely, suppose that (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence. Suppose ﬁrst that ti <
t j  ν . Then
D ExtCA (Nt j ,Nti ) ∼= ExtCA (Nti ,Nt j ) ∼= ExtA(Nti ,Nt j ) ⊕ ExtA(Nt j ,Nti ),
where the second summand is zero because (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence, and the
ﬁrst summand is isomorphic to D HomA(Nt j , τNti ) which is zero by Remark 2.2. Thus ExtCA (Mt j ,
Mti ) = ExtCA (Mti ,Mt j ) = 0.
Now suppose ti  ν < t j . Then
ExtCA (Mt j ,Mti ) = ExtCA
(
P (ν − t j)[1],Nti
)
∼= HomCA
(
P (ν − t j),Nti
)
= HomDb (mod A)(Nt j ,Nti ) ⊕HomDb (mod A)
(
P (ν − t j), τ−1Nti [1]
)
,
where the ﬁrst summand is zero because N is an exceptional sequence and the second summand is
zero because of the structure of the derived category.
Finally, suppose that ν < ti < t j , then
ExtCA (Mt j ,Mti ) = ExtCA
(
P (ν − t j), P (ν − ti)
)= 0.
Thus M =⊕ni=1 Nti has no self-extension in CA , whence M is a tilting object in CA . This completes
the proof. 
3.2. Reduced expressions and the Coxeter element
Lemma 3.2. Let 1  t1 < t2 < · · · < tn  ν + n. Then wδ(t1, . . . , tn) is a reduced expression for w0 if and
only if sαtn sαtn−1 · · · sαt1 = s1s2 · · · sn.
Proof. Setting w = s j1 s j2 · · · s jt−1 and α = α jt , we have w(α) = αt , and then Lemma 1.1 implies
sαt = s j1 s j2 · · · s jt−1 s jt s jt−1 · · · s j2 si1 .
Therefore sαt1 sαt2 · · · sαtn is equal to
s j1 s j2 · · · s jt1−1 ŝ jt1 s jt1+1 · · · s jt2−1 ŝ jt2 s jt2+1 · · · s jtn−1 s jtn s jtn−1 s jtn−2 · · · s j1 ,
and multiplying with w = s j1 s j2 · · · s jν+n on the right, we get
(sαt1 sαt2 · · · sαtn )w1 = wδ(t1, . . . , tn).
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s1s2 · · · sn = sαtn sαtn−1 · · · sαt1 , and this completes the proof. 
3.3. Exceptional sequences and the Coxeter element
Lemma 3.3. Let 1 t1 < t2 < · · · < tn  ν + n. Then N = (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence in
mod A if and only if sαtn sαtn−1 · · · sαt1 = s1s2 · · · sn.
Proof. Let E = (Sn, Sn−1, . . . , S1) be the exceptional sequence given by the simple modules in reverse
order. By Theorem 2.3, there is an element σ in the braid group such that σ(E) = N is the exceptional
sequence under consideration, and Corollary 2.4 implies
snsn−1 · · · s1 = sE = sN = sαt1 sαt2 · · · sαtn ,
where the last identity follows from Eq. (11).
Conversely, sE = snsn−1 · · · s1 = C−1 and by our assumption this is equal to sαt1 sαt2 · · · sαtn . Then
Theorem 1.4 yields the existence of an element of the braid group σ such that σ sE = sαt1 sαt2 · · · sαtn ,
and, hence, σ E = (Nt1 ,Nt2 , . . . ,Ntn ) is an exceptional sequence by Theorem 2.3. 
3.4. Alternate proof
We note that Theorem 1.4 was not used in the proofs of Lemmas 3.1 and 3.2 and was only used
in the second half of Lemma 3.3 above. In the ﬁnite case, this can be replaced by Lemma 2.7 in the
following way.
Let (t1, . . . , tn) be minimal in lexicographic order so that sαt1 sαt2 · · · sαtn = C−1 but we do not
know if the corresponding objects form a cluster. Then we can use Lemma 2.7 to algebraically mutate
the last term tn to t′n so that wδ(t1, . . . , tn−1, t′n) = w0 and therefore
sαt1 sαt2 · · · sαtk sαt′n sαtk+1 · · · sαtn−1 = C−1.
Since t′n = tn we must have that k < n − 1. Therefore (t1, . . . , tk, t′n, tk+1, . . . , tn−1) is less than
(t1, . . . , tn) in lexicographic order. Thus, by induction, the objects Mt1 , . . . ,Mtn−1 ,Mt′n form a cluster.
The object Mt′n can be mutated to an object, say Mt∗n , to obtain another cluster Mt1 , . . . ,Mtn−1 ,Mt∗n
where t∗n = t′n .
We claim that t∗n = tn proving the lemma and thus the theorem. By Theorem 2.3 we know that
the product of reﬂections corresponding to this new cluster is C−1. By Lemma 3.2 this implies that
wδ(t1, . . . , tn−1, t∗n) = w0. But this equation determines t∗n uniquely by Lemma 2.7. So, t∗n = tn as
claimed.
4. Inﬁnite type
We will now look at the analogue of Theorem 2.5 for quivers of inﬁnite type. For simplicity of
terminology we restrict to the simply laced case.
4.1. Quivers of inﬁnite type
Suppose that Q is a quiver without oriented cycles and K is an algebraically closed ﬁeld. The path
algebra KQ is a ﬁnite dimensional hereditary algebra over K . Kac [17] showed that the dimension
vectors of the indecomposable KQ-modules are exactly the positive roots of the Kac–Moody Lie alge-
bra associated to KQ . The Weyl group W of KQ is generated by reﬂections with respect to the bilinear
form B given by B(αi,αi) = 1 and B(αi,α j) = −nij/2 where nij = n ji is the number of arrows be-
tween vertices i and j. This is a Coxeter group (see, e.g. [5], [A] ⇒ [C]). So, Theorem 1.4 applies. The
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and mij = ∞ when nij  2. The bilinear form B for Q agrees with the bilinear form deﬁned for W if
and only if all of the numbers nij are  2.
The Coxeter element C ∈ W is given by the product of simple reﬂections
C = s1s2 · · · sn
which we assume as before to be adapted to the quiver Q .
Kac [17] deﬁnes a real root of Q to be any root of the form w(αi) where w ∈ W and αi is a
simple root and he showed that a root α is real if and only if B(α,α) = 1. If all nij  2 then the set
of real roots of Q is equal to the set of roots of W . If there are any nij  3 then the root spaces of
Q and W will not be W -equivariantly isomorphic. However, there is still a W -equivariant bijection
between the set of positive roots of W and the set of positive real roots of Q since both sets are in
W -equivariant bijection with the set T of Section 1.1 with a positive real root β corresponding to the
reﬂection sβ ∈ T given as before by
sβ(x) = x− 2B(β, x)β.
4.2. Exceptional sequences
Recall from Kac [18] and Schoﬁeld [20] that a real Schur root is a real root which is also the
dimension vector of an indecomposable KQ-module M so that EndKQ (M) = K . Since dimM is a real
root, this implies that M is an exceptional module. Conversely, the dimension vectors of all exceptional
modules are real Schur roots.
Combining Theorem 2.3 of Crawley-Boevey and our Theorem 1.4 we get the following.
Theorem 4.1. Suppose that β1, β2, . . . , βn is a sequence of real roots of W . Then the following are equivalent.
(1) There is an exceptional sequence (E1, E2, . . . , En) with dim Ei = βi .
(2) The product of the corresponding reﬂections is the inverse of the Coxeter element: sβ1 sβ2 · · · sβn = C−1 .
This has the following corollary where we recall that a preﬁx of the Coxeter element is deﬁned to
be any element w ∈ W which can be expressed as a product of reﬂections w = t1t2 · · · tk for which
there exist n− k other reﬂections tk+1, . . . , tn so that
t1t2 · · · tn = C .
Corollary 4.2. A real root β is a real Schur root if and only if sβ is a preﬁx of the Coxeter element.
Proof. If β is a real Schur root, then β = dim E for some exceptional module E . This can be com-
pleted to an exceptional sequence (E1, . . . , En) with En = E by [8]. Therefore C = sβ sβn−1 · · · sβ1 by
Theorem 4.1 where βi = dim Ei , so sβ is a preﬁx.
Conversely, if sβ is a preﬁx, say sβ = t1 · · · tk , then C = sβtk+1 · · · tn . By [10], the Coxeter element
cannot be written as a product of fewer than n reﬂections, which implies that k = 1. So, Theorem 4.1
implies that β is the dimension vector of an exceptional module, so β is a real Schur root. 
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Hugh Thomas has communicated to us the following application of our work to his joint paper
with Ingalls [13].
Let Q be a quiver. In [13], the authors deﬁne a map φ from ﬁnitely generated, exact abelian,
extension-closed subcategories of mod kQ to preﬁxes of the Coxeter element. The purpose of this
appendix is to show that this map is a bijection in general type, generalizing the result of [13] where
it has been shown that it is a bijection in ﬁnite and aﬃne type.
The map φ is deﬁned by taking an exceptional sequence in the subcategory and then consider-
ing the product of the corresponding reﬂections. Since the exceptional sequence in the subcategory
can be extended to one in the full category, the product of reﬂections is a preﬁx of the Coxeter
element.
Theorem 4.3. The map φ is a bijection from ﬁnitely generated, exact abelian, extension-closed subcategories
of mod kQ to preﬁxes of the Coxeter element.
Proof. First we show surjectivity. Let w = t1 · · · tr be a preﬁx of c. So there is some u = tr+1 · · · tn
such that wu = c. By Theorem 4.1 above, the reﬂections ti are reﬂections in real Schur roots, and
the corresponding objects form an exceptional sequence. In particular, the minimal exact abelian and
extension-closed subcategory containing the objects corresponding to the reﬂections t1, . . . , tr is sent
to w by the map φ.
Next we show injectivity. Suppose there were two subcategories A, B which map to the same pre-
ﬁx of c, say w = t1 · · · tr . Then t1, . . . , tr can be extended to a factorization of c into n reﬂections, say,
by adding reﬂections tr+1, . . . , tn . By Theorem 4.1 above, this implies that the exceptional sequences
for A and B can be extended to an exceptional sequence for the full category, by appending the ob-
jects corresponding to tr+1, . . . , tn . But this means that A and B are both the perpendicular to the
subcategory generated by the objects corresponding to the reﬂections tr+1, . . . , tn . Thus A = B . 
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