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Resumo
Este trabalho descreve a construc¸a˜o de uma biblioteca computacional (chamada
Osiris) que implementa as funcionalidades necessa´rias para a execuc¸a˜o de simu-
lac¸o˜es baseadas no me´todo dos elementos finitos. Os objetivos de Osiris sa˜o a
flexibilidade, o desempenho e a extensibilidade. Estes quesitos sa˜o satisfeitos na˜o
apenas pela escolha da orientac¸a˜o por objetos (C++), mas tambe´m pelo uso e
extensa˜o do estado da arte em Programac¸a˜o Gene´rica e Programac¸a˜o Generativa.
Va´rios exemplos nume´ricos sa˜o apresentados, alguns de interesse em Biomatema´tica.
Abstract
This work describes the creation of a computational library (named Osiris) that
implements the basic functionalities needed in usual Finite Element simulations.
Osiris’ objectives are flexibility, performance and extensibility. These requirements
are fulfilled not only by the choice of an object oriented language (C++), but also by
the use and extension of the state-of-the-art in Generic Programming and Generative
Programming. Several numerical examples are discussed, some of interest from a
Biomathematics point of view.
Agradecimentos
Meu Doutorado foi longo e teve alguns momentos muito sofridos. Devo muito a va´rias pessoas o fato
de ter conseguido chegar quase inteiro ate´ a sec¸a˜o de agradecimentos, mas sem du´vida alguma, a pessoa
que mais compartilhou comigo este “parto” foi minha esposa Luiza. Mesmo sendo do ramo (Doutora
em Engenharia Ele´trica) e jurando pra mim que o padre disse “. . . na sau´de e na doenc¸a, na riqueza
e na pobreza, programando e escrevendo a tese . . . ”, sei que ela fez mais do que seria razoa´vel nesta
situac¸a˜o dif´ıcil, mesmo para minha companheira de vida. Sem ela e sua “reza brava” este trabalho na˜o
existiria. A voceˆ, Luiza, meu mais sincero e amoroso obrigado!
Ao meu orientador, o Joni, sou grato pelos longos anos de trabalho conjunto que tornaram-se
amizade. Ele me ensinou a pensar 112 vezes antes de falar, a tomar cafe´ sem ac¸u´car e a ser independente.
Valeu Chefinho!
Ao professor Petroˆnio Pulino vai um agradecimento especial pelos muitos cursos, pelas horas de
discussa˜o, pelas listagens, pelos conselhos e pelas dicas de Elementos Finitos.
Agradec¸o tambe´m a minha famı´lia (ma˜e, irma˜ e sobrinhos) pelo apoio incondicional, pela torcida e
pela pacieˆncia. A`s vezes tambe´m pela compreensa˜o com a minha auseˆncia.
Ao Akiles pelas horas intermina´veis de discussa˜o e pelas excelentes ide´ias em programac¸a˜o. Ao
Se´rgio pelo bom humor, pela vasta cultura, pelos micros e pela guarida. Aos colegas de empresa
Alberto e Cla´udio por acreditarem mais nas minhas ide´ias do que eu mesmo.
A`s professoras Vera, Sandra e Margarida, por contribuirem tanto com minha formac¸a˜o e por me
trazerem um pouco de luz em per´ıodos sombrios.
Agradecimentos gerais ao povo do projeto CFD da Embraer, a todos do IMECC que me acolheram
bem durante mais de uma de´cada, aos amigos do passado e do presente.
Aos meus “bebeˆs”, Costelinha e Pateta, pela companhia incansa´vel durante as madrugadas.
Quero fazer um agradecimento especial a todas as pessoas que de alguma forma se envolvem ou se
envolveram na construc¸a˜o do maravilhoso mundo do Software Livre. Sem o esforc¸o por tra´s de gcc,
make, gdb, ddd, emacs, Mozilla, Linux, OpenDX, LATEX, Pooma e outras dezenas de softwares livres
de alt´ıssima qualidade, na˜o conseguir´ıamos hoje enxergar ale´m de certas janelas.
A` Capes sou grato pelo apoio financeiro durante os quatro anos regulamentares de bolsa.
E para aqueles que passaram 6 anos me perguntando “quando voceˆ vai terminar a tese” minha
resposta: esta´ pronta.
“Everything that has a beginning, has an end.”
The Oracle
Suma´rio
I Histo´ria 12
1 Introduc¸a˜o 13
2 C++ e Computac¸a˜o Cient´ıfica: uma combinac¸a˜o via´vel? 15
2.1 Introduc¸a˜o a C++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Orientac¸a˜o por objetos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Modelagem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Heranc¸a e reutilizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Polimorfismo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.5 Sobrecarga de operadores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Gargalos inerentes a C++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Avaliac¸a˜o de expresso˜es aos pares . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Polimorfismo: o custo da abstrac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.4 Aliasing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 C++ e templates: estendendo as capacidades da linguagem 24
3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Templates [DD01, Eck95] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Metaprogramas templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Expresso˜es templates [Vel00, Vel95a, CCH+98a, HC00] . . . . . . . . . . . . . . . . . . . 27
3.4.1 Templates recursivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.2 A construc¸a˜o de uma expressa˜o template . . . . . . . . . . . . . . . . . . . . . . 28
3.4.3 Uma implementac¸a˜o mı´nima do mecanismo de expresso˜es templates . . . . . . . 29
3.5 Especializac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5.1 Especializac¸a˜o expl´ıcita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.6 Classes traits [Mye95] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5
II Forja 35
4 A forja de objetos 36
4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Programac¸a˜o Orientada a Aspectos (OA) . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Classes mixin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.2 Classes mixin como modificadoras . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.3 Classes mixin para a construc¸a˜o de objetos . . . . . . . . . . . . . . . . . . . . . 43
4.4 Meta construc¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.2 Meta IF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.3 Meta comparac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4.4 Meta SWITCH/CASE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4.5 Outras meta construc¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5 Reposito´rios de configurac¸a˜o: objetos com DNA 54
5.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.1 Reposito´rios de configurac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.2 Um exemplo inicial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Componentes para gerac¸a˜o de configurac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2.1 Diagramas de caracter´ısticas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2.2 DSL para Elementos Finitos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Detalhes de implementac¸a˜o do configurador . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.1 A descric¸a˜o da DSL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.2 Processamento de configurac¸o˜es (parsing) . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 O gerador de elementos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Outros configuradores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.1 Configurador da base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.2 Configurador da transformac¸a˜o padra˜o ↔ real . . . . . . . . . . . . . . . . . . . 66
5.4.3 Configuradores dos operadores diferenciais . . . . . . . . . . . . . . . . . . . . . . 67
III Ama´lgama 71
6 Operadores e expresso˜es templates 72
6.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2 Pooma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.1 A biblioteca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.2 Expresso˜es templates em Pooma . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2.3 Referenciando os operandos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.4 Operadores una´rios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.5 Operadores bina´rios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6
6.2.6 O engine de expresso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.7 A´rvore de expresso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.8 Tags de operadores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Operadores diferenciais e Pooma: bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3.1 Geometria, integrac¸a˜o nume´rica e Pooma . . . . . . . . . . . . . . . . . . . . . . 79
6.3.2 Avaliac¸a˜o da base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.3 Transformac¸o˜es padra˜o ↔ real . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4 Configurando os operadores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.1 DSL para operadores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.5 Condic¸o˜es de fronteira . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.5.1 DSL para condic¸o˜es de fronteira . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7 Operadores essenciais 94
7.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2 Operadores do tipo ∇ · (−α∇u) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2.1 Difusa˜o constante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2.2 Difusa˜o espacial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.3 Operadores do tipo σu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3.1 Decaimento constante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.3.2 Decaimento espacial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4 Operadores do tipo ∇ · (Vu) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.4.1 Advecc¸a˜o com velocidade constante . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.4.2 Advecc¸a˜o com variac¸a˜o espacial do campo de velocidade . . . . . . . . . . . . . . 109
7.5 Operador de interpolac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
IV Galeria 112
8 Diversos exemplos e aplicac¸o˜es 113
8.1 A equac¸a˜o de Poisson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.1.1 Cena´rio 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.1.2 Cena´rio 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.3 Cena´rio 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.1.4 Cena´rio 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.2 Difusa˜o espacial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2.1 Cena´rio 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2.2 Cena´rio 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.2.3 Cena´rio 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.3 Interac¸a˜o poluente ↔ espe´cie animal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.3.1 O poluente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.3.2 A populac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.3.3 O domı´nio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
7
8.3.4 Cena´rio 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.3.5 Cena´rio 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Concluso˜es, faltas e trabalhos futuros 145
Concluso˜es gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Faltas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Trabalhos futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Refereˆncias Bibliogra´ficas 148
A Elementos de Refereˆncia 151
A.1 Triaˆngulo de refereˆncia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
A.2 Quadrila´tero de refereˆncia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.3 Tetraedro de refereˆncia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
B Listagens 155
B.1 Meta SWITCH/CASE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
B.2 Meta comparac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
C Listagens para os exemplos de Poisson 158
C.1 SolversCommon.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
C.2 ElementDef.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
C.3 Rhs 1.h e Rhs 2.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.3.1 Rhs 1.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.3.2 Rhs 2.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
C.4 PoissonCteCoeff.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
C.5 PoissonCteCoeff.cc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
D Listagens para os exemplos com difusa˜o espacial 167
D.1 SolversCommon.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.2 ElementDef.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.3 Rhs 1.h e BallSrc.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.3.1 BallSrc.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.4 Corner.h e HalfCube.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.4.1 Corner.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.4.2 HalfCube.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
D.5 DoubleArch.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
D.6 Diffusion.h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
D.7 Diffusion.cc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
E Listagem para os exemplos de Interac¸a˜o Espe´cie/Poluente 177
E.1 PollutantSpecies.cc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
8
Lista de Figuras
2.1 Hierarquia de classes de matrizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Comparac¸a˜o de tempos de execuc¸a˜o para operac¸a˜o de soma vetorial w = x + y + z, com
va´rios tamanhos de vetores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Templates recursivos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 A´rvore de tipos constru´ıda com templates. . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1 Componentes e aspectos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Va´rios n´ıveis mixin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Nova configurac¸a˜o de classes com introduc¸a˜o da classe mixin. . . . . . . . . . . . . . . . 41
4.4 Esquematizac¸a˜o do meta IF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.1 Exemplo de diagrama de caracter´ısticas. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 DSL para elementos finitos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Instaˆncia de FE_Family< lagrange< 1 > >. . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Relac¸o˜es entre as diversas classes que formam um elemento. . . . . . . . . . . . . . . . . 64
5.5 DSL para o conceito “base de elementos finitos”. . . . . . . . . . . . . . . . . . . . . . . 65
5.6 DSL para transformac¸a˜o elemento padra˜o ↔ elemento real. . . . . . . . . . . . . . . . . 67
6.1 A´rvore bina´ria representando a expressa˜o y = sin(x) + x. . . . . . . . . . . . . . . . . . . 75
6.2 A´rvore de expressa˜o usando templates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Representac¸o˜es gra´ficas para pontos e pesos de integrac¸a˜o bidimensionais. . . . . . . . . 82
6.4 Representac¸o˜es gra´fica para pontos e pesos de integrac¸a˜o tridimensionais. . . . . . . . . 82
6.5 DSL para operadores diferenciais. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6 DSL para condic¸o˜es de fronteira. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.1 Gra´fico de (7.17). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.1 Geometria para os Cena´rios 1, 2 e 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.2 Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada dos Cena´rios 1, 2 e 3. . . . . . . 119
8.3 Geometria para o Cena´rio 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.4 Corte nas superf´ıcies de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 4. . . . 125
8.5 Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 1 com α espacialmente
varia´vel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
9
8.6 Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 2. . . . . . . . . . . 133
8.7 Representac¸a˜o 3D para a soluc¸a˜o aproximada do Cena´rio 2. . . . . . . . . . . . . . . . . 134
8.8 Superf´ıcies de n´ıvel com corte para a soluc¸a˜o aproximada do Cena´rio 3. . . . . . . . . . 134
8.9 Domı´nio [0, 5] × [0, 1] para os cena´rios 1 e 2 (interac¸a˜o poluente-populac¸a˜o). . . . . . . . 136
8.10 Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 1 com k = 0. . . . . 139
8.11 Gra´fico de densidade para a soluc¸a˜o aproximada da espe´cie do Cena´rio 1. . . . . . . . . 140
8.12 Gra´ficos de n´ıvel para a soluc¸a˜o aproximada da espe´cie do Cena´rio 1. . . . . . . . . . . . 141
8.13 Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 2 com k = 0. . . . . 142
8.14 Gra´fico de densidade para a soluc¸a˜o aproximada da espe´cie do Cena´rio 2. . . . . . . . . 143
8.15 Gra´ficos de n´ıvel para a soluc¸a˜o aproximada da espe´cie do Cena´rio 2. . . . . . . . . . . . 144
A.1 Triaˆngulo de refereˆncia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
A.2 Quadrila´tero de refereˆncia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.3 Tetraedro de refereˆncia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
10
Lista de Tabelas
2.1 Comparac¸a˜o de tempos de execuc¸a˜o entre um me´todo virtual e um na˜o virtual. . . . . . 22
5.1 Reposito´rio de configurac¸a˜o para TriangleP1_t. . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Diagramas de caracter´ısticas mais comuns. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1 Representac¸a˜o gra´fica de estruturas de dados. . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Resultados do ca´lculo do jacobiano de uma transformac¸a˜o padra˜o ↔ real. . . . . . . . . 88
6.3 Resultados da aplicac¸a˜o do jacobiano uma transformac¸a˜o padra˜o ↔ real. . . . . . . . . 88
8.1 Ma´quinas usadas nas simulac¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.2 Cena´rio 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3 Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina honey). . . . . . . . . . . . . . . . . . . 118
8.4 Cena´rio 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.5 Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina gambrinus). . . . . . . . . . . . . . . . 121
8.6 Cena´rio 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.7 Tempos de execuc¸a˜o para o Cena´rio 3 (ma´quina honey). . . . . . . . . . . . . . . . . . . 122
8.8 Cena´rio 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.9 Tempos de execuc¸a˜o para o Cena´rio 4 (ma´quina honey). . . . . . . . . . . . . . . . . . . 124
8.10 Resumo dos Cena´rios de 1 a 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.11 Cena´rio 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.12 Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina honey). . . . . . . . . . . . . . . . . . . 128
8.13 Cena´rio 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.14 Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina honey). . . . . . . . . . . . . . . . . . . 130
8.15 Cena´rio 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.16 Tempos de execuc¸a˜o para o Cena´rio 3 (ma´quina honey). . . . . . . . . . . . . . . . . . . 131
8.17 Resumo dos Cena´rios de 1 a 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.18 Cena´rio 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.19 Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina crucio). . . . . . . . . . . . . . . . . . 137
8.20 Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina crucio). . . . . . . . . . . . . . . . . . 138
11
Parte I
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CAPI´TULO 1
Introduc¸a˜o
Desde seu gradativo aparecimento como parte do grupo de Biomatema´tica do IMECC, na Unicamp, um
grupo de pesquisadores vem dedicando seus principais esforc¸os em termos da modelagem matema´tica,
da aproximac¸a˜o nume´rica, da formulac¸a˜o algor´ıtmica e na execuc¸a˜o de simulac¸o˜es computacionais de
problemas geralmente classificados como sendo da Ecologia Matema´tica.
Foi nessa linha que se fizeram suas respectivas teses de mestrado, os hoje professores doutores:
• Diomar Cristina Mistro, abordando o problema da poluic¸a˜o por mercu´rio no rio Madeira;
• Sonia Elena Palomino-Castro, estudando o projeto de instalac¸a˜o de uma unidade de gerac¸a˜o de
eletricidade por meios termomecaˆnicos na regia˜o de Campinas/Paul´ınia;
• Renato Fernandes Canta˜o, na modelagem do movimento de manchas de o´leo no canal de S.
Sebastia˜o, SP;
• Renata Cristina Sossae, na ana´lise nume´rica e na simulac¸a˜o de sistemas na˜o-lineares de conv´ıvios
intra e inter-espec´ıficos;
• Mateus Bernardes, no estudo do movimento de manchas superficiais de poluentes em corpos
aqua´ticos de baixa circulac¸a˜o, e
• Geraldo Lu´cio Diniz, na compreensa˜o de certos fenoˆmenos de migrac¸o˜es de espe´cies de peixes em
func¸a˜o de mudanc¸as bruscas de habitats.
Um continuac¸a˜o destes trabalhos resultou em alguns doutorados, como os de:
• Profa Dra Maria Conceic¸a˜o Perez Young-Pessoa, na ana´lise da presenc¸a do bicudo do algodoeiro
e adequadas te´cnicas de manejo dessa praga;
• Profa Dra Taˆnia Maria Salgado Vilela Lacaz, estudando a dispersa˜o espac¸o-temporal desse mesmo
bicudo do algodoeiro;
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• Prof. Dr. S´ılvio de Alencastro Pregnolatto, na modelagem e na simulac¸a˜o de certa epizootia em
ambiente de pantanal
• Prof. Dr. Geraldo Lu´cio Diniz, na simulac¸a˜o algor´ıtmica e computacional da dispersa˜o de polu-
entes em sistemas ar-a´gua com caracter´ısticas de baixa circulac¸a˜o;
• Profa Dra Renata Cristina Sossae, no estudo, na aproximac¸a˜o nume´rica e na simulac¸a˜o computa-
cional dos efeitos de um produto to´xico sobre uma parte de cadeia tro´fica, tambe´m em regia˜o de
pantanal, e
• Profa Dra Rosane Ferreira de Oliveira, modelando a circulac¸a˜o e o resultante movimento de
manchas de o´leo na ba´ıa da Ilha Grande, RJ.
Ainda, o doutorando Ju´lio Ce´sar Saavedra Va´squez, na fase final de sua dissertac¸a˜o de doutorado, vem
trabalhando com a ana´lise nume´rica e a simulac¸a˜o computacional de plumas de efluentes to´xicos em
domı´nios costeiros, considerado tri-dimensionalmente.
Em todos estes casos foi necessa´rio discretizar o domı´nio em estudo, algumas vezes chegando a
detalhes bastante descritivos dessa regia˜o, seguindo-se a aproximac¸a˜o de uma Equac¸a˜o Diferencial Par-
cial ou Sistemas lineares ou na˜o-lineares de EDP’s ou, ainda, um conjunto de EDP’s acopladas por
condic¸o˜es de contorno numa interface do domı´nio. Ora, em todos estes casos, as aproximac¸o˜es espaciais
envolveram, de algum modo, uma aproximac¸a˜o com o Me´todo de Galerkin via Elementos Finitos, emb-
ora tivessem sido diversas as opc¸o˜es de ordem, grau, algoritmo, e geometria. Em outras palavras, todos
estes trabalhos envolveram de algum modo a discretizac¸a˜o de um domı´nio, a aproximac¸a˜o nume´rica
de operadores de difusa˜o efetiva dependente ou na˜o do espac¸o, do tempo ou da pro´pria soluc¸a˜o, de
um transporte advectivo ou convectivo, tambe´m podendo variar espacial ou temporalmente, ale´m de
fenoˆmenos de decaimento, de fonte ou de sorvedouro. E todos estes trabalhos envolveram a criac¸a˜o de
co´digos computacionais de resoluc¸a˜o e de visualizac¸a˜o de resultados.
A rigor, uma categorizac¸a˜o dessas pesquisas poderia separa´-las genericamente em dois grupos prin-
cipais, sendo o primeiro o do comportamento espac¸o-temporal de poluentes num meio e o segundo o do
estudo de fenoˆmenos de dispersa˜o populacional. No trabalho de Sossae [Sos03], pore´m, reu´nem-se estes
dois enfoques, de modo a identificar os diversos e sucessivos passos usados na modelagem da presenc¸a
de poluentes num determinado meio e sua influeˆncia sobre populac¸o˜es interativas desse meio. Este
modo construtivo de cooperac¸a˜o acadeˆmica, pore´m, embora tenha inclu´ıdo uma intensa e constante
troca de informac¸o˜es e experieˆncias na parte de concepc¸o˜es e execuc¸o˜es algor´ıtmicas, na˜o se estendeu
aos programas em si, refeitos para cada novo caso, cada nova quadratura, cada nova discretizac¸a˜o de
domı´nio. Numa dessas renovadas definic¸o˜es de algoritmo, nasceu a ide´ia de se constituir um recurso de
alto n´ıvel e de total confiabilidade para a continuac¸a˜o dos trabalhos do grupo, tanto em termos de po-
tenciais cooperac¸o˜es e novos esforc¸os conjuntos de estudo, quanto relativamente a novos pesquisadores
e seus respectivos trabalhos.
Diversas tentativas de unificar as experieˆncias e recursos foram se cristalizando – e o resultado
pode ser identificado como o Netuno ,um programa para simulac¸a˜o de dispersa˜o de poluentes em meios
aquosos usando elementos finitos, e seu sucessor, o Osiris, voltado a simulac¸o˜es mais gene´ricas, mas
ainda no campo dos elementos finitos.
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CAPI´TULO 2
C++ e Computac¸a˜o Cient´ıfica: uma
combinac¸a˜o via´vel?
Apresentaremos aqui os motivos que fazem com que a linguagem C++, quando usada de forma tradi-
cional, perca em termos de desempenho em relac¸a˜o a linguagens procedurais como Fortran 77 ou
C, por exemplo, aparentemente invalidando-a como linguagem para o desenvolvimento de aplicac¸o˜es
em Computac¸a˜o Cient´ıfica.
2.1 Introduc¸a˜o a C++
2.1.1 Orientac¸a˜o por objetos
A programac¸a˜o orientada por objetos1 , aqui num contexto totalmente ligado a` C++ e a` Com-
putac¸a˜o Cient´ıfica, tem aspectos muito positivos do ponto de vista de Engenharia de Software. De fato,
esta filosofia de programac¸a˜o facilita a manutenc¸a˜o e a extensa˜o do co´digo e, ainda, a representac¸a˜o de
problemas de forma muito mais eficaz e ra´pida do que no caso das linguagens procedurais. Para basear
nossa discussa˜o, apresentamos os elementos fundamentais da OO a seguir (ver [Eck95, DD01] para um
aprofundamento maior sobre a linguagem).
2.1.2 Modelagem
Um objeto nada mais e´ do que um representante funcional de uma ide´ia modelada pelo programador
e que em C++ recebe o nome de classe. A classe compreende caracter´ısticas e ac¸o˜es. Num contexto mais
amplo em OO, as caracter´ısticas recebem o nome de dados da classe e as ac¸o˜es de me´todos. Em C++,
os me´todos sa˜o chamadas func¸o˜es membro [Eck95]. Um objeto representante de uma determinada
classe e´ denominado instaˆncia desta classe. O processo de modelagem de conceitos por OO e´ bastante
poderoso, pois permite isolar saudavelmente as partes constituintes de um problema.
1Abreviada por “OO”.
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2.1.3 Heranc¸a e reutilizac¸a˜o
Heranc¸a e´ a capacidade de construc¸a˜o de novas classes (chamadas classes herdeiras) que absorvem
caracter´ısticas e ac¸o˜es de classes pre´-existentes (classes ancestrais). Este processo estimula a reutilizac¸a˜o
de software, pois se a classe A modela um determinado conceito, e desejamos modelar um conceito
similar atrave´s da classe B, na˜o e´ necessa´ria a construc¸a˜o de B do zero. Dentro de determinados limites
impostos pelo projeto ou pelo problema, pode-se construir B como uma nova classe, pore´m aproveitando
de A aquilo que for comum a ambas. A notac¸a˜o comum para heranc¸a e´ A ←− B significando que
a classe B e´ herdeira de A (ou e´ derivada de A). A heranc¸a pertence a um conjunto de te´cnicas de
construc¸a˜o de objetos chamada composic¸a˜o.
Para exemplificarmos melhor, tomemos a hierarquia de classes representada na figura 2.1. La´
temos a classe ancestral Matrix, que sera´ especializada atrave´s da heranc¸a, ou seja, nela sera˜o in-
clu´ıdos me´todos e caracter´ısticas que melhor a adaptem a outra tarefa. Duas especializac¸o˜es diretas
sa˜o as classes herdeiras SymmMatrix e BandMatrix. Parte da implementac¸a˜o da classe Matrix pode
ser aproveitada — por exemplo, contabilidade de nu´mero de linhas e colunas — pore´m as operac¸o˜es
de acesso (obter elemento aij) devem ser especializadas para que sejam aproveitadas as caracter´ısticas
de cada matriz. No caso de SymmMatrix, necessitamos armazenar apenas a parte triangular superior
da matriz e devemos garantir que o acesso aos elementos aij e aji correspondam a` mesma posic¸a˜o de
memo´ria. Para BandMatrix, devemos armazenar bandas suficientes e verificar se o elemento requisitado
aij esta´ dentro da banda (e retorna´-lo) ou na˜o (retornando zero). Vemos que o processo se estende,
pois matrizes tridiagonais — representadas por TridMatrix — podem ser derivadas diretamente de
BandMatrix, ja´ que sa˜o um caso especial desta u´ltima.
Matriz
sime´trica
Matriz
de banda
Matriz
(gene´rica)
Matriz
tridiagonal
BandMatrix
TridMatrix
SymmMatrix
Matrix
// A classe geral
 
	
{ ... };
// Usamos Matrix para construir SymmMatrix
 
	
:
fffifl 
	 { ... };
// Usamos Matrix para construir BandMatrix
 ffi
	 !
	 :
fffifl 
	
{ ... };
// Finalmente, usamos BandMatrix para construir TridMatrix
 #"!
	
:
fffifl ffi
	 !
	 { ... };
Figura 2.1: Hierarquia de classes de matrizes.
2.1.4 Polimorfismo
Polimorfismo e´ a capacidade de fazer com que o curso da ac¸a˜o seja decidido em tempo de execuc¸a˜o.
Um exemplo de uso do polimorfismo, que e´ t´ıpico em Computac¸a˜o Cient´ıfica usando C++, e´ a mul-
tiplicac¸a˜o de matrizes por vetores. Se a utilizac¸a˜o do operador produto ∗ for polimo´rfica, a estrutura
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interna da matriz (sime´trica, banda, tridiagonal, por exemplo) fica invis´ıvel a quem a usa. Desta forma
podemos construir me´todos gene´ricos que funcionem para qualquer tipo de matriz2 . Consideremos o
exemplo da listagem 2.1.
// Me´todo dos Gradientes conjugados.
Vector ConjugateGradient(      Matrix& A,     Vector& b,      Vector& x0 )
{
// Em algum ponto do algoritmo, aparece uma multiplicac¸~ao de matriz por vetor:
5
r = b - A * x; // Ca´lculo do residuo e continua...
};
main() // No programa principal.
10 {
SymmMatrix A( 20, 20 ); // A ∈ R20×20, sime´trica.
BandMatrix B( 20, 20, 5 ); // B ∈ R20×20, banda 5.
TridMatrix C( 20, 20 ); // C ∈ R20×20, tridiagonal.
15 Vector x0( 20 ), y( 20 ), b( 20 ); // x0, y, b ∈ R
20
// Supor alguma inicializac¸~ao nas matrizes e vetores...
// Resolvendo A*x = b usando o mesmo GC, com matrizes estruturalmente diferentes.
20 y = ConjugateGradient( A, b, x0 );
y = ConjugateGradient( B, b, x0 );
y = ConjugateGradient( C, b, x0 );
}
Listagem 2.1: Exemplo de polimorfismo.
Neste exemplo temos um trecho de uma rotina que implementa o me´todo dos Gradientes Conjugados
(GC) [BBC+94]. Notemos que, ale´m dos vetores usuais de entrada (chute inicial e lado direito), a rotina
recebe tambe´m um objeto Matrix, que esta´ na raiz da a´rvore de heranc¸a matricial (figura 2.1).
Notemos que, para cada multiplicac¸a˜o matriz/vetor presente no me´todo, usamos implicitamente
um tipo diferente de matriz (linhas 11–13). Quando fazemos a chamada com a matriz A, as operac¸o˜es
de multiplicac¸a˜o de matriz por vetor do GC sa˜o aquelas relacionadas com as matrizes sime´tricas. Se
usamos B, sa˜o aquelas relacionadas a`s matrizes de banda e assim por diante. Assim, se um novo tipo
de matriz for definido, pertencendo a` mesma estrutura derivada de Matrix, a implementac¸a˜o do GC
pode ser usada prontamente, sem alterac¸o˜es.
E´ claro que ainda e´ responsabilidade do implementador das classes matriciais providenciar o ope-
rador produto ∗ apropriado para cada uma delas, fazendo o poss´ıvel, e´ claro, para usufruir das carac-
ter´ısticas especiais das matrizes em questa˜o. O polimorfismo e´ realizado em C++ atrave´s da heranc¸a
e da palavra chave 
	

.
2Qualquer tipo de matriz no sentido de estruturas de dados e na˜o no matema´tico.
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2.1.5 Sobrecarga de operadores
Como ja´ intuimos acima, operadores como +, −, ∗ (e outros) podem ser sobrecarregados3 , ou “ensi-
nados” a operar com objetos definidos pelo usua´rio; de fato, qualquer func¸a˜o pode ser sobrecarregada,
dentro das regras semaˆnticas da linguagem. Junto com o polimorfismo, esta sobrecarga permite uma
forma natural de representac¸a˜o das operac¸o˜es entre classes representativas de conceitos matema´ticos.
Estas capacidades da OO — modelagem, heranc¸a, polimorfismo e sobrecarga de operadores —
causaram uma revoluc¸a˜o nos conceitos de Engenharia de Software e este entusiasmo rapidamente
estendeu-se a` comunidade de Computac¸a˜o Cient´ıfica.
Pore´m a grande generalidade e a facilidade de manutenc¸a˜o de co´digo oferecidas pela OO em C++
resultaram em uma penalizac¸a˜o4 significativa do ponto de vista de eficieˆncia computacional. Os pro-
gramas cient´ıficos escritos em C++ sa˜o gene´ricos, confia´veis, fa´ceis de modificar e estender, pore´m sa˜o
tambe´m, em alguns casos, intoleravelmente lentos! Havia perdas de desempenho de ate´ 10 vezes entre
aplicac¸o˜es semelhantes escritas em C++ e Fortran5 ou C [VJ97, Vel97].
Parte do problema devia-se ao fato de C++ ser uma linguagem relativamente nova, fazendo com
que os compiladores dispon´ıveis na˜o fizessem um bom trabalho de otimizac¸a˜o de co´digo e tambe´m na˜o
conseguissem acompanhar a evoluc¸a˜o da linguagem. A` medida que a estrutura da linguagem foi se
estabilizando, os compiladores foram acrescidos de algoritmos para otimizac¸a˜o de co´digo cada vez mais
agressivos, diminuindo consideravelmente seu peso na aparente lentida˜o da linguagem.
Mas mesmo com este aumento de qualidade dos compiladores, C++ ainda perdia em desempenho
para linguagens procedurais. Chegou-se ao ponto de relegar C++ a uma linguagem tipicamente de
construc¸a˜o de interfaces com o usua´rio (tarefa, inclusive, a que ela se presta muito bem), uma noc¸a˜o
erroˆnea, como veremos.
2.2 Gargalos inerentes a C++
2.2.1 Introduc¸a˜o
Em Computac¸a˜o Cient´ıfica, chamamos de gargalos aqueles pontos onde um determinado algoritmo
ou processo gasta uma parte considera´vel de seu tempo de execuc¸a˜o, em comparac¸a˜o com o resto das
operac¸o˜es. Normalmente sa˜o os gargalos que merecem maior atenc¸a˜o quando do aprimoramento de um
algoritmo.
Veremos na sequ¨eˆncia quais sa˜o os principais gargalos em C++ e como eles aparecem naturalmente
dentro da linguagem, quando utilizada de forma tradicional, fora de um contexto de Computac¸a˜o
Cient´ıfica.
3Termo te´cnico. Do Ingleˆs, overloaded.
4Termo te´cnico. Do Ingleˆs, penalty. Usado aqui no contexto do aumento de tempo de processamento de uma deter-
minada computac¸a˜o em virtude da adic¸a˜o de caracter´ısticas na˜o inerentes ao algoritmo, como a linguagem utilizada, o
sistema operacional, a arquitetura de hardware, etc.
5O Fortran e´ usado aqui como comparac¸a˜o por ser uma das primeiras linguagens de uso geral amplamente utilizada
em computac¸a˜o cient´ıfica.
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2.2.2 Avaliac¸a˜o de expresso˜es aos pares
A sobrecarga de operadores, aliada ao polimorfismo, resulta em uma maneira elegante e natural
de escrever expresso˜es matema´ticas envolvendo objetos. Pore´m operadores sobrecarregados sa˜o sem-
pre avaliados aos pares [VJ97, Vel95a, HC00], pelo menos em C++ padra˜o. Mas antes do exemplo,
apresentemos uma definic¸a˜o.
Chamamos de tempora´rio6 uma varia´vel totalmente sob controle do compilador. Ela na˜o e´ ex-
plicitamente declarada pelo programador, sendo criada e destru´ıda pelo compilador de acordo com a
necessidade. Seu tipo e´ definido de forma coerente com as varia´veis com as quais ela opera.
Suponhamos que Vector seja uma classe que modele o conceito de vetor, com as respectivas
operac¸o˜es de soma e atribuic¸a˜o. Se implementada de maneira usual, a expressa˜o w = x + y + z
resultara´ em 3 loops7 e o uso de dois objetos tempora´rios do tipo Vector. A listagem 2.2 mostra como
o compilador traduz este trecho de co´digo.
Vector temp1(N); // Primeiro tempora´rio.
 
  ( fl  i = 0; i < N; i++ ) { // Primeiro loop.
temp1(i) = x(i) + y(i);
}
Vector temp2(N); // Segundo tempora´rio.
 
  ( fl  i = 0; i < N; i++ ) { // Segundo loop.
temp2(i) = temp1(i) + z(i);
}
 
  ( fl  i = 0; i < N; i++ ) { // Atribuic¸~ao a w (o terceiro loop).
w(i) = temp2(i);
}
Listagem 2.2: Soma de vetores: versa˜o do compilador.
Obviamente, em uma linguagem procedural, como C padra˜o e em Fortran de modo totalmente
ana´logo, escrever´ıamos de forma muito mais simples, como na listagem 2.3.

 ff  x[N], y[N], z[N], w[N];
 
  ( fl  i = 0; i < N; i++ ) {
w[i] = x[i] + y[i] + z[i];
}
Listagem 2.3: Soma de vetores: versa˜o procedural.
A formulac¸a˜o da listagem 2.3 possui claramente um desempenho superior. A t´ıtulo de comparac¸a˜o,
foram feitos treˆs programas com aritme´tica de ponto flutuante de precisa˜o dupla, para somar treˆs
6Comumente usa-se a forma masculina.
7Termo te´cnico. Lac¸o de repetic¸a˜o.
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vetores e atribuir o resultado desta soma a um quarto vetor. A versa˜o em Fortran usa vetores
estaticamente alocados em memo´ria, sem blocos de common e faz a soma de forma similar a` da listagem
2.3. A versa˜o C usa alocac¸a˜o dinaˆmica de memo´ria e tambe´m segue o padra˜o da listagem 2.3 para
a operac¸a˜o de soma. Ja´ a versa˜o C++ usa uma classe que simula o comportamento de um vetor,
definindo para tanto os operadores de atribuic¸a˜o (  

  
 


=) e de soma (  

  
 


+). A figura 2.2
resume os resultados para vetores entre cem mil e quatro milho˜es de componentes. As verso˜es C e
Fortran possuem desempenho similar, enquanto que a versa˜o em C++ e´ aproximadamente 60% mais
lenta devido a`s avaliac¸o˜es aos pares. Ha´ um quarto resultado no gra´fico correspondente a` utilizac¸a˜o de
Pooma, biblioteca computacional que sera´ formalmente apresentada na sec¸a˜o 6.2.
Os programas teste foram compilados com a suite gcc8 3.3.4, com otimizac¸a˜o padra˜o -O2 e execu-
tados em um ma´quina AMD Athlon-XP 1800+ com 256Mb de memo´ria. Os testes foram repetidos 3
vezes. O tempo associado a cada teste e´ a me´dia de tempo das treˆs execuc¸o˜es. O tamanho ma´ximo dos
vetores foi escolhido de forma a todos caberem na memo´ria RAM.
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Figura 2.2: Comparac¸a˜o de tempos de execuc¸a˜o para operac¸a˜o de soma vetorial w = x + y + z, com
va´rios tamanhos de vetores.
De acordo com [Vel00], a manipulac¸a˜o de vetores pequenos e´ afetada pelo gasto de tempo extra dos
operadores 	 (alocac¸a˜o de memo´ria) e 




 (desalocac¸a˜o) aplicados aos tempora´rios, resultando
em uma perda de desempenho me´dio de 90% em relac¸a˜o ao mesmo algoritmo codificado diretamente
em C. Para vetores me´dios (ainda dentro da memo´ria cache), o overhead concentra-se nos loops extras e
nos tempora´rios. O uso massivo de tempora´rios pode ainda provocar o esgotamento do cache, forc¸ando
o uso da memo´ria convencional. Finalmente, temos os grandes vetores, que concentram todo o custo
computacional nos tempora´rios que, novamente, sobrecarregam o cache, recaindo no uso da memo´ria
convencional.
8GNU Compiler Collection, http://www.gnu.org/gcc.
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2.2.3 Polimorfismo: o custo da abstrac¸a˜o
O polimorfismo, como dissemos na introduc¸a˜o, e´ a capacidade do programa decidir, em tempo de
execuc¸a˜o, qual func¸a˜o deve ser chamada, dependendo do objeto presente no argumento de entrada. Este
mecanismo recebe o nome de late binding. Em C++ as func¸o˜es membro polimo´rficas sa˜o chamadas de
virtuais.
Voltando ao exemplo da introduc¸a˜o, suponhamos treˆs tipos de matrizes, com um diagrama de
heranc¸a como o da figura 2.1. Suponhamos tambe´m que estejamos usando o me´todo dos Gradientes
Conjugados (GC), cujo custo computacional principal e´ a operac¸a˜o de multiplicac¸a˜o matriz por vetor.
Notemos que, se o operador produto ∗ for polimo´rfico, basta escrevermos uma u´nica versa˜o do GC,
pois, grac¸as ao polimorfismo, ela funcionara´ para todas as matrizes. Se chamarmos a rotina GC com
uma matriz sime´trica, sera´ usado o produto SymmMatrix por vetor, exatamente como no exemplo da
listagem 2.1. Se for chamada com uma matriz de banda, enta˜o, em tempo de execuc¸a˜o, sera´ chamado
o produto BandMatrix por vetor, e assim por diante.
O importante e´ que se novos tipos de matrizes forem criados, estes podem ser instantaneamente
usados com a implementac¸a˜o do GC, desde que o operador produto ∗ esteja apropriadamente definido
(ou herdado) para cada novo tipo de matriz.
Percebe-se enta˜o que o polimorfismo e´ um trunfo fanta´stico, pois permite a generalizac¸a˜o de pontos
chave em Computac¸a˜o Cient´ıfica. E e´ justamente a´ı que reside sua maior fraqueza. A decisa˜o em
tempo de execuc¸a˜o tem um custo, pois o programa precisa parar e consultar em uma tabela de func¸o˜es
poss´ıveis chamada VTABLE, qual delas e´ a mais apropriada naquele momento. Voltando ao nosso
exemplo, cada multiplicac¸a˜o matriz por vetor do GC gera uma busca na tabela de poss´ıveis func¸o˜es
que fazem multiplicac¸a˜o, levando assim a um overhead de computac¸a˜o indesejado.
Pode-se argumentar que esta busca na VTABLE e´ ra´pida em comparac¸a˜o com a multiplicac¸a˜o de
matriz por vetor, mas se levarmos em conta que o polimorfismo tambe´m e´ aplicado em larga escala
— no caso de Computac¸a˜o Cient´ıfica — em func¸o˜es “pequenas” como o acesso a elementos de uma
matriz, pequenas transformac¸o˜es e principalmente acesso a dados da classe, enta˜o teremos um gasto
astronoˆmico de tempo por causa de todas as buscas em tabelas impl´ıcitas nas operac¸o˜es polimo´rficas.
Um teste simples pode mostrar o peso relativo da virtualidade. Definimos duas classes com um
u´nico me´todo chamado get(). Na primeira classe get() e´ virtual e na segunda, na˜o. O teste consiste
em chamar os dois me´todos alguns milho˜es de vezes e medir o tempo de cada versa˜o. A tabela 2.1 traz
o resultado do teste para va´rias verso˜es de get(). Como podemos notar, o peso relativo da virtualidade
diminui conforme a complexidade do me´todo aumenta. Por exemplo, para alocac¸a˜o e desalocac¸a˜o de
memo´ria, a diferenc¸a e´ mı´nima. Pore´m, para me´todos simples (como incrementar um inteiro e retornar
o novo valor) essa diferenc¸a e´ gritante.
Resumindo, o polimorfismo torna-se prejudicial quando o tempo de execuc¸a˜o de uma determinada
func¸a˜o membro e´ compara´vel ao tempo de decisa˜o da tabela de func¸o˜es virtuais.
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get() ∆t virtual (s) ∆t direto (s) ∆%
Incrementa um inteiro e retorna seu valor 9.52 1.52 526.31%
Eleva ao quadrado um nu´mero de ponto flutuante (precisa˜o
dupla), substituindo o valor original (operador *=)
16.55 3.27 406.11%
Avalia a func¸a˜o sen(1.7 x3− 3.7
√
|x|), substituindo o valor
original de x (precisa˜o dupla)
108.56 56.13 93.40%
Aloca e desaloca 10 vezes um vetor de 5000 posic¸o˜es 23.86 23.21 2.8%
Tabela 2.1: Comparac¸a˜o de tempos de execuc¸a˜o entre um me´todo virtual e um na˜o virtual.
2.2.4 Aliasing
O problema de aliasing9 ocorre por causa do uso de ponteiros. Como sempre existe a possibilidade
de dois ponteiros diferentes apontarem para um mesmo dado, certas otimizac¸o˜es na˜o podem ser feitas
a priori pelo compilador sob o risco da perda total de controle da memo´ria pelo programa.
Tomemos como exemplo o co´digo da listagem 2.4, para atualizac¸a˜o de posto 1 de uma matriz,
A← A + xxT [Vel00].
    fl

rank1Update( Matrix& A,     Vector& v )
{
 
  ( fl   i = 0; i < A.rows(); i++ ) // Loop nas linhas.
 
  ( fl  j = 0; j < A.cols(); j++ ) // Loop nas colunas.
A(i,j) += x(i) * x(j);
}
Listagem 2.4: Correc¸a˜o de posto 1.
O ideal seria que o compilador mantivesse o valor de x(i) em um registrador do processador, ao
inve´s de trazeˆ-lo constantemente da memo´ria dentro do loop em j, evitando o custo intr´ınseco do
operador  

  
 


(). E´ muito prova´vel — para na˜o dizer razoa´vel — que o projeto das classes Matrix
e Vector impec¸a que acessos aos elementos da matriz A atrave´s do operador A(i,j), modifiquem o
vetor x (embora isto seja perfeitamente poss´ıvel e receba o nome de aliasing). Mas na˜o ha´ como o
compilador inferir isto sozinho. Mesmo que a possibilidade de aliasing seja remota, deve ser levada
em conta, o que forc¸a o compilador a gerar co´digo completamente ineficiente, embora correto, para a
func¸a˜o acima.
Uma das tentativas para eliminar o problema de aliasing foi a criac¸a˜o da palavra chave denominada



 
 	 
por parte do NCEG (Numerical C Extensions Group). A ide´ia e´ que ponteiros declarados
com



 
	 
na˜o podem sofrer aliasing, mas o comiteˆ de regulamentac¸a˜o ANSI/ISO C++, orga˜o
que define e regulamenta a linguagem, rejeitou o pedido de adoc¸a˜o de



 
 	
. Mesmo assim alguns
compiladores a implementam, e ela serve basicamente para informar que, para determinadas varia´veis,
o aliasing e´ imposs´ıvel, deixando o compilador livre para otimizar o co´digo.
Em suma, estas sa˜o as deficieˆncias apresentadas por C++ quando usada como linguagem para de-
senvolvimento de rotinas para Computac¸a˜o Cient´ıfica: a avaliac¸a˜o de expresso˜es aos pares, o polimor-
9Termo te´cnico, sem equivalente em Portugueˆs ainda. Sera´ abolido o ita´lico.
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fismo e o aliasing. Veremos na sec¸a˜o seguinte quais sa˜o as te´cnicas utilizadas para “trapacear” a
linguagem e evitar essas deficieˆncias. Essa tecnologia servira´ de base para a construc¸a˜o do nosso soft-
ware.
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CAPI´TULO 3
C++ e templates: estendendo as capacidades
da linguagem
O material apresentado no cap´ıtulo 2 seria mais do que suficiente para descartarmos completamente
C++ como linguagem de desenvolvimento de aplicac¸o˜es cient´ıficas. No presente cap´ıtulo veremos
que esse fato e´ verdadeiro somente se C++ for usada de maneira tradicional. Se usada da forma
aqui proposta, reduzimos a diferenc¸a de desempenho, e mantemos — ou mesmo aumentamos — a
generalidade oferecida pela linguagem.
3.1 Introduc¸a˜o
Existem va´rias te´cnicas para aumentar o desempenho de um determinado software, abrangendo
desde a troca do compilador e a correta escolha de algoritmos ate´ a paralelizac¸a˜o do programa.
Aqui estamos interessados em outro tipo de alto desempenho, obtida atrave´s da otimizac¸a˜o de
alta granularidade. Neste tipo de otimizac¸a˜o, partes pequenas — pore´m decisivas — do software sa˜o
otimizadas, e na˜o o pacote como um todo.
Vejamos agora quais sa˜o as te´cnicas que podem ser aplicadas na tentativa de tornar C++ compet-
itiva enquanto linguagem para aplicac¸o˜es cient´ıficas usando otimizac¸o˜es de alta granularidade. Estas
te´cnicas sera˜o usadas nos cap´ıtulos seguintes para a construc¸a˜o das estruturas que minoram os proble-
mas apresentados no cap´ıtulo 2.
3.2 Templates [DD01, Eck95]
A tecnologia de templates (gabaritos1) comec¸ou como uma simples curiosidade, uma espe´cie de
macro inteligente da linguagem e que hoje evoluiu ate´ se tornar a pedra fundamental das te´cnicas em
1Termo te´cnico. A traduc¸a˜o de template por gabarito consta de [DD01], pore´m na˜o exprime corretamente o conceito
em questa˜o. Aqui “gabarito” deve ser entendido no sentido de moldes de corte-e-costura, que podem ser combinados de
diversas formas, e na˜o no sentido das re´guas de gabarito do Desenho Te´cnico, que sa˜o r´ıgidas e de forma pre´-definida.
Sera´ abolido o ita´lico.
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Computac¸a˜o Cient´ıfica para C++. Tudo o que sera´ visto daqui em diante e´ baseado de alguma forma
em templates.
A ide´ia de template e´ simples: permitir ao programador criar classes parametrizadas. Assim, ale´m
da generalidade natural oferecida pela Orientac¸a˜o por Objetos, mais um n´ıvel de abstrac¸a˜o e´ inclu´ıdo,
atrave´s de um paraˆmetro que permanece em aberto.
       <   T >
  Vector {
fffi fl  :
Vector( fl   n ) { ... } // Construtor.
Vector< T > add(      Vector< T >& v ); // Operac¸~ao de soma vetorial.
        

:
T* data; // Notemos que os dados s~ao do tipo ’T’.
};
main()
{
Vector< fl   > x( 10 ); // Vetor de inteiros.
Vector<

 fffi > y( 10 ); // Vetor de nu´meros de ponto flutuante.
}
Listagem 3.1: Exemplo minimalista de template.
Do exemplo da listagem 3.1 observamos que a declarac¸a˜o de um objeto da classe Vector e´ feita por
Vector<
	


> x ou Vector< 
  
 
 > y, por exemplo, resultando respectivamente, em um vetor de
inteiros e um de pontos flutuantes de precisa˜o dupla. Do ponto de vista do compilador, a declarac¸a˜o
dos dois objetos acima e´ equivalente a` construc¸a˜o de duas classes completamente distintas, uma para
vetores com componentes inteiras e outra para vetores com componentes de ponto flutuante. Ate´ mesmo
semanticamente objetos dessas duas classes sa˜o considerados distintos.
Percebemos tambe´m que os templates sa˜o uma ferramenta extra para reaproveitamento de co´digo:
uma so´ versa˜o da classe Vector, com apenas uma operac¸a˜o de soma (add), serve para vetores de qualquer
tipo (inteiros, reais ou complexos). Na˜o e´ necessa´ria a replicac¸a˜o de co´digo neste caso, pois a operac¸a˜o
de soma e´ ideˆntica, independentemente do tipo dos elementos contidos no vetor; e´ claro que estes
elementos devem possuir a operac¸a˜o de soma tambe´m definida (como e´ o caso para
	


e 
  
 
 ).
Obviamente a manutenc¸a˜o do software e´ tambe´m simplificada neste caso, pois em caso de erros na
implementac¸a˜o, uma so´ classe necessita de atenc¸a˜o, e na˜o va´rias.
Mas esses na˜o sa˜o os u´nicos benef´ıcios escondidos por tra´s dos templates. Sua aparente “sim-
plicidade” resultou em um conjunto de te´cnicas poderosas, ao mesmo tempo mantendo as boas carac-
ter´ısticas da OO presentes em C++, e elevando consideravelmente o desempenho da linguagem quando
usada em Computac¸a˜o Cient´ıfica.
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3.3 Metaprogramas templates
Tambe´m chamados de programas em tempo de compilac¸a˜o, os metaprogramas sa˜o projetados de
forma a passar parte do processamento, que normalmente seria feito durante a execuc¸a˜o, para a com-
pilac¸a˜o [HC00, Vel95b, Vel00, VP96].
Um exemplo muito simples, pore´m ilustrativo, e´ o ca´lculo do fatorial [Vel95b, Vel00] (listagem 3.2).
       < fl   N > // Templates podem ser tipos especı´ficos tambe´m!
  Factorial {
fffi fl  :
// Uni~oes ano^nimas (enum) funcionam como inteiros constantes.
   { value = N * Factorial< N-1 >::value };
};
// Especializac¸~ao para parar a recurs~ao.
  Factorial< 1 > {
fffi fl  :
   { value = 1 };
};
Listagem 3.2: Metaprograma que calcula o fatorial durante a compilac¸a˜o.
Usando esta classe em um programa, a declarac¸a˜o Factorial< 10 >::value gera o fatorial de 10,
em tempo de compilac¸a˜o. Do ponto de vista do processador, e´ como se Factorial< 10 >::value fosse
uma constante pre´-definida. No caso do gcc, uma u´nica instruc¸a˜o de ma´quina e´ gerada carregando a
constante (3628800) na memo´ria.
Outro exemplo de metaprograma template e´ apresentado na listagem 3.3. A estrutura Fibonacci
calcula em tempo de compilac¸a˜o o n-e´simo termo da sequ¨eˆncia de Fibonacci an = an−1 + an−2, com
a0 = a1 = 1. Portanto, Fibonacci< 10 >::RET e´ equivalente a 89, obtido em tempo de compilac¸a˜o.
       < fl   N >
 fi  Fibonacci {
// Fibonacci: an = an−1 + an−2.
    { RET = Fibonacci< N-1 >::RET + Fibonacci< N-2 >::RET };
};
 fi  Fibonacci< 1 > {
    { RET = 1 }; // a1 = 1
};
 fi  Fibonacci< 0 > {
    { RET = 1 }; // a0 = 1
};
Listagem 3.3: Metaprograma que calcula o n-e´simo termo da sequ¨eˆncia de Fibonacci.
Em [Vel00, Vel95b] sa˜o dados outros exemplos interessantes de metaprogramas, como uma imple-
mentac¸a˜o do algoritmo de Bubble Sort ou de um programa que avalia a func¸a˜o seno em tempo de
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compilac¸a˜o. No cap´ıtulo 4 veremos que o conceito de metaprograma engloba tambe´m as estruturas de
controle comuns em programac¸a˜o.
3.4 Expresso˜es templates [Vel00, Vel95a, CCH+98a, HC00]
A te´cnica de expresso˜es templates (expression templates) merece ser bem analisada, pois ela ata-
ca sozinha os problemas de avaliac¸a˜o em pares, o uso de tempora´rios e a propagac¸a˜o de loops nas
expresso˜es usando os operadores +, −, etc. Esta te´cnica sera´ um dos pontos chaves para a construc¸a˜o
de operadores em nosso software, como explicado no cap´ıtulo 6.
3.4.1 Templates recursivos
Para melhor entendermos o conceito de expresso˜es templates, devemos observar que os templates
podem ser instanciados2 de forma recursiva, fazendo com que classes possam ser paraˆmetros delas
mesmas (algo como T (T (x)) = (T ◦ T )(x)). Consideremos a classe X, definida pela listagem 3.4.
       <   Left,   Right >
  X {
fffi fl  :
// Exportando os tipos necessa´rios.
 
 


 
Left L;
 
 


 
Right R;
};
  END {};
Listagem 3.4: Classe com dois paraˆmetros.
Como os paraˆmetros Left e Right na declarac¸a˜o da classe X podem ser qualquer tipo, incluindo a
pro´pria classe X, a declarac¸a˜o
X< A, X< B, X< C, X<D, END> > > > a;
e´ equivalente a` lista de tipos [A, B, C, D]. Por exemplo, para recuperarmos o segundo elemento da
lista (B), usamos a sintaxe a.R.L. A figura 3.1 ilustra este tipo de construc¸a˜o. Notemos que A, B, C
e D podem ser tipos pre´-definidos ou mesmo classes. O tipo END e´ uma classe vazia, que serve apenas
como marcadora de fim de lista.
Com este recurso podemos ainda representar a´rvores de tipos (vide figura 3.2):
X< X<A,B>, X<C,D> > a;
As expresso˜es templates nada mais sa˜o que a´rvores de avaliac¸a˜o constru´ıdas de forma similar a`
acima, mas com operadores C++. Voltando ao exemplo da soma, se considerarmos uma classe X com
treˆs paraˆmetros template (listagem 3.5) o fragmento w = x+y+z, com x, y, z e w todos do tipo Vector.
pode ser representado atrave´s de X por um tipo como
2Veja definic¸a˜o de instaˆncia na sec¸a˜o 2.1.2.
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L R L RL R L R
a
Tipo puro
A
Tipo puro
B
Tipo puro
C
X
Tipo puro
D
END
X X
Figura 3.1: Templates recursivos.
L R
L R
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Tipo puro
B
Tipo puro
A
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Tipo puro
C
X
a
X
Figura 3.2: A´rvore de tipos constru´ıda com templates.
       <   Left,   Op,   Right >
  X {
fffi fl  :
 
 


 
Left L; // Exportando Left...
 
 


 
Right R; // ...Right e ...
 
 


 
Op Oper; // ...a operac¸~ao.
};
Listagem 3.5: Classe com treˆs paraˆmetros template.
X< Vector, assign, X< Vector, plus, X< Vector, plus, Vector > > >
com plus sendo um identificador relacionado a` operac¸a˜o de soma e assign a` atribuic¸a˜o.
3.4.2 A construc¸a˜o de uma expressa˜o template
Talvez a parte mais complicada das expresso˜es templates seja entender como sa˜o instanciados os
tipos necessa´rios para se chegar a` representac¸a˜o desejada de uma expressa˜o.
Acompanhemos o exemplo3 da listagem 3.6.
Com o co´digo da listagem 3.6 a expressa˜o x+y+z e´ expandida para:
w = x + y + z;
= X< Vector, plus, Vector >() + z;
3Para todos os efeitos, considere a construc¸a˜o   fi   <  
       > completamente equivalente a` construc¸a˜o
    fi   <    >.
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// Um identificador para a operac¸~ao de soma.
2
 fi  plus { /* A ser implementada! */ };
4
  Vector { /* A mesma de sempre. */ }
6 // A classe X sera´ um dos no´s da a´rvore de avaliac¸~ao.
       <  
      Left,  
      Op,   
      Right >
8
  X { ... };
10 // O operador de soma.
X< T, plus, Vector >         +( T, Vector ) {
12
 
  X< T, plus, Vector >();
}
Listagem 3.6: Operador de soma com templates.
= X< X< Vector, plus, Vector >, plus, Vector >();
Bem, chegamos a` expressa˜o final. Agora vamos colocar algum “estofo” na nossa implementac¸a˜o.
3.4.3 Uma implementac¸a˜o mı´nima do mecanismo de expresso˜es templates
As pro´ximas listagens mostram uma implementac¸a˜o minimamente funcional do conceito de ex-
presso˜es templates. O programa foi inteiramente retirado de [Vel00].
// A estrutura que encapsula o operador de soma
 fi  plus {
 fl 

 ff  apply(

 fffi  a,

 fffi b ) {
 
  a+b;
};
};
A classe que “monta” a expressa˜o durante a compilac¸a˜o.
       <  
      Left,  
      Op,   
      Right >
  X {
fffi fl  :
X( Left L, Right R ): LeftNode( L ), RightNode( R ) {};

 fffi        []( fl  i ) {
  
  Op::apply( LeftNode[i], RightNode[i] );
};
        

:
Left LeftNode;
Right RightNode;
};
Nossos vetores. . .
  Vector {
fffi fl  :
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Vector(

 fffi * d, fl  nn ): data( d ), N( nn ) {};
// Operador de atribuic¸~ao.
   fi  <   
       Left,   
       Op,          Right >
    fl

         =( X< Left, Op, Right > expression ) {
 
   ( fl  i = 0; i < N; i++ )
data[i] = expression[i];
};
// Operador de acesso a elemento.

 fffi        []( fl  i ) {
  
  data[i];
};
        

:

 fffi * data;
fl   N;
};
E finalmente o operador de soma:
       <  
      Left >
X< Left, plus, Vector >          +( Left a, Vector b ) {
 
  X< Left, plus, Vector >( a, b );
}
Precisamos de um programa principal como palco para a ac¸a˜o.
fl  main() {
// Dados nume´ricos.

 fffi  x_data[] = { 2, 3, 5, 9 },
y_data[] = { 1, 0, 0, 1 },
z_data[] = { 3, 0, 2, 5 },
w_data[4];
Vector x( x_data, 4 ), y( y_data, 4 ), z( z_data, 4 ), w( w_data, 4 );
// Somando.
w = x + y + z;
 
  0;
}
Acompanhemos agora, passo a passo, como o compilador interpreta e como e´ feita a instanciac¸a˜o
das classes quando de uma operac¸a˜o. Iniciaremos pelo parsing (expansa˜o dos argumentos template).
w = x + y + z; // Primeiro expande ’x+y’.
= X< Vector, plus, Vector >( x, y ) + z; // Agora expande ’+z’.
// Express~ao enorme!
= X< X< Vector, plus, Vector >, plus, Vector >( X< Vector, plus, Vector >( x, y ), z );
Agora devemos expandir o operador de atribuic¸a˜o (=):
w.         =( X< X< Vector, plus, Vector >, plus, Vector >( X< Vector,
plus, Vector >( x, y ), z ) expression ) {
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 
  ( fl   i = 0; i < N; i++ )
data[i] = expression[i];
}
Notemos que expression[i] de fato refere-se ao operador [ ] da “expressa˜o enorme”, que sera´
expandida inline4 de cada no´ da a´rvore da expressa˜o.
Acompanhemos:
data[i] = plus::apply( X< Vector, plus, Vector >( x, y )[i], z[i] );
= plus::apply( x[i], y[i] ) + z[i];
= x[i] + y[i] + z[i];
Portanto, o resultado final e´:
 
  ( fl  i = 0; i < w.N; i++ )
w.data[i] = x.data[i] + y.data[i] + z.data[i];
Sem tempora´rios, em um u´nico loop!
3.5 Especializac¸a˜o
Outro uso interessante da metaprogramac¸a˜o template e´ na criac¸a˜o de co´digo especializado para
pequenas tarefas. O interesse adve´m da comparac¸a˜o de “tamanho” entre a tarefa a ser executada e o
tempo gasto para decisa˜o no polimorfismo. Tarefas pequenas tendem a perder mais desempenho com
polimorfismo do que tarefas grandes (veja tabela 2.1).
Um exemplo de co´digo especializado e´ o metaprograma abaixo (que imita o comportamento de um
loop    


):
       < fl   I > // A func¸~ao geral.
flfi fl  

 fffi meta_dot(

 fffi * a,

 fffi * b ) {
 
  meta_dot< I-1 >( a, b ) + a[I] * b[I];
}
// A especializac¸~ao para terminar a recurs~ao.
flfi fl  

 fffi meta_dot< 0 >(

 fffi * a,

 fffi * b ) {
 
  a[0] * b[0];
}
Supondo dois vetores de 3 componentes cada, 
  
 
 x[3], 
  

 y[3], a chamada

 ff  z = meta_dot< 2 >( x, y );
e´ expandida pelo compilador em:
z = x[0] * y[0] + x[1] * y[1] + x[2] * y[2];
Novamente, sem loops! O compilador consegue otimizar totalmente o ca´lculo da soma, resultando
diretamente no valor da soma em tempo de compilac¸a˜o.
4Termo te´cnico. Uma func¸a˜o inline na˜o provoca desvio no fluxo do programa. Seu co´digo compilado e´ colocado
diretamente no ponto de chamada. Desta forma economizamos na˜o apenas o desvio do fluxo de execuc¸a˜o, mas tambe´m o
tempo perdido trocando argumentos com a func¸a˜o.
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3.5.1 Especializac¸a˜o expl´ıcita
A maquinaria template presente em C++ tambe´m favorece a especializac¸a˜o expl´ıcita em certos
casos, com controle do programador.
Imagine por exemplo, uma classe que, dado um elemento finito, calcule a aproximac¸a˜o do laplaciano
neste elemento, retornando a submatriz de rigidez correspondente. Uma forma geral desta classe seria:
       <   Element >
  LocalLaplacian {
// Func¸~ao que aproxima o laplaciano.
Submat eval() { ... }
};
Notemos que, se bem projetada, esta classe funciona para qualquer elemento finito que se encaixe
no padra˜o de elemento esperado pelo template.
Suponhamos que, por motivos de desempenho, necessitemos de uma versa˜o altamente especializada
deste laplaciano, para elementos triangulares de Lagrange de segunda ordem [KN87]. Enta˜o, podemos
gerar uma nova instaˆncia da classe LocalLaplacian, especial para este tipo de elemento:
  LocalLaplacian< LagrangeType2 > { // Especializac¸~ao forc¸ada.
// Func¸~ao que aproxima o Laplaciano, especial para Lagrange tipo 2.
Submat eval() { ... }
};
3.6 Classes traits [Mye95]
A te´cnica de classes traits5 na˜o esta´ diretamente associada ao desempenho, mas sim a` manutenc¸a˜o
da generalidade do co´digo e a` “colagem” das te´cnicas anteriores. De fato, podemos ate´ dizer que a
te´cnica de classes traits aumenta a generalidade inerente a` OO em C++.
Suponhamos, a t´ıtulo de exemplo, que vamos criar uma classe que execute um determinado tipo de
transformac¸a˜o matema´tica (ha´ outras formas de se obter o mesmo resultado neste caso, mas exemplos
sa˜o exemplos). Suponhamos tambe´m que esta transformac¸a˜o possa ser aplicada a um u´nico ponto, ou a
um conjunto de pontos, armazenados em um vetor. Respectivamente, a imagem sera´ um u´nico ponto,
ou um conjunto de pontos.
Notemos que, neste caso, a entrada e a sa´ıda da transformac¸a˜o podem variar (ponto ou conjunto de
pontos). Como lidar de forma geral com este problema? E´ importante observarmos que o polimorfismo e
a sobrecarga, vistos na introduc¸a˜o (cap´ıtulo 2), resolvem apenas parte do problema (ale´m das eventuais
penalidades no tempo de execuc¸a˜o). A maneira eficiente e geral de resolver este problema e´ usando o
conceito de classes traits. Este tipo de classe nada mais e´ do que uma forma de se “carregar junto” um
conjunto de definic¸o˜es que dependem de um paraˆmetro template. Vamos acompanhar o exemplo passo
a passo.
Primeiramente, vamos definir a classe traits para nosso exemplo.
 fi  PontualTransformation {}; // Estrutura vazia usada como marcador.
 fi  VectorTransformation {}; // Idem.
5Termo te´cnico, sem uma boa traduc¸a˜o ainda. Sera´ abolido o ita´lico.
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// A classe traits.
       <   Structure >
  Transformation_traits {}; // Tambe´m vazia!
// E suas especializac¸~oes, necessa´rias para decidir qual
// o tipo de dado u´til em cada caso.
  Transformation_traits< PontualTransformation > { // Especializac¸~ao 1.
fffi fl  :
 
 


  
 ff  InputType; // Tipo de entrada.
 
 


  
 ff  OutputType; // Tipo de saida.
};
  Transformation_traits< VectorTransformation > { // Especializac¸~ao 2.
fffi fl  :
 
 


 
Vector InputType; // Tipo de entrada.
 
 


 
Vector OutputType; // Tipo de saida.
};
Uma observac¸a˜o muito delicada deve ser feita em relac¸a˜o aos diversos
 
 
   ’s encontrados na a´rea
pu´blica da classe. O nome metaprograma mencionado anteriormente significa que estamos, em u´ltima
instaˆncia, fazendo programas que geram outros programas. Para tanto tratamos a todo momento com
tipos e na˜o somente varia´veis como num programa usual. Estes tipos necessitam — eventualmente —
serem feitos vis´ıveis para outras classes. Chamamos a esse processo de exportac¸a˜o de tipos.
Da´ı o fato de InputType e OutputType serem
 
 
    ’s na a´rea pu´blica da classe. Isto sera´ muito
importante no passo de definic¸a˜o da classe de transformac¸a˜o.
Outro fato a que devemos chamar a atenc¸a˜o sa˜o as estruturas vazias PontualTransformation
e VectorTransformation. Estas estruturas (poderiam ser classes tambe´m) servem como classes mar-
cadoras6, cuja u´nica func¸a˜o e´ servir como instrumento de especializac¸a˜o, como ficara´ claro mais adiante.
// A transformac¸~ao - note que ela depende de um para^metro template.
       <   Structure >
  Transformation
{
fffi fl  :
// Definindo os tipos de dados, com base no tipo definido
// na classe traits.
 
 


 
  
     
Transformation_traits< Structure >::InputType InputType;
 
 


 
  
     
Transformation_traits< Structure >::OutputType OutputType;
// A operac¸~ao matema´tica em si.
OutputType eval(      InputType& in ) { ... };
};
Notemos como a func¸a˜o membro eval tem seus tipos de entrada e sa´ıda definidos de acordo com
os tipos em Transformation_traits. Acompanhemos o programa principal:
6Do Ingleˆs, tag classes.
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main() {
// Uma transformac¸~ao de um u´nico ponto.
Transformation< PontualTransformation > T;

 fffi  x = 3.14159, y;
y = T.eval( x );
// E uma vetorial.
Transformation< VectorTransformation > T2;
Vector a( 100 ), b( 100 );
b = T2.eval( a );
}
Como podemos observar, declaramos dois objetos do tipo Transformation, diferenciando-os atrave´s
das classes PontualTransformation e VectorTransformation. No primeiro caso avaliamos a trans-
formac¸a˜o, aqui representada por T em um valor real x e devolvemos o resultado, tambe´m real, em y.
Ja´ a transformac¸a˜o T2 recebe um vetor de 100 componentes e retorna um vetor transformado de 100
componentes.
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CAPI´TULO 4
A forja de objetos
No cap´ıtulo 2 mostramos quais as principais deficieˆncias de C++ quando de sua utilizac¸a˜o como
linguagem para Computac¸a˜o Cient´ıfica. Apresentamos na sequ¨eˆncia algumas te´cnicas usando tem-
plates que sera˜o usadas para superar essas limitac¸o˜es. Assim, neste cap´ıtulo, abordaremos te´cnicas
especiais usadas na construc¸a˜o de objetos mantendo a eficieˆncia e expandindo as capacidades de
generalizac¸a˜o da linguagem.
4.1 Introduc¸a˜o
Os conceitos apresentados na sec¸a˜o 2.1 formam a base da OO, constituindo, por si mesmos, uma
ferramenta excepcionalmente poderosa. A tecnologia das sec¸o˜es 3.2, 3.3, 3.4 e 3.5, respectivamente
templates, metaprogramac¸a˜o, expresso˜es templates e especializac¸a˜o, adicionam algum tipo de genera-
lidade extra a` linguagem (em particular os templates e a especializac¸a˜o), mas sua principal raza˜o de
ser e´ o desempenho. O uso de templates e da metaprogramac¸a˜o formam aquilo que se convencionou
chamar Programac¸a˜o Gene´rica (vide [VG98]).
A pergunta que fica e´: “o que pode ser feito em relac¸a˜o a` generalidade padra˜o oferecida pela OO,
em um contexto similar ao que foi feito em relac¸a˜o ao desempenho?” Ou ainda, que outras tecnologias
em OO podem ser usadas de forma a flexibilizar a construc¸a˜o de objetos e ainda assim manter o
desempenho e a facilidade de manutenc¸a˜o/extensa˜o de co´digo? E´ o que veremos nas pro´ximas sec¸o˜es,
quando introduzimos (de forma bastante superficial) o conceito de Programac¸a˜o Orientada a Aspectos,
classes mixin (essenciais na construc¸o˜es de objetos) e meta construc¸o˜es, que sa˜o a base para a criac¸a˜o
automatizada de objetos.
4.2 Programac¸a˜o Orientada a Aspectos (OA)
OO e´, ale´m de uma filosofia de programac¸a˜o, uma te´cnica de projeto de sistemas. Isso significa
que o projeto de uma determinada aplicac¸a˜o computacional (cient´ıfica ou na˜o) seguira´ um caminho
mais ou menos padra˜o. Sera˜o identificadas as unidades funcionais do problema, a cada unidade sera˜o
associadas uma ou mais classes, e a aplicac¸a˜o final consistira´ da orquestrac¸a˜o de objetos dessas classes
executando a tarefa especificada.
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Esta capacidade de tratar partes importantes de uma aplicac¸a˜o, uma de cada vez, e´ denominada
separac¸a˜o de interesses [CE00] e e´ um princ´ıpio fundamental na construc¸a˜o de um software.
A separac¸a˜o de interesses e´ realizada em parte pela OO mas, de acordo com [KLM+97], algumas
deciso˜es no projeto de uma aplicac¸a˜o sa˜o dif´ıceis de serem representadas de forma clara no co´digo.
Essas deciso˜es que se entrecruzam1 sa˜o denominadas aspectos. Mais precisamente, e ainda de acordo
com [KLM+97], dizemos que uma propriedade ou decisa˜o de projeto e´ um:
Componente se pode ser claramente encapsulado em uma unidade funcional. Componentes tendem
a ser as unidades resultantes da decomposic¸a˜o de um sistema. Por exemplo, temos classes de
matrizes, vetores, me´todos nume´ricos, etc;
Aspecto no caso contra´rio. Aspectos na˜o sa˜o usualmente unidades da decomposic¸a˜o de um sistema,
mas sim propriedades que afetam o desempenho ou semaˆntica dos componentes. Como exemplos
temos padro˜es de acesso de memo´ria, para otimizar o uso da memo´ria cache, fusa˜o de loops,
como no caso de expresso˜es templates — sec¸a˜o 3.4, e sincronizac¸a˜o de objetos na paralelizac¸a˜o
de algoritmos.
A figura 4.1, reproduzida de [CE00], ilustra graficamente os conceitos de componente e aspecto.
Componente Aspecto
Figura 4.1: Componentes e aspectos.
O aspecto primordial que emerge na construc¸a˜o de aplicac¸o˜es cient´ıficas e´ o da otimizac¸a˜o de
co´digo, tanto do ponto de vista da utilizac¸a˜o da memo´ria quanto do tempo de execuc¸a˜o. Como esses
aspectos entrecruzam praticamente todos os componentes deste tipo de aplicac¸a˜o, a tendeˆncia e´ a de
desenvolvermos o software tomando como guia o desempenho. Como resultado, terminamos com um
co´digo extremamente eficiente, pore´m desnecessariamente complexo e particularmente dif´ıcil de manter,
atualizar e estender.
Voltemos ao exemplo da sec¸a˜o 3.4. Como foi dito, as expresso˜es templates veˆm resolver o problema
dos tempora´rios e da multiplicac¸a˜o de loops. Uma outra soluc¸a˜o — extremamente inadequada — seria
a de definir diversas func¸o˜es como na listagem 4.1. Notemos que ela resolve o problema: cada func¸a˜o
tem apenas um loop e nenhum tempora´rio. Pore´m a generalidade se perde, tanto pelo acu´mulo de
func¸o˜es que essencialmente executam a mesma tarefa — somar vetores — como pela necessidade de
adicionar novas func¸o˜es.
1Termo te´cnico. Do Ingleˆs, cross-cut.
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// Faz z = x + y.
sum2(     Vector& x,     Vector& y, Vector& z );
// Faz w = x + y + z.
sum3(     Vector& x,     Vector& y,   fi Vector& z, Vector& w );
// E assim por diante ...
Listagem 4.1: Soluc¸a˜o forc¸ada para a eliminac¸a˜o de loops e tempora´rios.
Portanto, as expresso˜es templates realizam efetivamente o aspecto otimizac¸a˜o, mantendo a genera-
lidade do co´digo. Em [CE00] a programac¸a˜o OA e´ abordada em profundidade, mas para os propo´sitos
deste texto estamos interessados apenas em uma te´cnica la´ apresentada para a realizac¸a˜o da OA: a
te´cnica de classes mixin.
4.3 Classes mixin
4.3.1 Introduc¸a˜o
As classes mixin2 adicionam uma possibilidade interessante a` construc¸a˜o de objetos (ver [Sma99],
ou ainda [SB00]). Cada mixin representa uma funcionalidade ou aspecto que e´ adicionado ou mudado
no objeto primordial.
A classe mixin e´ uma forma de composic¸a˜o de classes atrave´s de heranc¸a, onde a classe ances-
tral e´ um paraˆmetro template da classe derivada. Em outras palavras, heranc¸as tambe´m podem ser
parametrizadas. A listagem 4.2 exemplifica sintaticamente esta construc¸a˜o.
       <   SuperClass > // A super classe e´ um template...
  SubClass : fffi fl  SuperClass { // e aparece aqui como classe ancestral.
// Implementac¸~ao da classe.
};
Listagem 4.2: Construc¸a˜o de uma classe mixin.
Esta construc¸a˜o na˜o se limita a um u´nico “andar” na hierarquia: podemos construir mixins com
diversas classes intermedia´rias. Acompanhemos o exemplo da listagem 4.3.
Notemos a existeˆncia de uma u´ltima classe na˜o mixin (Last). Esta classe serve para encerrar a
hierarquia pois na˜o e´ derivada de nenhum paraˆmetro template, mas poderia ter paraˆmetros templates
convencionais. Esta classe sera´ denominada classe terminal do mixin. O diagrama da figura 4.2 ilustra
esta hierarquia.
O poder contido neste tipo de construc¸a˜o e´ enorme. Se o conjunto de classes for bem planejado
— tanto as classes mixin quanto as classes terminais — podemos agregar ou alterar comportamentos
padra˜o sem a necessidade da reconstruc¸a˜o da classe terminal.
2Termo te´cnico. Sem uma boa traduc¸a˜o ainda.
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       <   Super1 > // Super classe 1.
  Sub1 : fffi fl  Super1 { ... }
       <   Super2 > // Super class 2.
  Sub2 : fffi fl  Super2 { ... }
       <   Super3 > // Super class 3.
  Sub3 : fffi fl  Super3 { ... }
  Last { ... } // U´ltima classe n~ao mixin.
// A composic¸~ao dessas classes e´ feita assim:
main() {
Sub1< Sub2< Sub3< Last > > > Object;
}
Listagem 4.3: Contruc¸a˜o de classes mixin em va´rios n´ıveis.
Last Super3 Super2 Super1
Object
Figura 4.2: Va´rios n´ıveis mixin.
4.3.2 Classes mixin como modificadoras
As listagens 4.4 e 4.5 mostram uma poss´ıvel implementac¸a˜o de uma classe que calcula
∫ 1
−1 f(x) dx
numericamente atrave´s de integrac¸a˜o gaussiana com treˆs pontos [Cun00]. Alguns detalhes na˜o relevantes
para a discussa˜o foram omitidos do programa.
// Classe para a func¸~ao a ser integrada.
  f {
3
fffi fl  :
// Requerimento: possuir uma func¸~ao eval com entrada e saı´da tipo double.

 fffi eval(

 ff  x )     
6 {
  
  x * x;
}
9 };
// Classe de pontos e pesos para a integrac¸~ao gaussiana.
12
  PW {
fffi fl  :
// Requerimento: exportar como N o nu´mero de pontos.
15
   { N = 3 };
// Requerimento: prover me´todos de acesso p() e w() para pontos e pesos.
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18

 fffi p( fl  ii )      {   
  pts[ ii ]; }

 fffi w( fl  ii )      {   
  wgs[ ii ]; }
21
  fl    :
  fl     

 fffi pts[ N ]; // pontos
  fl     

 fffi wgs[ N ]; // pesos
24 };
    

 ff  PW::pts[ PW::N ] = { -sqrt( 0.6 ), 0.0, sqrt( 0.6 ) };
27
    

 ff  PW::wgs[ PW::N ] = { 5.0/9.0, 8.0/9.0, 5.0/9.0 };
       <   Function_t,    PW_t >
  Gaussian {
30
fffi fl  :
Gaussian(      PW_t& pwModel ) : pw( pwModel ) {}
33

 fffi eval()     {

 fffi Sum = 0.0;
36 Function_t F; // Insta^ncia da func¸~ao a ser integrada.
// Integrando. Notemos o uso do requisito sobre N.
39
 
   ( fl  ii = 0; ii < PW_t::N; ii++ ) {
// Aqui aparecem os requisitos sobre eval() e sobre p() e w().
Sum += F.eval( pw.p( ii ) ) * pw.w( ii );
42 }
  
  Sum;
45 }
  fl    :
48 PW_t pw;
};
Listagem 4.4: Classes para integrac¸a˜o gaussiana.
Aproveitamos a chance para introduzir o conceito de requisitos de uma classe. Para o bom funciona-
mento de um programa baseado em templates e´ necessa´ria a observaˆncia de determinados requisitos
para cada classe pass´ıvel de se tornar um paraˆmetro de outra classe. Ainda que sintaticamente um
paraˆmetro template possa ser qualquer coisa, semanticamente ele tem de fazer sentido para a aplicac¸a˜o
onde esta´ inserido. Portanto a func¸a˜o a ser integrada necessariamente tem de ter um me´todo eval(),
recebendo um 
  

 e retornando um 
  
 
 . Caso algum requisito na˜o seja seguido, a compilac¸a˜o
falhara´.
Suponhamos primeiramente que os elementos da listagem 4.4 na˜o possam ser alterados. Esta
hipo´tese na˜o e´ irreal, posto que em alguns casos na˜o se possui o co´digo fonte e sim uma biblioteca
pre´-compilada. A pergunta e´: de que forma podemos aproveitar o co´digo ja´ existente, sem reescrever
tudo desde o princ´ıpio e ainda ampliar o espectro de uso dessa nossa integrac¸a˜o gaussiana (por exemplo,
calculando a integral em um intervalo [a, b] e na˜o so´ em [−1, 1])?
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main() {
PW pw; // Declarando pontos e pesos.
Gaussian< f, PW > G( pw ); // Objeto que faz a integrac¸~ao.
cout << "Integral [-1,1] = " << G.eval() << endl;
}
Listagem 4.5: Programa principal de integrac¸a˜o gaussiana.
A resposta: atrave´s de uma classe mixin! Usaremos uma classe mixin para se interpor entre a classe
PW, que tem os pontos de integrac¸a˜o e os pesos padra˜o em [−1, 1] e a classe Gaussian, que de fato
executa a operac¸a˜o de integrac¸a˜o. A “cirurgia” no programa das listagens 4.4 e 4.5 esta´ esquematizada
no diagrama da figura 4.3. Lembramos que a notac¸a˜o com flecha tracejada indica paraˆmetro template e
flecha cheia heranc¸a. Do lado esquerdo temos a hierarquia original e do direito a nova, com a introduc¸a˜o
do mixin.
MappedPW
Gaussian
P&W
F
P&W
FGaussian
Figura 4.3: Nova configurac¸a˜o de classes com introduc¸a˜o da classe mixin.
No novo projeto a classe MappedPW e´ posicionada entre a de pontos e pesos original (PW) e a classe
Gaussian. A listagem 4.6 esclarecera´ o que foi dito e a listagem 4.7 o novo programa principal.
O que ocorreu?
A classe Gaussian efetua seus ca´lculos baseada em duas coisas:
1. A existeˆncia de um objeto com um me´todo eval();
2. Um objeto com me´todos p() (pontos) e w() (pesos).
O item 1 permanece inalterado. O item 2, no caso original ainda sem uma classe mixin, e´ re-
alizado pela classe PW. Para podermos efetuar a integrac¸a˜o gaussiana em um intervalo diferente, e´
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// A classe mixin que altera o comportamento da classe PW.
       <   SuperClass >
  MappedPW : fffi fl  SuperClass {
fffi fl  :
MappedPW(

 ff  a1,

 ff  b1 ) : a( a1 ), b( b1 ) {}

 fffi p( fl  ii )      { // Mapeando os pontos.
  
  ( (b-a) * SuperClass::p( ii ) + (b+a) ) / 2.0;
}

 fffi w( fl  ii )      { // Corrigindo os pesos.
  
  (b-a) * SuperClass::w( ii ) / 2.0;
}
  fl    :

 fffi a, b;
};
Listagem 4.6: Classe mixin MappedPW.
main() {
// Classe mixin, baseada em PW.
MappedPW< PW > pw_mapped( -2, 3.5 );
// O objeto, agora com o mixin.
Gaussian< f, MappedPW< PW > > Gmapped( pw_mapped );
// E o ca´lculo de
R
3.5
−2
x2 dx.
cout << "Integral [-2,3.5] = " << Gmapped.eval() << endl;
 
  0;
}
Listagem 4.7: Novo programa principal.
necessa´ria a transformac¸a˜o desse intervalo, acompanhada da respectiva correc¸a˜o atrave´s do jacobiano
dessa transformac¸a˜o.
Fazemos a classe MappedPW receber com paraˆmetro template a pro´pria classe PW e ser derivada dela
(classe mixin). Dessa forma, me´todos e dados de PW ficam vis´ıveis a MappedPW. Portanto, pontos e pesos
podem ser transformados conforme o necessa´rio, como se fossem originalmente da classe MappedPW. O
que resta fazer e´ manter os requerimentos satisfeitos: MappedPW possui me´todos p() e w(), exatamente
como esperado por Gaussian, so´ que operando de forma diferenciada.
Para finalizar este exemplo, observamos que mesmo o requerimento sobre a func¸a˜o integranda
(possuir um me´todo eval()) pode ser relaxado. Suponhamos uma outra func¸a˜o cuja avaliac¸a˜o seja
feita por um me´todo calculate() e na˜o eval(). Esse fato isolado ja´ e´ suficiente para invalidar nosso
projeto. Mas uma classe mixin resolve o problema. Vejamos a listagem 4.8. A utilizac¸a˜o dessa nova
classe mixin pode ser vista em 4.9.
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// Outra func¸~ao a ser integrada.
  g {
fffi fl  :

 fffi calculate(

 fffi x ) {  
  x * x * x; }
};
// Mixin para transformar calculate em eval.
       <   Function_t >
  Eval {
fffi fl  :

 fffi eval(

 ff  x ) {
// Aqui e´ feita a ‘‘transformac¸~ao’’ de calculate() em eval().
  
  Function_t().calculate( x );
}
};
Listagem 4.8: Usando uma classe mixin para satisfazer um requerimento.
main() {
// Classe mixin, baseada em PW
MappedPW< PW > pw_mapped( -2, 3.5 );
// O objeto, agora com dois mixins
Gaussian< Eval< g >, MappedPW< PW > > Gg( pw_mapped );
// E o ca´lculo de
R
3.5
−2
x3 dx
cout << "Integral [-2,3.5] = " << Gg.eval() << endl;
 
  0;
}
Listagem 4.9: Usando a classe mixin para a func¸a˜o a ser derivada.
O fato mais relevante e´ que nenhuma mudanc¸a foi feita em PW ou mesmo em Gaussian! As classes
originais permaneceram intocadas.
4.3.3 Classes mixin para a construc¸a˜o de objetos
Na sec¸a˜o anterior usamos as classes mixin para alterar o comportamento padra˜o de um objeto. Os
me´todos p() e w() foram reescritos para atender a uma necessidade, mas nada novo foi introduzido.
O exemplo que apresentaremos agora e´ o de construc¸a˜o de novos objetos atrave´s de classes mixin.
Inicialmente definiremos um objeto que avalia uma determinada func¸a˜o, para posteriormente intro-
duzirmos derivadas neste objeto, tanto calculadas analiticamente quanto calculadas numericamente.
Como sa˜o constru´ıdos objetos na listagem 4.10? A classe Function nada apresenta de especial. Ela
possui um u´nico me´todo eval() que a avalia em um ponto dado.
Ja´ as classes NDerivative e Derivative sa˜o classes mixin. Notemos que seu paraˆmetro template
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// Esta e´ a func¸~ao de interesse f(x) = sin x cos x.
 fi  Function {
flfi fl 

 ff  eval(

 fffi x ) {  
  sin( x ) * cos( x ); }
};
// Esta classe implementa a derivada nume´rica (diferenc¸a centrada).
       <   F >
 fi  NDerivative : ff  fl  F {
fl fi fl  NDerivative(

 fffi  _h ) : h( _h ) {}
fl fi fl 

 fffi  dx(

 fffi x ) {
  
  ( eval( x + h ) - eval( x - h ) ) / ( 2 * h );
}

 fffi h;
};
// E esta implementa a derivada analı´tica.
       <   F >
 fi  Derivative : ff  fl  F {
fl fi fl 

 fffi  dx(

 fffi x ) {
  
  pow( cos( x ), 2 ) - pow( sin( x ), 2 );
}
};
fl  main() {
// Derivadas (nume´rica e analı´tica) de f(x) = sin x cos x.
NDerivative< Function > df1( 0.1 );
Derivative< Function > df2;
// Ponto onde a func¸~ao e as derivadas ser~ao calculadas.

 fffi  x = 0.5;
// Avaliando a func¸~ao...
cout << df1.eval( x ) << endl;
cout << df2.eval( x ) << endl;
// E suas derivadas.
cout << df1.dx( x ) << endl;
cout << df2.dx( x ) << endl;
 
  0;
}
Listagem 4.10: Usando a class mixin para a func¸a˜o a ser integrada.
F e´ tambe´m classe base para elas. Se F representar uma func¸a˜o va´lida (ou seja, se satisfizer o requisito
de possuir um me´todo eval()), enta˜o NDerivative estara´ bem definida. Notemos que o me´todo dx()
de NDerivative faz menc¸a˜o u´nica e exclusivamente a eval().
44
A forja de objetos :: Meta construc¸o˜es
Apesar de Derivative na˜o possuir esta restric¸a˜o, ainda sim o me´todo eval() de Function pode
ser acessado por causa da heranc¸a.
Para efeito de ilustrac¸a˜o, e´ como se tive´ssemos um objeto (no caso Function) e o recobr´ıssemos
com uma casca (NDerivative ou Derivative) que adiciona a funcionalidade necessa´ria. Vale reforc¸ar
que NDerivative funciona para qualquer classe que implemente o me´todo eval() da mesma forma.
4.4 Meta construc¸o˜es
4.4.1 Introduc¸a˜o
E´ interessante observarmos que gradualmente estamos caminhando na direc¸a˜o de uma forma pau-
latinamente mais sofisticada e automatizada de construc¸a˜o de objetos. Continuando desta forma, in-
troduziremos o pro´ximo ingrediente essencial na construc¸a˜o de objetos: as chamadas meta construc¸o˜es,
ou simplesmente “metas”.
As metas sa˜o as contra-partes templates de construc¸o˜es usuais como
	
  , 
	  
/
 
  e mesmo as
na˜o ta˜o usuais como listas ligadas. Com as metas, podemos tomar deciso˜es em tempo de compilac¸a˜o
dentro do programa, permitindo ampliar em muito as capacidades de um metaprograma ou de uma
construc¸a˜o baseada em mixins.
4.4.2 Meta 
A meta construc¸a˜o mais simples e tambe´m uma das mais u´teis, e´ o chamado meta IF (listagem
4.11).
// O padr~ao e´ sempre retornar ‘‘true’’ (Then).
       < fl   condition,   Then,    Else >
 fi  IF {
  
 


 
Then RET;
};
// Especializamos o caso ‘‘false’’ (retornando Else).
       <   Then,   Else >
 fi  IF< 0, Then, Else > {
  
 


 
Else RET;
};
Listagem 4.11: Meta IF.
A estrutura IF e´ de fato bem simples. Ela possui treˆs paraˆmetros templates; o primeiro e´ um
inteiro, que assumira´ valores zero (representando o booleano “false”) ou diferente de zero (representando
“true”). O segundo e terceiro sa˜o, respectivamente, os resultados caso a condic¸a˜o seja verdadeira ou
falsa.
Note-se que implementamos o caso geral e especializamos (como descrito na sec¸a˜o 3.5.1) somente
o caso em que o teste retorna falso. Por convenc¸a˜o, todo resultado de uma operac¸a˜o template e´ feito
atrave´s do tipo RET.
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condição
RET
A
B
IF
Figura 4.4: Esquematizac¸a˜o do meta IF.
E´ muito importante destacar os seguintes pontos:
• A meta-construc¸a˜o IF e´ inteiramente avaliada durante a compilac¸a˜o;
• O resultado de sua avaliac¸a˜o (RET) e´ um tipo va´lido e serve para declarar um objeto.
Na figura 4.4 ilustramos a meta-construc¸a˜o IF. A e B sa˜o as condic¸o˜es Then e Else e condic¸~ao e´ o
booleano que orienta a escolha. O resultado final da avaliac¸a˜o do meta IF e´ RET. Para o compilador,
toda a estrutura dentro do retaˆngulo cinza e´ vista como uma u´nica e bem definida classe.
Exemplo simplificado de meta IF
A listagem 4.12 traz o esqueleto de uma aplicac¸a˜o da meta-construc¸a˜o IF.
Embora o exemplo da listagem 4.12 seja bastante simples, serve para mostrar o uso da meta-
construc¸a˜o IF. Primeiramente sa˜o declaradas duas classes matriciais:
• Matrix, representando uma matriz cheia e na˜o-sime´trica;
• SymmMatrix, representando uma matriz cheia, pore´m sime´trica.
Em cada uma destas classes e´ declarada uma enumerac¸a˜o anoˆnima [Eck95] chamada IsSymmetric, que
sintaticamente age como uma constante (do tipo booleano), mas que funcionalmente serve como um
micro reposito´rio de configurac¸a˜o (vide cap´ıtulo 5, sobre objetos com DNA) com uma u´nica informac¸a˜o.
A declarac¸a˜o chave para uso do IF e´:
  
 


 
IF< m.IsSymmetric, DecomposeSymmMatrix, DecomposeMatrix >::RET DecompM;
Vejamos por etapas o que ocorre durante a compilac¸a˜o.
1. Em primeiro lugar, o compilador avalia m.IsSymmetric;
2. Caso m.IsSymmetric seja verdadeiro (
 
 
 ), enta˜o RET sera´ definido como o tipo DecomposeSymm
Matrix;
3. Caso contra´rio, se m.IsSymmetric e´ falso (  
 
  ), enta˜o RET sera´ definido como DecomposeMatrix;
4. O resultado da decisa˜o acima e´ definido como um tipo chamado DecompM, atrave´s de um
 
 
   .
Em suma, na declarac¸a˜o acima DecompM equivale a DecomposeSymmMatrix ou a DecomposeMatrix:
a decisa˜o e´ tomada em tempo de compilac¸a˜o de acordo com o valor de m.IsSymmetric.
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  Matrix {     { IsSymmetric =
 
    }; }; // Matriz cheia, n~ao sime´trica.
  SymmMatrix {     { IsSymmetric =    }; }; // Matriz cheia, sime´trica.
3
  DecomposeMatrix { // Decomp~oe uma matriz n~ao-sime´trica.
    fl

decompose( Matrix& m );
6 };
  DecomposeSymmMatrix { // Decomp~oe uma matriz sime´trica.
9
    fl

decompose( SymmMatrix& m );
};
12
fl  main() {
SymmMatrix m; // Sime´trica.
15 // Se m for sime´trica, instancia DecomposeSymmMatrix; DecomposeMatrix caso contra´rio
  
 


 
IF< m.IsSymmetric, DecomposeSymmMatrix, DecomposeMatrix >::RET DecompM;
18 DecompM D1;
D1.decompose( m );
21
SymmMatrix n;
24
  
 


 
IF< n.IsSymmetric, DecomposeSymmMatrix, DecomposeMatrix >::RET DecompN;
DecompN D2;
27
D2.decompose( n );
}
Listagem 4.12: Meta IF.
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Um exemplo mais elaborado
Nesta sec¸a˜o apresentamos outro exemplo usando meta IF, desta vez voltada a` construc¸a˜o de objetos
com classes mixin. Conforme vimos na sec¸a˜o 4.3, podemos construir novos objetos atrave´s da com-
posic¸a˜o de classes mixin. Apesar de se constitu´ırem em instrumento extremamente flex´ıvel e poderoso,
a principal desvantagem que se afigura quando do uso deste recurso e´ a de permitir ao usua´rio a criac¸a˜o
de combinac¸o˜es que na˜o fac¸am sentido. E´ claro que em exemplos dida´ticos e pequenos como os ap-
resentados ate´ agora esta possibilidade torna-se remota, mas em grandes aplicac¸o˜es, com dezenas de
possibilidades de classes mixin esta possibilidade comec¸a a ganhar peso.
Desta forma seria bastante conveniente poder decidir — de alguma forma — quais combinac¸o˜es de
classes mixin sa˜o va´lidas. Este assunto sera´ explorado em profundidade no cap´ıtulo 5, mas ja´ podemos
introduzir algumas ide´ias. Voltemos ao exemplo dado na sec¸a˜o 4.3.3, onde mostramos como agregar
funcionalidade (no caso derivadas) a uma classe pre´-existente (que so´ avalia func¸o˜es).
A ide´ia e´ simples: uma func¸a˜o pode ou na˜o ter sua derivada analiticamente definida. O paraˆmetro
booleano hasDerivative traz esta informac¸a˜o: caso o paraˆmetro seja verdadeiro, a func¸a˜o tem sua
derivada analiticamente definida, caso seja falso, na˜o. Se sua derivada estiver definida, nada e´ feito.
Caso contra´rio, agregamos uma classe mixin que calcula a derivada numericamente.
O exemplo traz os dois casos. Function1 tem a derivada definida analiticamente, e portanto o
paraˆmetro hasDerivative e´ verdadeiro, ao passo que Function2 na˜o satisfaz esse requerimento; neste
caso o 
 
hasDerivative e´ falso.
No primeiro caso, a declarac¸a˜o
   


 
IF< Function1::hasDerivative, Function1, NDerivative< Function1 > >::RET DFunction1;
resulta na pro´pria classe Function1, pois hasDerivative e´ verdadeiro. Portanto, o tipo DFunction1
acaba sendo a classe Function1.
Ja´ no segundo caso, a declarac¸a˜o
   


 
IF< Function2::hasDerivative, Function2, NDerivative< Function2 > >::RET DFunction2;
resulta em NDerivative< Function2 >, dado que hasDerivative e´ falso. Desta forma, uma classe
mixin foi usada para acrescentar comportamento a Function2 (derivada nume´rica). Enfim, o tipo
DFunction2 possui o me´todo eval() original de Function2, mais o me´todo dx() oriundo da classe
NDerivative.
Deve-se notar — com vistas a aplicac¸o˜es futuras — que caracter´ısticas bastante peculiares ocorrem
nos exemplos dados:
1. As classes “carregam” informac¸o˜es sobre si mesmas (e.g. hasDerivative nas classes de func¸a˜o);
2. Esta informac¸a˜o pode ser usada atrave´s de meta construc¸o˜es;
3. As classes originais podem ser modificadas ou acrescidas de funcionalidades (usando classes mixin)
de acordo com suas informac¸o˜es internas.
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 fi  Function1 { // Primeira func¸~ao.
   { hasDerivative = 
  };
3
fl fi fl 

 fffi  eval(

 fffi x ) {   
  sin( x ) * cos( x ); }
fl fi fl 

 fffi  dx(

 fffi x ) {  
  pow( cos( x ), 2 ) - pow( sin( x ), 2 ); }
6 };
 fi  Function2 { // Segunda func¸~ao.
9
   { hasDerivative =
 
    };
fl fi fl 

 fffi  eval(

 fffi x ) {   
  sin( x ) * cos( x ); }
12 };
       <   F >      NDerivative : fffi fl  F
15 {
fl fi fl  NDerivative() : h( 0.01 ) {}
18
fl fi fl 

 fffi  dx(

 fffi x ) {  
  ( eval( x + h ) - eval( x - h ) ) / ( 2 * h ); }

 fffi h;
21 };
fl  main() {
24
  
 


 
IF< Function1::hasDerivative, Function1, NDerivative< Function1 > >::RET DFunction1;
  
 


 
27 IF< Function2::hasDerivative, Function2, NDerivative< Function2 > >::RET DFunction2;
DFunction1 df1; // Objeto com derivada analı´tica.
30 DFunction2 df2; // Objeto com derivada nume´rica.

 fffi  x = 0.5;
33
cout << df1.eval( x ) << endl;
cout << df2.eval( x ) << endl;
36
cout << df1.dx( x ) << endl;
cout << df2.dx( x ) << endl;
39 }
Listagem 4.13: Meta IF usado com mixins.
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4.4.3 Meta comparac¸o˜es
As meta comparac¸o˜es sa˜o construc¸o˜es template simples, que veˆm imitar o comportamento dos
operadores de comparac¸a˜o de igualdade (==), de desigualdade (!=), de menor (<) e de maior (>). A
u´nica diferenc¸a e´ que a comparac¸a˜o e´ exclusivamente entre nu´meros inteiros e constantes (ou seja, em
tempo de compilac¸a˜o).
Na listagem B.2 do apeˆndice B, podemos apreciar a implementac¸a˜o das meta comparac¸o˜es mais
comuns.
Checagem simples de erro atrave´s de meta comparac¸o˜es
Dado o cara´ter construtivo e auto-configurativo dos templates exibidos ate´ agora, bem como sua
semelhanc¸a com operac¸o˜es comuns a va´rias linguagens, e´ natural que mecanismos de checagem de
erro possam ser implementados usando-se estas mesmas construc¸o˜es. O exemplo que apresentamos
na listagem 4.14 ilustra este aspecto, pore´m checagens de erro em tempo de compilac¸a˜o realmente
sofisticadas sa˜o descritas em [SL].
Na listagem 4.14 declaramos treˆs estruturas (Line, Triangle e Tetra), cada uma correspondendo
a um tipo (hipote´tico) de elemento finito. Note-se que cada uma delas esta´ associada a uma dimensa˜o
espacial. Uma quarta estrutura chamada WrongElement e´ definida e sera´ associada a um tipo “errado”
de elemento finito. Por tipo errado definimos aquele que tem dimensa˜o menor que 1 ou maior que 3.
Todas as quatro estruturas possuem um me´todo hello(), que e´ usado para identificac¸a˜o.
Usamos as meta comparac¸o˜es na classe ElementSelector. E´ ela que, dada uma dimensa˜o espacial
D, seleciona o tipo de elemento finito apropriado. O processo e´ simples: primeiro fazemos um teste
usando as comparac¸o˜es de maior e menor (respectivamente BT e LT), checando se a dimensa˜o fornecida
na˜o se encontra fora dos limites desejados. Se for este o caso, enta˜o o resultado da operac¸a˜o e´ a classe
WrongElement. Caso contra´rio, va´rios teste aninhados sa˜o usados com a dimensa˜o D com a finalidade
de determinarmos qual o elemento apropriado. Notemos que, de fato, fazemos apenas dois testes e na˜o
treˆs; um elemento finito do tipo Tetra e´ selecionado por default caso a dimensa˜o espacial seja va´lida,
pore´m diferente de 1 e de 2.
No programa principal declaramos cinco objetos usando ElementSelector, com dimenso˜es variando
de 0 a 4. Como esperado, os me´todos hello() retornam mensagens de elemento inva´lido para dimenso˜es
0 e 4, e as respectivas mensagens para as dimenso˜es entre 1 e 3, inclusive.
4.4.4 Meta
 
 / 
	
 
Uma construc¸a˜o bastante similar ao meta IF apresentado na sec¸a˜o anterior e´ a meta construc¸a˜o
SWITCH/CASE. Ela imita o comportamento de um 
	    
/

  padra˜o de C++, pore´m permitindo a
avaliac¸a˜o de tipos em tempo de compilac¸a˜o de uma maneira mais leg´ıvel do que a que seria obtida
usando-se IF’s aninhados. A listagem completa da implementac¸a˜o do meta SWITCH/CASE pode ser
apreciada na listagem B.1, no apeˆndice B.
O uso da meta construc¸a˜o SWITCH/CASE pode ser visto na sequ¨eˆncia.
  
 


 
SWITCH< Key, // Chave de selec¸~ao.
CASE< Option1, Type1, // Opc¸~ao 1.
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 fi  Line {
    fl

hello() { cout << "Sou um elemento linear (1D)" << endl; }
3 };
 fi  Triangle {
6
    fl

hello() { cout << "Sou um elemento triangular (2D)" << endl; }
};
9
 fi  Tetra {
    fl

hello() { cout << "Sou um elemento tetraedrico (3D)" << endl; }
};
12
 fi  WrongElement {
    fl

hello() { cout << "NAO ME USE! ELEMENTO ERRADO!" << endl; }
15 };
       < fl   D >
18
 fi  ElementSelector {
// Caso D < 1 ou D > 3, instancia WrongElement.
  
 


 
  
     
21 IF< LT< D, 1 >::RET | BT< D, 3 >::RET,
WrongElement,
 
      IF< EQUAL< D, 1 >::RET, // Se D = 1, instancia uma linha (Line).
24 Line,
  
      IF< EQUAL< D, 2 >::RET, // Ou um Triangle, se D = 2.
Triangle,
27 Tetra // Ou, finalmente, um Tetra se D = 3.
>::RET >::RET >::RET RET;
};
30
fl  main()
{
33 ElementSelector< 0 >::RET a;
ElementSelector< 1 >::RET b;
ElementSelector< 2 >::RET c;
36 ElementSelector< 3 >::RET d;
ElementSelector< 4 >::RET e;
39 a.hello(); b.hello(); c.hello(); d.hello(); e.hello();
}
Listagem 4.14: Escolha de classes e checagem de erro atrave´s de meta comparac¸o˜es.
CASE< Option2, Type2, // Opc¸~ao 2.
CASE< Option3, Type3, // Opc¸~ao 3.
DEFAULT< DefaultType > > > > // Opc¸~ao default.
>::RET Result;
O meta SWITCH/CASE e´ portanto, composto por:
• Uma chave de selec¸a˜o Key, que e´ um inteiro constante;
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• Diversas opc¸o˜es, tambe´m inteiras e constantes, que sera˜o comparadas com a chave;
• Associadas a`s opc¸o˜es, tipos — que podem ser classes definidas pelo usua´rio ou tipos padra˜o da
linguagem — que sera˜o selecionados em caso de coincideˆncia entre a chave e as opc¸o˜es;
• Um tipo Default, que sera´ selecionado caso nenhuma das opc¸o˜es case com a chave.
Devemos notar mais uma vez que o resultado da operac¸a˜o e´ um dos tipos selecionados pelo meta.
Este tipo e´ retornado por padra˜o em RET.
Exemplo de SWITCH/CASE
Na listagem 4.15 apresentamos um exemplo simplificado de uso da meta construc¸a˜o SWITCH/CASE.
Inicialmente, definimos o conjunto de opc¸o˜es va´lidas para o SWITCH. Estas opc¸o˜es, como no caso do IF,
sa˜o representadas por inteiros e armazenadas na forma de uma enumerac¸a˜o anoˆnima. Neste exemplo
definimos treˆs opc¸o˜es: OptA, OptB e OptC, que equivalem respectivamente aos inteiros 0, 1 e 2 (o valor
dos inteiros na˜o importa, devendo apenas ser diferentes e constantes do ponto de vista do compilador;
a enumerac¸a˜o anoˆnima e´ uma forma conveniente de estruturar este conjunto de inteiros).
Sa˜o definidas tambe´m as estruturas ou classes que sera˜o usadas como opc¸o˜es do CASE. Note-se que
qualquer tipo va´lido da linguagem poderia ter sido usado, fosse ele padra˜o ou definido pelo usua´rio.
Estas classes, criadas apenas com o intuito de melhor ilustrar o exemplo, sa˜o A, B, C e Default. Cada
classe possui um me´todo hello() que imprime na tela seu pro´prio nome. Naturalmente as classes A, B
e C sera˜o associadas aos inteiros (ou opc¸o˜es) OptA, OptB e OptC. Default e´ associada a qualquer caso
diferente destes.
Desta forma, o tipo Opt1_t definido atrave´s do primeiro SWITCH/CASE, e´ exatamente equivalente a`
classe A, pois o primeiro CASE e´ satisfeito (opc¸a˜o OptA). Analogamente, Opt2_t e Opt3_t sa˜o equiva-
lentes a`s classes B e C, respectivamente, ao passo que Opt4_t o e´ em relac¸a˜o a` classe Default.
Instanciados os objetos (op1 a op4), teremos a se´rie de mensagens das estruturas A a C e tambe´m
Default impressas na tela.
4.4.5 Outras meta construc¸o˜es
As meta construc¸o˜es apresentadas nas sec¸o˜es 4.4.2, 4.4.3 e 4.4.4 nem de longe esgotam as possi-
bilidades das metas. Pore´m, e´ a partir delas que as outras sera˜o constru´ıdas. Podemos pensar nestes
metas como os primordiais. Maiores refereˆncias podem ser encontradas principalmente em [CE00], mas
tambe´m em [CE01], [EBC00], [GDL00], [Vel95b] e [CE99].
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    { OptA, OptB, OptC }; // Marcadores de opc¸~oes.
3 // Diversas possibilidades de selec¸~ao.
 fi  A {     fl

hello() { cout << "Eu sou A!" << endl; } };
 fi  B {     fl

hello() { cout << "Eu sou B!" << endl; } };
6
 fi  C {     fl

hello() { cout << "Eu sou C!" << endl; } };
 fi  Default {     fl

hello() { cout << "Eu sou o padrao!" << endl; } };
9
fl  main() {
// Fazendo diversas selec¸~oes com SWITCH/CASE.
  
 


 
SWITCH< OptA, CASE< OptA, A,
12 CASE< OptB, B,
CASE< OptC, C,
DEFAULT< Default > > > > >::RET Opt1_t;
15
  
 


 
SWITCH< OptB, CASE< OptA, A,
CASE< OptB, B,
18 CASE< OptC, C,
DEFAULT< Default > > > > >::RET Opt2_t;
21
  
 


 
SWITCH< OptC, CASE< OptA, A,
CASE< OptB, B,
CASE< OptC, C,
24 DEFAULT< Default > > > > >::RET Opt3_t;
  
 


 
SWITCH< 15, CASE< OptA, A,
27 CASE< OptB, B,
CASE< OptC, C,
DEFAULT< Default > > > > >::RET Opt4_t;
30
// Criando os objetos e chamando a func¸~ao hello().
Opt1_t op1; Opt2_t op2; Opt3_t op3; Opt4_t op4;
33
op1.hello(); op2.hello(); op3.hello(); op4.hello();
}
Listagem 4.15: Exemplo de meta SWITCH/CASE.
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CAPI´TULO 5
Reposito´rios de configurac¸a˜o: objetos com
DNA
Tendo assentado a base para a construc¸a˜o de objetos no cap´ıtulo 4, introduziremos agora o conceito
de reposito´rios de configurac¸a˜o [CE99], [Cza00] e [CE00]. Atrave´s desta te´cnica podemos criar classes
que encerram em si todas as informac¸o˜es de sua pro´pria construc¸a˜o, como em uma mole´cula de DNA.
Esta caracter´ıstica u´nica sera´ aproveitada na construc¸a˜o de novos objetos a partir de descric¸o˜es de
mais alto n´ıvel do que as ja´ apresentadas.
5.1 Introduc¸a˜o
5.1.1 Reposito´rios de configurac¸a˜o
Uma parte relevante da pesquisa de Krzysztof Czarnecki e de Ulrich Eisenecker relaciona-se a`
possibilidade de criac¸a˜o de objetos usando a tecnologia apresentada no cap´ıtulo 4. O que diferencia o
trabalho destes pesquisadores e´ que as caracter´ısticas dos objetos a serem criados, e que sa˜o fornecidas
pelo usua´rio, sa˜o de fato aspectos do objeto final desejado. Estas ide´ias foram sendo buriladas em
[CE99], [Cza00] e culminaram em um livro inteiramente voltado a` Programac¸a˜o Generativa [CE00].
No´s as exporemos brevemente pois sera˜o o cerne do desenvolvimento do pacote Osiris de elementos
finitos. Devemos notar entretanto que Osiris utiliza uma filosofia que, consideramos, e´ aprimorada
em relac¸a˜o a`quela apresentada em [CE00]: la´, o conjunto de funcionalidades que se deseja alcanc¸ar e´
estudado exaustivamente em todos os seus aspectos1 . Esses aspectos sa˜o traduzidos em um reposito´rio
monol´ıtico de poss´ıveis configurac¸o˜es e composic¸o˜es destes objetos, bem como um reposito´rio, tambe´m
monol´ıtico, de comportamentos ou operac¸o˜es.
Nossa abordagem e´ essencialmente diferente, pois:
• Usamos reposito´rios de configurac¸a˜o menores e mais localizados, evitando a necessidade de um
1No caso espec´ıfico da refereˆncia citada, e´ apresentada uma biblioteca experimental de A´lgebra Matricial chamada
GMCL (Generative Matrix Computation Library). Considerando-se todas as combinac¸o˜es poss´ıveis de tipos de matrizes,
suas formas de armazenamento, esparsidade, GMCL pode gerar mais de 1700 tipos de matrizes.
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estudo exaustivo de caracter´ısticas antes de implementac¸a˜o efetiva. Este levantamento de ca-
racter´ısticas pode ser feito em grupos menores, reduzindo, portanto, a extensa˜o desse estudo;
• Estes reposito´rios podem ser usados na construc¸a˜o de outros reposito´rios e assim por diante. O
efeito final e´ o de um n´ıvel extra de abstrac¸a˜o, pois podemos combinar configurac¸o˜es de objetos
diferentes;
• Os reposito´rios de configurac¸a˜o, da forma como sa˜o implementados, podem ser facilmente es-
tendidos dando conta de eventuais aspectos na˜o previstos ou planejados, que surgem em uma
implementac¸a˜o monol´ıtica;
• As operac¸o˜es locais sobre os elementos finitos sa˜o realizadas atrave´s de especializac¸o˜es de um
mecanismo particular de expresso˜es templates, permitindo implementac¸o˜es praticamente inde-
pendentes dos objetos configurados. O cap´ıtulo 6 e´ inteiramente dedicado a este assunto.
5.1.2 Um exemplo inicial
Com o propo´sito de ilustrar na pra´tica o que e´ um reposito´rio de configurac¸a˜o, mostraremos como
definir um determinado tipo de elemento finito usando Osiris. O elemento sera´ bidimensional, tri-
angular, com base de Lagrange linear. A listagem 5.1 mostra como declarar um novo tipo chamado
TriangleP1_t que corresponde ao elemento finito descrito.
  
 


 
FE_GENERATOR< // Este e´ o gerador de elementos.
FE_Family< lagrange< 1 > >, // Especificando a ordem de aproximac¸~ao...
FE_Geometry< triangle > // ...e a geometria.
>::RET TriangleP1_t; // Aqui temos o resultado final.
Listagem 5.1: Declarando um triaˆngulo do tipo P1.
O interessante deste tipo de abordagem e´ que a especificac¸a˜o da classe a ser constru´ıda e´ feita
em alto n´ıvel. Por exemplo, para definirmos uma geometria triangular no plano, usamos a sin-
taxe FE_Geometry< triangle >. Caso deseja´ssemos um tetraedro com as mesmas caracter´ısticas
de aproximac¸a˜o, agora em R3, bastaria a simples troca de geometria via uma declarac¸a˜o do tipo
FE_Geometry< tetra >.
Devemos chamar a atenc¸a˜o tambe´m ao fato de que TriangleP1_t e´ uma classe completamente
funcional, configurada pelas escolhas de ordem de aproximac¸a˜o FE_Family e de geometria FE_Geometry.
Apesar da aparente simplicidade de escolhas, uma se´rie de outras informac¸o˜es e´ automaticamente criada
e disponibilizada dentro de TriangleP1_t, em tempo de compilac¸a˜o e sem intervenc¸a˜o do usua´rio. A
tabela 5.1 resume o conteu´do do reposito´rio de configurac¸a˜o final para TriangleP1_t.
5.2 Componentes para gerac¸a˜o de configurac¸o˜es
Como vimos na sec¸a˜o anterior, podemos, a partir de uma descric¸a˜o de alto n´ıvel, gerar uma classe
completa que implementa as caracter´ısticas desejadas. Este processo de configurac¸a˜o automa´tica com-
preende os seguintes passos:
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Caracter´ıstica Nome Em TriangleP1_t
Tipo de aproximac¸a˜o FE_Family_t lagrange< 1 >
Geometria FE_Geometry_t triangle
Tipo do indexador dos no´s RefsContainerAtom_t
	


Tipo do container de no´s RefsContainer_t Vector< 3,
	


>
Ordem de aproximac¸a˜o order 1
Dimensa˜o geome´trica dimensions 2
Dimensa˜o espacial spatialDimension 2
Elemento interno ou fronteira role full_element
Graus de liberdade ndof 3
Graus de liberdade na fronteira ndofb 2
Tabela 5.1: Reposito´rio de configurac¸a˜o para TriangleP1_t.
Ana´lise de domı´nio (teo´rico) E´ onde estudamos os conceitos que sera˜o modelados e onde ressalta-
mos suas caracter´ısticas deseja´veis. Por exemplo, no caso de elementos finitos, como descrito
anteriormente, temos a famı´lia (Lagrange, Hermite, etc), a geometria (triaˆngulo, quadrado,
tetraedro, etc) e a dimensa˜o espacial. Os aspectos levantados durante este estudo devem ser
suficientes para a completa construc¸a˜o de qualquer dos conceitos que se deseje modelar.
DSL (teo´rico/pra´tico) A DSL (Domain Specific Language) e´ a concretizac¸a˜o dos aspectos levantados
no item anterior. Nela sa˜o dados nomes a`s caracter´ısticas levantadas previamente. No caso
de nosso exemplo com elementos finitos, uma das definic¸o˜es da DSL e´ a de tipos va´lidos de
geometria, como pode ser visto na listagem 5.2. Podemos notar que cobrimos todos os aspectos
geome´tricos que mais nos interessam (ponto, linha, triaˆngulo, etc). Conforme as necessidades do
usua´rio, ou dentro da evoluc¸a˜o natural do software, novos aspectos podem ser introduzidos sem
o comprometimento dos anteriores.
    GeomId // Identificadores de geometria para elementos finitos.
{
point_id, // Elemento pontual.
line_id, // Linha.
triangle_id, // Tria^ngulo.
rectangle_id, // Reta^ngulo.
tetra_id, // Tetraedro.
brick_id // Hexaedro.
};
Listagem 5.2: Parte de uma DSL para configurac¸a˜o de um elemento finito.
Parser (pra´tico) O parser leˆ uma descric¸a˜o fornecida pelo usua´rio e a processa de forma a gerar uma
configurac¸a˜o ba´sica. Este processo envolve checagem de erros [SL], decisa˜o de opc¸o˜es padra˜o, caso
o usua´rio deixe algumas opc¸o˜es em branco, e criac¸a˜o do reposito´rio de configurac¸o˜es.
Gerac¸a˜o (pra´tico) Este e´ o u´ltimo ponto da cadeia, onde a configurac¸a˜o produzida e´ analisada e as
56
Reposito´rios de configurac¸a˜o: objetos com DNA :: Componentes para gerac¸a˜o de configurac¸o˜es
partes corretas — usualmente classes mixin previamente preparadas — sa˜o montadas em conjunto
para produzir um objeto funcional (processo de gerac¸a˜o). E´ interessante observar que, se feito
de maneira correta, este processo de produc¸a˜o embute a informac¸a˜o de configurac¸a˜o e o pro´prio
gerador dentro da classe assim criada.
Antes de exemplificarmos este processo usando Osiris, introduziremos na sec¸a˜o seguinte um pouco
da notac¸a˜o diagrama´tica utilizada no processo de modelagem de caracter´ısticas e na representac¸a˜o da
DSL.
5.2.1 Diagramas de caracter´ısticas
A descric¸a˜o de DSL’s pode ser feita de va´rias maneiras, mas com certeza uma das mais ilustrativas
e´ atrave´s dos diagramas de caracter´ısticas. Um diagrama de caracter´ısticas e´ uma a´rvore onde:
• O no´ raiz representa o conceito a ser modelado (representado por C);
• Cada no´ da a´rvore e´ uma poss´ıvel caracter´ıstica (ou aspecto) daquele conceito (representadas por
fi);
• O tipo de ramo diz a forma em que se percorre a a´rvore, resultando portanto em diferentes poss´ıveis
configurac¸o˜es, conforme o caso de interesse. Cada tipo de ramo possui uma representac¸a˜o gra´fica
diferente, como veremos a` frente.
Um diagrama de caracter´ısticas t´ıpico pode ser visto na figura 5.1.
f3
f2
f4
f1
C
Figura 5.1: Exemplo de diagrama de caracter´ısticas.
A tabela 5.2 resume os diagramas de caracter´ısticas usados mais comumente.
Com estes diagramas ba´sicos estamos aptos a descrever um exemplo de DSL para elementos finitos,
tal qual implementada em Osiris.
5.2.2 DSL para Elementos Finitos
A DSL (Domain Specific Language), ou Linguagem para um Domı´nio Espec´ıfico, serve para descre-
ver sinteticamente o conjunto de informac¸o˜es que deve efetivar perfeitamente todas as possibilidades
de configurac¸a˜o de que o usua´rio necessita. Por possibilidades de configurac¸a˜o queremos dizer todos os
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Diagrama Descric¸a˜o Configurac¸o˜es
f3
f2
f4
f1
C
Mandato´ria
Sa˜o caracter´ısticas imprescind´ıveis para a construc¸a˜o do objeto.
Por exemplo, no caso de elementos finitos, uma geometria e´ in-
dispensa´vel. A representac¸a˜o de uma caracter´ıstica mandato´ria e´
feita atrave´s de um c´ırculo cheio.
{C, f1, f2, f3, f4}
f2f1
f3
C
Opcional
Sa˜o caracter´ısticas que podem ou na˜o estar presentes. No caso de ele-
mentos finitos, podemos dispor de uma base (elemento computacional)
ou na˜o (elemento geome´trico). Sua representac¸a˜o e´ feita atrave´s de um
c´ırculo vazado.
{C}, {C, f1}, {C, f2},
{C, f1, f3}, {C, f1, f2},
{C, f1, f2, f3}
f2
f5f1
f3 f4
C
Alternativa
As caracter´ısticas alternativas combinam-se em grupos. Sa˜o assi-
naladas por um arco ligando os ramos de cada grupo, indicando
que pelo menos um deste grupo deve ser escolhido.
{C, f1, f3}, {C, f1, f4},
{C, f1, f5}, {C, f2, f3},
{C, f2, f4}, {C, f2, f5}
f2
f5f1
f3 f4
C
Tipo “ou”
E´ uma junc¸a˜o entre opcionais e alternativas. Neste caso todas as
combinac¸o˜es contendo pelo menos um elemento de cado grupo sa˜o
va´lidas. E´ representada por um arco cheio ligando os ramos.
{C, f1, f3}, {C, f1, f4},
{C, f1, f5}, {C, f2, f3},
{C, f2, f4}, {C, f2, f5}
{C, f1, f2, f3},
{C, f1, f2, f4},
{C, f1, f2, f5}, etc
Tabela 5.2: Diagramas de caracter´ısticas mais comuns.
diferentes objetos que podem ser instanciados e que fazem algum sentido para o usua´rio. Fazendo a
ponte com os diagramas de caracter´ısticas, o conceito C e´ parte do domı´nio (e.g. um elemento finito),
enquanto que as caracter´ısticas (ou aspectos) sa˜o representados pelos f i.
No caso particular da configurac¸a˜o de um elemento finito, interessam-nos quatro aspectos, assim
nomeados: famı´lia, geometria, dimensa˜o espacial e papel.
Estes quatro aspectos — famı´lia, geometria, dimensa˜o espacial e papel — se bem escolhidos,
devem ser suficientes para a definic¸a˜o de todos os tipos de elementos desejados. Analisemos o papel de
cada um na configurac¸a˜o.
Famı´lia O aspecto famı´lia, em conjunto com sua ordem de aproximac¸a˜o, influencia na escolha e
na definic¸a˜o do tipo de func¸a˜o de base (a ser gerada em outro configurador) e no nu´mero de
graus de liberdade. Por exemplo, se escolhermos como famı´lia FE_Family< lagrange< 1 > >,
o configurador assume que o elemento suporta uma base de Lagrange de primeira ordem.
Geometria A geometria define a forma do elemento e influencia, conforme ja´ assinalado, em outro
configurador, na transformac¸a˜o geome´trica entre elemento padra˜o e o real. As formas padra˜o sa˜o
linhas (1D), triaˆngulos e quadrila´teros (2D), tetraedros, hexaedros e prismas (3D). E´ interessante
neste ponto observarmos a flexibilidade desta abordagem template. Suponhamos que no futuro
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Linha
Triângulo
Tetraedro
Interno
Fronteira
21 3
OrdemOrdem
Família Geometria Papel Dimensão espacial
Lagrange Hermite
FE
Figura 5.2: DSL para elementos finitos.
deseja´ssemos suportar elementos curvos. O aspecto geometria poderia ser decomposto em dois
subaspectos: geometrias parame´tricas (elementos com lados ou faces retos) e geometrias
super-parame´tricas (elementos com lados ou faces curvos). Poucas mudanc¸as no configurador
absorveriam este novo requerimento, pois as caracter´ısticas ja´ existentes permaneceriam iguais, e
essas novas caracter´ısticas poderiam ser introduzidas de acordo com a necessidade de momento.
Como exemplo de geometria, temos FE_Geometry< triangle >. Em conjunto com a famı´lia
definida acima, temos um elemento triangular, de Lagrange, com aproximac¸a˜o polinomial de
primeira ordem. Com estes dois aspectos escolhidos, o configurador ja´ pode, por exemplo, decidir
o nu´mero de graus de liberdade (no nosso exemplo, treˆs, um para cada ve´rtice do triaˆngulo). Uma
escolha diferente de geometria resultaria em um nu´mero diferente de graus de liberdade (quatro,
caso escolheˆssemos FE_Geometry< tetra >). Idem para uma escolha diferente de famı´lia (por
exemplo, seis, para FE_Family< lagrange< 2 > >).
Papel Um elemento pode ter dois pape´is bem definidos: pode ser um elemento do interior do domı´nio
ou um elemento de fronteira. Este aspecto e´ opcional, como podemos ver do diagrama, o que
significa que o configurador tem de possuir alguns padro˜es pre´-definidos. No caso do aspecto
papel, o configurador escolhe por padra˜o FE_Role< full_element >, que corresponde a um
elemento interno ao domı´nio.
Dimensa˜o espacial Apesar de aparentemente redundante ou irrelevante (a geometria automatica-
mente nos da´ uma dimensa˜o espacial), podemos necessitar definir elementos bidimensionais no
espac¸o tridimensional (como elementos de casca). O papel do aspecto dimensa˜o espacial e´
justamente fornecer esta informac¸a˜o extra necessa´ria. Caso na˜o seja fornecida, a dimensa˜o es-
pacial e´ assumida igual a` dimensa˜o geome´trica.
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5.3 Detalhes de implementac¸a˜o do configurador
Examinaremos na sequ¨eˆncia alguns dos detalhes de implementac¸a˜o do configurador de elementos
finitos usado em Osiris.
5.3.1 A descric¸a˜o da DSL
A descric¸a˜o computacional da DSL para um determinado conjunto de aspectos e´ feita utilizando-se
uma te´cnica template denominada paraˆmetros nomeados [CE01].
Inicialmente foi criada uma enumerac¸a˜o anoˆnima com um valor para cada aspecto descrito acima
(listagem 5.3).
    FE_Parameters_ {
fe_Family_id, // Aspecto Famı´lia.
fe_Geometry_id, // Aspecto Geometria.
fe_SpatialDimension_id, // Aspecto Dimens~ao espacial.
fe_Role_id // Aspecto Papel.
};
Listagem 5.3: Enumerac¸a˜o anoˆnima com um enumerado para cada aspecto.
Tendo especificado os aspectos gerais da DSL, iremos agora esmiuc¸ar cada um deles. Comec¸ando
pelo aspecto Famı´lia, criamos outra enumerac¸a˜o anoˆnima com os identificadores para cada poss´ıvel
membro do aspecto Famı´lia (listagem 5.4)
    FeId {
lagrange_id, // Lagrange.
hermite_id // Hermite.
};
Listagem 5.4: Identificadores para tipos de Famı´lia.
E´ interessante observarmos que ja´ neste ponto e´ introduzida uma flexibilidade relevante, pois as
enumerac¸o˜es apresentadas nas listagens 5.3 e 5.4 podem ser acrescidas de novos elementos sem alterac¸o˜es
nos ja´ existentes.
O pro´ximo passo consiste em especificarmos de modo ainda mais preciso cada uma das caracter´ısticas
nomeadas em 5.4. Para alcanc¸armos este propo´sito, definimos classes (ou, nos casos mais simples,
estruturas) que contenham, obrigatoriamente, um membro de uma unia˜o anoˆnima chamado id. Como
podemos ver na listagem 5.5, este id recebe exatamente o valor definido na lista de identificadores; no
exemplo, escolhemos id igual a lagrange_id. Estas classes ou estruturas sa˜o denominadas descritoras.
Caso seja necessa´rio ou conveniente, outras informac¸o˜es podem ser adicionadas a`s descritoras. No
nosso exemplo, inclu´ımos tambe´m a ordem de aproximac¸a˜o (order) e uma cadeia de caracteres para
identificar a classe por nome (FamilyName).
Por fim, basta o u´ltimo elo da corrente: a classe responsa´vel por carregar e nomear a informac¸a˜o.
Na listagem 5.6 temos a descric¸a˜o da classe FE_Family, que e´ derivada de uma classe especial de-
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   fi    < uinteger_t order_ = 1 >
    lagrange {
// Ordem de aproximac¸~ao e identificador.
     { order = order_, id = lagrange_id };
// Nome da famı´lia.
 fl           * FamilyName;
};
   fi    < uinteger_t order_ >
        * lagrange< order_ >::FamilyName = "lagrangean";
Listagem 5.5: Definic¸a˜o da classe descritora lagrange, do aspecto Famı´lia.
nominada TypeTemplateParam. A class TypeTemplateParam age como um marcador, associando o
paraˆmetro template feFamily_t ao respectivo identificador fe_Family_id, definido em 5.3. Ou seja,
o aspecto escolhido efetivamente (feFamily_t) e´ aqui associado ao seu aspecto abstrato (atrave´s de
fe_Family_id). Mais adiante veremos em detalhes a classe TypeTemplateParam. Aqui, basta-nos
lembrar que ela associa um tipo a um identificador.
   fi    <    feFamily_t >
  FE_Family :
fffi fl  TypeTemplateParam< feFamily_t, fe_Family_id > {};
Listagem 5.6: Classe marcadora FE_Family.
Podemos perceber que uma declarac¸a˜o aparentemente simples como FE_Family< lagrange< 1 > >
cria, durante a compilac¸a˜o, uma se´rie de pequenos objetos relacionados. A figura 5.3 ilustra como ficam
os objetos quando instanciamos FE_Family< lagrange< 1 > >. La´, podemos claramente ver quem e´
objeto template de quem (os enumerados esta˜o em cinza claro).
FE_Family
lagrange
id = lagrange_id
order = 1
id = fe_family_id
Figura 5.3: Instaˆncia de FE_Family< lagrange< 1 > >.
Os outros aspectos para criac¸a˜o de um determinado elemento finito sa˜o definidos de maneira ana´loga.
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5.3.2 Processamento de configurac¸o˜es (parsing)
O processamento de configurac¸o˜es (doravante denominado parsing) e´, como na˜o poderia deixar de
ser, feito atrave´s de mecanismos template. Como mencionado no cap´ıtulo 4, podemos replicar estatica-
mente diversas estruturas computacionais, como
	
  , 
	   
e listas ligadas. A estrutura subjacente ao
processo de parsing e´ exatamente uma lista ligada template de configurac¸o˜es, de onde sera˜o extra´ıdas
as informac¸o˜es pertinentes.
Esta lista possui as seguintes caracter´ısticas:
• E´ uma lista que armazena tipos, e na˜o objetos;
• Seus elementos sa˜o inteiramente definidos em tempo de compilac¸a˜o;
• E´ completamente heterogeˆnea, podendo armazenar um tipo diferente em cada posic¸a˜o.
Na˜o entraremos nos detalhes sobre a implementac¸a˜o da lista em si, que pode ser conferida em
[CE01] ou nas listagens anexas, mas devemos ter em mente sua func¸a˜o na criac¸a˜o de objetos. Para
firmarmos o conceito, voltemos a` listagem 5.1. Nela fornecemos dois aspectos para o configurador:
FE_Family< lagrange< 1 > > e FE_Geometry< triangle >. Estes dois aspectos sera˜o inseridos em
uma lista ligada esta´tica e passados ao parser. E´ interessante observarmos que a DSL para um ele-
mento finito, conforme definida na sec¸a˜o 5.2.2, comporta quatro aspectos diferentes, enquanto estamos
fornecendo apenas dois. Os aspectos que na˜o sa˜o utilizados (no caso, papel e dimensa˜o espacial)
sa˜o inseridos como objetos nulos na lista.
A listagem da classe que faz o parsing para elementos finitos pode ser apreciada em 5.7.
O processo de parsing pode ser descrito como segue:
• E´ recebida uma lista template ParamList_t, onde cada elemento e´ um tipo relacionado a um
aspecto (por exemplo, FE_Geometry< tetra >). Cf linha 1 da listagem 5.7.
• A lista e´ vasculhada usando-se a classe FindWithId. Esta classe recebe a lista com os aspectos e
um identificador determinado. A lista e´ inteiramente varrida e seus elementos teˆm seus respectivos
identificadores comparados com o fornecido pelo usua´rio. Caso haja coincideˆncia, a classe dona do
identificador procurado e´ retornada. Em suma, e´ feita uma busca na lista (linhas 5–8). Voltando
ao nosso exemplo, no caso espec´ıfico da linha 5, o tipo FE_Family_p seria lagrange< 1 >, como
hav´ıamos escolhido previamente. Na linha seguinte, o tipo FE_Geometry_p seria triangle.
Caso um determinado tipo seja procurado na lista e na˜o seja encontrado, e´ retornado o tipo
ListNil.
• Um dos cuidados que devemos tomar na criac¸a˜o de configuradores automatizados e´ com as opc¸o˜es
padra˜o, assumidas caso o usua´rio na˜o opte por algum aspecto obrigato´rio, ou ainda, opte er-
rado. As linhas 10–11 mostram a ac¸a˜o da classe GetTypeOrDefault, que trata o este caso.
Imaginemos que por uma distrac¸a˜o o usua´rio tenha se esquecido de fornecer o aspecto famı´lia.
Neste caso, como dissemos no item anterior, FE_Family_p assumira´ o tipo ListNil. O que
GetTypeOrDefault da linha 10 faz e´, caso o tipo fornecido seja ListNil, seja assumido um tipo
padra˜o (lagrange< 1 > no nosso exemplo). Naturalmente poder´ıamos ter optado por gerar um
erro em tempo de compilac¸a˜o, mas esta sa´ıda e´ mais pra´tica e elegante.
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• A enumerac¸a˜o anoˆnima que vem na sequ¨eˆncia extrai informac¸o˜es secunda´rias (na˜o definidas ex-
plicitamente pelo usua´rio), como a ordem de aproximac¸a˜o (_FE_Family_t::order) ou o nu´mero
de dimenso˜es geome´tricas (_FE_Geometry_t::dimensions). Notemos a presenc¸a de uma classe
similar a GetTypeOrDefault, denominada GetIntOrDefault. Sua func¸a˜o e´ exatamente a mesma,
pore´m trabalhando com valores enumerados.
Nas linhas seguintes de 5.7 sa˜o tambe´m decididos o nu´mero de graus de liberdade (LagrangeanDOF2)
e o tipo de container que abrigara´ os no´s do elemento finito (Vector< ... >). Como podemos no-
tar, o tipo DOF criado a partir de LagrangeanDOF, ja´ tem definido o nu´mero de graus de liberdade
do elemento requisitado, baseado na geometria e na ordem de aproximac¸a˜o.
• Finalmente, entre as linhas 30–47 sa˜o exportadas (notemos o 
 	
:) todas as configurac¸o˜es do
elemento finito, baseadas nas escolhas feitas pelo usua´rio, que correspondem a`s apresentadas na
tabela 5.1.
5.3.3 O gerador de elementos
O processo de parsing (descrito na sec¸a˜o 5.3.2) toma as informac¸o˜es fornecidas pelo usua´rio em forma
de lista ligada template, e produz um conjunto maior de informac¸o˜es “mastigadas” que representam o
objeto imaginado.
O passo seguinte no processo consiste em tomar este conjunto — agora bem definido — e analisa´-lo
para decidirmos quais classes que, quando combinadas, produzira˜o o objeto desejado pelo usua´rio. Esta
etapa final e´ de responsabilidade das classes geradoras.
A listagem 5.8 exibe a listagem da classe geradora de elementos finitos (FE_GENERATOR), que analisa-
remos a seguir.
O primeiro fato a ser notado na classe configuradora sa˜o seus paraˆmetros template (P1 a P5), todos
assumindo como padra˜o ListNil. Este recurso e´ necessa´rio para que possamos especificar um nu´mero
varia´vel de caracter´ısticas de configurac¸a˜o. Por exemplo, caso especifiquemos somente a famı´lia e a
geometria, treˆs opc¸o˜es de configurac¸a˜o (P3 a P5) ficara˜o “vazias” (iguais a ListNil).
Estes cinco paraˆmetros sa˜o organizados em uma classe que simula uma lista ligada template (linha
8), que e´ passada ao parser (linha 11). E´ interessante notar que o tipo assim definido (Config_t) possui
todas as configurac¸o˜es definidas pelo processo de parsing, como descritas na sec¸a˜o anterior.
Ate´ agora fizemos va´rios “malabarismos” com templates, mas a linha 6 realmente ultrapassa o que ja´
foi feito ate´ o momento. Se observarmos claramente, veremos que a linha define um tipo generator_t
que e´ o pro´prio gerador de elementos finitos. Colocando de outra forma, o gerador e´ auto-contido.
Sob este ponto de vista, isto significa que se o usua´rio (ou outras classes) conhecem o gerador, elas
conhecem tudo, inclusive a pro´pria configurac¸a˜o que deu origem ao gerador. Da´ı dizermos que o objeto
comporta-se como um organismo com DNA.
Esta caracter´ıstica u´nica e´ aproveitada ja´ nas linhas seguintes (14–18), onde o papel do elemento
determina qual classe base sera´ usada. Caso Config_t::role seja full_element — o que corres-
2De fato, deveria haver um teste aqui, para sabermos se estamos com um elemento com base de Lagrange ou de
Hermite. Mas, como na implementac¸a˜o atual so´ esta˜o sendo levados em conta elementos finitos com base de Lagrange,
este teste foi eliminado.
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ponde a um elemento do interior do domı´nio, o resultado do meta IF (vide cap´ıtulo 4) sera´ a classe
FeContainers< generator_t >; caso contra´rio sera´ FeBoundary< generator_t >, que corresponde
a um elemento de fronteira. Qualquer que seja o resultado da decisa˜o, este sera´ armazenado no tipo
_CleanFe_t. E´ interessante observarmos que o gerador (via o tipo generator_t) e´ passado para as
classes FeContainers ou FeBoundary, para que elas possam extrair informac¸o˜es sobre o elemento requi-
sitado. Estas duas classes sa˜o a primeira camada mixin que efetivamente implementa o conceito de
elemento finito e seu funcionamento depende das configurac¸o˜es armazenadas em generator_t.
As classes FeContainers e FeBoundary implementam — baseadas em generator_t — as estruturas
de dados necessa´rias para o armazenamento dos no´s de um elemento finito e a ordem em que sa˜o listados,
bem como diversos me´todos para a recuperac¸a˜o e uso desta informac¸a˜o.
Finalmente, na linha 21, o tipo _CleanFe_t e´ empacotado na classe mixin final, chamada Fe. A
classe Fe e´ apenas uma casca externa ao elemento, que implementa me´todos ba´sicos de leitura e escrita
de um elemento finito.
O diagrama da figura 5.4 ilustra as relac¸o˜es entre as diversas classes ate´ agora apresentadas para a
configurac¸a˜o de um elemento finito. Notemos que as classes dentro do retaˆngulo cinza sa˜o mutuamente
exclusivas, ou uma ou outra e´ escolhida.
Definido pelo aspecto PAPEL.
FeContainers FeBoundary
Fe
generator_t
Figura 5.4: Relac¸o˜es entre as diversas classes que formam um elemento.
5.4 Outros configuradores
Como mencionamos no in´ıcio deste cap´ıtulo, escolhemos uma abordagem que consideramos apri-
morada em relac¸a˜o a` apresentada, por exemplo, em [CE00]. Ao contra´rio do que e´ feito na refereˆncia
citada, escolhemos por criar diversos configuradores menores, ao inve´s de um u´nico configurador mono-
64
Reposito´rios de configurac¸a˜o: objetos com DNA :: Outros configuradores
l´ıtico3. Ale´m da maior modularidade que este conceito impo˜e, uma nova possibilidade se apresenta: a
de combinar configurac¸o˜es ou, ainda dentro da nossa analogia gene´tica, combinar DNAs.
Nas pro´ximas sec¸o˜es apresentaremos outros aspectos relacionados a uma simulac¸a˜o usando elementos
finitos que sa˜o automaticamente configurados. As relac¸o˜es entre os configuradores sera˜o ressaltadas
quando necessa´rio.
5.4.1 Configurador da base
O configurador para a base de elementos finitos cria o conjunto de func¸o˜es que a compo˜e usando:
• Algumas informac¸o˜es provenientes do elemento finito a ela atrelado;
• Informac¸o˜es dadas pelo usua´rio;
• Informac¸o˜es extra´ıdas dos operadores diferenciais do problema em questa˜o.
A figura 5.5 mostra a DSL para o conceito “base de elementos finitos”.
Fe
eval grad
Basis
Tipo Sumário dos operadores
Figura 5.5: DSL para o conceito “base de elementos finitos”.
Temos, portanto, treˆs aspectos para modelarmos uma base: Fe, Tipo e Suma´rio de operadores:
Fe O primeiro (e indispensa´vel) aspecto refere-se ao elemento finito “dono” daquela base. Este e´ o
primeiro exemplo de um configurador que usa informac¸o˜es de outros configuradores.
Tipo Por tipo estamos nos referindo de fato a quantas derivadas esta base necessita. Alguns opera-
dores necessitam apenas da func¸a˜o de base (opc¸a˜o eval) e outras necessitam dos gradientes das
func¸o˜es (opc¸a˜o grad). Este aspecto e´ mutuamente exclusivo com o aspecto suma´rio.
Suma´rio Caso o usua´rio deseje que o configurador decida qual o tipo de base que para ele satisfaz a`s
condic¸o˜es de aproximac¸a˜o de um determinado conjunto de operadores diferenciais, o aspecto a ser
usado e´ o suma´rio. A grosso modo, e´ uma classe que recolhe informac¸o˜es de diversos operadores
diferenciais e decide de quantas derivadas a base necessita. Este aspecto e´ mutuamente exclusivo
com o aspecto tipo. Novamente temos aqui um exemplo de combinac¸a˜o de configurac¸o˜es.
3De fato, no in´ıcio das implementac¸o˜es, tentamos definir um u´nico configurador, mas a complexidade da tarefa se
mostrou ta˜o grande que acabou nos levando a ide´ia dos “micro-configuradores”, que se revelou bem mais via´vel.
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A implementac¸a˜o da DSL para a base e´ muito similar a` do elemento finito, podendo ser apreciada
nas listagens anexas. Pore´m, vale a pena comentarmos as caracter´ısticas que sa˜o aproveitadas do
aspecto Fe na configurac¸a˜o da base. Lembramos que este elemento finito foi inteiramente configurado
por outro conjunto de classes; o que o configurador da base faz e´ aproveitar estas informac¸o˜es, sem que
o usua´rio precise forneceˆ-las novamente.
Como vimos na sec¸a˜o 5.3.3, a caracter´ıstica mais marcante deste tipo de abordagem e´ o fato de
os objetos carregarem informac¸o˜es sobre sua pro´pria construc¸a˜o (na analogia, o DNA). O elemento
configurado automaticamente na˜o e´ excec¸a˜o, o que significa que acessando-o, o configurador da base
tem acesso a todas as informac¸o˜es de geometria, de grau de aproximac¸a˜o ou do que mais for necessa´rio.
A listagem 5.9 nos mostra parte do gerador de bases para elementos finitos. Nas linhas 4 e 5 temos
a declarac¸a˜o do gerador (dentro dele mesmo) e da lista de paraˆmetros templates de configurac¸a˜o (com
treˆs elementos).
Na linha 8 temos o reposito´rio de configurac¸o˜es da base de elementos finitos, apo´s o processo de
parsing. Nas linhas 11 e 12 recuperamos o reposito´rio de configurac¸o˜es para o elemento finito subjacente.
Finalmente, entre as linhas 17 e 26 sa˜o feitos os testes que efetivamente constro´em a classe final. E´
checada a geometria (obtida do reposito´rio de configurac¸o˜es do elemento), e depois a ordem de aproxi-
mac¸a˜o4. Por exemplo, tendo escolhido lagrange< 2 > como famı´lia e triangle como geometria, o
resultado da meta construc¸a˜o SWITCH/CASE sera´ LagrangeTriangle_P2< generator_t >, devidamente
armazenada no tipo _Basis1_t.
Num segundo momento, entre as linhas 28 e 41, testamos a necessidade de gradientes na base.
Caso sejam necessa´rios, novamente testamos a geometria e a ordem de aproximac¸a˜o e empacotamos
_Basis1_t em uma classe mixin que conte´m os gradientes. Ainda seguindo no exemplo, ter´ıamos
como resultado a classe LagrangeTriangleGrad_P2< _Basis1_t >, devidamente armazenada no tipo
_Basis2_t.
Finalmente _Basis2_t e´ empacotada em uma classe chamada Basis, que cuida de fornecer uma
interface comum a todas as bases de elementos finitos.
5.4.2 Configurador da transformac¸a˜o padra˜o ↔ real
Outro componente essencial na modelagem atrave´s de elementos finitos sa˜o as transformac¸o˜es entre
elemento padra˜o e real5, em conjunto com os respectivos jacobianos.
A figura 5.6 nos mostra a DSL para o conceito de transformac¸a˜o entre elementos padra˜o e real.
Do diagrama notamos que temos treˆs aspectos para modelarmos uma transformac¸a˜o do tipo L2G:
Fe, Malha e Tipo:
Fe Como na base, o aspecto indispensa´vel refere-se ao elemento finito “dono” da transformac¸a˜o.
Malha Armazena o tipo de malha em que estamos fazendo as necessa´rias transformac¸o˜es padra˜o ↔
real. Esta informac¸a˜o e´ necessa´ria pois a transformac¸a˜o depende fortemente do elemento onde
esta´ sendo aplicada.
4Dever´ıamos tambe´m checar qual famı´lia de aproximac¸a˜o foi escolhida, mas no exemplo estamos nos restringindo a
Lagrange.
5E aqui abreviadas por L2G, do Ingleˆs “local to global”.
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direta inversa
ambas
Fe TipoMalha
L2G
Figura 5.6: DSL para transformac¸a˜o elemento padra˜o ↔ elemento real.
Tipo Por tipo estamos nos referindo ao fato da transformac¸a˜o ser direta (padra˜o → real), inversa
(real → padra˜o) ou ambas.
Na˜o entraremos em maiores detalhes sobre a implementac¸a˜o do configurador da transformac¸a˜o, pois
e´ bastante similar aos outros ja´ apresentados (elemento e base).
5.4.3 Configuradores dos operadores diferenciais
A configurac¸a˜o de operadores diferenciais em Osiris e´ bastante sofisticada, pois ale´m do configu-
rador em si, ela introduz um mecanismo de expresso˜es templates, que faz com que o assunto merec¸a
um cap´ıtulo a parte (cap´ıtulo 6).
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1
  fi   <   ParamList_t >
2
   FeParser {
3
  fl     :
4 // Encontrando as configurac¸~oes na lista esta´tica.
5
  
 


 
  
       FindWithId< ParamList_t, fe_Family_id >::RET FE_Family_p;
6
  
 


 
  
       FindWithId< ParamList_t, fe_Geometry_id >::RET FE_Geometry_p;
7
  
 


 
  
       FindWithId< ParamList_t, fe_SpatialDimension_id >::RET FE_SpDim_p;
8
  
 


 
  
       FindWithId< ParamList_t, fe_Role_id >::RET FE_Role_p;
9
10
  
 


 
  
       GetTypeOrDefault< FE_Family_p, lagrange<> >::RET _FE_Family_t;
11
  
 


 
  
       GetTypeOrDefault< FE_Geometry_p, triangle >::RET _FE_Geometry_t;
12
13
    {
14 order_ = _FE_Family_t::order,
15 dimensions_ = _FE_Geometry_t::dimensions,
16 spatialDimensions_ = GetIntOrDefault< FE_SpDim_p, dimensions_ >::RET,
17 role_ = GetIntOrDefault< FE_Role_p, full_element >::RET
18 };
19
20 // Retorna o nu´mero de graus de liberdade a partir da geometria e da ordem.
21
  
 


 
LagrangeanDOF< _FE_Geometry_t, order_ > DOF;
22
23
  
 


 
uinteger_t _RefsContainerAtom_t;
24
25 // Container de no´s (incide^ncia do elemento).
26
  
 


 
Vector< DOF::D, _RefsContainerAtom_t > _RefsContainer_t;
27
28
fffifl  :
29 // Exportando toda a configurac¸~ao do elemento.
30
    Config {
31
 
 


 
_FE_Family_t FE_Family_t;
32
 
 


 
_FE_Geometry_t FE_Geometry_t;
33
 
 


 
_RefsContainerAtom_t RefsContainerAtom_t;
34
 
 


 
_RefsContainer_t RefsContainer_t;
35
36
   {
37 order = order_,
38 dimensions = dimensions_,
39 spatialDimensions = spatialDimensions_,
40 role = role_,
41 ndof = DOF::D,
42 ndofb = DOF::B
43 };
44 };
45
46
  
 


 
Config RET;
47
  
 


 
Config Config_t;
48 };
Listagem 5.7: Parser para configurac¸a˜o de um elemento finito.
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1
  fi   <   P1 = ListNil,   P2 = ListNil,   P3 = ListNil,
2
  P4 = ListNil,   P5 = ListNil >
3
   FE_GENERATOR
4 {
5
  fl     :
6
  
 


 
FE_GENERATOR< P1, P2, P3, P4, P5 > generator_t;
7
8
  
 


 
  
       MakeList5< P1, P2, P3, P4, P5 >::RET ParamList_t;
9
10
fffifl  :
11
  
 


 
  
       FeParser< ParamList_t >::RET Config_t;
12
13
  fl     :
14
  
 


 
  
      
15 IF< EQUAL< Config_t::role, full_element >::RET,
16 FeContainers< generator_t >,
17 FeBoundary < generator_t >
18 >::RET _CleanFe_t;
19
20
fffifl  :
21
  
 


 
Fe< _CleanFe_t > RET;
22
23
  
 


 
generator_t Generator_t;
24 };
Listagem 5.8: Gerador para um elemento finito.
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1
  fi   <   P1 = ListNil,   P2 = ListNil,   P3 = ListNil >
2
   BASIS_GENERATOR {
3
  fl     :
4
  
 


 
BASIS_GENERATOR< P1, P2, P3 > generator_t;
5
  
 


 
  
      MakeList3< P1, P2, P3 >::RET ParamList_t;
6
7
fffifl  :
8
  
 


 
  
      BasisParser< ParamList_t >::RET Config_t;
9
10
  fl     :
11
  
 


 
  
      Config_t::BASIS_FeGenerator_t FeGenerator_t;
12
  
 


 
  
      FeGenerator_t::Config_t FeConfig_t;
13
14
    { basisType = Config_t::basisType };
15
    { order = FeConfig_t::order };
16
17
  
 


 
  
     
18 IF< EQUAL< FeConfig_t::FE_Geometry_t::id, triangle_id >::RET,
19
 
      SWITCH< order,
20 CASE< 0, LagrangeTriangle_P0< generator_t >,
21 CASE< 1, LagrangeTriangle_P1< generator_t >,
22 CASE< 2, LagrangeTriangle_P2< generator_t >,
23 DEFAULT< LagrangeTriangle_P1< generator_t > >
24 > > > >::RET,
25 LagrangeTetra_P1< generator_t >
26 >::RET _Basis1_t;
27
28
  
 


 
  
     
29 IF< EQUAL< basisType, grad_basis >::RET,
30
 
     
31 IF< EQUAL< FeConfig_t::FE_Geometry_t::id, triangle_id >::RET,
32
         SWITCH< order,
33 CASE< 0, LagrangeTriangleGrad_P0< _Basis1_t >,
34 CASE< 1, LagrangeTriangleGrad_P1< _Basis1_t >,
35 CASE< 2, LagrangeTriangleGrad_P2< _Basis1_t >,
36 DEFAULT< LagrangeTriangleGrad_P1< _Basis1_t > >
37 > > > >::RET,
38 LagrangeTetraGrad_P1< _Basis1_t >
39 >::RET,
40 _Basis1_t
41 >::RET _Basis2_t;
42
43
fffifl  :
44
  
 


 
generator_t Generator_t;
45
46
  
 


 
Basis< _Basis2_t > RET;
47 };
Listagem 5.9: Gerador para uma base de elementos finitos.
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CAPI´TULO 6
Operadores e expresso˜es templates
Dando continuidade ao exposto no cap´ıtulo 5, apresentaremos o processo de configurac¸a˜o de ope-
radores diferenciais como implementados em Osiris. Reservamos um cap´ıtulo a parte pois, ale´m
da configurac¸a˜o — bastante similar a`s ja´ apresentadas para elementos, bases e transformac¸o˜es —
uma nova caracter´ıstica emerge na criac¸a˜o dos operadores. Como eles sa˜o essencialmente estruturas
de ca´lculo, faz-se necessa´ria a introduc¸a˜o de um mecanismo conveniente de expresso˜es templates.
Este cap´ıtulo sera´ devotado a` construc¸a˜o destas estruturas de ca´lculo, enquanto que o pro´ximo sera´
dedicado aos va´rios tipos de operadores e suas possibilidades de construc¸a˜o.
6.1 Introduc¸a˜o
No cap´ıtulo 5 apresentamos os conceitos que embasam a modelagem e criac¸a˜o de objetos atrave´s
de especificac¸o˜es de alto n´ıvel. Utilizamos este me´todo para a criac¸a˜o de elementos finitos, suas bases
e respectivas transformac¸o˜es (L2G).
A sistema´tica para a criac¸a˜o dos operadores diferenciais1 e´ similar; o diferencial original esta´ nas
classes mixin que sera˜o compostas para a criac¸a˜o do operador final. Os operadores diferenciais sa˜o
essencialmente estruturas de ca´lculo e, portanto, merecem um tratamento especial. Todos os oper-
adores criados aqui sa˜o baseados em um elemento finito, significando que esses operadores sa˜o definidos
localmente.
Este tratamento se dara´ na forma de expresso˜es templates (sec¸a˜o 3.4). O ponto interessante de
nossa abordagem e´ que em nenhum momento sera´ criada uma estrutura pro´pria que implemente um
mecanismo de expresso˜es templates. Este mecanismo sera´ aproveitado de uma biblioteca chamada
Pooma — Parallel Object-Oriented Methods and Applications [CCH+98a, CCH+98b].
6.2 Pooma
6.2.1 A biblioteca
Pooma [CCH+98b, CCH+98a] e´ uma biblioteca escrita em C++ usando templates com vistas a`
Computac¸a˜o Cient´ıfica de alto desempenho. Suas verso˜es iniciais foram desenvolvidas por uma equipe
1Referimo-nos aqui a`s verso˜es ja´ discretizadas de cada operador.
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de cientistas do Los Alamos National Laboratory, LANL2 . Atualmente a biblioteca Pooma e´ mantida
por membros dessa equipe em uma empresa chamada Code Sourcery3 e tambe´m por membros da
comunidade4.
Essencialmente Pooma traz ao usua´rio estruturas matriciais cheias com ate´ 7 dimenso˜es, com todas
as operac¸o˜es alge´bricas e func¸o˜es matema´ticas implementadas atrave´s de expresso˜es templates.
Outra caracter´ıstica interessante da biblioteca e´ a de isolar o usua´rio dos aspectos internos de
implementac¸a˜o e dos esquemas de armazenamento. Isto significa que um programa escrito usando-se
Pooma em um computador serial e´ facilmente adaptado para sistemas com memo´ria distribu´ıda ou
computadores paralelos (clusters).
Pooma tambe´m proveˆ outras estruturas, como malhas, associac¸o˜es de malha e valores definidos
sobre a malha (fields), sistemas de coordenadas e alguns operadores diferenciais. O que deve ser
mantido em mente, entretanto, e´ que a biblioteca foi desenvolvida inteiramente baseada no me´todo
de diferenc¸as finitas. Em outras palavras, todas as operac¸o˜es sa˜o baseadas em esteˆnceis de diferenc¸as
finitas e malhas estruturadas.
De todas as funcionalidades da Pooma, a que mais nos interessa e´ uma das menos o´bvias, e com
certeza uma das mais usadas, embora de forma indireta e sem o conhecimento do usua´rio: seu poderoso
mecanismo de expresso˜es templates. A forma como este mecanismo foi utilizado em Osiris criou uma
ligac¸a˜o interessante entre as duas bibliotecas. Explicando melhor podemos dizer, grosso modo, que uma
biblioteca pode ser usada de duas formas:
1. Ao longo do co´digo em construc¸a˜o, quando ela pode fornecer todas as funcionalidades que o
usua´rio necessita; e,
2. de modo estendido, quando o usua´rio inclui na biblioteca funcionalidades na˜o presentes, pore´m
necessa´rias. Uma nova versa˜o ou, em alguns casos, uma nova biblioteca emerge deste processo.
A inclusa˜o da Pooma em Osiris, enta˜o, se deu de uma forma h´ıbrida entre as duas: ela na˜o
apresentava todas as funcionalidades necessa´rias, mas foi usada amplamente ao longo do co´digo, sendo
portanto estendida, mas sem alterac¸o˜es em seu co´digo fonte. Esta afirmac¸a˜o ficara´ clara ao longo do
texto.
6.2.2 Expresso˜es templates em Pooma
A mesma equipe responsa´vel pela criac¸a˜o do Pooma criou uma biblioteca auxiliar chamada PETE5
(Portable Expression Template Engine) [CCH+98a]. A ide´ia era a de isolar o mecanismo de expresso˜es
templates em uma biblioteca separada, que pudesse ser reaproveitada em outras implementac¸o˜es. De
fato, nossa ide´ia inicial era justamente esta: usar a PETE para criar as operac¸o˜es de soma, subtrac¸a˜o
2http://www.lanl.gov
3http://www.codesourcery.com/pooma/pooma. Este nome faz uma brincadeira com fonte = source e bruxaria =
sourcery.
4Embora o Pooma possa ser usado em projetos acadeˆmicos e de pesquisa, ate´ o presente momento a questa˜o de seu
licenciamento ainda na˜o foi conclu´ıda.
5http://www.codesourcery.com/pooma/pete
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e multiplicac¸a˜o por constante — entre outras — diretamente entre operadores diferenciais. Se assim
implementado, o usua´rio poderia escrever de forma quase natural as aproximac¸o˜es de seu modelo.
Esta ide´ia foi abandonada devido a`s dificuldades, como a definic¸a˜o formal do escopo de cada operador
e das subsequ¨entes combinac¸o˜es poss´ıveis de operadores, e a` complexidade de mecanismos deste tipo,
mesmo quando implementados atrave´s de uma biblioteca auxiliar como a PETE.
Pore´m o estudo detalhado tanto do PETE quanto do Pooma nos fez chegar a uma soluc¸a˜o h´ıbrida.
PETE define uma se´rie de classes para a construc¸a˜o de expresso˜es templates. Pooma especializa estas
classes para suas estruturas de dados, definindo diversos operadores una´rios, operadores que atuam
sobre um u´nico argumento, como a negac¸a˜o, o seno e o cosseno, e bina´rios, dois operadores, como a
soma, o produto e o quociente. Sob certo aspecto, as especializac¸o˜es em Pooma ensinam as classes de
PETE sobre como elas devem executar as operac¸o˜es matema´ticas. Na˜o entraremos em detalhes sobre
o funcionamento completo destes mecanismos, mas exemplificaremos o seu uso para posterior conexa˜o
com os operadores em Osiris. A listagem 6.1 mostra uma operac¸a˜o bastante simples usando um array
do Pooma.
fl  main() {
// Declarando dois arrays de precis~ao dupla.
Array< 1,

 ff  , Brick > x( 100 ), y( 100 );
x = 0.01 * iota( 100 ).comp( 0 );
y = sin( x ) + x;
}
Listagem 6.1: Exemplo de utilizac¸a˜o de arrays do Pooma.
Neste exemplo, sa˜o criados dois arrays de precisa˜o dupla com cem componentes cada, atrave´s da
declarac¸a˜o Array< 1, 
 
 
 , Brick >. O “1” da declarac¸a˜o e´ o nu´mero de dimenso˜es do array (neste
caso uma, correspondendo a um vetor), 
 
 
 e´ o tipo armazenado no array e Brick e´ a forma de
armazenamento (um u´nico bloco de memo´ria, cont´ıguo), denominada no jarga˜o Pooma de engine 6.
Engines teˆm um papel central no funcionamento do Pooma. Sa˜o eles que de fato definem o funciona-
mento de um array. O engine Brick diz que o array sera´ um u´nico bloco cont´ıguo de memo´ria. Outros
exemplos de engine sa˜o o Remote, que transforma um engine local em um engine remoto, hospedado
na memo´ria de outra ma´quina ou ainda o engine MultiPatch, que quebra um array em va´rios e os
distribui entre va´rios processadores. A arquitetura de engines e´ bastante poderosa, pois realiza pelo
usua´rio todas as complexidades de comunicac¸a˜o entre processadores ou gerenciamento de memo´ria sem
a necessidade de interfereˆncia deste.
Um engine muito especial e de importaˆncia vital ao funcionamento do Pooma e´ o chamado engine
de expresso˜es7. Pelo nome ja´ podemos imaginar que ele tem alguma relac¸a˜o com o mecanismo de
expresso˜es templates, o que e´ inteiramente correto, como veremos na continuac¸a˜o do exemplo.
Voltando a` listagem 6.1, o array x e´ preenchido com a sequ¨eˆncia 0, 0.01, 0.02, . . . 0.99 via uma
func¸a˜o especial chamada iota. Finalmente, um operador una´rio e´ aplicado para o ca´lculo do seno das
6Termo te´cnico. Ma´quina, maquina´rio. Sera´ mantido o original.
7Expression engine, do original.
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componentes do vetor x e um operador bina´rio e´ aplicado para a soma. O resultado e´ armazenado em
y via um operador de atribuic¸a˜o.
A figura 6.1 ilustra a a´rvore bina´ria equivalente para a expressa˜o y = sin(x) + x. Nos no´s cinzas
esta˜o as operac¸o˜es e em nos no´s brancos os operandos.
y
x
x
=
+
sin
Figura 6.1: A´rvore bina´ria representando a expressa˜o y = sin(x) + x.
Como o mecanismo de expresso˜es templates, associado aos engines, representa esta expressa˜o dentro
do Pooma? A resposta a esta pergunta e´ essencial, pois e´ a partir dela que contruiremos novas
operac¸o˜es. O operador de atribuic¸a˜o e´ comum. O segredo esta´ na expressa˜o “sin(x)+x”. Explicaremos
a montagem da expressa˜o de dentro para fora, em partes. Depois exibiremos o resultado completo e,
finalmente, um diagrama, de forma a propiciar um completo entendimento deste aspecto ta˜o essencial.
6.2.3 Referenciando os operandos
O primeiro passo na construc¸a˜o da expressa˜o e´ o referenciamento dos operandos (ou argumentos).
Este passo e´ essencial pois evita co´pias tempora´rias dos operandos que, como vimos no cap´ıtulo 2, e´
um dos grandes responsa´veis pela lentida˜o da linguagem.
Este referenciamento e´ feito atrave´s da classe Reference, que define uma refereˆncia para o tipo a
ela passado. Para criar uma refereˆncia ao vetor x, que e´ do tipo Array< 1, 
  
 
 , Brick >, basta
declararmos Reference< Array< 1, 
  
 
 , Brick > >. Com isto, dentro desta classe e´ criada uma
refereˆncia para o array, evitando assim a co´pia desnecessa´ria.
6.2.4 Operadores una´rios
Tendo criado a refereˆncia ao vetor, o pro´ximo passo e´ expandir a operac¸a˜o de seno. A operac¸a˜o seno
e´ definida como uma operac¸a˜o una´ria, o que significa que recebe um u´nico argumento de entrada. O
mecanismo de expresso˜es templates do Pooma define expresso˜es una´rias atrave´s da classe UnaryNode,
que recebe dois paraˆmetros template. O primeiro e´ uma classe associada a` operac¸a˜o e a segunda ao
operando. Neste caso, a classe associada a` operac¸a˜o e´ FnSin (cuja definic¸a˜o sera´ importante mais a`
frente) e associado ao operando e´ a refereˆncia ao array. Desta forma temos:
UnaryNode< // No´ una´rio.
FnSin, // Operac¸~ao seno.
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Reference< Array< 1,

 fffi  , Brick > > // Operando (refere^ncia).
>
6.2.5 Operadores bina´rios
Finalmente podemos expandir o operador de soma, que e´ um operador bina´rio. Operadores bina´rios
sa˜o definidos atrave´s da classe BinaryNode, que recebe treˆs paraˆmetros template, um associado a`
operac¸a˜o e dois aos argumentos. A classe associada a` operac¸a˜o de adic¸a˜o e´ OpAdd. O primeiro argumento
e´ o operador una´rio de seno e o segundo e´ a refereˆncia ao vetor x. Assim, temos o seguinte trecho de
co´digo:
BinaryNode< // No´ bina´rio.
OpAdd, // Operac¸~ao (adic¸~ao).
UnaryNode< FnSin, Reference< Array< 1,

 fffi , Brick > > >, // Primeiro argumento (seno).
Reference< Array< 1,

 fffi , Brick > > > // Segundo argumento.
6.2.6 O engine de expresso˜es
O passo final na construc¸a˜o da expressa˜o e´ a criac¸a˜o de um array com um engine de expresso˜es,
com todos os operadores ja´ definidos, como acima. O engine de expresso˜es e´ definido na classe
ExpressionTag e a declarac¸a˜o final fica como a da listagem 6.2.
Array< 1,

 fffi ,
ExpressionTag< // O engine de express~oes.
BinaryNode< OpAdd, // As operac¸~oes una´rias e bina´rias.
UnaryNode< FnSin, Reference< Array< 1,

 fffi , Brick > > >,
Reference< Array< 1,

 fffi , Brick > >
> // BinaryNode
> // ExpressionTag
> // Array
Listagem 6.2: Expressa˜o completa para sin(x) + x.
Todos os operadores sera˜o avaliados em um mesmo loop na ocasia˜o da atribuic¸a˜o ao vetor y, elim-
inando o problema da multiplicac¸a˜o de loops, como apresentado no cap´ıtulo 2. Este efeito e´ obtido
quando do acesso ao operador  

  
 


() do array da listagem 6.2, que e´ expandido nos respectivos
operadores  

  
 


() para cada no´ da a´rvore de expresso˜es.
6.2.7 A´rvore de expresso˜es
A figura 6.2 finaliza a explanac¸a˜o sobre os operadores do Pooma. Nela, podemos ver uma re-
produc¸a˜o da a´rvore bina´ria em 6.1 (a menos do operador de atribuic¸a˜o), constru´ıda inteiramente de
forma automa´tica e durante a compilac¸a˜o.
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Array< 1, double, ExpressionTag<      > >
BinaryNode
Array< 1, double, Brick >
Array< 1, double, Brick >
UnaryNode
FnSin Reference
Reference
OpAdd
Figura 6.2: A´rvore de expressa˜o usando templates.
6.2.8 Tags de operadores
As classes que se associam a operac¸o˜es (FnSin e OpAdd) sa˜o denominadas tags de operadores. Estas
classes sa˜o muito simples (normalmente sa˜o apenas estruturas), e definem como uma operac¸a˜o deve ser
aplicada em um u´nico elemento do array. Posteriormente, o engine de expresso˜es trata de aplicar esta
operac¸a˜o a cada elemento componente do array.
A listagem 6.3 — retirada do arquivo OperatorTags.h do co´digo fonte do Pooma — mostra
a definic¸a˜o da classe (de fato, uma estrutura) FnSin. A classe e´ extremamente simples, contendo
basicamente um construtor (na˜o exibido) e um operador pareˆntesis.
 fi  FnSin {
// Alguns construtores aqui...
   fi    <    T > flfifl    
       UnaryReturn< T, FnSin >::Type_t
       ()(      T& a )     {
 
  sin(a);
}
};
Listagem 6.3: Tag de operador FnSin.
Como podemos observar, o operador pareˆntesis tem um paraˆmetro template T, e recebe exatamente
um argumento do tipo T, na varia´vel a. A u´nica operac¸a˜o executada pelo operador pareˆntesis e´ o
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seno desta varia´vel a. Todo o segredo do funcionamento desta classe esta´ em seu valor de retorno,
UnaryReturn< T, FnSin >::Type_t. A classe UnaryReturn e´ uma classe traits (ver sec¸a˜o 3.6). A
construc¸a˜o UnaryReturn< T, FnSin >::Type_t decide o tipo de retorno da func¸a˜o de acordo com o
argumento de entrada, em um tipo de polimorfismo a`s avessas. Uma definic¸a˜o t´ıpica para UnaryReturn
seria:
 fi  UnaryReturn<

 fffi , FnSin > {
  
 


  
 ff  Type_t;
};
que diz que, para a classe FnSin, com entrada do tipo 
 

 , a sa´ıda (Type_t) deve ser tambe´m do tipo

 

 . O poder desta abordagem reside na possibilidade de especializar a classe UnaryReturn quantas
vezes forem necessa´rias, para diferentes tags de operadores e diferentes tipos de entrada. Podemos
“ensinar” o mecanismo de expresso˜es templates de Pooma de forma a fazeˆ-lo entender as operac¸o˜es
que sa˜o de nosso interesse.
Para ilustrar o poder desta abordagem, criaremos uma tag de operador que, dado um valor real x,
retorna, por exemplo, o vetor [1 − x(3 − 2x), 4x(1 − x),−x(1 − 2x)]T . Na˜o por coincideˆncia, esta e´ a
base de Lagrange de segunda ordem em um elemento unidimensional de refereˆncia [0, 1]. O co´digo da
tag, juntamente com a especializac¸a˜o conveniente de UnaryReturn compo˜e a listagem 6.4.
 fi  Lag2 {
flfi fl  Lag2() {} // Construtor vazio.
   fi    <    T > flfifl    
       UnaryReturn< T, Lag2 >::Type_t
       ()(      T& x )     {
 
 


 
UnaryReturn< T, Lag2 >::Type_t Type_t;
 
  Type_t( 1.0-x*(3.0-2.0*x), 4.0*x*(1.0-x), -x*(1.0-2.0*x) );
}
};
 fi  UnaryReturn<

 fffi , Lag2 > {
  
 


 
Vector< 3,

 fffi , Full > Type_t;
};
Listagem 6.4: Tag de operador Lag2.
A especializac¸a˜o de UnaryReturn diz ao mecanismo de expresso˜es templates que a tag de operador
Lag2, em conjunto com um 
 
 
 deve retornar um tipo Vector< 3, 
  
 
 , Full >. O tipo Vector
e´ um vetor esta´tico, o que significa que seu tamanho e´ fixo ao longo de todo o co´digo, no caso, com 3
componentes.
O operador pareˆntesis de Lag2 simplesmente cria o vetor ja´ atribuindo a`s suas treˆs componentes os
valores desejados. Assim, se quisermos efetuar a operac¸a˜o podemos fazer

 ff  a = 0.7;
Vector< 3,

 fffi , Full > b = Lag2()( a );
que resulta em um vetor b com componentes (−0.12, 0.84, 0.28)T .
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Mas ainda falta um passo para completarmos a definic¸a˜o de nosso operador. Ate´ o momento
ensinamos a`s expresso˜es templates como atuar em uma u´nica varia´vel nume´rica. Vamos supor que
quise´ssemos atuar em um array de nu´meros reais, exatamente como fizemos com a func¸a˜o seno. Ainda
precisamos “ensinar” a`s expresso˜es templates como tratar desse caso.
       < fl   D,   E > fl fi fl   
     
MakeReturn<
UnaryNode< Lag2,  
      CreateLeaf< Array< D,

 fffi , E > >::Leaf_t >
>::Expression_t
lag2(     Array< D,

 fffi , E >& a ) {
  
 


 
UnaryNode< Lag2,   
      CreateLeaf< Array< D,

 fffi , E > >::Leaf_t > Tree_t;
 
  MakeReturn< Tree_t >::make(
Tree_t( CreateLeaf< Array< D,

 fffi , E > >::make( a ) ) );
}
Listagem 6.5: Construc¸a˜o da func¸a˜o lag2().
A listagem 6.5 mostra uma func¸a˜o chamada lag2, que sera´ associada a` tag de operador Lag2.
Atrave´s desta func¸a˜o, o mecanismo de expresso˜es templates sabera´ como aplicar o operador pareˆntesis
por no´s definido em estruturas como os arrays da Pooma.
Na˜o examinaremos todos os detalhes por tra´s das classes MakeReturn ou CreateLeaf. Basta saber-
mos que a classe CreateLeaf empacotara´ o tipo de entrada em uma refereˆncia (como ja´ hav´ıamos dito
anteriormente), que sera´ inserido em uma classe do tipo UnaryNode, com sua respectiva tag. Deve-
mos observar que o tipo de entrada tem sua dimensa˜o e seu engine como paraˆmetros template. Esta
flexibilidade permite a aplicac¸a˜o da func¸a˜o em arrays de qualquer dimensa˜o (dentro das suportadas
pelo Pooma) e com qualquer engine. A implicac¸a˜o disto e´ que podemos aplicar a func¸a˜o lag2()
em arrays com engine Brick (arrays cont´ıguos na memo´ria), MultiPatch (arrays em memo´ria dis-
tribu´ıda) ou, o mais importante, em engines de expressa˜o, o que nos permitiria escrever, por exemplo
lag2( sin(x) + x ).
Estamos agora em posic¸a˜o de assentar as bases para os operadores diferenciais necessa´rios dentro
da sistema´tica apresentada ate´ o momento.
6.3 Operadores diferenciais e Pooma: bases
Com os subs´ıdios fornecidos na sec¸a˜o 6.2, estamos em condic¸o˜es de construir os operadores dife-
renciais discretizados que atuara˜o em conjunto com as outras classes de Osiris no intuito de produzir
uma simulac¸a˜o completa de elementos finitos.
6.3.1 Geometria, integrac¸a˜o nume´rica e Pooma
O me´todo de escolha para integrac¸a˜o nume´rica e´ a integrac¸a˜o gaussiana [Cun00], cuja definic¸a˜o
cla´ssica pode ser aqui recordada como segue.
Sejam f : [−1, 1] → R, xi ∈ (−1, 1), i = 1, . . . ,m pontos e wi, i = 1, . . . ,m pesos, todos convenien-
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temente escolhidos. A quadratura ou aproximac¸a˜o gaussiana para
∫ 1
−1 f(x) dx e´ dada por (6.1).∫ 1
−1
f(x) dx ≈
m∑
i=1
f(xi)wi. (6.1)
As fo´rmulas (6.2) e (6.3) sa˜o, respectivamente, aproximac¸o˜es Gaussianas para integrais duplas de
func¸o˜es g : [−1, 1]2 → R e triplas de func¸o˜es h : [−1, 1]3 → R. No caso bidimensional os pontos e pesos
de integrac¸a˜o sa˜o (xi, yj) e wi, wj , para i = 1, . . . ,m e j = 1, . . . , n. No caso tridimensional, (xi, yj , zk)
e wi, wj , wk para i = 1, . . . ,m, j = 1, . . . , n e k = 1, . . . , p.∫ 1
−1
∫ 1
−1
f(x, y) dy dx ≈
m∑
i=1
n∑
j=1
f(xi, yj)wiwj. (6.2)
∫ 1
−1
∫ 1
−1
∫ 1
−1
f(x, y, z) dz dy dx ≈
m∑
i=1
n∑
j=1
p∑
k=1
f(xi, yj , zk)wiwjwk. (6.3)
Naturalmente, na˜o estamos limitados a integrac¸a˜o em [−1, 1]. Transformac¸o˜es convenientes nos
permitem a aproximac¸a˜o da integral em qualquer domı´nio razoa´vel sob hipo´teses adequadas.
Os pontos de integrac¸a˜o unidimensionais e seus respectivos pesos sa˜o obtidos a partir dos zeros dos
polinoˆmios de Legendre, usando um me´todo de Newton com deflac¸a˜o polinomial (detalhes podem ser
obtidos em [KS99]).
O aspecto crucial na escolha dos pontos e pesos de integrac¸a˜o na˜o e´ exatamente o matema´tico, mas
sim o de estrutura de dados, pois queremos que as operac¸o˜es sobre estes pontos e pesos sejam integradas
ao mecanismo de expresso˜es templates da Pooma de maneira simples e eficiente.
Para facilitar a compreensa˜o das estruturas de dados relativas aos pontos de integrac¸a˜o, e tambe´m
para utilizac¸a˜o futura no cap´ıtulo de operadores, introduziremos algumas notac¸o˜es gra´ficas para os
componentes mais comuns, de acordo com a tabela 6.1.
Como visto na tabela de representac¸o˜es gra´ficas, as diversas estruturas sa˜o combina´veis, grac¸as a`
maquinaria template por tra´s delas.
Pontos e pesos unidimensionais
Este caso na˜o oferece grandes problemas. Os pontos sera˜o armazenados em um array unidimensional
de reais e os pesos em outro, ambos gerenciados pela classe IntegrationPW< 1 >. O acesso aos pontos
e´ feito atrave´s do me´todo p() e aos pesos via o me´todo w().
Como mostrado na tabela 6.1, tanto pontos quanto pesos tera˜o a representac¸a˜o gra´fica [• · · · ]. Note-
se que ha´ uma relac¸a˜o entre a geometria dos elementos unidimensionais, usualmente isomorfa a uma
reta, e a forma de um array unidimensional; da´ı vem nossa escolha.
Pontos e pesos bidimensionais
A primeira forma o´bvia que nos vem a` mente e´ a de dois vetores para os pontos — um para os
pontos em x e outra para os pontos em y — e dois vetores para os pesos, da mesma forma um para
cada coordenada. Esta e´ uma escolha que faz muito sentido em um contexto diferente da Pooma.
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Estrutura Descric¸a˜o Representc¸a˜o

 fffi  Nu´mero real •
 
     <  > Vetor de  componentes 〈 • 〉N
      <  > Tensor de  componentes J • KN

     < 1 > Array unidimensional de reais [• · · · ]

     < 2 > Array bidimensional de reais
2
4 • · · ·...
3
5

     < 3 > Array tridimensional de reais
p q2
4 • · · ·...
3
5 y

     < 2,
 
     < 2 > > Array bidimensional de 2-vetores
2
4 〈 • 〉2 · · ·...
3
5

     < 3,
 
     < 3 > > Array tridimensional de 3-vetores
p q2
4 〈 • 〉3 · · ·...
3
5 y

     < 2,      < 2 > > Array bidimensional de 2-tensores
2
4 J • K2 · · ·...
3
5

     < 3,      < 3 > > Array tridimensional de 3-tensores
p q2
4 J • K3 · · ·...
3
5 y
 
     < 3,

    < 2 > > 3-Vetor com componentes como arrays
bidimensionais
* "
• · · ·
.
.
.
# +
3
 
     < 4,

    < 3,
 
     < 3 > > > 4-Vetor com componentes como arrays
tridimensionais de 3-vetores
* p q"
〈 • 〉
3
· · ·
.
.
.
#
y
+
4
Tabela 6.1: Representac¸a˜o gra´fica de estruturas de dados.
Como queremos aproveitar seus mecanismos de avaliac¸a˜o de expresso˜es, armazenaremos os pontos de
integrac¸a˜o como um array bidimensional, onde cada componente e´ um vetor esta´tico com duas posic¸o˜es
(Array< 2, Vector< 2 > >). Esta escolha permitira´ uma grande flexibilidade, que ficara´ clara mais a`
frente. Os pesos sera˜o armazenados em um array bidimensional de reais, ja´ contendo o produto w i wj.
Um array bidimensional composto de vetores com duas componentes, como e´ o caso dos pontos
de integrac¸a˜o bidimensionais, sera´ representado pela figura 6.3(a). A representac¸a˜o gra´fica dos pesos
bidimensionais sera´ de acordo com a figura 6.3(b).
Novamente chamamos a atenc¸a˜o para a relac¸a˜o entre elementos finitos bidimensionais planos e a
forma bidimensional dos arrays envolvidos.
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[
〈 • 〉2 · · ·
...
]
(a) Estrutura para pontos de inte-
grac¸a˜o bidimensionais.
[
• · · ·
...
]
(b) Estrutura para pesos de in-
tegrac¸a˜o bidimensionais.
Figura 6.3: Representac¸o˜es gra´ficas para pontos e pesos de integrac¸a˜o bidimensionais.
Pontos e pesos tridimensionais
Analogamente ao caso bidimensional, os pontos de integrac¸a˜o tridimensionais sera˜o vetores esta´ticos
com treˆs componentes, inseridos em um array tridimensional (similar a um cubo), resultando em objetos
do tipo Array< 3, Vector< 3 > > (graficamente como na figura 6.4(a)). Os pesos sera˜o tratados como
um array tridimensional de nu´meros reais (figura 6.4(b)).
p q[
〈 • 〉3 · · ·
...
]
y
(a) Estrutura para pontos de
integrac¸a˜o tridimensionais..
p q[
• · · ·
...
]
y
(b) Estrutura para pesos de integrac¸a˜o
tridimensionais.
Figura 6.4: Representac¸o˜es gra´fica para pontos e pesos de integrac¸a˜o tridimensionais.
6.3.2 Avaliac¸a˜o da base
Usaremos os conceitos de expresso˜es templates em Pooma como apresentados na sec¸a˜o 6.2 em
conjunto com os pontos e pesos de integrac¸a˜o definidos em 6.3.1.
Tomaremos como exemplo a base de Lagrange de primeira ordem, definida sobre um triaˆngulo
padra˜o (como no apeˆndice A). Esta base e´ composta de treˆs func¸o˜es, cada uma associada a um ve´rtice
do triaˆngulo padra˜o, como apresentado em (6.4).
ϕ1(ξ, η) = 1− ξ − η
ϕ2(ξ, η) = ξ
ϕ3(ξ, η) = η
(6.4)
Como ja´ mostramos na sec¸a˜o 6.3.1, os pontos de integrac¸a˜o bidimensionais (sobre os quais a base sera´
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avaliada), sera˜o armazenados como arrays bidimensionais de vetores com duas componentes (figura 6.3).
Para fixar ide´ias, imaginemos que este array de pontos tem 3 linhas e 3 colunas, totalizando 9 pontos
de integrac¸a˜o (3 em cada eixo coordenado). Desta forma, a avaliac¸a˜o de cada func¸a˜o ϕi, i = 1, 2, 3 da
base resulta em um outro array 3×3, mas desta vez de nu´meros reais. Esquematicamente:
ϕi
( [
〈 • 〉
2
· · ·
.
.
.
] )
=
[
• · · ·
.
.
.
]
, (6.5)
para i = 1, 2, 3.
Ainda aproveitando a estrutura de vetores da Pooma, o resultado da avaliac¸a˜o de cada uma das
func¸o˜es da base sera´ colocado em uma posic¸a˜o de um vetor de treˆs componentes. O resultado final
sera´ um vetor de treˆs componentes, onde cada uma corresponde a um array bidimensional. Usando a
notac¸a˜o gra´fica e tomando ϕ = 〈ϕ1, ϕ2, ϕ3〉 temos:
ϕ
( [
〈 • 〉
2
· · ·
.
.
.
] )
=
〈 [
• · · ·
.
.
.
] 〉
3
(6.6)
Para melhor ilustramos a discussa˜o, exibimos a representac¸a˜o gra´fica de um caso unidimensional,
com base de Lagrange de primeira ordem (ϕ1(ξ) = ξ e ϕ2(ξ) = 1 − ξ sobre um elemento de linha (ou
seja, sobre um segmento de reta)
ϕ([• · · · ]) = 〈 [• · · · ] 〉2 (6.7)
e de um caso tridimensional, com base de Lagrange de primeira ordem (ϕ1(ξ, η, ζ) = 1 − ξ − η − ζ,
ϕ2(ξ, η, ζ) = ξ, ϕ3(ξ, η, ζ) = η e ϕ4(ξ, η, ζ) = ζ) sobre um tetraedro
ϕ
(
p q2
64
〈 • 〉
3
· · ·
.
.
.
3
75 y
)
=
〈
p q2
64
• · · ·
.
.
.
3
75 y
〉
4
(6.8)
para i = 1, 2, 3, 4.
A listagem 6.6 mostra a classe LagrangeTriangle_P1_op, que implementa o ca´lculo efetivo das treˆs
func¸o˜es que compo˜em a base (6.4).
A classe LagrangeTriangle_P1_op faz exatamente o mesmo papel da classe Lag2, que exemplifi-
camos anteriormente nas listagens 6.4 e 6.5.
Como podemos observar na listagem, entre as linhas 5 e 12 programamos no mecanismo de ex-
presso˜es templates como avaliar as bases no caso de um u´nico vetor com duas componentes. Ob-
servando o trecho que especializa UnaryReturn (linhas 30 ate´ 33), vemos que, para um vetor de en-
trada de duas componentes, atuando em conjunto com a classe LagrangeTriangle_P1_op, o resultado
(Type_t) e´ um vetor de treˆs componentes (uma para cada func¸a˜o da base). A chamada da linha 11
constro´i este vetor de treˆs componentes (diretamente atrave´s de seu construtor) ja´ o inicializando com
(1-v(0)-v(1),v(0),v(1)), ou ainda, correspondentemente, com (1− ξ − η, ξ, η).
Para finalizar, entre as linhas 16 e 26 instru´ımos o mecanismo de expresso˜es templates como avaliar
este operador em um array de vetores de duas componentes. Com este passo, conseguimos definir a
base inteiramente dentro dos mecanismos do Pooma.
Devemos notar que a classe LagrangeTriangle_P1_op e´ completamente atoˆmica. O que significa
que na˜o depende nem deriva de nenhuma outra. E´ uma classe essencialmente de ca´lculo. Para fazermos
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1 // Implementac¸~ao da base triangular de Lagrange de ordem 1.
2
  LagrangeTriangle_P1_op {
3
fffi fl  :
4 // Avaliando a base em um u´nico ponto bidimensional.
5
   fi  <    T,   E > fl fi fl   
     
6 UnaryReturn< Vector< 2, T, E >, LagrangeTriangle_P1_op >::Type_t
7
        ()(     Vector< 2, T, E >& v )      {
8
   


 
  
      UnaryReturn< Vector< 2, T, E >,
9 LagrangeTriangle_P1_op >::Type_t Type_t;
10
11
  
  Type_t( 1.0 - v( 0 ) - v( 1 ), v( 0 ), v( 1 ) );
12 }
13
14 // Ensinando o mecanismo de express~oes templates a avaliar a base
15 // em um array de pontos.
16
   fi  < fl  D,   T,   E > flfi fl    
     
17 MakeReturn< UnaryNode<
18 LagrangeTriangle_P1_op,   
       CreateLeaf< Array< D, T, E > >::Leaf_t >
19 >::Expression_t
20
        ()(     Array< D, T, E >& l )     {
21
   


 
UnaryNode< LagrangeTriangle_P1_op,
22
         CreateLeaf< Array< D, T, E > >::Leaf_t > Tree_t;
23
24
  
  MakeReturn< Tree_t >::make(
25 Tree_t( CreateLeaf< Array< D, T, E > >::make( l ) ) );
26 }
27 };
28
29 // Especializac¸~ao de UnaryReturn.
30
       <   T,    E >
31
 fi  UnaryReturn< Vector< 2, T, E >, LagrangeTriangle_P1_op > {
32
 
 


 
Vector< 3, T, E > Type_t;
33 };
Listagem 6.6: Construc¸a˜o da base de Lagrange triangular de ordem 1.
“a cola” desta operac¸a˜o no configurador da base (cap´ıtulo 5, sec¸a˜o 5.4.1) usaremos outra classe projetada
especificamente com esta finalidade. Esta classe chama-se LagrangeTriangle_P1 e pode ser vista na
listagem 6.7.
A u´nica func¸a˜o da classe LagrangeTriangle_P1 e´ a de fazer a ponte entre o operador de ca´lculo
efetivo (LagrangeTriangle_P1_op) e o configurador de bases. Para tanto, devemos notar que a classe
possui dois me´todos eval() conectados ao mecanismo de expresso˜es templates da mesma forma que
LagrangeTriangle_P1_op; pore´m a u´nica coisa que estes me´todos fazem e´ repassar a operac¸a˜o para o
objeto EvalOp. Na˜o por coincideˆncia, EvalOp e´ do tipo LagrangeTriangle_P1_op.
Este padra˜o se repetira´ ao longo de Osiris:
• Uma classe de ca´lculo estanque, que apenas opera dados, conectada a`s expresso˜es templates de
Pooma;
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• Outra classe que faz a conexa˜o da primeira e dos configuradores.
1 // Classe mixin para integrac¸~ao no configurador de bases.
2
   fi    <   generator_t >
3
  LagrangeTriangle_P1 : fffifl  generator_t {
4
fffi fl  :
5
     { dimensions = 2 }; // Dimens~ao espacial da base.
6
     { ndof = 3 }; // Graus de liberdade.
7
8 // Avaliando a base em um u´nico ponto bidimensional.
9
    fi   <    T,   E > fl  fl          
10 UnaryReturn< Vector< 2, T, E >, LagrangeTriangle_P1_op >::Type_t
11 eval(     Vector< 2, T, E >& v )     {
12
  
  EvalOp( v );
13 }
14
15 // Ensinando o mecanismo de express~oes templates a avaliar a base
16 // em um array de pontos.
17
    fi   < fl  D,    T,   E > fl fi fl    
     
18 MakeReturn< UnaryNode< LagrangeTriangle_P1_op,  
     
19 CreateLeaf< Array< D, T, E > >::Leaf_t >
20 >::Expression_t
21 eval(     Array< D, T, E >& l )      {
22
  
  EvalOp( l );
23 }
24
25
  fl     :
26 // Operador de ca´lculo.
27 LagrangeTriangle_P1_op EvalOp;
28 };
Listagem 6.7: Mixin usado na configurac¸a˜o da base triangular de Lagrange de primeira ordem.
As bases para outros tipos de elementos sa˜o definidas de maneira inteiramente ana´loga, observando-
se apenas as dimenso˜es espaciais corretas.
Em muitos casos necessitamos avaliar na˜o so´ as func¸o˜es de base, mas tambe´m seus gradientes. A
u´nica diferenc¸a entre a avaliac¸a˜o da func¸a˜o e de seu gradiente reside no valor de retorno. No nosso
exemplo bidimensional, a avaliac¸a˜o da func¸a˜o era representada por
ϕ
( [
〈 • 〉
2
· · ·
.
.
.
] )
=
〈 [
• · · ·
.
.
.
] 〉
3
enquanto que no caso do gradiente sera´
ϕ
( [
〈 • 〉
2
· · ·
.
.
.
] )
=
〈 [
〈 • 〉
2
· · ·
.
.
.
] 〉
3
=
〈 [
〈∂xϕ, ∂yϕ〉 · · ·
.
.
.
] 〉
3
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6.3.3 Transformac¸o˜es padra˜o ↔ real
Os elementos de refereˆncia utilizados neste trabalho, bem como suas respectivas transformac¸o˜es
padra˜o ↔ real, jacobianos e determinantes de jacobianos sa˜o descritos no apeˆndice A.
Para exemplificar, tomemos a transformac¸a˜o triaˆngulo8 padra˜o↔ real, como em (A.1). Repetiremos
a expressa˜o da transformac¸a˜o por convenieˆncia;[
x(ξ, η)
y(ξ, η)
]
=
[
x2 − x1 x3 − x1
y2 − y1 y3 − y1
][
ξ
η
]
+
[
x1
y1
]
,
com b = [x1, y1]
T .
Da expressa˜o acima observamos diversos elementos que aparecera˜o de forma consistente ao longo
dos ca´lculos. O primeiro deles e´ o pro´prio jacobiano. O segundo e´ o vetor b = [x1, y1]
T . Na˜o ta˜o
o´bvio mas igualmente importante e´ o determinante do jacobiano. Naturalmente, o mesmo se aplica a`
transformac¸a˜o inversa. Estes ca´lculos se repetem para cada elemento da malha, mas na˜o necessitam ser
refeitos em cada operador diferencial. Basta fazeˆ-los uma u´nica vez e aproveitar o resultado em todos
os operadores diferenciais.
Com esta finalidade criamos algumas classes que servem exclusivamente para ca´lculo e armazena-
mento dessas quantidades. Ressaltamos que tais classes na˜o fazem parte do mecanismo de expresso˜es
templates, pois seus ca´lculos sa˜o executados uma u´nica vez durante a simulac¸a˜o.
A t´ıtulo de exemplo, apresentamos a estrutura TriangleMeasure (listagem 6.8). Ela e´ responsa´vel
por calcular e armazenar o jacobiano da transformac¸a˜o no triaˆngulo de refereˆncia, seu determinante e
tambe´m o jacobiano da transformac¸a˜o inversa.
Observando-se a citada listagem, e´ fa´cil perceber que a estrutura TriangleMeasure e´ bastante
simples. Dada uma malha de elementos finitos e um nu´mero global de elemento, seus treˆs ve´rtices sa˜o
recuperados, o jacobiano constru´ıdo, seu determinante calculado, este valor e tambe´m o vetor b sa˜o
armazenados. Todos os seus dados sa˜o pu´blicos, facilitando o seu acesso.
A representac¸a˜o gra´fica das transformac¸o˜es e´ simples: um ponto n-dimensional, quando transfor-
mado, continua sendo um ponto n-dimensional. A tabela 6.2 resume as possibilidades de operac¸a˜o.
Para o jacobiano, temos a tabela 6.3.
Vamos finalmente apresentar a listagem 6.9, que traz a classe L2G_Triangle_op, que efetivamente
implementa a transformac¸a˜o padra˜o → real no caso de elementos triangulares. Entre as linhas 11 e 15
e tambe´m entre as linhas 19 e 29 temos a inserc¸a˜o da operac¸a˜o no mecanismo de expresso˜es templates,
como ja´ feito anteriormente. E´ interessante observarmos que a operac¸a˜o J(x)x + b e´ feita usando-se
operadores pro´prios da Pooma (soma e dot()). Desta forma garantimos o uso absoluto do mecanismo
de expresso˜es templates.
As novidades nesta listagem sa˜o o me´todo setMeasure, que associa a` transformac¸a˜o um objeto
do tipo TriangleMeasure. Poder´ıamos inicialmente argumentar que este objeto poderia ser parte in-
tegrante da classe, mas claramente esta na˜o e´ uma boa soluc¸a˜o. Podemos de fato ter, por exemplo,
elementos de Lagrange de primeira e segunda ordem, coexistindo em um mesmo problema, um mesmo
8De fato, poder´ıamos usar outras geometrias como o tetraedro ou o quadrado, mas nos ateremos ao triaˆngulo por
simplicidade.
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1 // Estrutura auxiliar com diversas ‘‘medidas’’ no tria^ngulo.
2
 fi  TriangleMeasure {
3
   fi    <   mesh_t >
4
flfi fl      fl

setup( mesh_t& M, uinteger_t id ) {
5
 
 


 
mesh_t Mesh_t; // Malha de elementos finitos.
6
7
 
 


 
  
      Mesh_t::Element_t Element_t;
8
 
 


 
  
      Mesh_t::PositionsArray_t PositionsArray_t;
9
 
 


 
  
      Mesh_t::PointType_t PointType_t;
10
11
     Element_t& E = M.elements()( id );
12
13
     PositionsArray_t& V = M.vertexPositions();
14
15 // Coordenadas do tria^ngulo atual.
16
     PointType_t& P1 = V( E.references()( 0 ) );
17
     PointType_t& P2 = V( E.references()( 1 ) );
18
     PointType_t& P3 = V( E.references()( 2 ) );
19
20 real_t a = P2( 0 ) - P1( 0 ); // x2 - x1
21 real_t b = P3( 0 ) - P1( 0 ); // x3 - x1
22 real_t c = P2( 1 ) - P1( 1 ); // y2 - y1
23 real_t d = P3( 1 ) - P1( 1 ); // y3 - y1
24
25 // Jacobiano.
26 J( 0, 0 ) = a; // x2 - x1
27 J( 1, 0 ) = c; // y2 - y1
28 J( 0, 1 ) = b; // x3 - x1
29 J( 1, 1 ) = d; // y3 - y1
30
31 xy1 = P1; // b = [x1, y1]
T
32 jDet = det( J ); // Determinante do jacobiano.
33
34 // Jacobiano da transformac¸~ao inversa.
35 Ji( 0, 0 ) = d / jDet; // y3 - y1
36 Ji( 1, 0 ) = -c / jDet; // y1 - y2
37 Ji( 0, 1 ) = -b / jDet; // x1 - x2
38 Ji( 1, 1 ) = a / jDet; // x3 - x1
39 }
40
41 Tensor< 2, real_t, Full > J; // Tensor que armazena o Jacobiano.
42 Tensor< 2, real_t, Full > Ji; // Tensor que armazena o Jacobiano inverso.
43 Vector< 2, real_t, Full > xy1; // Vetor que armazena b = [x1, y1]
T .
44 real_t jDet; // Determinante do Jacobiano.
45 };
Listagem 6.8: Classe auxiliar para geometria triangular.
modelo e ate´ mesmo em uma mesma expressa˜o. Apesar da diferenc¸a na ordem de aproximac¸a˜o, a trans-
formac¸a˜o continua sendo a mesma. Se os ca´lculos sa˜o feitos por um u´nico objeto ligado externamente a`
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Transformac¸a˜o T : A→ B
Dimensa˜o A B
1 [• · · · ] [• · · · ]
2
[
〈 • 〉2 · · ·
...
] [
〈 • 〉2 · · ·
...
]
3
p q[
〈 • 〉3 · · ·
...
]
y
p q[
〈 • 〉3 · · ·
...
]
y
Tabela 6.2: Resultados do ca´lculo do jacobiano de uma transformac¸a˜o padra˜o ↔ real.
Jacobiano J : A→ B
Dimensa˜o A B
1 [• · · · ] [• · · · ]
2
[
〈 • 〉2 · · ·
...
] [ J • K2 · · ·
...
]
3
p q[
〈 • 〉3 · · ·
...
]
y
p q[ J • K3 · · ·
...
]
y
Tabela 6.3: Resultados da aplicac¸a˜o do jacobiano uma transformac¸a˜o padra˜o ↔ real.
transformac¸a˜o, ele pode ser aproveitado em todas elas, evitando o reca´lculo do jacobiano, por exemplo.
Um grande cuidado deve ser tomado na definic¸a˜o de operac¸o˜es que contenham dados, como e´ o
caso de L2G_Triangle_op. Quando o mecanismo de expresso˜es templates vai avaliar uma expressa˜o,
objetos relacionados a`s operac¸o˜es sa˜o constantemente criados, usando-se um construtor padra˜o, vazio.
Em outras palavras, dados dos objetos representantes daquela classe sera˜o perdidos. A u´nica soluc¸a˜o
por no´s encontrada foi a transformac¸a˜o dos dados das classes operacionais em dados do tipo esta´tico.
Um dado esta´tico (declarado atrave´s da palavra chave 
  	
e´ compartilhado entre todos os objetos
de uma mesma classe. Assim, quando a Pooma instancia um objeto L2G_Triangle_op, o dado Tm
esta´ seguramente associado ao objeto TriangleMeasure correto. Este detalhe original aparentemente
pequeno, mas de graves consequ¨eˆncias, foi a u´ltima barreira a ser vencida para a total integrac¸a˜o do
mecanismo de expresso˜es templates de Pooma em Osiris.
Assim como no caso das bases de elementos finitos (sec¸a˜o 6.3.2), esta classe e´ apenas de ca´lculo,
estando completamente dissociada dos configuradores. A conexa˜o e´ feita atrave´s de uma classe muito
similar a` apresentada na listagem 6.7, que portanto na˜o sera´ esmiuc¸ada aqui.
Os operadores que inserem o jacobiano e seu determinante fazem parte da listagem 6.10; a trans-
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1 // Transformac¸~ao padr~ao → real.
2
  L2G_Triangle_op {
3
fffi fl  :
4 // Guarda um objeto do tipo TriangleMeasure.
5
fl fi fl      fl

setMeasure(     TriangleMeasure& tm ) {
6 Tm = &         < TriangleMeasure& >( tm );
7 }
8
9 // Transformando um u´nico ponto bidimensional. Notemos o uso do operador dot()
10 // do Pooma.
11
   fi  <    T,   E > fl fi fl   
     
12 UnaryReturn< Vector< 2, T, E >, L2G_Triangle_op >::Type_t
13 eval(      Vector< 2, T, E >& v )     {
14
  
  dot( Tm->J, v ) + Tm->xy1;
15 }
16
17 // Ensinando o mecanismo de express~oes templates a avaliar a base
18 // em um array de pontos.
19
   fi  < fl  D,   T,   E > flfi fl    
     
20 MakeReturn< UnaryNode< L2G_Triangle_op,   
     
21 CreateLeaf< Array< D, T, E > >::Leaf_t >
22 >::Expression_t
23 eval(      Array< D, T, E >& l )     {
24
   


 
UnaryNode< L2G_Triangle_op,
25
         CreateLeaf< Array< D, T, E > >::Leaf_t > Tree_t;
26
27
  
  MakeReturn< Tree_t >::make(
28 Tree_t( CreateLeaf< Array< D, T, E > >::make( l ) ) );
29 }
30
31
        

:
32 // A classe que calcula jacobianos e outras quantidades u´teis.
33
  fl  TriangleMeasure* Tm;
34 };
35
36 // Inicializando o membro esta´tico.
37 TriangleMeasure* L2G_Triangle_op::Tm = 0;
38
39 // Especializando UnaryReturn.
40
       <   T,    E >
41
 fi  UnaryReturn< Vector< 2, T, E >, L2G_Triangle_op > {
42
 
 


 
Vector< 2, T, E > Type_t;
43 };
Listagem 6.9: Transformac¸a˜o padra˜o → real para triaˆngulos.
formac¸a˜o inversa, seu jacobiano e respectivo determinante sa˜o completamente ana´logos aos ja´ apresen-
tados.
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1 // Jacobiano da transformac¸~ao padr~ao → real.
2
  J_L2G_Triangle_op {
3
fffi fl  :
4 // Guarda um objeto do tipo TriangleMeasure.
5
fl fi fl      fl

setMeasure(     TriangleMeasure& tm ) {
6 Tm = &         < TriangleMeasure& >( tm );
7 }
8
9 // Retorna o jacobiano para um u´nico ponto.
10
   fi  <    T,   E >
11
fl fi fl  Tensor< 2, real_t, Full >& j(     Vector< 2, T, E >& l )   fi {
12
  
  Tm->J;
13 }
14
15 // Retorna o jacobiano para um array de pontos.
16
   fi  < fl  D,   T,   E >
17
fl fi fl  Tensor< 2, real_t, Full >& j(     Array< D, T, E >& l )   fi {
18
  
  Tm->J;
19 }
20
21 // Retorna o determinante do jacobiano para um u´nico ponto.
22
   fi  <    T,   E >
23
fl fi fl  real_t jD(   fi Vector< 2, T, E >& l )   fi {
24
  
  Tm->jDet;
25 }
26
27 // Retorna o determinante do jacobiano para um array de pontos.
28
   fi  < fl  D,   T,   E >
29
fl fi fl  real_t jD(   fi Array< D, T, E >& l )     {
30
  
  Tm->jDet;
31 }
32
33
        

:
34 // A classe que calcula jacobianos e outras quantidades u´teis.
35
  fl  TriangleMeasure* Tm;
36 };
37
38 // Inicializando o membro esta´tico.
39 TriangleMeasure* J_L2G_Triangle_op::Tm = 0;
Listagem 6.10: Jacobiano da transformac¸a˜o padra˜o → real para triaˆngulos.
6.4 Configurando os operadores
6.4.1 DSL para operadores
Seguindo as diretivas apresentadas no cap´ıtulo 5, vamos agora definir a DSL (Domain Specific
Language) para o caso da configurac¸a˜o de operadores diferenciais em Osiris. Partiremos do diagrama
da figura 6.5, que exibe os aspectos de interesse na configurac¸a˜o.
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Classe
Advectivo
Modelo
DivGrad
Identidade
Constante
Espacial
Galerkin
CampoIntegrador
Operador
Submodelo
Figura 6.5: DSL para operadores diferenciais.
Estes aspectos de interesse sa˜o: classe, modelo, submodelo, campo e integrador.
Classe O aspecto classe diz respeito ao tipo de aproximac¸a˜o desejada quando da construc¸a˜o do ope-
rador. Na atual versa˜o de Osiris existe uma u´nica opc¸a˜o que faz com que os operadores assumam
o me´todo de Galerkin (func¸o˜es teste e de base coincidem). Futuras implementac¸o˜es podem incluir
outras aproximac¸o˜es.
Modelo Aqui decidimos que tipo de operador estamos usando. Dentre os dispon´ıveis temos divgrad,
correspondente aos operadores de difusa˜o (espalhamento espacial, vide sec¸a˜o 7.2), identidade,
correspondente aos operadores de decaimento (sec¸a˜o 7.3) e advectivo, relacionado aos operadores
de advecc¸a˜o (sec¸a˜o 7.4).
Submodelo Cada operador descrito acima possui pelo menos um coeficiente (cf. as sec¸o˜es correspon-
dentes) que pode ser constante ou variar espacialmente. O aspecto submodelo permite escolher
entre estas duas opc¸o˜es. Note-se que outros tipos de paraˆmetro podem futuramente ser definidos,
como, por exemplo, paraˆmetros dependentes do tempo e na˜o do espac¸o.
Campo e integrador Campo e integrador na˜o sa˜o exatamente aspectos, mas sim “espac¸os deixa-
dos em branco” na criac¸a˜o do operador. Estes espac¸os sera˜o preenchidos com o campo (malha +
valores) onde o operador atuara´ e com o integrador nume´rico usado nas avaliac¸o˜es.
E´ interessante observar que a construc¸a˜o do configurador completo para os operadores diferenciais
segue o mesmo padra˜o descrito em 5. Definimos uma DSL (como acima), criamos um parser de
configurac¸o˜es e finalmente o configurador completo. Um exemplo de uso deste configurador pode ser
apreciado na listagem 6.11, onde configuramos um operador do tipo laplaciano −α∆u com α constante.
Mais exemplos de configurac¸o˜es de operadores esta˜o no cap´ıtulo 8.
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1 // A dimens~ao espacial do problema (3D, no caso).
2
     fl  D = 3;
3
4 // Um campo e um integrador fictı´cios, a tı´tulo de exemplo.
5
  
 


 
MyField Field_t;
6
  
 


 
MyIntegrator Integrator_t;
7
8 // Operador laplaciano com coeficiente constante.
9
  
 


 
LOCOP_GENERATOR< // Esta e´ a classe configuradora.
10 LOCOP_Class< galerkin >, // Classe Galerkin.
11 LOCOP_Model< divgrad< D > >, // Modelo divgrad.
12 LOCOP_SubModel< cte_parameter >, // Para^metro α constante.
13 LOCOP_Field< Field_t >, // O tipo de campo (previamente definido).
14 LOCOP_Integrator< Integrator_t > // O integrador nume´rico (previamente definido).
15 >::RET CLaplacian_t;
16 };
Listagem 6.11: Configurac¸a˜o automa´tica de um operador tipo laplaciano com coeficiente constante.
Com a definic¸a˜o constante da listagem 6.11, CLaplacian_t e´ um tipo va´lido e pode ser usado para
calcular aproximac¸o˜es do laplaciano em qualquer geometria.
6.5 Condic¸o˜es de fronteira
6.5.1 DSL para condic¸o˜es de fronteira
Condic¸o˜es de fronteira tambe´m sa˜o configuradas automaticamente a partir de aspectos selecionados
pelo usua´rio. Estes aspectos constam da figura 6.5.1, e sa˜o tipo, campo e integrador.
Tipo Em tipo selecionamos qual a condic¸a˜o que queremos aplicar. Na atual implementac¸a˜o de Osiris
temos duas opc¸o˜es: Dirichlet e Neumann. A condic¸a˜o de Dirichlet se desdobra em treˆs subcasos,
Dirichlet nula (zero na fronteira), Dirichlet constante (valor prescrito na fronteira) e Dirichlet
espacialmente varia´vel (func¸a˜o de x na fronteira). Neste u´ltimo caso temos ainda um aspecto
chamado avaliador, que recebera´ a func¸a˜o responsa´vel por avaliar a condic¸a˜o de fronteira. Por
questo˜es de simplicidade, a condic¸a˜o de Neumann tem apenas a variante nula.
Campo e integrador Teˆm exatamente o mesmo papel de campo e integrador para o caso da
configurac¸a˜o do operador (sec¸a˜o 6.4). Contudo, devemos observar que em alguns casos o aspecto
integrador na˜o e´ necessa´rio (aspecto opcional).
Na listagem 6.12 exemplificamos a construc¸a˜o de uma condic¸a˜o de fronteira do tipo Dirichlet espa-
cialmente varia´vel.
Os operadores que, a t´ıtulo de exemplo, figuram no texto acima sera˜o, no cap´ıtulo seguinte, abor-
dados de modo mais sistema´tico.
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Dirichlet Neumann
Nulo
Constante
Espacial
Nulo
Avaliador
Tipo
BC
CampoIntegrador
Figura 6.6: DSL para condic¸o˜es de fronteira.
1 // A dimens~ao espacial do problema (3D, no caso).
2
     fl  D = 3;
3
4 // Um campo fictı´cio, a tı´tulo de exemplo.
5
  
 


 
MyField Field_t;
6
7 // A func¸~ao a ser avaliada na fronteira.
8
  
 


 
MyBoundaryFunctor Functor_t;
9
10 // Condic¸~ao tipo Dirichlet espacialmente varia´vel.
11
  
 


 
BC_GENERATOR< // O configurador de condic¸~oes de contorno.
12 BC_DirichletEvaluator< Functor_t >, // A func¸~ao a ser avaliada no contorno.
13 BC_Type< spatial_dirichlet< D > >, // O tipo de condic¸~ao.
14 BC_Field< Field_t > // O campo sobre o qual estamos resolvendo o problema.
15 >::RET DirichletBC_t; // O resultado final.
16 };
Listagem 6.12: Configurac¸a˜o automa´tica de uma condic¸a˜o de contorno tipo Dirichlet espacialmente
varia´vel.
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CAPI´TULO 7
Operadores essenciais
As classes apresentadas no cap´ıtulo 6 sa˜o a base para a criac¸a˜o de diversos operadores diferenciais
de interesse em va´rias a´reas das Cieˆncias Aplicadas. Neste cap´ıtulo introduzimos alguns destes
operadores e discutimos sua implementac¸a˜o utilizando o mecanismo de expresso˜es templates de
Pooma, bem como mantendo sua caracter´ıstica de auto-configurac¸a˜o. Esta implementac¸a˜o, ale´m
de inovadora, e´ um grande avanc¸o no ca´lculo aproximativo dos operadores diferenciais em diversos
ambientes.
7.1 Introduc¸a˜o
Neste cap´ıtulo faremos a construc¸a˜o efetiva de alguns operadores diferenciais de interesse em va´rios
campos da Cieˆncia, em particular na Biomatema´tica. Estes operadores devera˜o ser constru´ıdos baseados
no mecanismo de expresso˜es templates e completamente inseridos em um contexto de configurac¸a˜o
automa´tica, isolando desta forma o usua´rio de detalhes que na˜o sejam diretamente relacionados ao
problema.
Como mencionamos na sec¸a˜o 6.1, a definic¸a˜o dos operadores sera´ feita de forma local a cada ele-
mento, dada a estrutura do me´todo de elementos finitos.
De forma geral, estamos interessados na aproximac¸a˜o nume´rica de problemas diferenciais do tipo:
L(u) = f, em Ω
F(u) = g, em ∂Ω,
(7.1)
onde Ω ⊂ Rn, com n = 1, 2, 3 e L e´ um operador diferencial. Dentro do nosso contexto denominaremos
de operador diferencial a atuac¸a˜o de um u´nico operador na varia´vel (de fato, func¸a˜o) u.
A ide´ia ba´sica do me´todo de elementos finitos consiste de uma formulac¸a˜o variacional para o pro-
blema (7.1), seguida de uma aproximac¸a˜o discretizada da soluc¸a˜o desse problema variacional. Esta
soluc¸a˜o aproximada e´ constru´ıda atrave´s da discretizac¸a˜o de Ω em unidades geome´tricas bem definidas
(triaˆngulos, quadrados, prismas), denominadas elementos. Nosso interesse consiste na definic¸a˜o da
atuac¸a˜o de operadores diferenciais em sua forma variacional discreta sobre cada um destes elementos.
Assim, recuperando um pouco da notac¸a˜o introduzida em cap´ıtulos anteriores:
• Denotaremos por e um elemento real no espac¸o x;
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• Um elemento padra˜o no espac¸o ξ sera´ denotado eˆ;
• As func¸o˜es de base, quando avaliadas em eˆ, sera˜o denotadas por ϕˆi(ξ). Quando avaliadas sobre
Ω, ou sobre e, sera˜o simplesmente ϕi(x);
• A aproximac¸a˜o de elementos finitos de uma func¸a˜o u em Ω sera´ denotada por
uh(x) =
∑
j
cj ϕj(x);
• Quando restritos a um elemento e, usaremos a notac¸a˜o
ue(x) =
∑
j
cj ϕj(x)
para representar a aproximac¸a˜o de u sobre este elemento e;
• Quando na˜o for contextualmente claro, operadores sera˜o sufixados com x ou ξ indicando, respec-
tivamente, sua atuac¸a˜o nas varia´veis globais x ou locais ξ.
7.2 Operadores do tipo ∇ · (−α∇u)
Dada uma func¸a˜o u : Ω ⊂ Rn → R, para n = 1, 2, 3, os operadores que denominaremos generica-
mente de operadores difusivos sa˜o da forma apresentada em (7.2).
D(u) = ∇ · (−α∇u). (7.2)
O operador ∇ e´ definido de acordo com a dimensa˜o de Ω. O coeficiente de difusa˜o α podera´ assumir
diversos significados, de acordo com o tipo de operador a ser definido (como veremos adiante).
Este tipo de operador e´ de suma importaˆncia na descric¸a˜o de fenoˆmenos onde a varia´vel de interesse
apresenta um comportamento de espalhamento espacial. Como exemplos de aplicac¸a˜o deste operador
citamos a Dinaˆmica Populacional [dAP02, Din03] e a chamada Ecotoxicologia Matema´tica [dO03].
7.2.1 Difusa˜o constante
Se tomarmos α ∈ R∗+ e constante em (7.2), obtemos o operador laplaciano, definido como em (7.3):
D(u) = ∇ · (−α∇u) = −α∇ · ∇u = −α∆u. (7.3)
Fazendo-se a formulac¸a˜o fraca para este operador (vide [dAP02], por exemplo), reca´ımos na forma
bilinear da equac¸a˜o (7.4).
a(u, v) =
∫


−α∆u v dx, (7.4)
com v uma func¸a˜o teste apropriada. Apo´s alguma manipulac¸a˜o alge´brica e usando o Teorema de Green,
obtemos a forma bilinear como em (7.5), com um poss´ıvel termo de contorno.
a(u, v) = α
∫


∇u · ∇v dx + eventuais termos no contorno. (7.5)
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Os termos de contorno que podem surgir em (7.5) na˜o nos interessam no momento.
Lembrando que aproximaremos a func¸a˜o u por uma combinac¸a˜o linear dos ϕi’s, e que as func¸o˜es
teste v sera˜o func¸o˜es da pro´pria base (me´todo de Galerkin), pode-se escrever a forma bilinear discreta,
como em (7.6).
ah(uh, vh) = α
∑
j
cj
∫

h
∇ϕj · ∇ϕi dx = α
∑
j
cj 〈∇ϕj‖∇ϕi〉
h . (7.6)
Note-se que ja´ introduzimos a notac¸a˜o de produto interno.
Da construc¸a˜o do me´todo de elementos finitos sabemos que o somato´rio em (7.6) pode ser calculado
elemento a elemento; em outras palavras, o que nos interessa de fato e´ 〈∇ϕj‖∇ϕi〉e, ou seja, o produto
interno sobre um elemento.
Denotando-se por T a transformac¸a˜o que mapeia o elemento padra˜o no real (apeˆndice A), por J(ξ)
seu jacobiano e por J−1(x) o jacobiano da transformac¸a˜o inversa de T , temos que ϕi(x) = ϕi(T (ξ)) =
ϕˆi(ξ), que apo´s alguma manipulac¸a˜o, leva a` igualdade (7.7).
∇xϕi(x) = [J
−1(ξ)]T ∇ξϕˆi(ξ). (7.7)
Desta forma, temos:
〈∇ϕj‖∇ϕi〉e =
∫
e
∇ϕj · ∇ϕi dx =
∫
e^
{
[J−1(ξ)]T ∇ϕˆj
}
·
{
[J−1(ξ)]T ∇ϕˆi
}
|J(ξ)| dξ. (7.8)
Para melhor entendimento de como estas operac¸o˜es sera˜o introduzidas no mecanismo de avaliac¸a˜o
de expresso˜es templates, iremos reescrever (7.8) introduzindo algumas marcac¸o˜es na expressa˜o, obtendo
assim (7.9).
〈∇ϕj‖∇ϕi〉e =
∫
e^
(e)︷ ︸︸ ︷{
[J−1(ξ)]T︸ ︷︷ ︸
(a)
∇ϕˆj︸︷︷︸
(b)
}
·
{
[J−1(ξ)]T ∇ϕˆi
}
︸ ︷︷ ︸
(d)
|J(ξ)|︸ ︷︷ ︸
(c)
dξ
︸ ︷︷ ︸
(f)
. (7.9)
A ana´lise de cada uma das operac¸o˜es marcadas (a)-(f) nos dara´ uma visa˜o clara da conexa˜o entre o
mecanismo de expresso˜es templates e os operadores de Osiris. Faremos a ana´lise a partir de elementos
bidimensionais, mas ela e´ va´lida para qualquer das dimenso˜es consideradas.
(a) Jacobiano inverso transposto
A avaliac¸a˜o do jacobiano inverso transposto e´ feita nos pontos de integrac¸a˜o no triaˆngulo padra˜o.
Lembrando a tabela 6.3, temos:
[J−1(ξ)]T =
[
J−1
([
〈 • 〉2 · · ·
...
])]T
=
[ J • KT2 · · ·
...
]
=
=

 transpose
(J • K2) · · ·
...

 =
[ J • K2 · · ·
...
]
.
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A avaliac¸a˜o do jacobiano ja´ foi introduzida no mecanismo de expresso˜es templates (listagem 6.10, classe
J_L2G_Triangle_op). A operac¸a˜o de transposic¸a˜o e´ suportada nativamente pela Pooma (atrave´s da
func¸a˜o transpose()), o que significa que tambe´m faz parte do mecanismo de expresso˜es templates.
(b) Avaliac¸a˜o do gradiente da base
Seguindo o exposto na sec¸a˜o 6.3.2, a avaliac¸a˜o do gradiente de uma das func¸o˜es da base nos pontos
de integrac¸a˜o e´:
∇ϕˆj
([
〈 • 〉2 · · ·
...
])
=
[
〈 • 〉2 · · ·
...
]
,
ja´ devidamente integrada ao mecanismo de expresso˜es templates (listagem 6.6).
(c) Determinante do jacobiano
Novamente de acordo com a tabela 6.3, temos:
|J(ξ)| =
∣∣∣∣∣J
([
〈 • 〉2 · · ·
...
])∣∣∣∣∣ =
[
| J • K2 | · · ·
...
]
=

 det
(J • K2) · · ·
...

 =
[
• · · ·
...
]
.
A func¸a˜o det(), que calcula o determinante de um tensor, e´ implementada dentro do mecanismo
de expresso˜es templates, com a adic¸a˜o de alguns metaprogramas especiais que fazem com que seja
expandida em tempo de compilac¸a˜o.
(d) Correc¸a˜o do gradiente
O termo (d) representa a aplicac¸a˜o do jacobiano inverso transposto no gradiente da func¸a˜o de base
ϕˆj e que, de fato, e´ uma multiplicac¸a˜o matriz por vetor. Tendo ja´ calculado o jacobiano em (a) e o
gradiente em (b), resta agora opera´-los juntos, como no diagrama abaixo:
[J−1(ξ)]T ∇ϕˆi = dot
([ J • K2 · · ·
...
]
,
[
〈 • 〉2 · · ·
...
])
=
=

 dot
(J • K2 , 〈 • 〉2) · · ·
...

 =
[
〈 • 〉2 · · ·
...
]
.
A operac¸a˜o dot() faz o produto interno entre vetores ou o produto de matriz por vetor entre tensores
e vetores. Sua implementac¸a˜o e´ especializada, sendo portanto extremamente eficiente. Vale notar que,
ate´ o momento, todas as operac¸o˜es esta˜o sendo realizadas em conjunto, via expresso˜es templates.
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(e) Produto interno entre gradientes corrigidos
A operac¸a˜o de transformac¸a˜o do gradiente (d) resulta em um array bidimensional de vetores para
cada func¸a˜o de base ϕˆi e ϕˆj . O produto interno entre os dois sera´:
{
[J−1(ξ)]T∇ϕˆj
}
·
{
[J−1(ξ)]T ∇ϕˆi
}
= dot
([
〈 • 〉2 · · ·
...
]
,
[
〈 • 〉2 · · ·
...
])
=

 dot
(
〈 • 〉2 , 〈 • 〉2
)
· · ·
...

 =
[
• · · ·
...
]
.
(f) Multiplicac¸a˜o pelo determinante do jacobiano e integrac¸a˜o nume´rica
O u´ltimo passo de ca´lculo consiste em multiplicar o resultado de (e) pelo de (c) e integrar numeri-
camente. A integral nume´rica e´ obtida atrave´s da multiplicac¸a˜o pelos pesos e posterior somato´rio.
Acompanhemos o diagrama:
∫
e^
{
[J−1(ξ)]T ∇ϕˆj
}
·
{
[J−1(ξ)]T ∇ϕˆi
}
|J(ξ)| dξ = sum


[
• · · ·
...
]
︸ ︷︷ ︸
(e)
∗
[
• · · ·
...
]
︸ ︷︷ ︸
(c)
∗
[
• · · ·
...
]
︸ ︷︷ ︸
w

 =
= sum
([
• · · ·
...
])
= •.
E´ importante notarmos que a operac¸a˜o de multiplicac¸a˜o na Pooma e´ sempre tensorial, nunca matricial;
em outras palavras, se A, B e C sa˜o arrays do Pooma, C = A * B e´ tal que cij = aijbij (vale o mesmo
em todas as dimenso˜es). Finalmente, chegamos a` func¸a˜o sum(), que soma sequencialmente todos os
elementos de um array, de onde resulta a integrac¸a˜o nume´rica de (7.8).
O u´nico detalhe que falta e´ a multiplicac¸a˜o pela constante α. Entretanto este passo e´ trivial, uma
vez que o resultado final da operac¸a˜o (f) e´ um nu´mero real.
Mas o mais importante de tudo e´ termos a percepc¸a˜o de que todas estas operac¸o˜es esta˜o sendo
executadas dentro do mecanismo de expresso˜es templates, o que resultara´ em um u´nico loop de avaliac¸a˜o
para todos os pontos de integrac¸a˜o dentro de um elemento. Este fato ficara´ mais claro na listagem que
mostra a implementac¸a˜o do operador.
A t´ıtulo de curiosidade apresentamos a expressa˜o (7.10), que e´ a versa˜o final da expressa˜o para
o laplaciano com todos os templates resultantes expandidos. Para obtermos (7.10), consideramos um
elemento triangular, base de Lagrange de segunda ordem e dois pontos de integrac¸a˜o em cada direc¸a˜o.
Naturalmente, a escolha por mais pontos de integrac¸a˜o resultara´ em expresso˜es maiores. A integral 7.8
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e´ calculada neste exemplo para i = j = 1.
〈∇ϕ1‖∇ϕ1〉e = [(y3 − y2)
2 + (x2 − x3)
2] ∗ {w11 [4 ∗ (px1 + py1)− 3]
2 + w12 [4 ∗ (px1 + py2)− 3]
2+
+w21 [4 ∗ (px2 + py1)− 3]
2 + w22 [4 ∗ (px2 + py2)− 3]
2}∗
∗[(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)]
(7.10)
Gerando combinac¸o˜es
Antes da ana´lise da listagem, devemos chamar a atenc¸a˜o para mais uma operac¸a˜o envolvendo
estruturas de dados e o mecanismo de expresso˜es templates: a operac¸a˜o de combinac¸a˜o combineDot(),
que na˜o esta´ representada em (7.9).
Como dissemos na sec¸a˜o 6.3.2, a avaliac¸a˜o da base resulta em um vetor da Pooma (classe Vector)
com tantas componentes quantas sa˜o as func¸o˜es de base. Cada componente e´, naturalmente, uma das
func¸o˜es de base avaliada nos pontos de integrac¸a˜o (vale o mesmo para os gradientes), o que se pode
verificar consultando-se as representac¸o˜es (6.6), (6.7) e (6.8).
Desta forma, a transformac¸a˜o do gradiente (operac¸a˜o (d)), descrita nas sec¸o˜es anteriores, e´ aplicada
a todas as func¸o˜es de base. Assim, o resultado e´ um vetor de gradientes corrigidos para i = 1, . . . , nb,
com nb sendo o nu´mero de func¸o˜es de base. O papel de combineDot() e´ produzir todas as combinac¸o˜es
de produtos internos entre os gradientes corrigidos. Matematicamente falando, dado um vetor com
gradientes como em (7.11)
v =
〈
∇φˆ1,∇φˆ2, . . . ,∇φˆnb
〉
, (7.11)
onde ∇φˆi = [J
−1]T∇ϕˆi, a func¸a˜o combineDot() resulta em um tensor do tipo
1 (7.12).
combineDot(v) =


dot(∇φˆ1,∇φˆ1) dot(∇φˆ1,∇φˆ2) · · · dot(∇φˆ1,∇φˆnb)
dot(∇φˆ2,∇φˆ1) dot(∇φˆ2,∇φˆ2) · · · dot(∇φˆ2,∇φˆnb)
...
... · · ·
...
dot(∇φˆnb ,∇φˆ1) dot(∇φˆnb ,∇φˆ2) · · · dot(∇φˆnb ,∇φˆnb)

 . (7.12)
A multiplicac¸a˜o pelo determinante da matriz jacobiana e posterior integrac¸a˜o nume´rica (operac¸a˜o
(f)) e´ feita em cada um dos componentes do tensor (7.12). No final terminamos na˜o com um u´nico real,
mas com um tensor de reais, com cada componente (i, j) sendo a aproximac¸a˜o nume´rica via integrac¸a˜o
gaussiana de 〈∇ϕj‖∇ϕi〉e.
Implementac¸a˜o
A implementac¸a˜o do operador laplaciano com α constante esta´ na listagem 7.1. Seguindo o padra˜o
de listagens anteriores, estamos nos concentrando no aspecto puramente nume´rico. A classe de im-
plementac¸a˜o do operador CteLocalLaplacian_op tem uma contraparte chamada CteLocalLaplacian
que faz a conexa˜o entre o mecanismo de expresso˜es templates e os configuradores automa´ticos.
1No caso espec´ıfico do operador laplaciano com α constante, este tensor e´ sime´trico. Este caso e´ automaticamente
tratado pois a Pooma dispo˜e de tensores sime´tricos.
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Esta listagem difere pouco do padra˜o apresentado ate´ agora para introduc¸a˜o de novos operadores
no mecanismo de expresso˜es templates. Entre as linhas 4 e 8 temos o construtor padra˜o, que recebe
uma base de elementos finitos, uma transformac¸a˜o padra˜o ↔ real. Devemos mais uma vez alertar para
o fato de que os dados da classe sa˜o todos esta´ticos, devido a` forma como a Pooma implementa as
expresso˜es templates.
Entre as linhas 10 e 19 “ensinamos” ao mecanismo de expresso˜es templates como operar sobre uma
entrada que consiste de um vetor (linha 12). A dimensa˜o do vetor e´ tambe´m um paraˆmetro template,
pois o operador laplaciano deve ser independente da dimensa˜o. De fato, ha´ tambe´m uma definic¸a˜o para
o caso de uma entrada real, para o caso unidimensional, mas na˜o esta´ na listagem por economia de
espac¸o.
Na linha 17 vemos toda a operacionalizac¸a˜o do ca´lculo do laplaciano, exceto a integrac¸a˜o nume´rica
(feita em um mo´dulo separado). O comando transpose( M->inverseMap().j( a ) ) calcula o ja-
cobiano inverso no ponto a (um dos pontos de integrac¸a˜o) e o transpo˜e. Ja´ B->grad( a ) calcula o
gradiente de todas as func¸o˜es de base em a, para posterior combinac¸a˜o com o jacobiano inverso atrave´s
de dot(). Finalmente o produto da func¸a˜o dot() e´ combinado atrave´s de combineDot(), multipli-
cado pelo determinante do jacobiano (fabs( M->directMap().jD( a ) )) em a e multiplicado pela
constante C (a difusibilidade α).
Entre as linhas 21 e 31 “ensinamos” o mecanismo de expresso˜es templates a tratar um array Pooma,
nos moldes do que ja´ foi apresentado em sec¸o˜es anteriores. Em 34 temos o in´ıcio do bloco de dados (todos
esta´ticos), representando a base, a transformac¸a˜o padra˜o↔ real e a constante α. Enfim, entre as linhas
41 e 44 especializamos UnaryReturn para que o resultado da aplicac¸a˜o do operador laplaciano resulte
em um tensor com o nu´mero de componentes igual ao nu´mero de func¸o˜es de base (basis_t::ndof) e
sime´trico Symmetric).
Com isto temos o operador laplaciano com difusa˜o α constante completamente definido.
7.2.2 Difusa˜o espacial
A primeira sofisticac¸a˜o a ser introduzida em (7.2) e´ a de tornar o coeficiente de difusa˜o espacialmente
varia´vel
α = α(x).
Do ponto de vista biolo´gico ou ambiental, por exemplo, estar´ıamos modelando um meio em que a
dispersa˜o de uma populac¸a˜o ou de um produto to´xico na˜o acontece de forma espacialmente homogeˆnea
no mesmo [dAP02].
Assim, se tomarmos α : Ω → R∗+ em (7.2), obtemos o operador de difusa˜o espacialmente varia´vel,
definido como em (7.13).
D(u) = ∇ · (−α(x)∇u). (7.13)
Repetindo o processo de formulac¸a˜o fraca e usando o Teorema de Green (cf. equac¸o˜es (7.4) e (7.5)),
obtemos a forma bilinear para (7.13), como em (7.14).
a(u, v) =
∫


α(x)∇u · ∇v dx + eventuais termos no contorno. (7.14)
Novamente postergaremos o tratamento dos termos de contorno para nos concentrarmos no operador.
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1
    fi   <    basis_t,   mapping_t >
2
   CteLocalLaplacian_op {
3
ff  fl  :
4
flfi fl   CteLocalLaplacian_op(     basis_t& b,      mapping_t& m,      real_t& c ) {
5 B = &         < basis_t& >( b ); // Armazenando um objeto da base de EF.
6 M = &         < mapping_t& >( m ); // Idem para a transformac¸~ao L2G.
7 C = c; // A constante α.
8 }
9
10
       < fl  D,   T,    E > flfifl          
11 UnaryReturn< Vector< D, T, E >, CteLocalLaplacian_op< basis_t, mapping_t > >::Type_t
12
       ()(   fi Vector< D, T, E >& a )      {
13
  
 


 
  
       UnaryReturn< Vector< D, T, E >,
14 CteLocalLaplacian_op< basis_t, mapping_t > >::Type_t Type_t;
15
16 // Efetua a operac¸~ao para um ponto de integrac¸~ao.
17
 
  C * combineDot( dot( transpose( M->inverseMap().j( a ) ), B->grad( a ) ) ) *
18 fabs( M->directMap().jD( a ) );
19 }
20
21
       < fl  D1, fl  D2,   T,    E,   EA > flfi fl    
     
22 MakeReturn< UnaryNode< CteLocalLaplacian_op< basis_t, mapping_t >,
23
  
      CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::Leaf_t > >::Expression_t
24 eval(     Array< D2, Vector< D1, T, E >, EA >& a )   fi {
25
  
 


 
UnaryNode< CteLocalLaplacian_op< basis_t, mapping_t >,
26
 
      CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::Leaf_t > Tree_t;
27
28 // Introduz o operador no mecanismo de express~oes templates.
29
 
  MakeReturn< Tree_t >::make(
30 Tree_t( CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::make( a ) ) );
31 }
32
33
  fl     :
34
  fl  basis_t* B;
35
  fl  mapping_t* M;
36
  fl  real_t C;
37 };
38
39 // ‘‘Ensinando’’ o mecanismo de express~oes templates qual o resultado da operac¸~ao.
40
41
    fi   < fl  D,    T,   E,    basis_t,   mapping_t >
42
     UnaryReturn< Vector< D, T, E >, CteLocalLaplacian_op< basis_t, mapping_t > > {
43
  
 


 
Tensor< basis_t::ndof, T, Symmetric > Type_t;
44 };
Listagem 7.1: Operador laplaciano local com α constante.
A forma bilinear (7.14) tem seu equivalente discreto como em (7.15).
ah(uh, vh) =
∑
j
cj
∫

h
α(x)∇ϕj · ∇ϕi dx =
∑
j
cj〈α(x)∇ϕj‖∇ϕi〉
h . (7.15)
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De (7.15) extra´ımos o termo que nos interessa (sobre um elemento): 〈α(x)∇ϕj‖∇ϕi〉e. E´ natural que
este termo seja bastante parecido com sua contraparte com difusa˜o α constante. De fato, o tratamento
nume´rico e´ similar, com os devidos cuidados com α(x).
Lembrando a relac¸a˜o (7.7) entre os gradientes no elemento real e no elemento padra˜o, podemos
escrever:
〈α(x)∇ϕj‖∇ϕi〉e =
∫
e
α(x)∇ϕj · ∇ϕi dx
=
∫
e^
α
(
T (ξ)
) {
[J−1(ξ)]T ∇ϕˆj
}
·
{
[J−1(ξ)]T ∇ϕˆi
}
|J(ξ)| dξ,
(7.16)
expressa˜o esta muito similar a (7.8).
Calculando α
A u´nica diferenc¸a no ca´lculo de (7.8) e (7.16) reside na introduc¸a˜o de α(x), que deve ser levada
em conta com certo cuidado. Para que o mecanismo de expresso˜es templates funcione a contento, a
expressa˜o que calcula α a partir de x tambe´m deve estar no contexto das expresso˜es templates. Num
primeiro momento estaremos focados em func¸o˜es que relacionam algebricamente α e x; na sec¸a˜o 7.5
veremos como associar o ca´lculo de α a outras varia´veis do problema atrave´s de interpolac¸a˜o.
Osiris proveˆ algumas macros que facilitam a definic¸a˜o de func¸o˜es ja´ inseridas no contexto das
expresso˜es templates. Para exemplificar, consideremos o domı´nio Ω = [0, 1]× [0, 1], com a func¸a˜o α(x)
dada por (7.17). Seu gra´fico e curvas de densidade compo˜e a figura 7.1.
α(x) = 10−5
(
1 +
1
1 + 10 [(x− 1)2 + (y − 1)2]
)
. (7.17)
A listagem 7.2 exemplifica o uso das macros para a definic¸a˜o de uma func¸a˜o que recebe um vetor
de duas coordenadas e devolve um real.
As macros em questa˜o sa˜o:
  		
 	 

– linha 4 Esta macro define o comportamento da func¸a˜o quando recebe
um vetor. Note-se que passamos para a macro o nome da classe RoundCorner e a dimensa˜o do
vetor esperado (2).
  		
 	 	
– linha 12 Esta e´ a func¸a˜o que “ensina” o mecanismo de expresso˜es
templates a aplicar a operac¸a˜o em arrays e vetores.
  		
 	 
– linha 16 A u´ltima macro usada na definic¸a˜o de func¸o˜es e´ a que especializa
UnaryReturn. Para usa´-la basta passarmos como argumentos para a macro o nome da classe, a
dimensa˜o do vetor e o tipo que desejamos como retorno de nossa func¸a˜o ( 
  

 ).
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Figura 7.1: Gra´fico de (7.17).
Representac¸a˜o gra´fica da operac¸a˜o α
(
T (ξ)
)
Dada a semelhanc¸a entre (7.8) e (7.16), o diagrama a seguir mostra somente a representac¸a˜o gra´fica
de α(T (ξ)); os outros termos sa˜o ideˆnticos.
α
(
T (ξ)
)
= α
(
T
( [
〈 • 〉2 · · ·
...
] ))
= α
([
〈 • 〉2 · · ·
...
])
=
[
• · · ·
...
]
.
Naturalmente este operador tambe´m precisa produzir as combinac¸o˜es 〈∇ϕˆj‖∇ϕˆi〉e para i, j = 1, . . . , nb,
e, portanto, tambe´m passara´ pela operac¸a˜o de combinac¸a˜o combineDot().
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1
  RoundCorner {
2
fffi fl  :
3 // Esta macro descreve o comportamento da func¸~ao para um u´nico vetor.
4 VD2S_UNARY_FUNCTION_ATOM( RoundCorner, 2 )
5 {
6
  
  1e-5 *
7 ( 1.0 + 1.0 / ( 1.0 +
8 10.0 * norm( v - Vector< 2 >( 1.0, 1.0 ) ) ) );
9 }
10
11 // Esta macro ‘‘ensina’’ as express~oes templates a trabalhar com arrays.
12 VD2S_UNARY_FUNCTION_REGISTER( RoundCorner, 2 );
13 };
14
15 // Aqui especializamos UnaryReturn.
16 VD2S_UNARY_FUNCTION_IO( RoundCorner, 2,

 fffi );
Listagem 7.2: Implementac¸a˜o de (7.17).
Implementac¸a˜o
A implementac¸a˜o do operador de difusa˜o espacialmente varia´vel (listagem 7.3) segue exatamente o
mesmo padra˜o da implementac¸a˜o do operador com difusa˜o constante (listagem 7.1).
As diferenc¸as em relac¸a˜o a 7.1 resumem-se a:
• O dado C da classe (a partir da linha 34) agora na˜o e´ mais um nu´mero real, e sim um template
(coef_t) que fara´ as vezes da func¸a˜o α(x). Esta mudanc¸a tambe´m se reflete no constructor
(linhas 4 a 8).
• O operador pareˆntesis (linhas 10 a 19) tem agora o termo referente a α(T (ξ)).
7.3 Operadores do tipo σu
Outra se´rie de operadores muito importante na simulac¸a˜o de fenoˆmenos ecolo´gicos e ambientais e´
composta pelos operadores da forma (7.18), em que σ representa uma retirada de material do meio
(seja ele um agente poluente ou uma parcela de uma populac¸a˜o).
D(u) = σu. (7.18)
Por tra´s da escolha deste operador esta´ a hipo´tese de que este decaimento e´ proporcional a` quanti-
dade de mate´ria existente, ou em termos matema´ticos,
du
dt
= −k u.
Esta EDO tem como soluc¸a˜o u(t) = u0 e
−kt, o que denota uma queda exponencialmente proporcional
a` u. Em termos de dinaˆmica populacional, este decaimento e´ uma mortalidade verhulstiana [Sos03];
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1
    fi   <    basis_t,   mapping_t,   coef_t >
2
   SpatialDivGrad_op {
3
ff  fl  :
4
flfi fl   SpatialDivGrad_op(      basis_t& b,   fi mapping_t& m,     coef_t& c ) {
5 B = &         < basis_t& >( b );
6 M = &         < mapping_t& >( m );
7 C = &         < coef_t& >( c );
8 }
9
10
       < fl  D,   T,    E > flfifl          
11 UnaryReturn< Vector< D, T, E >, SpatialDivGrad_op< basis_t, mapping_t, coef_t > >::Type_t
12
       ()(   fi Vector< D, T, E >& a )      {
13
  
 


 
  
       UnaryReturn< Vector< D, T, E >,
14 SpatialDivGrad_op< basis_t, mapping_t, coef_t > >::Type_t Type_t;
15
16
 
  (*C)( M->directMap().eval( a ) ) *
17 combineDot( dot( transpose( M->inverseMap().j( a ) ),
18 B->grad( a ) ) ) * fabs( M->directMap().jD( a ) );
19 }
20
21
       < fl  D1, fl  D2,   T,    E,   EA > flfi fl    
     
22 MakeReturn< UnaryNode< SpatialDivGrad_op< basis_t, mapping_t, coef_t >,
23
  
      CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::Leaf_t >
24 >::Expression_t
25 eval(     Array< D2, Vector< D1, T, E >, EA >& a )   fi {
26
  
 


 
UnaryNode< SpatialDivGrad_op< basis_t, mapping_t, coef_t >,
27
 
      CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::Leaf_t > Tree_t;
28
29
 
  MakeReturn< Tree_t >::make(
30 Tree_t( CreateLeaf< Array< D2, Vector< D1, T, E >, EA > >::make( a ) ) );
31 }
32
33
  fl     :
34
  fl  basis_t* B;
35
  fl  mapping_t* M;
36
  fl  coef_t* C;
37 };
38
39 // N~ao esquec¸a de inicializar os membros esta´ticos B, M e C...
40
41
     UnaryReturn< Vector< D, T, E >, SpatialDivGrad_op< basis_t, mapping_t, coef_t > >
42 {
43
  
 


 
Tensor< basis_t::ndof, T, Symmetric > Type_t;
44 };
Listagem 7.3: Operador local de difusa˜o com α = α(x).
em termos de Ecotoxicologia Matema´tica corresponde ao decaimento t´ıpico do petro´leo durante as
primeiras horas de um derramamento [Can98].
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Nas sec¸o˜es anteriores mantivemos uma preocupac¸a˜o constante com a clareza na construc¸a˜o dos
operadores usados em Osiris, dentro do contexto de expresso˜es templates da Pooma. Os operadores
desta se´rie sa˜o bastante parecidos aos difusivos em relac¸a˜o a` implementac¸a˜o; assim, os detalhes que
forem omitidos sa˜o em tudo similares aos ja´ mencionados.
7.3.1 Decaimento constante
Tomando-se σ ∈ R∗+, e constante em (7.18), obtemos o operador de decaimento constante (7.19).
D(u) = σ u. (7.19)
Fazendo-se a formulac¸a˜o fraca para (7.18) (como por exemplo em [Can98]), chegamos a` forma bilinear
(7.20).
a(u, v) =
∫


σ u v dx, (7.20)
novamente com v uma func¸a˜o teste apropriada. Este operador difere do operador difusivo por na˜o
conter derivadas.
A forma discreta de (7.20) e´ (7.21). Note-se que σ, sendo constante, ja´ foi isolado.
ah(uh, vh) = σ
∑
j
cj
∫

h
ϕjϕi dx = σ
∑
j
cj 〈ϕj , ϕi〉
. (7.21)
Na forma local, elemento a elemento, temos (7.22):
〈ϕj , ϕi〉e =
∫
e
ϕjϕi dx =
∫
e^
ϕˆjϕˆi |J(ξ)| dξ. (7.22)
Representac¸a˜o gra´fica
A representac¸a˜o gra´fica da implementac¸a˜o de (7.22) e´ bastante simples e pode ser conferida em
(7.23). Vale lembrar que estamos focados no caso triangular bidimensional, com base de Lagrange de
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primeira ordem, embora Osiris trate tambe´m de outras dimenso˜es, geometrias e aproximac¸o˜es.∫
e^
ϕˆjϕˆi |J(ξ)| dξ = sum
(
combineDot
( 〈 2
64
• · · ·
.
.
.
3
75
〉
3︸ ︷︷ ︸
ϕ^1,ϕ^2,ϕ^3
)
︸ ︷︷ ︸
ϕ^j ϕ^i, i,j=1,2,3
×
∣∣∣∣∣ J
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64
〈 • 〉
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.
.
.
3
75
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×
2
64
• · · ·
.
.
.
3
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75
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• · · ·
.
.
.
3
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)
= J • K3
(7.23)
Implementac¸a˜o
A implementac¸a˜o e´ completamente similar a` apresentada em 7.1. Assim, a listagem 7.4 traz somente
a implementac¸a˜o do operador  

  
 


(), que e´ a porc¸a˜o de co´digo que mais muda de operador a
operador.
1
   fi    < fl   D,   T,    E > flfi fl     
      
2 UnaryReturn< Vector< D, T, E >, CteIdentity_op< basis_t, mapping_t > >::Type_t
3
       ()(      Vector< D, T, E >& a )     {
4
 
 


 
  
      UnaryReturn< Vector< D, T, E >,
5 CteIdentity_op< basis_t, mapping_t > >::Type_t Type_t;
6
7
 
  C * combineDot( B->eval( a ) ) * fabs( M->directMap().jD( a ) );
8 }
Listagem 7.4: Operador local de decaimento, com σ constante.
Podemos notar que a implementac¸a˜o e´ bastante direta face aos outros operadores ja´ apresentados.
A u´ltima operac¸a˜o e´ a multiplicac¸a˜o por σ, que poderia ser feita diretamente pelo usua´rio, ja´ que a
Pooma suporta o produto entre 
 
 
 e Tensor. Preferimos deixar a multiplic¸a˜o tambe´m por conta
da classe.
7.3.2 Decaimento espacial
Em alguns casos, a hipo´tese de decaimento constante pode na˜o ser a melhor para a situac¸a˜o que esta´
sendo modelada. Um caso t´ıpico e´ o de modelos de dinaˆmica populacional espacial com dinaˆmica vital
[Sos03]. Nestes modelos de va´rias espe´cies a mortalidade da presa varia de acordo com a presenc¸a do
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predador. Neste caso podemos modelar o decaimento como uma func¸a˜o da quantidade de predadores
em cada ponto x do domı´nio. Outra situac¸a˜o de interesse consiste na interac¸a˜o presa/poluente [Sos03].
A mortalidade da presa varia de acordo com a presenc¸a de poluente, de forma bastante parecida com
a descrita acima para o caso de presas e predadores.
Isto posto, estamos interessados em implementar um operador em que σ : Ω→ R∗+, obtendo (7.24),
em tudo similar a (7.13).
D(u) = σ(x)u. (7.24)
A formulac¸a˜o variacional para (7.24) e´ ana´loga a` de (7.20), de onde obtemos (7.25).
a(u, v) =
∫


σ(x)u v dx. (7.25)
De forma discreta temos:
ah(uh, vh) =
∑
j
cj
∫

h
σ(x)ϕj ϕi dx =
∑
j
cj 〈σ(x)ϕj , ϕi〉
h . (7.26)
Dado o cara´ter local das operac¸o˜es, mais uma vez vamos explorar a implementac¸a˜o do operador
〈σ(x)ϕj , ϕi〉e. Como este operador na˜o envolve derivadas, sua expressa˜o em termos do elemento de
refereˆncia fica como em (7.27).
〈σ(x)ϕj , ϕi〉e =
∫
e
σ(x)ϕj ϕi dx
=
∫
e^
σ
(
T (ξ)
)
ϕˆj ϕˆi |J(ξ)| dξ.
(7.27)
Detalhes do operador
O operador D(u) = σ(x)u em sua forma fraca, discreta e local (7.27) na˜o traz novidades em termos
de implementac¸a˜o; o ca´lculo de σ(x) sera´ feito de forma totalmente ana´loga a`quela usada para α(x).
7.4 Operadores do tipo ∇ · (Vu)
Finalizando a se´rie de operadores diferenciais2 temos o operador de advecc¸a˜o (7.28)
D(u) = ∇ · (Vu), (7.28)
onde V : Rn → Rn e´ o campo vetorial responsa´vel pelo movimento da varia´vel u. Cabe aqui uma
observac¸a˜o bastante importante. O operador (7.28) pode ser escrito como
∇ · (Vu) = u∇ ·V + V · ∇u = V · ∇u.
pois para efeitos de implementac¸a˜o consideramos que o campo V tem divergente nulo, ou seja, ∇·V = 0.
Assim, o operador que foi efetivamente implementado e´ dado por (7.29).
D(u) = V · ∇u. (7.29)
2Naturalmente outros operadores podem ser implementados dentro do mesmo ambiente; devemos ressaltar que na˜o
e´ nossa intenc¸a˜o esgotar uma tabela de poss´ıveis operadores diferenciais, muitos de grande interesse pra´tico, mas sim
exemplificar a criac¸a˜o daqueles com os quais trabalhamos ha´ tempos.
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7.4.1 Advecc¸a˜o com velocidade constante
Neste caso temos V ∈ Rn constantce para todo x ∈ Ω, ou seja, temos a mesma velocidade em todo
o domı´nio.
Procedendo com a formulac¸a˜o variacional de (7.29) obtemos a forma bilinear (7.30).
a(u, v) =
∫


(V · ∇u) v dx. (7.30)
A forma discreta de (7.30) e´ (7.31):
ah(uh, vh) =
∑
j
cj
∫

h
(V · ∇ϕj)ϕi dx =
∑
j
cj〈V · ∇ϕj, ϕi〉
h . (7.31)
Elemento a elemento, temos:
〈V · ∇ϕj , ϕi〉e =
∫
e
V ·
{
[J−1(ξ)]T∇ϕˆj
}
ϕˆi |J(ξ)| dξ. (7.32)
Observamos que os termos presentes em (7.32) ja´ foram usados anteriormente e encontram-se na
sec¸a˜o 7.2.1. A implementac¸a˜o e´ direta e bastante similar a`s ja´ apresentadas, podendo ser conferida de
forma resumida na listagem 7.5, a exemplo do que foi feito na listagem 7.4.
1
   fi    < fl   D,   T,    E > flfi fl     
      
2 UnaryReturn< Vector< D, T, E >, CteAdvective_op< basis_t, mapping_t > >::Type_t
3
       ()(      Vector< D, T, E >& a )     {
4
 
 


 
  
      UnaryReturn< Vector< D, T, E >,
5 CteAdvective_op< basis_t, mapping_t > >::Type_t Type_t;
6
7
 
  outerProduct( dot( V,
8 dot( transpose( M->inverseMap().j( a ) ),
9 B->grad( a ) ) ), B->eval( a ) ) *
10 fabs( M->directMap().jD( a ) );
11 }
Listagem 7.5: Operador local de advecc¸a˜o, com V constante.
7.4.2 Advecc¸a˜o com variac¸a˜o espacial do campo de velocidade
O tratamento da variante do operador de advecc¸a˜o com variac¸a˜o espacial V : Ω ⊂ Rn → Rn e´ em
tudo similar aos ja´ apresentados para difusa˜o e decaimentos espaciais. A u´nica diferenc¸a reside no fato
de que a func¸a˜o que implementa α(x) ou σ(x) retorna um nu´mero real, enquanto que a que implementa
V(x) retorna um vetor de dimensa˜o igual a` de Ω. Sua implementac¸a˜o esta´ na listagem 7.6.
7.5 Operador de interpolac¸a˜o
Um dos operadores dispon´ıveis em Osiris, e que na˜o e´ do tipo diferencial, e´ o chamado operador
de interpolac¸a˜o. Atrave´s dele, podemos usar aproximac¸o˜es nume´ricas, obtidas a partir de um modelo,
em outro.
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1
   fi    < fl   D,   T,    E > flfi fl     
      
2 UnaryReturn< Vector< D, T, E >, SpatialAdvective_op< basis_t, mapping_t, coef_t > >::Type_t
3
       ()(      Vector< D, T, E >& a )     {
4
 
 


 
  
      UnaryReturn< Vector< D, T, E >,
5 SpatialAdvective_op< basis_t, mapping_t, coef_t > >::Type_t Type_t;
6
7
 
  outerProduct( dot( (*V)( M->directMap().eval( a ) ),
8 dot( transpose( M->inverseMap().j( a ) ),
9 B->grad( a ) ) ), B->eval( a ) ) *
10 fabs( M->directMap().jD( a ) );
11 }
Listagem 7.6: Operador local de advecc¸a˜o, com V espacialmente varia´vel.
O operador de interpolac¸a˜o e´ simples: dada uma soluc¸a˜o nume´rica uh definida para uma malha, em
outras palavras, um campo vetorial discreto, e um ponto x ∈ Ω na˜o necessariamente coincidente com
os ve´rtices da malha este operador avalia uh(x).
Devemos notar que grac¸as a` natureza local das bases de elementos finitos, esta interpolac¸a˜o tambe´m
pode ser feita elemento a elemento. Assim, sendo e um elemento da malha e x ∈ e temos que uh(x)
e´ dado por (7.33), onde ndof e´ o nu´mero de graus de liberdade no elemento e ck sa˜o os valores da
aproximac¸a˜o nestes graus de liberdade.
uh(x) =
ndof∑
k=1
ckϕˆk(x). (7.33)
Este operador esta´ definido em duas classes diferentes:
• Em FieldOrg_op procedemos com o que denominamos organizac¸a˜o da informac¸a˜o do campo.
Neste passo, dado um nu´mero de elemento na malha e um campo, e´ constru´ıdo um vetor com os
valores do campo nos graus de liberdade deste elemento. Na listagem 7.7 podemos ver o nu´cleo
desta operac¸a˜o que por ja´ estar no padra˜o do mecanismo de expresso˜es templates, sera˜o omitidos
detalhes na˜o essenciais. Notamos que e´ um loop simples que busca os ı´ndices do elemento de
idx, leˆ a posic¸a˜o correspondente no campo (Field) e armazena em Ret (usualmente um vetor do
Pooma).
• Em FieldInterp_op efetuamos a interpolac¸a˜o propriamente dita (listagem 7.8). A operac¸a˜o e´
simples, pois consiste de uma avaliac¸a˜o da base seguida de um produto com o vetor resultante da
operac¸a˜o anterior (FieldOrg_op).
Vale aqui um comenta´rio repetido: nas listagens 7.1 ate´ 7.8, temos passos de Osiris cuja originali-
dade maior reside na configurac¸a˜o algor´ıtmica que reduz de modo surpreendente o tempo de execuc¸a˜o,
somando a` vantagem de integrac¸a˜o elemento a elemento dos elementos finitos, aquela das expresso˜es
templates aqui definidas.
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1
flfi fl     
       UnaryReturn< uinteger_t, FieldOrg_op< Field_t > >::Type_t
2
       ()( uinteger_t idx )      {
3
  
 


 
  
      UnaryReturn< uinteger_t, FieldOrg_op< Field_t > >::Type_t Type_t;
4
5 Type_t Ret;
6
7
 
  ( uinteger_t ii = 0; ii < Type_t::d1; ii++ )
8 {
9 Ret( ii ) = Field->read(
10 Field->mesh().elements()( idx ).theReference( ii ) );
11 }
12
13
 
  Ret;
14 }
15
16
       <   field_t >
17
 fi  UnaryReturn< uinteger_t, FieldOrg_op< field_t > >
18 {
19
  
 


 
  
      field_t::Mesh_t::Element_t Temp_t;
20
21
  
 


 
Vector< Temp_t::ndof, real_t, Full > Type_t;
22 };
Listagem 7.7: Primeira parte do operador de interpolac¸a˜o.
1
       < fl  D,   T,    E > flfifl    
      
2 BinaryReturn< uinteger_t, Vector< D, T, E >,
3 FieldInterp_op< Field_t, Basis_t > >::Type_t
4
       ()( uinteger_t idx,     Vector< D, T, E >& v )     
5 {
6
  
 


 
  
     
7 BinaryReturn< uinteger_t, Vector< D, T, E >, FieldInterp_op< Field_t, Basis_t >
8 >::Type_t Type_t;
9
10
 
  dot( B->eval( v ), FieldOrg_op< Field_t >( *Field )( idx ) );
11 }
12
13
       <   field_t,   basis_t, fl   D,   T,    E >
14
 fi  BinaryReturn< uinteger_t, Vector< D, T, E >, FieldInterp_op< field_t, basis_t > >
15 {
16
  
 


 
real_t Type_t;
17 };
Listagem 7.8: Segunda parte do operador de interpolac¸a˜o.
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CAPI´TULO 8
Diversos exemplos e aplicac¸o˜es
Neste cap´ıtulo exploraremos diversas aplicac¸o˜es e exemplos dos operadores definidos no cap´ıtulo 6,
mostrando a robustez e a variedade de aplicac¸o˜es desta abordagem. Cada modelo sera´ seguido de
alguns cena´rios criados para ilustrar a flexibilidade dos configuradores ja´ apresentados. Cada cena´rio
muda um ou mais aspectos da aproximac¸a˜o nume´rica, como a geometria dos elementos utilizados, a
ordem de aproximac¸a˜o (base) ou ainda a dimensa˜o espacial.
Executamos todos os exemplos em treˆs ma´quinas, configuradas de acordo com a tabela 8.1.
Ma´quinas Sistema
Nome Processador Memo´ria Disco GNU/Linux Compilador
honey Athlon XP 1800+ 256M DDR 266 40Gb ATA100 Gentoo 2004.0 GCC 3.3.2
crucio Athlon XP 2600+ 512M DDR 333 40Gb ATA100 Gentoo 2004.1 GCC 3.3.3
gambrinus 2x Athlon MP 2000+ 1G DDR 333 80Gb ATA100 Gentoo 2004.0 GCC 3.3.2
Tabela 8.1: Ma´quinas usadas nas simulac¸o˜es.
8.1 A equac¸a˜o de Poisson
O primeiro modelo a ser implementado usando Osiris e´ o de Poisson, dado pelo sistema em (8.1).
Este e´ o modelo escolhido por ser simples, conhecido e por modelar diversos fenoˆmenos, como por
exemplo difusa˜o de calor em um meio ou a dispersa˜o espacial de uma populac¸a˜o [Sos03].
−α∆u = f, em Ω ⊂ Rn
u = g, em ∂Ω.
(8.1)
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Paraˆmetros n = 2
α = 10−4
f = f(x, y) = 2α[x(1 − x) + y(1− y)]
g = 0 em ∂Ω
Malha quadrada [0, 1]2 (figura 8.1)
516600 elementos triangulares
1996 elementos de fronteira
259299 ve´rtices
base de Lagrange, ordem 1 (3 no´s por elemento)
No´s para quadratura 1 ponto para o operador
3 pontos para o termo independente
Tabela 8.2: Cena´rio 1.
8.1.1 Cena´rio 1
Para testar os procedimentos, neste cena´rio 1, escolhemos f(x, y) de forma que a soluc¸a˜o seja
exatamente definida a priori por
u(x, y) = xy(1− x)(1− y).
Observamos que, com esta escolha, u = 0 em ∂Ω, como exigido, com g ≡ 0.
O sistema linear resultante da discretizac¸a˜o de 8.1 foi resolvido usando-se uma biblioteca especia-
lizada em me´todos de Krylov para grandes sistemas chamada PETSc1 , versa˜o 2.2.0. PETSc (Portable,
Extensible Toolkit for Scientific Computation) e´ fortemente orientada ao paralelismo, embora a ten-
hamos usado de forma serial. Escolhemos o erro relativo entre iterac¸o˜es com precisa˜o de 10−5 como
crite´rio de parada.
Para problemas sime´tricos como os de Poisson usamos o me´todo dos Gradientes Conjugados,
com pre´-condicionamento de Jacobi. Para problemas gerais sem simetria, utilizamos Gradientes Bi-
Conjugados, tambe´m com pre´-condicionamento de Jacobi.
Vamos verificar passo a passo neste primeiro exemplo, todas as configurac¸o˜es que compo˜em a simu-
lac¸a˜o. As listagens deste exemplo podem ser apreciadas no apeˆndice C.
Configurando o elemento
Na listagem 8.1 e´ feita a configurac¸a˜o do elemento utilizado na simulac¸a˜o. Notemos que foram feitas
de fato treˆs declarac¸o˜es. Na primeira declaramos a classe geradora do elemento (FeGenerator_t), na
segunda declaramos o pro´prio elemento (Element_t) e finalmente recuperamos, a partir do pro´prio
elemento, a dimensa˜o espacial do problema.
1http://www.mcs.anl.gov/petsc
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Z
Y
X
4 3
21
(0,1) (1,1)
(1,0)(0,0)
Figura 8.1: Geometria para os Cena´rios 1, 2 e 3.
// Declarando a classe que exporta o elemento.
  
 


 
FE_GENERATOR<
FE_Family< lagrange< 1 > >, // Lagrange de primeira ordem.
FE_Geometry< triangle > // Geometria: tria^ngulo.
> FeGenerator_t;
// Declarando o elemento.
  
 


 
FeGenerator_t::RET Element_t;
// A partir do elemento recuperamos a dimens~ao do problema.
     fl  D = Element_t::spatialDimensions;
Listagem 8.1: Declarac¸a˜o do elemento usado no Cena´rio 1.
Malha e campo
As pro´ximas definic¸o˜es a serem tratadas sa˜o a malha e o campo. Deve-se lembrar que, na nomen-
clatura do Osiris, um campo ou field consiste de uma geometria — usualmente a malha — e de valores
associados a esta geometria. Na listagem 8.2 podemos ver que ambas as definic¸o˜es sa˜o simples, na˜o
envolvendo configurac¸o˜es automa´ticas.
// A malha (geometria)
  
 


 
UnstructuredMesh< D, Element_t > Mesh_t;
// O campo.
  
 


 
OsirisField< Mesh_t, Array< 1 > > Field_t;
Listagem 8.2: Malha e campo para o Cena´rio 1.
A malha e´ um objeto do tipo UnstructuredMesh com dois paraˆmetros templates: um correspondente
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a` dimensa˜o da malha e outro ao elemento que a compo˜e. Esta definic¸a˜o de malha e´ baseada na da
Pooma [PT98], e foi criada por razo˜es de compatibilidade com verso˜es anteriores da biblioteca.
A declarac¸a˜o do campo tambe´m e´ simples, consistindo novamente de dois paraˆmetros templates. O
primeiro e´ a geometria (malha) e o segundo e´ a estrutura que armazenara´ valores sobre a malha, no
caso um array unidimensional simples.
Base e transformac¸a˜o padra˜o ↔ real (refereˆncia)
Com o elemento e a malha prontos (listagens 8.1 e 8.2), podemos configurar a base e a transformac¸a˜o
padra˜o ↔ real. A listagem 8.3 mostra as duas configurac¸o˜es.
// A base de elementos finitos.
  
 


 
BASIS_GENERATOR<
BASIS_Fe< Element_t >, // O elemento onde sera´ construı´da a base.
BASIS_Type< grad_basis > // O tipo de base.
>::RET Basis_t;
// A transformac¸~ao padr~ao ↔ real.
  
 


 
L2G_MAP_GENERATOR<
L2G_FeGenerator< FeGenerator_t >, // O gerador do elemento.
L2G_Geometry< Mesh_t >, // A malha subjacente.
L2G_MapKind< both_map > // O tipo de transformac¸~ao.
>::RET Mapping_t;
Listagem 8.3: Declarac¸a˜o da base e da transformac¸a˜o padra˜o ↔ real para o Cena´rio 1.
E´ interessante notarmos que apenas com o tipo do elemento e o tipo de base obtemos um objeto que
define a base de Lagrange de primeira ordem para o triaˆngulo 8.2 (func¸o˜es e gradientes). Da mesma
forma, com alguma informac¸a˜o, obtemos um objeto plenamente funcional com as transformac¸o˜es direta
e inversa como definidas na sec¸a˜o A.1.
ϕˆ1(x, y) = 1− x− y
ϕˆ2(x, y) = x
ϕˆ3(x, y) = y
∇ϕˆ1(x, y) = [−1,−1]
∇ϕˆ2(x, y) = [1, 0]
∇ϕˆ3(x, y) = [0, 1]
(8.2)
Outro ponto a que devemos chamar atenc¸a˜o e´ o uso de FeConfigurator_t na configurac¸a˜o da
transformac¸a˜o padra˜o ↔ real. Este fato ilustra a cooperac¸a˜o entre configuradores menores em detri-
mento de um u´nico configurador monol´ıtico, como exposto em [CE99] e [CE00]. Em outras palavras,
as informac¸o˜es de configurac¸a˜o, ou “DNA”, como apelidado na sec¸a˜o 5.3.3, do elemento sa˜o usadas na
criac¸a˜o do “DNA” da transformac¸a˜o padra˜o ↔ real.
O operador diferencial
A configurac¸a˜o do operador diferencial que corresponde ao da equac¸a˜o 8.1 pode ser conferida na
listagem 8.4. Notemos que a especificac¸a˜o mais uma vez e´ feita em alto n´ıvel. Por exemplo, quando
declaramos LOCOP_Model< divgrad< D > > estamos nos referindo a operadores do tipo ∇ · (α∇), que
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sera˜o particularizados por LOCOP_SubModel< cte_parameter > dentro da hipo´tese de α constante.
Tambe´m sa˜o especificados o campo sobre o qual o operador atuara´ e o integrador nume´rico.
// Operador laplaciano.
  
 


 
LOCOP_GENERATOR<
LOCOP_Class< galerkin >, // Me´todo de Galerkin.
LOCOP_Model< divgrad< D > >, // Operador tipo ∇ · (α∇).
LOCOP_SubModel< cte_parameter >, // α = cte.
LOCOP_Field< Field_t >, // O campo.
LOCOP_Integrator< Integrator_t > // O integrador nume´rico.
>::RET CLaplacian_t;
Listagem 8.4: Declarac¸a˜o do operador laplaciano para o Cena´rio 1.
Condic¸a˜o de contorno
A condic¸a˜o de contorno escolhida (Dirichlet nula em todo ∂Ω) tem sua construc¸a˜o exemplificada na
listagem 8.5. A declarac¸a˜o e´ bastante simples, pois devemos especificar somente o tipo e o campo onde
a condic¸a˜o sera´ aplicada.
// Dirichlet nulo.
  
 


 
BC_GENERATOR<
BC_Type< null_dirichlet< D > >,
BC_Field< Field_t > >::RET DirichletBC_t;
Listagem 8.5: Condic¸a˜o de contorno de Dirichlet nula para o Cena´rio 1.
O lado direito
O lado direito do problema 8.1
f(x, y) = 2α[x(1 − x) + y(1− x)],
esta´ implementado na listagem do apeˆndice C.3, usando o mesmo modelo apresentado na sec¸a˜o 7.2.2
atrave´s do mecanismo de expresso˜es templates.
Resultados
A soluc¸a˜o aproximada para o Cena´rio 1 pode ser apreciada na figura 8.2, tanto na forma de curvas
de contorno como na forma de gra´fico de densidade.
A diferenc¸a entre a soluc¸a˜o esperada u(x, y) avaliada nos pontos da malha e a aproximada uh(x, y)
e´ ‖u(x, y) − uh(x, y)‖ = 5.88 × 10
−5.
A tabela 8.3 resume os tempos de execuc¸a˜o para o Cena´rio 1.
Como podemos notar, a avaliac¸a˜o dos operadores gastou o menor tempo entre todas as operac¸o˜es
do programa.
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Tarefa Tempo
Leitura e processamento da malha 28.15s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 4.64s
Resoluc¸a˜o de sistemas lineares 3m22s
Exportac¸a˜o para visualizac¸a˜o 10.62s
Total 4m5s
Tabela 8.3: Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina honey).
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Figura 8.2: Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada dos Cena´rios 1, 2 e 3.
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Por outro lado, a resoluc¸a˜o do sistema linear com o PETSc deixou a desejar, talvez por ser um
software paralelo sendo usado de modo serial ou por uma ma´ escolha do me´todo de pre´-condicionamento
(pre´-condionador de Jacobi). Maiores investigac¸o˜es sa˜o necessa´rias para podermos determinar a real
causa de tanto tempo para a resoluc¸a˜o dos sistemas lineares.
8.1.2 Cena´rio 2
A tabela 8.4 resume os dados de simulac¸a˜o para o Cena´rio 2.
Paraˆmetros n = 2
α = 10−4
f = f(x, y) = 2α[x(1 − x) + y(1− x)]
g = 0 em ∂Ω
Malha quadrada [0, 1]2 (figura 8.1)
516600 elementos triangulares
1996 elementos de fronteira
1035197 ve´rtices
base de Lagrange, ordem 2 (6 no´s por elemento)
No´s para quadratura 2 pontos para o operador
3 pontos para o termo independente
Tabela 8.4: Cena´rio 2.
Configurando o elemento
A alterac¸a˜o introduzida no Cena´rio 2 consiste no aumento da ordem da base, passando de linear
para quadra´tica.
// Declarando a classe que exporta o elemento.
  
 


 
FE_GENERATOR<
FE_Family< lagrange< 2 > >, // Lagrange de segunda ordem.
FE_Geometry< triangle > // Geometria: tria^ngulos.
> FeGenerator_t;
Listagem 8.6: Declarac¸a˜o do elemento usado no Cena´rio 2.
A u´nica mudanc¸a no co´digo e´ na configurac¸a˜o do elemento (listagem 8.6). O resto do programa per-
manece exatamente como antes. A simples troca de lagrange< 1 > por lagrange< 2 > reconfigurou
completamente operadores, transformac¸o˜es, base, malha e campo, sem intervenc¸a˜o do usua´rio.
Resultados
Felizmente, e como era de se esperar, a soluc¸a˜o aproximada concorda graficamente com aquela do
Cena´rio 1, e portanto na˜o vamos reproduzir a figura.
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A diferenc¸a entre a soluc¸a˜o esperada u(x, y) avaliada nos pontos da malha e a aproximada uh(x, y)
e´ ‖u(x, y) − uh(x, y)‖ = 3.38 × 10
−5.
A tabela 8.5 resume os tempos de execuc¸a˜o para o Cena´rio 2. Na˜o conseguimos detectar as causas
do pe´ssimo desempenho do PETSc na soluc¸a˜o deste sistema.
Tarefa Tempo
Leitura e processamento da malha 28.68s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 12.7s
Resoluc¸a˜o de sistemas lineares 60m22s
Exportac¸a˜o para visualizac¸a˜o 27.85s
Total 61m34s
Tabela 8.5: Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina gambrinus).
E´ interessante observarmos que o tempo de avaliac¸a˜o dos operadores foi aproximadamente treˆs vezes
maior que no Cena´rio 1. E´ natural esperarmos essa diferenc¸a se levarmos em conta que o nu´mero de
func¸o˜es de base dobrou, bem como sua complexidade, resultando em um nu´mero maior de operac¸o˜es
de ponto flutuante. De acordo com o exposto em cap´ıtulo anteriores, observamos que as operac¸o˜es do
Cena´rio 1 sa˜o feitas entre tensores com 6 componentes (3 × 3, pore´m sime´trico). No Cena´rio 2 temos
tensores com 21 componentes (6 × 6, tambe´m sime´tricos), numa relac¸a˜o de 3.5 = 21 : 6, bastante
pro´xima da relac¸a˜o de tempos entre os dois cena´rios2 .
8.1.3 Cena´rio 3
A tabela 8.6 resume os dados de simulac¸a˜o para o Cena´rio 3.
Paraˆmetros n = 2
α = 10−4
f = f(x, y) = 2α[x(1 − x) + y(1− x)]
g = 0 em ∂Ω
Malha quadrada [0, 1]2 (figura 8.1)
488601 elementos quadrados
2796 elementos de fronteira
490000 ve´rtices
base de Lagrange, ordem 2 incompleta (4 no´s por elemento)
No´s para quadratura 3 pontos para o operador
4 pontos para o termo independente
Tabela 8.6: Cena´rio 3.
2De fato, a ma´quina gambrinus e´ pouca coisa mais ra´pida que honey
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Configurando o elemento
O Cena´rio 3 e´ novamente uma variac¸a˜o dos Cena´rios 1 e 2. A u´nica mudanc¸a consiste na troca da
geometria do elemento, passando de triaˆngulos para quadrila´teros. Desta forma, a u´nica mudanc¸a no
co´digo e´ na configurac¸a˜o do elemento (listagem 8.7)
// Declarando a classe que exporta o elemento.
  
 


 
FE_GENERATOR<
FE_Family< lagrange< 1 > >, // Lagrange de segunda ordem incompleta.
FE_Geometry< rectangle > // Geometria: quadrila´teros.
> FeGenerator_t;
Listagem 8.7: Declarac¸a˜o do elemento usado no Cena´rio 3.
Mais uma vez o restante da listagem permanece igual.
A soluc¸a˜o aproximada pode ser vista na figura 8.2. Novamente, e de acordo com a expectativa, ela
coincide visualmente com aquela do Cena´rio 1, e portanto na˜o vamos reproduzi-la aqui.
A diferenc¸a entre a soluc¸a˜o esperada u(x, y) avaliada nos pontos da malha e a aproximada uh(x, y)
e´ ‖u(x, y) − uh(x, y)‖ = 5.38 × 10
−5.
A tabela 8.7 resume os tempos de execuc¸a˜o para o Cena´rio 3.
Tarefa Tempo
Leitura e processamento da malha 33.62s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 5.97s
Resoluc¸a˜o de sistemas lineares 1m47s
Exportac¸a˜o para visualizac¸a˜o 14.44s
Total 2m42s
Tabela 8.7: Tempos de execuc¸a˜o para o Cena´rio 3 (ma´quina honey).
Observamos que o tempo de avaliac¸a˜o dos operadores foi aproximadamente 1.3 vezes maior que
no Cena´rio 1. Como ja´ mencionamos, as operac¸o˜es do Cena´rio 1 sa˜o feitas entre tensores com 6
componentes, enquanto no Cena´rio 3 temos tensores com 10 componentes (4 × 4, sime´tricos), numa
relac¸a˜o de 1.67 = 10 : 6, novamente pro´xima da relac¸a˜o de tempos entre os dois cena´rios.
8.1.4 Cena´rio 4
Configurando o elemento
O Cena´rio 4 traz como novidade a passagem de problemas bidimensionais para problemas tridimen-
sionais, sempre ressaltando as mudanc¸as mı´nimas no co´digo fonte.
De fato, a mudanc¸a ocorre mais uma vez no elemento, simplesmente atrave´s da troca de geometria,
como podemos verificar na listagem 8.8.
Mais uma vez o restante da listagem permanece igual.
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Paraˆmetros n = 3
α = 10−4
f = f(x, y, z) = 2α[yz(1 − y)(1− z) + xz(1− x)(1− z) + xy(1− x)(1− y)]
g = 0 em ∂Ω
Malha cu´bica [0, 1]3 (figura 8.3)
556522 elementos tetrae´dricos
19776 elementos de fronteira
92193 ve´rtices
base de Lagrange, ordem 1 (4 no´s por elemento)
No´s para quadratura 2 pontos para o operador
4 pontos para o termo independente
Tabela 8.8: Cena´rio 4.
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(0,0,0)
(1,0,0)
(0,1,0)
(0,0,1)
(1,1,1)
(1,0,1)
(0,1,1)
(1,1,0)
Figura 8.3: Geometria para o Cena´rio 4.
Resultados
Os resultados aproximados para o Cena´rio 4 constam da figura 8.4. A primeira parte da figura e´
um corte nas superf´ıcies de n´ıvel da soluc¸a˜o, enquanto que a segunda corresponde a treˆs cortes planos
perpendiculares a [0, 0, 1]T respectivamente nas alturas z = 0.25, z = 0.5 e z = 0.75.
A diferenc¸a entre a soluc¸a˜o esperada u(x, y, z) = xyz(1 − x)(1 − y)(1 − z) avaliada nos pontos da
malha e a aproximada uh(x, y, z) e´ ‖u(x, y, z) − uh(x, y, z)‖ = 1.43× 10
−3.
A tabela 8.9 resume os tempos de execuc¸a˜o para o Cena´rio 4.
Note que o tempo de avaliac¸a˜o dos operadores e´ similar ao observado no Cena´rio 2. Apesar dos
tamanhos diferentes – 6 func¸o˜es no Cena´rio 2 e 4 no Cena´rio 4 – e da maior simplicidade da base
no tetraedro, as operac¸o˜es sa˜o feitas com mais pontos de integrac¸a˜o, levando a uma compensac¸a˜o de
tempo.
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// Declarando a classe que exporta o elemento.
  
 


 
FE_GENERATOR<
FE_Family< lagrange< 1 > >, // Lagrange de primeira ordem.
FE_Geometry< tetra > // Geometria: tetraedros.
> FeGenerator_t;
// Declarando o elemento.
  
 


 
FeGenerator_t::RET Element_t;
// A partir do elemento recuperamos a dimens~ao do problema.
     fl  D = Element_t::spatialDimensions;
Listagem 8.8: Declarac¸a˜o do elemento usado no Cena´rio 4.
Tarefa Tempo
Leitura e processamento da malha 30.64s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 14.3s
Resoluc¸a˜o de sistemas lineares 13.4s
Exportac¸a˜o para visualizac¸a˜o 5.21s
Total 1m5s
Tabela 8.9: Tempos de execuc¸a˜o para o Cena´rio 4 (ma´quina honey).
Apresentamos na tabela 8.10 um resumo dos Cena´rios de 1 a 4. Dela constam as dimenso˜es dos
problemas (nu´mero de elementos e de no´s), tempo de construc¸a˜o das matrizes, que e´ onde o Osiris de
fato mostra suas capacidades e tempo total de execuc¸a˜o. Ressaltamos mais uma vez que o gargalo e´ a
resoluc¸a˜o de sistemas usando o PETSc.
# Elementos # No´s ∆t Ops ∆t Total
Cena´rio 1 516600 259299 4.64s 4m58s
Cena´rio 2 516600 1035197 12.7s 61m34s
Cena´rio 3 488601 490000 5.97s 2m42s
Cena´rio 4 556522 92193 13.3s 1m5s
Tabela 8.10: Resumo dos Cena´rios de 1 a 4.
Notemos que os tempos de montagem dos operadores devem depender basicamente do nu´mero
de elementos e da complexidade da base. Como escolhemos problemas com uma discretizac¸a˜o bas-
tante similar neste quesito, os tempos de construc¸a˜o dos operadores devem recair na complexidade da
avaliac¸a˜o da base e no seu tamanho, exatamente como comentamos na comparac¸a˜o entre os Cena´rios
1, 2 e 3. O caso do Cena´rio 4 e´ um pouco mais complexo, pois ha´ tambe´m um aumento no nu´mero de
pontos de integrac¸a˜o grac¸as a dimensa˜o extra.
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Figura 8.4: Corte nas superf´ıcies de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 4.
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8.2 Difusa˜o espacial
Uma evoluc¸a˜o natural da equac¸a˜o de Poisson (sec¸a˜o 8.1) e´ a considerac¸a˜o de termos de difusa˜o
espacialmente varia´veis [dAP02], na forma (8.3).
α : Ω ⊂ Rn −→ R. (8.3)
Desta forma o modelo ba´sico de Poisson (8.1) evolui para (8.4).
∇ · (−α(x)u) = f, em Ω ⊂ Rn
u = g, em ∂Ω.
(8.4)
8.2.1 Cena´rio 1
Paraˆmetros n = 2
α = α(x) =
{
2× 10−5 se x ∈ Q1
10−4 c.c.
f = f(x, y) = 2α[x(1 − x) + y(1− x)]
g = 0 em ∂Ω
Malha quadrada [0, 1]2 (figura 8.1)
516600 elementos triangulares
1996 elementos de fronteira
259299 ve´rtices
base de Lagrange, ordem 1 (3 no´s por elemento)
No´s para quadratura 2 pontos para o operador
3 pontos para o termo independente
Tabela 8.11: Cena´rio 1.
Seja Q1 o quadrila´tero de coordenadas (0.5, 0.5), (1.0, 0.5), (1.0, 1.0) e (0.5, 1.0).
Do ponto de vista puramente geome´trico, o Cena´rio 1 da tabela 8.11 e´ bastante similar ao da tabela
8.2 (sec¸a˜o 8.1). Ja´ pelo lado dos operadores, notamos que agora o coeficiente de difusa˜o α e´ dependente
de x (coordenada espacial).
A implementac¸a˜o do coeficiente em si segue as linhas gerais daquela apresentada em 7.2.2. As
configurac¸o˜es do elemento, da malha, do campo, da condic¸a˜o de contorno e do lado direito permanecem
as mesmas; a u´nica mudanc¸a sens´ıvel e´ na construc¸a˜o do operador diferencial.
O operador diferencial
A listagem 8.9 mostra a declarac¸a˜o para esta nova versa˜o do operador. Notemos que a u´nica mu-
danc¸a e´ a troca de LOCOP_SubModel< cte_parameter > para LOCOP_SubModel< spatial_parameter >.
Obviamente a chamada de avaliac¸a˜o do operador elemento a elemento neste caso deve incluir3 o
3Uma poss´ıvel melhoria futura seria a inclusa˜o desta operac¸a˜o como um paraˆmetro template, como e´ feito no pro´ximo
cena´rio no caso da condic¸a˜o de contorno de Dirichlet, listagem 8.11.
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// Operador Laplaciano.
  
 


 
LOCOP_GENERATOR<
LOCOP_Class< galerkin >, // Me´todo de Galerkin.
LOCOP_Model< divgrad< D > >, // Operador tipo ∇ · (α∇).
LOCOP_SubModel< spatial_parameter >, // α = cte.
LOCOP_Field< Field_t >, // O campo.
LOCOP_Integrator< Integrator_t > // O integrador nume´rico.
>::RET CLaplacian_t;
Listagem 8.9: Declarac¸a˜o do operador difusa˜o para o Cena´rio 1.
operador que calcula α, como na listagem 8.10.
// Func¸~ao de difus~ao (‘‘corner’’ = canto).
  Corner {
fffi fl  :
fl fi fl  Corner() {}
fl fi fl  ~Corner() {}
// Comportamento da func¸~ao em um u´nico elemento do vetor.
   fi  <    T,   E > fl fi fl   
     
UnaryReturn< Vector< 2, T, E >, Corner >::Type_t
        ()(     Vector< 2, T, E >& v )      {
fl
 
( ( fabs( v( 0 ) - 0.75 ) <= 0.25 ) && ( fabs( v( 1 ) - 0.75 ) <= 0.25 ) ) {
  
  2e-5;
}
  
  1e-4;
}
   fi  < fl  D1,   E1,   T2,    E2 > fl  fl   
     
MakeReturn< UnaryNode< Corner,
 
      CreateLeaf< Array< D1, Vector< D, T2, E2 >, E1 > >::Leaf_t > >::Expression_t
        ()(     Array< D1, Vector< D, T2, E2 >, E1 >& l )     
{
   


 
UnaryNode< Corner,
  
       CreateLeaf< Array< D1, Vector< D, T2, E2 >, E1 > >::Leaf_t > Tree_t;
  
  MakeReturn< Tree_t >::make(
Tree_t( CreateLeaf< Array< D1, Vector< D, T2, E2 >, E1 > >::make( l ) ) );
}
};
// Finalmente, associamos entrada e saı´da.
       <   T,    E >  fi  UnaryReturn< Vector< 2, T, E >, Corner > {
 
 


  
 ff  Type_t;
};
Listagem 8.10: Func¸a˜o α(x) para o Cena´rio 1.
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Resultados
A soluc¸a˜o aproximada para o Cena´rio 1 pode ser apreciada na figura 8.5, tanto na forma de curvas
de contorno como na forma de gra´fico de densidade.
A tabela 8.12 resume os tempos de execuc¸a˜o para o Cena´rio 1.
Tarefa Tempo
Leitura e processamento da malha 26.72s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 4.91s
Resoluc¸a˜o de sistemas lineares 4m38s
Exportac¸a˜o para visualizac¸a˜o 10.86s
Total 5m21s
Tabela 8.12: Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina honey).
Podemos verificar que a diferenc¸a entre a avaliac¸a˜o do operador com difusa˜o constante (tabela 8.3)
ou varia´vel mudou pouco o tempo de execuc¸a˜o.
Outro ponto a ser notado e´ a coereˆncia da soluc¸a˜o obtida com o tipo de coeficiente de difusa˜o
imposto. No quadrante Q1 temos uma difusa˜o menor do que no resto do domı´nio, resultando na clara
distorc¸a˜o observada na figura 8.5.
8.2.2 Cena´rio 2
Paraˆmetros n = 2
α = α(x) =
{
2× 10−5 se x ∈ Q1
10−4 c.c.
f = f(x, y) = 2α[x(1 − x) + y(1− x)]
g =
{
1
2y(1− y) em ∂Ω1
0 em ∂Ω2
Malha quadrada [0, 1]2 (figura 8.1)
488601 elementos quadrados
2796 elementos de fronteira
490000 ve´rtices
base de Lagrange, ordem 2 incompleta (4 no´s por elemento)
No´s de quadratura 2 pontos para o operador
3 pontos para o termo independente
Tabela 8.13: Cena´rio 2.
Q1 e´ o mesmo quadrila´tero do Cena´rio 1, ∂Ω1 corresponde a`s fronteiras x = 0 e x = 1 e ∂Ω2
corresponde a`s fronteiras y = 0 e y = 1.
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Figura 8.5: Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 1 com α espacialmente varia´vel.
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Condic¸a˜o de contorno
A condic¸a˜o de contorno escolhida (Dirichlet espacialmente varia´vel) tem sua construc¸a˜o exempli-
ficada na listagem 8.11. A declarac¸a˜o e´ similar a` de Dirichlet nulo 8.5, com a inclusa˜o do paraˆmetro
BC_DirichletEvaluator< DoubleArch >. DoubleArch e´ a classe que implementa a avaliac¸a˜o da
condic¸a˜o de contorno. Esta avaliac¸a˜o sera´ chamada no momento conveniente dentro do mecanismo
de expresso˜es templates que calcula a condic¸a˜o de contorno.
// Dirichlet espacialmente varia´vel.
  
 


 
BC_GENERATOR<
BC_DirichletEvaluator< DoubleArch >, // DoubleArch implementa a express~ao 1
2
y(1− y).
BC_Type< spatial_dirichlet< D > >,
BC_Field< Field_t > >::RET SpDirichletBC_t;
Listagem 8.11: Condic¸a˜o de contorno de Dirichlet varia´vel no espac¸o para o Cena´rio 2.
Resultados
A soluc¸a˜o aproximada para o Cena´rio 2 pode ser apreciada na figura 8.6, tanto na forma de curvas
de contorno como na forma de gra´fico de densidade.
A tabela 8.14 resume os tempos de execuc¸a˜o para o Cena´rio 2.
Tarefa Tempo
Leitura e processamento da malha 34.5s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 5.23s
Resoluc¸a˜o de sistemas lineares 3m18s
Exportac¸a˜o para visualizac¸a˜o 16.83s
Total 4m15s
Tabela 8.14: Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina honey).
Podemos notar o pequeno acre´scimo no tempo de ca´lculo dos operadores devido a` introduc¸a˜o da
condic¸a˜o de Dirichlet espacialmente varia´vel (como era esperado) e tambe´m pelo fato de que a base de
ordem 2, incompleta para elementos quadrados, possui mais graus de liberdade do que a triangular.
Apresentamos tambe´m a figura 8.7, que mostra uma representac¸a˜o tridimensional da soluc¸a˜o. Desta
forma podemos observar que o contorno foi corretamente recuperado, resultando na para´bola desejada
p(x) = 12y(1− y).
8.2.3 Cena´rio 3
Para encerrar esta sec¸a˜o, apresentamos um u´ltimo exemplo com difusa˜o espacialmente varia´vel em
treˆs dimenso˜es.
A configurac¸a˜o dos componentes do problema (elemento, malha, base) e´ muito similar a`quela apre-
sentada no Cena´rio 4 da sec¸a˜o 8.1. E´ interessante notarmos que ate´ a definic¸a˜o do operador diferencial,
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Paraˆmetros n = 3
α = α(x) =
{
2× 10−5 se z < 0.5
10−4 c.c.
f = f(x, y, z) = 2α[yz(1 − y)(1 − z) + xz(1 − x)(1 − z) + xy(1− x)(1− y)]
g = 0 em ∂Ω
Malha cu´bica [0, 1]3 (figura 8.3)
556522 elementos tetrae´dricos
19776 elementos de fronteira
92193 ve´rtices
base de Lagrange, ordem 1 (4 no´s por elemento)
No´s de quadratura 2 pontos para o operador
4 pontos para o termo independente
Tabela 8.15: Cena´rio 3.
agora com α espacialmente varia´vel, e´ ideˆntica a`quela feita no Cena´rio 1 desta sec¸a˜o.
A func¸a˜o que calcula α sera´ omitida por ser muito similar a` apresentada na listagem 8.10.
Resultados
A soluc¸a˜o aproximada para o Cena´rio 3 pode ser apreciada na figura 8.8 na forma de superf´ıcies de
n´ıvel.
A tabela 8.16 resume os tempos de execuc¸a˜o para o Cena´rio 3.
Tarefa Tempo
Leitura e processamento da malha 30.64s
Avaliac¸a˜o dos operadores e construc¸a˜o de matrizes e vetores 14.3s
Resoluc¸a˜o de sistemas lineares 13m4s
Exportac¸a˜o para visualizac¸a˜o 10.3s
Total 1m5s
Tabela 8.16: Tempos de execuc¸a˜o para o Cena´rio 3 (ma´quina honey).
O resumo dos Cena´rios de 1 a 3 esta´ na tabela 8.17.
# Elementos # No´s ∆t Ops ∆t Total
Cena´rio 1 516600 259299 4.91s 5m21s
Cena´rio 2 488601 490000 5.23s 4m15s
Cena´rio 3 556522 92193 13.4s 1m5s
Tabela 8.17: Resumo dos Cena´rios de 1 a 3.
E´ interessante observarmos novamente a influeˆncia do PETSc no tempo de execuc¸a˜o. O tempo
de aproximadamente 81 minutos para a avaliac¸a˜o dos operadores parece invalidar tudo o que foi dito
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ate´ agora sobre a eficieˆncia da implementac¸a˜o com expresso˜es templates. Pore´m, uma nova rodada
da simulac¸a˜o, mas desta vez apenas avaliando os operadores, sem introduzi-los na estrutura de matriz
esparsa do PETSc, obtemos um tempo de apenas 4.62s! Ou seja, praticamente todo o tempo de
avaliac¸a˜o dos operadores e´ gasto alimentandop a matriz esparsa global do PETSc. Novamente na˜o
sabemos se esta e´ uma deficieˆncia do pacote ou simplesmente um mau uso de suas funcionalidades.
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Figura 8.6: Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 2.
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Figura 8.7: Representac¸a˜o 3D para a soluc¸a˜o aproximada do Cena´rio 2.
Figura 8.8: Superf´ıcies de n´ıvel com corte para a soluc¸a˜o aproximada do Cena´rio 3.
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8.3 Interac¸a˜o poluente ↔ espe´cie animal
O pro´ximo exemplo e´ uma aplicac¸a˜o de modelos de difusa˜o-advecc¸a˜o a dois casos distintos, pore´m
interativos:
• No primeiro modelo fizemos a simulac¸a˜o de um poluente que entra por um dos lados do domı´nio
e se espalha atrave´s de um processo difusivo-advectivo, com velocidade constante.
• No segundo modelo simulamos a dispersa˜o de uma populac¸a˜o fict´ıcia que vai de encontro ao
poluente. A interac¸a˜o entre os dois casos se faz atrave´s do coeficiente de mortalidade σ da
populac¸a˜o, que sera´ uma func¸a˜o espacial da concentrac¸a˜o de poluente do item anterior.
Este modelo e´ uma enorme simplificac¸a˜o ilustrativa para o caso estudado em [Sos03] relativo a`
dispersa˜o de materiais impactantes e seus efeitos na dinaˆmica de populac¸o˜es na Lagoa de Ibera´.
E´ tambe´m interessante notarmos que este exemplo mostra a possibilidade de conexa˜o entre dois
modelos distintos atrave´s do operador de interpolac¸a˜o descrito na sec¸a˜o 7.5. A soluc¸a˜o aproximada
da equac¸a˜o do poluente — que e´ nodal — sera´ usada atrave´s desta interpolac¸a˜o para o ca´lculo da
mortalidade na equac¸a˜o da espe´cie.
8.3.1 O poluente
O sistema de equac¸o˜es de difusa˜o-advecc¸a˜o usado para a modelagem da concentrac¸a˜o u de poluente
pode ser escrito como em (8.5). Ele considera uma variac¸a˜o espacial na difusa˜o αp, decaimento σp
constante e campo de velocidades advectivo V constante. A condic¸a˜o de fronteira e´ Dirichlet nula em
todo ∂Ω.
∇ · (−αp(x)∇u) +∇ · (V u) + σpu = f em Ω
u = 0 em ∂Ω
(8.5)
A implementac¸a˜o dos operadores em (8.5) segue exatamente o padra˜o descrito no cap´ıtulo 7.
8.3.2 A populac¸a˜o
O sistema de equac¸o˜es para a populac¸a˜o c (8.6) e´ bastante similar a` do poluente (8.5). As diferenc¸as
residem na difusa˜o constante e na mortalidade (equivalente ao decaimento para o poluente), que agora
depende de u.
−αe∆c +∇ · (Uc) + σe(u)c = g em Ω
c = 0 em ∂Ω,
(8.6)
com σe(u) = k u.
Novamente, a implementac¸a˜o destes segue o padra˜o descrito no cap´ıtulo 7.
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8.3.3 O domı´nio
Visando recuperar a experieˆncia adquirida em outros ensaios (cf [Sos03], [Ber03], o domı´nio escol-
hido e´ retangular, de ve´rtices (0, 0), (5, 0), (5, 1) e (0, 5) (conforme representado na figura 8.9).
X
Y
Z
1 2
34
(5, 0)
(5, 1)(0, 1)
(0, 0)
Figura 8.9: Domı´nio [0, 5] × [0, 1] para os cena´rios 1 e 2 (interac¸a˜o poluente-populac¸a˜o).
8.3.4 Cena´rio 1
O primeiro cena´rio considera um ambiente completamente isolado, tanto para o poluente quanto
para a populac¸a˜o (o que equivale a uma condic¸a˜o de fronteira de Dirichlet nula). Ha´ uma fonte poluente
pro´xima ao canto direito do domı´nio, em (x, y) = (3.75, 0.25) e uma fonte de indiv´ıduos na esquerda. O
poluente e´ transportado por advecc¸a˜o na direc¸a˜o da populac¸a˜o e vice-versa. A intensidade de interac¸a˜o
entre eles e´ dada pelo coeficiente k em σe(u) = k u na equac¸a˜o 8.6.
A tabela 8.18 resume os paraˆmetros para o Cena´rio 1.
Resultados
Fizemos testes com va´rias intensidades de interac¸a˜o entre poluente e espe´cie. Classificamos estas
intensidades em inexistente (k = 0), fraca (k = 10−3), me´dia (k = 10−2), forte (k = 10−1) e extrema
(k = 1). As respectivas soluc¸o˜es aproximadas para a espe´cie (o poluente na˜o se altera) podem ser
apreciadas nas figuras 8.11 e 8.12.
A tabela 8.19 resume os tempos de execuc¸a˜o para o Cena´rio 1 levando em conta a intensidade de
interac¸a˜o. Podemos notar que os tempos sa˜o pequenos pois a malha e´ pouco refinada; a intenc¸a˜o deste
exemplo e´ mostrar flexibilidade e na˜o desempenho.
E´ clara a influeˆncia da mortalidade na populac¸a˜o de acordo com o aumento da intensidade desta.
E´ interessante notarmos tambe´m que com o aumento da intensidade de interac¸a˜o o tempo de
resoluc¸a˜o do sistema para a espe´cies diminui (tarefa E). Este fato deve-se, muito provavelmente, ao
aumento da dominaˆncia da diagonal e da simetria da matriz, resultados da predominaˆncia do operador
σe(u) c.
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Paraˆmetros (poluente) n = 2
αp = αp(x, y) = 10
−5(1 + y2)
f = f(x, y) =
{
10−3 se |x− 4.25| ≤ 0.5 e |y − 0.2| ≤ 0.1
0 caso contra´rio
V = (−8× 10−4, 2× 10−4)T
σp = 10
−7
u = 0 em ∂Ω
Paraˆmetros (espe´cie) n = 2
αe = 10
−4
g = g(x, y) =
{
10−2 se x ≤ 0.5
0 caso contra´rio
U = (10−3, 0)T
σe = k u
c = 0 em ∂Ω
Malha retangular [0, 5] × [0, 1] (figura 8.9)
25930 elementos triangulares
596 elementos de fronteira
52457 ve´rtices
base de Lagrange, ordem 2
No´s de quadratura (poluente) 4 pontos para o difusivo espacial
2 pontos para o operador advectivo
2 pontos para o decaimento
2 pontos para o termo independente
No´s de quadratura (espe´cie) 2 pontos para o difusivo constante
2 pontos para o operador advectivo
2 pontos para o decaimento espacial
2 pontos para o termo independente
Tabela 8.18: Cena´rio 1.
Tempo
Tarefa k = 0 k = 10−3 k = 10−2 k = 10−1 k = 1
Leitura e processamento da malha 1.05s 1.05s 1.05s 1.06s 1.04s
Construc¸a˜o de matrizes e vetores para o poluente 1.51s 1.52s 1.51s 1.51s 1.52s
Resoluc¸a˜o do sistema linear do poluente 27.43s 27.51s 27.47s 27.61s 27.35s
Construc¸a˜o de matrizes e vetores para a espe´cie 1.38s 1.39s 1.39s 1.39s 1.39s
Resoluc¸a˜o do sistema linear da espe´cie 29.07s 30.29s 22.30s 11.81s 7.28s
Total 1m2.85s 1m4.15s 56.23s 45.78s 40.98s
Tabela 8.19: Tempos de execuc¸a˜o para o Cena´rio 1 (ma´quina crucio).
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8.3.5 Cena´rio 2
No Cena´rio 2 alteramos um pouco as condic¸o˜es de fronteira, introduzindo a divisa˜o ∂Ω = ∂Ω1∪∂Ω2,
com ∂Ω1 = {(x, y) ∈ R
2 : x = 0} e Ω2 como sendo o resto da fronteira. Com esta divisa˜o da fronteira
fizemos
• Poluente:
∂u
∂y
= 0 em ∂Ω1 u = 0 em Ω2
• Espe´cie:
c = 10−2 em ∂Ω1 c = 0 em Ω2
A fonte populacional tambe´m e´ desligada.
Resultados
As soluc¸o˜es aproximadas para a espe´cie do Cena´rio 2 podem ser conferidas nas figuras 8.13 8.14 e
8.15, bem como os tempos de execuc¸a˜o na tabela 8.20.
Tempo
Tarefa k = 0 k = 10−3 k = 10−2 k = 10−1 k = 1
A 1.25s 1.23s 1.22s 1.20s 1.18s
B 1.68s 1.90s 1.84s 1.91s 1.79s
C 34.12s 32.24s 39.13s 33.22s 33.73s
D 1.64s 1.49s 1.67s 1.37s 1.37s
E 26.61s 24.96s 18.61s 9.18s 6.06s
Total 1m8.06s 1m4.5s 1m5.82s 49.52s 46.76s
Tabela 8.20: Tempos de execuc¸a˜o para o Cena´rio 2 (ma´quina crucio).
Sa˜o seguidas as mesmas convenc¸o˜es da tabela 8.19.
Observac¸o˜es
Como seria de se esperar, a` medida que cresce o valor de k, induzindo uma mortalidade maior na
espe´cie afetada, os gra´ficos mostram essa populac¸a˜o sobrevivendo em uma regia˜o cada vez mais restrita,
onde o poluente na˜o chega plenamente (note-se que esta´ presente uma degradac¸a˜o desse poluente:
σp = 10
−7).
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Figura 8.10: Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 1 com k = 0.
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Figura 8.11: Gra´fico de densidade para a soluc¸a˜o aproximada da espe´cie do Cena´rio 1.
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Figura 8.12: Gra´ficos de n´ıvel para a soluc¸a˜o aproximada da espe´cie do Cena´rio 1.
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Figura 8.13: Curvas de n´ıvel e densidade para a soluc¸a˜o aproximada do Cena´rio 2 com k = 0.
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Figura 8.14: Gra´fico de densidade para a soluc¸a˜o aproximada da espe´cie do Cena´rio 2.
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Figura 8.15: Gra´ficos de n´ıvel para a soluc¸a˜o aproximada da espe´cie do Cena´rio 2.
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Concluso˜es, faltas e trabalhos futuros
Concluso˜es gerais
Iniciamos este trabalho apresentando uma perspectiva sombria da utilizac¸a˜o da linguagem C++
para aplicac¸o˜es de Computac¸a˜o Cient´ıfica. As inu´meras facilidades trazidas pela filosofia da Orientac¸a˜o
por Objetos acabavam por prejudicar o desempenho esperado neste tipo de aplicac¸a˜o.
Continuamos nosso trabalho mostrando as possibilidades inovadoras trazidas pela feliz descoberta
de que o mecanismo de templates era muito mais do que uma convenieˆncia sinta´tica, o que praticamente
tornou C++ uma metalinguagem, ou seja, uma linguagem para construir linguagens.
Estudamos o trabalho de Czarnecki e Eisenecker e estendemos os conceitos de reposito´rios de con-
figurac¸o˜es (“objetos com DNA”) para o de interac¸o˜es entre reposito´rios de configurac¸o˜es, criando assim
um modelo ainda mais flex´ıvel para a construc¸a˜o de objetos de forma automa´tica. Este modelo foi
aplicado na criac¸a˜o de um co´digo de elementos finitos va´lido para va´rios tipos de elemento, va´rias
aproximac¸o˜es e dimenso˜es.
Mostramos tambe´m que o mecanismo de expresso˜es templates pode ser usado em aplicac¸o˜es diversas
das usuais de a´lgebra linear computacional (operac¸o˜es entre matrizes e vetores). Naturalmente, como
estamos operando em espac¸os discretos, intrinsicamente estamos fazendo estas operac¸o˜es, mas ate´ onde
sabemos, este uso parava a´ı. No´s o estendemos para uma aplicac¸a˜o de mais alto n´ıvel (elementos finitos)
sem a necessidade da criac¸a˜o de um mecanismo novo, reaproveitando de forma integral o ja´ presente
na Pooma e, curiosamente, ampliando-o, sem contudo modifica´-lo.
Por fim, acreditamos que as duas maiores contribuic¸o˜es trazidas por este trabalho foram a tentativa
de explicar de forma dida´tica todo o poder inerente a uma nova metodologia de desenvolvimento
orientada a objetos, que na˜o so´ contorna as deficieˆncias conhecidas de C++ como tambe´m amplia seu
poder de abstrac¸a˜o, e a demonstrac¸a˜o de que este tipo de desenvolvimento e´ via´vel e deseja´vel.
Faltas
Durante grande parte deste trabalho mencionamos a palavra “desempenho”. Apesar de nu´meros
expressivos, como a avaliac¸a˜o do Laplaciano em 12 segundos numa malha com mais de 500000 elementos
e mais de um milha˜o de graus de liberdade, serialmente e em um computador comum, o software aqui
desenvolvido carece de comparac¸o˜es com outros softwares que oferecem caracter´ısticas similares.
Esta comparac¸a˜o na˜o foi feita por va´rios motivos. Dentre eles:
• Comparac¸o˜es desta espe´cie teˆm de ser feitas em n´ıvel de aplicac¸a˜o. Dado um determinado prob-
145
Diversos exemplos e aplicac¸o˜es :: Interac¸a˜o poluente ↔ espe´cie animal
lema, quanto tempo e quanta memo´ria sa˜o necessa´rios para sua resoluc¸a˜o?
• Existem dezenas de softwares de Elementos Finitos de todos os tipos (comerciais, livres, acadeˆmicos).
• Cada um destes softwares tem seu modus operandi : arquivos de entrada de malha, configurac¸o˜es,
sa´ıda, etc. Mesmo de posse de toda a documentac¸a˜o para cada um, na˜o ha´ garantia total de que
estar´ıamos resolvendo exatamente o mesmo problema.
Por outro lado, analisamos o co´digo fonte de algumas bibliotecas que oferecem funcionalidades pare-
cidas, ou seja, construc¸a˜o de simulac¸o˜es baseadas em elementos finitos. Apresentamos a seguir um breve
resumo do que foi extra´ıdo dos co´digos com destaque para as caracter´ısticas que sa˜o implementadas de
forma diferentes da de Osiris e que podem eventualmente reduzir a performance ou a generalidade.
deal.II A biblioteca deal.II4 – desenvolvida na Universidade de Heidelberg (Alemanha) – oferece va´rias
funcionalidades similiares as de Osiris, como va´rias dimenso˜es e va´rias geometrias. Pore´m,
as va´rias dimenso˜es sa˜o definidas atrave´s de chaves de compilac¸a˜o e na˜o atrave´s de te´cnicas
generativas. Usa Orientac¸a˜o por Objetos no estilo cla´ssico. Os conceitos por tra´s da simulac¸a˜o
na˜o sa˜o ta˜o independentes quanto na Orientac¸a˜o por Aspectos. Na˜o usa expresso˜es templates e
usa virtualidade.
OFELI A Object Finite Element Library 5 e´ ainda mais conservadora em termos de Orientac¸a˜o por Ob-
jetos. Os elementos sa˜o classificados na˜o por aspectos geome´tricos como geometria ou dimensa˜o,
mas sim por tipo de problema (te´rmico, fluido ou so´lido). Os conceitos de base e transformac¸a˜o
local-global tambe´m na˜o sa˜o independentes, fazendo parte da definic¸a˜o do elemento. Na˜o usa
expresso˜es templates e na˜o permite o encadeamento natural de operadores. Usa virtualidade de
forma controlada. Na˜o permite uma troca ta˜o simples entre tipos de elemento ou dimensa˜o do
problema.
Rheolef Desenvolvida6 no Laboratoire de Mode´lisation et Calcul em Grenoble e´ talvez a que mais se
aproxime de Osiris no quesito modelagem de conceitos de elementos finitos. Ela define geometrias
e espac¸os de forma bastante transparente para o usua´rio. Rheolef usa algumas te´cnicas avanc¸adas
de templates (traits, por exemplo), mas na˜o utiliza expresso˜es templates nem configurac¸a˜o au-
toma´tica de objetos. Dois pontos interessantes desta biblioteca sa˜o o pouco uso da virtualidade e a
gerac¸a˜o automa´tica de co´digo usando uma linguagem interpretada. Aparentemente usa ponteiros
para func¸o˜es em alguns pontos do co´digo, o que pode vir a comprometer o desempenho.
Outro ponto em Osiris que merece ser destacado consiste na forma de imposic¸a˜o de condic¸o˜es de
contorno. Da forma como esta´ feito, para cada elemento no contorno sa˜o feitos testes para sabermos
em qual condic¸a˜o ele se encontra. Este tipo de teste e´ feito em lac¸os internos, causando uma perda
desnecessa´ria de eficieˆncia computacional. Uma forma mais interessante de aplicac¸a˜o das condic¸o˜es
de fronteira seria a extensa˜o da estrutura de malha para o armazenamento por famı´lias. Assim, uma
famı´lia do tipo Dirichlet na˜o-nulo tera´ sua condic¸a˜o aplicada a todos os elementos a ela pertencentes
de uma so´ vez, sem a necessidade de testes durante os ca´lculos.
4http://gaia.iwr.uni-heidelberg.de/~deal
5http://ofeli.sourceforge.net
6http://www-lmc.imag.fr/lmc-edp/Pierre.Saramito/rheolef
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Trabalhos futuros
Como direc¸o˜es interessantes a serem tomadas, incluindo a´ı a possibilidade de futuras teses, citamos:
• A generalizac¸a˜o dos operadores para campos vetoriais. Isto permitira´ a resoluc¸a˜o de problemas
vetoriais (fluidos, por exemplo). No´s testamos uma versa˜o de um programa que implementa um
me´todo para a resoluc¸a˜o da equac¸a˜o de Stokes, mas cada velocidade tinha seu pro´prio campo e
seu pro´prio conjunto de operadores, levando a uma duplicac¸a˜o desnecessa´ria de co´digo.
• A adaptac¸a˜o para uma estrutura de malhas mais inteligente. Nossa estrutura de malhas e´ bastante
simples, baseada naquela presente na versa˜o 2.3.0 do Pooma. Com a introduc¸a˜o da versa˜o 2.4.0,
nossa implementac¸a˜o ficou incompat´ıvel com a do Pooma, o que nos deixa livres para escolher
uma mais robusta7.
• A criac¸a˜o de novos operadores oriundos de outros problemas interessantes. Este teste e´ necessa´rio
para avaliar a flexibilidade da estrutura proposta.
• Testar a estrutura proposta com outros tipos de aproximac¸a˜o: Petrov-Galerkin, bolhas, elementos
tipo P de alta ordem, etc.
• Recuperar a histo´ria de modelos desenvolvidos e testados dentro do grupo de Biomatema´tica do
IMECC / UNICAMP ([Ber03], [Can98], [dAP02], [Sos03], [dO03], [Din03]). A maioria destes
modelos foi desenvolvida usando-se alguma linguagem interpretada, notadamente Matlab. Com
o uso de Osiris, estes mesmos modelos poderiam ser executados em malhas muito maiores, mais
complexas, tridimensionais e com per´ıodos de simulac¸a˜o maiores, podendo levar a concluso˜es mais
abrangentes do que as exibidas nos citados trabalhos.
7De fato, a implementac¸a˜o do Pooma e´ para malhas estruturadas.
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APEˆNDICE A
Elementos de Refereˆncia
A.1 Triaˆngulo de refereˆncia
O triaˆngulo que utilizaremos como refereˆncia e´ o composto pelos ve´rtices (0, 0), (1, 0) e (0, 1) no
espac¸o (ξ, η), como representado na figura A.1. Ele sera´ genericamente denotado por eˆ.
ξ
η
eˆ
(0, 0) (1, 0)
(0, 1)
Figura A.1: Triaˆngulo de refereˆncia.
Seja um triaˆngulo de ve´rtices (xi, yi), i = 1, 2, 3, no espac¸o (x, y). Este triaˆngulo sera´ representado
por e. A transformac¸a˜o que mapeia pontos (ξ, η) = ξ dentro de eˆ para pontos (x, y) = x em e pode ser
escrita como x = J(ξ)ξ + b, com b ∈ R2. De forma mais expl´ıcita, temos (A.1).[
x(ξ, η)
y(ξ, η)
]
=
[
x2 − x1 x3 − x1
y2 − y1 y3 − y1
][
ξ
η
]
+
[
x1
y1
]
, (A.1)
com b = [x1, y1]
T . Desta forma, o jacobiano J(ξ) da transformac¸a˜o (A.1) e´ dado por (A.2)
J(ξ) =
[
x2 − x1 x3 − x1
y2 − y1 y3 − y1
]
, (A.2)
com respectivo determinante (A.3)
|J(ξ)| = (x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1). (A.3)
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A transformac¸a˜o inversa, que mapeia o triaˆngulo real e no triaˆngulo padra˜o eˆ pode ser escrita como
ξ = J−1(x)(x− b). Explicitamente podemos escrever a transformac¸a˜o inversa como em (A.4).[
ξ(x, y)
η(x, y)
]
=
1
|J(ξ)|
[
y3 − y1 x1 − x3
y1 − y2 x2 − x1
][
x
y
]
−
1
|J(ξ)|
[
x1
y1
]
. (A.4)
Portanto, o jacobiano da transformac¸a˜o inversa (A.4) e´ dado por (A.5)
J−1(x) =
1
|J(ξ)|
[
y3 − y1 x1 − x3
y1 − y2 x2 − x1
]
. (A.5)
com respectivo determinante (A.6).
|J−1(x)| = |J(x)|−1 =
1
(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)
. (A.6)
A.2 Quadrila´tero de refereˆncia
O quadrila´tero de refereˆncia e´ composto pelos ve´rtices (−1,−1), (1,−1), (1, 1) e (−1, 1) no espac¸o
(ξ, η), como representado na figura A.2.
(−1, 1) (1, 1)
(1,−1)(−1,−1)
ξ
eˆ
η
Figura A.2: Quadrila´tero de refereˆncia.
Seja um quadrila´tero de ve´rtices (xi, yi), i = 1, 2, 3, 4, no espac¸o (x, y), representado por e. A
transformac¸a˜o que mapeia pontos (ξ, η) = ξ dentro de eˆ para pontos (x, y) = x em e pode ser escrita
como x = F (ξ), com b ∈ R2. De forma mais expl´ıcita, temos (A.7).[
x(ξ, η)
y(ξ, η)
]
=
[
a + bξ + cη + d ξη
e + fξ + gη + h ξη
]
. (A.7)
Agrupando-se os coeficientes a, b, . . . , h de forma que cx = [a, b, c, d]
T e cy = [e, f, g, h]
T e agrupando-se
as coordenadas de e como ex = [x1, x2, x3, x4]
T e ey = [y1, y2, y3, y4]
T temos:
cx =
1
4
AT ex e cy =
1
4
AT ey,
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onde
AT =


1 1 1 1
−1 1 1 −1
−1 −1 1 1
1 −1 1 −1

 .
Desta forma, o jacobiano J(ξ) da transformac¸a˜o (A.7) e´ dado por (A.8)
J(ξ) =
[
b + d η c + d ξ
f + h η g + h ξ
]
, (A.8)
com respectivo determinante (A.9)
|J(ξ)| = bg − cf + (bh− df)ξ + (dg − ch)η. (A.9)
Para escrevermos a transformac¸a˜o inversa, que mapeia o quadrila´tero real e no quadrila´tero padra˜o
eˆ usaremos a mesma notac¸a˜o de A.7.[
ξ(x, y)
η(x, y)
]
=
[
a + bx + cy + dxy
e + fx + gy + hxy
]
. (A.10)
Neste caso, para determinarmos os coeficientes cx e cy (correspondentes a a, b, . . . , h), devemos resolver
os sistemas
Bcx = rx e Bcy = ry,
onde
B =


1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
1 x4 y4 x4y4

 ,
rx = [−1, 1, 1,−1]
T e ry = [−1,−1, 1, 1]
T .
O jacobiano da transformac¸a˜o inversa (A.10) e´ dado por (A.11)
J−1(x) =
[
b + dy c + dx
f + hy g + hx
]
. (A.11)
com respectivo determinante (A.12).
|J−1(x)| = bg − cf + (bh− df)x + (dg − ch)y. (A.12)
A.3 Tetraedro de refereˆncia
O tetraedro de refereˆncia e´ composto pelos ve´rtices (0, 0, 0), (1, 0, 0), (0, 1, 0) e (0, 0, 1), no espac¸o
(ξ, η, ζ), como representado na figura A.3.
Seja um tetraedro de ve´rtices (xi, yi, zi), i = 1, 2, 3, 4, no espac¸o (x, y, z), tambe´m representado
por e como no caso do triaˆngulo. A transformac¸a˜o que mapeia pontos (ξ, η, ζ) = ξ dentro de eˆ para
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ξ(0, 0, 1)
η
(0, 1, 0)
ζ
(1, 0, 0)
eˆ
(0, 0, 0)
Figura A.3: Tetraedro de refereˆncia.
pontos (x, y, z) = x em e e´ escrita de forma ana´loga a` do caso triangular: x = J(ξ)ξ + b, com b ∈ R3.
Especificamente, temos a expressa˜o dada por (A.13).
 x(ξ, η, ζ)y(ξ, η, ζ)
z(ξ, η, ζ)

 =

 x2 − x1 x3 − x1 x4 − x1y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1



 ξη
ζ

+

 x1y1
z1

 (A.13)
Desta forma, o jacobiano da transformac¸a˜o (A.13) e´ dado por (A.14)
J(ξ) =

 x2 − x1 x3 − x1 x4 − x1y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1

 =

 a b cd e f
g h i

 , (A.14)
com respectivo determinante (A.15)
|J(ξ)| = g (bf − ce) + h (cd − fh) + i (ae− bd), (A.15)
usando as letras representativas em (A.14).
A transformac¸a˜o inversa de (A.13), seu jacobiano e respectivo determinante podem ser apreciados
em (A.16), (A.17) e (A.18) (ainda usando as letras representativas de (A.14)).

 ξ(x, y, z)η(x, y, z)
ζ(x, y, z)

 = 1
|J(ξ)|

 ei− fh ch− bi bf − cefg − di di− cg cd− af
dh− eg bg − ah ae− bd



 xy
z

− 1
|J(ξ)|

 x1y1
z1

 , (A.16)
J−1(x) =

 ei− fh ch− bi bf − cefg − di di− cg cd− af
dh− eg bg − ah ae− bd

 , (A.17)
|J−1(x)| =
1
|J(x)|
=
1
g (bf − ce) + h (cd − fh) + i (ae− bd)
. (A.18)
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APEˆNDICE B
Listagens
B.1 Meta
 
	
/
 
// (C) Copyright Krzysztof Czarnecki & Ulrich Eisenecker 1998-2000.
2 // Permission to copy, use, modify, sell and distribute this software
// is granted provided this copyright notice appears in all
4 // copies. In case of modification, the modified files should carry
// a notice stating that you changed the files. This software is
6 // provided "as is"without express or implied warranty, and with no
// claim as to its suitability for any purpose.
8 //
// Cosmetic modifications by Renato Fernandes Cant~ao (2001).
10 
fl  

 "IF.h" // Meta IF.
12

fl  

 "EQUAL.h" // Meta comparac¸~ao de igualdade (EQUAL).
14
     fl  NilValue = -32768;
     fl  DefaultValue = -32767;
16
 fi  NilCase {
18
   { tag = NilValue, foundCount = 0, defaultCount = 0 };
20
 
 


 
NilCase RET;
 
 


 
NilCase DEFAULT_RET;
22 };
24
  MultipleCaseHits {};
  MultipleDefaults {};
26
       < fl  Tag,    statement_t,    next_t = NilCase >
 fi  CASE {
28
   { tag = Tag };
30
 
 


 
statement_t Statement_t;
 
 


 
next_t Next_t;
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32 };
       <   statement_t,   next_t = NilCase >
34
 fi  DEFAULT {
   { tag = DefaultValue };
36
 
 


 
statement_t Statement_t;
38
 
 


 
next_t Next_t;
};
40
       < fl  Tag,    aCase_t, ff    acceptMultipleCaseHits =
 
   >
 fi  SWITCH {
42
 
 


 
  
      aCase_t::Next_t NextCase_t;
44
   { tag = aCase_t::tag, nextTag = NextCase_t::tag,
found = (tag == Tag), isDefault = (tag == DefaultValue) };
46
 
 


 
  
      IF< !EQUAL< nextTag, NilValue >::RET,
48 SWITCH< Tag, NextCase_t >,
NilCase >::RET NextSwitch_t;
50
   { foundCount = found + NextSwitch_t::foundCount,
52 defaultCount = isDefault + NextSwitch_t::defaultCount };
54
 
 


 
  
      IF< isDefault,
         aCase_t::Statement_t,
56
         NextSwitch_t::DEFAULT_RET >::RET DEFAULT_RET;
58
 
 


 
  
      IF< found,
         IF< EQUAL< foundCount, 1 >::RET ||
60 EQUAL< acceptMultipleCaseHits,     >::RET,
  
       aCase_t::Statement_t,
62 MultipleCaseHits >::RET,
         IF< !EQUAL< foundCount, 0 >::RET,
64
  
       NextSwitch_t::RET,
DEFAULT_RET >::RET
66 >::RET ProvisionalRET;
68
 
 


 
  
     
IF< EQUAL< defaultCount, 0 >::RET || EQUAL< defaultCount, 1 >::RET,
70 ProvisionalRET,
MultipleDefaults >::RET RET;
72 };
Listagem B.1: Implementac¸a˜o do meta SWITCH/CASE.
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B.2 Meta comparac¸o˜es
// Meta comparac¸~ao de igualdade.
2
       < fl  n1, fl  n2 >
 fi  EQUAL
4 {
   { RET = (n1 == n2) };
6 };
8 // Meta comparac¸~ao de desigualdade.
       < fl   n1, fl  n2 >
10
 fi  UNEQUAL
{
12
   { RET = (n1 != n2) };
};
14
// Meta comparac¸~ao ‘‘menor que’’.
16
       < fl  T1, fl  T2 >
 fi  LT
18 {
   { RET = (T1 < T2) };
20 };
22 // Meta comparac¸~ao ‘‘maior que’’.
       < fl   T1, fl  T2 >
24
 fi  BT
{
26
   { RET = (T1 > T2) };
};
Listagem B.2: Implementac¸a˜o de meta comparac¸o˜es.
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APEˆNDICE C
Listagens para os exemplos de Poisson
C.1
  	
   
O conteu´do de SolversCommon.h corresponde a`s configurac¸o˜es feitas na sec¸a˜o 8.1. As que mudam
de exemplo para exemplo esta˜o indicadas nos comenta´rios na pro´pria listagem.
1 /* SolversCommon.h
2 * Common includes and definitions for all example solvers.
3 */
4
5

fl
 



 
PANTHEON_SOLVERS_COMMON_INCLUDED
6



 
fl  PANTHEON_SOLVERS_COMMON_INCLUDED
7
8

fl  

 <iostream>
9
10 // Main Pantheon include.
11

fl  

 "Pantheon.h"
12
13 // Numerical integration.
14

fl  

 "CommonIntegrator.h"
15
16 // Mesh stuff.
17

fl  

 "CommonMesh.h"
18

fl  

 "MeshDataAccess.h"
19

fl  

 "OsirisField.h"
20

fl  

 "FieldInterpolator.h"
21
22 // Operators and alikes.
23

fl  

 "Basis.generator.h"
24

fl  

 "L2G_Map.generator.h"
25

fl  

 "LocOp.generator.h"
26

fl  

 "BC.generator.h"
27

fl  

 "GradDotGrad.h"
28

fl  

 "FunctionalRhs.h"
29
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30 // Sparse engines.
31

include "SparseArray.h"
32

fl  

 "CompressedRowEngine.h"
33

fl  

 "CanonicScather.h"
34
35 // Utilities and filters.
36

fl  

 "CommandLine.h"
37

fl  

 "Timers.h"
38

fl  

 "StreamFilter.plain.h"
39

fl  

 "PoomaExtensions.h"
40

fl  

 "Greetings.h"
41
42 // Right hand sides.
43

fl  

 "Rhs1.h" // Para Cena´rios 1, 2 e 3 (Poisson).
44

fl  

 "Rhs2.h" // Para Cena´rio 4 (Poisson).
45
46 // Diffusion coefficients.
47

fl  

 "DiffusionCoeffs.h"
48
49
 fl           std;
50
51 /*----------------------------------------------< Problem definitions >--*/
52
53 // Now we must include the element definition.
54

fl  

 "ElementDef.h" // C.2
55
56 // Spatial dimension.
57
     fl  D = Element_t::spatialDimensions;
58
59 // The mesh (geometry).
60
  
 


 
CommonMesh< Element_t > Mesh_t;
61
62 // Osiris field (problem variable).
63
  
 


 
OsirisField< Mesh_t, Array< 1 > > Field_t;
64
65 // The FE basis.
66
  
 


 
BASIS_GENERATOR< BASIS_Fe< Element_t >,
67 BASIS_Type< grad_basis > >::RET Basis_t;
68
69 // Mapping.
70
  
 


 
L2G_MAP_GENERATOR< L2G_FeGenerator< FeGenerator_t >,
71 L2G_Geometry< Mesh_t >,
72 L2G_MapKind< both_map > >::RET Mapping_t;
73
74

 

fl
 
// PANTHEON SOLVERS COMMON INCLUDED
C.2
     
Em SolversCommon.h temos a definic¸a˜o do tipo de Elemento Finito que usamos nos cena´rios da
sec¸a˜o 8.1. Esta e´ uma listagem padra˜o para um tipo de elemento; para outros tipos de elemento,
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consulte a sec¸a˜o apropriada no cap´ıtulo 8.
1 /* ElementDef.h */
2
3

fl
 



 
PANTHEON_OSIRIS_ELDEF_INCLUDED
4



 
fl  PANTHEON_OSIRIS_ELDEF_INCLUDED
5
6 // The element generator.
7
  
 


 
FE_GENERATOR< FE_Family< lagrange< 1 > >,
8 FE_Geometry< triangle > > FeGenerator_t;
9
10 // Other elements.
11
12 // Second order Lagrange triangle.
13 // typedef FE GENERATOR< FE Family< lagrange< 2 > >,
14 // FE Geometry< triangle > > FeGenerator t;
15
16 // First oreder Lagrange tetrahedral.
17 // typedef FE GENERATOR< FE Family< lagrange< 1 > >,
18 // FE Geometry< tetra > > FeGenerator t;
19
20 // First order Lagrange rectangle.
21 // typedef FE GENERATOR< FE Family< lagrange< 1 > >,
22 // FE Geometry< rectangle > > FeGenerator t;
23
24 // The element itself.
25
  
 


 
FeGenerator_t::RET Element_t;
26
27

 

fl
 
C.3  

  
e  

  
Em Rhs 1.h e Rhs 2.h esta˜o os lados direitos usados nos exemplos da sec¸a˜o 8.1.
C.3.1  	

1 /* Rhs_1.h
2 * RHS functions for Poisson / Scenarios 1, 2 and 3.
3 */
4
5

fl  

 <iostream>
6
7 // Main Pantheon include.
8

fl  

 "Pantheon.h"
9
10 // Functions.
11

fl  

 "VectorToScalarFunctions.h"
12
13
 fl           std;
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14
 fl           Pantheon;
15
16
  F1 {
17
fffi fl  :
18
fl fi fl  F1() {}
19
20
fl fi fl  F1( real_t a,      Vector< 2 >& v = Vector< 2 >( 0.0, 0.0 ) ) {
21 alpha = a;
22
23 center = v;
24 }
25
26
fl fi fl  ~F1() {}
27
28 V2S_UNARY_FUNCTION_ATOM( F1 ) {
29
  
  2.0 * alpha * dot( v - center, 1.0 - ( v - center ) );
30 }
31
32 V2S_UNARY_FUNCTION_REGISTER( F1 );
33
34
  fl    :
35
  fl  real_t alpha;
36
  fl  Vector< 2 > center;
37 };
38
39 real_t F1::alpha = 0.0;
40 Vector< 2 > F1::center;
41
42 V2S_UNARY_FUNCTION_IO( F1, real_t );
C.3.2    	

1 /* Rhs_2.h
2 * RHS functions for Poisson / Scenario 4.
3 */
4
5

fl  

 <iostream>
6
7 // Main Pantheon include.
8

fl  

 "Pantheon.h"
9
10 // Functions.
11

fl  

 "VectorToScalarFunctions.h"
12
13
 fl           std;
14
 fl           Pantheon;
15
16
  F13D {
17
fffi fl  :
18
fl fi fl  F13D() {}
19
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20
fl fi fl  F13D( real_t a,
21
    Vector< 3 >& v = Vector< 3 >( 0.0, 0.0, 0.0 ) ) {
22 alpha = a;
23
24 center = v;
25 }
26
27
fl fi fl  ~F13D() {}
28
29 V2S_UNARY_FUNCTION_ATOM( F13D ) {
30 Vector< 3 > p( v * ( 1-v ) );
31
32
  
  2.0 * alpha * ( p( 1 ) * p( 2 ) + p( 0 ) * p ( 2 ) +
33 p( 0 ) * p( 1 ) );
34 }
35
36 V2S_UNARY_FUNCTION_REGISTER( F13D );
37
38
  fl    :
39
  fl  real_t alpha;
40
  fl  Vector< 3 > center;
41 };
42
43 real_t F13D::alpha = 0.0;
44 Vector< 3 > F13D::center;
45
46 V2S_UNARY_FUNCTION_IO( F13D, real_t );
C.4
 
 

        
A listagem PoissonCteCoeff.h define a classe PoissonSolver, que initializa todos os componentes
da simulac¸a˜o, ale´m de prover os me´todos para a criac¸a˜o das matrizes globais do problema e sua posterior
inversa˜o com PETSc.
1 /* PoissonCteCoeff.h
2 * Definitions for the basic Poisson solver.
3 */
4
5

fl  

 "SolversCommon.h"
6
7

fl  

 "petscksp.h" // PETSc includes.
8

fl  

 "PETSc_ConjugateGradient.h" // Linear system stuff.
9
10
  
 


 
PETSc_ConjugateGradient::PETSc_Vector_t Solution_t;
11
  
 


 
PETSc_ConjugateGradient::PETSc_Matrix_t SparseArray_t;
12
13 /*---------------------------------------------< Specific definitions >--*/
14
15 // Numerical integration.
16
  
 


 
CommonIntegrator< DIFF_PTS, D > Integrator_t;
17
  
 


 
CommonIntegrator< RHS_PTS, D > RhsIntegrator_t;
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18
19 // Local Laplacian operator.
20
  
 


 
LOCOP_GENERATOR<
21 LOCOP_Class < galerkin >,
22 LOCOP_Model < divgrad< D > >,
23 LOCOP_SubModel < cte_parameter >,
24 LOCOP_Field < Field_t >,
25 LOCOP_Integrator< Integrator_t > >::RET CLaplacian_t;
26
27 // Boundary condition (null Dirichlet).
28
  
 


 
BC_GENERATOR<
29 BC_Type< null_dirichlet< D > >,
30 BC_Field< Field_t > >::RET DirichletBC_t;
31
32 // RHS approximation method.
33
  
 


 
FunctionalRHS< ForcingFunction_t, RhsIntegrator_t > RHS_t;
34
35 /*-----------------------------------------------< Main class problem >--*/
36
37
  PoissonSolver {
38
fffi fl  :
39
fl fi fl  PoissonSolver(   fi      * f, real_t diff, uinteger_t NZ = 50 )
40 :
41 NSum(), // Laplacian numerical integrator.
42 RhsNSum(), // RHS numerical integrator.
43 mesh( f ), // Finite element mesh.
44 mD( mesh ), // Mesh support class.
45 nEl( mD.numberOfElements() ), // Number of elements.
46 nC( mD.numberOfPositions() ), // Number of coordinates.
47 Map( mesh ), // L2G / G2L mapping.
48 u( mesh ), // The solution field.
49 Laplacian( u, NSum, diff ), // Laplacian operator.
50 bc1( u, 1 ), // Dirichlet boundary condition.
51 forcingFunc( diff ), // RHS.
52 Rhs( forcingFunc, RhsNSum ), // RHS evaluator.
53 A(), // Sparse matrix.
54 b() // RHS vector.
55 {
56 integer_t ierr = MatCreateSeqAIJ( PETSC_COMM_SELF, nC, nC, NZ,
57 PETSC_NULL, &A );
58
59 PETSC_ERR( ierr );
60
61 // Initializing PETSc vectors.
62
63 ierr = VecCreateSeq( PETSC_COMM_SELF, nC, &x ); PETSC_ERR( ierr );
64 ierr = VecDuplicate( x, &b ); PETSC_ERR( ierr );
65 }
66
67 // Destructor.
68
fl fi fl  ~PoissonSolver() {}
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69
70 // Assembles the FEM system.
71
fl fi fl      fl

assembly() {
72 CanonicScather scather;
73
74 cout << "Basis NDOF = " << B.ndof << endl;
75 cout << "nC = " << nC << endl;
76 cout << "nEl = " << nEl << endl;
77
78
 
   ( uinteger_t kk = 0; kk < nEl; kk++ ) {
79 Map.setup( kk ); // Never forget to prepare the mappings!
80
81 S = Laplacian.eval( B, Map ); // Evaluating the Laplacian.
82 V = Rhs.eval( B, Map ); // Evaluating the RHS.
83
84 bc1.eval( kk, S, V, B ); // Fixing boundary conditions.
85
86 // Assembling global matrix/vector.
87 scather.eval( A, S, b, V, mD, kk, B.ndof );
88 }
89
90 VecAssemblyBegin( b );
91 VecAssemblyEnd( b );
92
93 MatAssemblyBegin( A, MAT_FINAL_ASSEMBLY );
94 MatAssemblyEnd( A, MAT_FINAL_ASSEMBLY );
95
96 }
97
98 // Solves the resulting linear system.
99
fl fi fl      fl

solve() {
100 PETSc_ConjugateGradient solver( A ); // Preparing the solver.
101 solver.solve( x, b ); // Solve linear system.
102 solver.destroy(); // Destroys the solver.
103 }
104
105 // Exports the solution to OpenDX.
106
fl fi fl      fl

dx(         * f ) {
107
    uinteger_t size = u.discrete().length( 0 );
108 PetscScalar* wp;
109 wp =    PetscScalar[ size ];
110 VecGetArray( x, &wp );
111
112
 
   ( uinteger_t ii = 0; ii < size; ii++ ) u( ii ) = wp[ ii ];
113
114 VecRestoreArray( x, &wp );
115 SaveToDX( u, f );
116 }
117
118 // Destroy all PETSc contexts.
119
fl fi fl      fl

destroy() {
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120 integer_t ierr;
121
122 ierr = VecDestroy( x ); PETSC_ERR( ierr );
123 ierr = VecDestroy( b ); PETSC_ERR( ierr );
124 ierr = MatDestroy( A ); PETSC_ERR( ierr );
125 }
126
127
  fl    :
128 // Numerical integrators.
129 Integrator_t NSum;
130 RhsIntegrator_t RhsNSum;
131 Mesh_t mesh; // The FEM mesh.
132 MeshDataAccess< Mesh_t > mD; // Mesh information extractor.
133 uinteger_t nEl, nC; // Number of elements and coordinates.
134 Mapping_t Map; // L2G map.
135 Field_t u; // Mesh + values.
136 CLaplacian_t Laplacian; // The differential operator.
137 DirichletBC_t bc1; // Boundary condition.
138 ForcingFunction_t forcingFunc; // RHS.
139 RHS_t Rhs;
140 Basis_t B; // FEM basis.
141 SparseArray_t A; // The sparse array.
142 Solution_t b, x; // RHS and solution vectors.
143 Tensor< Basis_t::ndof, real_t, Symmetric > S; // Local discrete operator.
144 Vector< Basis_t::ndof, real_t, Full > V; // Local discrete RHS.
145 };
146
147

 

fl
 
// PANTHEON POISSON CTE COEFF INCLUDED
C.5
 
 

          
Finalmente chegamos ao arquivo que centraliza todas as chamadas necessa´rias para a execuc¸a˜o da
simulac¸a˜o do problema de Poisson.
1 /* PoissonCteCoeff.cc
2 * Solves \f$-\alpha \Delta u = f\f$, \f$u = 0\f$ in \f$\partial\Omega\f$.
3 */
4
5

fl  

 "PoissonCteCoeff.h"
6
7
  fl       help[] = "Nothing\n\n";
8
9 /*-------------------------------------------------------------< MAIN >--*/
10
11
fl  PantheonMain( PantheonParameters& parameters )
12 {
13 // Hello!
14 PANTHEON_GREETINGS( "Osiris", "Poisson" );
15
16 // PETSc initialization.
17 PetscInitialize( &parameters._argc, &parameters._argv,
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18
 fl        <     * >( 0 ), help );
19
20
fl  ierr;
21
22 cout << "Problem setup..." << endl;
23 PoissonSolver Poisson( parameters.MeshFile, parameters.Diffusivity,
24 parameters.NZ );
25
26 cout << "System assembly..." << endl;
27 Poisson.assembly();
28
29 cout << "System solution..." << endl;
30 Poisson.solve();
31
32 cout << "Exporting to OpenDX..." << endl;
33 Poisson.dx( parameters.DXFile );
34
35 cout << "Memory deallocation..." << endl;
36 Poisson.destroy();
37
38 ierr = PetscFinalize(); CHKERRQ( ierr );
39
40 PANTHEON_GOODBYE;
41
42
 
  0;
43 }
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APEˆNDICE D
Listagens para os exemplos com difusa˜o espacial
D.1
  	
   
O arquivo SolversCommon.h para os exemplos com difusa˜o espacial (8.2) e´ praticamente o mesmo
apresentado em C.1, a` excec¸a˜o das diretivas de inclusa˜o de arquivo (  
	

  

  ), que apontam para os
arquivos com os termos forc¸antes pertinentes.
D.2
     
E´ ideˆntico ao mostrado em C.2.
D.3  

  
e

      
O arquivo Rhs 1.h e´ ideˆntico ao mostrado em C.3. Para o Cena´rio 3 (tridimensional) usamos o
termo forc¸ante presente no arquivo BallScr.h, que representa uma difusa˜o constante dentro de uma
esfera espec´ıfica, e zero fora dela.
D.3.1 
 
	
	 
1 /* BallSrc.h
2 * RHS function for Diffusion / Scenario 3.
3 */
4
5

fl
 



 
EX_BALL_SRC_H
6



 
fl  EX_BALL_SRC_H
7
8

fl  

 <iostream>
9
10 // Main Pantheon include.
11

fl  

 "Pantheon.h"
12
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13 // Functions.
14

include "VectorToScalarFunctions.h"
15
16
 fl           std;
17
 fl           Pantheon;
18
19
  Ball
20 {
21
fffi fl  :
22
fl fi fl  Ball() {}
23
24
fl fi fl  Ball( real_t a,
25
    Vector< 3 >& v = Vector< 3 >( 0.5, 0.5, 0.5 ) ) {
26 alpha = a;
27 center = v;
28 }
29
30
fl fi fl  ~Ball() {}
31
32 V2S_UNARY_FUNCTION_ATOM( Ball ) {
33
  
  ( sqrt( dot( center - v, center - v ) ) < 0.2 ? alpha : 0.0 );
34 }
35
36 V2S_UNARY_FUNCTION_REGISTER( Ball );
37
38
  fl    :
39
  fl  real_t alpha;
40
  fl  Vector< 3 > center;
41 };
42
43 real_t Ball::alpha = 0.0;
44 Vector< 3 > Ball::center;
45
46 V2S_UNARY_FUNCTION_IO( Ball, real_t );
47
48

 

fl
 
D.4
  	 
e
	

   
Nos cena´rios do cap´ıtulo 8.2 sa˜o utilizadas duas func¸o˜es de difusa˜o, uma para os Cena´rios 1 e 2
(arquivo Corner.h) e outra para o Cena´rio 3 (arquivo HalfCube.h).
D.4.1  
		 	
	

1 /* Corner.h
2 * Diffusion functions with a corner form.
3 */
4
5

fl
 



 
EX_CORNER_H
6



 
fl  EX_CORNER_H
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
include <iostream>
9
10 // Main Pantheon include.
11

fl  

 "Pantheon.h"
12
13 // Functions.
14

fl  

 "VectorToScalarFunctions.h"
15
16
 fl           std;
17
 fl           Pantheon;
18
19
  Corner {
20
fffi fl  :
21
fl fi fl  Corner() {}
22
23
fl fi fl  Corner( real_t in, real_t out ) {
24 Inner = in;
25 Outer = out;
26 }
27
28
fl fi fl  ~Corner() {}
29
30 VD2S_UNARY_FUNCTION_ATOM( Corner, 2 ) {
31
fl
 
( ( fabs( v( 0 ) - 0.75 ) <= 0.25 ) &&
32 ( fabs( v( 1 ) - 0.75 ) <= 0.25 ) ) {
33
  
  Inner;
34 }
35
36
  
  Outer;
37 }
38
39 VD2S_UNARY_FUNCTION_REGISTER( Corner, 2 );
40
41
  fl    :
42
  fl  real_t Inner;
43
  fl  real_t Outer;
44 };
45
46 real_t Corner::Inner = 0.0;
47 real_t Corner::Outer = 0.0;
48
49 VD2S_UNARY_FUNCTION_IO( Corner, 2, real_t );
50
51

 

fl
 
D.4.2   

	

1 /* HalfCube.h
2 * Diffusion function with half cube form.
3 */
4
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5
fl
 



 
EX_HALF_CUBE_H
6

define EX_HALF_CUBE_H
7
8

fl  

 <iostream>
9
10 // Main Pantheon include.
11

fl  

 "Pantheon.h"
12
13 // Functions.
14

fl  

 "VectorToScalarFunctions.h"
15
16
 fl           std;
17
 fl           Pantheon;
18
19
  HalfCube {
20
fffi fl  :
21
fl fi fl  HalfCube() {}
22
23
fl fi fl  HalfCube( real_t in, real_t out ) {
24 Inner = in;
25 Outer = out;
26 }
27
28
fl fi fl  ~HalfCube() {}
29
30 VD2S_UNARY_FUNCTION_ATOM( HalfCube, 3 ) {
31
  
  ( v( 2 ) < 0.5 ? Inner : Outer );
32 }
33
34 VD2S_UNARY_FUNCTION_REGISTER( HalfCube, 3 );
35
36
  fl    :
37
  fl  real_t Inner;
38
  fl  real_t Outer;
39 };
40
41 real_t HalfCube::Inner = 0.0;
42 real_t HalfCube::Outer = 0.0;
43
44 VD2S_UNARY_FUNCTION_IO( HalfCube, 3, real_t );
45
46

 

fl
 
D.5
         
No Cena´rio 2 usamos uma condic¸a˜o de contorno dada pela func¸a˜o g, conforme a tabela 8.13. Esta
func¸a˜o esta´ implementada no arquivo DoubleArch.h.
1 /* DoubleArch.h
2 * Dirichlet evaluator for boundary conditions.
3 */
4
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5
fl  

 <iostream>
6
7 // Main Pantheon include.
8

fl  

 "Pantheon.h"
9
10 // Functions.
11

fl  

 "DirichletEvaluator.h"
12
13
 fl           std;
14
 fl           Pantheon;
15
16
  DoubleArch : fffifl  DirichletEvaluator {
17
fffi fl  :
18
 
 


 
DirichletEvaluator Parent_t;
19
20
   fi  <    field_t,    mesh_t >
21
fl fi fl  DoubleArch( field_t& u,   fi mesh_t& m, uinteger_t Id ) :
22 Parent_t( u, m, Id ) {
23 eval( u, m, Id );
24 }
25
26
   fi  <    field_t,    mesh_t >
27
fl fi fl      fl

eval( field_t& u,     mesh_t& m, uinteger_t Id ) {
28 u.discrete() = where(
29 m.vertexFlags() == Id,
30 0.5 * m.vertexPositions().comp( 1 ) *
31 ( 1.0 - m.vertexPositions().comp( 1 ) ),
32 0.0 );
33 }
34 }; // end of class DoubleArch
D.6
     
   
A listagem Diffusion.h define a classe DiffusionSolver, que initializa todos os componentes da
simulac¸a˜o, ale´m de prover os me´todos para a criac¸a˜o das matrizes globais do problema e sua posterior
inversa˜o com PETSc.
1 /* Diffusion.h
2 * Definitions for Diffusion.cc
3 */
4
5

fl
 



 
PANTHEON_DIFFUSION_INCLUDED
6



 
fl  PANTHEON_DIFFUSION_INCLUDED
7
8

fl  

 "SolversCommon.h"
9

fl  

 "StreamFilter.octave.h"
10
11

fl  

 "petscksp.h" // PETSc includes.
12

fl  

 "PETSc_ConjugateGradient.h"
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13
14 // Typedefs.
15
  
 


 
PETSc_ConjugateGradient::PETSc_Vector_t Solution_t;
16
  
 


 
PETSc_ConjugateGradient::PETSc_Matrix_t SparseArray_t;
17
18 /*---------------------------------------------< Specific definitions >--*/
19
20 // Numerical integration.
21
  
 


 
CommonIntegrator< DIFF_PTS, D > Integrator_t;
22
  
 


 
CommonIntegrator< RHS_PTS, D > RhsIntegrator_t;
23
24 // Local Laplacian operator.
25
  
 


 
LOCOP_GENERATOR<
26 LOCOP_Class < galerkin >,
27 LOCOP_Model < divgrad< D > >,
28 LOCOP_SubModel < spatial_parameter >,
29 LOCOP_Field < Field_t >,
30 LOCOP_Integrator< Integrator_t > >::RET CLaplacian_t;
31
32 // Boundary conditions.
33
  
 


 
BC_GENERATOR< // Para Cena´rios 1 e 3.
34 BC_Type< null_dirichlet< D > >,
35 BC_Field< Field_t > >::RET DirichletBC_t;
36
37

fl  

 "DoubleArch.h" // Para Cena´rio 2.
38
39
  
 


 
BC_GENERATOR< // Para Cena´rio 2.
40 BC_DirichletEvaluator< DoubleArch >,
41 BC_Type< spatial_dirichlet< D > >,
42 BC_Field< Field_t > >::RET SpDirichletBC_t;
43
44
  
 


 
BC_GENERATOR< // Para Cena´rio 2.
45 BC_Type< null_dirichlet< D > >,
46 BC_Field< Field_t > >::RET DirichletBC_t;
47
48

fl  

 "HalfCube.h" // Para Cena´rio 3.
49
50
  
 


 
BC_GENERATOR< // Para Cena´rio 3.
51 BC_Type< null_dirichlet< D > >,
52 BC_Field< Field_t > >::RET DirichletBC_t;
53
54 // RHS approximation method.
55
  
 


 
FunctionalRHS< ForcingFunction_t, RhsIntegrator_t > RHS_t;
56
57 /*-----------------------------------------------< Main class problem >--*/
58
59 // Dumb class to gather all information concerning a problem.
60
61
  DiffusionSolver {
62
fffi fl  :
63 // Cena´rios 1 e 2.
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64
fl fi fl  DiffusionSolver(         * f, uinteger_t NZ = 50 )
65 // Cena´rio 3.
66
fl fi fl  DiffusionSolver(         * f, real_t alpha, uinteger_t NZ = 50 )
67 :
68 NSum(), // Laplacian numerical integrator.
69 RhsNSum(), // RHS numerical integrator.
70 mesh( f ), // Finite element mesh.
71 mD( mesh ), // Mesh support class.
72 nEl( mD.numberOfElements() ), // Number of elements.
73 nC( mD.numberOfPositions() ), // Number of coordinates.
74 Map( mesh ), // L2G / G2L mapping.
75 u( mesh ), // The solution field.
76 Laplacian( u, NSum ), // Laplacian operator.
77 bc1( u, 1 ), // Dirichlet boundary condition.
78 // Cena´rios 1 e 2.
79 forcingFunc( 1e-4 ), // RHS.
80 diffusion( 1e-4, 0.2e-4 ), // Diffusion coefficient.
81 // Cena´rio 3.
82 forcingFunc( 1.0 ), // RHS.
83 diffusion( alpha, alpha / 10.0 ), // Diffusion coefficient.
84 bc2( u, 2 ), // Spatial Dirichlet Cena´rio 2.
85 Rhs( forcingFunc, RhsNSum ), // RHS evaluator.
86 A(), // Sparse matrix.
87 b() // RHS vector.
88 {
89 integer_t ierr = MatCreateSeqAIJ( PETSC_COMM_SELF, nC, nC, NZ,
90 PETSC_NULL, &A );
91 PETSC_ERR( ierr );
92
93 // PETSc vectors.
94
95 ierr = VecCreateSeq( PETSC_COMM_SELF, nC, &x ); PETSC_ERR( ierr );
96 ierr = VecDuplicate( x, &b ); PETSC_ERR( ierr );
97 }
98
99 // Destructor.
100
fl fi fl  ~DiffusionSolver() {}
101
102 // Assembles the FEM system.
103
fl fi fl      fl

assembly() {
104 CanonicScather scather;
105
106 cout << "Basis NDOF = " << B.ndof << endl;
107 cout << "nC = " << nC << endl;
108 cout << "nEl = " << nEl << endl;
109
110
 
   ( uinteger_t kk = 0; kk < nEl; kk++ ) {
111 Map.setup( kk ); // Never forget to prepare the mappings!
112
113 // Evaluating the Laplacian.
114 S = Laplacian.eval( B, Map, diffusion );
173
115 V = Rhs.eval( B, Map );
116
117 bc1.eval( kk, S, V, B ); // Fixing boundary conditions.
118 // Cena´rio 2.
119 bc2.eval( kk, S, V, B ); // Fixing boundary conditions.
120 scather.eval( A, S, b, V, mD, kk, B.ndof );
121 }
122
123 VecAssemblyBegin( b );
124 VecAssemblyEnd( b );
125
126 MatAssemblyBegin( A, MAT_FINAL_ASSEMBLY );
127 MatAssemblyEnd( A, MAT_FINAL_ASSEMBLY );
128 }
129
130 // Solves the resulting linear system.
131
fl fi fl      fl

solve() {
132 PETSc_ConjugateGradient solver( A );
133 solver.solve( x, b );
134 solver.destroy();
135 }
136
137 // Exports the solution to OpenDX.
138
fl fi fl      fl

dx(         * f ) {
139
    uinteger_t size = u.discrete().length( 0 );
140 PetscScalar* wp;
141 wp =    PetscScalar[ size ];
142 VecGetArray( x, &wp );
143
144
 
   ( uinteger_t ii = 0; ii < size; ii++ ) u( ii ) = wp[ ii ];
145
146 VecRestoreArray( x, &wp );
147 SaveToDX( u, f );
148 }
149
150 // Destroy all PETSc contexts.
151
fl fi fl      fl

destroy() {
152 integer_t ierr;
153
154 ierr = VecDestroy( x ); PETSC_ERR( ierr );
155 ierr = VecDestroy( b ); PETSC_ERR( ierr );
156 ierr = MatDestroy( A ); PETSC_ERR( ierr );
157 }
158
159
  fl    :
160 Integrator_t NSum; // Numerical integrators.
161 RhsIntegrator_t RhsNSum;
162 Mesh_t mesh; // The FEM mesh.
163 MeshDataAccess< Mesh_t > mD; // Mesh information extractor.
164 uinteger_t nEl, nC; // Number of elements and coordinates.
165 Mapping_t Map; // L2G map.
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166 Field_t u; // Mesh + values.
167 CLaplacian_t Laplacian; // The differential operator.
168 DirichletBC_t bc1; // Boundary condition.
169 SpDirichletBC_t bc2; // Dirichlet bc (Cena´rio 2.)
170 ForcingFunction_t forcingFunc; // RHS.
171 RHS_t Rhs;
172 Diffusion_t diffusion; // Diffusion.
173 Basis_t B; // FEM basis.
174 SparseArray_t A; // The sparse array.
175 Solution_t b, x; // RHS and solution vectors.
176 Tensor< Basis_t::ndof, real_t, Symmetric > S; // Local discrete operator.
177 Vector< Basis_t::ndof, real_t, Full > V; // Local discrete RHS.
178 };
179
180

 

fl
 
// PANTHEON POISSON CTE COEFF INCLUDED
D.7
     
     
Finalmente chegamos ao arquivo que centraliza todas as chamadas necessa´rias para a execuc¸a˜o da
simulac¸a˜o de um problema com difusa˜o espacialmente varia´vel. Note a semelhanc¸a com seu equivalente
de Poisson, PoissonCteCoeff.cc.
1 /* Diffusion.cc
2 * Solves \f$-\alpha(x) \Delta u = f\f$, \f$u = 0\f$ in \f$\partial\Omega\f$.
3 */
4
5

fl  

 "Diffusion.h"
6
7
  fl       help[] = "Nothing\n\n";
8
9 /*-------------------------------------------------------------< MAIN >--*/
10
11
fl  PantheonMain( PantheonParameters& parameters )
12 {
13 // Hello!
14 PANTHEON_GREETINGS( "Osiris", "Diffusion" );
15
16 // PETSc initialization.
17 PetscInitialize( &parameters._argc, &parameters._argv,
18
 fl        <     * >( 0 ), help );
19
20
fl  ierr;
21
22 cout << "Problem setup..." << endl;
23
24 // Para Cenrios 1 e 2.
25 DiffusionSolver Diffusion( parameters.MeshFile, parameters.NZ );
26 // Para Cenrio 3.
27 DiffusionSolver Diffusion( parameters.MeshFile, parameters.alpha,
28 parameters.NZ );
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29
30 cout << "System assembly..." << endl;
31 Diffusion.assembly();
32
33 cout << "System solution..." << endl;
34 Diffusion.solve();
35
36 cout << "Exporting to OpenDX..." << endl;
37 Diffusion.dx( parameters.DXFile );
38
39 cout << "Memory deallocation..." << endl;
40 Diffusion.destroy();
41
42 ierr = PetscFinalize(); CHKERRQ( ierr );
43
44 PANTHEON_GOODBYE;
45
46
 
  0;
47 }
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APEˆNDICE E
Listagem para os exemplos de Interac¸a˜o
Espe´cie/Poluente
Os exemplos do cap´ıtulo 8.3 foram criados com um u´nico arquivo fonte PollutantSpecies.cc, que
conte´m todas as definic¸o˜es necessa´rias tanto para o poluente quanto para a espe´cie.
E.1
 
   

      
   
1 /* PollutantSpecies.cc */
2
3

fl  

 "Pantheon.h"
4
5 // Numerical integration.
6

fl  

 "CommonIntegrator.h"
7
8 // Mesh stuff.
9

fl  

 "CommonMesh.h"
10

fl  

 "MeshDataAccess.h"
11

fl  

 "OsirisField.h"
12

fl  

 "FieldInterpolator.h"
13
14 // Operators and alikes.
15

fl  

 "Basis.generator.h"
16

fl  

 "L2G_Map.generator.h"
17

fl  

 "LocOp.generator.h"
18

fl  

 "BC.generator.h"
19

fl  

 "GradDotGrad.h"
20

fl  

 "FunctionalRhs.h"
21

fl  

 "CanonicScather.h"
22
23 // Utilities and filters.
24

fl  

 "CommandLine.h"
25

fl  

 "Timers.h"
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26

fl  

 "StreamFilter.plain.h"
27

include "StreamFilter.dx.h"
28

fl  

 "PoomaExtensions.h"
29

fl  

 "Greetings.h"
30
31 // Right hand sides.
32

fl  

 "Rhs.h"
33
34 // Diffusions.
35

fl  

 "Alpha.h"
36
37

fl  

 "petscksp.h" // PETSc includes.
38

fl  

 "PETSc_ConjugateGradient.h"
39
40 // Typedefs.
41
  
 


 
PETSc_ConjugateGradient::PETSc_Vector_t Solution_t;
42
  
 


 
PETSc_ConjugateGradient::PETSc_Matrix_t SparseArray_t;
43
44
  fl       help[] = "Nothing\n\n";
45
46 /*---------------------------------------------------< Problem definitions >--*/
47
48 // The element (geometric unit).
49
  
 


 
FE_GENERATOR< FE_Family< lagrange< 2 > >,
50 FE_Geometry< triangle > > FeGenerator_t;
51
52
  
 


 
FeGenerator_t::RET Element_t;
53
54 // Spatial dimension.
55
     fl  D = Element_t::spatialDimensions;
56
57 // The mesh (geometry).
58
  
 


 
CommonMesh< Element_t > Mesh_t;
59
60 // Osiris field (problem variable).
61
  
 


 
OsirisField< Mesh_t, Array< 1 > > Field_t;
62
63 // Numerical integration.
64
  
 


 
CommonIntegrator< 2, D > Integrator_t;
65
66
  
 


 
CommonIntegrator< 4, D > RhsIntegrator_t;
67
68 // Mapping.
69
  
 


 
L2G_MAP_GENERATOR< L2G_FeGenerator< FeGenerator_t >,
70 L2G_Geometry< Mesh_t >,
71 L2G_MapKind< both_map > >::RET Mapping_t;
72
73 // Variable diffusivity operator.
74
  
 


 
LOCOP_GENERATOR<
75 LOCOP_Class < galerkin >,
76 LOCOP_Model < divgrad< D > >,
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77 LOCOP_SubModel < spatial_parameter >,
78 LOCOP_Field < Field_t >,
79 LOCOP_Integrator< RhsIntegrator_t > >::RET SpatialDiffusion_t;
80
81 // Constant identity operator.
82
  
 


 
LOCOP_GENERATOR<
83 LOCOP_Class < galerkin >,
84 LOCOP_Model < identity< D > >,
85 LOCOP_SubModel < cte_parameter >,
86 LOCOP_Field < Field_t >,
87 LOCOP_Integrator< Integrator_t > >::RET CteIdentity_t;
88
89 // Local advection operator.
90
  
 


 
LOCOP_GENERATOR<
91 LOCOP_Class < galerkin >,
92 LOCOP_Model < advective< D > >,
93 LOCOP_SubModel < cte_parameter >,
94 LOCOP_Field < Field_t >,
95 LOCOP_Integrator< Integrator_t > >::RET CteAdvection_t;
96
97 // Constant diffusivity operator.
98
  
 


 
LOCOP_GENERATOR<
99 LOCOP_Class < galerkin >,
100 LOCOP_Model < divgrad< D > >,
101 LOCOP_SubModel < cte_parameter >,
102 LOCOP_Field < Field_t >,
103 LOCOP_Integrator< Integrator_t > >::RET CteDiffusion_t;
104
105 // Variable identity operator.
106
  
 


 
LOCOP_GENERATOR<
107 LOCOP_Class < galerkin >,
108 LOCOP_Model < identity< D > >,
109 LOCOP_SubModel < spatial_parameter >,
110 LOCOP_Field < Field_t >,
111 LOCOP_Integrator< Integrator_t > >::RET SpatialIdentity_t;
112
113 // Dirichlet boundary condition.
114
  
 


 
BC_GENERATOR<
115 BC_Type< null_dirichlet< D > >,
116 BC_Field< Field_t > >::RET NullDirichletBC_t;
117
118 // Use esta condic¸~ao para Dirichlet n~ao-nulo.
119
  
 


 
BC_GENERATOR<
120 BC_Type< cte_dirichlet< D > >,
121 BC_Field< Field_t > >::RET CteDirichletBC_t;
122
123
  
 


 
BASIS_GENERATOR< BASIS_Fe< Element_t >,
124 BASIS_Type< grad_basis > >::RET Basis_t;
125
126 /*---------------------------------------------------------< Velocity >--*/
127
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128 // Reads a cte velocity field from a file.
129
130 Vector< D > Velocity(          * FileName ) {
131 ifstream in( FileName );
132
133
fl
 
( !in ) {
134 PANTHEON_FATAL_ERROR( Osiris, "Unable to open file!" );
135 }
136
137 Vector< D > V;
138
139
 
  ( fl  ii = 0; ii < D; ii++ ) in >> V( ii );
140
141
 
  V;
142 }
143
144 /*-----------------------------------------------< Pollutant diffusion >--*/
145
146
  PolDiffusion {
147
fffi fl  :
148
fl fi fl  PolDiffusion() {}
149
fl fi fl  ~PolDiffusion() {}
150
151 VD2S_UNARY_FUNCTION_ATOM( PolDiffusion, 2 ) {
152
  
  1e-5 + 1e-5 * v( 1 ) * v( 1 );
153 }
154
155 VD2S_UNARY_FUNCTION_REGISTER( PolDiffusion, 2 );
156 }; // end of class PolDiffusion
157
158 /*-------------------------------------------------< Pollutant source >--*/
159
160
  PolSrc {
161
fffi fl  :
162
fl fi fl  PolSrc() {}
163
fl fi fl  ~PolSrc() {}
164
165 VD2S_UNARY_FUNCTION_ATOM( PolSrc, 2 ) {
166
fl
 
( ( fabs( v( 0 ) - 4.25 ) <= 0.5 ) &&
167 ( fabs( v( 1 ) - 0.20 ) <= 0.1 ) ) {
168
  
  1e-3;
169 }
170
171
  
  0.0;
172 }
173
174 VD2S_UNARY_FUNCTION_REGISTER( PolSrc, 2 );
175 }; // end of class PolSrc
176
177 /*---------------------------------------------------< Species source >--*/
178
180
179
  SpeciesSrc {
180
fffi fl  :
181
fl fi fl  SpeciesSrc() {}
182
fl fi fl  ~SpeciesSrc() {}
183
184 VD2S_UNARY_FUNCTION_ATOM( SpeciesSrc, 2 ) {
185 // Retire este ‘‘if’’ para Dirichlet n~ao-nulo.
186
fl
 
( v( 0 ) <= 0.5 ) {
187
  
  1e-2;
188 }
189
190
  
  0.0;
191 }
192
193 VD2S_UNARY_FUNCTION_REGISTER( SpeciesSrc, 2 );
194 }; // end of class PolSrc
195
196 /*-------------------------------------------------------------< MAIN >--*/
197
198
fl  PantheonMain( PantheonParameters& parameters )
199 {
200 // Hello!
201 PANTHEON_GREETINGS( "Osiris", "PollutantSpecies" );
202
203 // PETSc initialization.
204 PetscInitialize( &parameters._argc, &parameters._argv,
205
 fl        <     * >( 0 ), help );
206
207 // Numeric integration.
208 Integrator_t NSum;
209
210 RhsIntegrator_t RhsNSum;
211
212 // Evaluating the basis on the integration points.
213 Basis_t B;
214
215 cout << "PROCESSING POLLUTANT PROBLEM..." << endl;
216
217 cout << "Mesh processing..." << endl;
218
219 // Reading a mesh from a GMSH file.
220 Mesh_t mesh( parameters.MeshFile );
221
222 // Standard mappings.
223 Mapping_t Map( mesh );
224
225 MeshDataAccess< Mesh_t > mD( mesh );
226
227 // Linking this mesh to a Osiris field (pollutant).
228 Field_t u( mesh );
229
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230 // Pollutant diffusion function.
231 PolDiffusion cDiff;
232
233 // Pollutant decay coefficient.
234
    real_t cDecay = 1e-7;
235
236 // Declaring a variable diffusion operator.
237 SpatialDiffusion_t SpDiff( u, RhsNSum );
238
239 // Constant identity operator.
240 CteIdentity_t Decay( u, NSum, cDecay );
241
242 // Declaring the advective operator.
243 CteAdvection_t Advection( u, NSum, Velocity( parameters.PolVelFile ) );
244
245 // Null Dirichlet boundary condition.
246 NullDirichletBC_t bc1( u, 1 );
247
248 // RHS for the first equation.
249 PolSrc f1;
250
251 FunctionalRHS< PolSrc, Integrator_t > Rhs( f1, NSum );
252
253 // Some mesh quantities.
254
255
    uinteger_t nel = mD.numberOfElements();
256
    uinteger_t nc = mD.numberOfPositions();
257
258 SparseArray_t A;
259
260 integer_t ierr;
261
262 ierr = MatCreateSeqAIJ( PETSC_COMM_SELF, nc, nc, parameters.NZ,
263 PETSC_NULL, &A );
264
265 PETSC_ERR( ierr );
266
267 Solution_t b, x;
268
269 ierr = VecCreateSeq( PETSC_COMM_SELF, nc, &b ); PETSC_ERR( ierr );
270 ierr = VecDuplicate( b, &x ); PETSC_ERR( ierr );
271
272 uinteger_t id1, id2;
273
274 Tensor< B.ndof, real_t, Full > S; // Local discrete operator.
275 Vector< B.ndof, real_t, Full > V; // Local discrete RHS.
276
277 CanonicScather scather;
278
279 cout << "Operator processing..." << endl;
280
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281
 
  ( uinteger_t kk = 0; kk < nel; kk++ ) {
282 Map.setup( kk ); // Never forget to prepare the mappings!
283
284 S = SpDiff.eval( B, Map, cDiff ) + Decay.eval( B, Map ) +
285 Advection.eval( B, Map );
286
287 V = Rhs.eval( B, Map );
288 bc1.eval( kk, S, V, B ); // Fixing boundary conditions.
289
290 scather.eval( A, S, b, V, mD, kk, B.ndof );
291 }
292
293 VecAssemblyBegin( b );
294 VecAssemblyEnd( b );
295
296 MatAssemblyBegin( A, MAT_FINAL_ASSEMBLY );
297 MatAssemblyEnd( A, MAT_FINAL_ASSEMBLY );
298
299 cout << "Linear system solution..." << endl;
300
301 // Preparing the solver.
302 PETSc_ConjugateGradient solver( A );
303
304 // Solve linear system.
305 solver.solve( x, b );
306
307 // Destroys the solver.
308 solver.destroy();
309
310 cout << "PROCESSING SPECIES PROBLEM..." << endl;
311
312 // Species field.
313 Field_t s( mesh );
314
315 // Species cte diffusion.
316
    real_t cSpDiff = 1e-4;
317
318 // Scalling the pollutant.
319 u.discrete() *= parameters.Multiplier;
320
321 // Declaring a cte diffusion operator.
322 CteDiffusion_t CteDiff( s, NSum, cSpDiff );
323
324 // Pollutant interpolator.
325
  
 


 
FieldInterpolator< Field_t, Basis_t > IField_t;
326
327 IField_t uI( u, B );
328
329 // Spatial decay.
330 SpatialIdentity_t SpDecay( s, NSum );
331
183
332 // Declaring the advective operator.
333 CteAdvection_t Advection2( s, NSum, Velocity( parameters.SpVelFile ) );
334
335 // RHS for the second equation.
336 SpeciesSrc f2;
337
338 FunctionalRHS< SpeciesSrc, Integrator_t > Rhs2( f2, NSum );
339
340 ierr = MatDestroy( A ); PETSC_ERR( ierr );
341 ierr = MatCreateSeqAIJ( PETSC_COMM_SELF, nc, nc, parameters.NZ,
342 PETSC_NULL, &A ); PETSC_ERR( ierr );
343
344 Solution_t b2;
345
346 ierr = VecCreateSeq( PETSC_COMM_SELF, nc, &b2 ); PETSC_ERR( ierr );
347
348 // Use se Dirichlet for n~ao-nulo.
349 CteDirichletBC_t bc2( u, 2, 1e-2 );
350
351
 
  ( uinteger_t kk = 0; kk < nel; kk++ ) {
352 Map.setup( kk ); // Never forget to prepare the mappings!
353 uI.setup( kk );
354
355 S = CteDiff.eval( B, Map ) + SpDecay.eval( B, Map, uI ) +
356 Advection2.eval( B, Map );
357
358 V = Rhs2.eval( B, Map );
359 bc1.eval( kk, S, V, B ); // Fixing boundary conditions.
360 // Use se Dirichlet for n~ao-nulo.
361 bc2.eval( kk, S, V, B ); // Fixing boundary conditions.
362
363 scather.eval( A, S, b2, V, mD, kk, B.ndof );
364 }
365
366 VecAssemblyBegin( b2 );
367 VecAssemblyEnd( b2 );
368
369 MatAssemblyBegin( A, MAT_FINAL_ASSEMBLY );
370 MatAssemblyEnd( A, MAT_FINAL_ASSEMBLY );
371
372 // Preparing the solver.
373 PETSc_ConjugateGradient solver2( A );
374
375 // Solve linear system.
376 solver2.solve( x, b2 );
377
378 // Destroys the solver.
379 solver2.destroy();
380
381 ierr = VecDestroy( x ); PETSC_ERR( ierr );
382 ierr = VecDestroy( b ); PETSC_ERR( ierr );
184
383 ierr = MatDestroy( A ); PETSC_ERR( ierr );
384
385 ierr = PetscFinalize(); CHKERRQ( ierr );
386
387 PANTHEON_GOODBYE;
388
389
 
  0;
390 }
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