Recently, online social networks have become major battlegrounds for political campaigns, viral marketing, and the dissemination of news. As a consequence, "bad actors" are increasingly exploiting these platforms, becoming a key challenge for their administrators, businesses and the society in general. The spread of fake news is a classical example of the abuse of social networks by these actors. While some have advocated for stricter policies to control the spread of misinformation in social networks, this often happens in detriment of their democratic and organic structure. In this paper we study how to limit the influence of a target set of users in a network via the removal of a few edges. The idea is to control the diffusion processes while minimizing the amount of disturbance in the network structure.
INTRODUCTION
Online social networks, such as Facebook and Twitter, were popularized mostly as platforms for sharing entertaining content and maintaining friendship and family ties. However, they have been quickly transformed into major battlegrounds for political campaigns, viral marketing, and the dissemination of news. With this shift, the increase in the number of "bad actors", such as tyrannical governments, Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). WOODSTOCK'97, July 1997, Texas USA © 2016 Copyright held by the owner/author(s). ACM ISBN 123-4567-24-567/08/06. https://doi.org/10.475/123 4 spammers, hackers, bots, and bullies exploiting these platforms has become a key challenge not only for their administrators but for businesses and society in general.
A classical example of the abuse of social networks is the spread of fake news. As a concrete example, Starbucks 1 recently was the victim of a hoax claiming that it would give free coffee to undocumented immigrants [40] . Earlier, Twitter had a vast number of threat reports with inaccurate locations where riots would take place across the UK. People were terrified as false reports of riots in their local neighborhoods broke on social media [2] . A fundamental question is: How can one (e.g., Starbucks, governments) limit the spread of misinformation in social networks?
A questionable approach to control the diffusion of misinformation in social platforms is via stricter laws and regulations by governments. This control often happens in detriment of the democratic and organic structure that are central to these platforms. Instead, a more sensible approach is to limit the impact of bad actors in the network while minimizing the disruption of its structure. In this paper we formalize this general problem as the influence minimization problem. In particular, we focus on a setting where the network is modified via the removal of a few edges. These modifications might be implemented by social network administrators or induced by other organizations or governments via advertising campaigns.
The problem of controlling influence spread via structural changes in a network has attracted recent interest from the research community [19, 22, 39] . However, existing work assumes that diffusion follows classical models from the literature-e.g., Independent Cascade, Linear Threshold, and Susceptible Infected Recovered. These models are hard to validate at large-scale while also requiring computationally-intensive simulations in order to evaluate the effect of modifications. Instead, we propose a data-driven approach for influence minimization based on propagation traces [14] . More specifically, our modifications are based on historical data, which makes our solutions less dependent on a particular diffusion model.
Another important aspect of the influence minimization problem considered in this work is the type of constraint imposed on the amount of modification allowed in the network. The influence limitation (minimization) problems are often studied under budget constraints [22, 39] , where a fixed number of edges can be blocked in the network. One of the main advantages of this type of formulation is that the associated objective function is often monotone and submodular, enabling the design of a simple greedy algorithm that achieves good approximation guarantees [19] . On the other hand, budget constraints have undesired effects in many settings. For instance, they might disconnect or disproportionately affect particular sub-networks. Besides disturbing the network structure, such effects are in conflict with important modern issues, such as algorithmic fairness [1] . We address this issue by studying the influence limitation problem not only under a budget constraint but also under matroid constraints [7, 30] . Our formulations provide an interesting comparison between these constraints and showcase the expressive power of matroids for problems defined over networks.
The main goal of this paper is to show how the formalization of the influence limitation problem under budget and matroid constraints leads to interesting challenges in terms of algorithm design. Different from the budget version, for which we propose a simple greedy algorithm, the matroid version requires a more sophisticated solution via continuous relaxation and rounding. Yet, we provide a theoretical analysis of the performance of both algorithms that is supported by the fact that the objective function of the influence limitation problem is submodular. Moreover, we provide strong inapproximability results for both versions of the problem.
The major contributions of this paper are summarized as follows: • We investigate a novel and relevant problem in social networks, the data-driven influence minimization by edge removal.
• We study our general problem under both budget and matroid constraints, discussing how these affect algorithmic design.
• We show that influence limitation is APX-hard and propose deterministic and probabilistic constant-factor approximation solutions for the budgeted and matroid versions of the problem, respectively.
• We evaluate the proposed techniques using several synthetic and real datasets. The results show that our methods outperform the baseline solutions by up to 40% while scaling to large graphs.
INFLUENCE LIMITATION
We start with a description of Credit Distribution Model and formulate the influence limitation problems in Section 2.2.
Credit Distribution Model
The Credit Distribution Model (CDM) [14] estimates user influence directly from propagation traces. Its main advantages compared to classical influence models (e.g. Independent Cascade and Linear Threshold [18, 24] ) is that it does not depend on computationally intensive simulations while also relying less on the strong assumptions made by such models. Our algorithms apply CDM to compute user influence, and thus we briefly describe the model in this section. Let G(V , E) be a directed social graph and L (U ser, Action,Time) be an action log, where a tuple (u, a, t) indicates that user u has performed action a at time t. Action a ∈ A propagates from node u to node v iff u and v are linked in social graph and u performed action a before v. This process defines a propagation graph (or an action graph) of a as a directed graph G(a) = (V (a), E(a)) which is a DAG. The action log L is thus a set of DAGs representing different actions' propagation traces. For a particular action a, a potential influencer of a node or user can be any of its in-neighbours. We denote N in (u, a) = {v |(v, u) ∈ E(a)} as the set of potential influencers of u for action a and d in (u, a) = |N in (u, a)|. When a user u performs action a, the direct influence credit, denoted by γ (v,u) (a), is given to all v ∈ N in (u, a). Intuitively the CDM distributes the influence credit backwards in the propagation graph G(a) such that not only u gives credit to neighbours, but also in turn the neighbours
Symbols
Definitions and Descriptions
Given graph (vertex set V and edge set E) X Target set of source nodes C The set of candidate edges
Credit given to set X for influencing u in G(a) γ e (a) = γ (v,u) (a)
Direct credit for v to influence u via e = (v, u) u − → a v It implies there is a path from u to v in G(a) b
Maximum #edges removed from a node in ILM ì y
The vector with edge membership probabilities pass on the credit to their predecessors. The total credit, Γ v,u (a) given to a user v for influencing u via action a corresponds to multiple paths from v to u in the propagation graph G(a):
Similarly, one can define the credit for a set of nodes X ,
By normalizing the total credit over all actions A u by a node u:
The total influence σ cd (X ) is the credit given to X by all vertices:
EXAMPLE 1. Figures 1a and 1b show a social graph G and one propagation graph G(a) for action a, respectively. For G(a), σ cd (G, X ) = u ∈V Γ X,u given any target set X . Consider the following example where X = {w, v}. In the propagation graph (Fig.  1b) 
Notice that we have assigned the values of γ (u ′ ,v ′ ) arbitrarily. In practice, we compute influence probabilities (γ ) using well-known techniques in [13] . Our theoretical results do not depend on the particular scheme used to compute γ .
Problem Definitions
We study influence minimization in two different settings. The first is budget constrained optimization, where a limit on the number of edges to be modified is set as a parameter. The second setting takes into account a more general class of constraints that can be expressed using the notion of an independent set.
Our goal is to remove a few edges B ⊂ E such that the influence of a target set of users X is minimized according to the CDM. Given a target user v and an arbitrary user u, the credit of v for influencing u in G(a) is computed based on Equation 1. Consider P(v, u) to be the set of paths from v to u where each path p = {e 1 , e 2 , ..., e t } is such that e 1 = (v, v ′ ), e t = (u ′ , u), and e i ∈ E(a) for all i and u ′ , v ′ ∈ V (a) − {v, u}. We use γ (w ′ ,w ) (a) or γ e (a) to represent the credit exclusively via edge e = (w ′ , w) for influencing w in G(a). Therefore, Equation 1 can be written as:
A similar expression can be defined for a target set X :
where P(X , u) contains only the minimal paths from v ∈ X to u-i.e.
We apply Equation 5 to quantify the change in credit for a target set of nodes X and a particular action a after the removal of edge e according to the credit distribution model:
An edge deletion potentially blocks a few paths from v to the remaining users, reducing its credit (or influence). We use G m = (V , E − B) and G m (a) to denote the graph and the propagation graph for action a after the removal of edges in B, respectively. The following sections, introduce the budget and matroid constrained versions of the influence limitation problem.
Budgeted Influence Limitation (BIL).
We formalize the Budgeted Influence Limitation (BIL) problem as follows.
, an action log L , a candidate set of edges C, a given seed set X , and an integer k < |C |, find a set
EXAMPLE 2. Consider the example in Figure 1 , assuming the candidate set C = {(t, x), (y, u), (x, u)}, k = 2, and X = {w, v}. From Example 1, σ cd (G, X ) = 4.21 in the unmodified graph and the deletion of (t, x) ∈ C will not change the influence of X . On the other hand, the removal of (y, u) and (x, u) (Fig. 1c) will make
We show that our problem is NP-hard. THEOREM 1. The BIL problem is NP-hard.
PROOF. See the Appendix.
□ BIL assumes that any k edges in the candidate set can be removed from the network. While such budget constrained formulations are quite popular in the literature [14, 18, 19] , they fail to capture relevant aspects in many applications. For instance, an optimal solution for BIL might make the network disconnected or disproportionately affect particular sub-networks. Table 2 exemplifies this issue using two real networks and different sizes of the target set X chosen uniformly at random. The majority of the modifications are concentrated in the top three nodes-i.e. those with the largest number of edges removed in the solution. In the next section, we present a different formulation for influence limitation under matroid constraints, which addresses some of these challenges.
Influence Limitation under Matroid (ILM).
Matroids are abstract objects that generalize the notion of linear independence to sets [8] . We apply matroids to characterize a class of constraints for influence limitation. First, we formalize the concept of a matroid: DEFINITION 1. Matroid [30] : A finite matroid M is a pair (C, I ), where C is a finite set (called the ground set) and I is a family of subsets (independent sets) of C with the following properties: (1) The empty set is independent, i.e., ∅ ∈ I . (2) Every subset of an independent set is independent. To illustrate the expressive power of matroids as a general class of constraints for optimization problems defined over networks, we focus on a particular setting of influence minimization. More specifically, we upper bound the number of edges that can be removed from each node in the network. PROBLEM 2. Influence Limitation under Matroid (ILM): Given a directed social graph G(V , E), an action log L , a candidate set of edges C, a given seed set X , and an integer b, find a set B (where B ⊂ C ⊂ E) such that at most b edges from B are incident (incoming) on any node in V and σ cd (G m , X ) is minimized where
The effect of ILM is to enforce network modifications that are more uniformly distributed across the network. Notice that a valid solution for the budget constrained version (BIL) might not necessarily be a valid solution for ILM. Conversely, not every solution of ILM is valid for BIL. We also show that ILM is NP-hard. THEOREM 2. The ILM problem is NP-hard.
PROOF. The proof follows a similar construction as in Thm. 1 . □ It remains to show that ILM follows a matroid constraint-i.e. any valid solution for ILM is a matroid (Definition 1). In fact, we will show that ILM follows a partition matroid, which is a specific type of a matroid where the ground set C is partitioned into non-overlapping subsets
The key insight for this observation is that, for any incoming edge, the associated node is unique to the edge. As an example, if e = (u, v) (incoming to v) then the node v is unique to the edge e. Thus, the Table 2 : Motivation for influence limitation under matroid (ILM). We compute the percentage of removed edges, from a total of 50, that are incident to the top three nodes in the solution of the budgeted version of the problem (BIL). In each round, we select a target set X uniformly at random. Results from two datasets (CA and FXS, see description in Section 6) are shown. Notice that BIL modifications are strongly biased towards a small set of nodes in the network. Using a matroid constraint (ILM), we are able to enforce modifications that are better distributed across the network.
ground set C can be partitioned into edge sets (C 1 , C 2 , ..., C |V | ) based on the |V | unique incidence edges associated with them. Any feasible solution B (edge set) is an independent set as B ∩ C v ≤ b, where v ∈ V . Notice that the more general setting where a constant b v is defined for each node in the network is also a partition matroid.
SUBMODULARITY
A key feature in the design of efficient algorithms for influence limitation is submodularity. Intuitively, submodular functions are defined over sets and have the so called diminishing returns property. These functions behave similarly to both convex and concave functions [21] , enabling a polynomial-time search for approximate global optima for NP-hard problems. Besides its more usual application to the budgeted version of our problem, we also demonstrate the power of submodular optimization in the solution of influence limitation problems under matroid constraints.
In order to prove that the maximization function ∆ associated to both BIL and ILM is submodular, we analyze the effect of the removal of a single candidate edge e over the credit of the target set X . Equation 6 defines the change in credit (δ a ({e})) after the removal of e = (u, v) in G(a). In case a given vertex v does not have outgoing edges in G(a), the change can be computed as:
The next lemma describes the effect of removing an edge e = (u, v) for the case where node v has outgoing edges in G(a).
LEMMA 3.1. For an action a, with corresponding DAG V (a), the change in credit after the removal of e = (u, v) is as follows:
PROOF. The proof is based on induction over the length of the paths from v to w (see the Appendix). □ EXAMPLE 3. Consider the example in Figure 1b . Let the target set X be {v}. The contribution of the edge (w, y) will be the following:
We are now able to formalize the change in credit due to a single edge deletion over all the actions in the action set A . LEMMA 3.2. The total change in credit ∆({e}) due to the removal of edge e can be computed as:
where
Lemma 3.2 follows from Lemma 3.1 and Equations 2, and 3. Next, we prove the submodularity property of the function ∆. PROOF. The function is monotonic for each action a, as the removal of an edge cannot increase the credit. As a consequence, ∆ which is a sum of credits over all actions is also monotonic.
To prove submodularity, we consider the deletion of two sets of edges, E S and E T where E S ⊂ E T , and show that
for any edge e ∈ C such that e E S and e E T . A non-negative linear combination of submodular functions is also submodular. Thus, it is sufficient to show the property for one action a, as ∆ has the following form:
). Edge sets E S and E T are removed from the graph and we evaluate ∆({e}) such that e E S and e E T . Let the credits towards x from node w after removing E S and E T edges be Γ ′ x,w (G S ) and Γ ′ x,w (G T ) (omitting a from Γ ′ (., a) for simplicity) respectively. Moreover, use the notation u − → a v if there is a path from u to v in G(a).
There are two possible cases.
Hence the marginal gains due to e for both E S and E T are 0.
2) If w − → a v holds, marginal gains for sets E S and E T are equal to
. This shows that ∆ is a submodular function. □
The next two sections describe how we apply the submodularity property in the design of efficient approximate algorithms for influence minimization (BIL and ILM). for e ∈ C \ B do 4: e.MC← computeMC(e) 5: end for 6: e * ← arg max e ∈C\B {e.MC}
7:
B ← B ∪ {e * } and E ← E \ {e * } 8: updateUC(e, EP, UC, SC) 9: updateSC(e, EP, UC, SC) 10: end while Algorithm 2: computeMC Require: e = (u, v), X , UC, SC Ensure:
mc a = 0 4:
end for
BUDGET CONSTRAINED PROBLEM
According to Theorem 3, BIL is a monotone submodular maximization problem under a budget constraint. As a consequence, a simple greedy algorithm produces a constant factor approximation of (1 − 1/e) [30] for the problem. However, naively applying greedy algorithm might be expensive. It requires scanning the action log file, computing the credits and updating them multiple times after each edge removal. We introduce a more efficient version of this greedy algorithm based on properties of the credit distribution model.
The greedy algorithm removes the edge that minimizes the credit (or influence) of the target set, one at a time. After each edge removal, the credit Γ u,v , i.e., the credit of node u for influencing v, has to be updated. As the algorithm removes only one edge e, intuitively, it should not affect nodes in the entire network but only some in the neighborhood of e. Next, we formalize these observations and show how to apply them in the design of an efficient algorithm for BIL.
OBSERVATION 2. For a given action a and DAG G(a), the removal of e = (u, v) changes Γ z,w iff z − → a u and v − → a w.
Let us consider an arbitrary DAG G(a) and node pair (z, w). Deleting e = (u, v) can only affect the credit Γ z,w -i.e., the credit of node z for influencing w-if e is on an path from z to w in G(a). The edge e is on one of such paths if and only if z − → a u and v − → a w.
The following observations can be derived from Lemma 3.2.
OBSERVATION 3. For given action a and DAG G(a), the removal of
OBSERVATION 4. For given target set X , an action a and DAG G(a), the removal of e = (u, v) reduces Γ X,w by (Γ X,u · γ (u,v) ) · Γ v,w iff z − → a u and v − → a w where z ∈ X .
Next we describe our algorithms for the BIL problem. Algorithm 1 scans the actions log L to collect information for comparing the effect of removing each candidate edge. This information is maintained in data structures EP, EC, and SC. In particular,
is the credit (Γ u,v (a)) given to u for influencing v, and SC [u] [a] is the credit (Γ X,u (a)) given to X for influencing u, all for an action a.
The contribution of each edge (see Lemma 3.2), given the current solution set B, is computed using Algorithm 2. Methods updateUC and updateSC are based on observations 3 and 4, respectively. While updateUC updates UC upon an edge removal, updateSC updates the credit of the target set in SC (see the Appendix for details).
The three most expensive steps of the greedy algorithm are steps 4, 8 and 9. The corresponding methods computeMC, updateUC, and updateSC, take O( a ∈A |V (a)|), O( a ∈A |V (a)| 2 ), and O( a ∈A |V (a)|) time, respectively. Thus, the total running time of
Notice that the time does not depend on the number of nodes in the graph (|V |), but on the size of the action graphs, the budget and the size of the candidate edge set. We discuss further optimization techniques for Algorithm 1 in the Appendix.
MATROID CONSTRAINED PROBLEM
In the previous section, we have presented an efficient greedy algorithm for budgeted influence limitation. Here, we switch to the matroid constrained version of the problem (ILM), for which the described algorithm (Algorithm 1) might not provide a valid solution. Notwithstanding, as for the budgeted case, the submodularity of the influence minimization objective (see Section 3) plays an important role in enabling the efficient solution of ILM.
Based on Observation 1 (Section 2.2.2), we apply existing theoretical results on submodular optimization subject to matroid constraints in the design of our algorithm. First, we propose a continuous relaxation that is the foundation of a continuous greedy algorithm for ILM. Next, we describe two techniques for rounding the relaxed solution. While the first rounding scheme also achieves an approximation factor of 1 − 1/e, it is not scalable. Thus, we propose a faster randomized rounding scheme that we will show to work well in practice. Generalizations and hardness results based on the notion of curvature [42] are covered in Sections 5.3 and 5.4.
Continuous Relaxation
Let ì y = (y 1 , y 2 , ...y c ) be the vector with membership probabilities for each edge in the candidate set, C (|C | = c). Moreover, let B be a random subset of C where the edge e i ∈ C is included in B with probability y i . From [41] , if f is the continuous extension of ∆, then:
Let E in (v) be the set of incoming edges to the node v. Our objective is to find a ì y that maximizes f (ì y) with the following constraints:
While Equation 9 maintains the fractional values as probabilities, Equation 10 enforces the maximum number of edges incident to each node to be bounded by b. Because the relaxation of ∆ as f is continuous, the optimal value for f is an upper bound on ∆ (the discrete version). Let B * and Y * be the optimal edge sets for ∆ and f , respectively. Also, let Z be a vector defined as follows: z i = 1 if e i ∈ B * and z i = 0, otherwise. Then, ∆(B * ) = f (Z ) and Z maintains the constraints. As
We show that the new objective function f is smooth (i.e. it has a second derivative), monotone and submodular. Based on these properties, we can design a continuous greedy algorithm that produces a relaxed solution for ILM with a constant-factor approximation [41] . with high probability. The approximation guarantee exploits the facts that ∆ is submodular (Theorem 4) and ILM follows a matroid constraint (Observation 1). CG is similar to the well-known Frank-Wolfe algorithm [32] . It iteratively increases the coordinates (edge probabilities) towards the direction of the best possible solution with small step-sizes while staying within the feasible region. In [41] , Vondrak proves the following: The values τ and s correspond to the number of iterations and samples applied by the CG algorithm.
The costliest operations of CG are steps 3, 4 and 5.
Step 3 takes O(c · s) time, as it visits each edge in the candidate set C (|C | = c).
Step 4 computes the contribution of edges, having worst case time complexity O(s · c · a ∈A |V (a)|).
Step 5 greedily selects the best set of edges, according to the weights. Therefore, the total running time of the algorithm is O(τ (s · c · a ∈A |V (a)| + c log c)).
Rounding
y is still required for obtaining a deterministic set of edges. We describe two rounding schemes. The first is a computationallyintensive lossless rounding procedure for matroids known as swap rounding [8] . Next, we address the high time complexity issue, by proposing a simpler and faster randomized procedure. We show that, our independent rounding method produces feasible edges with low error and high probability.
Dependent Rounding [8]:
The main idea of this technique is to represent the solution as a linear combination of maximal independent sets in the matroid. After obtaining the representation, the strong exchange property [8] of matroids is applied in a probabilistic way to generate the final solution. More details are given in [8] .
Randomized Rounding [36]:
We sort the edges according to their weights (probabilities) and round them while maintaining feasibility. The procedure is fast as it only makes a single pass over the candidate edges in C. In practice, we perform this 50 times and choose the best solution among the rounded feasible sets. In Section 6.2, we show that this procedure generates good results.
In order to analyze the effect of this randomized procedure, we assume that it is unaware of the dependency between the edges. Let B be the edge set produced by rounding, i.e. f (ì y) = E[∆(B)], and let E v ⊂ B be the incoming edges incident on node v. The next theorem shows that the randomized procedure will produce a feasible set within error ϵ with (high) probability 1 − 1 n , where n = |V | is the number of nodes. THEOREM 6. The following bound holds for the number of edges incoming to v in the rounded set:
PROOF. Let B be the set of edges produced by the rounding procedure. An edge e i is included in B with probability y i . As ì y is a feasible solution, e i y i ≤ b ∀v ∈ V (Equation 10) where e i is incident (incoming) to vertex v. Thus, E(|E v |) ≤ b. Applying the Chernoff's bound:
Applying the union bound, ∀v ∈ V , we get:
Substituting ϵ = 6 log n b , we get: We emphasize two implications of this theorem: (1) The probability that the rounded solution is feasible depends on the error ϵ which is small whenever b is large; (2) The rounding procedure has a probabilistic bi-criteria approximation, being lossless if the maximum number of edges to be removed per node is b ′ = b(1 + ϵ).
The proposed randomized rounding scheme is efficient, as it only performs one pass over the candidate edges C in order to generate its output. In the Appendix, we compare the performance of the dependent and randomized rounding schemes.
Generalizations
We briefly discuss other relevant scenarios where matroid constrained optimization can be applied in the context of influence limitation. Matroids can capture a large number of influence limitation settings, especially when edges in the solution can be naturally divided into partitions. Examples include the limitation of influence in non-overlapping communities [3] , disjoint campaigning [23] , and problems where issues of fairness arise [44] . Moreover, influence boosting problems via attribute-level modification [25] and edge addition [19] can also be modelled under matroid constraints.
Curvature and APX-hardness
The ILM problem is NP-hard to approximate within a constant greater than 1 − 1 e . We prove the same about BIL (budget constrained) in the Appendix. To show these results, we first describe a parameter named curvature [17] that models the dependencies between elements (edges) in maximizing an objective function.
In ILM, the objective is max {∆(B), B ⊂ C} where B is an independent set (Definition 1). Before proving APX-hardness, we first define the concept of total curvature (c t ) [42] . DEFINITION 2. The total curvature of a monotone and submodular function ∆ is defined by:
The total curvature measures how much the marginal gains decrease when an element is added to a set S. Intuitively, it captures the level of dependency between elements in a set S. For instance, if the marginal gains are independent (c t = 0) a simple greedy algorithm will be optimal. Let S * be the optimal solution set. The curvature with respect to optimal (c o ) [42] is defined as follows: Vondrak [42] proves that there is no polynomial time algorithm that generates a better approximation than 1 c o (1 − e −c 0 ) for maximizing a monotone and submodular function with curvature c o under matroid constraints. THEOREM 7. ILM is APX-hard and cannot be approximated within a factor greater than (1 − 1/e).
PROOF. ILM is a monotone and submodular optimization problem under a matroid constraint. We prove the inapproximability result by designing a problem instance where the curvature with respect to optimal (c o ) is 1. Consider the example in Figure 2 , the candidate set C = {(w, x), (x, y), (y, z)}, b = 1 and the target set X = {u, v}. In this setting, one of the optimal sets S * = (w, x), (x, y). Assuming T = (y, z) will imply S * ∩T = ∅. If ∆(S * ∪T ) − ∆(S * ) = 0, then c o has to be 1. Note that, ∆(S * ∪ T ) = ∆(S * ) = 2.5, which leads to c o = 1. Therefore, ILM cannot be approximated within a factor greater than 1 1 (1 − e −1 ) and our claim is proved. □ Both the BIL and ILM problems are APX-hard and cannot be approximated within a constant greater than 1 − 1 e . However, Algorithm 1 (Greedy) provides tight approximation (1 − 1 e ) for BIL and Algorithm 3 (CG) produces the same for ILM with high probability.
EXPERIMENTAL RESULTS
We evaluate the quality and scalability of our algorithms using synthetic and real networks. Solutions were implemented in Java and experiments conducted on 3.30GHz Intel cores with 30 GB RAM. Datasets: The datasets used in the experiments are the following: 1) Flixster [14] : Flixster is an unweighted directed social graph, along with the log of performed actions. The log has triples of (u, a, t) where user u has performed action a at time t. Here, an action for a user is rating a movie. 2) Flickr [29] : This is a photo sharing platform. Here, an action would be joining an interest group. 3) Synthetic: We use the structure of real datasets that come from different genre (e.g., co-authorship, social). The networks are available online 2 . We synthetically generate the actions and create associated tuples. Synthetic actions are generated assuming the Independent Cascade (IC) [18] model. The "ca-AstroPh" dataset is a Collaboration network of Arxiv Astro Physics. In the "Youtube" social network, users form friendship with others and can create groups which other users can join. Table 3 shows the statistics of the datasets. We use the small extracted networks (from Flixster and Flickr) for the quality-related experiments as our baselines are not scalable. To show scalability of our methods, we extract networks of different sizes from the raw large Flixster and Flickr data. For all the networks, we learn the influence probabilities via the widely used method proposed by Goyal et al. [13] .
Performance Metric: The quality of a solution set B (a set of edges) is the percentage of decrease in the influence of the target set X . Thus, the Decrease in Influence (DI) in percentage is:
Other Settings: The set of target nodes X is randomly selected from the set of top 150 nodes with highest number of actions. We build the candidate set C with those edges that appear at least once in any action graph. The number of Monte Carlo simulations for IC and LT-based baselines is at least 1000 if not specified otherwise. 
FXS: # (tuples, actions)×10

Experiments: BIL
Baselines: We consider three baselines in these experiments: 1) IC-Gr [20] : Finds the top k edges based on the greedy algorithm proposed in [20] , which minimizes influence via edge deletion under the IC model. 2) LT-Gr [19] : Finds the top k edges based on the greedy algorithm proposed in [19] . Here, the authors minimize the influence of a set of nodes according to the LT model via edge deletion. Note that we also apply optimization techniques proposed in [19] for both of these baselines. 3) High-Degree: This baseline selects edges between the target nodes X and the top-k high degree nodes. We have also applied the selection of top edges uniformly at random and using the Friends of a Friend (FoF) algorithm. The results are not significantly different (within 1%) from High-Deg. Thus, we use High-Deg as the representative baseline for them.
Quality (vs Baselines)
. We compare our Greedy algorithm (Algorithm 1) against the baseline methods on three datasets: CA, FXS, and FCS. The target set size is set as 30. Figures 3a, 3c, 3e show the results, where the measure for quality is DI(%) (Eq. 11). Greedy takes a few seconds to run and significantly outperforms the baselines (by up to 40%). The running time of Greedy is much lower as it avoids expensive Monte-Carlo simulations. For CA, the action graphs are generated through IC model. Therefore, the baseline IC-Gr produces better results on CA than other two datasets.
Scalability of Greedy.
We show the scalability of our Greedy algorithm (Algorithm 1) by increasing the number of tuples (thus the number of actions) as well as the size of the graph. Table 4 shows the results on two datasets, FXS and FCS. As FCS is a graph with higher density than FXS, the number of tuples has higher effect on the running time in FCS. Note that we consider all the edges that appear in one of the actions in our candidate set of edges. A larger candidate set results in longer running time. However our algorithm only takes around 2 and 43 minutes to run for 75k and 50k tuples in FXS and FCS, respectively. Table 5 shows the results varying the graph size. The running times are dominated by the size of both the graphs and the candidate sets. Greedy takes approximately 16 minutes on CY with 1m nodes and 6k candidate edges, whereas, it takes 67 minutes on FX with 200k nodes and 51k candidate edges. 
Parameter variations.
We also analyze the impact of varying the parameters. We explain the effect of varying budget, number of tuples, and size of the graph over the performance of the algorithms in Sections 6.1.1 and 6.1.2. Here we assess the impact of the number of target nodes (size of the target set, |X |). We also vary the number of simulations for LT-Gr and IC-Gr.
First we vary the size of the target set X . Figures 3b, 3d and 3f show the results for CA, FXS and FCS, respectively. We fix the budget k = 30 for these experiments. Greedy provides better DI across all the target sizes and the datasets. With the increase in target set size, DI decreases for the top three algorithms. A larger target size would have a higher influence to reduce. Thus, with the same number of edges removed, the DI would decrease for larger target set. Also, DI is lower for FCS as it is much denser than CA and FXS.
We also evaluate how LT-Gr and IC-Gr are affected by the number of simulations. We fix the target set size, |X | = 30 and the budget, k = 20. Figure 4 shows the results. Our algorithm produces better results even when the baselines perform 10k simulations. By comparing figures 4a and 4b, it is evident that the baseline IC-Gr performs better than LT-Gr in CA as the synthetic actions are generated via IC model. So, intuitively, IC based greedy algorithm, IC-Gr should perform better than LT-Gr. Figures 4c and 4d also show that our method is 1 − 4 orders faster than the simulation based baselines. 
Experiments: ILM
Baselines and other settings: To compare with our Continuous Greedy (CG) algorithm we consider three baselines in these experiments: (1) Greedy with Restriction (GRR): Finds the feasible edges based on the greedy algorithm proposed for BIL. The greedy algorithm chooses the best "feasible" edge that respects the constraint of maximum (b) edges removed. (2-3) We also apply IC-Gr and LT-Gr with the edge removal constraint for each node. The number of samples and iterations used in CG are s = 20 and τ = 100, respectively. After obtaining the solution vector from CG, we run randomized rounding for 50 times and choose the best solution.
Quality (vs Baselines).
We compare the Continuous Greedy (CG) algorithm against the baseline methods on FCS and CA (FXS is omitted due to space constraints). The target set size is set as 30.
We experiment with b = 1 and b = 2. Figure 5 shows the results. CG significantly outperforms the baselines by up to 20%. GRR does not produce good results as it has to select the feasible edge that does not violate the maximum edge removal constraint b. While maintaining feasibility, GRR cannot select the current true best edge.
Scalability of Continuous
Greedy. CG (Algorithm 3) is generally slower than GRR. We evaluate the running time of CG while increasing the number of tuples (thus, the number of actions). Table 6 shows the results on two datasets, FXS and FCS. Because of higher density and thus larger candidate set, CG takes longer in FCS. Furthermore, the increment in budget does not affect the running time for CG. These observations validate the running time analysis for CG (Section 5.1). We have also shown the quality in DI (%) produced by CG and GRR (other baselines are not scalable). 20  33  22  50  41  35  20  40  42  32  53  44  45  35  60  44  35  61  54  54  40  Table 7: [ILM] Decrease in Influence (%) in FCS by Continuous Greedy (CG) vs GRR varying the number of tuples. The number of tuples and actions are in thousands.
Parameter
Variation. Finally, we analyze the impact of the variation of the parameter X (i.e., the size of the target set) over CG. We have considered the effect of varying budget (along with b) and number of tuples earlier. The size of the target set X is varied and we observe its effect in Figure 6 . We set b = 2, and remove 20 edges for these experiments. CG provides better DI consistently across target sizes and datasets (the results using FCS have similar trend and are omitted here). With the increase of target set size, DI generally decreases for all the algorithms. A larger target size would have a higher influence to be reduced. Thus, with the same number of edges removed, the DI would decrease for a larger target set.
PREVIOUS WORK
Boosting and controlling propagation: The influence boosting or limitation problems via network modifications are orthogonal to the classical influence maximization task [18] . In these modification problems, the objective is to optimize (maximize or minimize) the content spread via structural or attribute-level change in the network. Previous work has also addressed the influence limitation problem in the SIR model [12, 37, 39] . The objective is to optimize specific network properties in order to boost or contain the content/virus spread. For instance, Tong et al. proposed methods to add (delete) edges to maximize (minimize) the eigenvalue of the adjacency matrix.
The influence spread optimization problem has been studied under the IC model via network design [2, 6, 20, 25, 38] and injecting an opposite campaign [4, 31] . We mainly focus on the network design problem here. Bogunovic [2] addressed the minimization problem via node deletion. On the other hand, Sheldon et al. [38] studied the node addition problem and proposed expensive algorithms based on mixed integer programming. Kimura et al. [20] proposed greedy algorithms for the same. While Chaoji et al. [6] studied the problem of boosting the content spread via edge addition, Lin et al. [25] investigated the same via influencing initially uninfluenced users.
Boosting and controlling the influence via edge addition and deletion, respectively, were also studied under the Linear Threshold (LT) model by Khalil et al. [19] . They showed the supermodular property for the objective functions and then applied known approximation guarantees. The influence minimization problem was also studied under a few variants of LT model. [9, 15, 22] . In summary, the approaches for optimizing influence (propagation) are mostly based on the well-known diffusion models such as SIR, LT and IC. However, our work addresses the influence minimization problem based on available cascade information.
Optimization over matroids: Matroids have been quite popular for modelling combinatorial problems [7, 30] . Nemhauser [30] introduced a few optimization problems under matroids. Vondrak [41] addressed matroid optimization with a continuous greedy technique for submodular functions. Calinescu et al. [5] and Chekuri et al. [8] proposed rounding techniques for continuous relaxation of submodular functions under matroids.
Other network modification problems: We also provide a few details about previous work on other network modification (design) problems. A set of design problems were introduced in [33] . Lin et al. [26] addressed a shortest path optimization problem via improving edge weights on undirected graphs. Meyerson et al. [28] proposed approximation algorithms for single-source and all-pair shortest paths minimization. Faster algorithms for some of these problems were also presented in [34, 35] . Demaine et al. [11] minimized the diameter of a network by adding shortcut edges. Optimization of different node centralities by adding edges were studied in [10, 16, 27] .
CONCLUSIONS
In this paper, we studied the influence minimization problem via edge deletion. Different from previous work, our formulation is data-driven, taking into account available propagation traces in the selection of edges. We have framed our problem under two different types of constraints-budget and matroid constraint. These variations were found to be APX-hard and cannot be approximated within a factor greater than (1 − 1 e ). For the budget constrained version, we have developed an efficient greedy algorithm that achieves a good approximation guarantee by exploiting the monotonicity and submodularity of the objective function. The matroid constrained version was solved via continuous relaxation and a continuous greedy technique, achieving a probabilistic approximation guarantee. The experiments showed the effectiveness of our solutions, which outperform the baseline approaches, using both real and synthetic datasets.
APPENDIX
Proof of Theorem 1
PROOF. We prove the hardness result by reducing the known Influence Maximization (IM) problem [14] under CDM to BIL. Consider a problem instance I I M [14] , where graph G = (V , E), |V | = n, |E| = m and integer k are given. We create a corresponding BIL problem instance (I BI L ) as follows. The directed social graph is
We assume that the edges in C are present for every action in IM. C is also candidate set of edges. Let us assume the set S (of size k) has the maximum influence (σ * ). Now, it is easy to see that the maximum reduction of the influence of node x in BIL can be obtained if and only if the edges (k edges) between x and S are removed. □
Proof of Lemma 3.1
PROOF. If w is not reachable from v, the proof becomes trivial. For v − → a w we use induction on length l. Let the set of reachable nodes via a path length of l from v in G(a) be R a (v, l). We denote N out (u, a) = {v |(u, v) ∈ E(a)} and the decrease in credit contribution via the removal of the edge e by any arbitrary node w in R a (v, l) as δ l,w a ({e}) and by all nodes in R a (v, l) as δ l a ({e}). Base case: when l = 0, w ∈V Γ v,w (a, 0) = Γ v,v = 1. So, the statement is true for l = 0. Induction step: Assume that the statement is true when restricted to path lengths l, for any arbitrary node w where w ∈ R a (v, l), i.e., δ l,w
a ({e}). We will prove that the statement remains true for paths of length l + 1 for nodes w ∈ R a (v, l + 1). Now in RHS, 
for each user w such that
end for 6: end for
Algorithms 4 and 5 (updateUC and updateSC):
Method updateUC (Algorithm 4) identifies the credits (of the users) that has been changed upon an edge removal and does so by updating the data structure UC following the Observation 3. Method updateSC do the same for the credits of target set of nodes (set X ) by updating the data structure SC following the Observation 4.
Optimization of Greedy in BIL
We propose an intuitive and simple optimization technique to further improve the efficiency of Greedy. The question about optimization is the following: do all the edges in the candidate set (C) of edges need to be evaluated? To answer this, we introduce a concept of edge dominance. The idea is very intuitive and simple. If an edge e ′ = (w, x) is reachable from the target set through only a particular edge e * = (u, v) in all the DAGs, then we call e ′ as the dominated and the edge e * as the dominating edge. In other words, there is no such path from a node in X to w without going through e * in G(a) for all a ∈ A . Note that the if the dominating edge e * is removed from the graph, the marginal contribution towards reducing influence of target set X by removing e ′ becomes 0. The next lemma depicts the dominance of an edge.
LEMMA 8.1. If e ′ = (w, x) and e * = (u, v) are present in G(a), and Γ X,w = Γ X,u · γ (u,v) · Γv, w for all a ∈ A then e ′ is dominated by e * .
Proof of Theorem 4
PROOF. Let Y = (y 1 , y 2 , ...y c ) be the vector with membership probabilities for each edge in C (c = |C |). Let the set B be a random subset of C where the edge e i ∈ C is included in set B with probability y i . If f is the continuous extension of ∆, then,f (Y) = E B∼Y [∆(B)] = B ⊆C ∆(B) e i ∈B y i e i ∈C\B (1 − y i ). To prove the function f : [0, 1] C → R is a smooth monotone submodular function, we need to prove the followings: i) f has second partial derivatives everywhere. ii) Monotonicity: For each e i ∈ C, ∂f ∂y i ≥ 0.
iii) Submodularity: For each e i , e j ∈ C, ∂ 2 f ∂y i ∂y j ≥ 0. We derive a closed form similar in [41] for the second derivative and thus it always exists.
For each e i ∈ C, As ∆ is submodular, PROOF. We first reduce BIL from a similar problem as ILM that has matroid constraints with curvature with respect to optimal as 1. First we define a problem, ILM-O where maximum b outgoing edges can be deleted form a node (unlike in ILM where the limit was on incoming edges). However, ILM-O is NP-hard, follows matroid constraints and has curvature 1 (the proofs are straightforward and similar as in ILM) and thus cannot be approximated within a factor greater than (1− 1 e ) (similarly as Theorem 7). We give an L-reduction 
Experimental Results for ILM
Quality varying tuples: Table 7 shows the results on FXS data. CG outperforms GRR by up to 8%. The results for FCS are in the main paper. CG consistently produces better results than GRR. Scalability varying graph size: Table 9 shows the results varying the graph size. The running times are dominated by the size of the graphs and the candidate sets (the numbers of actions and tuples are same as in Table 5 ). CG takes approximately 31 minutes on CY with 1m nodes and 6k candidate edges, where as it takes approximately 1.5 hours on FX with 200k nodes and 51k candidate edges. CG also outperforms GRR by up to 9%. Randomized Rounding vs Swap Rounding: We compare the results in terms of DI% and running times taken by the rounding schemes (Randomized rounding (RR) and Swap rounding (SR) in Section 5.2) on the solution set with edge probabilities generated by CG. Note that, RR is faster than SR as it is only a single-pass algorithm over the candidate set of edges. However, unlike SR, RR is not a loss-less scheme. Table 10 shows the results on FXS data where b = 1. In practice, RR produces results of similar quality as in SR while being much faster. 
