Abstract-In this paper, the synchronization of stochastic neural networks with leakage delay and mixed time-varying delays is studied. Through constructing an improved Lyapunov-Krasovskii functional, as well as employing LaSalle-type invariance principle for stochastic differential delay equations, an adaptive controller is designed to guarantee the synchronization of stochastic neural networks with leakage delay and mixed time-varying delays based on linear matrix inequality (LMI) approach. The provided conditions are expressed in terms of linear matrix inequalities, and their feasibility can be easily checked by resorting to Matlab LMI Toolbox. Moreover, the addressed system can include some famous neural network models as its special cases, which can help extend those present results. Finally, the effectiveness of the proposed method can be further illustrated with the help of a numerical example.
I. INTRODUCTION
During the past few years, synchronization control of neural networks has attracted much attention due to the background of wide range applications such as associative memory, pattern recognition, image processing, and information science and so on. It is well known that time-delays may lead to some complex dynamic behaviors such as oscillation, divergence, chaos, instability, or other poor performance of the neural networks [1] . In fact, the leakage term has also great impact on the dynamical behavior of neural networks. Therefore, it is more practical to consider synchronization of coupled neural networks with discrete and distributed time-varying delays as well as leakage delay [2] - [5] .
In addition, noise disturbance is a major source of instability and can lead to poor performances in neural networks. It is noted that in real nervous systems and the implementation of artificial neural networks, noise is unavoidable and should be taken into consideration in modeling. White noise brought about by some random fluctuations in the course of transmission and other probable causes has received considerable attention in the literature [6] - [10] . Recently, the stochastic neural networks attract researchers to investigate the stability and synchronization control of the stochastic neural networks [11] - [18] . However, to the best of our knowledge, the synchronization of stochastic neural networks with leakage delay and mixed time-varying delays is seldom considered.
Inspired by the above discussions, in this paper, an adaptive feedback controller is proposed for the synchronization of coupled delayed stochastic neural networks, based on LaSalle-type invariance principle for stochastic differential delay equations. To achieve the synchronization of coupled stochastic neural networks, a linear matrix inequality approach is developed.
Throughout this paper, 
are, respectively, the connection weight matrix, the delayed connection weight matrices , where n is the number of neurons in the indicated neural network. Consider the system (1) as the drive system; the response system is as follows: , and then the error system is given as follows:
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for any given initial data and the error system (3) has a unique global solution on 0 t  denoted by ( ; ) et . We write ( ; )= ( ) e t e t  for simplicity. Throughout this paper, we make the following assumptions:
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III. MAIN RESULTS
In this section, the stochastic synchronization for the two coupled neural networks (1) and (2) is investigated under Assumptions 1-4.
Theorem 1 Under Assumptions 1-4, the two coupled delayed neural networks (1) and (2) can be synchronized for almost every initial data, if there are positive definite matrices 2 3 4 , , , P P P S and a positive scalar >0  , such that the following matrix inequality holds: 
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It can be seen that 1 2 2 ( ( ))> ( ( (1) and (2) can be synchronized for almost every initial data. The proof is complete.
Remark 1 Theorem 1 gives a sufficient condition to prove that the two coupled neural networks (1) and (2) can be synchronized for almost every initial data. This condition only depends on delay constants 2  and 1  .
Theorem 2 Under Assumptions 1-4, the two coupled delayed neural networks (1) and (2) without the leakage delay ( =0  ) can be synchronized for almost every initial data, if there are positive diagonal matrices 2 3 ,, P P S ,and a positive scalar >0  , such that the following matrix inequality holds: In this paper, an adaptive feedback controller is presented to investigate the synchronization problem of stochastic neural networks with leakage delay and mixed time-varying delays. To guarantee the response system can be synchronized with the drive system Lyapunov stability theory, stochastic analysis theory, LaSalle-type invariance principle for stochastic differential delay equations are used.
The synchronization criteria are easily verified. To the end, a numerical simulation is carried out to illustrate the effectiveness of the obtained results.
