Abstract-We study the generation of a secret key of maximum rate by a pair of terminals observing correlated sources and with the means to communicate over a noiseless public communication channel. Our main result establishes a structural equivalence between the generation of a maximum rate secret key and the generation of a common randomness that renders the observations of the two terminals conditionally independent. The minimum rate of such common randomness, termed interactive common information, is related to Wyner's notion of common information, and serves to characterize the minimum rate of interactive public communication required to generate an optimum rate secret key. This characterization yields a singleletter expression for the aforementioned communication rate when the number of rounds of interaction are bounded. An application of our results shows that interaction does not reduce this rate for binary symmetric sources. Further, we provide an example for which interaction does reduce the minimum rate of communication. Also, certain invariance properties of common information quantities are established that may be of independent interest. Index Terms-Common information, common randomness, interactive communication, interactive common information, secret key capacity.
I. INTRODUCTION
Consider secret key (SK) generation by a pair of terminals that observe independent and identically distributed (i.i.d.) repetitions of two discrete, finite-valued random variables (rvs) of known joint probability mass function. The terminals communicate over a noiseless public channel of unlimited capacity, interactively in multiple rounds, to agree upon the value of the key. The key is required to be (almost) independent of the public communication. The maximum rate of such an SK, termed the secret key capacity, was characterized in [13] , [1] .
In the works of Maurer and Ahlswede-Csiszár [13] , [1] , SK generation of maximum rate entailed both the terminals recovering the observations of one of the terminals, using the least rate of communication required to do so. Later, it was shown by Csiszár-Narayan [5] that a maximum rate SK can be generated also by the terminals recovering the observations of both the terminals. Clearly, the latter scheme requires more communication than the former. In this paper, we address the following question, which was raised in [5 We answer this question by characterizing the form of common randomness (CR) (i.e., shared bits, see [2] ) that the terminals must establish in order to generate a maximum rate SK; two examples of such common randomness are the observations of any one terminal [13] , [1] and of both terminals [5] . While our main result does not yield a singleletter characterization, it nonetheless reveals a central link between secrecy generation and Wyner's notion of common information (CI) between two dependent rvs X and Y [16] . Wyner defined CI as the minimum rate of a function of i.i.d. repetitions of two correlated random variables X and Y that facilitated a certain distributed source coding task. Alternatively, it can be defined as the minimum rate of a function of i.i.d. repetitions of X and Y such that, conditioned on this function, the i.i.d. sequences are (almost) independent; this definition, though not stated explicitly in [16] , follows from the analysis therein. We introduce a variant of this notion of CI called the interactive CI where we seek the minimum rate of CR that renders the mentioned sequences conditionally independent. Clearly, interactive CI cannot be smaller than Wyner's CI, and can exceed it. Our main contribution is to show a one-to-one correspondence between such CR and the CR established for generating an optimum rate SK. This correspondence is used to characterize the minimum rate of communication R SK required for generating a maximum rate SK. In fact, it is shown that R SK is simply interactive CI minus the secret key capacity.
When the number of rounds of interaction are bounded, this characterization yields a single-letter expression for R SK . Using this expression we show that an interactive communication scheme can have less rate than a noninteractive one, in general. However, interaction offers no advantage for binary symmetric sources. This expression also illustrates the role of sufficient statistics in SK generation. We further dwell on this relationship and show that many CI quantities of interest remain unchanged if the sources are replaced by their corresponding sufficient statistics (with respect to each other). Interestingly, the effect of substitution by sufficient statistics has been studied in the context of the rate-distortion problem for a remote source in [7, Lemma 2] , and recently, for the lossy and lossless distributed source coding problems in [17] . Here, in effect, we study this substitution for the distributed source coding problems underlying the CI quantities.
The basic notions of CR and SK are explained in the next section. The definition of interactive CI and the heuristics underlying our approach are given in Section III. Our main results are provided in Section IV, followed by illustrative examples in the subsequent section. Section VI explores the connection between sufficient statistics and common information quantities. A discussion of our results and possible extensions is given in the final section. Notation. The rvs X and Y take values in finite sets X and Y, respectively. Let X n = (X 1 , ..., X n ) and
repetitions of X and Y , respectively. For a collection of rvs U 1 , ..., U r , for i ≤ j let U j i denote U i , U i+1 ..., U j ; when i = 1, we use U j = U 1 , ..., U j . For rvs U, V , and 0 < ǫ < 1, we say U is ǫ-recoverable from V if there is a function g of V such that
Denote the cardinality of the range space of a mapping f by f , and similarly, with a slight abuse of notation, the (fixed) range space of a random mapping F by F .
II. INTERACTIVE COMMUNICATION, COMMON RANDOMNESS AND SECRET KEYS
Terminals X and Y (with a slight abuse of notation) communicate interactively, with, say, terminal X transmitting first. Each terminal then communicates alternately for r rounds. Specifically, an r-interactive communication f = (f 1 , f 2 , ..., f r ) is a sequence of finite-valued mappings with
where
are finite sets and F 0 = ∅. This set-up subsumes protocols where terminal Y initiates the communication upon choosing f 1 = constant. Let F = f (X n , Y n ) describe collectively the corresponding rv. The rate of this communication is given by 1 n log F .
We assume that the communication from each terminal is a (deterministic) function of its knowledge. In particular, randomization is not allowed. This is not a limiting assumption; see Section VII-A.
and
, with values in a set K, forms an ǫ-secret key for X and Y (ǫ-SK) if K is ǫ-CR recoverable from X n or Y n and (interactive public communication) F, and
For convenience, simplistically, the ǫ-SK K is said to be recoverable from F. A rate R > 0 is an achievable SK rate if for every 0 < ǫ < 1 there exists, for some 2 n ≥ 1, an ǫ-SK
The supremum of all achievable SK rates is denoted by C, and is called the SK capacity.
The following result 3 is well known. Theorem 1. [13] , [1] The SK capacity for X and Y is given by 
Obvious examples of such an rv
The infimum of all achievable CI rates, denoted CI W (X ∧ Y ), is called the CI of X and Y . This definition of CI, though not stated explicitly in [16] , follows from the analysis therein. The following theorem characterizes
Theorem 2. [16]
The CI of the rvs X, Y is
where the rv W takes values in a (finite) set W with |W| ≤ |X ||Y| and satisfies the Markov condition
The direct part follows from [16, equation (5.12) ]. The proof of the converse is straightforward. Further, it is a simple exercise to infer from (4) that
Definition 4. An achievable r-interactive CI rate is defined in a manner analogous to the achievable CI rate, but with the restriction that the rvs L in (3) be ǫ-CR, i.e., L = (J, F), where F is an r-interactive communication and J is ǫ-recoverable from F. The infimum of all achievable r-interactive CI rates, denoted CI 
may not be symmetric in X and Y since the communication is initiated at terminal X . However, since
Further, for all 0 < ǫ < 1, J = X n is ǫ-recoverable from Y n and a communication (of a Slepian-Wolf codeword) F = F (X n ), and L = (J, F ) satisfies (3). Hence,
where the first and the last inequalities can be strict. In Section V-A we show that the second inequality is strict for binary symmetric rvs X, Y . The r-interactive CI plays a pivotal role in optimum rate SK generation. Loosely speaking, our main result asserts the following. A CR that satisfies (3) 
IV. MAIN RESULTS

Definition 5.
A rate R ′ ≥ 0 is an achievable r-interactive communication rate for CI r i if, for all 0 < ǫ < 1, there exists, for some n ≥ 1, an r-interactive communication F of rate (1/n) log F ≤ R ′ + ǫ, and an ǫ-CR J recoverable from F, with L = (J, F) satisfying (3). Let R r CI denote the infimum of all achievable r-interactive communication rates for CI r i . Similarly, R ′′ ≥ 0 is an achievable r-interactive communication rate for SK capacity if, for all 0 < ǫ < 1, there exists, for some n ≥ 1, an r-interactive communication F of rate (1/n) log F ≤ R ′′ +ǫ, and an ǫ-SK K, recoverable from F, of rate (1/n)H(K) ≥ I(X ∧Y )−ǫ; R 
Corollary. It holds that
Remark. The relation (8) can be interpreted as follows. Any CR J recoverable from (interactive communication) F, with L = (J, F) satisfying (3), can be decomposed into two mutually independent parts: An SK K of maximum rate and the interactive communication F. It follows upon rewriting (8) as
A computable characterization of the operational term CI i (X ∧ Y ) is not known. However, the next result gives a single-letter characterization of CI r i (X; Y ). Theorem 4. Given rvs X, Y and r ≥ 1, we have
where the minimum is taken over rvs U 1 , ..., U r taking values in finite sets U 1 , ..., U r , respectively, that satisfy the following conditions
Remark. Note that (9) has the same form as the expression for CI W (X ∧Y ) in (4) with W replaced by (U 1 , ..., U r ) satisfying the conditions above.
Before presenting the proof of our main Theorems 3 and 4, we give some technical results that will constitute central tools for the proofs.
Lemma 5. For an interactive communication F it holds that
Lemma 6. For an r-interactive communication F, define
Remark. Lemma 6 says that, in essence, for an optimum rate communication F,
Lemma 7. (A General Decomposition) For a CR J recoverable from an interactive communication F we have
Lemma 5 is a special case of [6, Lemma B.1] (also, see [12] ). The proofs of Lemma 6 and Lemma 7 are given in the Appendix.
Note that a simplification of (12) gives
If J is an ǫ-CR recoverable from F, Fano's inequality implies
Combining (12) and (14) we get
and further, by (10),
A. Proof of Theorem 3
In this section we give a proof for (7) . The proof of (8) then follows upon taking limit r → ∞ on both sides of (7). The proof of (7) follows from claims 1-3 below. In particular, the proofs of claims 1-3 establish a structural equivalence between a maximum rate SK and an SK of rate
Proof. By the definition of R r CI , for every 0 < ǫ < 1 there exists, for some n ≥ 1, an r-interactive communication F of rate
and J, an ǫ-CR recoverable from F, such that L = (J, F) satisfies (3). It follows upon rearranging the terms in (16) that
which with (17) gives
Since (J, F) satisfies
the inequality (18), along with the fact that
Proof. Using the definition of R r SK , for 0 < ǫ < 1 there exists, for some n ≥ 1, an r-interactive communication F of rate 1 n log F ≤ R r SK + ǫ, and an ǫ-SK K recoverable from
By choosing J = K in (16) and rearranging the terms we get,
where the last inequality follows from (19).
is an achievable r-interactive communication rate for CI 
Claim 3: R
such that L = (J, F) satisfies (3), and so, by (13),
To prove the assertion in claim 3, we show that for some
is an achievable r-interactive communication rate for SK capacity, thereby establishing the claim.
It remains to find K and F ′′ as above. To that end, let J be recovered as J 1 = J 1 (X n , F) and J 2 = J 2 (Y n , F) by terminals X and Y, respectively, i.e.,
Further, for k ≥ 1, let
′′ , for all k sufficiently large; the the SK K will be chosen to be a function of J k 1 , F k of appropriate rate. The proof for even r is similar and is obtained by interchanging the roles of J 1 and J 2 . In particular, by Lemma 6, for all k sufficiently large there exists an r-
′ of rate given by (11) . Next, from Fano's inequality
By the Slepian-Wolf theorem [15] there exists a mapping f of J
such that
for all k sufficiently large. It follows from (24), (25) that
For N = nk, we define the r-interactive communication
where, by (11) and (27), the rate of communication F ′′ is bounded by
Finally, to construct the SK K = K J k 1 , F k , using the corollary of Balanced Coloring Lemma in [5, Lemma B.3] , with
we get from (28) that there exists a function
where c > 0, for all sufficiently large k. We get from (29) and (13) that the rate of K is bounded below as follows:
Observe that
which along with (24), and the fact that L = (J, F) satisfies (3), yields
Upon combining (30) and (31) we get,
Thus, for ∆(ǫ) = 4ǫ + 2ǫ log |X ||Y|
, recoverable from r-interactive communication F ′′ , which with (28), completes the proof.
B. Proof of Theorem 4
Achievability. Consider rvs U 1 , ..., U r satisfying conditions (P1)-(P3) in the statement of Theorem 4. It suffices to show for every 0 < ǫ < 1, for some n ≥ 1, there exists an r-interactive communication F, and ǫ-CR J recoverable from F, such that
since from (16), (32) and (33), we have
We show below that
Thus, the proof will be completed upon showing that there exists an ǫ-CR J, recoverable from F of rate 
Further, from conditions (P1)-(P3) it follows that
Combining (37) and (38) we get (35).
Converse. Let R ≥ 0 be an achievable r-interactive CI rate. Then, for all 0 < ǫ < 1, for some n ≥ 1, there exists an rinteractive communication F, and ǫ-CR J recoverable from F, such that (1/n)H(J, F) ≤ R + ǫ and L = (J, F) satisfies (3). Let J be recovered as J 1 = J 1 (X n , F) and J 2 = J 2 (Y n , F) by terminals X and Y, respectively, i.e., P (J = J 1 = J 2 ) ≥ 1 − ǫ. Further, let rv T be distributed uniformly over the set {1, ..., n}. Define rvs U r as follows:
We complete the proof for odd r; the proof for even r can be completed similarly. It was shown by Kaspi [10, equations (3.10)-(3.13)] that
Next, note from (31) that
Similarly, it holds that
The entropy rate of (J, F) is now bounded as
where the second inequality follows from Fano's inequality, and the last inequality follows from (40). Consequently,
We now replace the rvs U 1 , ..., U r with those taking values in finites sets U 1 , ..., U r , respectively, with U 1 , ..., U r satisfying the cardinality bounds in condition (iii). Similar bounds were derived in the context of interactive function computation in [11] . For 1 ≤ l ≤ r, assume that rvs U 1 , ..., U l−1 satisfy the cardinality bounds. We consider odd l; the steps for even l are similar. 
, and I(X T , Y T ∧ U r ).
Note that we have only altered P U l in the joint pmf P XT YT U r = P U l P XT U l−1 |U l P YT |XU l−1 . Hence, the Markov relations in (P1) remain unaltered. Furthermore, P XT YT = P XY . Finally, since the set of pmfs on a finite alphabet is compact, and the choice of ǫ above was arbitrary, it follows upon taking ǫ → 0 in (39) and (41) that there exists U
which completes the proof.
V. CAN INTERACTION REDUCE THE COMMUNICATION RATE?
It is well known that the SK capacity can be attained by using a simple one-way communication from terminal X to terminal Y (or from Y to X ). Here we derive the minimum rate R N I of such noninteractive communication using the expression for CI 
then there exist functions f = f (U ) and g = g(X) such that (i) P (f (U ) = g(X)) = 1; (ii) X − • − g(X) − • − Y . In particular, for rvs U, X, Y that satisfy (42), it follows from (i) above that
Turning to (9) , for rvs U r with r odd, the observations above applied to the rvs X and Y conditioned on each realization U r−1 = u r−1 implies that there exists a function g 1 = g 1 X, U r−1 such that
where rv U r−1 satisfies (P1), (P3). Similar observations hold for even r. Thus, for the minimization in (9), conditioned on arbitrarily chosen rvs U r−1 satisfying (P1), (P3), the rv U r is selected as a sufficient statistic for Y given the observation X (sufficient statistic for X given the observation Y ) when r is odd (r is even). Specifically, for r = 1, we have
The answer to the optimization problems in (44) and (45) can be given explicitly. In fact, we specify next a minimal sufficient statistic for Y on the basis of X. Define an equivalence relation on X as follows:
Let g * 1 be the function corresponding to the equivalence classes of ∼. We claim that g * 1 is a minimal sufficient statistic for Y on the basis of X. This expression for the minimal sufficient statistic was also given in [9, Lemma 3.5(4)]. Specifically, X − • − g * 1 (X) − • − Y since with g * 1 (X) = c, say, we have
1 is a minimal sufficient statistic for Y on the basis of X, it follows from (44) that
and similarly, with g *
Therefore, from (7), the minimum rate R N I of a noninteractive communication for generating a maximum rate SK is given by *
(X))} − I(X ∧ Y ). (47)
From the expression for R N I , it is clear that the rate of noninteractive communication can be reduced by replacing X and Y with their respective minimal sufficient statistics g * 1 (X) and g * 2 (Y ). Can the rate of communication required for generating an optimum rate SK be reduced by resorting to complex interactive communication protocols defined in Section II? To answer this question we must compare the expression for R N I with R SK . Specifically, from Theorem 3 and the Corollary following it, interaction reduces the rate of communication iff, for some r > 1,
where g * 1 and g * 2 are as in (47); interaction does not help iff
Note that instead of comparing with CI r i (X; Y ) in (48), we can also compare with CI r i (Y ; X). We shall explore this question here, and give an example where the answer is in the affirmative. In fact, we first show that interaction does not help in the case of binary symmetric sources. Then we give an example where interaction does help.
A. Binary Symmetric Sources
For binary rvs X and Y , we note a property of rvs U r that satisfy the conditions (P1)- (P3) 
Proof. Given a sequence u r , assume that
which is equivalent to
We consider the case when r is even; the case of odd r is handled similarly. From the Markov conditions
Since P Y |U r (y | u r ) > 0 from (50), we have
which further implies
Hence, I(X ∧ Y | U r−1 = u r−1 ) = 0. Noting from (50) that
we can do the same analysis as above, again for r − 1. Upon repeating this process r times we get I(X ∧ Y ) = 0, which is a contradiction. Therefore, either
where the max is taken over rvs U r as in Theorem 4. If
Similarly,
For a sequence u r with P U r (u r ) > 0, let τ (u r ) be the minimum value of i such that
if X and Y are independent, τ (u r ) = 0. Note that τ is a stopping-time adapted to U 1 , ..., U r . Then, from (51), (52), CI r i (X; Y ) remains unchanged if we restrict the support of U r to sequences u r with u i = φ for all i > τ (u r ). Furthermore, the Markov condition (P1) implies that if for a sequence u r , τ = τ (u r ) is odd then
and so if
it holds from the definition of τ that
which is a contradiction. Therefore, we have
where U r are rvs satisfying (P1)-(P3), and τ is the stoppingtime defined above.
We show next that for binary symmetric sources, interaction can never reduce the rate of communication for optimum rate SK generation. In fact, we conjecture that for any binary rvs X, Y , R N I = R SK .
Theorem 9.
Let X and Y be {0, 1}-valued rvs, with
Then,
i.e., interaction does not help to reduce the communication required for optimum rate SK generation.
Remark. As a consequence of Theorem 9, for sources with joint distribution as in (54), the second inequality in (6) can be strict. Specifically, it was noted by Wyner (see the discussion following equation (1.19) in [16] ) that for binary symmetric sources, CI W (X ∧ Y ) < 1. From Theorem 9, we have
Thus, for such sources,
Proof. Denote by U r 0 the following set of stopped sequences in U r : For i ≤ r, for a sequence u r ∈ U r the stopped sequence
For i ∈ {0, 1}, define the following subsets of U r 0 :
By
For u τ ∈ U r 0 , denote by p(u τ ) the probability
With this notation, the following holds:
since the sets
Furthermore, from (55) we get
Therefore, since the function g(z) = −z log z is concave for 0 < z < 1, the Jensen's inequality yields
Similarly, using
we get
On adding (57) and (58) we get
where h is the binary entropy function. Note that the right side above equals H(X, Y | U τ ), which yields
Since rvs U r above were arbitrary, we have from (53),
Combining this with (6), we obtain
B
. An example where interaction does help
Consider rvs X and Y with X = Y = {0, 1, 2}, and with joint pmf: 
From (48), to show that interaction helps, it suffices to find rvs U 1 , ..., U r satisfying (P1)-(P3) such that
where g * 1 and g * 2 are as in (47). From (46), g *
i.e., the ratio
PY,X (y,x ′ ) does not depend on y. Therefore, for the pmf above, g * 1 (X) and g * 2 (Y ) are equivalent to X and Y , respectively. Thus,
where H(X) = H(Y ) for the given pmf.
Next, let
, where f 1 and f 2 are given below:
f 2 (y, 1) = 0, ∀ y ∈ {0, 1, 2}, and f 2 (y, 2) = 1, y = 0, 2, y = 1, 2.
Clearly, U 1 and U 2 satisfy (P1) and (P2). For (P3), note that if (U 1 , U 2 ) = (1, 0), then X = 2, and if
and Y ∈ {1, 2}, implying
Therefore, I(X ∧ Y | U 1 , U 2 ) = 0, and so U 1 , U 2 satisfy (P3). We show that (60) holds for this choice of U 1 , U 2 . Specifically,
, and the following holds:
Then, from (59),
which implies (60) for U 1 , U 2 .
VI. SUFFICIENT STATISTICS AND COMMON INFORMATION
QUANTITIES
In this work we encountered three CI quantities: Shannon's mutual information I(X ∧ Y ), Wyner's CI CI W (X ∧ Y ), and interactive CI CI i (X ∧ Y ). In fact, the first notion of CI was given by Gács and Körner in the seminal work [8] . In particular, they specified the maximal common function of X and Y , denoted here as mcf(X, Y ), such that any other common function of X and Y is a function of mcf(X, Y ); the Gács-Körner CI is given by H(mcf(X, Y )). The following inequality ensues (see [8] , [16] , and inequality (6)):
Since any good notion of CI between rvs X and Y measures the correlation between X and Y , it is reasonable to expect the CI to remain unchanged if X and Y are replaced by their respective sufficient statistics. The following theorem establishes this for the quantities H(mcf(X, Y )), I(X ∧Y ), CI W (X ∧Y ), and H(mcf(X, Y )). 
Remark. (i) Theorem 10 implies that the minimum rate of communication for generating a maximum rate secret key remains unchanged if X and Y are replaced by g 1 (X) and g 2 (Y ) as above, respectively.
(ii) Note that g 1 (X) and g 2 (Y ) above are, respectively, functions of g * 1 (X) and g * 2 (Y ) defined through (46). Proof. First note that
Next, consider the interactive CI. From (62), any protocol that generates an optimum rate SK for the sources g 1 (X) and g 2 (Y ) also generates an optimum rate SK for the sources X and Y . Thus, the minimum communication rate for prior protocols is bounded below by the minimum communication rate for the latter protocols, so that by Theorem 3,
In fact, (63) holds with equality: We claim that any choice of rvs U r that satisfy (P1)-(P3) also satisfy the following Markov relations:
It follows that
and consequently,
Taking the limit r → ∞ we get
It remains to establish (64); instead, using induction we establish the following stronger Markov relations: For 1 ≤ i ≤ r,
Clearly, (66) implies the first two Markov relations in (64). The last Markov chain in (64) follows upon observing
To see that (66) holds for i = 1 note that
Next, assume that (66) holds for an even i. Then, from (P1) we get:
where the last equality follows from (66). From the last inequality above we have
Furthermore, it also follows from (66) that
where the last equality follows from (P1). Thus, we have
establishing the validity of (66) for i + 1. The proof of (64) can be completed by induction by using a similar argument for odd i. Next, we consider the Gács-Körner CI. Note that any common function of g 1 (X) and g 2 (Y ) is also a common function of X and Y . Consequently,
For the reverse inequality, observe that for an rv U such that H(U |Y ) = H(U |X) = 0 we have be a constant. Suppose that conditioned on E c k−1 terminals X and Y observe, respectively, sequences x ∈ X n and y ∈ Y n , as well as a common sequence v ∈ V n such that (v, x, y) are jointly P V XY -typical. For δ > 0, generate at random exp [n(I(X, Y ∧ U | V ) + δ)] sequences u ∈ U n that are jointly P UV -typical with v, denoted by u ij , 1 ≤ i ≤ N 1 , 1 ≤ j ≤ N 2 , where The sequences u ij are generated independently for different indices ij. Denote by L (k) (v, x) a sequence u ij , 1 ≤ i ≤ N 1 , 1 ≤ j ≤ N 2 , that is jointly P UV X -typical with (v, x) (if there exist more than one such sequences, choose any of them). The error event when no such sequence is found is denoted by E k1 ; this happens with probability vanishing to 0 doubly exponentially in n. The communication F k (v, x) is defined to equal the first index i of u ij = L (k) (v, x). Upon observing
2 (v, y, i) as the unique sequence in {u ij , 1 ≤ j ≤ N 2 }, that is jointly typical with (v, y). If no such sequence is found or if several such sequences are found an error event E k2 occurs. Clearly, the rate of communication F k is bounded above by 1 n log N 1 = I(X ∧ U | Y, V ) + 3δ
and also, for large n, 
Denote by E k3 the event L (k) (v, x), v, x, y not being jointly P UV XY -typical. The error event E k is defined as E k = E k−1 ∪ E k1 ∪ E k2 ∪ E k3 . Then, conditioned on E c k the terminals share sequences (u ij , v) that are jointly typical with (x, y). In the next stage k + 1, the sequence (u ij , v) plays the role of the sequence v. The scheme for stages with even k is defined analogously with roles of X and Y interchanged. We claim that L (1) , ..., L (r) constitutes the required CR along with the communication F = F 1 , ..., F k . Then, (36) follows from (A1), and the second inequality in (32) follows from (A2). Moreover, for every realization u 1 , ..., u r of L (1) , ..., L (r) , with E = 1 Er we have, P L (1) , ..., L (r) = u 1 , ..., u r | E = 0 ≤ P ({(x, y) : (u 1 , ..., u r , x, y) are jointly P U r XY typical})
for n large, which further yields 1 n H(L (1) ...L (r) | E = 0) ≥ I(X, Y ∧ U r ) − δ.
...L (r) | E = 0) − P (E r ) log |X ||Y| ≥ I(X, Y ∧ U r ) − δ − P (E r ) log |X ||Y|.
Thus, the claim will follow upon showing that P (E r ) → 0 as n → ∞. In particular, it remains to show that P (E k2 ) → 0 and P (E k3 ) → 0, k = 1, ..., r, as n → ∞. As before, we show this for odd k and the proof for even k follows mutatis mutandis. To that end, note first that for any jointly P UV Xtypical (u, v, x), the set of y ∈ Y n such that (u, v, x, y) are jointly typical with (u, v, x) has conditional probability close to 1 conditioned on U n = u, V n = v, X n = x, and so by the Markov relation Y − • − V, X − • − U , also conditioned on V n = v, X n = x. Upon choosing u = L (k) (v, x) in the argument above, we get P (E k2 ) → 0. Finally, we show that P (E k3 ) will be small, for large probability choices of the random codebook {u ij }. Specifically, for fixed typical sequences (v, x, y), the probability P (E k3 | V n = v, X n = x, Y n = y) is bounded above exactly as in [2, equation (4.15) ]:
l=1,l =j P (u ij , v, x) jointly P UV X -typical,
for all n sufficiently large. Note that the probability distribution in the calculation above comes from codebook generation, and in particular, the second inequality above uses the fact that u il and u ij are independently selected for l = j. Thus, P (E k3 | E k2 ) → 0 for an appropriately chosen codebook, which completes the proof.
