Abstract: We evidence and study the differences in turbulence statistics in ocean dynamics carried by wind forcing at the air-sea interface. Surface currents at the air-sea interaction are of crucial importance because they transport heat from low to high latitudes. At first order, oceanic currents are generated by the balance of the Coriolis and pressure gradient forces (geostrophic current) and the balance of the Coriolis and the frictional forces dominated by wind stress (Ekman current) in the surface ocean layers. The study was conducted by computing statistical moments on the shapes of spectra computed within the framework of microcanonical multi-fractal formalism. Remotely sensed daily datasets derived from one year of altimetry and wind data were used in this study, allowing for the computation of two kinds of vector fields: geostrophy with and geostrophy without wind stress forcing. We explore the statistical properties of singularity spectra computed from velocity norms and vorticity data, notably in relation with kurtosis information to underline the differences in the turbulent regimes associated with both kinds of velocity fields.
Introduction and motivation
Due to the adequate synoptic picture of ocean circulation provided by altimetry techniques (Chelton et al., 2001) , refined analysis of turbulent surface ocean dynamics has become a tractable field of research. However, existing ocean circulation models which are used to compute ocean dynamics operate at spatial scales far superior to the lower limit of the ocean's inertial range. Consequently, they cannot be used presently to provide a precise quantitative analysis of the differences in turbulence statistics in space, time (seasonal time scales), and observation scales (Lee et al., 2010) . A quantitative ‡ Corresponding author ORCID: Hussein YAHIA, http://orcid.org/0000-0002-4284-096X
c Zhejiang University and Springer-Verlag GmbH Germany, part of Springer Nature 2018 description of ocean surface turbulence statistics at different spatial and time scales finds interesting applications in oceanography. At mesoscale, geostrophic eddies dominate the turbulent motion, with radii between 10 and 100 km, with notable effects on mixing, heat, and climatically active tracers (Mashayek et al., 2017) . Submesoscale turbulence is a very active field of research, with coherent structures less than one kilometer in size down to a few meters, and a likely role in vertical mixing. Below this, the turbulent properties and characteristics of ocean dynamics close to the lower limit of the inertial range are unknown. A quantitative evaluation of the spatial and seasonal variability in the turbulent properties of ocean dynamics is a promising field of research, notably in relation with upwelling and air/sea exchanges at the interface (Hernández-Carrasco et al., 2015) .
In this paper, we study the variations in the statistics of ocean dynamics turbulence directly from the acquired data, with a focus on mesoscale oceanic data. Our goal is to provide quantitative evaluation of wind stress forcing effects on mesoscale ocean dynamics.
Surface ocean dynamics
We use the surface ocean dynamics product at the 1/4
• as described in Sudre et al. (2013) . Our data covers one year of daily acquisitions from 2010. Using these datasets, the central hypothesis is to estimate the first-order current as the sum of geostrophic and wind driven components: 1. Geostrophic current is determined from the absolute dynamic topography.
2. Equator singularity is solved with semigeostrophy approximation.
3. Ekman current is estimated by fitting a simple Ekman model based on the residual v drifter − v geos .
4. Validation is performed with the shipboard acoustic Doppler current profiler (ADCP), equatorial moorings, surface velocity program (SVP) drifters, and surface displacement Argo floats.
Using these data, we calculate the norm of geostrophic current with and without Ekman currents and the associated vorticity for the following four areas of study: (1) Agulhas retroflection; (2) Gulf-Stream area; (3) Peru-Chile area; (4) BrazilMalvinas area.
In Fig. 1 , we display the norm of the geostrophic surface current for the 1 st January 2010. For each daily acquisition from 2010, we obtain the norm of the oceanic velocity field with and without the Ekman currents. From these data we obtain the vorticity of the geostrophic velocity field, again with and without Ekman currents: ω = ∇ ∧ v, where '∧' denotes the vector product.
Method
In the phenomenological description of turbulence, a fundamental problem is the study of the intermittency of the energy transfer (Benzi et al., 1984; Parisi and Frisch, 1985; She and Leveque, 1994; Frisch, 1995) . This leads to the definition of the multi-fractal formalism for a quantitative and descriptive account of the breaking of self-similarity of the velocity random field v(x) at inertial range. In this formalism, intermittency is a direct consequence of the irregular geometrical structure of the repartition of energy transfer, which takes places over a spatial set of multi-fractal nature.
In the K41 theory, at each point x, the difference is v(x + r) − v(x) ∼ r h (r → 0) with a same value for every x : h = 1/3, which implies that the energy dissipation scalar field ε(x) is smooth and the scaling law for the velocity random field Δv(x, lr) .
and . = means equality in law. Yet, the energy dissipation field is intermittent and, in fact, the scaling law occurs over a hierarchy of dense sets of multi-fractal nature. Moreover, the notion of a unique singularity exponent h must be extended and replaced by singularity exponents varying from point to point (Turiel et al., 2008) .
In the canonical description of multi-fractality (Arneodo et al., 1995) , one considers the expectation (Boffetta et al., 2002; Turiel et al., 2014) . From that viewpoint, the singularity spectrum previously defined appears as a particular case (the case where the signal under study is the mapping x → v(x) ) of a more general setting available for general functions or measures, and the effective computation of singularities is achieved with wavelets.
Let ψ : R → R be a specific function called 'analyzing wavelet', s > 0 a strictly positive real number (the 'scale'), and ψ s the 'symmetrized scaled version' of ψ:
Let φ a (x) = x − a be a translation in the signal domain and γ s (x) = sx the scale operator. The continuous wavelet transform (CWT) of a signal f ∈ L 2 (R) is the function of the variables: a ∈ R (position) and s > 0 (scale):
where f is correlated with the two-indexed family
• φ a of 'atoms' depending on position and scale. If the analyzing wavelet has n ψ vanishing moments, then (Wf )(a, s) ∼ s h(a) s → 0, where h(a) is the singularity of function f at a, provided n ψ > h(a). There are many ways of computing a singularity spectrum in the canonical multi-fractal formalism. The most elementary way, although not efficient numerically, consists in evaluating h → D(F h ) from the CWT. Without going into details, we mention here the basic ideas in order to get a grasp of the multi-fractal formalism and to introduce more sophisticated methods of computing a singularity spectrum. A 'partition function' is defined with the CWT:
, s → 0, and the singularity spectrum can be derived as a Legendre transform of
The general shape of the singularity spectrum D h is given in Fig. 2 . The left part of the spectrum is particularly interesting, as it is associated with the strongest transitions in signal f . As we explained earlier, this method of computing a singularity spectrum is not the most accurate and it has been extended and modified in various directions: the wavelet transform modulus maxima (WTMM) and log-cumulant analysis method (Venugopal et al. (2006) and the references herein); we will not expand upon the canonical formalism in this work, but rather turn to a micro-canonical formulation, which is able to compute alternate 'spectra', based on the log-histogram approach (Turiel et al., 2008) , with high numerical precision and an efficient algorithm. In this method, we consider the gradient measure associated with signal f , although f is not differentiable. Moreover, in the case of acquired data, which consists of finite signals acquired at fixed spatial resolution, we consider the data provided by ∇f computed either by finite differences or by taking the inverse Fourier transform of (−ix f , −iy f ) ( f : Fourier transform of f ). The gradient measure μ is the measure on R 2 whose density is ∇f : dμ = ∇f dλ (λ: Lebesgue measure on R 2 ). Let B r (x) be the ball of radius r centered at point x. Then one has
with h(x) being the singularity exponent of measure μ at x. For most signals, the exponent h(x) is an independent prefactor α(x). For small scales r (such that the o r h(x) term becomes negligible), the dependence on the scale parameter is concentrated in the factor r h(x) , so the knowledge of the exponent h(x) allows interpretation of the type of transition which is taking place at x. Points are classified accordingly by the 'transition fronts' or 'singularity manifolds' of the system. We denote by F h the singularity manifold associated to the singularity value h, defined as follows (Turiel et al., 2008) :
As in canonical formulation, we denote D(h) the Hausdorff dimension of manifold F h . We retrieve in the microcanonical formalism a spectrum in the form of the mapping quantity h → D(h), and the canonical exponents τ (p), associated to the structure functions of order p, are related to the spectrum D(h) in the following way:
Conversely, if D(h) is convex, the spectrum can be retrieved from the canonical exponents by applying a Legendre transform:
Suppose that we evaluate the singularity at a resolution scale r 0 which is small enough (typically the scale of the acquisition). The distribution of singularities at this scale, ρ r0 (h), must verify
Consequently, provided that we know the resolution scale r 0 , we can retrieve a spectrum by just evaluating the empirical histogram of singularity exponents. We will further assume, to simplify the analysis, that there exists a singularity manifold F h1 of maximum dimensionality, D(h 1 ) = 2. Applying such assumption to Eq. (7), we obtain the following estimate of the spectrum:
where (8) is referred to as the 'histogram method' for the evaluation of the singularity spectrum. In the rest of this article, we rely entirely on this method of computing the spectra. Fig. 3 shows the absolute vorticity of geostrophic and Ekman currents for the 1 st January 2010 taken out of the experimentation dataset and the corresponding singularity exponents. On the left part, Fig. 4 shows, for the 1 st January 2010 in the Agulhas retroflection area, the norm of geostrophic currents (Fig. 4a) , the singularity exponents (Fig. 4c) , and the associated spectrum (Fig. 4e) . On the right part, Figs. 4b, 4d, and 4f show the same data for the norm of the geostrophic part and Ekman currents. Readers will notice the difference in the left part of the spectra, which is the most informative part of the spectra with respect to the strongest transition fronts and coherent structures, and consequently to the statistics of oceanic turbulence, as recorded in the data. This difference is quantitatively expressed by the marked difference in kurtosis between the two spectra.
Results
We now apply the methodology described in the last section on our experimental dataset, made from one year of daily data. The data used is made of altimetry and wind data, both remotely sensed (Arbic et al., 2013; Sudre et al., 2013) for an in-depth description of the datasets and derived products. We compute, for each of the four areas as shown in Fig. 1 , the monthly mean kurtosis of the spectra of geostrophic norm and the monthly mean kurtosis Fig. 4 For the 1 st January 2010 in the Agulhas area: norm of geostrophic currents (a), singularity exponents (c), and associated spectrum (e); norm of geostrophic and Ekman currents (b), singularity exponents (d), and associated spectrum (f ). Error bars in the spectra are computed using the method described in Turiel et al. (2006) . References to color refer to the online version of this figure of the singularity spectra of geostrophic vorticity. If a = [a 1 , a 2 , . . . , a n ] is a discrete signal, we use the 'excess kurtosis' defined by
where E[a] is the mean value of a and σ is the stan- ysis for each area of study, at the monthly time scale over 2010.
Discussions
The results lead to the following discussions: 1. Differences in kurtosis (in particular, positive and negative) are significant and indicate different spectra. The norms of the velocity fields clearly show different turbulent properties between the norm of the oceanic velocity field with and without Ekman currents (i.e., considering wind stress forcing).
2. We note no significant difference in terms of vorticity spectra.
From these results we conclude that wind stress does affect oceanic turbulence geographically, notably with respect to latitude. On vorticity, it is likely that other tools than the ones presented in this paper for the statistical study of turbulence have to be devised and tested.
Conclusions
In this paper, we have presented an experiment using daily, remotely sensed data acquired over one year to display different turbulence statistics of the oceanic system, with the goal of improving the description of the oceanic mesoscale (and submesoscale) turbulence. Positive results put forward the differences in terms of wind stress according to the area of study. The results confirm the usefulness of the multi-fractal formalism for the study of natural complex and turbulent acquired data. A turbulent regime classification for the world's oceans is very useful in adapting the turbulent cascade pathways toward a better inference of products for superresolution currents (Yahia et al., 2010; Sudre et al., 2013) . The methodology can also be adapted to high-resolution GHG fluxes Hernández-Carrasco et al., 2015 , 2018 . The study can be extended to build a monthly climatology with the 1993-2016 period of GEKCO products for each province, and globally.
