Abstract. We construct, under a technical conjecture, new canonical coordinates on a neighborhood of the ground state in the phase space of the Yang-Mills field associated to an arbitrary compact semisimple Lie group and defined on the standard Minkowski space R 1,3 . The Hamiltonian function of the Yang-Mills field expressed in terms of these coordinates is equal to that of an infinite system of noninteracting harmonic oscillators.
Introduction
In this paper we consider the classical Yang-Mills field associated to a noncommutative compact semisimple Lie group K. The base manifold M is always supposed to be the standard Minkowski space R 1, 3 .
It is well known that the classical Yang-Mills field regarded as a Hamiltonian dynamical system has a very complicated structure. In particular, the Yang-Mills field is not an integrable system. This explains many difficulties in the corresponding quantum theory. Nevertheless, it turns out that the classical Hamiltonian dynamics described by the Yang-Mills equations can be effectively described when, roughly speaking, the energy is low.
The main technical difficulty in the study of the Yang-Mills field is that its hamiltonian contains highly nonlinear potential terms (see formula (1.1.8)). In order to simplify the explicit formula for the hamiltonian we introduce new canonical coordinates g a,±,k , p a,±,k , a = 1, . . . , dim K, k ∈ R 3 \ {0} on a neighborhood of the ground state in the configuration space of the Yang-Mills field. These coordinates have the following Poisson brackets
and all the other Poisson brackets vanish. The hamiltonian of the Yang-Mills field expressed in terms of the new coordinates is equal to that of an infinite system of noninteracting harmonic oscillators,
Our construction of canonical coordinates is a far generalization of the following simple observation related to orthogonal curvilinear coordinate systems. Given an orthogonal curvilinear coordinate system on a Euclidean space E one can associate to each point x of this space a selfadjoint operator X x : T x E → T x E such that for different x the operators X x are unitary equivalent and eigenvectors of the operator X x are the basic vectors of the orthogonal coordinate system at point x.
Conversely, given a family of unitary equivalent selfadjoint operators X x : T x E → T x E smoothly depending on the point x of the space E one can try to find a curvilinear orthogonal coordinate system such that the basic vectors of this system at point x are suitably normalized eigenvectors of the operator X x .
We can put this idea into the context of Poisson geometry. Namely, given a curvilinear orthogonal coordinate system g i , i = 1, . . . , dim E on E with the orthonormal basic vectors e i (x) ∈ T x E, i = 1, . . . , dim E one can define a canonical coordinate system on the cotangent bundle T * E equipped with the canonical symplectic structure. If we take g i (x) as canonical coordinates then the conjugate momenta are defined by p i (x, p) = h i < p, e i (x) >, where h i are the Lamét coefficients of our curvilinear coordinate system, p ∈ T * x E and < ·, · > stands for the paring between T x E and T * x E. The phase space of the Yang-Mills field is the cotangent bundle T * D to the space D of K-connections on R 3 equipped with the canonical symplectic structure (see Section 1) . Therefore using the idea outlined above one can try to construct canonical coordinates on the phase space T * D such that the hamiltonian of the Yang-Mills field expressed in terms of these coordinates takes a simple form. It turns out that one can find operators X x for x from an open neighborhood U of the ground state in the configuration space D such that the corresponding orthonormal curvilinear coordinate system on U and the associated canonical coordinates on T * U exist, and in terms of these coordinates the hamiltonian of the Yang-Mills field is equal to that of an infinite system of harmonic oscillators.
First we show how our construction works in the simplest abelian case of the Yang-Mills field, the classical electrodynamics. Let E = Ω 1 (R 3 , R) be the space of square integrable 1-forms on R 3 equipped with the usual scalar product (1) < ω 1 , ω 2 >= R 3
(A 1 ∧, * A 2 ) = R 3 * (A 1 ∧, * A 2 )d 3 x, A 1,2 ∈ Ω 1 (R 3 , R).
Here * stands for the Hodge star operation. The hamiltonian of the classical electrodynamics is a function H(A, E) defined on the phase space T * Ω 1 (R 3 , R) by (2) H(A, E) = 1 2 (< E, E > + < B, B >),
where A ∈ Ω 1 (R 3 , R) is the vector potential, E ∈ T *
A Ω 1 (R 3 , R) is the electric field and B = curl A is the magnetic field. Recall that the operator curl is defined on 1-forms by curl = * d : Ω 1 (R 3 , R) → Ω 1 (R 3 , R), where d stands for the exterior differential. We shall also need the operator div = * d * acting from the space of 1-forms to the space of scalar functions on R 3 . In addition to the dynamical equations following from hamiltonian (2) the electric field E satisfies the following static Maxwell equation (3) div E = 0.
The hamiltonian H(A, E) is invariant under the gauge transformations
where f is an arbitrary function. In order to remove the fictitious degrees of freedom related to this symmetry one imposes an additional restriction on A,
div A = 0. Now using our method we define well-known canonical coordinates on the phase space T * Ker div. These coordinates are used for quantization of the hamiltonian (2) (see [12] ). Consider as X A , A ∈ Ω 1 (R 3 , R) the operator curl. The operator X A does not actually depend on the point A ∈ Ω 1 (R 3 , R), and the coordinate functions of the orthogonal coordinate system, which we are going to construct with the help of this operator, are linear.
The operator curl defined on a suitable domain is selfadjoint in the sense of the theory of operators in Hilbert spaces (see [6] or Section 3.4). Note that this operator has a big kernel, Ker curl = Im d. Here d is regarded as an operator acting from the space of scalar functions to the space of 1-forms on R 3 . For nonzero eigenvalues the operator curl has no eigenvectors in the space Ω 1 (R 3 , R). But it has generalized eigenvectors f ± (k), k ∈ R 3 \ {0}, corresponding to the eigenvalues ±|k|, |k| = 0. They can be chosen, for instance, in the form (5) f ± (k) = 1 √ 2(2π) 3 2 e ik·x (θ 1 (k) ± iθ 2 (k)), where θ 1,2 (k) are 1-forms on R 3 dual to orthonormal vectors e 1,2 (k), with respect to the usual Euclidean scalar product, such that for every k = 0 k |k| , e 1 (k), e 2 (k) is an orthonormal basis in R 3 , k |k| × e 1 (k) = e 2 (k) (vector product) and e 1,2 (k) smoothly depend on k ∈ R 3 \ {0}. If we impose additional symmetry conditions on e 1,2 (k), e 1 (k) = e 1 (−k) and e 2 (k) = −e 2 (−k), then the real generalized eigenvectors e ± (k) of the operator curl defined by e ± (k) = 2Re(f ± (k)), for k 1 ≥ 0, e ± (k) = 2Im(f ± (−k)), for k 1 ≤ 0 form an orthonormal basis in the space Im curl = Ker div. This means that for any A, B ∈ Ω 1 (R 3 , R) Ker div (6) < A, B >=
If conditions (3) and (4) are satisfied then the hamiltonian H(A, E) can be expressed as a function of the canonical coordinates g ±,k , p ±,k ,
Here we used formula (6) and the fact that e ± (k) are the eigenvectors of the selfadjoint operator curl, and hence
The hamiltonian (7) is the hamiltonian of an infinite system of harmonic oscillators. Therefore it can be easily quantized using the secondary quantization procedure (see [12] ).
In Section 2.2 we introduce a wide class of Hamiltonian systems, including classical electrodynamics and the Yang-Mills field, for which new canonical coordinates similar to g ±,k , p ±,k can be constructed with the help of auxiliary operators X x , and the hamiltonians of these systems expressed in terms of the new coordinates are equal to those of systems of noninteracting harmonic oscillators. The construction of the new coordinates is given in Lemma 2.2.6 and Theorem 2.2.8. We also incorporate into the picture group symmetries similar to the gauge symmetry in electrodynamics.
In case of the Yang-Mills field associated to a noncommutative compact Lie group K the main difficulty which appears in the construction of new canonical coordinates is that the operator X x depends on the point x of the configuration space. In fact, one can observe that in case of electrodynamics this operator is determined by the potential of the hamiltonian (2). This potential is equal to a half of the square of the magnetic field B = curl A, and we used the auxiliary operator X A = curl to define the coordinates g ±,k , p ±,k .
In the non-abelian case the operator X x is also determined by the potential of the hamiltonian. But now this potential equals to a half of the square of the curvature of a K-connection on R 3 (see formula (1.1.8)), and the relation between the operator X x and the potential becomes more complicated (see Lemma 3.1.1).
The definition of new coordinates given in Lemma 2.2.6 requires that the operators X x must be unitary equivalent for different x. Since for the Yang-Mills field the operators X x depend on the point x of the configuration space one has to prove that they are unitary equivalent for different points x. This is done in Section 3 by means of scattering theory for selfadjoint operators. Scattering theory allows to show that for x from an open neighborhood of the ground state 0 the operators X x are unitary equivalent to X 0 .
There is another technical restriction imposed on the operators X x in Lemma 2.2.6. We could not directly verify this condition in case of the Yang-Mills field and formulated this property of the operators X x as a conjecture in Section 3. In that section we also obtain the final formula (3.7.10) for the hamiltonian of the YangMills field in terms of the new coordinates. We expect that formula (3.7.10) can be applied to the study of the global dynamics of the Yang-Mills field at low energies and to the mass gap problem in quantum electrodynamics. The perspectives of these applications are discussed in Section 4.
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1. The Yang-Mills field in Hamiltonian formulation 1.1. The Yang-Mills field as a Hamiltonian system with constrains. In this section following [8] we recall the Lagrangian and the Hamiltonian formalism for the Yang-Mills field. The canonical variables and the hamiltonian will be obtained via the Legendre transform starting from the Lagrangian formulation.
Let K be a compact semisimple Lie group, k its Lie algebra and g the complexification of k. We denote by (·, ·) the Killing form of g. Recall that the restriction of this form to k is nondegenerate and negatively defined. We shall consider the YangMills functional on the affine space of smooth connections in the trivial K-bundle, associated to the adjoint representation of K, over the standard Minkowski space R 1,3 . Fixing the standard trivialization of this bundle and the trivial connection as an origin in the affine space of connections we can identify this space with the space
be such a connection. Denote by F the curvature 2-form of this connection, F = dA + 
where * stands for the Hodge star operation associated to the standard metric on the Minkowski space, and we evaluate the Killing form on the values of F and * F and also take their exterior product. The corresponding Lagrangian density L is equal to * (F ∧, * F ),
Next, following [8] , we pass from Lagrangian to Hamiltonian formulation for the Yang-Mills field. To this end one should use the modified Lagrangian density L ′ ,
where A and F should be regarded as independent variables. The equations of motion obtained by extremizing the corresponding action functional are equivalent to those derived from the action (1.1.1). Indeed, the equation for F following from (1.1.3) is just the definition of the curvature, and the other equation becomes the usual Yang-Mills equation after expressing F in terms of A.
In order to pass to the Hamiltonian formalism for the Yang-Mills field we introduce a convenient notation that will be used throughout of this paper. Let Ω * (R 3 , k) be the space of k-valued differential forms on R 3 . We define a scalar product on this space, whenever it is finite, by
where * stands for the Hodge star operation associated to the standard Euclidean metric on R 3 , and we evaluate the Killing form on the values of ω 1 and * ω 2 and also take their exterior product.
Let A be k-valued connection 1-form in the trivial K-bundle, associated to the adjoint representation of K, over the standard Minkowski space, F its curvature 2-form. We denote by A the "three-dimensional Euclidean part" of A,
We also introduce the "electric" field E and the "magnetic" field G associated to F as follows:
We recall that the covariant derivative
, and the operator formally adjoint to d A with respect to scalar product (1.1.4) is equal to − * d A * . We denote by div A the part of this operator acting from
, with the opposite sign,
Using this notation the Lagrangian density (1.1.3) can be rewritten, up to a divergence, in the following form:
For the corresponding action we have (1.1.6)
Denote div A E by C, C = div A E, and introduce an orthonormal basis T a , a = 1, . . . , dim k in k with respect to the Killing form and the components of A, E, A 0 and C associated to this basis,
In terms of these components the action (1.1.6) takes the form
From formula (1.1.7) it is clear that A 
and all the other Poisson brackets of the components of E and A vanish. One can also check that
where t abc are the structure constants of Lie algebra k with respect to the basis T a , [T a , T b ] = c t abc T c , and that
This means that the Yang-Mills field is a generalized Hamiltonian system with first class constrains according to Dirac's classification [7] .
2. The structure of the phase space of the Yang-Mills field 2.1. Reduction of the phase space. In this section we collect some facts on the Poisson geometry of the phase space of the Yang-Mills field and related gauge actions. These results are certainly well known. But it seems that they are not presented in the literature in the form suitable for our purposes (see, however, [24] about the gauge actions).
To begin with, we consider the Yang-Mills field as a generalized Hamiltonian system with hamiltonian (1.1.8) and constraints C = div A E = 0 on the phase space Ω
Here Ω 1 c (R 3 , k) stands for the space of smooth k-valued 1-forms on R 3 with compact support. Later the phase space will be considerably extended.
The Poisson structure (1.1.9) has a natural geometric interpretation. Indeed, consider the affine space of smooth connections in the trivial K-bundle, associated to the adjoint representation of K, over R 3 . As in Section 1.1 we fix the standard trivialization of this bundle and the trivial connection as an origin in the affine space of connections and identify this space with the space Ω 1 (R 3 , k) of k-valued 1-forms on R 3 . Let D be the subspace in the affine space of connections isomorphic to Ω 1 c (R 3 , k) under this identification. We shall frequently write D instead of Ω 1 c (R 3 , k) and call this space the space of compactly supported K-connections on R 3 . The space D has a natural Riemannian metric defined with the help of scalar product (1.1.4),
This metric gives rise to a natural imbedding
Using this imbedding the tangent bundle T D can be equipped with the natural structure of a Poisson manifold induced by the canonical symplectic structure of T * D. The Poisson structure (1.1.9) on the space Ω
can be identified with that induced by the canonical symplectic structure of T * D. Now let us discuss the meaning of the constrains. First of all we note that the constrains C = div A E infinitesimally generate the gauge action on the phase space T D. More precisely, let K be the group of K-valued maps g : R 3 → K such that g(x) = I for |x| ≥ R(g), where I is the identity element of K and R(g) > 0 is a real number depending on g. K is called the gauge group of compactly supported gauge transformations. The Lie algebra of K is isomorphic to Ω 0 c (R 3 , k). The gauge group K acts on the space of connections D by
where we denote dgg
, and θ R is the right-invariant Maurer-Cartan form on K. This action is free, so that the quotient D/K is a smooth manifold.
The action (2.1.2) of K on the space of connections D induces an action
where as before we write gEg −1 = Adg(E). This action gives rise to an action of the Lie algebra Ω
Here we, of course, identify
The action (2.1.4) is generated by the constraint div A E in the sense that for
and
Using the language of Poisson geometry and taking into account formula (1.1.10) for the Poisson brackets of the constrains one can say that K × T D → T D is a Hamiltonian group action, and the map
is the moment map for this action. In particular, action (2.1.3) preserves the symplectic form of T D. We note that action (2.1.3) also preserves Riemannian structure (2.1.1) of the configuration space D. This follows from the fact that the Killing form on k is invariant with respect to the adjoint action of K.
The properties of the phase space of the Yang-Mills field and of the gauge action discussed above are formulated in the following proposition. 
This metric induces a natural imbedding T D ֒→ T
(iii) The action of the gauge group K on the spaces D and T D is free, and the reduced phase space µ −1 (0)/K is a smooth manifold.
Finally we make a few remarks on the structure of the hamiltonian of the YangMills field.
Since the hamiltonian H(E, A) of the Yang-Mills field is invariant under the gauge action (2.1.3) (this fact can be checked directly and also follows from formula (1.1.11)) the generalized Hamiltonian dynamics described by this hamiltonian together with the constrains div A E = 0 is equivalent to the usual one on the reduced phase space µ −1 (0)/K (see [3, 7] ). The hamiltonian (1.1.8) itself has a very standard structure; H(E, A) is equal to the sum of a half of the square of the momentum, 
The value of this field at each point A ∈ D belongs to the kernel of the operator div A , G(A) ∈ Ker div A ∀A ∈ D. Indeed, from the Bianci identity d A F = 0, the definition of G = * F and the formula * * = id it follows that
Now we summarize the properties of the hamiltonian of the Yang-Mills field. (
Proposition 2.1.2. (i) The generalized Hamiltonian system on the Poisson manifold T D with the hamiltonian H(E, A), H(E
, A) = 1 2 (< E, E > + < G, G >), G = * F , F = dA + 1 2 [A ∧ A],
ii) The hamiltonian H(E, A) is invariant under the gauge action K×T D → T D and the generalized Hamiltonian dynamics described by this hamiltonian together with the constrains div A E = 0 is equivalent to the usual one on the reduced phase space
µ −1 (0)/K. (iii) The vector field G is invariant with respect to the gauge action of K, G(g • A) = gG(A)g −1 .
The value of this field at each point A ∈ D belongs to the kernel of the operator div
2.2. The structure of the reduced phase space: a model case. In Propositions 2.1.1 and 2.1.2 we formulated all the properties of the Yang-Mills field which are important for our further consideration. In this section we study an arbitrary Hamiltonian system satisfying these properties and construct canonical coordinates on the corresponding reduced phase space. In terms of these coordinates the hamiltonian of this system will be equal to that of a system of harmonic oscillators. For simplicity, in this section we only consider the finite-dimensional case.
First we consider a phase space equipped with a Lie group action of the type described in Proposition 2.1.1. Actually the Riemannian metric introduced in that proposition is only important for the definition of the hamiltonian of the Yang-Mills field. This metric is not relevant to Poisson geometry. We used this metric in the description of the phase space in order to avoid analytic difficulties arising in the infinite-dimensional case. Now let us forget about the metric for a moment and discuss the geometry of the reduced space.
The Poisson structure described in Proposition 2.1.1 is an example of the canonical Poisson structure on the cotangent bundle, and the group action on this bundle is induced by a group action on the base manifold. Thus we start with a manifold M and a Lie group G freely acting on M. The canonical symplectic structure on T * M can be defined as follows (see [3] ).
Denote by π : T * M → M the canonical projection, and define a 1-form θ on
Then the canonical symplectic form on T * M is equal to dθ. Recall that the induced Lie group action G × T * M → T * M is a Hamiltonian group action with a moment map µ : T * M → g * , where g * is the dual space to the Lie algebra g of G. The moment map µ is uniquely determined by the formula (see [20] , Theorem 1.5.2)
where X is the vector field on M generated by arbitrary element X ∈ g, X is the induced vector field on T * M and (, ) stands for the canonical paring between g and g * . Formula (2.2.1) implies that for any x ∈ M the map µ(x, p) is linear in p. We denote this linear map by m(x), m(x) :
Next, following [3] , Appendix 5, with some modifications of the proofs suitable for our purposes, we describe the structure of the reduced space µ −1 (0)/G. We start with a simple lemma.
Proof. First we note that the space T x O ⊥ is spanned by the differentials of Ginvariant functions on M. But from the definitions of the moment map and of the Poisson structure on T * M we have
where X is the vector field on M generated by element X ∈ g, f ∈ C ∞ (M), and (, ) stands for the canonical paring between g and g * . Formula (2.2.3) implies that f is G-invariant if and only if df (x) ∈ Ker m(x). This completes the proof. 
, the diffeomorphism being induced by the canonical projection π.
From the definitions of the Poisson structures on T * (M/G) and on the reduced space µ −1 (0)/G it follows that the diffeomorphism µ
Using the last proposition one can easily describe the space ΓT * (M/G) of covector fields on M/G.
covector fields will be called vertical G-invariant covector fields on M. We denote this space by
Now we discuss the class of hamiltonians on T * M we are interested in. First, recalling Proposition 2.1.1 we equip the manifold M with a Riemannian metric <, > and assume that the action of G on M preserves this metric. Using this metric we can establish an isomorphism of G-manifolds, T M ≃ T * M. We shall always identify the tangent and the cotangent bundle of M and the spaces of vector and covector fields on M by means of this isomorphism. The tangent bundle T M will be regarded as a symplectic manifold with the induced symplectic structure.
Based on the results of this section we make two remarks on the structure of the gauge orbit space D/K. [24] ). This is the main peculiarity of non-abelian gauge theories. On the symplectic manifold T M we define a hamiltonian H of the type described in Proposition 2.1.2. In order to do that we fix a G-invariant vertical vector field V on M. Then we put
Remark 2.2.4. The Riemannian geometry of the space D/K is nontrivial. In particular, its curvature tensor is not identically equal to zero (see
This hamiltonian is obviously G-invariant and gives rise to a hamiltonian H red on the reduced space µ 
Next we construct coordinates on the reduced space µ −1 (0)/G ≃ T * (M/G) such that in terms of these coordinates hamiltonian 2.2.4 equals to the one of a system of harmonic oscillators. We define these coordinates in two steps. First we introduce an orthonormal curvilinear coordinate system g i , i = 1, . . . , dim M/G on the quotient space M/G. Then the canonical conjugate momenta p i are defined by the well-known formula,
Now we formulate our main lemma. 
Assume also that the spectrum of the operator X x does not depend on x ∈ N and that Ker X x = 0. Denote by Then on N one can introduce a coordinate system g i , i = 1, . . . , dim N defined by the formula
Suppose that one can choose eigenvectors
Moreover, we have
where grad g i is the gradient of g i defined with the help of the Riemannian metric on N . Hence the coordinate system g i , i = 1, . . . , dim N is orthonormal. In particular, N is locally isomorphic to R dim N as a Riemannian manifold.
Proof. Consider U i as 1-forms on N . Since dU i = 0, i = 1, . . . , dim N for any point x ∈ N one can find a neighborhood W ⊂ N of x such that on this neighborhood
Therefore if U i are regarded as vector fields on W we have U i = grad f i .
Recall that for each x ∈ N the vectors U i form an orthonormal basis in T x N . Therefore f i form an orthonormal coordinate system on W , and W is locally isomorphic, as a Riemannian manifold, to R dim N with the standard Euclidean metric. In particular, ∇ p U i (x) = 0 for any x ∈ N and any p ∈ T x N . Now we define functions g i ∈ C ∞ (N ) by formula (2.2.6). By the definition of the Riemannian metric we have
, and hence
Finally we have grad g i (x) = U i (x). This means that g i form an orthonormal coordinate system on M/G. 
The conditions [U i , U j ] = 0 can also be expressed in an invariant way. In order to do that we observe that for any x, y ∈ N the operators X x and X y are unitary equivalent. Now if x and y are close enough to each other we can choose a unitary operator U x,y : T x0 N → T x N smoothly depending on x and y such that U x,y X x = X y U x,y . The operators U x,y can be regarded as parallel transports for a (locally defined) Riemannian flat connection on N . By construction the vector fields U i are covariantly constant with respect to this connection, and the conditions [U i , U j ] = 0 are equivalent to the fact that this connection is torsion-free, i.e. it coincides with the Levi-Chivita connection on N . Now we apply Lemma 2.2.6 to define a canonical coordinate system on the reduced space µ
The following theorem is an obvious consequence of formula (2.2.5) and of this lemma. Then on the reduced space µ
∞ (M/G) are the orthonormal curvilinear coordinates on M/G defined by formula (2.2.6 ) and 
The function in the right hand side of this formula is the hamiltonian of a system of harmonic oscillators. 
We shall also identify the space of operators on T (D/K) identical on the base and the space of K-invariant operators on the foliation Ξ identical on the base.
In order to apply Lemma 2.2.6 we need to calculate the operator X OA :
, where ∇ is the covariant derivative of the induced LeviChivita connection on D/K. We denote by X A the operator X OA regarded as a K-invariant operator on the foliation Ξ.
Actually to define this operator correctly in the infinite dimensional case we have to consider the completion T 2 D of the tangent bundle T D with respect to metric (2.1.6). For any real vector space V we denote by V C its complexification. In order to apply the theory of selfadjoint operators in Hilbert space we shall use 
where ω 2 is the complex conjugate of ω 2 with respect to the complex structure induced by the decomposition g = k · + ik. Note that k ⊂ g is a real subspace with respect to this complex structure. We also denote by H 0 the completion of the space Ω 0 c (R 3 , g) with respect to scalar product (3.1.1). Then, clearly, the operator div A is naturally extended to a linear operator div A :
) and the closure of this operator is a well-defined closed operator div A :
The operator X A is real and symmetric in the sense that
Proof. Since G(A) is real the operator X A is obviously real and it suffices to calculate it on the real subspace
D is the covariant derivative of the Levi-Chivita connection on D. Now we calculate the covariant derivative of G = * F . By the definition of the curvature we have
where we used the fact that the binary operation
. Formula (3.1.4) immediately gives expression (3.1.2) for the operator X A .
The operator curl
) is a noncommutative analog of the usual curl. As in the commutative case the main property of this operator is that it is symmetric with respect to scalar product (3.1.1),
This can be checked directly using the Stokes formula and the fact that the Killing form of g is invariant with respect to the adjoint action of k on g. Since the operator curl A is symmetric X A is also a symmetric operator. This completes the proof of the lemma.
To apply Lemma 2.2.6 we have to require that the operators
A ) C and that these extensions are unitary equivalent for different A ∈ D. The latter statement is, of course, not true for all A. But, recalling scattering theory, we can expect that a selfadjoint extension of X A is unitary equivalent to that of X 0 for A small enough with respect to a certain topology on D. We shall see that this is indeed true. At the same time we shall prove that
C do have natural selfadjoint extensions for these A. Using generalized eigenvectors for these selfadjoint extensions we shall define by formula (2.2.6) curvilinear coordinates in a neighborhood of the image of the trivial connection in D/K. We start realizing this program by recalling scattering theory for selfadjoint operators in the form suitable for our purposes.
3.2.
Wave operators and unitary equivalence. Let H be a complex Hilbert space. In this section we recall, following [16] , some results on unitary equivalence for selfadjoint operators on H. Let C 0 (H) be the set of closed densely defined linear operators T on H with domain D(T ) and range ℜ(T ), B(H) the set of bounded operators on H.
Let T 0 be a selfadjoint operator in H and U ∈ C 0 (H). Denote by R 0 (ζ) = (T 0 − ζ) −1 the resolvent of T 0 . As a function of ζ the resolvent R 0 (ζ) is holomorphic in the open lower and upper half-plane.
Suppose that D(U ) ⊃ D(T 0 ). Then U R 0 (ζ) ∈ B(H) for Im ζ = 0, and U R 0 (ζ) is holomorphic in the open lower and upper half-plane. The operator U is said to be T 0 -smooth if for each u ∈ H there is a constant M u independent of ε such that
The following proposition gives a strong version of the well-known construction for the wave operators. 
Assume, furthermore, that the norm of the matrix A = {A ij } i,j=1,...,n , regarded as an operator in C n with the natural Hilbert space norm, is strictly less than 1,
Then the wave operators
for the pair T 0 , T exist and are unitary operators, i.e. W −1 ± ∈ B(H). In particular, the operators T 0 and T are unitary equivalent,
The condition of T 0 -smoothness is usually difficult to verify. The following proposition gives a simple sufficient criterion of T 0 -smoothness.
Proposition 3.2.2. ([23], Corollary of Theorem XIII.25) Let
where the supremum is taken over all ζ ∈ C with Im ζ = 0.
3.3. Scattering theory for the operators X A : reduction to elliptic operators. The main obstruction to direct application of Proposition 3.2.1 to any selfadjoint extensions of the operators X A is that for different A these operators act in different spaces,
However, using formula (3.1.2) one can naturally extend these operators to symmetric operators acting in H 2 with the domains (
If we denote these extensions also by X A then (3.3.1)
i.e., we extend
C by zero to the orthogonal complement (T A O A ) C of its original domain. Therefore the operators defined by formula (3.3.1) have big kernels.
As Remark 1.9 in [16] shows, in order to establish unitary equivalence for operators with nonempty point spectrum we have to significantly restrict the class of perturbations (actually if u is an eigenvector of T 0 , in the notation of Proposition 3.2.1, then for U to be T 0 -smooth we must have U u = 0). This is not satisfactory for our purposes.
In order to overcome this difficulty we shall find an elliptic extension S A for the operator X A (compare with [4, 5] ). S A is a symmetric operator acting in the space
In Section 3.6 we shall define natural selfadjoint extensions for S A and obtain wave operators for selfadjoint extensions of operators X A using those for selfadjoint extensions of S A .
3.4.
The properties of the unperturbed operator S 0 . In order to apply Proposition 3.2.1 to the operators S A we have to study first the unperturbed operator S 0 . In particular, in view of condition (3.2.1) we have to study the properties of the resolution of the operator S 0 .
First we note that the operator S 0 , (3.4.1)
is selfadjoint (see [4, 5] ). The formula for the resolvent of this operator can easily be obtained with the help of an explicit expression for S 2 0 ,
where △ is the usual Laplace operator and △ stands for the Laplace operator acting on the components of elements from H 1 . If we denote the resolvent of S 0 by R 0 (λ) then (see [9] for a similar calculation for the operator curl)
Verification of condition (3.2.1) will be based on the fact that the resolvent R 0 (λ) acts as a bounded operator in certain weighted L 2 -spaces. We recall that for any real s the weighted space
where |x| is the usual norm of x in R n . The space L 2,s (R n ) is a Hilbert space, the corresponding norm · s is equal to
Clearly, the spaces L 2,s (R n ) and L 2,−s (R n ) are dual to each other. We shall denote by H 0,s and H 1,s the weighted versions of the spaces H 0 and H 1 , with the obvious modifications of the scalar products. For any bounded operator T :
we denote by T s1,s2 its norm. The required estimates for the resolvent R 0 will be based on the following well-known results by Agmon and Jensen-Kato on the resolvent of the Laplace operator. 
, where C is a constant independent of λ.
Fix ε > 0. Then for any λ ∈ C with |λ| ≥ ε and s > 
where C is a constant independent of λ. 
where C is a constant independent of λ.
3.5. Scattering theory for the operators S A . In this section we find conditions under which the operators S 0 and S A are unitary equivalent. In order to derive these conditions we apply Proposition 3.2.1 to the pair S 0 , S A . First we formulate our main result.
There exists a positive constant C such that if for some s > 3 and g ∈ K
where for any ω ∈ Ω i (R 3 , g)
then (i) The corresponding operator S A is selfadjoint with the domain D(S 0 ).
(ii) The wave operators
for the pair S 0 , S A exist and are unitary. In particular, the selfadjoint operators S 0 and S A are unitary equivalent. We start the proof of this theorem with the study of the orthogonal projection operator P A and the "magnetic" Laplace operator (ii) The operator △ A :
(iii) The operator △ A has trivial kernel, and the inverse operator △ −1
A is welldefined.
(iv) The operator P A is the closure of the operator
Proof. For parts (i) and (ii) see [21] , §X.3, Example 4.
In order to prove part (iii) we observe that if u ∈ Ker
But then by the invariance of the Killing form we have
Therefore < u, u >= const, and u does not belong to H 0 . For part (iv) we first note that the orthogonal direct sum
This completes the proof. Now we write down the perturbation W = S A − S 0 in a convenient form. From formula (3.3.2) we formally have (3.5.3)
), and ∆P = P 0 − P A . Using the expression for the operator P A obtained in part (iv) of Lemma 3.5.3, the Hilbert-type identity,
and the formula
one can derive the following formal expression for ∆P :
Substituting (3.5.4) into formula (3.5.3) we get useful expressions for the terms of the perturbation W ,
In order to analyze expressions (3.5.5)-(3.5.7) we shall need the properties of △ 
Note that from the Hölder inequality it follows that for any p ≥ 2 we have a natural imbedding,
. Obviously, there are also natural imbeddings (3.5.9) 
where K is a constant independent of A.
(ii) The following operators are bounded and have norms independent of A:
(3.5.13)
Proof. Inequality (3.5.10) follows from the well-known Kato inequality, d|u| (2) ≤ d A u (2) (see [13] , Appendix), and the isoperimetric-type inequality, f (6) ≤ K df (2) , f ∈ C ∞ 0 (R 3 ) (see [18] , Theorem 2.1). Indeed, these two inequalities and the Hölder inequality imply that (3.5.14) w
) . This inequality holds for w ∈ C, where
} is an operator core of △ A (see [17] , Lemma 5).
Now dividing both sides of (3.5.14) by w (6) and denoting u = △ A w we get (3.5.10).
Similarly, for any u = △ A w, w ∈ C inequality (3.5.10) and the Hölder inequality yield
, which is equivalent to (3.5.11). Now we deduce (3.5.12) from (3.5.11) by duality. Finally we infer part (ii) of the lemma using part (i), imbeddings (3.5.8) and
Proof of part (i) of Theorem 3.5.1. First we note that conditions (3.5.1) and (3.5.2) ensure that for any real s ′ (3.5. 15) adF :
are bounded operators with norms not exceeding C. Combining this fact with part (ii) of Lemma 3.5.4 and recalling imbeddings (3.5.9) we infer that the operators * adA :
0 are bounded and the operators defined by formulas (3.5.5)-(3.5.7) are bounded in the space H 1 . Therefore the perturbation W is a bounded operator, and part (i) of Theorem 3.5.1 follows from the Kato-Rellich theorem (see [21] , Theorem X.12). Now we discuss part (ii) of Theorem 3.5.1. In order to apply Theorem 3.2.1 to the pair of operators S 0 , S A we have to factorize every term of the perturbation W and then verify conditions (3.2.2), (3.2.3). Note that the perturbation W contains not only multiplication operators but also integral operators (see formulas (3.5.5)-(3.5.7)) and to check conditions (3.2.2), (3.2.3) we shall need not only estimates for the norm of the resolution R 0 (λ) of the unperturbed operator S 0 obtained in Proposition 3.4.1 and Corollary 3.4.2 but also estimates of norms of compositions of R 0 (λ) and of some integral operators. More precisely, in view of (3.5.5)-(3.5.7), we have to obtain the following estimates.
Lemma 3.5.5. For every λ ∈ C the operators
are bounded and have norms not exceeding D, where D is a constant independent of λ.
Proof. First we recall that the resolvent of the Laplace operator is an integral operator explicitly given by the following formula (see [21] )
To prove (3.5.16) we shall use the Hilbert identity in the form
From Proposition 3.4.1 it follows that for any ε > 0 and |λ| > ε the operator in the r.h.s. of (3.
The operator in the r.h.s. of the last formula is bounded from H (3.5.17) and (3.5.18) can be proved in a similar way with the help of formula (3.5.22). But one should also apply Lemma 2.1 in [15] and instead of formula (3.5.21) one should use the following expressions for the terms of the kernels of the operators in the r.h.s. of (3.5.17) and (3.5.18):
The behaviour of the norms of the operators (3.5.19) and (3.5.20) when λ → 0 is controlled with the help of the formula for the kernels of the operators
that is similar to (3.5.23). The fact that these norms are finite when λ → ∞ can be proved using formula (3.5.22) and the last statement of Proposition 3.4.1.
Proof of part (ii) of Theorem 3.5.1.
We have to factorize every term of the perturbation W and then verify conditions (3.2.2), (3.2.3). We demonstrate how to obtain the required estimates in case of the most "singular" terms. All the other terms in (3.5.3) can be treated in a similar way using expressions (3.5.5)-(3.5.7), conditions (3.5.1), (3.5.2), part (ii) of Lemma 3.5.4, Proposition 3.4.1, Corollary 3.4.2 and Lemma 3.5.5.
First, let us consider formula (3.5.7). This term of the perturbation is already factorized. Let us consider the part d△ −1 * adA * in the first term of (3.5.7). According to formula (3.2.3) one should check that the composition adA△ −1 div(curl+ λI)( △ − λ 2 I) −1 d△ −1 * adA * is a bounded operator in H 1 . This follows from part (3.5.16) of Lemma 3.5.5 and from (3.5.15) . Now let us consider the first term in (3.5.5), d△ −1 * adF P 0 . If we write F = F a ij T a dx i ∧ dx j then this term is, in turn, the sum of the following ones: d△ −1 F a ij * ad(T a dx i ∧ dx j )P 0 . Since F a ij are real-valued functions each of these terms can be factorized as follows: Proof. The key observation in the proof is that the square of the operator S A is diagonal in the sense that S 
By the invariance principle for wave operators (see [22] ) the wave operators W ± (S 
where E is the spectral measure of S 0 .
Since Ker div is an invariant subspace for S 0 this subspace is also invariant for the spectral measure of S 0 , E(R ± ) : Ker div → Ker div, and, in particular, E(R ± ) : Ker div → H 1 . But the operator S Now using (3.6.3) , the definition of the operator S A and the intertwining property of wave operators we have for any ω ∈ Ker div D(S 0 ) (3.6.4)
From the last line in (3.6.4) we infer that div A W ± (S 0 , S A )P 0 ω = 0. Therefore
and since W ± (S 0 , S A ) are unitary operators we also have U * ± U ± = P 0 . A calculation for W ± (S 0 , S A ) * similar to (3.6.4) shows that U ± U * ± = P A . Therefore U ± are unitary operators.
Finally (3.6.5) and the last equality in (3.6.4) imply that
This completes the proof of the theorem.
3.7. Construction of new canonical coordinates on the reduced phase space for the Yang-Mills field. Now we can apply Theorem 2.2.8 and construct new canonical coordinates on the reduced space µ −1 (0)/K (see Section 2.1). First observe that in order to construct such a coordinate system, according to Lemma 2.2.6, we have to ensure that the operators X A : Ker div A → Ker div A are unitary equivalent for different A. As we proved in the previous section the latter fact is indeed true provided A satisfy conditions (3.5.1) and (3.5.2) of Theorem 3.5.1, and in this case X A are unitary equivalent to X 0 . Therefore we can try to apply Lemma 2.2.6 on the neighborhood U of the image of the trivial connection in the space D/K defined by conditions (3.5.1) and (3.5.2).
Next, we have to use orthonormal bases of eigenvectors for the operators X A . But in Theorem 3.6.1 we proved that for A ∈ U the operators X A are unitary equivalent to X 0 = curl. In particular, all these operators only have absolutely continuous spectrum σ(X A ) = σ ac (X A ) = R, and hence they have no eigenvectors in the usual sense. But every such operator has a complete basis of generalized eigenvectors and we can use this basis to define generalized coordinates by formula (2.2.6) (see, for instance, [11] ).
First we consider a generalized eigenvector expansion for the operator X 0 = curl. This operator can be easily diagonalized by means of the Fourier transform (see [6] ). The generalized eigenvectors e a,± (k), k ∈ R 3 \ {0}, a = 1, . . . , dim k corresponding to the eigenvalues ±|k| can be chosen, for instance, in the form
where θ 1,2 (k) are 1-forms on R 3 dual to orthonormal vectors e 1,2 (k), with respect to the usual Euclidean scalar product, such that for every k = 0 k |k| , e 1 (k), e 2 (k) is an orthonormal basis in R 3 , k |k| × e 1 (k) = e 2 (k) (vector product) and e 1,2 (k) smoothly depend on k ∈ R 3 \ {0}.
The vectors e a,± (k) are generalized eigenvectors for the operator curl in the sense that (3.7.2) < e a,± (k), curl ω >= ±|k| < e a,± (k), ω > for any ω ∈ D ∩ Ker div.
Note that D ∩ Ker div is dense in Ker div since Ker div ⊃ curl D, and obviously curl D is a subset in D which is dense in Ker div. The generalized Fourier transform
where L 2 a,± (R 3 ) are copies of the usual L 2 (R 3 ), associated to the basis e a,± (k) of generalized eigenvectors is given in terms of components by
Here l.i.m. stands for the limit with respect to L 2 (R 3 )-norm. For ω ∈ D ∩ Ker div we can also write
where χ R (x) is the characteristic function of the ball of radius R.
Since the usual Fourier transform is unitary Φ 0 is also a unitary map. Now, using operators U ± constructed in Theorem 3.6.1, we can easily define the generalized Fourier transform
associated to an arbitrary operator X A with A ∈ U by the formula (3.7.5)
Since both U + and Φ 0 are unitary the map Φ A is also unitary. From (3.7.4) we infer that for ω ∈ U + (D ∩ Ker div) (3.7.6)
+ ω, e a,± (k) > . Therefore the limit lim R→∞ U + (χ R (x)e a,± (k)) exists in the sense of generalized functions in the space (U + (D ∩ Ker div)) * . We denote this limit by e a,± (A, k). Formula (3.7.2) implies that e a,± (A, k) are generalized eigenvectors for the operator X A , (3.7.7)
< e a,± (A, k), X A ω >= ±|k| < e a,± (A, k), ω > for any ω ∈ U + (D ∩ Ker div).
Note also that since U + (D ∩ Ker div) is dense in Ker div A and the operator U + is unitary the set U + (D ∩ Ker div) is dense in Ker div A .
Since the operator X A is real one can assume that the generalized eigenvectors e a,± (A, k) are real in the sense that the corresponding generalized Fourier transform Φ A is real, i.e., Φ A (ω) ∈ R for any ω ∈ Ker div A , ω = ω.
Conjecture. For any A ∈ U one can choose a basis of real generalized eigenvectors e a,± (A, k) such that e a,± (A, k) = grad f a,±,k (A), where f a,±,k (A), k ∈ R 3 \{0}, a = 1, . . . , dim k are differentiable gauge invariant functionals on U , and the cor-
Observe that the subset U ∈ D is gauge invariant since the conditions (3.5.1) and (3.5.2) defining U are gauge invariant. Therefore T (U/K) ⊂ T (D/K) ≃ µ −1 (0)/K is a subset of the reduced phase space. Now according to Theorem 2.2.8 the hamiltonian H(E, A) of the Yang-Mills field gives rise to a hamiltonian H red on the reduced phase space µ −1 (0)/K, and H red restricted to the subset T (U/K) ⊂ µ −1 (0)/K can be rewritten in terms of the canonical coordinates
as follows (3.7.10)
Note that g a,±,k (O A ), as a function of k, should be regarded as a square integrable with the weight |k| 2 function on R 3 , and the r.h.s. of (3.7.8) is well defined as an element of this space.
Possible generalizations and applications of the new canonical
coordinates on the reduced phase space for the Yang-Mills field
In conclusion we make a few remarks on possible extensions and applications of formula (3.7.10). First we note that in view of conditions (3.5.1) and (3.5.2) one can equip the space D with a topology with respect to which the set
where α = (α 1 , . . . , α n ) ∈ N n is a multiindex, ∂ α = ∂ xα 1 . . . ∂ xα n , and |α| = α 1 + · · · + α n . The norm in the space W k,s
Denote by W n,k,s ∞ (R 3 , k) be the space of k-valued n-forms on R 3 whose components are elements of W k,s
is a normed space, with the obvious modification of the norm.
One can also define Sobolev modifications K k,s
∞ is the space of K-valued maps g : 
and hence on T W 1,1,s
The latter action is, of course, Hamiltonian, the moment map for this action is explicitly given by the formula µ(A, E) = div A E.
Observe also that the imbedding W 
and the image U
From the definition of the curvature it follows that for r ≥ 0
We also obviously have
Therefore the conditions (3.5.1) and (3. 
∞ such that the reduced hamiltonian H red of the Yang-Mills field restricted to
can be represented in the form (3.7.10). Note that the conditions (3.5.1), (3.5.2) of Theorem 3.5.1 can be weakened. In fact, we worked for simplicity only in weighted L 2 -spaces. But the operators considered in Lemma 3.5.5 actually act in bigger spaces. This allows to improve estimates (3.5.1), (3.5.2). Using these improved estimates one can equip D with a topology which is much weaker than the W This generalization of the construction of Section 3.7 suggests that one can use formula (3.7.10) to describe the dynamics of the Yang-Mills field at low energies. Namely, we expect that one can equip the space D with a certain topology such that there exists an open neighborhood U of the ground state in the corresponding completion of the reduced phase space for the Yang-Mills field, and this neighborhood satisfies two properties. Firstly, formula (3.7.10) holds on this neighborhood. Secondly, the flow generated by the Yang-Mills equations on the reduced phase space leaves this neighborhood invariant. The latter fact is expected to be proved using apriori estimates for solutions of hyperbolic nonlinear equations. Further development of this idea will be presented in a subsequent paper. Formula (3.7.10) implies that on the neighborhood U the Yang-Mills field describes free harmonic oscillations, and hence can be easily quantized! The quantization procedure is similar to that for the usual electrodynamics and uses the ordinary canonical quantization (see [12] ). The spectrum of the quantized system obviously covers a segment [0, c] of the positive semiaxis. This fact is related to the mass gap problem posed in [14] .
The mass gap conjecture claims that the spectrum of the hamiltonian of the quantum Yang-Mills field does not contain zero, i.e. it actually does not contain a segment [0, a), a > 0. The quantum hamiltonian that we defined above does not satisfy this property. This is of course related to the fact that our classical hamiltonian (3.7.10) describes the dynamics of the Yang-Mills field in a neighborhood of the trivial classical ground state (0, 0). In order to overcome this difficulty one can pose the following problem: are there other nontrivial classical ground states for the classical Yang-Mills field and, if yes, can one define coordinates similar to (3.7.8), (3.7.9) on an open neighborhood of such a ground state. The answer to this question is negative. Indeed, a simple calculation shows that up to gauge equivalence all the ground states for the classical Yang-Mills field are of the form (0, A), where A is a solution of the three-dimensional Yang-Mills equation. Next, in order to realize the program of Section 3 starting with such a ground state (0, A 0 ) one should study the problem of unitary equivalence for the pairs of operators X A0 , X A . In order to do that one must impose two minimal requirements on A 0 : to define the hamiltonian of the Yang-Mills field correctly the curvature of A 0 must be square integrable; and according to Lemma 3.5.3 A 0 must also be locally square integrable. In [13] it is proved that every connection A on R 3 satisfying the three-dimensional Yang-Mills equations and having square integrable curvature is a flat connection. One can also show that every locally square integrable flat connection A is gauge equivalent to the trivial connection [10] . Therefore there are no nontrivial ground states for which the program of Section 3 can be realized. We note that in view of part (i) of Lemma 3.5.3 the minimal requirements imposed on the ground states above seem to be the minimal possible ones under which the classical Yang-Mills field in the Hamiltonian formulation is well-defined.
One can try to manage with the mass gap problem in another, more physical, way using renormalization theory. First rewrite formula (3.7.10) in a form suitable for this purpose. In order to do that we note that given the generalized Fourier In terms of coordinates (4.2), (4.3) the hamiltonian (3.7.10) can be rewritten in the following form In this formula the integral is taken over R which has the meaning of the spectrum σ(curl) of the operator curl according to the generalized eigenvector decomposition theorem (see, for instance, [19] ), (4.4)
Now we obviously have the following pseudo-theorem: the spectrum of the canonically quantized hamiltonian (4.4) does not contain 0 if and only if the spectrum of the operator curl does not contain zero. Strictly speaking this statement is meaningless. But one can try to "renormalize" the operator curl : Ker div → Ker div in such a way that its spectrum does not contain zero. Note that the spectrum of the operator curl does not contain zero if and only if the operator curl −1 is bounded Now recall the formula for the operator curl −1 [9] , (4.5) curl −1 = P 0 curl △ −1 P 0 .
From this formula it follows that if after a suitable renormalization △ −1 becomes a bounded operator from L 2 to W 1 2 then the operator curl −1 defined by formula (4.5), with the renormalized △ −1 , is also bounded. This renormalization is of course similar to the renormalization procedure for Green functions in quantum field theory. But the physical meaning of the renormalization described above, as well as the relation between these two types of renormalization, is not clear. In particular, it is not obvious that the ground state for the renormalized quantum hamiltonian (4.4) is Lorentz-invariant. Probably the reason for the renormalization suggested above can not be explained using only the low-energy behaviour of the Yang-Mills field.
Finally we say a few words about the Conjecture formulated in Section 3.7. This conjecture has nothing to do with the geometry of the orbit space D/K since the vector fields e a,± (A, k) are generalized. In particular, they do not belong to the space of sections of the tangent bundle T D. The definition of the vectors e a,± (A, k) is based on the scattering theory, and the particular choice of the base manifold M = R 3 plays the crucial role in our construction. We do believe that the proof of our conjecture is purely analytic.
