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Atanas Stefanov
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Abstract. We study the minimal surface equation in Minkowskian geometry in Rn R1C,
which is a well-known quasilinear wave equation. The classical result of Lindblad, [10],
establishes global existence of small and smooth solutions (i.e. global regularity), provided
the initial data is small, compactly supported and very smooth. In the present paper, we
achieve more precise results. We show that, at least when n  4 (or n D 3, but with radial
data), it is enough to assume the smallness of some scale invariant quantities, involving
(unweighted) Sobolev norms only.
In the 3D case, such a proof fails as a consequence of the well-known Strichartz in-
equality “missing endpoint” and one has instead slightly weaker results, which requires
smallness of the data in certain W s;p , p < 2, spaces.
In the 2D case, this fails as well, since the free solution of the 2D wave equation fails
to be square integrable, but only belongs to L2;1, another failure by an endpoint. Thus,
an important question is left open: Can one prove global regularity for the 2D minimal
surface equation, assuming smallness in unweighted Sobolev spaces only?
Keywords. Minimal surface equation, small solutions, global regularity, quasilinear wave
equations.
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1 Introduction
In this paper we shall be concerned with the minimal surface equation, where the
background metric is the Lorentzian metric. This is a well-known model, whose
derivation we discuss briefly.
Consider the usual Euclidean space RnC2 endowed with a Riemannian metric
given by the symmetric metric tensor
R D gij .x/ dxidxj :
Supported in part by NSF-DMS 0701802 and 0908802.
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To simplify our considerations, take a surface in the form xnC1D .x0; : : : ; xn/










The problem of finding the minimal surfaces embedded in RnC2 with a metric
tensor R reduces to minimizing the functional S./, when restricted to some class
of admissible functions . This is, of course, the standard setup of calculus of
variations, and if one makes the usual assumptions on smoothness (as we shall do










































which has been extensively studied by many authors. We will not even attempt to
give an account of these studies, since this is outside the scope of this paper.
In the Minkowski metric R D diag. 1; 1; : : : ; 1/ setting, with the usual assign-




1C jrj2   .@t/2
  @j
@jp
1C jrj2   .@t/2
D 0: (1.2)
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Note that the Langrangean density L is not well defined, unless the function  has
the property .@t/2   jrj2 < 1.
We now describe the current and latest results in the study of existence and
uniqueness for solutions of the minimal surface equation (1.2). In order to write
the equation in a more tractable form, introduce the bilinear operator Q.u; v/
defined by
Q.u; v/ D @tu@tv   @
iu@iv:









Taking common denominators and taking into account
t@tQ.; /   @
j@jQ.; / D Q.;Q.; //
leads us to consider the following Cauchy problem:8̂<̂
:
  Q.; / D  Q.;Q.; //=2;
.x; 0/ D f .x/;
t .x; 0/ D g.x/:
(1.3)
One should note that (1.3) is not guaranteed to be a hyperbolic equation, if krkL1
is not small.
A local well-posedness theory for (1.3) (without smallness assumptions) can be
built from the methods developed in [5], see also [13], [2]. Basically, making use
of some (mild) symmetries of the system, one shows that energy estimates close,
at least for short time, when .f; g/ 2 Hn=2C2 Hn=2C1. In order to set a clear
reference on how good such a result is, we discuss the scaling of (1.3). More
specifically, if  is a solution of (1.3), then .x; t/ D  1.x; t/ is a solution
of (1.3) as well with initial data . 1f ./; g.//. This dictates that the critical
Sobolev index for the equation (1.3) is sc D n=2C 1.
That is, we expect to have ill-posedness for (1.3), whenever .f; g/ 2 .H s 
H s 1/ and s < n=2C 1, whereH s are the standard Sobolev spaces. On the other
hand, this is just a lower bound and the well-posedness theory for the Cauchy
problem for this quasilinear wave equation may well get into trouble for values of
s nontrivially bigger than the scaling index.
For global existence results, Lindblad [10] has shown that the problem (1.3)
with initial data ."f; "g/ has global solutions, provided 0 < "  1 and f; g 2
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C1.Rn/, n  2. Lindblad actually provides two proofs. In each of the proofs,
he heavily uses the structure of the bilinear operator Q as well as the conformal
properties of (1.3). In fact, his first proof contains more information than stated
above. Namely, his method provides global solutions for data ."f; "g/, which
is in the class H 2nC2;2nC2.Rn/  H 2nC1;2nC1. Here Hm;l is the weighted
Sobolev space ¹f W
R
.1 C jxjl/2Œjf .x/j2 C j@mf .x/j2 dx < 1º. The proof
essentially relies on the H 1 energy and decay estimates (similar to those in [5]),
applied to the wave equations satisfied by I, where I are products of
jI j copies of the Lorentzian group generators jk D xj @k xk@j , .j; k/ ¤ .0; 0/,
00 D
Pn
jD0 xj @j .
Subsequent developments to this approach led to the publications [3] – for the
related Born–Infeld model – and [2] – for minimal surfaces of general codimen-
sion. These are all “small data” results, similar in spirit to the work of Lind-
blad, [10]. We would like to specifically mention another line of investigation, in
which the smallness assumption was removed. In [9], the authors build a smooth
classical solution, under a condition on the initial data, which they show to be nec-
essary for the global existence. That is, this condition guarantees the validity of
1 Q.; / > 0 (which appears under square root in the equation) and global ex-
istence and conversely, if this condition is violated by the initial data, singularities
will emerge in finite time. In follow up papers, [11] and [12], the authors consider
related problems (initial-boundary value problems etc.) where similar necessary
and sufficient conditions for global existence were found.
We would like to point out that in these geometric works, [9], [11] and [12],
the emphasis is on global in time, classical solution, without particular regard for
decay at spatial infinity. On the other hand, the approach in [10] and subsequently
[3], [2], the authors employ Klainerman’s vector field approach and as a conse-
quence they obtain energy estimates as well as time-decay estimates for various
L1x norms of (angular) derivatives of .
In this paper, we study (1.3) with small data in (unweighted) Sobolev spaces.
The goal is to produce global solutions with minimal regularity assumptions on
the small data, which can be readily compared to the critical index. Moreover, at
least in the high-dimensional case n  4, we will be able to present the smallness
condition in a scale invariant form, which is a natural setup for this problem.
Question. Under what (minimal) Sobolev regularity conditions on the (small) data
.f; g/, one has global existence and persistence of the solutions to (1.3)?
Since our interest is in global solutions, and by the results in [9], we will need
to ensure the positivity of 1Cjrj2  .@t/2. In particular, this will follow, if we
require that krkL1  1, which we will do henceforth.
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Let us justify this by the following argument. According to the postulates
of special relativity (which is modeled in our case by RnC1 endowed with the
Minkowski metric), every object has a velocity less than the speed of light, in our
units every velocity is less than one. This implies the causality principle, which
informally states that every trajectory through a fixed point P must lie in a cone
of aperture one centered at P . Take such a trajectory on our surface and suppose
jr.x0/j > 1. Then, there exists a direction  , so that for sufficiently small t , one
has j.x0 C y/   .x0/j > jyj. That implies that such a trajectory leaves the
light cone, in direct violation of the causality principle. Equivalently, the speed of
the point P , in the direction of , will be larger than the speed of light. Thus, it
makes sense to require that  W jr.x0/j  1 and in fact is physically relevant
to consider only jr.x0/j  1, since most velocities ought to be negligible with
respect to the speed of light.
Our findings are summarized in the following theorems.
Theorem 1.1. Let n  4 or n D 3 and the data .f; g/ is radial. Let also 0 <  <
.n   1/=2. Then, there exists  D .n; / > 0, so that the Cauchy problem (1.3)
has a global solution, whenever
f 2 PHn=2C5=2C \ PHn=2 1=2 ; g 2 PHn=2C3=2C \ PHn=2 3=2 
and
k.f; g/k PHn=2C5=2C PHn=2C3=2Ck.f; g/k PHn=2 1=2  PHn=2 3=2  < 
2: (1.4)
Moreover, there are the persistence estimates, namely for all s > 1,
kk
L1.0;1/ PH s
 Ck.f; g/k PH s PH s 1 : (1.5)
Remarks.  Note that the quantity (1.4) is scale invariant.
 The energy estimates in (1.5) can be extended to s D 1 by applying the standard
Hörmander energy estimates, see Remark 3.2 (2), after Proposition 3.1 below.
We formulate the following corollary of the main result, which takes away most
of the technical assumptions, while preserving the gist of the statement.
Corollary 1.2. Let n  4 or n D 3 and the data .f; g/ be radial,  > 0. Then,
there exists  > 0, so that the Cauchy problem (1.3) has a global solution, when-
ever f 2 Hn=2C5=2C, g 2 Hn=2C3=2C and
k.f; g/kHn=2C5=2CHn=2C3=2C < :
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In other words, if the initial data is small in the spaceHn=2C5=2CHn=2C3=2C,
then the solution is global and stays small. Note that this space requires the initial
data to be 3=2C derivatives smoother than the lower bound provided by the scaling
analysis. Then again, even the best local well-posedness result (which we have
alluded to above) requires smoothness of at least Hn=2C2  Hn=2C1. That is,
our global regularity result requires 1=2C derivative more than the best available
l.w.p. result.
For the 3D case, the proof of Theorem 1.1 fails as a consequence of the well-
known failure of the Strichartz estimate at the endpoint. We do not know, whether
this is due to our method of proof or it is intrinsic. We have instead the following
slightly weaker result
Theorem 1.3 (3D case). Fix 4 < p < 1. Then, there exists " D "p > 0, so that
the Cauchy problem (1.3) has a global solution, whenever
k.f; g/kH5 1=p.R3/H4 1=p.R3/ C k.f; g/kW 4 1=p;p0 .R3/W 3 1=p;p0 .R3/ < "p:
Moreover, the solution satisfies for all 0  s  5   1=p, 0  ˛  2C 3=p,
kkL1.0;1/H s  Ck.f; g/kH sH s 1 ;
kjrj
˛kL2.0;1/Lp  C.k.f; g/kH5 1=pH4 1=p
C k.f; g/kW 4 1=p;p0W 3 1=p;p0 /:
The strategy of the proof is as follows. First, we establish energy estimates for
PH s , s > 1, norms – this is done in great detail in Proposition 3.1 in Section 3
below. These estimates remain valid as long as (3.1) below holds. Then, we need
an additional step, which closes the argument, namely the quantities involved in
(3.1) stay bounded in terms of only the relevant PH s norms, which we know a
posteriori from the fact that the energy estimates are under control.
2 Preliminaries
Define the Fourier transform F acting on a function f 2  ( is the Schwartz





The (homogeneous) Sobolev space PH s is defined as the completion of all Schwartz
functions in the norm
kf k PH s D
Z
Rn
j Of ./j2jj2s d
1=2
:
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We will also use the inhomogeneous version H s , defined by the norm
kf kH s D
Z
Rn
j Of ./j2.1C jj2/s d
1=2
:
We analyze (1.3) via Littlewood–Paley decompositions of the solution . Let
 2 C10 .R
n/ be such that supp  .0; 2/ and  ./ D 1 for all jj  1.
Let './ D  ./    .2/. ClearlyX
i2Z
'.2 i/  1 for all  ¤ 0;
which gives rise to the Littlewood–Paley operators, defined by the multipliers
'.2 k /, namely
bPkf ./ WD '.2 k/ Of ./:
Roughly speaking, the Littlewood–Paley operators are projections with range all
functions having Fourier support in the annulus ¹ W 2k 1  jj  2kC1º. We will
very often write fk instead of Pkf and P<k WD
P
l<k







That is, the function f is represented as a sum of (smooth) functions fk , with
mutually disjoint Fourier support. We now recall the Littlewood–Paley square
function characterization of Lp (or more generally W s;p spaces), namely for all
1 < p <1,








Due to (2.1) and the inclusion lp  lq for all 1  p < q  1, we obtain the
useful formulae














 Ckf kW s;p ; 1  p  2: (2.3)
A slightly smaller space (of order of smoothness s) is the Besov space Bs;1p , 1 <







This space serves, among other things, as a useful replacement of the spaces
W s;p in the cases, when the Sobolev embedding fails. More precisely, we have
kukL1  CkukBd=p;1p
. We also note that since Pk (and P<k) is given by a con-
volution with 2kn L'.2k /, we have kPkkLp!Lp  k2kn L'.2k /kL1 . 1 for all
1  p  1.
Next, we make several useful observations regarding the Gagliardo–Nirenberg









Another useful inequality in the same spirit is the following. Assuming 0 < a < b,
we have
kf k PH sCakf k PH s a  Ca;bkf k PH sCbkf k PH s b : (2.5)
In fact, one can show (2.5) by simply applying (2.4) to each term kf k PH s˙a 
kf k PBs˙a;12
.
2.1 Littlewood–Paley decompositions of products
Given the product structure of the nonlinearities in (1.3), we will need to analyze
the action of the Littlewood–Paley operators on products. Since supp F .fg/ 
supp. Of /C supp. Og/, one has






The first sum gives the so-called “high-high” interactions, whereas the second and
the first term give the “high-low” and “low-high” interactions. Usually there is a
symmetry1 between the f and g in which case, one combines the “high-low” and
“low-high” terms.
Similarly for products of three functions, we have the formula






where med.a; b; c/ denotes the median of the three numbers.
1 if for example they are the same function or live in the same function space.
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We introduce the operator jrjs by
1jrjsf WD jjs Of ./:
A basic property of such operators, that will be frequently used throughout the pa-
per, is that kPkjrjsf kLp  2
kskPkf kLp . The following lemma yields estimates
of various commutator terms that appear in the argument. Its proof is classical and
can be found for example in [14, Lemma 4.3].
Lemma 2.1. Let 1 < q; q1; q2 < 1 and 1  r1; r2; r  1 be given such that
1=q D 1=q1 C 1=q2 and 1=r D 1=r1 C 1=r2. Then, for every integer k and for
every two Schwartz functions u; v,
kPk.u vk 5<<kC5/   uvkkLqLr . 2
 k
krukLq1Lr1kvkLq2Lr2 : (2.6)
Another result that will prove useful in the sequel is the fractional derivatives
product rule. There are many variants (see for example [1, Proposition 2.1.1]), but
we will use the following version.
Lemma 2.2. Let s > 0 and u; v be functions in the Schwartz class  . Then, for
every 1 < p; r1; r2 < 1 and 1  q1; q2  1 satisfying 1=p D 1=q1 C 1=r1 D
1=q2 C 1=r2, one has
kuvk PW p;s  C.kukLq1kvk PW r1;s C kuk PW q2;skvkLr2 /:
2.2 Decay and Strichartz estimates for the wave equation
Definition 2.3. Let n  2. We say that a pair .q; r/ is (wave) Strichartz admissible,
if 2 < q; r <1, 1=q C .n   1/=.2r/  .n   1/=4.
For the linear wave equation8̂<̂
:
w D F
w.x; 0/ D f .x/;
wt .x; 0/ D g.x/;
we have the following estimates, [7], for any Strichartz admissible pairs .q; r/,





 C.kf k PHn=2C˛ C kgk PHn=2C˛ 1 C kjrj








Note that the Strichartz estimates above remain valid in the “forbidden” case
.n; q; r/ D .3; 2;1/, provided the data and/or the forcing term are radial!
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Œkjrjn 1f kL1.Rn/ C kjrj
n 2gkL1.Rn/: (2.8)
If one interpolates between the decay estimate (2.8) and the standard energy esti-




















Our next proposition contains the main energy estimate that will allow us to control
the growth of the Sobolev norms of the solutions of (1.3). Note that this will remain
true as long as the a priori smallness condition (3.1) below holds. Clearly, to close
the argument, one will then need an additional estimate to ensure that this quantity
stays small, given that the initial data is small in an appropriate sense.
Proposition 3.1. For every n  1, there exists a constant C D C.n/ and ı D ı.n/,
















 C.kf k PH sC1 C kgk PH s / (3.2)
for every s > 1. Moreover,jrjs 1@t tL1.0;T /L2  C.kf k PH sC1 C kgk PH s /: (3.3)
Remark 3.2. (1) Note that in the requirements of Proposition 3.1, we do not re-
quire the data .f; g/ to be small in any other way but (3.1). Note also, that
(3.1) is a scale invariant quantity with respect to the natural scaling  !
 D 
 1.x; t/.
(2) Proposition 3.1 may be viewed as a generalization of the classical energy esti-





jk.t; x/@j @kw D F:




















Note that the smallness condition on
Pn
j;kD0 j
jk.t; x/j, where   @@
(see (3.6) below) is part of our requirement (3.1). Note also that the quantityR t
0 j
0./jd is controlled by kr2txkL2.0;T /L1krtxkL2.0;T /L1x , which ap-
pears in (3.1).
The idea of the proof is to project the hyperbolic equation (1.3) to Littlewood–
Paley pieces and then track their time evolution. As always, the main terms are the
ones with the derivatives falling on the entries with the highest frequency. By the
structure of the equation, it will turn out that integration by parts (as in the classical
arguments) will properly take care of the main terms to derive (3.2) as long as the
a priori smallness assumptions (3.1) holds. In fact, our first step will be to show










 Cı2 DW "2;
(3.4)
which will be more convenient in the subsequent arguments. Note that the only
difference between (3.1) and (3.4) is the presence of the term kr2txkL2.0;T /L1
versus krtxrxkL2.0;T /L1 . Thus, we need to show
k@2t kL2.0;T /L1  CkrtxrxkL2.0;T /L1 (3.5)
given (3.1) for classical solutions  of (1.3). Indeed, by the form of equation (1.3),
we can rewrite it in the following schematic form:
@2tt D  C A./ŒrtxrxC B./Œ@
2
tt; (3.6)
where A./; B./  @@. Hence, taking L2L1 norms on both sides of (3.6),
we see that
k@2ttkL2.0;T /L1x  kkL2.0;T /L1x C kA./kL1txk@
2
ttkL2.0;T /L1x
C kB./kL1txkrtxrxkL2.0;T /L1x :
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Taking into account kA./kL1tx C kB./kL1tx  Ckrtxk
2
L1tx
 Cı2  1,
according to (3.1), we get (3.5) and hence (3.4) holds.
We continue now with the proof of the energy estimates in Proposition 3.1 under
the smallness assumption (3.4). In order to treat systematically the error terms that
arise, we have the following definition.
Definition 3.3. We say that a function ‰ is of type Errk , if for every T > 0, one
has












where Cn is some suitably chosen and fixed number (to be determined below).
The purpose of this definition is to have a quick notation for all the error terms
that appear in the process and which are easily estimable by means of Lemma 2.1.
Next, we apply Pk to the both sides of the equation. We will show that k
satisfies
k  Q.<k 10; <k 10/k D  Q.<k 10;Q.<k 10; k//=2C Errk :
(3.7)
Proof of (3.7). Using that Pk commutes with constant coefficient differential op-
erators, we get
k   PkŒQ.; / D  PkŒQ.;Q.; //=2:
According to the remarks in Section 2








where in the last term and henceforth, we use @ to denote the presence of a deriva-
tive with respect to any of the variables t; x1; : : : ; xn. We will show that the last
two terms in (3.8) are of type Errk , whereas for the first term, we have the repre-
sentation
PkQ.<k 10;Q.k 10; k 5<<kC5// D Q.<k 10;Q.<k 10; k//C Err
k :
(3.9)
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We start treating the corresponding terms systematically. Considering the term















Thus, PkŒQ.k 5<<kC5;Q.<k 10; <k 10// D Errk . Note that the constant
C depends only on the dimension n.




we observe that by symmetry, we may assume l2  l1. Also, it is clear that the
most difficult case occurs when most derivatives fall on the high-frequency term,
that is l3  l2. So, we restrict ourselves to the case when the summation has the
































l2 > k   10. Thus, we conclude againX
l1;l2l3 Wmed.l1;l2;l3/k 10
PkŒ@l1@l2@
2l3  D Err
k;
as well. We now turn our attention on (3.9). By Lemma 2.1








which establishes (3.9). Similarly, one argues







D Q.<k 10; <k 10/k C Errk
and whence the function k satisfies (3.7).
Having shown (3.7), we will finish the proof of Proposition 3.1 in a relatively
standard manner.
3.1 Proof of Proposition 3.1
We use the representation formula (3.7) to perform an energy estimate for k ,
which implies (3.2). We use the well-known identity




As in the classical argument, one multiplies both sides of (3.7) by 22ks@tk and





































2 dx C I.t/;

























Rewriting the energy equation and incorporating the estimates yields














Introduce Ek.s; T / WD 22ks sup0tT krxtk.t/k
2
L2
and integrate the last equa-
tion in Œ0; T . Taking into account
sup
0tT









for any  > 0, we conclude that by choosing   1






C krk2L1t Œ0;T L1












Furthermore, recall that the condition (3.4) guarantees that the term in front of
Ek.s; T / on the right-hand side is less than "2 and therefore, if " is chosen suffi-
ciently small, one has













We will now state a few lemmas, which will be crucial to finish the argument. In
the first two lemmas, we show that the errors are controlled in terms of Ek.s; T /.
However, this cannot be done directly and it has to proceed in two steps. More
precisely, define























where Dn depends on the dimension n only.




QEk.s; T / back in terms of
P
k Ek.s; T /.
Lemma 3.5. Let s > 1 and the smallness condition (3.4) holds. Then there exists
a constant C D Cn, so that
1X
kD 1




Since by our assumptions krtxk PHn=2krtxkL1Œ0;T L1  "
2, Lemma 3.4









Ek.s; T /: (3.12)
The next lemma concerns the space time integral of the null form.


































Lemma 3.4, Lemma 3.5 and Lemma 3.6 are proved in the Appendix. We now
assume their validity to finish the proof of Proposition 3.1. Namely, as a conse-
quence of (3.12) and (3.13), we get (after summation in k in (3.11))
1X
kD 1








which shows that again, for " 1, one has the inequality
1X
kD 1






which is the statement of (3.2) in Proposition 3.1. Regarding (3.3), we only need












. kf k PH sC1 C kgk PH s :
4 Global regularity for the minimal surface equation
In this section, we present the proof of Theorem 1.1. Assume that the initial
data .f; g/ is C1 smooth (in addition to the conditions required in Theorem 1.1).
A classical short term existence theorem applies and we have a local smooth so-
lution up to at least some positive time. The idea then is to show that the energy
estimates in Proposition 3.1 persist indefinitely.
More precisely, we start the argument with the claim that the smallness condi-
tion (1.4) implies the smallness condition (3.1) in some (initially small) interval
Œ0; T0 in Proposition 3.1, whence we will have the energy estimates (3.2) for any
s > 1. Indeed, the first term in (3.1), krtxrxkL2Œ0;T L1krtxkL2Œ0;T L1 , can
be made small just by taking T to be small enough. For the other two terms, we















which again is small by (1.4), the Gagliardo–Nirenberg inequality (2.4) and a stan-
dard continuity argument in some (maybe even smaller than before) non-trivial
time interval Œ0; QT0. Summarizing, we have ensured that in some non-trivial time
interval Œ0; QT0, the smallness condition (3.1) in Proposition 3.1 holds. Denote








If we show that T  D 1, then we can clearly apply the energy estimates in





Thus, assume 0 < T < T . It follows that the smallness condition (3.1) is
satisfied and by Proposition 3.1, for all s > 1,
kk
L1.0;1/ PH s
 Ck.f; g/k PH s PH s 1 :
















 C .kf k PHn=2CC1 C kgk PHn=2C /.kf k PHn=2 C1 C kgk PHn=2  /:
To estimate the last expression, we apply (2.5). We have lots of options there, but
one obtains, for example, the bound
k.f; g/k PHn=2CC1 PHn=2Ck.f; g/k PHn=2 C1 PHn=2 
 Ck.f; g/k PHn=2C5=2 PHn=2C3=2k.f; g/k PHn=2 1=2 PHn=2 3=2 < C
2;
according to the smallness condition (1.4) in Theorem 1.1. Thus, the last two terms
in the definition of T  stay small uniformly in T ! T . In particular, a choice of
 such that C2  ı2 will ensure that these quantities stay away from ı2, even as
T ! T .
It remains to show that the same goes for krtxrxkL2TL1krtxkL2TL1 . This
is achieved via the Strichartz estimates, which will tie back both krtxrxkL2TL1
and krtxkL2TL1 to some Sobolev norms of the solution . It is at this stage that
we will have to consider the case n  4 (or n D 3 with radial data) separately
from the case n D 3.
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4.1 The case n  4
First, let us mention that even for n  4, .2;1/ is not an admissible Strichartz pair
in the strict sense of Definition 2.3. However, we can apply Sobolev embedding
and reduce the estimates for krtxkL2TL1 and krtxrxkL2TL1 to a Strichartz






The drawback of this last step, even though it reduces to the case of Strichartz ad-
missible pair, is that the x dependence is measured in the slightly more restrictive



























 D A./ŒrtxrxC B./Œ@2tt;
where A./; B./  @@. The Strichartz estimates (2.7), applied for .q; r/ D
.2; 2.n 1/
n 3










 Ck.f; g/k PHn=2C1=2˙ PHn=2 1=2˙
C Ckjrjn=2 1=2˙Œ.@@/rtxrx C .@@/@
2
ttkL1TL2


































By (3.2), (3.3), (3.5) and taking into account krtxrxkL2TL1krtxkL2TL1  ı
2















k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙ :
















k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙ :
(4.2)










 2C1k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙
for all 0 < T < T . We do this as follows. Define









 2C1k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙º:





















 C1k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙
C 4B2C
2
1Ck.f; g/k PHn=2C1=2C PHn=2 1=2C
 k.f; g/k PHn=2C1=2  PHn=2 1=2 
 k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙ :
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An application of (2.5) and (1.4) yields
k.f; g/k PHn=2C1=2C PHn=2 1=2Ck.f; g/k PHn=2C1=2  PHn=2 1=2 
 k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙  
2
k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙ ;










 .C1 C C2.; n/
2/k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙ :













k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙ ;










 2C1k.f; g/k PHn=2C1=2˙ PHn=2 1=2˙













The considerations for krtxrxkL2TL1 are similar in nature. A Gagliardo–
Nirenberg estimate, similar to (4.1), yields control of krtxrxkL2TL1 in terms
of Strichartz type norms of the solution, which we control below. We have, by the






















































 Ck.f; g/k PHn=2C3=2˙ PHn=2C1=2˙
C Ck.f; g/k PHn=2C1=2C PHn=2 1=2C
 k.f; g/k PHn=2C1=2  PHn=2 1=2 







 k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙krtxrxkL2TL1
:
Again, due to (2.5) and (1.4)
k.f; g/k PHn=2C1=2C PHn=2 1=2Ck.f; g/k PHn=2C1=2  PHn=2 1=2 
 k.f; g/k PHn=2C5=2˙ PHn=2C3=2˙  
2
k.f; g/k PHn=2C3=2˙ PHn=2C1=2˙ :








































 k.f; g/k PHn=2C3=2C PHn=2C1=2CkrtxrxkL2TL1
/







 k.f; g/k PHn=2C3=2  PHn=2C1=2 krtxrxkL2TL1
/:
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Taking into account various product terms that are less than 2 (similar as the






























for a constant C2 D C2.n/ and for all 0 < T < T .
















Since again by (2.5) the last expression is bounded by C32, it follows that for a
choice of , namely C32 < ı2=10, where ı D ın is the number from Proposi-




Clearly, this implies that all three quantities involved in the definition of T  remain
 ı2, uniformly in T with 0 < T < T , as long as  is chosen to be suitably
small (depending on n; ). Hence T  D1 and Theorem 1.1 is proved.
4.2 The case n D 3 with radial data
This case is technically simpler than the case n  4. We simply need to observe
that even though, formally according to Definition 2.3, .q; r/ D .2;1/ is not a
Strichartz pair, the Strichartz estimates hold, when the data is radial. Therefore,
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we do not need the intermediary role provided by the Besov spaces, as we needed
to do for the case n  4. In essence, one can rigorously repeat the argument
presented in the previous section with n D 3 and  D 0, in order to control the
required quantity krtxkL2TL1krtxrxkL2TL1 . We omit the details.
4.3 The case n D 3 with non-radial data
The estimates in this case are more delicate, due to the failure of the endpoint
Strichartz estimate at q D 2, r D 1. We will instead rely on the following
inhomogeneous estimate for the wave equation in 3D 2.
Lemma 4.1. Letw satisfy the wave equationw D F ,w.x; 0/ D 0,wt .x; 0/ D 0
in .x; t/ 2 R3C1. Then, for 4 < p < 1, q satisfying 1=2C 2=p D 1=q and for















More generally, for every 4 < Qp  1, we have the estimates
kjrj
ˇwkL2L Qp.R3/  Cpkjrj
˛C1 4=pF kLqt Lp
0 (4.6)
for any 4 < p < Qp and ˛ D ˇ C 3.1=p   1= Qp/.
We present the (standard) proof of Lemma 4.1 in the Appendix, but we will
show how it implies Theorem 1.3. Recall that we still need to control krjkL2TL1x ,











where 0 < ˛  2C 3=p. By Sobolev embedding, krjkL2TL1x  XT ./, j D
1; 2. Keeping in mind that we control sup0tT kjrj
srtxkL2  C.kf kH sC1 C



















2 although nothing is really special in 3D for such an estimate, but this is what we will need in
the proof
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whence, by Lemma 4.1,








For the terms, arising out of the initial data, we apply the decay estimates (2.9)
for the free wave equation, when t  1, and the Sobolev embedding khkLp .













C C.kjrj˛C3.1=2 1=p/f kL2 C kjrj
˛ 1C3.1=2 1=p/gkL2/
 Ck.f; g/kW 4 1=p;p0W 3 1=p;p0 C k.f; g/kH7=2H5=2 ;
where in the last inequality, we have used ˛  2C 3=p.












 Ck.f; g/kH5 1=pH4 1=pk@kL2Lp C k@
2kL2Lp  CXT ./:
Regarding the term k@kLp=2L2p=.p 4/ , we observe that .2=p; .p   4/=.2p// D
4=p.1=2; 0/C .1   4=p/.0; 1=2/ and thus, by Gagliardo–Nirenberg’s inequality












 XT ./C Cpk.f; g/k PH1L2 ;
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where in the last line, we have used Young’s inequality. Putting everything to-
gether, we arrive at
XT ./  Ck.f; g/kW 4 1=p;p0W 3 1=p;p0 C k.f; g/kH7=2H5=2
C Ck.f; g/kH5 1=pH4 1=pXT ./.XT ./C Cpk.f; g/k PH1L2/:
Clearly, if k.f; g/kH5 1=pH4 1=p C k.f; g/kW 4 1=p;p0W 3 1=p;p0  1, we ob-
tain
XT ./  Cp.k.f; g/kH5 1=pH4 1=p C k.f; g/kW 4 1=p;p0W 3 1=p;p0 /;
which is the desired control of XT ./.
A Proof of Lemma 3.4
The proof of Lemma 3.4 follows standard techniques. According to the definition





































where in the last step, we have used that since s > 1X
kmin.l1;l2/C5
22k.s 1/ . 22min.l1;l2/.s 1/:
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B Proof of Lemma 3.5







Recall (3.6). Thus, for classical solutions we can take Littlewood–Paley projec-
















































































A quick computation using (3.6) shows that








and hence for krkL1tx  ", so that C" < 1=2, we easily conclude
k@2ttkL1Ln  CkrtxrxkL1Ln : (B.1)










Ek.s; T /: (B.2)
Let us finish the proof of Lemma 3.5, assuming the validity of (B.2). Indeed,









QEk.s; T /  C
X
k















Since krtxkL1tx  " and krtxrxkL1Ln  CkrtxkL1 PHn=2  C", we
conclude X
k




B.1 Proof of (B.2)
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C Proof of Lemma 3.6
We start with an useful and elementary lemma, concerning null forms.















The verification of Lemma C.1 is straightforward and thus omitted. Apply now
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which is, of course, the claim of Lemma 2.2.
D Proof of Lemma 4.1
First of all, by Sobolev embedding and the formulas (2.2), (2.3) and scale invari-
ance, matters reduce to checking the claims in Lemma 4.1 for ˛ D 0 and a sin-
gle frequency component wk of the solution, corresponding to a fixed frequency
data Fk . Thus, setting F to be Fourier supported in a fixed annulus ¹jj  2kº,


























 1gkL2 . Interpolating between































Take the L2t norm of the last expression. By the Hardy–Littlewood–Sobolev in-
equality, and since p > 4,












where q satisfies 1=q D 1=2C 2=p.
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