We present recursions for the number of excedances in Coxeter groups of type A and B, as well as in the colored permutation groups Z r ≀ S n . The proofs use only computations of excedances.
Introduction
Let S n be the symmetric group on n letters. The parameter excedance, which is defined on a permutation π ∈ S n by exc(π) = {i ∈ [n] | π(i) > i}, is well-known. Another classical parameter defined on permutations of S n is the descent number, defined by des(π) = {i ∈ [n − 1] | π(i) > π(i + 1)}.
Both parameters have the same distribution, which can be read from the following recursion: a(n, k) = (k + 1)a(n − 1, k) + (n − k)a(n − 1, k − 1); a(n, 0) = 1, a(0, k) = 0 where a(n, k) is the number of permutations in S n with k excedances or k descents. The corresponding generating function π∈Sn q exc(π) is called the Eulerian polynomial.
There is a well-known proof for this recursion by enumerating the descents [3] , and there is a bijection from S n onto itself, taking the descents into the excedances [5] .
We start this paper by presenting a classical way to obtain the above recursion using only the excedance numbers. This argument appears also in [4] .
An excedance number was defined also for the family of groups G r,n = Z r ≀ S n (see [1] , [2] , [6] ).
We generalize this recursion for the cases of the hyperoctahedral group B n = G 2,n and the colored permutation groups G r,n .
The paper is organized as follows. In Section 2, we introduce the group G r,n = Z r ≀ S n . In Section 3, we define some of its parameters. Section 4 deals with the proof of the recursion for S n . In Sections 5 and 6 we give the corresponding recursions for B n and G r,n , respectively.
The group of colored permutations
Definition 2.1. Let r and n be positive integers. The group of colored permutations of n digits with r colors is the wreath product G r,n = Z r ≀ S n = Z n r ⋊ S n , consisting of all the pairs (z, τ ) where z is an n-tuple of integers between 0 and r − 1 and τ ∈ S n . The multiplication is defined by the following rule: for z = (z 1 , . . . , z n ) and
We use some conventions along this paper. For an element π = (z, τ ) ∈ G r,n with z = (z 1 , . . . , z n ) we write z i (π) = z i . For π = (z, τ ), we denote |π| = (0, τ ), (0 ∈ Z n r ). An element (z, τ ) = ((1, 0, 3, 2), (2, 1, 4, 3)) ∈ G 3, 4 will be written as (2143).
A much more natural way to present G r,n is the following. Consider the alphabet Σ = {1, . . . , n,1, . . . ,n, . . . , 1 [r−1] , . . . , n [r−1] } as the set [n] colored by the colors 0, . . . , r − 1. Then, an element of G r,n is a colored permutation, i.e., a bijection π : Σ → Σ such that π(ī) = π(i).
In particular, G 1,n = C 1 ≀ S n is the symmetric group S n , while G 2,n = C 2 ≀ S n is the group of signed permutations B n , also known as the hyperoctahedral group, or the classical Coxeter group of type B.
Statistics on G r,n
Given any ordered alphabet Σ ′ , we recall the definition of the excedance set of a permutation π on Σ ′ :
and the excedance number is defined to be exc(π) = |Exc(π)|.
We start by defining the color order on the set Σ = {1, . . . , n,1, . . . ,n, . . . ,
Definition 3.1. The color order on Σ is defined to be
Example 3.2. Given the color order
we write σ = (312) ∈ G 3,3 in an extended form, Before defining the excedance number, we have to introduce some notions.
Let σ ∈ G r,n . We define
Note: In the case r = 2 (i.e. the group B n ) the alphabet Σ can be seen as containing the digits {±1, . . . , ±n} and the parameter csum(π) counts the number of digits i ∈ [n] such that π(i) < 0, so we call it neg(π).
where the comparison is with respect to the color order, and One can view exc Clr (σ) in a different way (see [1] ): 
The recursion for S n
We supply a classical proof for the recursion for the Eulerian polynomial using its interpretation as a generating function for the excedance number for S n . Denote by a(n, k) the number of permutations in S n with exactly k excedances. Then we have the following recursion: Proof. For each n, 0 ≤ k ≤ n − 1, denote by S(n, k) the set of permutations in S n with exactly k excedances. Denote also
Define Φ : S(n, k) → S(n − 1, k) ∪ S(n − 1, k − 1) as follows: Let π ∈ S(n, k). Then Φ(π) is the permutation of S n−1 obtained from (n, π(n))π by ignoring the last digit.
Let π ∈ S(n, k) = R ∪ T . If π ∈ R then Φ(π) ∈ S(n − 1, k). Note that |Φ −1 (Φ(π))| = k + 1. On the other hand, if π ∈ T , then Φ(π) ∈ S(n − 1, k − 1) and |Φ −1 (Φ(π))| = n − 1 − (k − 1) = n − k.
We give the following example for clarifying the proof: Consider S(5, 2). Let Then Φ −1 (Φ(π)) = 1 2 3 4 5 5 2 4 3 1 , 1 2 3 4 5 1 5 4 3 2 , 1 2 3 4 5 1 2 4 5 3 .
The recursion for B n
In this section, we generalize the above recursion to B n = Z 2 ≀ S n . We start with some notations.
In B n , we have exc(π) = 2exc A (π) + neg(π), hence:
In the following proposition, we give a recursion for c i (n, k):
with the following initial conditions:
where t 0 = 0, and c i (0, k) = 0; c 0 (1, 0) = 1; c −1 (n, k) = 0 ∀n∀k Proof. We start with the recursion. Define: k) and hence: c i (n, k) = c 0 i (n, k) + c 1 i (n, k).
Define Φ : C 0 i (n, k) → C i (n − 1, k) ∪ C i (n − 1, k − 1) as follows: Let π ∈ C 0 i (n, k). Then Φ(π) is the permutation of B n−1 obtained from (n, π(n))π by ignoring the last digit. Now, define:
Note that |Φ −1 (Φ(π))| = k + 1. On the other hand, if π ∈ T 0 then Φ(π) ∈ C i (n − 1, k − 1) and |Φ −1 (Φ(π))| = n − 1 − (k − 1) = n − k.
as before. Now, define:
On the other hand, if π ∈ T 1 then Φ(π) ∈ C i−1 (n − 1, k) and |Φ −1 (Φ(π))| = n − 1 − (k − 1) = n − k.
Combining together all the parts, we get the requested recursion for c i (n, k). Now we prove the initial condition:
Let π ∈ B n and let 1 ≤ t 1 < · · · < t i ≤ n be such that π(t j ) < 0 (1 ≤ j ≤ i).
In order to insure that exc A (π) = 0, we have to demand that for each ℓ ∈ {t 1 , . . . , t i }, π(ℓ) ≤ ℓ. For each ℓ < t 1 (if there is any), we have only one possibility: π(ℓ) = ℓ. For t 1 < ℓ < t 2 (if there is any), we have exactly two possibilities, and so on: for t m < ℓ < t m+1 (if there is any), we have exactly m + 1 possibilities. Finally, for t i < ℓ, we have exactly i + 1 possibilities.
After fixing π(ℓ) for each ℓ ∈ {t 1 , . . . , t i }, we have exactly i! possibilities to locate π(t j ), 1 ≤ j ≤ i. This gives us the required initial condition.
The following example should clarify the above proof of the initial condition. Let π ∈ B 9 and assume that t 1 = 3, t 2 = 6, t 3 = 8. Then in order to get exc A (π) = 0 we must have π(1) = 1, π(2) = 2. π(4) can be 3 or 4. π(5) ∈ {3, 4, 5} but once π(4) has been chosen we have only 2 possibilities for it. π(7) ∈ {3, 4, 5, 6, 7} which gives us 3 possibilities and for π(9) we have 4 possibilities. The values corresponding to {π(3), π(6), π(8)} are already fixed so we just have to order them.
The corresponding recursion for G r,n
The recursion for B n can be generalized to G r,n = Z r ≀ S n very easily. We continue with similar notations. In G r,n , we have exc(π) = r · exc A (π) + csum(π), hence:
b i (r, n, k) = c i r, n, k − i r
In the following proposition, we give a recurrence for c i (r, n, k): Proposition 6.1.
c i (r, n, k) = (n − k)c i (r, n − 1, k − 1) + (k + 1)c i (r, n − 1, k) + + r−1 j=1 ((n − k)c i−j (r, n − 1, k) + (k + 1)c i−j (r, n − 1, k + 1)) , with the following initial conditions: c i (r, n, 0) = (t 1 , . . . , t i ) 1 ≤ t 1 < t 2 < · · · < t i ≤ n i!(r−1) i (i+1) n−t i where t 0 = 0, and c i (r, 0, k) = 0; c 0 (r, 1, 0) = 1;
