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LAPLACIAN OPERATORS AND RADON TRANSFORMS
ON GRASSMANN GRAPHS
JOSE´ MANUEL MARCO AND JAVIER PARCET
Abstract. Let Ω be a vector space over a finite field with q elements. Let
G denote the general linear group of endomorphisms of Ω and let us consider
the left regular representation ρ : G → B(L2(X)) associated to the natural
action of G on the set X of linear subspaces of Ω. In this paper we study a
natural basis B of the algebra EndG(L2(X)) of intertwining maps on L2(X).
By using a Laplacian operator on Grassmann graphs, we identify the kernels
in B as solutions of a basic hypergeometric difference equation. This provides
two expressions for these kernels. One in terms of the q-Hahn polynomials and
the other by means of a Rodrigues type formula. Finally, we obtain a useful
product formula for the mappings in B. We give two different proofs. One uses
the theory of classical hypergeometric polynomials and the other is supported
by a characterization of spherical functions in finite symmetric spaces. Both
proofs require the use of certain associated Radon transforms.
Introduction
Let X be a homogeneous space with respect to a given finite group G. That is,
the group G acts transitively on the set X. Then, we can consider the left regular
representation ρ : G → B(VX) of G into the Hilbert space VX of complex-valued
functions ϕ : X→ C. In this context, it is well-known that the algebra EndG(VX)
of intertwining operators with respect to ρ codify some relevant information. For
instance, EndG(VX) is abelian if and only if the left regular representation ρ is
multiplicity-free. In this case, following Terras’ book [11], we say that X is a
finite symmetric space with respect to G. When dealing with finite symmetric
spaces, any explicit expression for the kernels of the orthogonal projections onto
the irreducible components of VX is interesting. Indeed, the main motivation lies
in the fact that these expressions can be usually regarded as combinatorial versions
of the irreducible characters. More generally, if X and Y are finite symmetric
spaces with respect to G, some information about the relations between X and Y
in the group theory level can be obtained by studying the space HomG(VX,VY) of
intertwining homomorphisms from VX to VY. For instance, the dimension of the
space HomG(VX,VY) coincides with the number of irreducible components that
VX and VY have in common.
Two natural problems arise in this setting. In order to state them, let us consider
the Radon transform R
Z
: VX → VY associated to a G-invariant subset Z ⊂ X×Y
R
Z
ϕ(y) =
∑
x: (x,y)∈Z
ϕ(x).
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Taking the G-invariant subset Z to be each of the orbits O1,O2, . . . ,Od of the
action of G on the product X × Y, we obtain a basis of the space HomG(VX,VY)
made up of Radon transforms
B1 =
{
R1,R2, . . . ,Rd
}
.
On the other hand, since the dimension of HomG(VX,VY) coincides of the number
of irreducible components that VX and VY have in common, we obtain the following
orthogonal decompositions
VX = WX ⊕
⊕
1≤s≤d
VX,s,
VY = WY ⊕
⊕
1≤s≤d
VY,s,
where VX,s1 is equivalent to VY,s2 if and only if s1 = s2. Then we introduce
non-zero operators Λs ∈ HomG(VX,s,VY,s) and we regard them as elements of
HomG(VX,VY) vanishing on VX ⊖ VX,s. Each mapping Λs is an intertwining
isomorphism between VX,s and VY,s and, by Schur lemma, it is unique up to a
constant factor. This family of mappings provide another basis of HomG(VX,VY)
B2 =
{
Λ1,Λ2, . . . ,Λd
}
.
Both bases B1 and B2 are orthogonal with respect to the Hilbert-Schmidt inner
product. The first problem we are interested on is to obtain the coefficients relating
the bases described above. On the other hand, given three finite symmetric spaces
X1,X2 and X3, operator composition provides a bilinear mapping
HomG(VX2 ,VX3)×HomG(VX1 ,VX2) −→ HomG(VX1 ,VX3)
given by
(Λ2,3,Λ1,2) 7→ Λ2,3 ◦ Λ1,2.
The second problem we want to study is to write the products Λ2,3s ◦Λ
1,2
s in terms
of the operators Λ1,3s . In this paper we solve the problems presented above for the
Grassmann graphs associated to the general linear group over a finite field. For
the first problem, we meet a large family of q-Hahn polynomials and we obtain in
this way a combinatorial interpretation of this family of classical hypergeometric
polynomials. Besides, we provide a Rodrigues type formula for these polynomials
adapted to the present framework. For the second problem, we obtain the product
formula by two different processes. One lies in the theory of classical hypergeometric
polynomials and the other in the theory of finite symmetric spaces and spherical
functions. The second approach also provides certain identities for the kernels in
B2 which might be of independent interest. The results we present in this paper
constitute the q-analogue of those given in [8]. The main idea is to identify certain
Laplacian type operators on Grassmann graphs as hypergeometric type operators.
This procedure will allow us to apply some results on classical hypergeometric
polynomials which have appeared recently in [9]. The paper [9] provides a new
approach to the theory of classical hypergeometric polynomials which somehow
lives between the theories developed by Askey and Wilson [2] on one side and by
Nikiforov, Suslov and Uvarov [10] on the other. One of the main motivations for
this paper is to show the efficiency of the point of view suggested in [9].
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The organization of the paper is as follows. Let Ω be a finite-dimensional vector
space over a finite field K and let G be the general linear group of endomorphisms
of Ω. Let us consider the left regular representation ρ : G → B(VX) associated
with the natural action of G on the set X of linear subspaces of Ω. Section 1 is
devoted to describe a natural basis B of the intertwining algebra EndG(VX). The
Laplacian operators on Grassmann graphs are studied in Section 2. This is used
in Section 3 to identify these operators with some well-known hypergeometric type
operators. Then we provide polynomic expressions and Rodrigues type formulas
for the kernels of the operators in B. Finally, in Sections 4 and 5 we give two
different proofs of the product formula mentioned above. Section 4 uses the theory
of classical hypergeometric polynomials while the proof given in Section 5 lies in a
characterization of spherical functions on finite symmetric spaces.
After having written this paper, the authors were informed on the existence
of Dunkl’s paper [5], which also identifies the kernels mentioned above as q-Hahn
polynomials and studies similar relations for them. We note however that there also
exist some significant differences between both papers. Indeed, our main product
formula is not obtained in [5] while the Rodrigues formulas deduced from [9] (with
non-ramified weights) are new.
1. The object to study
Let K denote the field Fq with q elements for some power of a prime q. In
what follows, Ω will be a finite-dimensional vector space over K. If n stands for
dimΩ, we shall also consider the set X of linear subspaces of Ω and the sets Xr of
r-dimensional subspaces of Ω for 0 ≤ r ≤ n. For any (x, y) ∈ X×X, we define
∂(x, y) = dim (x/(x ∩ y)) ,
∂(x, y) = ∂(x, y) + ∂(y, x).
Recall that, by Grassmann formula, we also have ∂(x, y) = dim((x+ y)/y). Taking
∂(x) = dim(x), we can write ∂(x, y) = ∂(x) + ∂(y) − 2∂(x ∩ y). The function
∂ : X × X → R+ is clearly a graph distance on X and the same happens with
the restriction ∂r : Xr × Xr → R+ of ∂ on each Xr. The distance ∂r imposes
on Xr an structure of distance-regular graph. These graphs are well-known in the
literature as Grassmann graphs, see [4] for more on this. Besides, we shall also
need to consider the vector space V of complex valued functions ϕ : X→ C and its
subspaces Vr made up of functions ϕ : Xr → C for 0 ≤ r ≤ n. Notice that both V
and Vr are vector spaces over the complex field. If we consider the natural Hilbert
space structure on these spaces, so that V = L2(X) and Vr = L2(Xr), we clearly
have the orthogonal decomposition
V =
n⊕
r=0
Vr.
1.1. Finite symmetric spaces. Before stating in detail the problem we want to
study, we give a brief summary of results on finite symmetric spaces and spherical
functions that will be used in the sequel. For further information on these topics
see [11] and the references cited there. Let G be a finite group acting on a finite
set X. This action gives rise to the left regular representation ρ : G → B(L2(X)),
defined as follows (
ρ(g)ϕ
)
(x) = ϕ(g−1x).
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Assume that the action G×X→ X is transitive, so that X becomes a homogeneous
space. Then X is called a finite symmetric space with respect to the group G if
the algebra EndG(L2(X)) of intertwining endomorphisms of L2(X) is abelian.
Remark 1.1. EndG(L2(X)) is abelian if and only if ρ is multiplicity-free, see [11].
Now, if we are given two finite symmetric spaces X1 and X2 with respect to G,
let us denote by ρ1 and ρ2 the corresponding associated unitary representations.
Then we assign to each Λ in Hom(L2(X1), L2(X2)) its kernel λ : X2×X1 → C with
respect to the natural bases. The mapping Λ → λ is clearly a linear isomorphism
Ψ : Hom(L2(X1), L2(X2))→ L2(X2 ×X1) with Λ and λ related by
Λϕ(x2) =
∑
x1∈X1
λ(x2, x1)ϕ(x1).
Let HomG(L2(X1), L2(X2)) be the space of intertwining maps for ρ1 and ρ2. If we
compare Λ ◦ ρ1(g) and ρ2(g) ◦ Λ written in terms of λ, it is not difficult to check
that Λ ∈ HomG(L2(X1), L2(X2)) if and only if λ(gx2, gx1) = λ(x2, x1) holds for all
g ∈ G and all (x1, x2) ∈ X1 ×X2. That is, Λ is an intertwining operator for ρ1 and
ρ2 if and only if λ is constant on the orbits of the action
G×X2 ×X1 ∋ (g, (x2, x1)) 7−→ (gx2, gx1) ∈ X2 ×X1.
Now, assume we are given a transitive action G × X → X of a finite group
G on a finite set X endowed with a distance ∂. We say that X is a two-point
homogeneous space when for any two pairs (x1, x2), (y1, y2) ∈ X × X satisfying
∂(x1, x2) = ∂(y1, y2), there exists g ∈ G such that gx1 = y1 and gx2 = y2.
Remark 1.2. An action G×X→ X is called symmetric when for any x1, x2 ∈ X
there exists g ∈ G such that gx1 = x2 and gx2 = x1. Any two-point homogeneous
space X is clearly equipped with a symmetric action and in that case X becomes
a finite symmetric space with respect to G. Namely, if the action of G on X
is symmetric, then Ψ (EndG(L2(X))) is a subalgebra of L2(X × X) made up of
symmetric matrices, hence abelian. Finally, since the mapping Ψ is an algebra
isomorphism when X1 = X2, it turns out that X is a finite symmetric space.
Let us write Ĝ for the dual object of G. That is, the set of irreducible unitary
representations of G up to unitary equivalence. Let us consider the set
ĜX =
{
π ∈ Ĝ : Multpi(ρ) 6= 0
}
.
Notice that if X is symmetric with respect to G, then every π ∈ ĜX satisfies
Multpi(ρ) = 1 since ρ is multiplicity-free by Remark 1.1. This set allows us to
decompose L2(X) into irreducible components
L2(X) =
⊕
pi∈ĜX
L2(X)pi .
We denote by Ppi the orthogonal projection onto L2(X)pi . The kernel of Ppi will be
denoted by ppi. The spherical functions on X are defined by
ψX,pi =
|X|
d(π)
ppi ∈ Ψ(EndG(L2(X))) ,
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where π ∈ ĜX and d(π) denotes the degree of π. We shall also write SX,pi for the
associated operator in EndG(L2(X)) with kernel ψX,pi. A slightly modified version
of the following result can be found in Terra’s book [11, Th. 1 of Chapter 20].
Theorem 1.3. Let X be a finite symmetric space with respect to the finite group
G and let ψ ∈ Ψ(EndG(L2(X))), then the following are equivalent:
(a) There exists π ∈ ĜX such that ψ = ψX,pi.
(b) The function ψ satisfies ψ(x0, x0) = 1 for all x0 ∈ X and
1
|Gx0 |
∑
g∈Gx0
ψ(gx1, x2) = ψ(x1, x0)ψ(x0, x2) =
1
|Gx0 |
∑
g∈Gx0
ψ(x1, gx2)
for every x1, x2 ∈ X and where Gx0 denotes the isotropy subgroup of x0.
1.2. Notation and results from q-combinatorics. We shall also need some
results from q-combinatorics that we summarize here. Our notation will follow the
book [6] by Gasper and Rahman. For some related results in q-combinatorics, the
reader is referred to [7]. The q-shifted factorials are defined as follows
(u; q)k =
k−1∏
j=0
(1− qju) and (u; q−1)k =
k−1∏
j=0
(1 − q−ju).
Then, the q-binomial coefficients can be written as[
m
k
]
q
=
(q; q)m
(q; q)k(q; q)m−k
=
(qm; q−1)k
(qk; q−1)k
=
[
m
m− k
]
q
.
Now we present some well-known combinatorial identities that will be used in this
paper with no further comment. Let us recall some of the objects introduced above:
K, Ω, Xr, Vr, ∂, . . . Besides, let us consider the general linear group GL(n,K). That
is, the group of endomorphisms of Ω. Then, we have
|GL(n,K)| = (−1)nq(
n
2)(q; q)n,(1)
dimVr =
[n
r
]
q
.(2)
Moreover, given 0 ≤ r1 ≤ r ≤ r2 ≤ n and (x1, x2) ∈ Xr1 ×Xr2 , we have
(3)
∣∣∣{x ∈ Xr ∣∣ x1 ⊂ x ⊂ x2}∣∣∣ = [ r2 − r1r − r1
]
q
.
Eventually, we shall also use the q-multinomial coefficients[ m
r1, r2, . . . , rk
]
q
=
(q; q)m
(q; q)r1 · · · (q; q)rk
with m =
∑k
1 rj and r1, r2, . . . , rk ≥ 0. The combinatorial interpretation is∣∣∣{(x1, . . . , xk) ∈ k∏
j=1
Xrj
∣∣ Ω = k⊕
j=1
xj
}∣∣∣ = [ n
r1, . . . , rk
]
q
∏
i<j
qrirj .
In particular, given z ∈ Xr we have
(4)
∣∣∣{w ∈ Xn−r ∣∣ Ω = z ⊕ w}∣∣∣ = qr(n−r).
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Let In(r1, r2) be the set of all possible values of the parameter ∂(x2, x1) for x1 ∈ Xr1
and x2 ∈ Xr2 . Given t ∈ In(r1, r2), the following identity follows from the relations
above and will be very useful for our forthcoming computations∣∣∣{(x1, x2) ∈ Xr1 ×Xr2 ∣∣ ∂(x2, x1) = t}∣∣∣(5)
= qt(r1−r2+t)
[ n
t, r2 − t, r1 − r2 + t, n− r1 − t
]
q
.
Remark 1.4. We shall also use the notation (u1, u2, . . . , ud; q)k =
d∏
j=1
(uj ; q)k.
1.3. The basis of the algebra EndG(V). Let G be the general linear group
GL(n,K) of endomorphisms of Ω considered above. This group acts naturally on
the set X of linear subspaces of the vector space Ω. The orbits of this action are
the subsets X0,X1, . . . ,Xn of linear subspaces of dimensions 0, 1, . . . , n.
Remark 1.5. The action of G on Xr preserves ∂r and Xr is clearly a two-point
homogeneous space for each 0 ≤ r ≤ n. In particular, by Remark 1.2, Xr becomes
a finite symmetric space with respect to G. Besides, Remark 1.1 gives that the left
regular representations of G into Vr are multiplicity-free for each 0 ≤ r ≤ n.
Given any two integers 0 ≤ r1, r2 ≤ n, we shall identify each space Hom(Vr1 ,Vr2)
with a subspace of End(V) by right multiplication by the orthogonal projection from
V onto Vr1 . Applying the same identification for the intertwining operators, we
obtain the following decompositions
End(V) =
⊕
r1,r2
Hom(Vr1 ,Vr2),
EndG(V) =
⊕
r1,r2
HomG(Vr1 ,Vr2).
The algebra End(V) is a Hilbert space with respect to the Hilbert-Schmidt inner
product and the direct sums given above become orthogonal decompositions with
respect to this structure. Besides, we know that the kernel of any intertwining
operator Λ ∈ HomG(Vr1 ,Vr2) is constant on the orbits of (g, (x2, x1)) 7→ (gx2, gx1).
These orbits are completely determined by the parameter ∂(x2, x1). In particular,
the kernel of Λ can be regarded as a function λ : In(r1, r2) → C, where the index
set In(r1, r2) was considered above
In(r1, r2) =
{
∂(x2, x1)
∣∣ x1 ∈ Xr1 , x2 ∈ Xr2} = {0∨ (r2 − r1) ≤ t ≤ r2 ∧ (n− r1)}.
Here ∧ stands for min and ∨ for max. Therefore we have
Λϕ(x2) =
∑
x1∈Xr1
λ(∂(x2, x1))ϕ(x1)
for any ϕ ∈ Vr1 and
dim
(
HomG(Vr1 ,Vr2)
)
=
∣∣In(r1, r2)∣∣ = 1 + N(r1, r2),
where N(r1, r2) = r1 ∧ r2 ∧ (n− r1) ∧ (n− r2). Reciprocally, any λ : In(r1, r2)→ C
determines an operator Λ ∈ HomG(Vr1 ,Vr2). Moreover, since Vr is multiplicity
free, Schur lemma gives that the dimension of HomG(Vr1 ,Vr2) is the number of
irreducible components that Vr1 and Vr2 have in common. In particular, we have
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• Vr has 1 + N(r, r) = 1 + r ∧ (n− r) irreducible components.
• The number of irreducible components that Vr1 and Vr2 have in common
is the minimum of the numbers of irreducible components of Vr1 and Vr2 .
Therefore, there exist a family of inequivalent irreducible unitary representations
πs : G → B(Hs) such that, if we denote by Vr,s the G-invariant subspace of Vr
equivalent to Hs, the left regular representation ρr : G → B(Vr) and the Hilbert
space Vr decompose into irreducibles as follows
ρr ≃
r∧(n−r)⊕
s=0
πs and Vr =
r∧(n−r)⊕
s=0
Vr,s.
Moreover, the representations of G into Vr1,s1 and Vr2,s2 are equivalent if and only
if s1 = s2. Finally we note that
(6) dimVr,s = dimVs,s = dimVs − dimVs−1 =
[n
s
]
q
−
[ n
s− 1
]
q
.
Here we assume by convention X−1 = ∅, so that dimV−1 = 0. The last identity
in (6) follows from relation (2). By Schur lemma we know that HomG(Vr1,s,Vr2,s)
is one-dimensional. In summary, we have obtained an orthogonal decomposition of
the algebra of intertwining operators EndG(V) into one-dimensional subspaces
EndG(V) =
⊕
0≤r1,r2≤n
N(r1,r2)⊕
s=0
HomG(Vr1,s,Vr2,s).
This decomposition provides a natural basis of the algebra EndG(V) which will be
the object of our study. Namely, taking a non-zero element Λr1,r2s in each space
HomG(Vr1,s,Vr2,s), we obtain a basis B of the algebra EndG(V). Our definition of
Λr1,r2s is still ambiguous since we have only defined it up to a constant factor. We
shall precise this below. As it was announced in the Introduction, the aim of this
paper is to provide several expressions for the kernels λr1,r2s and to give an explicit
formula for the mapping product Λr2,r3s ◦ Λ
r1,r2
s .
2. Laplacian operators on graphs
In this section we deal with some Laplacian type operators which will be useful
to identify certain difference equation satisfied by the kernels of Λr1,r2s in the usual
rank of parameters for r1, r2 and s. We begin by recalling some general results for
Laplacian operators on graphs. Then we focus on the Grassmann graphs.
2.1. General results. Let X be a finite distance-regular graph and let ∂ be the
distance on X. Assume there exists a finite group G acting on X such that the graph
X becomes a two-point homogeneous space with respect to G. This structure on X
allows us to define two Laplacian type operators on the vector space V of complex
valued functions ϕ : X→ C. First, given x ∈ X, we consider the set
S1(x) =
{
y ∈ X
∣∣ ∂(x, y) = 1}.
The regularity for the distance imposed on the graph X implies that the cardinality
of the set S1(x) does not depend on x. This cardinality val(X) is called in the
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literature the valence of X. The graph Laplacian LX : V → V is the operator
defined as follows
LXϕ(x) =
∑
y∈S1(x)
(
ϕ(y)− ϕ(x)
)
=
∑
y∈S1(x)
ϕ(y)− val(X)ϕ(x).
Second, let us consider a subset T of G satisfying the following properties
• T = T−1.
• T = gTg−1 for all g ∈ G.
• ∂(x, hx) ≤ 1 for all x ∈ X and all h ∈ T.
• There exists x ∈ X such that T * Gx, the isotropy subgroup of x.
The group Laplacian LT,X : V→ V is defined as follows
LT,Xϕ(x) =
∑
h∈T
(
ϕ(hx)− ϕ(x)
)
=
∑
h∈T
ϕ(hx)− |T|ϕ(x).
Both the graph and the group Laplacians are self-adjoint operators with respect
to the natural inner product on V. This is an easy exercise that we leave to the
reader. Besides, recalling that an endomorphism of V is an intertwining operator
if and only if its kernel is constant on the orbits of the action of G on X× X, it is
not difficult to check that both the graph and the group Laplacians belong to the
intertwining algebra EndG(V). Now let T be a subset of G satisfying the properties
above. Then, given x ∈ X and y ∈ S1(x), we define
Tx =
{
h ∈ T
∣∣ hx = x},
Tx,y =
{
h ∈ T
∣∣ hx = y}.
From the properties of T it follows that gTxg
−1 = Tgx and gTx,yg
−1 = Tgx,gy
for all g ∈ G. In particular, since the distance-regular graph X is assumed to be a
two-point homogeneous space, the numbers
γ0(T,X) = |Tx|,
γ1(T,X) = |Tx,y|,
do not depend on the election of x ∈ X and y ∈ S1(x). We now state some basic
results on these Laplacian operators that will be used in the sequel. Notice that
the fourth condition imposed on T implies that γ1(T,X) > 0.
Lemma 2.1. |T| = γ0(T,X) + val(X) γ1(T,X) and LT,X = γ1(T,X)LX.
Proof. Obviously we have
T = Tx ∪
[ ⋃
y∈S1(x)
Tx,y
]
with disjoint unions. Hence, the first assertion follows. Besides, we notice that
LT,Xϕ(x) =
∑
h∈T
(
ϕ(hx)− ϕ(x)
)
=
∑
y∈S1(x)
∑
h∈Tx,y
(
ϕ(hx) − ϕ(x)
)
.
By definition, the last expression is γ1(T,X)LXϕ(x). This concludes the proof. 
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Lemma 2.2. Let W be a G-invariant subspace of V. Then, the group Laplacian
LT,X preserves W. Besides, if W is irreducible, there exists a complex number µ
depending only on the representation of G into W such that
LT,X|W + µ 1W = 0.
Proof. Let ρ : G→ B(V) be the left regular representation associated to the action
of G into X. Then, for any ϕ ∈W, we can write
LT,Xϕ(x) =
∑
h∈T
(
ρ(h)ϕ(x) − 1Vϕ(x)
)
.
The first claim follows from the relation above. The second is a consequence of Schur
lemma. Namely, if W is irreducible and π : G→ B(W) denotes the restriction of ρ
to W, we have
LT,X|W =
∑
h∈T
(
π(h)− 1W
)
.
Therefore, since this is an intertwining operator with respect to π, Schur lemma
gives that LT,X|W + µ 1W = 0 with µ depending only on the representation π. 
2.2. Laplacian operators on the graphs Xr. In this paragraph we return to the
study of the intertwining algebra EndG(V) described in Section 1. In particular,
we shall work with the general linear group G of endomorphisms of Ω and the
Grassmann graphs Xr for 0 ≤ r ≤ n. We denote by Lr : Vr → Vr the graph
Laplacian on Xr while LT,r : Vr → Vr stands for the group Laplacian. If rk(Λ)
denotes the rank of a mapping Λ, we consider the subset T of G defined as follows
T =
{
g ∈ G
∣∣ rk(g − 1) = 1, (g − 1)2 = 0}
=
{
1 + ω ⊗ α
∣∣ α ∈ Ω∗ \ {0}, ω ∈ Ker(α) \ {0}},
where ω ⊗ α ∈ End(Ω) is given by (ω ⊗ α)(ω0) = α(ω0)ω. We need to check that
the subset T satisfies the properties introduced before the definition of the group
Laplacian. But this is an easy exercise that we leave to the reader. The main
results of this section are summarized in the following theorem. We shall also need
to consider the operator Lr1,r2 : HomG(Vr1 ,Vr2) → HomG(Vr1 ,Vr2) defined by
the following relation
Lr1,r2Λ = Lr2 ◦ Λ.
Theorem 2.3. The Laplacian operators considered above satisfy:
(a) We have
γ1(T,Xr) = q
n−2(q − 1) and LT,r = q
n−2(q − 1)Lr.
(b) The mappings Λ ∈ HomG(Vr1 ,Vr2) satisfy
Lr2 ◦ Λ = Lr1,r2Λ = Λ ◦ Lr1 .
(c) Given ϕ ∈ Vr,s and Λ ∈ HomG(Vr1,s,Vr2,s), there exists µs(n) such that
Lrϕ(x) + µs(n)ϕ(x) = 0,
Lr1,r2Λ + µs(n)Λ = 0.
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(d) If Λ ∈ HomG(Vr1 ,Vr2) has kernel λ : In(r1, r2)→ C, then
Λ′ = Lr1,r2Λ
has kernel λ′ : In(r1, r2)→ C given by
λ′(t) = br1,r2(t)
(
λ(t+ 1)− λ(t)
)
+ cr1,r2(t)
(
λ(t − 1)− λ(t)
)
,
where, given (x1, x2) ∈ Xr1 ×Xr2 with ∂(x2, x1) = t, we have
br1,r2(t) =
∣∣∣{y ∈ Xr2 ∣∣ ∂(y, x2) = 1, ∂(y, x1) = t+ 1}∣∣∣,
cr1,r2(t) =
∣∣∣{y ∈ Xr2 ∣∣ ∂(y, x2) = 1, ∂(y, x1) = t− 1}∣∣∣.
(e) The following expressions hold
br1,r2(t) =
qr1−r2+1(qt − qr2)(qt − qn−r1)
(q − 1)2
,
cr1,r2(t) =
qr1−r2(qt − 1)(qt − qr2−r1)
(q − 1)2
.
The proof of Theorem 2.3 requires several auxiliary results. We shall state and
prove these results as they are needed. Given x ∈ Xr, we consider the sets
S1(x) =
{
y ∈ Xr
∣∣ ∂r(x, y) = 1},
S˜1(x) =
{
(z, ω) ∈ Xr−1 × Ω
∣∣ z ⊂ x, ω /∈ x}.
Lemma 2.4. Given any x ∈ Xr, the mapping
(z, ω) ∈ S˜1(x) 7−→ y = z ⊕Kω ∈ S1(x)
is surjective, z = x ∩ y and there exist qr−1(q − 1) possible ω for each y ∈ S1(x).
Proof. Given x, y ∈ Xr we have ∂r(x, y) = r − ∂(x ∩ y). Hence ∂r(x, y) = 1 is
equivalent to ∂(x ∩ y) = r − 1. In other words, y = z ⊕Kω with
z = x ∩ y and ω ∈ y \ z.
Hence we have ω /∈ x, (z, ω) ∈ S˜1(x) and there exists
|y \ z| = qr − qr−1
possible elections for the vector ω. Therefore, the proof is completed. 
Lemma 2.4 allows us to compute the valence of the Grassmann graphs Xr.
Namely, since |Xr| = dimVr, we can apply (2) to obtain for x ∈ Xr
(7) val(Xr) = |S1(x)| =
|S˜1(x)|
qr−1(q − 1)
=
[
r
1
]
q
qn − qr
qr−1(q − 1)
=
q(qr − 1)(qn−r − 1)
(q − 1)2
.
Lemma 2.5. Given g = 1 + ω ⊗ α ∈ T, we have gx = x iff x ⊂ Ker(α) or ω ∈ x.
Proof. If x ⊂ Ker(α), it is clear that gx = x. Besides, if x is not a subspace of
Ker(α) but ω ∈ x, we have x = x′⊕Kω′ with x′ = x∩Ker(α) and ω′ ∈ x \Ker(α).
This gives
gx = x′ ⊕Kg(ω′) = x′ ⊕K(ω′ + α(ω′)ω) = x′ ⊕Kω′ = x.
Reciprocally, if gx = x and x does not belong to Ker(α), we take ω′′ ∈ x \Ker(α)
so that g(ω′′) = ω′′ + α(ω′′)ω ∈ x. Therefore, we conclude that ω ∈ x. 
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Now we combine the expression for the valence of Xr given in (7) with (2) and
Lemma 2.5 to obtain the value of γ1(T,Xr)
val(Xr) γ1(T,Xr) =
∣∣∣{g ∈ T ∣∣ gx 6= x}∣∣∣
=
∣∣∣{1 + ω ⊗ α ∣∣ α ∈ Ω∗ \ {0}, ω ∈ Ker(α) \ x, x * Ker(α)}∣∣∣
=
([n
1
]
q
−
[n− r
1
]
q
)
(qn−1 − qr−1).
Dividing on the right hand side by the value for val(Xr) given in (7), we obtain the
identity γ1(T,Xr) = q
n−2(q − 1). This proves the first assertion of (a) in Theorem
2.3. The second assertion follows from Lemma 2.1. On the other hand, since any
Λ ∈ HomG(Vr1 ,Vr2) commutes with the action of G, we have
LT,r2 ◦ Λ = Λ ◦ LT,r1 .
Therefore, (b) in Theorem 2.3 follows from (a). Moreover, (c) is a consequence of
Lemma 2.2 and (a). To prove (d), we take (x1, x2) ∈ Xr1 ×Xr2 with ∂(x2, x1) = t.
Then we have
Λ′ϕ(x2) =
∑
y∈S1(x2)
(
Λϕ(y)− Λϕ(x2)
)
=
∑
y∈S1(x2)
∑
x1∈Xr1
(
λ(∂(y, x1))− λ(∂(x2, x1))
)
ϕ(x1).
In particular, we can write
λ′(∂(x2, x1)) =
∑
y∈S1(x2)
(
λ(∂(y, x1))− λ(∂(x2, x1))
)
.
Then (d) follows immediately from this. Finally, it remains to see (e). The proof
requires two combinatorial lemmas. Let us notice that, given (x1, x2) ∈ Xr1 × Xr2
and y ∈ S1(x2), we have
∂(x2, x1)− ∂(y, x1) = ∂((x1 + x2)/x1)− ∂((x1 + y)/x1)(8)
= ∂((x1 + x2)/(x1 + z))− ∂((x1 + y)/(x1 + z)),
with z = x2 ∩ y. Besides, recalling that y ∈ S1(x2), it is not difficult to check that
both dimensions appearing on the right hand side of (8) are either 0 or 1. This
remark will be used in the following results.
Lemma 2.6. Given (x1, x2) ∈ Xr1×Xr2 , (z, ω) ∈ S˜1(x2) and y = z⊕Kω ∈ S1(x2),
the following assertions are equivalent:
(a) ∂(y, x1) = ∂(x2, x1) + 1.
(b) x1 + z = x1 + x2 and ω /∈ x1 + x2.
(c) x1 ∩ x2 * z and ω /∈ x1 + x2.
Proof. Following (8) and the remark after it, we deduce (a) is equivalent to (b).
On the other hand, since
∂((x1 + x2)/(x1 + z)) = 1− ∂(x1 ∩ x2) + ∂(x1 ∩ z),
it follows that (b) is equivalent to (c). Therefore, the proof is completed. 
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Notice that z is a (r2 − 1)-dimensional subspace of x2. Besides, given x2 ∈ Xr2 ,
the quotient mapping π : x2 → x2/(x1 ∩ x2) provides the following identity∣∣∣{z ⊂ x2 ∣∣ ∂(z) = r2−1, x1∩x2 ⊂ z}∣∣∣ = ∣∣∣{z′ ⊂ x2/(x1∩x2) ∣∣ ∂(z′) = ∂(x2, x1)−1}∣∣∣.
In other words, the number of subspaces z of x2 satisfying (c) is[
r2
r2 − 1
]
q
−
[
∂(x2, x1)
∂(x2, x1)− 1
]
q
=
[
r2
1
]
q
−
[
∂(x2, x1)
1
]
q
.
Combining this with Lemmas 2.4 and 2.6, we easily get the following expression for
br1,r2 , which simplifies the one given in Theorem 2.3
br1,r2(t) =
[
r2
1
]
q
qn − qr1+t
qr2−1(q − 1)
−
[
t
1
]
q
qn − qr1+t
qr2−1(q − 1)
.
Lemma 2.7. Given (x1, x2) ∈ Xr1×Xr2 , (z, ω) ∈ S˜1(x2) and y = z⊕Kω ∈ S1(x2),
the following assertions are equivalent:
(a) ∂(y, x1) = ∂(x2, x1)− 1.
(b) x1 + z 6= x1 + x2 and ω ∈ x1 + z.
(c) x1 ∩ x2 ⊂ z and ω ∈ x1 + z.
Moreover, when them hold we have ∂(x1+z) = ∂(x1+x2)−1 and z = (x1+z)∩x2.
Proof. By (8) and the remark after it we deduce the equivalence between (a) and
(b). The equivalence between (b) and (c) follows again from the identity
∂((x1 + x2)/(x1 + z)) = 1− ∂(x1 ∩ x2) + ∂(x1 ∩ z).
Relation ∂(x1 + z) = ∂(x1 + x2)− 1 is immediate from (b). The last claim follows
from the modular law (x1 + z) ∩ x2 = (x1 + z) ∩ (x2 + z) = (x1 ∩ x2) + z = z. 
Finally, arguing as we did after Lemma 2.6, we easily obtain from Lemmas 2.4
and 2.7 the following identity
cr1,r2(t) =
[
t
1
]
q
qr1+t−1 − qr2−1
qr2−1(q − 1)
.
This is the identity given in (e) and the proof of Theorem 2.3 is completed.
3. The kernels in HomG(Vr1,s,Vr2,s)
In this section we obtain explicit formulas for the kernels of the operators Λr1,r2s
in terms of the basic hypergeometric function. More concretely, it turns out that
these kernels (when regarded as functions of q−t with t ∈ In(r1, r2)) are given by
the so-called q-Hahn polynomials. After that, we shall also provide Rodrigues type
formulas for these kernels adapting the techniques developed in [9]. The basic idea
consist in showing that the operator Lr1,r2 introduced above can be identified with
the hypergeometric operator studied in [9].
3.1. Preliminaries. As we have pointed out, we shall need some results from the
theory of basic hypergeometric polynomials appearing in [9]. However, since the
paper [9] considers a great variety of hypergeometric type operators, we summarize
and re-state here those results from [9] that will be useful in the sequel. To be
more precise, we shall formulate the main results from [9] in the particular case of
the (so-called there) geometric canonical form. Let us denote by Pr[x] the space of
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complex polynomials of degree ≤ r in one variable. Given a polynomial f ∈ Pr[x]
and any q 6= 1, we define the linear operators
Sf(u) =
f(q1/2u) + f(q−1/2u)
2
and Df(u) =
f(q1/2u)− f(q−1/2u)
(q1/2 − q−1/2)u
.
It is not difficult to check that S : Pr[x]→ Pr[x] and D : Pr[x]→ Pr−1[x]. Moreover,
these operators can be extended so that S,D : M(C∗) → M(C∗), where M(C∗)
stands for the space of meromorphic functions on C\{0}, see [9, Section 2.3]. Now,
given σ ∈ P2[x] and τ ∈ P1[x] by
σ(x) = α2x
2 + α1x+ α0 and τ(x) = β1x+ β0,
we consider the hypergeometric operator
L = σD2 + τSD.
The following result has been adapted from [9] according to our aims.
Lemma 3.1. The hypergeometric operator L : Pr[x]→ Pr[x] satisfy:
(a) Let us consider two polynomials
χ+(u) = γ+2 u
2 + γ+1 u+ γ0,
χ−(u) = γ−2 u
2 + γ−1 u+ γ0,
with the same value at u = 0 and let us parameterize σ and τ as follows
χ+(u) = σ(u) +
q−1/2 − q1/2
2
u τ(u), σ(u) =
χ+(u) + χ−(u)
2
,
χ−(u) = σ(u)−
q−1/2 − q1/2
2
u τ(u), τ(u) =
χ+(u)− χ−(u)
(q−1/2 − q1/2)u
.
Assume that the following numbers are pairwise distinct for 0 ≤ k ≤ r
µk =
qk/2 − q−k/2
(q1/2 − q−1/2)2
[
γ+2 q
(1−k)/2 − γ−2 q
(k−1)/2
]
.
Then there exist eigenfunctions fk ∈ Pk[x] with degree k satisfying
Lfk(u) + µkfk(u) = 0.
(b) Let fk be as above and let ∂kfk be the main coefficient of fk:
• Given u0 such that γ
+
2 u
2
0 + γ
+
1 u0 + γ0 = 0, we have
fk(u) = ∂kfk
k∑
j=0
( k−1∏
i=j
1− q−(1+i)
q1/2(1− q−1)2
χ−(qiu0)
(µi − µk)u0
) j−1∏
i=0
(u− qiu0).
• Given u0 such that γ
−
2 u
2
0 + γ
−
1 u0 + γ0 = 0, we have
fk(u) = ∂kfk
k∑
j=0
( k−1∏
i=j
1− q1+i
q−1/2(q − 1)2
χ+(q−iu0)
(µi − µk)u0
) j−1∏
i=0
(u − q−iu0).
(c) Moreover, assuming above that fk(u0) 6= 0, we obtain:
• If γ+2 u
2
0 + γ
+
1 u0 + γ0 = 0 and fk(u0) 6= 0, we have
fk(u) = fk(u0)
k∑
j=0
( j−1∏
i=0
q1/2(1 − q−1)2
1− q−(1+i)
(µi − µk)u0
χ−(qiu0)
) j−1∏
i=0
(u− qiu0).
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• If γ−2 u
2
0 + γ
−
1 u0 + γ0 = 0 and fk(u0) 6= 0, we have
fk(u) = fk(u0)
k∑
j=0
( j−1∏
i=0
q−1/2(q − 1)2
1− q1+i
(µi − µk)u0
χ+(q−iu0)
) j−1∏
i=0
(u− q−iu0).
(d) If χ±(u) = (1 − ξ±0 u)(1− ξ
±
1 u), we obtain the q-Hahn polynomials
• fk(u) = fk(1/ξ
+
0 ) 3φ2
(
qk, ξ+0 u, q
1−kξ+0 ξ
+
1 /ξ
−
0 ξ
−
1
ξ+0 /ξ
−
0 , ξ
+
0 /ξ
−
1
q−1, q−1
)
.
• fk(u) = fk(1/ξ
+
1 ) 3φ2
(
qk, ξ+1 u, q
1−kξ+0 ξ
+
1 /ξ
−
0 ξ
−
1
ξ+1 /ξ
−
0 , ξ
+
1 /ξ
−
1
q−1, q−1
)
.
• fk(u) = fk(1/ξ
−
0 ) 3φ2
(
qk, 1/ξ−0 u, q
1−kξ+0 ξ
+
1 /ξ
−
0 ξ
−
1
ξ+0 /ξ
−
0 , ξ
+
1 /ξ
−
0
q−1, q−1ξ−1 u
)
.
• fk(u) = fk(1/ξ
−
1 ) 3φ2
(
qk, 1/ξ−1 u, q
1−kξ+0 ξ
+
1 /ξ
−
0 ξ
−
1
ξ+0 /ξ
−
1 , ξ
+
1 /ξ
−
1
q−1, q−1ξ−0 u
)
.
Remark 3.2. The role of q in this paper is played by q−1 in [9].
Remark 3.3. The notation for the basic hypergeometric function follows [6].
We shall also give a Rodrigues type formula for the kernels in HomG(Vr1,s,Vr2,s).
To that aim, we state below the Rodrigues formula given in [9] which corresponds
to our problem. That is, the one for the geometric canonical form.
Lemma 3.4. Let ρ ∈ M(C∗) be a function satisfying the functional equation
ρ(u)χ+(u) = ρ(q−1u)χ−(q−1u).
Let ρj ∈M(C∗), with j ≥ 0 and ρ0 = ρ, determined by any of the recurrences
ρj+1(u) = ρj(q
1/2u)χ+(q−(j−1)/2u),
ρj+1(u) = ρj(q
−1/2u)χ−(q(j−1)/2u).
Then, the following Rodrigues formula holds for the eigenfunctions f0, f1, . . . , fr( k−1∏
j=0
(µj − µk)
)
ρ(u)fk(u) = ∂kfk
( k−1∏
j=0
q(k−j)/2 − q(j−k)/2
q1/2 − q−1/2
)
Dkρk(u).
3.2. Polynomic expressions. In this paragraph we express the kernels of the
operators of B in terms of the basic hypergeometric function. Let us recall that,
given 0 ≤ r1, r2 ≤ n, the parameter N(r1, r2) takes the value
r1 ∧ r2 ∧ (n− r1) ∧ (n− r2)
and the dimension of HomG(Vr1 ,Vr2) is 1 +N(r1, r2). In particular, we can define
the linear isomorphism Φ : PN(r1,r2) → HomG(Vr1 ,Vr2) given by
Λϕ(x2) =
∑
x1∈Xr1
f(q−∂(x2,x1))ϕ(x1),
for Λ = Φf . In other words, the kernel λ : In(r1, r2)→ C of Φf has the form
λ(t) = f(q−t).
Then we define Lr1,r2 : PN(r1,r2) → PN(r1,r2) by the relation Lr1,r2 = Φ
−1◦Lr1,r2 ◦Φ.
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Lemma 3.5. Let us consider the following polynomials in P2[x]
χ+(u) = qr1−r2−1/2(1− qr2u)(1− qn−r1u),
χ−(u) = qr1−r2−1/2(1− u)(1− qr2−r1u),
and let us parameterize σ ∈ P2[x] and τ ∈ P1[x] as follows
χ+(u) = σ(u) +
q−1/2 − q1/2
2
u τ(u), σ(u) =
χ+(u) + χ−(u)
2
,
χ−(u) = σ(u)−
q−1/2 − q1/2
2
u τ(u), τ(u) =
χ+(u)− χ−(u)
(q−1/2 − q1/2)u
.
Then, if S and D stand for the operators defined above, we have
Lr1,r2 = σD
2 + τSD.
Proof. Given f ∈ PN(r1,r2), we have
σD2f(q−t) + τSDf(q−t)
=
σ(q−t)
q−t−1/2 − q−t+1/2
[
f(q−t−1)− f(q−t)
q−t−1 − q−t
−
f(q−t)− f(q−t+1)
q−t − q−t+1
]
+
τ(q−t)
2
[
f(q−t−1)− f(q−t)
q−t−1 − q−t
+
f(q−t)− f(q−t+1)
q−t − q−t+1
]
=
2σ(q−t) + (q−1/2 − q1/2)q−tτ(q−t)
2(q − 1)2q−2t−3/2
(
λ(t+ 1)− λ(t)
)
+
2σ(q−t)− (q−1/2 − q1/2)q−tτ(q−t)
2(q − 1)2q−2t−1/2
(
λ(t− 1)− λ(t)
)
=
q2t+3/2χ+(q−t)
(q − 1)2
(
λ(t+ 1)− λ(t)
)
+
q2t+1/2χ−(q−t)
(q − 1)2
(
λ(t− 1)− λ(t)
)
.
Now, applying Theorem 2.3, the last expression equals
br1,r2(t)
(
λ(t+ 1)− λ(t)
)
+ cr1,r2(t)
(
λ(t− 1)− λ(t)
)
.
Applying again Theorem 2.3, the proof is concluded by the definition of Lr1,r2 . 
Theorem 3.6. The spaces Vr,s are Lr-eigenspaces with eigenvalue −µs(n), where
µs(n) = (q
s − 1)
qn−s+1 − 1
(q − 1)2
.
Moreover, the operators Λr1,r2s ∈ B satisfy
Lr1,r2Λ
r1,r2
s + µs(n)Λ
r1,r2
s = 0.
On the other hand, if we consider the polynomials f r1,r2s ∈ Ps[x] determined by
f r1,r2s (q
−t) = λr1,r2s (t),
then f r1,r2s is a q-Hahn polynomial of degree s given by
f r1,r2s (u) = f
r1,r2
s (1) 3φ2
(
qs, u−1, qn−s+1
qn−r1 , qr2
q−1, qr2−r1−1u
)
.(Hq(1))
f r1,r2s (u) = f
r1,r2
s (q
−r2) 3φ2
(
qs, qr2u, qn−s+1
qr1 , qr2
q−1, q−1
)
.(Hq(2))
f r1,r2s (u) = f
r1,r2
s (q
r1−n) 3φ2
(
qs, qn−r1u, qn−s+1
qn−r1 , qn−r2
q−1, q−1
)
.(Hq(3))
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f r1,r2s (u) = f
r1,r2
s (q
r1−r2) 3φ2
(
qs, qr1−r2u−1, qn−s+1
qr1 , qn−r2
q−1, q−1u
)
.(Hq(4))
Proof. Notice that µs(n) are pairwise distinct for 0 ≤ s ≤ N(r1, r2), since
µs1(n)− µs2(n) = q
s2(qs1−s2 − 1)
qn+1−s1−s2 − 1
(q − 1)2
.
Therefore, we know from Lemmas 3.1 and 3.5 that{
(1− qs)
qn−s+1 − 1
(q − 1)2
∣∣ 0 ≤ s ≤ N(r1, r2)
}
is the family of eigenvalues of Lr1,r2 . In particular, it turns out that this family
is the family of eigenvalues of Lr when 0 ≤ s ≤ r ∧ (n − r) and of Lr1,r2 when
0 ≤ s ≤ N(r1, r2). By Theorem 2.3 we deduce that, for any 0 ≤ r ≤ [n/2] − 1,
all the eigenvalues of Lr are eigenvalues of Lr+1 and the operator Lr+1 has one
more eigenvalue associated to the eigenspace Vr+1,r+1. Applying a simple induction
argument, we know that the eigenvalue −µs(n) of Lr is associated to the eigenspace
Vr,s. As a particular case, we obtain the relation
Lr1,r2Λ
r1,r2
s + µs(n)Λ
r1,r2
s = 0.
Once we have identified the eigenvalue corresponding to the operator Λr1,r2s , the
given expressions for the polynomial f r1,r2s in terms of the q-Hahn polynomials
follow easily from Lemma 3.1. This completes the proof. 
Remark 3.7. Let us denote by ∂sf
r1,r2
s the main coefficient of f
r1,r2
s . Then, by
looking at the main coefficients of the expressions given in Theorem 3.6, it is not
difficult to check that the following relations hold
f r1,r2s (1) = ∂sf
r1,r2
s (−1)
sqs(r1−r2)−(
s
2) (q
n−r1 , qr2 ; q−1)s
(qn−s+1; q−1)s
,
f r1,r2s (q
−r2) = ∂sf
r1,r2
s q
−sr2
(qr1 , qr2 ; q−1)s
(qn−s+1; q−1)s
,
f r1,r2s (q
r1−n) = ∂sf
r1,r2
s q
−s(n−r1)
(qn−r1 , qn−r2 ; q−1)s
(qn−s+1; q−1)s
.
f r1,r2s (q
r1−r2) = ∂sf
r1,r2
s (−1)
sq−(
s
2) (q
r1 , qn−r2 ; q−1)s
(qn−s+1; q−1)s
.
Remark 3.8. The basic hypergeometric series in Theorem 3.6 must be truncated
at degree s. That is, the terms of degree > s must be ignored. This is a consequence
of the term qs which appears in any of them. For instance, we have
f r,ss (u) = f
r,s
s (1) 3φ2
(
qs, u−1, qn−s+1
qn−r, qs
q−1, qs−r−1u
)
= f r,ss (1)
s∑
k=0
(u−1, qn−s+1; q−1)k
(q−1, qn−r; q−1)k
qk(s−r−1)uk,
which is a truncated 2φ1 series. Now, evaluating at u = q
−t for some t ∈ In(r, s)
and applying the q-Gauss summation formula, we easily obtain
f r,ss (q
−t) = f r,ss (1)
(qs−r−1; q−1)t
(qn−r; q−1)t
.
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Similarly, we have for t ∈ In(n− s, r)
fn−s,rs (q
−t) = fn−s,rs (1)
(qr+s−n−1; q−1)t
(qr; q−1)t
.
At this point, the identity
f r1,r2s (u)
f r1,r2s (1)
= qs(r2−r1)
(qr1 , qn−r2 ; q−1)s
(qn−r1 , qr2 ; q−1)s
f r2,r1s (q
r2−r1u)
f r2,r1s (1)
follows from certain transformation formulas for the basic hypergeometric series
3φ2, see [1]. In Section 5, we shall provide an alternative (combinatorial) proof of
this identity. Therefore, we prefer to omit the details of the proof just sketched.
3.3. Rodrigues formula. In this paragraph we provide a Rodrigues type formula
for the kernels λr1,r2s of the operators in B. More concretely, given any two integers
0 ≤ r1, r2 ≤ n and 0 ≤ s ≤ N(r1, r2), we shall study the eigenfunctions f r1,r2s
defined above by the relation
f r1,r2s (q
−t) = λr1,r2s (t).
As it was noticed in [9], the Rodrigues formula provided by Lemma 3.4 is not
unique since the given functional equation has multiple solutions. Hence, the main
difficulty will be to choose the right solution of the functional equation according
to our further purposes. Following Lemma 3.4, let us consider ρr1,r2 ∈ M(C∗)
satisfying the functional equation
(9) ρr1,r2(u)χ+(u) = ρr1,r2(q−1u)χ−(q−1u),
with χ+ and χ− determined by Lemma 3.5. Moreover, let{
ρr1,r2s
∣∣ 0 ≤ s ≤ N(r1, r2)}
be the family of functions in M(C∗) defined by any of the recurrences
(10)
ρr1,r2s+1 (u) = ρ
r1,r2
s (q
1/2u)χ+(q−(s−1)/2u),
ρr1,r2s+1 (u) = ρ
r1,r2
s (q
−1/2u)χ−(q(s−1)/2u),
where ρr1,r20 = ρ
r1,r2 . Then, implementing in Lemma 3.4 the eigenvalues provided
by Theorem 3.6, it is not difficult to see that we obtain the following Rodrigues
formula for the eigenfunctions f r1,r2s
(Rs(r1, r2)) ρ
r1,r2(u)f r1,r2s (u) = ∂sf
r1,r2
s q
− 3
2 (
s
2) (q − 1)
s
(qn−s+1; q−1)s
Dsρr1,r2s (u).
Remark 3.9. Following Section 4.5 of [9], the easiest solution to the functional
equation (9) and the recurrences (10) is given by
̺r1,r2(u) =
(q−1u, qr2−r1−1u; q−1)∞
(qr2u, qn−r1u; q−1)∞
,
̺r1,r2s (u) = q
s(r1−r2−1/2)
(q−1+s/2u, qr2−r1−1+s/2u; q−1)∞
(qr2−s/2u, qn−r1−s/2u; q−1)∞
.
Although the system of functions given in Remark 3.9 provides the simplest
Rodrigues formula for the eigenfunctions f r1,r2s , it is not the most appropriate for
our aims. Namely, let us analyze the singularities of the function ̺r1,r2 . If we take
u0 = q
−t for some t ∈ Z, then the function ̺r1,r2 has:
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• A double pole at u0 when
0 ∨ (r2 − r1) ≤ t ≤ r2 ∧ (n− r1).
• A simple pole at u0 when
0 ∧ (r2 − r1) ≤ t < 0 ∨ (r2 − r1),
r2 ∧ (n− r1) < t ≤ r2 ∨ (n− r1).
• A non-vanishing regular point at u0 when
t < 0 ∧ (r2 − r1),
t > r2 ∨ (n− r1).
The function ̺r1,r2 does not have any other zeros or poles in C \ {0}. In particular,
it turns out that the function ̺r1,r2 has singular points at q−t with t belonging to
the domain
In(r1, r2) =
{
∂(x2, x1)
∣∣ x1 ∈ Xr1 , x2 ∈ Xr2} = {0∨ (r2 − r1) ≤ t ≤ r2 ∧ (n− r1)}.
Obviously, if we want to apply Rodrigues formula (Rs(r1, r2)), we need regular
solutions of the functional equation (9) at q−t for t ∈ In(r1, r2). Any other system
of solutions can be constructed by taking
ρr1,r2(u) = k(u)̺r1,r2(u),
with k being meromorphic in C \ {0} and satisfying k(u) = k(qu). Then, the
functions ρr1,r2s arise from ρ
r1,r2 by the recurrences (10). The choice of such a
function k is equivalent to the choice of an elliptic function E(z) = k(e2piiz) with
periods 1 and
ω =
1
2πi
log q,
see [9] for further details. Hence, we need to find a function k ∈ M(C∗) satisfying
k(u) = k(qu) and having double zeros at In(r1, r2). To that aim, we consider two
complex numbers ξ and η satisfying the conditions
i) The product ξη equals qn−r1+r2 .
ii) Both ξ and η are not of the form q−t for some integer t.
Then, the function
(11) kr1,r2(u) = αr1,r2
(qr2u, qn−r1u; q−1)∞
(ξu, ηu; q−1)∞
(q−r2−1u−1, q−n+r1−1u−1; q−1)∞
(q−1ξ−1u−1, q−1η−1u−1; q−1)∞
satisfies the required properties. Indeed, the condition k(u) = k(qu) can be easily
checked with the aid of property i). On the other hand, it follows from property ii)
that k has no poles in C \ {0}. Therefore, q−t is a double zero of k for any integer
t and k has no other zeros. In particular, the function
ρr1,r2 = kr1,r2 ̺
r1,r2
is regular in C \ {0}, non-vanishing in In(r1, r2) and only vanishes in q−(Z\In(r1,r2)).
Remark 3.10. Notice that ρr1,r2 is determined up to a constant αr1,r2 .
Theorem 3.11. Given 0 ≤ r1, r2 ≤ n, there exists a family of functions{
ρr1,r2s
∣∣ 0 ≤ s ≤ N(r1, r2)}
in M(C∗) satisfying the following properties:
LAPLACIAN OPERATORS ON GRASSMANN GRAPHS 19
(a) The function ρr1,r2 = ρr1,r20 solves the functional equation (9).
(b) The function ρr1,r2 is regular in C \ {0} and vanishes in
q−(Z\In(r1,r2)).
(c) Given any integer t ∈ In(r1, r2), we have
ρr1,r2(q−t) = qt(r1−r2+t+1)
[
n
t, r2 − t, r1 − r2 + t, n− r1 − t
]
q
.
(d) Each function ρr1,r2s arise from ρ
r1,r2 and the recurrences (10).
(e) Each function ρr1,r2s is regular in C \ {0} and vanishes in
q−(Z\In−2s(r1−s,r2−s))−s/2.
(f) Given any integer t ∈ In−2s(r1 − s, r2 − s), we have
ρr1,r2s (q
−t−s/2) = ψr1,r2s (t)
[
n− 2s
t, r2 − s− t, r1 − r2 + t, n− r1 − s− t
]
q
,
with ψr1,r2s given by
ψr1,r2s (t) = q
s(r1−r2−1/2)+t(r1−r2+t+1)(qn; q−1)2s.
Proof. Our choice for ρr1,r2 will be kr1,r2̺
r1,r2 with kr1,r2 given by (11) and the
constant αr1,r2 to be fixed. Properties (a) and (b) have already been justified. To
prove (c), we observe that the functional equation (9) can be rewritten as
(12) ρr1,r2(q−t) = ρr1,r2(q−t−1)
χ−(q−t−1)
χ+(q−t)
,
when t and t+ 1 belong to In(r1, r2). Therefore, if we see that the function
γr1,r2(q−t) = qt(r1−r2+t+1)
[
n
t, r2 − t, r1 − r2 + t, n− r1 − t
]
q
satisfies (12), we will have ρr1,r2(q−t) = βr1,r2γ
r1,r2(q−t) for any t ∈ In(r1, r2) and
some constant βr1,r2 . Then, property (c) follows by taking the appropriate constant
αr1,r2 . Let us show that γ
r1,r2 satisfies the functional equation (12)
γr1,r2(q−t) =
qt(r1−r2+t+1)(q; q)n
(q; q)t(q; q)r2−t(q; q)r1−r2+t(q; q)n−r1−t
= γr1,r2(q−t−1)q−(r1−r2+2t+2)
(1− qt+1)(1 − qr1−r2+t+1)
(1− qr2−t)(1 − qn−r1−t)
= γr1,r2(q−t−1)
(1− q−t−1)(1− qr2−r1−t−1)
(1− qr2−t)(1 − qn−r1−t)
= γr1,r2(q−t−1)
χ−(q−t−1)
χ+(q−t)
.
Now the constant αr1,r2 is already fixed so that the functions ρ
r1,r2
s are completely
determined by property (d). Taking u = q−t−s/2 in the first recurrence in (10), we
obtain the following relation
(13) ρr1,r2s (q
−t−s/2) = ρr1,r2s−1 (q
−t−(s−1)/2)χ+(q−s+1−t).
Property (e) means that
ρr1,r2s (q
−t−s/2) = 0 for t ∈ Z \ In−2s(r1 − s, r2 − s).
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This follows easily from the recurrence (13). Indeed, we just need to observe which
are the zeros of χ+ and apply (b), we leave the details to the reader. Therefore, it
remains to see (f). Let us consider the functions
γr1,r2s (q
−t−s/2) = ψr1,r2s (t)
[ n− 2s
t, r2 − s− t, r1 − r2 + t, n− r1 − s− t
]
q
.
It is not difficult to check that each function γr1,r2s arise from γ
r1,r2
s−1 and (13).
Therefore, property (f) follows from (c) and a simple induction argument. 
Remark 3.12. In Theorem 3.11, we have chosen the appropriate solutions of the
functional equation (9) and the recurrences (10) for our further purposes. This can
be justified by the following combinatorial meaning of these functions. First, by
identity (5), we have
ρr1,r2(q−t)q−t =
∣∣∣{(x1, x2) ∈ Xr1 ×Xr2 ∣∣ ∂(x2, x1) = t}∣∣∣.
In particular, (2) gives
(14)
∑
t∈Z
ρr1,r2(q−t)q−t =
[ n
r1
]
q
[ n
r2
]
q
.
Second, if Xn−2sr denotes the set of r-dimensional of an (n− 2s)-dimensional vector
space Ωs over K, we also have
ρr1,r2s (q
−t−s/2)q−t = δr1,r2s
∣∣∣{(x1, x2) ∈ Xn−2sr1−s ×Xn−2sr2−s ∣∣ ∂(x2, x1) = t}∣∣∣.
with δr1,r2s = q
s(r1−r2−1/2)(qn; q−1)2s. In particular,∑
t∈Z+ s
2
ρr1,r2s (q
−t)q−t = q−s/2
∑
t∈Z
ρr1,r2s (q
−t−s/2)q−t(15)
= qs(r1−r2−1)(qn; q−1)2s
[n− 2s
r1 − s
]
q
[n− 2s
r2 − s
]
q
=
(qr1 , qn−r1 , qr2 , qn−r2 ; q−1)s
qs(r2−r1+1)(qn; q−1)2s
[
n
r1
]
q
[
n
r2
]
q
.
Remark 3.13. Our choice in Theorem 3.11 has also the following interpretation.
The operator Lr1,r2 is clearly self-adjoint with respect to the Hilbert-Schmidt inner
product on HomG(Vr1 ,Vr2). In particular, this property can be rewritten in terms
of the operator Lr1,r2 via the mapping Φ : PN(r1,r2) → HomG(Vr1 ,Vr2). Then, it
can be checked that the hypergeometric operator Lr1,r2 becomes self-adjoint with
respect to the inner product
〈f, g〉 =
∑
t∈In(r1,r2)
ρr1,r2(q−t)q−tf(q−t)g(q−t).
The role of the factor q−t in this expression will become clear in Lemma 4.3 below.
The reader is referred to Section 3.3 of [9] for more on these orthogonality relations.
4. The product formula
In this section we study a product formula for the operators Λr1,r2s in B. To that
aim, our first task is to normalize these operators since there are only determined
up to a constant factor. We choose the normalization provided by
f r1,r2s (1) = λ
r1,r2
s (0) = 1.
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Following Remark 3.7, we have
(16) ∂sf
r1,r2
s = (−1)
sqs(r2−r1)+(
s
2) (q
n−s+1; q−1)s
(qn−r1 , qr2 ; q−1)s
.
In particular, Rodrigues formula (Rs(r1, r2)) becomes
(17) ρr1,r2(u)f r1,r2s (u) = (−1)
sqs(r2−r1)−
1
2 (
s
2) (q − 1)
s
(qn−r1 , qr2 ; q−1)s
Dsρr1,r2s (u).
Since the representations of G into the spaces Vr1,s1 and Vr2,s2 are equivalent if
and only if s1 = s2, we clearly have
Λr3,r4s2 ◦ Λ
r1,r2
s1 = 0
unless s1 = s2 and r2 = r3. In particular, in order to give an explicit formula for the
product of two operators in EndG(V), it suffices to study the products Λ
r2,r3
s ◦Λ
r1,r2
s .
In the following result, we assume by convention that[
n
−1
]
q
= 0
Theorem 4.1. If 0 ≤ r1, r2, r3 ≤ n and 0 ≤ s ≤ N(r1, r2) ∧ N(r2, r3), we have
(Ps(r1, r2, r3)) Λ
r2,r3
s ◦ Λ
r1,r2
s =
[
n
r2
]
q[
n
s
]
q
−
[
n
s− 1
]
q
Λr1,r3s .
The proof of Theorem 4.1 requires two preliminary lemmas. In the first one we
reduce the proof of the formula (Ps(r1, r2, r3)) to two particular cases.
Lemma 4.2. The product formula (Ps(r1, r2, r3)) is implied by:
• (Ps(r1, r2, r3)) for r1 = r3.
• (Ps(r1, r2, r3)) for r1 ≤ r2 ≤ r3.
Proof. In what follows we shall write
k(r, s) =
[
n
r
]
q[
n
s
]
q
−
[
n
s− 1
]
q
.
Let P(r, s) : Vr → Vr,s be the orthogonal projection. Then, (2) and (6) give
tr(P(r, s)) = dimVr,s =
[n
s
]
q
−
[ n
s− 1
]
q
,
tr(Λr,rs ) =
∑
x∈Xr
λr,rs (∂(x, x)) =
[
n
r
]
q
.
In particular, it is clear that
P(r, s) =
[
n
s
]
q
−
[
n
s− 1
]
q[
n
r
]
q
Λr,rs = k(r, s)
−1Λr,rs .
Assuming (Ps(r1, r2, r3)) for r1 = r3, we claim that
(18) Ps(r1, r3, r2)⇔ Ps(r1, r2, r3)⇔ Ps(r2, r1, r3).
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For instance, we have
Λr3,r2s ◦ Λ
r1,r3
s = k(r2, s)
−1Λr3,r2s ◦ Λ
r2,r3
s ◦ Λ
r1,r2
s
= k(r3, s) k(r2, s)
−1 Λr2,r2s ◦ Λ
r1,r2
s
= k(r3, s) P(r2, s) ◦ Λ
r1,r2
s
= k(r3, s) Λ
r1,r2
s .
This proves P(r1, r2, r3) ⇒ P(r1, r3, r2) under the assumption of P(r2, r3, r2). The
other implications in (18) can be checked in a similar way. On the other hand,
since that the transpositions (a, b, c) 7→ (a, c, b) and (a, b, c) 7→ (b, a, c) generate all
permutations of (a, b, c), it suffices to prove (Ps(r1, r2, r3)) in the particular case
r1 ≤ r2 ≤ r3. Therefore, we need only to assume the two cases stated above. 
Lemma 4.3. Let f, g ∈ M(C∗) so that f is regular at q−t and g is regular at
q−t−1/2 for all integer t. Assume also that one of the sets{
t ∈ Z
∣∣ f(q−t) 6= 0} or {t ∈ Z ∣∣ g(q−t−1/2) 6= 0}
is finite. Then we have the following summation by parts formula∑
t∈Z
f(q−t)Dg(q−t)q−t = −
∑
t∈Z+ 1
2
Df(q−t)g(q−t)q−t.
Proof. We have∑
t∈Z
f(q−t)Dg(q−t)q−t =
1
q−1/2 − q1/2
∑
t∈Z
f(q−t)
(
g(q−t−1/2)− g(q−t+1/2)
)
=
1
q−1/2 − q1/2
∑
t∈Z+ 1
2
(
f(q−t+1/2)− f(q−t−1/2)
)
g(q−t)
= −
∑
t∈Z+ 1
2
Df(q−t)g(q−t)q−t. 
Proof of (Ps(r1, r2, r3)) for r1 = r3. By Schur lemma, the maps Λ
r2,r1
s ◦ Λ
r1,r2
s
and k(r2, s)Λ
r1,r1
s are proportional. Hence, it suffices to prove that both operators
have the same trace. Arguing as in Lemma 4.2, the operator Λr1,r1s has trace[ n
r1
]
q
.
In particular, we need to prove that
tr(Λr2,r1s ◦ Λ
r1,r2
s ) =
[
n
r1
]
q
[
n
r2
]
q[
n
s
]
q
−
[
n
s− 1
]
q
.
Let fs be a polynomial of degree s
fs(u) = ∂sfsu
s + . . .
where the dots stand for terms of lower degree. The action of D on the main
coefficient of fs is given by
Dfs(u) = ∂sfs
qs/2 − q−s/2
q1/2 − q−1/2
us−1 + . . . ,
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see Section 2.2 of [9]. The iteration of this formula leads to
Dsf r1,r2s = ∂sf
r1,r2
s (−1)
sq−
1
2 (
s
2) (q
s; q−1)s
(q − 1)s
(19)
= qs(r2−r1)+
1
2 (
s
2) (q
n−s+1, qs; q−1)s
(q − 1)s(qn−r1 , qr2 ; q−1)s
,
where the last identity follows from (16). Now we are ready to compute the trace
of Λr2,r1s ◦ Λ
r1,r2
s . We begin by writing this trace in terms of the eigenfunction
f r1,r2s and the Rodrigues function ρ
r1,r2 . To that aim, we recall the combinatorial
meaning of this function, see Remark 3.12. Then, we use the Rodrigues formula
given in (17) after the normalization of the functions f r1,r2s .
tr(Λr2,r1s ◦ Λ
r1,r2
s ) =
∑
x1,x2
λr1,r2s (∂(x2, x1))λ
r2,r1
s (∂(x1, x2))
=
∑
t∈Z
ρr1,r2(q−t)q−tf r1,r2s (q
−t)f r2,r1s (q
r2−r1−t)
= (−1)s
qs(r2−r1)−
1
2 (
s
2)(q − 1)2
(qn−r1 , qr2 ; q−1)s
×
∑
t∈Z
f r2,r1s (q
r2−r1−t)Dsρr1,r2s (q
−t)q−t.
Now recall that
f r2,r1s (q
r2−r1−t)− qs(r2−r1)f r1,r2s (q
−t)
is a polynomial of degree less that s in u = q−t. In particular, Lemma 4.3 gives∑
t∈Z
f r2,r1s (q
r2−r1−t)Dsρr1,r2s (q
−t)q−t = qs(r2−r1)
∑
t∈Z
f r2,r1s (q
−t)Dsρr1,r2s (q
−t)q−t.
Then, summation by parts and formulas (15) and (19) give
tr(Λr2,r1s ◦ Λ
r1,r2
s ) =
q2s(r2−r1)−
1
2 (
s
2)(q − 1)2
(qn−r1 , qr2 ; q−1)s
Dsf r2,r1s
∑
t∈Z+ s
2
ρr1,r2s (q
−t)q−t
=
qs(r2−r1)(qn−s+1, qs; q−1)s
(qr1 , qn−r1 , qr2 , qn−r2 ; q−1)s
∑
t∈Z+ s
2
ρr1,r2s (q
−t)q−t
= q−s
(qn−s+1, qs; q−1)s
(qn; q−1)2s
[ n
r1
]
q
[ n
r2
]
q
=
[
n
r1
]
q
[
n
r2
]
q
/([
n
s
]
q
−
[
n
s− 1
]
q
)
.
Notice that, in the use of (19), we interchange the roles of r1 and r2. 
Proof of (Ps(r1, r2, r3)) for r1 ≤ r2 ≤ r3. Given 0 ≤ r1 ≤ r2 ≤ n, we define the
Radon transform Rr1,r2⊂ : Vr1 → Vr2 as follows
Rr1,r2⊂ ϕ(x2) =
∑
x1⊂x2
ϕ(x1).
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The kernel of this operator preserves ∂ so that Rr1,r2⊂ ∈ HomG(Vr1 ,Vr2). On the
other hand, given (x1, x3) ∈ Xr1 ×Xr2 , identity (3) gives∣∣∣{x2 ∈ Xr2 ∣∣ x1 ⊂ x2 ⊂ x3}∣∣∣ = [ r3 − r1r2 − r1
]
q
=
[ r3
r2
]
q
[ r2
r1
]
q
/[ r3
r1
]
q
.
In particular,
(20) Rr2,r3⊂ ◦ R
r1,r2
⊂ =
[
r3
r2
]
q
[
r2
r1
]
q[
r3
r1
]
q
Rr1,r3⊂ .
Since Rr1,r2⊂ ∈ HomG(Vr1 ,Vr2), we decompose it as
(21) Rr1,r2⊂ =
N(r1,r2)∑
s=0
ws(r1, r2) Λ
r1,r2
s .
To calculate the coefficients ws(r1, r2), we observe from (2)
tr(Λr2,r1s ◦ R
r1,r2
⊂ ) =
∑
(x1,x2):x1⊂x2
λr2,r1s (∂(x1, x2)) =
[ n
r2
]
q
[ r2
r1
]
q
.
On the other hand,
Λr2,r1s ◦ R
r1,r2
⊂ = ws(r1, r2) Λ
r2,r1
s ◦ Λ
r1,r2
s .
Therefore, applying Ps(r1, r2, r1) we obtain
tr(Λr2,r1s ◦ R
r1,r2
⊂ ) = ws(r1, r2)
[
n
r1
]
q
[
n
r2
]
q[
n
s
]
q
−
[
n
s− 1
]
q
.
This result leads to the exact value of ws(r1, r2). Then, we can rewrite (20) using
identity (21). Although we leave the details to the reader, it is not difficult to check
that this gives
N(r1,r2)∑
s=0
([
n
s
]
q
−
[
n
s− 1
]
q
)2
[
n
r2
]
q
Λr2,r3s ◦ Λ
r1,r2
s =
N(r1,r2)∑
s=0
([
n
s
]
q
−
[
n
s− 1
]
q
)
Λr1,r3s .
Now, since these operators are mutually orthogonal, we identify coefficients. 
Corollary 4.4. The Hilbert-Schmidt norm of Λr1,r2s is
∥∥Λr1,r2s ∥∥HS =

qs(r2−r1) (qr1 , qn−r2 ; q−1)s
(qn−r1 , qr2 ; q−1)s
[
n
r1
]
q
[
n
r2
]
q[
n
s
]
q
−
[
n
s− 1
]
q


1/2
.
Proof. By Schur lemma, there exists some constant cs(r1, r2) with
(Λr1,r2s )
∗ = cs(r1, r2) Λ
r2,r1
s .
If we write this relation in terms of the kernels,
λr1,r2s (∂(x2, x1)) = cs(r1, r2)λ
r2,r1
s (∂(x1, x2)) for all (x1, x2) ∈ Xr1 × Xr2 .
This is equivalent to
f r1,r2s (u) = cs(r1, r2) f
r2,r1
s (q
r2−r1u).
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Identifying the main coefficients via (16), we obtain the value of cs(r1, r2)
(Λr1,r2s )
∗ = qs(r2−r1)
(qr1 , qn−r2 ; q−1)s
(qn−r1 , qr2 ; q−1)s
Λr2,r1s .
The given expression for the Hilbert-Schmidt norm arises from Theorem 4.1. 
Remark 4.5. Our choice of the basis B follows from the condition
f r1,r2s (1) = λ
r1,r2
s (0) = 1.
This normalization is very natural since in this way the kernels λr,rs become the
spherical functions associated to the symmetric space Xr. This will be an essential
observation in Section 5. However, there exist other natural normalizations for
Λr1,r2s . For instance, Corollary 4.4 provides a normalization for which the basis B
becomes orthonormal with respect to the Hilbert-Schmidt inner product. Moreover,
combining the results obtained so far it is not difficult to provide the normalization
for which the basis B is made up of unitary operators.
5. An alternative proof for the product formula
In this section we provide an alternative proof of (Ps(r1, r2, r3)) which does not
use any tool from the theory of classical hypergeometric polynomials. In contrast,
the main tools will be the characterization of spherical functions given in Theorem
1.3 and the Radon transforms
Rr1,r2⊂ : Vr1 → Vr2
defined for 0 ≤ r1 ≤ r2 ≤ n. Along the proof, we shall obtain some identities
for the kernels λr1,r2s which might be of independent interest. Before starting the
proof, we recall that Lemma 4.2 does not use any argument from the theory of
classical hypergeometric polynomials. In particular, we again reduce the proof of
the product formula to the proof of those particular cases.
Remark 5.1. Along the proof, we shall assume by convention that
i)
[n
r
]
q
= 0 for any integer r not satisfying 0 ≤ r ≤ n.
ii) Λr1,r2s = 0 for any integer s not satisfying 0 ≤ s ≤ N(r1, r2).
5.1. Combinatorial identities. Let us consider a subspace x of Ω of codimension
∂(Ω, x) = t and let us fix an integer 0 ≤ k ≤ n. Our first aim is to calculate the
number of r-dimensional subspaces xr ∈ Xr of Ω satisfying ∂(xr, x) = k. Clearly,
this parameter is invariant under the action of G. In particular, it depends on the
codimension of x but not on x itself. Hence we define
M(n, r, t, k) =
∣∣∣{xr ∈ Xr ∣∣ ∂(xr, x) = k}∣∣∣.
Lemma 5.2. We have
M(n, r, t, k) = qk(n−t−r+k)
[
t
k
]
q
[
n− t
r − k
]
q
.
Proof. Let
A =
{
(z, w) ∈ Xr−k ×Xk
∣∣ z ⊂ x,w ∩ x = {0}}.
Then, we compute the cardinality of A in two different ways. First we notice that an
element xr ∈ Xr satisfies ∂(xr, x) = k if and only if it can be written as xr = z⊕w
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with (z, w) ∈ A. We have only one possible choice for z = xr ∩ x while w is any
k-dimensional subspace with xr = z ⊕ w. Then, it follows from (4) that
|A| = M(n, r, t, k)qk(r−k).
On the other hand, we can count first how many possible z’s can we plug in A by
applying (2) with (n− t, r− k) instead of (n, r). Then we need to count how many
w’s can we plug in A. To that aim we notice that, for any such w the element
y = x ⊕ w is an (n − t + k)-dimensional subspace containing x. The number of
possible y’s is given by (3). Finally, we need to count how many w’s do we have for
a fixed y, which is given again by (4). In summary, we find that
|A| =
[ n− t
r − k
]
q
[ t
k
]
q
qk(n−t).
Combining the expressions obtained so far, we obtain the desired result. 
In the following result we use Radon transforms and our formula for M(n, r, t, k)
to obtain some useful relations between the kernels λr1,r2s corresponding to a fixed
value of the parameter s.
Lemma 5.3. Let 0 ≤ r1, r2, r3 ≤ n and 0 ≤ s ≤ n/2. Then, there exist absolute
constants c0, c1, c2, c3 and c4 such that for any t ∈ In(r1, r3), we have:
(a) λr1,r3s (t) = c0 λ
r3,r1
s (r1 − r3 + t).
(b) If r2 ≤ r3,
c1 λ
r1,r3
s (t) =
∑
k
M(r3, r2, t, k)λ
r1,r2
s (k).
(c) If r1 ≤ r2,
c2, λ
r1,r3
s (t) =
∑
k
M(n− r1, n− r2, t, k)λ
r2,r3
s (k).
(d) If r2 ≤ r1,
c3 λ
r1,r3
s (t) =
∑
k
M(r1, r2, r1 − r3 + t, r2 − r3 + k)λ
r2,r3
s (k).
(e) If r3 ≤ r2,
c4 λ
r1,r3
s (t) =
∑
k
M(n− r3, n− r2, r1 − r3 + t, r1 − r2 + k)λ
r1,r2
s (k).
Proof. By Schur lemma, (Λr1,r3s )
∗ = c0 Λ
r3,r1
s for some constant c0 independent
of the variable t. Then, (a) follows from the relation between the corresponding
kernels and the identity
∂(x1, x3) = r1 − r3 + ∂(x3, x1).
To prove (b) we write (again by Schur lemma)
c1 Λ
r1,r3
s = R
r2,r3
⊂ ◦ Λ
r1,r2
s .
Hence, if (x1, x3) ∈ Xr1 ×Xr3
c1 λ
r1,r3
s (∂(x3, x1)) =
∑
x2⊂x3
λr1,r2s (∂(x2, x1))
=
∑
k
∣∣∣{x2 ∈ Xr2 ∣∣ x2 ⊂ x3, ∂(x2, x1) = k}∣∣∣λr1,r2s (k).
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Then we observe that
M(r3, r2, ∂(x3, x1), k) =
∣∣∣{x2 ∈ Xr2 ∣∣ x2 ⊂ x3, ∂(x2, x1 ∩ x3) = k}∣∣∣
=
∣∣∣{x2 ∈ Xr2 ∣∣ x2 ⊂ x3, ∂(x2, x1) = k}∣∣∣.
To prove (c) we write c2 Λ
r1,r3
s = Λ
r2,r3
s ◦ R
r1,r2
⊂ for some absolute constant c2.
Proceeding as above, this gives
c2 λ
r1,r3
s (∂(x3, x1)) =
∑
k
∣∣∣{x2 ∈ Xr2 ∣∣ x1 ⊂ x2, ∂(x3, x2) = k}∣∣∣λr2,r3s (k).
To calculate the coefficient, we work in the dual space Ω∗. Let X stand for the
set of linear subspaces of Ω∗ and Xr the subset of r-dimensional subspaces of Ω∗.
Then, if x⊥ ∈ X denotes the annihilator of a subspace x ∈ X, we have
∂(x⊥, z⊥) = ∂(x⊥)−∂(x⊥∩z⊥) = ∂(x⊥)−∂((x+z)⊥) = ∂(x+z)−∂(x) = ∂(z, x).
In particular,
M(n− r1, n− r2, ∂(x3, x1), k)
=
∣∣∣{x⊥2 ∈ Xn−r2 ∣∣ x⊥2 ⊂ x⊥1 , ∂(x⊥2 , x⊥1 ∩ x⊥3 ) = k}∣∣∣
=
∣∣∣{x⊥2 ∈ Xn−r2 ∣∣ x⊥2 ⊂ x⊥1 , ∂(x⊥2 , x⊥3 ) = k}∣∣∣
=
∣∣∣{x2 ∈ Xr2 ∣∣ x1 ⊂ x2, ∂(x3, x2) = k}∣∣∣.
Finally, (d) follows from (a) and (b) while (e) follows from (a) and (c). 
Theorem 5.4. The kernels of the operators in the basis B satisfy:
(a) If 0 ≤ t ≤ s and s ≤ r ≤ n− s,
λr,ss (t) =
(qs−r−1; q−1)t
(qn−r; q−1)t
λr,ss (0),
λn−s,rs (t) =
(qr+s−n−1; q−1)t
(qr; q−1)t
λn−s,rs (0).
In particular, we have λr,ss (0) 6= 0 and λ
n−s,r
s (0) 6= 0 for all s ≤ r ≤ n− s.
(b) If 0 ≤ s ≤ N(r1, r2), there exists a polynomial f r1,r2s of degree ≤ s uniquely
determined by the condition
f r1,r2s (q
−t) = λr1,r2s (t) for t ∈ In(r1, r2).
Moreover, the degree of f r1,r2s is s and there are non-zero constants c1 and
c2 such that
f r1,r2s (u) = c1
s∑
k=0
(qr2u, q−1)s−k(u
−1; q−1)ku
k
(qs−k; q−1)s−k(qk; q−1)k
qk(r2−s+k)λr1,ss (k),
= c2
s∑
k=0
(qn−r1u, q−1)s−k(u
−1; q−1)ku
k
(qs−k; q−1)s−k(qk; q−1)k
qk(n−r1−s+k)λn−s,r2s (k).
(c) If 0 ≤ s ≤ N(r1, r2), there exists a non-zero absolute constant c0 such that
f r1,r2s (u) = c0 f
r2,r1
s (q
r2−r1u).
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(d) If 0 ≤ s ≤ N(r1, r2), we have f r1,r2s (1) 6= 0 and
f r1,r2s (q
−r2)
f r1,r2s (1)
=
λr1,ss (s)
λr1,ss (0)
= (−1)sq(
s
2)−r1s (q
r1 ; q−1)s
(qn−r1 ; q−1)s
,
f r1,r2s (q
r1−n)
f r1,r2s (1)
=
λn−s,r2s (s)
λn−s,r2s (0)
= (−1)sq(
s
2)+s(r2−n) (q
n−r2 ; q−1)s
(qr2 ; q−1)s
.
In particular, we have
f r1,r2s (q
r1−r2)
f r1,r2s (1)
= qs(r2−r1)
(qr1 , qn−r2 ; q−1)s
(qn−r1 , qr2 ; q−1)s
.
(e) If 0 ≤ s ≤ N(r1, r2),
(Λr1,r2s )
∗ =
f r1,r2s (1)
f r2,r1s (1)
qs(r2−r1)
(qr1 , qn−r2 ; q−1)s
(qn−r1 , qr2 ; q−1)s
Λr2,r1s .
Proof. By Lemma 5.2 and Lemma 5.3 (e) with (r1, r2, r3) = (r, s, s− 1), we have
qn−r−t − 1
q − 1
qr−s+t+1λr,ss (t+ 1) +
qr−s+t+1 − 1
q − 1
λr,ss (t)
=
∑
k
[
r − s+ t+ 1
r − s+ k
]
q
[
n− r − t
n− r − k
]
q
q(r−s+k)(k−t)λr,ss (k)
=
∑
k
M(n− s+ 1, n− s, r − s+ t+ 1, r − s+ k)λr,ss (k)
= c4 λ
r,s−1
s (t) = 0.
The first identity in (a) follows by solving the recurrence
λr,ss (t+ 1) =
1− qs−r−t−1
1− qn−r−t
λr,ss (t).
The second identity in (a) follows similarly from Lemma 5.2 and Lemma 5.3 (d)
with (r1, r2, r3) = (n− s+ 1, n− s, r). For the first identity in (b), we use Lemma
5.2 and Lemma 5.3 (b) with (r1, s, r2) instead of (r1, r2, r3)
c1 λ
r1,r2
s (t) =
∑
k
M(r2, s, t, k)λ
r1,s
s (k)
=
∑
k
[ t
k
]
q
[ r2 − t
s− k
]
q
qk(r2−t−s+k)λr1,ss (k)
=
∑
k
(qr2−t; q−1)s−k(q
t; q−1)kq
−tk
(qs−k; q−1)s−k(qk; q−1)k
qk(r2−s+k)λr1,ss (k).
Clearly, the right hand side is a polynomial in the variable u = q−t of degree ≤ s.
This gives the first identity in (b) and proves the existence of such a polynomial.
Uniqueness follows from |In(r1, r2)| = N(r1, r2) + 1 > s. The second identity in (b)
follows in a similar way from Lemma 5.2 and Lemma 5.3 (c) by taking (r1, n−s, r2)
instead of (r1, r2, r3). From (a) and the first identity in (b), we can write the main
coefficient of f r1,r2s as
s∑
k=0
(−1)s−kqr2k−(
s−k
2 )
(qs−k; q−1)s−k(qk; q−1)k
qk(r2−s+k)
(qs−r1−1; q−1)k
(qn−r1 ; q−1)k
λr1,ss (0).
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Therefore, since the coefficients of λr1,ss (0) in this sum are all positive (notice that
(qs−r1−1; q−1)k is positive for all k ≥ 0 since s ≤ r1), we deduce that the main
coefficient does not vanish so that f r1,r2s has degree s. This concludes the proof of
(b). Property (c) is another way to write Lemma 5.3 (a). The property f r1,r2s (1) 6= 0
follows trivially from (a). The first identity in (d) follows by evaluating the first
identity in (b) at u = q−r2 and u = 1 and then applying (a). Similarly, for the
second identity in (d), we evaluate the second identity in (b) at u = qr1−n and
u = 1 followed by (a). In both identities, the transformation formula
(z; q−1)s = (−1)
sq−(
s
2)zs(qs−1z−1; q−1)s
is needed. The last identity in (d) follows from the previous ones and (c). To
prove the identity in (e), it suffices to notice that the constant c0 in (c) is given by
f r1,r2s (1)/f
r2,r1
s (q
r2−r1) and apply (d). This completes the proof. 
5.2. Proof of the cases r1 ≤ r2 ≤ r3 and r1 ≥ r2 ≥ r3. We have already seen
that f r1,r2s satisfies the condition f
r1,r2
s (1) 6= 0 for any 0 ≤ s ≤ N(r1, r2). Hence,
from now on we normalize the operators Λr1,r2s in B requiring f
r1,r2
s (1) = 1. In
particular, now Theorem 5.4 (e) has the form
(22) (Λr1,r2s )
∗ =
d(r1, s)
d(r2, s)
Λr2,r1s with d(r, s) = q
sr (q
n−r ; q−1)s
(qr; q−1)s
.
Let us consider 0 ≤ r1, r2, r3 ≤ n with r1 ≤ r2 ≤ r3. Then we claim that
P(r3, r2, r1)⇒ P(r1, r2, r3).
Indeed, let us use the same notation as in Section 4
k(r, s) =
[
n
r
]
q[
n
s
]
q
−
[
n
s− 1
]
q
.
Then (22) gives
Λr2,r3s ◦ Λ
r1,r2
s =
d(r3, s)
d(r2, s)
(Λr3,r2s )
∗ d(r2, s)
d(r1, s)
(Λr2,r1s )
∗
=
d(r3, s)
d(r1, s)
(Λr2,r1s ◦ Λ
r3,r2
s )
∗
=
d(r3, s)
d(r1, s)
k(r2, s) (Λ
r3,r1
s )
∗ = k(r2, s) Λ
r1,r3
s .
In summary, it suffices to prove the case r1 ≥ r2 ≥ r3. Notice that this is clear since
Lemma 4.2 obviously holds with r1 ≥ r2 ≥ r3 instead of r1 ≤ r2 ≤ r3. However,
we have proved the implication P(r3, r2, r1)⇒ P(r1, r2, r3) since we shall need both
results in Paragraph 5.3.
Remark 5.5. Let us write again P(r, s) : Vr → Vr,s for the orthogonal projection
from Vr onto Vr,s. Then, using that λ
r,r
s (0) = f
r,r
s (1) = 1 and arguing as in the
proof of Lemma 4.2, we have
(23) P(r, s) =
dimVr,s
|Xr|
Λr,rs = k(r, s)
−1 Λr,rs .
In particular, it turns out that
Λr1,r2s ◦ Λ
r1,r1
s = k(r1, s) Λ
r1,r2
s ,
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Λr2,r2s ◦ Λ
r1,r2
s = k(r2, s) Λ
r1,r2
s .
That is, (Ps(r1, r2, r3)) holds with r1 = r2 or r2 = r3. Moreover, recalling the
definition of spherical function given in Section 1 and that Xr is a finite symmetric
space for any 0 ≤ r ≤ n, we observe from (23) that the set of spherical functions
associated to Xr is {
λr,rs
∣∣ 0 ≤ s ≤ r ∧ (n− r)}.
Following Remark 5.5, we are now allowed to use the characterization of spherical
functions provided by Theorem 1.3. That is, given y ∈ Xr for some 0 ≤ r ≤ n, we
consider the isotropy subgroup of y
Gy =
{
g ∈ G
∣∣ gy = y}.
Then, Theorem 1.3 gives
(24)
1
|Gy|
∑
g∈Gy
λr,rs (∂(gx, z)) = λ
r,r
s (∂(x, y))λ
r,r
s (∂(y, z)),
for any x, y, z ∈ Xr. On the other hand, by Remark 5.5 we have
λr1,r2s (∂(x2, x1)) =
1
k(r1, s)
∑
z1∈Xr1
λr1,r2s (∂(x2, z1))λ
r1,r1
s (∂(z1, x1)),
λr1,r2s (∂(x2, x1)) =
1
k(r2, s)
∑
z2∈Xr2
λr2,r2s (∂(x2, z2))λ
r1,r2
s (∂(z2, x1)).
Combining these identities with (24), we obtain
1
|Gy1 |
∑
g∈Gy1
λr1,r2s (∂(x2, gx1)) = λ
r1,r2
s (∂(x2, y1))λ
r1,r1
s (∂(y1, x1)),
1
|Gy2 |
∑
g∈Gy2
λr1,r2s (∂(gx2, x1)) = λ
r2,r2
s (∂(x2, y2))λ
r1,r2
s (∂(y2, x1)).
with (y1, y2) ∈ Xr1 × Xr2 . Now, let us assume that r1 ≥ r2 ≥ r3 and let us take
xk ∈ Xrk for k = 1, 2, 3 with x3 ⊂ x2 ⊂ x1. Clearly, for any g ∈ Gx2 we will have
x3 ⊂ x2 ⊂ gx1 so that ∂(x3, gx1) = 0. On the other hand, by Schur lemma we have
Λr2,r3s ◦ Λ
r1,r2
s = ks(r1, r2, r3)Λ
r1,r3
s
for some constant ks(r1, r2, r3). Putting the previous results all together, we have
ks(r1, r2, r3) =
ks(r1, r2, r3)
|Gx2 |
∑
g∈Gx2
λr1,r3s (∂(x3, gx1))
=
1
|Gx2 |
∑
g∈Gx2
∑
z2∈Xr2
λr2,r3s (∂(x3, z2))λ
r1,r2
s (∂(z2, gx1))
=
1
|Gx2 |
∑
g∈Gx2
∑
z2∈Xr2
λr2,r3s (∂(x3, z2))λ
r1,r2
s (∂(gz2, x1))
=
∑
z2∈Xr2
λr2,r3s (∂(x3, z2))λ
r2,r2
s (∂(z2, x2))λ
r1,r2
s (∂(x2, x1))
= k(r2, s)λ
r2,r3
s (∂(x3, x2))λ
r1,r2
s (∂(x2, x1)) = k(r2, s).
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5.3. Proof of the case r1 = r3. In this paragraph we shall need to use another
type of Radon transforms. Given an integer 0 ≤ r ≤ n, we consider the Radon
transform Rrc : Vr → Vn−r defined as follows
Rrcϕ(z) =
∑
x: x∩z={0}
ϕ(x) for z ∈ Vn−r.
Since the kernel of Rrc is invariant under the action of G, R
r
c ∈ HomG(Vr ,Vn−r).
Lemma 5.6. If r1 + r2 ≤ n, we have Rr2c ◦ Λ
r1,r2
s = m(r2, s) Λ
r1,n−r2
s with
m(r, s) = (−1)sq(r−s)(n−r)+(
s
2) (q
n−r; q−1)s
(qr; q−1)s
.
Proof. By Schur lemma, we know the existence of a constant c such that
Rr2c ◦ Λ
r1,r2
s = cΛ
r1,n−r2
s .
When r1 + r2 ≤ n, we can take x1 ∈ Xr1 and z2 ∈ Xn−r2 such that x1 ⊂ z2. Then,
∂(z2, x1) = n− r1 − r2 and identity (4) gives
cλr1,n−r2s (n− r1 − r2) =
∑
x2: x2∩z2={0}
λr1,r2s (∂(x2, x1))
= qr2(n−r2)λr1,r2s (r2).
Since we have
λr1,r2s (r2) = f
r1,r2
s (q
−r2),
λr1,n−r2s (n− r1 − r2) = f
r1,n−r2
s (q
r1+r2−n),
the desired relation can be easily checked by applying Theorem 5.4 (d). 
Now we are ready to complete the proof. Arguing as in Section 4, the product
formula
(25) Λr2,r1s ◦ Λ
r1,r2
s = k(r2, s) Λ
r1,r1
s
is equivalent to
tr(Λr2,r1s ◦ Λ
r1,r2
s ) =
[
n
r1
]
q
[
n
r2
]
q[
n
s
]
q
−
[
n
s− 1
]
q
.
Since tr(Λr2,r1s ◦ Λ
r1,r2
s ) = tr(Λ
r1,r2
s ◦ Λ
r2,r1
s ), we assume without lost of generality
that r1 ≤ r2. In particular, we have s ≤ r1 ≤ r2 ≤ n − s. Multiplying on the
left (resp. right) of (25) by Λr2,ss (resp. Λ
s,r1
s ) and applying the results obtained in
Paragraph 5.2, it turns out that the proof of (25) is equivalent to the proof of
Λr2,ss ◦ Λ
s,r2
s = k(r2, s) Λ
s,s
s .
Now, multiplying on the left by Rsc and applying Lemma 5.6 (notice that r2+s ≤ n
and s+ s ≤ n), the proof of (25) becomes equivalent to
Λr2,n−ss ◦ Λ
s,r2
s = k(r2, s) Λ
s,n−s
s .
However, this identity holds since s ≤ r2 ≤ n−s. Therefore, the proof is completed.
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