Nonlinear stochastic di erential equations are used to model a version of the changepoint problem. State estimates of the minimum-mean-square-error type are used in likelihood-ratio tests to detect the time of change. We then evaluate how well the system performs by deriving theoretical expressions for the false alarm probability and a special case of the miss error probability. The approach uses a Fokker-Planck equation. The overall methodology is general and should be of interest in other applications.
Introduction
A state space model based on the work of Davis 1] is proposed for describing a system utilizing measurements under two hypotheses. The resulting stochastic di erential equations then lead to extended Kalman ltering type algorithms yielding state-variable estimates that are processed to determine the time that the induced distributions change. The major emphasis considered here is on the performance issues involved. The overall approach uses a probability measure transformation to derive theoretical expressions for the false alarm probability and a special case of the miss error probability encountered when making the decision. Our initial interest in the problem came from a study of the wind shear problem in aviation 2], but the approach is general enough to be of interest in other applications. We now present some of the modeling and ltering aspects of that approach, after which we shall address the performance and present an example.
Mathematical Constructs

Modeling
Consider the measurement equation modeled as dy t = h(s t )dt + dV t : (1) Here h( ) is some bounded, nonlinear function of s t = b t z t + x t (1 ? z t ); (2) where x t and b t are state processes satisfying (scalar) stochastic di erential equations, V t is Brownian motion, and z t is a state process de ned as z t = 0; if t < T 1; if t T.
We can think of z t as being a Poisson process with rate stopped at its rst jump time T and having an associated martingale M t , as in Davis 1, . This is the classic \signal h( ) in additive noise V" problem. It is somewhat unconventional, however, in that it involves z t , a zero-one process that distinguishes between hypothesis H 0 (z = 0 for t < T, implying s=x) and hypothesis H 1 (z = 1 for t T, implying s=b). observation : dy t = h b t z t + x t (1 ? z t )]dt + dV t : (5) Although the x and b processes can be thought of as being multi-dimensional, we shall assume they are scalar for the sake of simplicity; an example below will consider a non-scalar case. Also, W t , B t and V t are mutually independent zero-mean Brownian motion processes with respective covariances W c , B c and V c , and are independent of all initial conditions. It should be noted, however, that the martingale M t associated with z t is not a Brownian motion.
Filtering
Using this model, we next generate MMSE estimates (denoted with a^symbol) of the state variables and use them to detect the time the signal changes from x to b. Thus, we nd that the conditional meanẑ given bŷ z t = Pr t Tjy s ; 0 s t] (6) represents the probability that the b t process is observed. But again, recognizing the need for a suboptimal estimate z because of the nonlinear nature of the problem, a suboptimal estimate T of the changepoint T is given by T = min tj z k] (7) where k is some threshold in the unit interval. This characterizes our problem as one of rst-passage. Our next step is to specify the ltering algorithms required to generate the estimates used in detection. These will be based on the extended Kalman lter, and for system (4) and (5) T P (9) where h = h( b z + x(1 ? z)); d = dy ? hdt denotes the innovations process and P is the error-covariance matrix. In deriving these equations, use is made of the fact that z 2 t = z t . Also, the term (1 ? z) in the error-covariance equation (9) (13) is actually a special case of this socalled changepoint problem, that is, a limiting case of the quickest detection problem where the change time T approaches zero: we assume that the "change" has already occurred at time zero and P M denotes the probability that it will not be detected. In some real-time environment such as one involving wind shear, P M as de ned above could be very useful.
One approach to computing P F and P M is to use Monte Carlo techniques. For example, considering P F (similar remarks apply to P M ), one would generate observations from (5), but with z t = 0 which corresponds to H 0 being true as in (12) . The observations would then be used in (8) and (9) to evaluate z t , and nally P F could be evaluated using relative frequency type calculations.
On the other hand, (12) and (13) show the need to evaluate the conditional densities p( zjH i ); i = 0; 1 of the likelihood ratio z, but quite often this is not possible. In such cases we might be satis ed with obtaining, for example, upper bounds on these error probabilities as in 7]. Although we shall not follow that approach here, some of the ideas in 7] will be used to derive theoretical expressions for P F and P M . If they could then be evaluated, their values could be compared with the empirical values obtained from the Monte Carlo techniques mentioned above. We now proceed with our analysis of P F de ned in (12) ; similar comments apply to P M in (13) and, for the most part, will be omitted. Our approach can be summarized as follows. If z t of (8) were an optimal estimate of z t rather than a suboptimal estimate, then the innovations process driving (8) would be a Brownian motion process and the joint density p( ) of the whole state of (8) However, because t is not a Brownian motion, the suboptimal lter for ( x t ; b t ; z t ) is not a Markov process and, therefore, its probability density does not satisfy a Fokker-Planck equation. Furthermore, (12) requires the conditional density p( zjH 0 ), not the unconditional density p( z) which would have terms depending on the state estimates that are the same regardless of which hypothesis is true. For these reasons, therefore, we shall use a measure transformation (see 7] and 8] for a similar application) which will lead to a FP equation with coe cients that do indeed explicitly distinguish between the two hypotheses. The cost, however, will be an increase in the dimension of the states whose density satis es this equation, so the conditional density required in (12) will follow by integration.
To begin the derivation, we de ne the martingale
where f( h) will be speci ed shortly. 
This can also be expressed in vector form by de ning the augmented state as x = x z b x] T and writing dx = A(x; t)dt + B(x; t)dW (21) where the matrices A(x; t), B(x; t) and W are de ned accordingly.
We now recall that our objective was to obtain an expression for p( z t jH 0 ) as required by (12) . Therefore, using h of (19) in (21), the conditional joint density of x given H 0 , denoted by p(x; tjH 0 ), satis es the Fokker- (22) is valid follows from our use of the measure transformation that resulted in the state equation (21) However, by the Cauchy-Schwartz inequality and the fact that the square of the indicator function 1 f g is itself, we nd that
To compute P F 2 , we use (23) to obtain
where the latter integration symbol denotes the multiple integration shown explicitly in (23). The objective now is to approximate E 0 " 2 (m t ) in (24). On the other hand, since " 2 (m t ) is a submartingale, we nd that E 0 " 2 (m t ) E 0 " 2 (m 0 ) = 1. We therefore deduce that E 0 " 2 (m t ) = 1. Thus, referring back to equation (24), we nd that p P F P F 2 :
Viewed another way, because " 2 (m t ) is a submartingale and E 0 "(m T ) = 1 as shown above, it follows that
(m t ) which says that when equation (26) is evaluated at T, the integrand term that we are approximating to be zero corresponds to the variance of "(m T ):
The fact that we have had to bound P F arises because of our use of a measure transformation. As it turns out, however, had we chosen to avoid such transformations, substitution of d = dy ? hdt = (h ? h)dt + dV (28) into (8) (20) does not. Therefore, to proceed with the error analysis, the presence of h in the drift term would lead to a more complex Fokker-Planck equation. In addition, if a lter other than an extended Kalman lter were used, then it is possible that a di erential equation for h would also be needed. Thus the measure transformation approach has merit in that it leads to less complicated Fokker-Planck equations. The tradeo , however, is that a bound on P F is obtained, but it follows nicely from the properties of martingales.
A similar analysis leads to an expression for the probability of a miss P M . To derive it, we set z = 1 in (5) and express h by h(s t ) = h(b t ):
Its use in (18) then represents a lter with coupling among the states x, z, and b, and also the state b of (4c). Therefore, the equation for x in (20) Therefore, substituting this equation into (18) and into the ltering equation above for , we see that the lter now represents a coupling of not only the state estimates x; z; b; , but also the original (un ltered) states x and . As a result, the equations in (20) and perform the integration to obtain the bound in (32).
