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Abstract
In this thesis we examine symplectic spaces with forms generated by the ADE-
diagrams. Specifically, we determine the generators of the group of transvections for
each space under the standard basis, S, of Kn (where K is a field with characteristic
0) and the hyperbolic basis, H, we get from the classification theorem of symplectic
spaces. Further, we examine how the generators of these groups are related via
g : Gf,S → SL(Z)n where g(X) = P−1XP where P is the change of basis matrix for
S to H.
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Chapter 1
Introduction
Historically, the ADE-diagrams come from the study of reflection groups. Coxeter
proved that every reflection group is a Coxeter group [3]; a Coxeter group is a group
with the presentation 〈r1, r2, · · · , rn|(rirj)mij = 1〉 where mii = 1 and mij ≥ 2 for
i 6= j. He went on to show that the finite Coxeter groups could be classified by
Coxeter-Dynkin diagrams [4]. In this thesis, we will study five of these diagrams:
An, Dn, E6, E7, and E8. Further, each of the diagrams we will consider the associated
Coxeter group is a Weyl group. In Lie algebra, a Weyl group is the reflection group
generated by roots.
In this thesis we will study the ADE-diagrams from the skew-symmetric perspec-
tive rather then the traditional symmetric. Specifically, we will study symplectic
spaces with forms that are derived from an ADE-diagram. We will look at how the
group of transvections in terms of the standard basis relate to the group of transvec-
tions in terms of a hyperbolic basis. We will construct an explicit hyperbolic basis
for each ADE-diagram by using the following theorem:
Theorem 1.1. A non-singular symplectic space V is an orthogonal sum of hyperbolic
planes; in other words V is a hyperbolic space. Further the dimension of V is always
even.
While this theorem can be used to find a hyperbolic basis for spaces with each di-
agram, the hyperbolic basis we will use for our computations is not unique. However,
regardless of our choice of hyperbolic basis we will have the following result:
1
Theorem 1.2. Let H be a hyperbolic space with dimension 2s. The group of transvec-
tions of H is the direct product of s copies of SL2(Z).
It is worth noting that for two distinct hyperbolic bases may give rise to two dis-
tinct (but isomorphic) group of transvections that are subgroups of SLn(Z). Moreover,
we will see in Chapter 3 that many of the generators of the group of transvections for
the ADE-diagrams with the standard basis will map to the generators of the group
of transvections, Gf,S for the ADE-diagrams with our particular choice of hyperbolic
basis via f : Gf,S → SLn(Z).
An outline of this thesis is as follows. In Chapter 2 we will provide all of the
relevant preliminary materials. In Section 2.1 we will give a discussion of symplectic
spaces with the goal of proving that symplectic spaces can be expressed in terms of a
hyperbolic space. In Section 2.2 we will define transvections and determine the group
of transvection of a symplectic space in terms of the hyperbolic basis. In Section 2.3
we will introduce the ADE-diagrams and symplectic spaces with forms associated to
the diagrams. In Chapter 3 we will determine how the group of transvections of the
symplectic space associated to the ADE-diagrams under the standard basis compares
to the groups we determined in Section 2.3. In Chapter 4 we will discuss some future
questions that can be explored concerning this thesis.
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Chapter 2
Preliminaries
Throughout this chapter we will use the following conventions: K is a field of char-
acteristic 0, and all vectors are column vectors. Our treatment of symplectic spaces
and transvections come from [1] and [5].
2.1 Skew-Symmetric Forms
Definition 2.1. A skew-symmetric form f over a finite dimensional vector space V
is an alternating bilinear form that satisfies f(n, n) = 0 for all n ∈ V .
We note that Definition 2.1 is equivalent to f(n,m) = −f(m,n) for all n,m ∈ V .
In addition, if we choose a basis B on V , then we have a matrix representation A of
f in terms of B. If we suppose that B = {e1, · · · , et} where t is the dimension of V ,
then we have A = (ai,j) where ai,j = f(ei, ej). This representation A of f satisfies
At = −A. This condition is also equivalent to Definition 2.1. Moreover since A is the
matrix associated to f , we have that f(n,m) = ntAm for n,m ∈ V . For the rest of
this thesis we will denote ntAm by A(n,m); we may write AB(n,m) when we wish
to emphasize the basis.
Definition 2.2. A symplectic vector space V is a finite dimensional vector space
over K with a skew-symmetric form f .
We will note that a skew-symmetric form f is non-degenerate provided that if
f(u, n) = 0 for u ∈ V fixed and all n ∈ V then u = 0. Further, a symplectic space V
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is non-singular if f is non-degenerate. We also note that f being non-degenerate is
equivalent to the det(A) = 0.
Definition 2.3. If V is a symplectic space and f(n,m) = 0 for two vectors n,m ∈ V
then we say that n is orthogonal to m.
Let V ⊥ = {n ∈ V : f(n,m) = 0 for all m ∈ V }. If we have that f non-degenerate
then we have that the image of f(x,−) over V ⊥ is the set {0}.
Definition 2.4. The subspace V ⊥ of V is called the radical of V , and is denoted by
rad(V ).
In practice we can determine rad(V ) by taking an arbitrary vector x ∈ V and
solving xtA = 0.
Lemma 2.5. Let V be a non-singular symplectic space over K with skew-symmetric
form f , and let n ∈ V be a non-zero vector. Then there exists m ∈ V so that
f(n,m) = 1.
Proof. Let n be a non-zero vector in V . Since rad(V ) = 0, then there exists r ∈ V so
that f(n, r) 6= 0. Let a := f(n, r). We get the desired result by taking m := 1
a
· r.
Definition 2.6. If the vector space V can be expressed as a direct sum V = U1 ⊕
· · · ⊕Ur of subspace which are mutually orthogonal, then we say V is the orthogonal
sum of Ui and denote it as V = U1 ⊥ · · · ⊥ Ur.
Definition 2.7. If f is a bilinear form on a vector space V , then a non-zero vector
n ∈ V is called isotropic if f(n, n) = 0.
Observe that we could have defined a symplectic vector space V by: given a
bilinear form f on a vector space V such that every vector is isotropic.
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Definition 2.8. Let a bilinear form f . A non-singular plane P that contains an
isotropic vector is called a hyperbolic plane. Also, if V = P1 ⊥ · · · ⊥ Ps for hyperbolic
planes Pi then we call V a hyperbolic space.
Note that a hyperbolic plane P is spanned by n,m with f(n, n) = 0 = f(m,m)
and f(n,m) = 1. We will also note that a plane P in a symplectic space always
contains an isotropic vector.
Lemma 2.9. Let H = P1 ⊥ · · · ⊥ Ps for hyperbolic planes P1, · · · , Ps. Let non-zero
n ∈ Pi then n /∈ Pj for i 6= j.
Proof. Let n ∈ Pi be non-zero. Suppose that n ∈ Pj for some i 6= j. Since n ∈ Pi,
there exists non-zero m ∈ Pi so that f(n,m) = 1. Since n ∈ Pj, m ∈ Pi and Pi ⊥ Pj,
f(n,m) = 0. This is impossible and thus n /∈ Pj.
Lemma 2.10. If H is a hyperbolic space, then H has even dimension.
Proof. Since H is a hyperbolic space, H = P1 ⊥ · · · ⊥ Ps for some s ∈ N and Pi’s
hyperbolic planes. We note that each Pi is a subspace of H. Also by Lemma 2.9 we
have that Pi∩Pj = {0} for i 6= j. Furthermore, by the addivity of dimension we have
dim(H) = dim(P1 ⊥ · · · ⊥ Ps)
=
s∑
i=1
dim(Pi)
= 2s.
Theorem 2.11. A non-singular symplectic space V is an orthogonal sum of hyper-
bolic planes; in other words V is a hyperbolic space. Further the dimension of V is
always even.
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Proof. Let n ∈ V be a non-zero vector. By Lemma 2.5 we have that m exists so
that f(n,m) = 1. We will also note that f(n, n) = 0 = f(m,m). Hence we have
that 〈n,m〉 is a hyperbolic plane in V . If V 6= P then we have V = P ⊥ P⊥ with
P⊥ 6= 0. Since P⊥ 6= 0, we have a non-zero w ∈ P⊥. Since V is non-singular, there
exists v ∈ V so that f(w, v) 6= 0. Moreover, we can write v = v1 + v2 for v1 ∈ P and
v2 ∈ P⊥. Hence f(w, v2) 6= 0. This is true for every non-zero w ∈ P⊥. Hence we
have that P⊥ is non-singular. Thus we can apply the previous case to P⊥.
Since V is finite dimensional, this process has terminates. Hence we have V =
P1 ⊥ · · · ⊥ Ps. Since each Pi = 〈ni,mi〉, we conclude by Lemma 2.10 that V has
even dimension.
Suppose that we remove the non-singular condition from the hypotheses in the
previous theorem. We note that rad(V ) 6= 0. Hence we can express V = rad(V ) ⊥ W
forW a non-singular subspace of V . Hence we can apply the theorem toW to obtain
V = rad(V ) ⊥ P1 ⊥ · · · ⊥ Ps for hyperbolic planes P1, · · · , Ps.
2.2 Transvections of Hyperbolic Space
In this section we will introduce a special type of linear transformation and some of
its properties that will be of interest for the remainder of this thesis.
Proposition 2.12. Let A be a skew-symmetric form on the finite vector space V . If
v ∈ V , then we can define a linear transformation Tv : V → V defined by Tv(v′) =
v′ + A(v′, v) · v. Then Tv satisfies the following:
1. Tv fixes (v)⊥.
2. If 〈v, v′〉 is a hyperbolic plane, then Tv(v′) = v′ − v.
3. Tv preserves the the pairing of two vectors; A(Tv(v′1), Tv(v′2)) = A(v′1, v′2).
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Proof. We will begin by noting that Tv(−) is a linear transformation because it is a
sum of two linear maps.
1. Let a be a scalar and v′ ∈ (v)⊥. We have Tv(av′) = av′ + aA(v′, v) · v = av′.
2. Let 〈v, v′〉 be a hyperbolic plane. We have Tv(v′) = v′ − A(v′, v) · v = v′ − v.
3. Let v′1, v′2 be vectors in V . We have that
A(Tv(v′1), Tv(v′2)) = A(v′1 + A(v′1, v) · v, v′2 + A(v′2, v) · v)
= A(v′1, v′2 + A(v′2, v) · v) + A(A(v′1, v) · v, v′2 + A(v′2, v) · v)
= A(v′1, v′2) + A(v′1, A(v′2, v) · v) + A(A(v′1, v) · v, v′2)
+ A(A(v′1, v) · v,A(v′2, v) · v)
= A(v′1, v′2) + A(v′1, A(v′2, v) · v) + A(A(v′1, v) · v, v′2)
= A(v′1, v′2) + A(v′2, v)A(v′1, v) + A(v′1, v)A(v, v′2)
= A(v′1, v′2)− A(v, v′2)A(v′1, v) + A(v, v′2)A(v′1, v)
= A(v′1, v′2).
The transformation Tv(−) from the previous proposition is called a transvection.
Also, we will note that (1) implies that Tv fixes the line spanned by v.
Let V be a symplectic space with form f and basis B. Since each transvection Tv
is a linear transformation, we can determine the matrix representation Mv in terms
of B. Further, the set of all such Mv’s generate a group under matrix multiplication.
We will call this group the group of transvections, and denote this group by Gf,B.
We will now determine the group of transvections of a hyperbolic space in terms
of its hyperbolic basis. We will denote the hyperbolic basis by H.
Definition 2.13. L1 :=
 1 −1
0 1
 and L2 :=
 1 0
1 1
 .
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Lemma 2.14. SL2(Z) is generated by L1 and L2.
Proof. We begin by noting that 〈L1, L2〉 ⊂ SL2(Z). Observe that
Ln1 =
1 −n
0 1
 , and Ln2
1 0
n 1
 .
Also
Ln1
a b
c d
 =
a− cn b− dn
c d
 and
Ln2
a b
c d
 =
 a b
an+ c bn+ d
 .
Now consider γ =
a b
c d
 ∈ SL2(Z). If |a| ≥ |c|, then we have that a = q1c + r1 for
|c| > r1 ≥ 0. Then we have that
Lq11 γ =
r1 b− dq1
c d
 .
We will note that if |c| > |a| then we could take q1 = 0 and continue with the present
case to attain the desired result. Furthermore since |c| > r1 ≥ 0, we have c = q2r1+r2
for r1 > r2 ≥ 0, then we have
L−q22 L
q1
1 γ =
r1 b− dq1
r2 bq2 − dq1q2 + d
 .
Since we are performing division over Z we have
(
s∏
i=1
L−q2i2 L
q2i−1
1
)
γ =
1 x
0 y

for some s ∈ N and x, y ∈ Z. Moreover, since the right hand side is in SL2(Z), we
have that y = 1. Hence
(∏s
i=1 L
−q2i
2 L
q2i−1
1
)
γ = L−x1 . Also, since SL2(Z) is a group,
we also have that γ =
(∏s
i=1 L
−q2i
2 L
q2i−1
1
)−1
L−x1 . Therefore SL2(Z) ⊂ 〈L1, L2〉 . Hence
by set equality we get the desired result.
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Lemma 2.15. Let P = 〈n,m〉 be a hyperbolic plane, then group of transvections of
P is SL2(Z).
Proof. We note that Tn(m) = m − n and Tn(n) = n, and that Tm(n) = n +m and
Tm(m) = m. These mappings give rise to the linear transformations L1 and L2. The
result follows from applying Lemma 2.14.
We will note that under the standard basis, the group of transvections for the
plane may be different then we found in Lemma 2.15. In fact, the difference in the
group of transvections with different bases will be discussed later in this thesis.
If we have V = P ⊥ P⊥ for P as in the hypothesis of Lemma 2.15 we get that
Tn(v) = v = Tm(v) for all v ∈ P⊥. Hence we can conclude that Tm|P⊥ = Tn|P⊥ =
idP⊥ . From this we obtain the generators for the group of transvections of a hyperbolic
space H = P1 ⊥ · · · ⊥ Ps are
{Diag(I2i, L1, I2s−2i−2) : 0 ≤ i < s}∪
{Diag(I2i, L2, I2s−2i−2) : 0 ≤ i < s} .
Theorem 2.16. Let H be a hyperbolic space with dimension 2s. The group of
transvections of H is the direct product of s copies of SL2(Z).
Proof. Let H = P1 ⊥ · · · ⊥ Ps for hyperbolic planes Pi = 〈ni,mi〉. We will take
H := {n1,m1, · · · , ns,ms} to be our basis of H. From the previous lemma, we have
that the group of transvections of each Pi is SL2(Z). Let
Rk =

c11 . . . c1n
... . . . ...
cn1 . . . cnn
 and
Sk =

d11 . . . d1n
... . . . ...
dn1 . . . dnn
 for
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cij = dij =
0 0
0 0
 for i 6= j,
cii =

L1 : i = k 1 0
0 1
 : i 6= k , and
dii =

L2 : i = k 1 0
0 1
 : i 6= k .
The group 〈Ri, Si〉 ∼= SL2(Z) is the subgroup of transvections associated to the
hyperbolic plane Pi. Further by matrix multiplication we have that Ri commutes
with Rj and Sj for i 6= j, and that Si commutes with Sj for i 6= j. Hence the group
of transvections of H is the external direct sum of s copies of SL2(Z).
Remark. If we have a degenerate symplectic space V , then V = H2s ⊥ rad(V ). Since
vectors in rad(V ) pairs with everything to be 0, we have that the only transvection
generated by rad(V ) is the identity map. Thus the group of transvections of V with
basis H is isomorphic to the group of transvections on H2s.
The group of transvections of V under a different basis may not be the direct sum
of several copies of SL2(Z). In fact, how the group of transvections is affected by
different choices of bases will be our main interest in Chapter 3.
2.3 ADE-Diagrams
In this section we will introduce the ADE-diagrams which will be our main focus for
the remainder of this thesis.
Definition 2.17. The following graphs are the ADE-diagrams:
An: v1 v2 · · · vn
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Dn: v1 v2 · · · vn−2
vn−1
vn
E6: v1 v2 v3
v4
v5 v6
E7: v1 v2 v3
v4
v5 v6 v7
E8: v1 v2 v3
v4
v5 v6 v7 v8
If we impose a direction to each edge, vi → vj for i < j, then we can generate a
skew-symmetric form from the ADE-diagrams. Specifically, a skew-symmetric form
can be defined by the following pairing:
vi · vj = 0 if no edge connects vi to vj,
vi · vj = 1 if there is a directed edge connecting vi to vj, and
vi · vj = −vj · vi.
Each vertex vi can be associated to the corresponding ith basis element in the
standard basis of Kn. We will presently determine the determinant for the matrix
representation of the skew-symmetric form generated from the ADE-diagrams under
this basis.
Lemma 2.18. The matrix representation of A2n has determinant 1.
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Proof. Note that A2 =
 0 1−1 0
 and det(A2) = 1. Suppose that the matrix
representation of A2k has determinant 1. We will now consider A2(k+1). Note that
A2(k+1) =

0 1 O1×2k
−1 0 et1
O2k×1 −e1 A2k

where e1 = (1, 0 · · · , 0). Now,
det(A2k) = − det(
 −1 et1
O2k×1 A2k
)
= det(A2k)
= 1.
Note that we used the fact that the determinant of a matrix with a column of all 0’s
is 0. Therefore det(A2n) = 1 for all n ∈ N.
Theorem 2.19. The vector space V with skew-symmetric form generated by A2n can
be expressed as
VA2n =⊥ni=1 〈Ni,Mi〉
for Ni = (nj) where n2r+1 = 1 for 0 ≤ r < i and nj = 0 otherwise, and Mi = (mj)
where m2i = 1 and mj = 0 for j 6= 2i. Also, if V is paired with the skew-symmetric
form generated by A2n+1 then V can be expressed as
VA2n+1 = VA2n ⊥ 〈N2n+1〉 .
Proof. Consider the matrix representation of A2, say B2. Let N t = (1, 0), and M t =
(0, 1). Hence we have B2(N,M) = 1. We can conclude that HA2 = 〈N,M〉.
Suppose that the theorem is true for A2k for some 2 ≤ k ∈ N. We will denote
the matrix representation of A2(k+1) as B2(k+1). Since Ni,Mi for i ≤ k work for A2k,
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they work for A2(k+1) because embedded of subspaces. Note that M tk+1B2(k+1) =
(ai)t where a2(k+1) = −1 and otherwise aj = 0. Further, (ai)tNk+1 = −1. Thus
B2(k+1)(Nk+1,Mk+1) = 1 and 〈Nk+1,Mk+1〉 is a hyperbolic plane. Finally,
B2(k+1)(Nk+1,Mi) = B2(k+1)(Nk+1, Ni)
= B2(k+1)(Mk+1,Mi)
= B2(k+1)(Mk+1, Ni)
= 0
for all i 6= k + 1. Hence VA2(k+1) =⊥ni=1 〈Ni,Mi〉. Therefore the first statement in the
theorem is true for all n.
Now we will consider A2n+1. Since that N t2n+1A2n+1 = 0, and VA2n ⊂ VA2n+1 is a
subspace then the desired result follows.
Lemma 2.20. For n ≥ 4, the matrix representation of Dn has determinant 0.
Proof. The (n− 1)th and nth rows of the matrix representation are both of the form
(0, · · · , 0,−1, 0). Hence we can conclude that det(Dn) = 0.
The graph of first n− 1 vertices in the graph of Dn is the graph of An−1. So it is
reasonable to expect that the symplectic space of An−1 is a subspace of the symplectic
space of Dn.
Theorem 2.21. If V is associated with the skew-symmetric form generated by D2n
then
VD2n = VA2n−1 ⊥ 〈N ′n〉
for N ′n = (nj) where n2r+1 = 1 for 0 ≤ r < n − 1, n2n = 1, and nj = 0 otherwise.
Also, if V is associated with the skew-symmetric form generated by D2n+1 then
VD2n+1 = VA2n ⊥ 〈Kn〉
for K = (kj) for k2n = −1, k2n+1 = 1 and kj = 0 otherwise.
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Proof. Since there are two distinct A2n−1 is as subgraph of D2n which differs only by
the last vertice the result follows. If we consider D2n+1 then we have that A2n is a
subgraph of D2n+1 which gives us: VA2n is a subspace of VD2n . Further, KtB2n+1 =
O1×2n+1 where B2n+1 is the matrix representation of D2n+1.
The matrix representations of E6, E7, and E8 have determinant 1, 0 and 1 respec-
tively. We will now determine the hyperbolic basis of E6, E7, and E8.
By observing that the vertices v1, v2, and v5, v6 for the only two subdiagrams of
A2 (with exactly one edge exiting the subdiagram) we suspect that the following are
hyperbolic planes in VE6 :
〈(1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0)〉 ,
〈(0, 0, 0, 0, 1, 0), (0, 0, 0, 0, 0, 1)〉 .
These planes can be easily verified to be orthogonal hyperbolic planes. Further, we
could have view A4 as a subdiagram with vertices v1, v2, v3, v4. By Theorem 2.19 we
expect that the following are hyperbolic planes in VE6 :
〈(1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0)〉 ,
〈(1, 0, 1, 0, 0, 0), (0, 0, 0, 1, 0, 0)〉 .
These are orthogonal hyperbolic planes, however (1, 0, 1, 0, 0, 0) is not orthogonal
to (0, 0, 0, 0, 1, 0). By replacing (1, 0, 1, 0, 0, 0) with (1, 0, 1, 0, 01) we get the desired
result. Hence VE6 can be expressed as a hyperbolic space as
VE6 = 〈(1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0)〉
⊥ 〈(0, 0, 0, 0, 1, 0), (0, 0, 0, 0, 0, 1)〉
⊥ 〈(1, 0, 1, 0, 0, 1), (0, 0, 0, 1, 0, 0)〉 .
Since VE6 is a subspace of VE7 and VE8 we have that the basis elements of VE6 are
basis elements of VE7 and VE8 .
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As described earlier we can determine the rad(VE7) by solving X tE7 = 0 for the
arbitrary vector X. Hence we have that VE7 can be expressed as
VE7 = VE6 ⊥ 〈(0, 0, 0, 1,−1, 0− 1)〉 .
Finally, we have that (0, 0, 0, 1,−1, 0− 1, 0)tE8 = (0, 0, 0, 0, 0, 0, 0,−1). Since VE7
is a subspace of VE8 we have that VE8 is the hyperbolic space
VE8 = VE6 ⊥ 〈(0, 0, 0, 1,−1, 0− 1, 0), (0, 0, 0, 0, 0, 0, 0,−1)〉 .
We can compute the rank of a skew-symmetic form by rank(f) = dim(V )−rad(V ).
From earlier work we get the following table:
Table 2.1 Diagram and Rank
Diagram Dimension dim(rad(V )) Rank
A2n 2n 0 2n
A2n+1 2n+ 1 1 2n
D2n 2n 2 2(n− 1)
D2n+1 2n+ 1 1 2n
E6 6 0 6
E7 7 1 6
E8 8 0 8
Since symplectic spaces are isomorphic up to their dimension and dimension of
their radical, we can observe the following relations between symplectic spaces asso-
ciated by some of the ADE-diagrams as follows:
Theorem 2.22. If we let VAn and VEn denote the symplectic space generated by the
appropriate graph, then we have the following relations:
VA6
∼= VE6 ,
VA7
∼= VE7 and
VA8
∼= VE8 .
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We do not attain such an isomorphism with involving VDn because dim(VDn) =
dim(VAn) + 1.
Finally, we are able to give a description of the group of transvections of the ADE-
diagrams in terms of the classification theorem of symplectic spaces and Theorem 2.16.
Corollary 2.23. The group of transvections of VA2n and VA2n+1 is the direct product
of n copies of SL2(Z).
Proof. This follows from Theorems 2.19, 2.16.
Corollary 2.24. The group of transvections of VD2n+1 and VD2(n+1) is the direct prod-
uct of n copies of SL2(Z).
Proof. This follows from Theorems 2.21, 2.16, and Corollary 2.23.
Corollary 2.25. In terms of the classification theorem, the group of transvections
for VE6 and VE7 is SL2(Z)× SL2(Z)× SL2(Z), and the group of transvections of VE8
is SL2(Z)× SL2(Z)× SL2(Z)× SL2(Z).
Proof. This follows from the computations done earlier in this section and Theorem
2.16.
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Chapter 3
Transvections of ADE-diagrams
In this chapter we will determine the group of transvections for the ADE-diagrams
in terms of the standard basis of Kn, denoted S. For convenience we will denote the
group of transvections of symplectic space V with basis B by Gf,B where f is the
associated skew-symmetric form. In this chapter we will also use the convention that
all vectors are column vectors unless otherwise stated.
3.1 Transvections of An
In this section we will determine the GfAn ,S and how it relates to GfAn ,H where fAn
is the form associated to the graph An.
By examining the diagram of An we see that there three types of vertices: v1, vn,
and vi for 1 < i < n. By considering each of vertices as separate cases we will be able
to determine the generators of GfAn ,S .
v1 v2
· · ·
vn−1
vn
We will determine Tv1 presently. Since there is no edge connecting v1 to vi for i 6= 2,
we have that Tv1(vi) = vi for all i 6= 2. Also, we can compute that Tv1(v2) = v2 − v1.
Thus we have that
Tv1 =
 L1 O2×(n−2)
O(n−2)×2 In−2
 .
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In a similar manner, we obtain that
Tvn =
 In−2 O2×(n−2)
O2×(n−2) L2
 .
The transvections for vi with 1 < i < n will be more complicated since there are
two edges connecting vi to the rest of the graph. If we consider Tvi we get that
Tvi(vi−1) = vi−1 + vi
Tvi(vi+1) = vi+1 − vi+1, and
Tvi(vj) = vj for j 6= i± 1.
Hence we have that
Tvi =

1 · · · 0 0 0 · · · 0
... . . . ... ... ... . . . ...
0 · · · 1 0 0 · · · 0
0 · · · 1 1 −1 · · · 0
0 · · · 0 0 1 · · · 0
... . . . ... ... ... . . . ...
0 · · · · · · · · · · · · · · · 1

.
Throughout the rest of this thesis we will use
L3 :=

1 0 0
1 1 −1
0 0 1

to simplify our expression of Tvi as
Tvi =

Ii−2 O(i−2)×3 O(i−2)×(n−i−1)
O3×(i−2) L3 O3×(n−i−1)
O(n−i−1)×(i−2) O(n−i−1)×3 I(n−i−1)×(n−i−1)
 .
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Now that we have the generators for GfAn ,S and GfAn ,H we will shift our atten-
tion to determining how the groups are related. Let V be the symplectic space with
skew-symmetric form fAn . Since we have two bases for V there is a change of basis
transformation PAn that maps the S into H. We can use PAn to construct a homo-
morphism g : GfAn ,s → SLn(Z) defined by g(X) = P−1AnXPAn . It is worth noting
that g(X) is an isomorphism with inverse given by conjugation by P−1. Further, if
we recall from Theorem 2.19 we have the basis H = {N1,M1, · · · , Nn,Mn} for VA2n
and H = {N1,M1, · · · , Nn,Mn, Nn+1} for VA2n+1 , then we have that the columns of
PA2n and PA2n+1 are the vectors in the appropriate H. In general, if we have two
arbitrary bases B1,B2, then we can find the change of basis transformation by solving
[B1] = [B2]P for P ∈ GLn(K) [2].
Lemma 3.1. Given the graph A2n, P−1A2n = [T1, · · · , T2n]t where T2i consists of all
0’s except for 1 in the (2i)th position, and T2i+1 consists of all 0’s except for 1 in
(2i+ 1)th position and -1 in (2i+ 3)th position for 0 ≤ i ≤ n. Further, for the graph
A2n+1 then P−1A2n+1 = [T1, · · · , T2n+1]t.
Proof. Before we compute P−1AnPAn we will compute all possible dot products of the
rows of P−1An with the columns of PAn :
T2i+1 ·Nj = n2i+1 − n2i+3 =

1 j = i
0 j 6= i
,
T2i+1 ·Mj = m2i+1 −m2i+3 = 0,
T2i ·Mj = m2j =

1 i = j
0 i 6= j
, and
T2i ·Nj = n2i = 0.
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If we consider the graph A2n then we have that
P−1A2nPA2n =

T1
...
T2n

(
N1M1 · · ·NnMn
)
=

T1N1 · · · T1Mn
... . . . ...
T2nN1 · · · T2nMn

= I2n×2n.
The result for A2n+1 follows by the same argument.
Later it will be beneficial to express both PAn and P−1An as block matrices:
PAn =
 I2 Sn−2
O(n−2)×2 PAn−2

=

PAi Wi Ui×(n−i−3)
O3×i X3×3 Z3×(n−i−3)
O(n−i−3)×i O(n−i−3)×3 Yn−i−3
 where
Sn−2 =
1 0 1 · · ·
0 0 0 · · ·
 ,
20
Wi =


1 0 1
0 0 0
1 0 1
0 0 0
... ... ...

: i ≡ 0 (mod 2)

0 1 0
0 0 0
0 1 0
0 0 0
... ... ...

: i ≡ 1 (mod 2)
Ui×(n−i−3) =


0 1 0 1 · · ·
0 0 0 0 · · ·
0 1 0 1 · · ·
... ... ... ...

: i ≡ 0 (mod 2)

1 0 1 0 · · ·
0 0 0 0 · · ·
1 0 1 0 · · ·
... ... ... ...

: i ≡ 1 (mod 2)
X3 =

PA3 : i ≡ 0 (mod 2)
I3 : i ≡ 1 (mod 2)
,
Z3×(n−i−3) =


0 1 0 1 · · ·
0 0 0 0 · · ·
0 1 0 1 · · ·
 : i ≡ 0 (mod 2)
0 0 0 0 · · ·
1 0 1 0 · · ·
0 0 0 0 · · ·
 : i ≡ 1 (mod 2)
,
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Y(n−i−3)×(n−i−3) =

 1 O1×(n−i−3)
O(n−i−3)×1 PAn−i−3
 : i ≡ 0 (mod 2)
PA(n−i−3)×(n−i−3) : i ≡ 1 (mod 2)
, and
P−1An =
 I2 S ′n−2
O(n−2)×2 P−1An−2

=

P−1Ai W
′
i Oi×(n−i−3)
O3×i X ′3×3 Z
′
3×(n−i−3)
O(n−i−3)×i O(n−i−3)×3 Y ′(n−i−3)×(n−i−3)
 for
S ′n−2 =
−1 0 · · ·
0 0 · · ·
 ,
W ′i =


0 0 0
... ... ...
−1 0 0
0 0 0

: i ≡ 0 (mod 2)

0 0 0
... ... ...
0 −1 0
 : i ≡ 1 (mod 2)
,
X ′3 =

P−1A3 : i ≡ 0 (mod 2)
I3 : i ≡ 1 (mod 2)
,
Z ′3×(n−i−3) =


0 0 0 · · ·
0 0 0 · · ·
0 −1 0 · · ·
 : i ≡ 0 (mod 2)
0 0 · · ·
−1 0 · · ·
0 0 · · ·
 : i ≡ 1 (mod 2)
,
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Y ′(n−i−3)×(n−i−3) =

 1 O1×(n−i−3)
O(n−i−3)×1 P−1An−i−3
 : i ≡ 0 (mod 2)
P−1A(n−i−3)×(n−i−3) : i ≡ 1 (mod 2)
Observe that we have GfA2 ,S = GfA2 ,H since the H = S. However this is no longer
the case for n > 2. Furthermore, since GfA3 ,H = GfA2 ,H and GfA2 ,S ⊂ GfA3 ,S then
we have that GfA3 ,H ⊂ GfA3 ,S . However for n > 3 the relationship between the two
groups is no longer clear.
We will now determine compute f(Tvi) for all 1 ≤ i ≤ n for An with n > 2.
Theorem 3.2. Given the diagram An, we have the transvections {Tv1 , · · · , Tvn} which
generate the group of transvection under the standard basis. Then
g(Tv1) = TN1 ,
g(Tv2i) = TMi for 2i ≤ n, and
g(Tv2i+1) =

I2i−1 C(2i−1)×3 O(2i−1)×(n−2i−2)
O3×(2i−1) L3 O3×(n−2i−2)
O(n−2i−2)×(2i−1) O(n−2i−2)×3 In−2i−2

for Ck×3 =

0 0 0
... ... ...
−1 0 1
 .
Proof. Consider An. To make the multiplication more clear we will use block matrices.
Recall that
Tv1 =
 L1 O2×(n−2)
O(n−2)×2 In−2

By explicit computation we have
g(Tv1) = P−1AnTv1PAn
= P−1An
 L1 O2×(n−2)
O(n−2)×2 In−2

 I2 Sn−2
O(n−2)×2 PAn−2

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= P−1An
 L1 L1Sn−2
O(n−2)×2 PAn−2

= P−1An
 L1 Sn−2
O(n−2)×2 PAn−2

=
 I2 S ′n−2
O(n−2)×2 P−1An−2

 L1 Sn−2
O(n−2)×2 PAn−2

=
 L1 Sn−2 + S ′n−2PAn−2
O(n−2)×2 In−2

=
 L1 O2×(n−2)
O(n−2)×2 In−2

= TN1 .
Now we will compute g(Tvi) for 1 < i ≤ n, also for convenience we will use k = i− 2.
g(Tvi) = P−1AnTviPAn
= P−1An

Ik Ok×3 Ok×(n−k−3)
O3×k L3 O3×(n−k−3)
O(n−k−3)×k O(n−k−3)×3 In−k−3


PAk Wk Uk×(n−k−3)
O3×k X3 Z3×(n−k−3)
O(n−k−3)×k O(n−k−3)×3 Yn−k−3

= P−1An

PAk Wk Uk×(n−k−3)
O3×k L3X3 L3Z3×(n−k−3)
O(n−k−3)×k O(n−k−3)×k Yn−k−3

=

P−1Ak W
′
k Oi×(n−k−3)
O3×k X ′3 Z
′
3×(n−k−3)
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3

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
PAk Wk Uk×(n−k−3)
O3×k L3X3 L3Z3×(n−k−3)
O(n−k−3)×k O(n−k−3)×k Yn−k−3

=

Ik P
−1
Ak
Wk +W ′kL3X3 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k X ′3L3X3 X
′
3L3Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3Yn−k−3

From earlier work we have two cases: k even and k odd. We will begin by considering
k even. Note that this corresponds to i = 2l for some l. Now we can finish computing
g(Tvi):
g(Tvi) = g(Tv2l)
=

Ik P
−1
Ak
Wk +W ′kL3X3 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k X ′3×3L3X3 X
′
3L3Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3Yn−k−3

=

Ik P
−1
Ak
Wk +W ′kL4 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k L′2 L5Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3Yn−k−3

=

Ik Ok×3 Ok×(n−k−3)
O3×k L′2 O3×(n−k−3)
O(n−k−3)×k O(n−k−3)×3 In−k−3

=

Ik Ok×2 Ok×(n−k−2)
O2×k L2 Ok×2
O(n−k−2)×k O(n−k−2)×2 In−k−2

= TMl
We will now consider k odd. Note that this corresponds to i = 2l + 1 for some l.
25
Observe that
P−1A3 L3PA3 =

1 0 0
1 1 0
0 0 1
 =: L
′
2,
L3PA3 =

1 0 1
1 1 0
0 0 1
 =: L4 and
P−1A3 L3 =

1 0 −1
1 1 −1
0 0 1
 =: L5.
g(Tvi) =

Ik P
−1
Ak
Wk +W ′kL3X3 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k X ′3L3X3 X
′
3L3Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3Yn−k−3

=

Ik P
−1
Ak
Wk +W ′kL3 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k L3 L3Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 Y ′n−k−3Yn−k−3

=

Ik P
−1
Ak
Wk +W ′kL3 P−1Ak Uk×(n−k−3) +W
′
kL3Z3×(n−k−3)
O3×k L3 L3Z3×(n−k−3) + Z ′3×(n−k−3)Yn−k−3
O(n−k−3)×k O(n−k−3)×3 In−k−3

=

Ik Ck×3 Ok×(n−k−3)
O3×k L3 O3×(n−k−3)
O(n−k−3)×k O(n−k−3)×3 In−k−3
 for
Ck×3 =

0 0 0
... ... ...
−1 0 1
 .
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3.2 Transvections of Dn
In this section we will determine how the GfDn ,S compares to GfDn ,H. To do this we
will not only perform similar computations that we did in the previous section for
An, but will also build on them.
v1 v2
· · ·
vn−2
vn−1
vn
We observe that since An−1 is a subgraph of Dn, we have that the transvections
Tv1 , · · · , Tvn−3 are the same as we saw for An. Due to this similarity, we will find
it useful to write T ′vi to refer to the transvection defined by vertex vi in An−1. The
transvections defined by vn−2, vn−1 and vn are
Tvn−2 =

In−3 O(n−3)×3
0 · · · 1 1− 1− 1
0 · · · 0 0 1 0
0 · · · 0 0 0 1

,
Tvn−1 =

In−2 O(n−2)×2
0 · · · 1 1 0
0 · · · 0 0 1
 , and
Tvn =
In−1 O(n−1)×1
0 · · · 1 0 1
 .
Recall that H for V with fDn depends on the parity of n; specifically we have
VD2n = VA2n−1 ⊥ 〈N ′n〉 and
VD2n+1 = VA2n ⊥ 〈Kn〉
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for N ′n = (nj) where n2r+1 = 1 for 0 ≤ r < n− 1, n2n = 1, and nj = 0 otherwise, and
for K = (kj) for k2n = −1, k2n+1 = 1 and kj = 0 otherwise. The difference in bases is
significant enough that we will have to consider the parity of n in separate cases.
We will begin by considering n even. If PD2n is the change of basis transformation
of V from S to H, then the vectors in H are the columns of PD2n . Hence we have
that
PD2n =
 PA2n−1 X
O1×(2n−1) 1
 and P−1D2n =
 P−1A2n−1 Y
O1×(2n−1) 1

for X t = (1, 0, 1, 0, · · · , 1, 0, 0) and Y t = (0, · · · , 0,−1, 0, 0).
In the following theorem we will consider the homomorphism g : GD2n,S →
SL2n(Z) defined by g(X) = P−1D2nXPD2n .
Theorem 3.3. Given the diagram D2n, we have the transvections Tv1 , · · · , Tv2n which
generate the group GfD2n ,S . Then
g(Tv1) = TN1 ,
g(Tv2i) = TMi for 2i ≤ 2n− 1,
g(Tv2i+1) =
gA2n−1(T ′2i+1) O(2n−1)×1
O1×(2n−1) 1
 ,
g(Tv2n) =
 I2n−3 C ′(2n−3)×3
O3×(2n−3) L′3
 for
L′3 =

1 0 0
0 1 0
1 0 −1
 and
C ′(2n−3)×3 =

0 0 0
... ... ...
−1 0 0
 .
Proof. We will now compute how the generators of GgD2n ,S maps via g(X) = P
−1XP .
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By explicit computation we have
g(Tv1) = P−1D2nTv1PD2n
= P−1D2n
 T ′v1 O(2n−1)×1
O1×(2n−1) 1

 PA2n−1 X
O1×(2n−1) 1

= P−1D2n
T ′v1PA2n−1 T ′v1X
O1×(2n−1) 1

=
 P−1A2n−1 Y
O1×(2n−1) 1

T ′v1PA2n−1 T ′v1X
O1×(2n−1) 1

=
P−1A2n−1T ′v1PA2n−1 P−1A2n−1T ′v1X + Y
O1×(2n−1) 1

=
 T ′N1 O(2n−1)×1
O1×(2n−1) 1

= TN1
We will now compute g(Tvk) for 1 < k 6= 2n− 2 and k 6= 2n.
g(Tvk) = P−1D2nTvkPD2n
= P−1D2n
 T ′vk O(2n−1)×1
O1×(2n−1) 1

 PA2n−1 X
O1×(2n−1) 1

= P−1D2n
T ′vkPA2n−1 T ′vkX
O1×(2n−1) 1

=
 P−1A2n−1 Y
O1×(2n−1) 1

T ′vkPA2n−1 T ′vkX
O1×(2n−1) 1

=
P−1A2n−1T ′vkPA2n−1 P−1A2n−1T ′vkX + Y
O1×(2n−1) 1

If we consider k even, then k = 2i. Hence we have that
g(Tvk) = g(Tv2i)
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=P−1A2n−1T ′v2iPA2n−1 P−1A2n−1T ′v2iX + Y
O1×(2n−1) 1

=
 T ′Mi O(2n−1)×1
O1×(2n−1) 1

= TMi .
If we consider k odd, then k = 2i+ 1. Hence we have that
g(Tvk) = g(Tv2i+1)
=
P−1A2n−1T ′v2i+1PA2n−1 P−1A2n−1T ′v2i+1X + Y
O1×(2n−1) 1

=
gA2n−1(T ′2i+1) O(2n−1)×1
O1×(2n−1) 1
 .
Observe that the order Nn and N ′n−1 is arbitrary. Hence if we swap the corresponding
row and columns of Tv2n−1 we will get Tv2n . Thus we have that
g(Tv2n) =
 I2n−3 C ′(2n−3)×3
O3×(2n−3) L′3
 for
L′3 =

1 0 0
0 1 0
1 0 −1
 and
C ′(2n−3)×3 =

0 0 0
... ... ...
−1 0 0
 .
If we consider n odd, then we have that
PD2n+1 =
 PA2n X ′
O1×2n 1
 and P−1D2n+1 =
 P−1A2n −X ′
O1×2n 1

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for X ′t = (0, · · · 0,−1).
In the following theorem we will consider the homomorphism g : GfD2n+1 ,S →
SL2n+1(Z) defined by g(X) = P−1D2n+1XPD2n+1 .
Theorem 3.4. Given the diagram D2n+1, we have the transvections Tv1 , · · · , Tv2n+1
which generate the group GfD2n+1 ,S . Then
g(Tvi) =
gA2n(T ′vi) O2n×1
O1×2n 1
 for i 6= 2n+ 1, and
g(Tv2n+1) =
gA2n(Tv2n) O2n×1
K 1

for K = (0, · · · , 1, 0).
Proof. Observe that
g(Tvi) = P−1D2n+1TviPD2n+1
=
 P−1A2n −X ′
O1×2n 1

 T ′vi O2n×1
O1×2n 1

 PA2n X ′
O1×2n 1

=
 P−1A2n −X ′
O1×2n 1

T ′viPA2n T ′viX ′
O1×2n 1

=
P−1A2nT ′viPA2n P−1A2nT ′viX ′ −X ′
O1×2n 1

=
gA2n(T ′vi) O2n×1
O1×2n 1

for i 6= 2n+ 1 and i 6= 2n− 1.
We will now compute g(Tv2n−1). Let Ct = (0, · · · ,−1, 0). We have
g(Tv2n+1) = P−1D2n+1Tv2n−1PD2n+1
=
 P−1A2n −X ′
O1×2n 1

T ′v2n−1 C
O1×2n 1

 PA2n X ′
O1×2n 1

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= P−1A2n −X ′
O1×2n 1

T ′v2n−1PA2n T ′v2n−1X ′ + C
O1×2n 1

=
P−1A2nT ′v2n−1PA2n P−1A2n(T ′v2n−1X ′ + C)−X ′
O1×2n 1

=
gA2n(T ′v2n−1) P−1A2n(X ′ + C)−X ′
O1×2n 1

=
gA2n(T ′v2n−1) O2n×1
O1×2n 1
 .
Now if we consider i = 2n+ 1. Let K := (0, · · · , 1, 0). We have
g(Tv2n+1) = P−1D2n+1Tv2n+1PD2n+1
=
 P−1A2n −X ′
O1×2n 1

I2n O2n×1
K 1

 PA2n X ′
O1×2n 1

=
 P−1A2n −X ′
O1×2n 1

 PA2n X ′
KPA2n 1
 .
We note that the (2n− 1)th row of A2n is K. Hence we have
=
 P−1A2n −X ′
O1×2n 1

PA2n X ′
K 1

=
I2n −X ′K P−1A2nX ′ −X ′
K 1

=
gA2n(Tv2n) O2n×1
K 1
 .
We note that −X ′K =
 O2n−2 O(2n−2)×1 O(2n−2)×1
O1×(2n−2) 1 0
.
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3.3 Transvections of E6, E7, E8
In this section we will compute how im(GV,S) under P−1Ei XPEi relates to GEi,H for
the ADE-diagrams E6, E7, and E8.
Recall from earlier that the classification theorem gives us that VE6 can be ex-
pressed as
VE6 = 〈N1 := (1, 0, 0, 0, 0, 0, 0), N2 := (0, 1, 0, 0, 0, 0, 0)〉
⊥ 〈N3 := (0, 0, 0, 0, 1, 0), N4 := (0, 0, 0, 0, 0, 1)〉
⊥ 〈N5 := (1, 0, 1, 0, 0, 1), N6 := (0, 0, 0, 1, 0, 0)〉 .
Similarly from earlier if we take these basis elements to be the columns of a matrix
PE6 then PE6 is the change of base from the standard basis to the hyperbolic basis.
Specifically, we have that
PE,6 =

1 0 0 0 1 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 1 0

, and we also have P−1E,6 =

1 0 −1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 −1 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0

.
If we consider the homomorphism g : GE6,S → SL6(Z) defined by f(X) = P−1E6 XPE6 ,
then we have the following:
g(Tv1) = TN1 ,
g(Tv2) = TN2 ,
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g(Tv3) =

1 −1 1 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 −1 1 1 0 1
0 1 −1 0 1 −1
0 0 0 0 0 1

,
g(Tv4) = TN6 ,
g(Tv5) = TN3 and
g(Tv6) = TN4 .
Observe that we have
g(〈Tv1 , Tv2〉) = 〈TN1 , TN2〉
g(〈Tv5 , Tv6〉) = 〈TN3 , TN4〉 .
We note that it appears that TN5 6= g(X) for any X ∈ GfE6 ,S . However, by compu-
tation we have that
g(Tv3T−1v1 T
−1
v6 ) =

1 0 1 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 −1 0 1 0 1
0 1 −1 0 1 −1
0 0 0 0 0 1

.
By block matrix multiplication we can see that
〈
g(Tv3T−1v1 T−1v6 ), g(Tv4)
〉 ∼= 〈TN5 , TN6〉 .
Unfortunately g(Tv3T−1v1 T−1v6 ) does not commute with TN2 and TN3 . Hence it is not
clear whether g(GfE6 ,S) contains an isomorphic copy of GfE6 ,H.
If we now consider E7, then we have that
VE7 = VE6 ⊥ 〈N ′7 := (0, 0, 0, 1,−1, 0− 1)〉
34
Further, we can also compute that
PE,7 =

0
0
0
PE,6 1
−1
0
O1×6 −1

and P−1E,7 =

0
0
P−1E,6 −1
0
0
1
O1×6 −1

.
Hence if we take g : GfE7 ,S → SL7(Z) defined by g(X) = P−1E7 XPE7 then we have the
following:
g(Tv1) = TN1 ,
g(Tv2) = TN2 ,
g(Tv3) =
gE6(v3) O6×1
O1×6 1
 ,
g(Tv4) = TN6 ,
g(Tv5) = TN3 ,
g(Tv6) = TN4 ,
g(Tv7) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 −1 −1 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 1 1 1 0
0 0 0 −1 −1 0 1

.
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Similar to E6 we have that
〈
g(Tv3T−1v1 T−1v6 ), g(Tv4)
〉 ∼= 〈TN5 , TN6〉 . Again it is not clear
whether GE7,H is contained in the image of GE7,S .
Finally, if we consider E8, then we have that
VE8 = VE6 ⊥ 〈N7 := (0, 0, 0, 1,−1, 0,−1, 0), N8 := (0, 0, 0, 0, 0, 0, 0,−1)〉 .
We can also compute the change of basis matrix PE8 in a similar manner as earlier
to obtain
PE,8 =

0 0
0 0
PE,6 0 0
1 0
−1 0
0 0
O2×6 −1 0
0 −1

and P−1E,8 =

0 0
0 0
P−1E,6 −1 0
0 0
0 0
1 0
O2×6 −1 0
0 −1

.
Hence if we take g : GE8,s → SL8(Z) defined by g(X) = P−1E8 XPE8 then we have
the following:
g(Tv1) = TN1 ,
g(Tv2) = TN2 ,
g(Tv3) =
gE6(v3) O6×2
O2×6 I2
 ,
g(Tv4) = TN6 ,
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g(Tv5) = TN3 ,
g(Tv6) = TN4 ,
g(Tv7) =

0
0
gE7(V7) −1
0
0
1
−1
O1×7 1

and
g(Tv8) = TN8 .
It again is not clear whether GfE8 ,H is contained in the image GfE8 ,S .
37
Chapter 4
Future Questions
In this section we will discuss a few directions that this can be taken to build on this
thesis.
In Chapter 3 we determine how elements in S maps to in SLn(Z) for a variety
of diagrams. We saw that for n ≤ 3 we have GfAn ,H ⊂ GfAn ,S ; we had equality for
n = 2. The relationship became unclear when n > 3. For what values of n > 3
does GfAn ,H ∼= H ⊂ GfAn ,S? Similar questions can be raised for Dn, E6, E7, and E8.
If there is no such subgroup H for An with n > 3 then it is reasonable to expect
that such containment would fail for the diagrams Di and Ei that have An as a
subdiagram.
The results in Chapter 2 and Chapter 3 has been specific for fields of characteristic
0. What would the analog of these results be for fields of characteristic non-zero?
Further since we have that skew-symmetric is the same as symmetric in the charac-
teristic 2 case it is reasonable for analog results to not hold. Is it true that the analog
results don’t hold for characteristic 2? And why do they fail?
Another natural question is how do these results translate for free Z-modules. It
is possible to prove an analog of Theorem 2.11 for free Z-modules, and to generalize it
to free modules over an arbitrary PID. It is worth pointing out that the classification
of Z-modules is not as nice because Lemma 2.5 is no longer possible because we lose
division when working in this case. So how does this decomposition of the modules
affect the group of transvection compared to the group of transvections of the ADE-
diagrams for the standard basis? Also, how do these groups compare to the results
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that we have found for fields?
For both of these questions is it possible to find similar relations that we saw in
Theorem 2.22?
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