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Abstract
Search engines process millions of user queries on a daily basis. The response to a query
is typically in a form of a results page, construction of which involves identifying a set of
documents that match the query — via an index — and, for each document, constructing
a query-biased summary sourced from the document’s text. For a search system to achieve
high throughput, the efficient processing of both these tasks is paramount. Most published
work that aims to improve search efficiency is focused on optimising the inverted index.
Techniques such as compression, pruning, caching, and reordering of inverted indexes have
been shown to substantially speed up the query evaluation process. To date, however, there
is no published literature that examines the efficient generation of query-biased summaries.
In this thesis we propose a compression based scheme for representing documents that
allows efficient snippet generation. We demonstrate that, while compared to a baseline, the
proposed system provides slightly inferior compression rates, it is on average 60% faster in
generating snippets.
In addition to compression, we also explore lossy means of compacting documents, or doc-
ument pruning. Using a document pruning scheme based on sentence reordering, we show
that over half the content of a collection can be discarded, yet still be able to produce snippets
of quality comparable to those derived using the full documents. Our experimental results
show that, using pruned and then compressed documents as surrogates of the full, average
snippet generation time is reduced by over 40%. In addition to limiting the amount of data
processed, such pruned documents are candidates for caching. By caching such pruned surro-
gates, we show that a substantially higher cache hit ratio can be achieved. Moreover, the snip-
pet generation throughput also increases by 58% compared to using a cache of full documents.
Finally, we examine whether the combination of pruning and caching of inverted indexes
can yield similar gains as with the pruned document surrogates. While pruning and caching
of inverted indexes have been studied in parallel streams, there is little published work which
1
2examines their combination. Our experimental results on two large data-sets show that the
use of the index pruning scheme we propose reduces by over 60% the amount of data processed
when evaluating queries. By caching pruned inverted lists instead of the full inverted lists,
we demonstrate that a gain of 7% in cache hit rate can be achieved.
Together, these new methods substantially reduce the infrastructure required to provide
a large-scale search service.
Chapter 1
Introduction
Information retrieval systems, such as web search engines, are used to answer millions of user
queries on a daily basis. The response to a query is typically a results page containing a list of
documents, each with a brief summary. Two tasks that underpin the process of constructing a
results page are identification of documents that match the query and generation of document
summaries, both of which require access to data on disk.
To enable resolution of the diverse range of user queries, web search engines index large
collections of documents. At the same time, it is also desirable to maximise the query
throughput and minimise the response time for a query, given limited resources. To satisfy
these competing expectations, efficient access to the data used by the two components of
search is paramount. This thesis concerns efficient strategies of storing and retrieving the
disk-resident data used by search engines, with the objective of minimising the overall query
throughput.
Collections indexed by search engines may contain various types of documents, includ-
ing images, text, videos, or audio. The focus of this thesis is on collections composed of
text documents, in particular natural language text documents, such as electronic publica-
tions (scientific or news articles) or the content of web documents, also known as webpages.
Queries, a representation of the user’s information need, are expressed as a set of terms,
where a term is a sequence of alphanumeric characters delimited by whitespace.
To efficiently resolve a query, a search engine needs to be able to quickly identify which
documents contain the queried terms. A practical solution to locating query terms is to use
an inverted index, so that a query can be resolved without inspecting the collection, by simply
examining the inverted index entries (inverted lists) of the query terms. The documents that
3
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Figure 1.1: A result page example from a commercial search engine obtained in response to
the query “SIGIR” on October 9, 2008.
best match the query, according to a similarity heuristic, are then returned to the searcher
in a form of a results page. Figure 1.1 illustrates a results page from a commercial search
engine in response to the query “SIGIR”. In addition to the list of matching documents,
supplementary information about each document, for example a brief summary, is added to
the results page. These costs — of index processing and summary generation — constitute
the major components of query evaluation time.
Query-biased Summaries
The notion of representing a user information need as a query as well as the similarity
heuristics used for query retrieval alluded to earlier, are imprecise. For instance, a query
may be interpreted in more than one way, as illustrated by the example in Figure 1.1.
Here, while the searcher may have intended to locate the homepage of the Special Inspector
General for Iraq Reconstruction (SIGIR) program, many results pertaining to the information
5retrieval conference have also been retrieved. Therefore, it is not uncommon for the results
to include documents that match the query but are irrelevant to the user’s need. The main
purpose of including the summaries (query-biased snippets) is to help the searcher to identify
those documents in the results page that are of potential interest to their need without
inspecting their full content. Furthermore, snippets may directly provide the information
sought, obviating the need to visit the full document.
The value of snippets in assisting users to locate relevant documents has been stud-
ied in several publications. In particular Tombros and Sanderson [1998] found that users
could locate more relevant documents and were less likely to refer to the full documents
when presented with query-biased summaries. White et al. [2003] confirmed user prefer-
ence for query-biased summaries, by measuring the time it took users to complete search
tasks.
Query-biased snippets are custom-generated for every retrieved document by extracting
sentences relevant to the query from either the document’s content or its metadata. The
process of generating a snippet involves two stages. In the first stage, documents are fetched
from disk, and their content is parsed. In the second stage, the sentences in a document are
scored against the query for similarity, and the top-scoring sentences are selected to form the
snippet. This process is repeated for at least 10 to 20 documents for every query resolved.
However disk accesses are expensive. Given that the summarisation process incurs 10 to 20
disk accesses per query, it can easily dominate the cost of evaluating queries. Therefore,
for efficient query processing, it is paramount that the resources consumed and time spent
generating snippets are as small as possible.
Despite the recognised importance of efficient query evaluation, there is no prior published
work, other than that included in this thesis, that concerns efficient generation of snippets.
In this thesis we study document storage techniques to support efficient query-biased snippet
generation. In other areas of search engine design, compression has played an important role
in reducing disk access time. We therefore ask
• What document compression methods facilitate efficient snippet generation?
In Chapter 3 we propose a Compression Token System (CTS), a scalable, compact
document storage system that reduces the time taken to fetch a document from disk by
applying compression. While there is rich body of research on compressing documents for
text retrieval systems, this is the first work that has focused solely on investigating the value
of compressing text documents for the purpose of efficient snippet generation.
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Our experimental results using CTS demonstrate significant reduction in the average
time spent generating snippets for a query. This is largely due to the reduction in disk access
overhead, and the use of a document representation scheme that allows fast matching of query
terms within the document. Further, we explore how caching of compressed documents can
be used to reduce or altogether remove the disk access cost for some documents.
While compression does reduce the size of documents, further compaction can be achieved
by removing parts of each document that are not useful for snippet generation, that is by
document pruning.
The potential effect of document pruning on processing throughput is twofold. First, the
cost of fetching full documents is reduced, as smaller documents are read from disk. Second,
as there are smaller portions of each document to evaluate in order to construct snippets,
the in-memory processing times are also reduced. However, the document pruning scheme
used should retain the part of a document that is necessary for snippet generation. To this
end we ask:
• How can we construct compact document surrogates that permit effective and efficient
snippet generation?
From inspection of the content of documents indexed by search engines, in particular web
documents, it is clear that not every sentence and section of a document is useful for gen-
erating snippets. Documents contain adversarial content, boilerplate templates, JavaScript,
Cascading Style Sheets, and other materials that are useless for snippet generation. Further-
more, natural language text documents tend to contain repetitive and redundant pieces of
text that are of little additional value when generating snippets.
In this thesis we study document pruning strategies. In particular, we examine construc-
tion of compact surrogates of a document that produce high quality snippets. In Chapter
4, we propose document pruning schemes with the aim of further speeding up query-biased
snippet generation.
Our document compaction schemes prune each document by retaining only those sen-
tences that are likely to be included in a query-biased snippet. The pruned surrogates are
then used to construct snippets. Our experimental results show that, for large sets of queries,
these surrogates produce snippets of comparable content to those generated using the full
documents. Moreover, by caching the pruned surrogates, we show that a larger portion of
documents can be maintained in memory, thereby avoiding disk access for those documents,
and in turn significantly reducing the average query snippet generation time.
7Inverted Index Caching and Pruning
Given the obvious advantages brought by caching pruned documents, a natural question
to ask is whether similar benefits can be obtained for the other major disk-resident data
structure in a search engine, the inverted index. Inverted indexes typically require storage
of about 20%–40% of the collection size [Zobel and Moffat, 2006]. For small collections the
inverted lists may fit in memory, but for larger collections some or all of the lists must reside
on disk. As more lists are maintained on disk, the portion of query time spent accessing disk
also increases. In fact, for large collections, a considerable component of the query evaluation
time is spent accessing disk [Scholer et al., 2002].
A common technique to reduce the volume of the inverted lists processed is through
index pruning, where inverted lists are organized so that documents with a high probability
of being returned are stored at the front of the list, and only the initial parts of the inverted
lists are processed [Persin et al., 1996; Carmel et al., 2001]. Index pruning strategies can
either be static or dynamic. In static pruning schemes, the portion of an inverted list to
be processed is decided independent of the query being evaluated, and so less disk traffic is
required during query evaluation than if the full list is used [Carmel et al., 2001; de Moura
et al., 2005; Bu¨ttcher and Clarke, 2006]. In dynamic pruning, the volume of an inverted
list processed is dependent on the query, and so savings vary [Persin et al., 1996; Anh and
Moffat, 2006; Garcia, 2007].
An alternative strategy commonly used to reduce query evaluation time is index caching.
By effectively maintaining inverted lists in memory, part of the disk access incurred when
fetching them at query time can be avoided.
An added advantage to pruning inverted lists is to improve caching. Given the finite
amount of memory a search engine has to operate under, using pruned lists means that more
lists can be cached, and in turn reducing the number of disk accesses.
Existing inverted list caching literature primarily focuses on caching full (unpruned)
lists [Long and Suel, 2005; Baeza-Yates et al., 2007; Zhang et al., 2008]. In this thesis
we investigate the value of caching pruned inverted lists. In particular we aim to establish
• What efficiency gains can be achieved by caching pruned inverted lists instead of the
full lists?
In Chapter 5 we experiment with a new dynamic inverted list pruning scheme. Here, only the
parts of a list that are actually used to evaluate a query are cached. We also examine cache
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performance under several new cache management schemes including, recently proposed cost-
aware cache eviction policies that take into account several properties of items in cache when
determining which entries to evict next [Cao and Irani, 1997; Garcia, 2007]. Experimental
results involving two large collections and their corresponding large query logs show that the
dynamic pruning scheme proposed uses less than 40% of the amount of data processed by the
full index, while retrieving results that are comparable effectiveness to those generated by
the full. Moreover, we demonstrate that a cache that uses pruned inverted lists consistently
outperforms one that uses full inverted lists.
The implications of the three contributions made in this thesis is that they considerably
reduce the disk overhead cost and in memory processing time associated with the two phases
of search: identifying a set of document that match the user query and generating snippets
for the set of retrieved documents. The combination of document compression and document
pruning more than doubles the throughput of snippets generation process. Meanwhile, we
show that a considerable portion of disk accesses when fetching inverted lists can be averted
by caching pruned lists.
Thesis Structure
The remaining chapters in this thesis are as follows.
Chapter 2 provides an overview of the architecture of search engines and reviews the body
of literature that concerns efficient query evaluation. A focus of this chapter is the
inverted index and the documents from which summaries are generated.
Chapter 3 proposes and evaluates a document management system for efficient access to
documents during snippet generation.
Chapter 4 examines how documents can be further compacted by pruning parts that are
not necessary for snippet generation. This section also studies how pruned documents
can be cached to further reduce the disk access cost associated with fetching documents.
Chapter 5 investigates whether the principles of pruning and caching can also be applied
to the inverted index.
Chapter 6 provides concluding remarks and suggests potential future work that can be
undertaken to extend this research.
Chapter 2
Background
Our work in this thesis builds on prior research work, and the contributions made span
several aspects of search engine design. In this chapter we provide preliminary background
and review related literature.
We begin by introducing relevance, a concept central to information retrieval systems,
and describe the models used to retrieve relevant documents. In Section 2.3, we provide
an architectural overview of a search system used to support efficient retrieval. In par-
ticular, we pay attention to the index data-structure and how it is used to find relevant
documents. Section 2.6 studies effective representation of documents, where we focus on
document summarisation and compact document storage strategies, as they form the ba-
sis for the work carried out in Chapters 3 and 4 – efficient query-biased summary genera-
tion.
2.1 Relevance and Text Retrieval Models
The goal of an information retrieval system is to assist users in fulfilling their information
need, by retrieving documents relevant to that need [Salton and McGill, 1986]. Central
to the retrieval process is the concept of relevance. Although we intuitively understand
relevance, formalising what constitutes a relevant document to a user’s request has proven
to be elusive. This is largely because relevance is a subjective notion [Swanson, 1986]. A
document’s relevance to a query varies between users, based on their background knowledge
or their cognitive state when searching. This has been shown in several studies to date, which
reveal considerable disagreement between what different users perceive as relevant [Voorhees,
1998; Al-Maskari et al., 2008; Bailey et al., 2008; Scholer et al., 2008].
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The attempt to define relevance has been the subject of much research. Cooper [1971],
Saracevic [1975], van Rijsbergen [1989], Harter [1992] are just a few that discuss various
interpretations of relevance and how relevance may be quantified. A comprehensive survey
of literature on relevance in information retrieval field was compiled by Mizzaro [1997]. A
conclusion drawn by Mizzaro is that there is no clear consensus on the understanding and
definition of relevance.
In the absence of a concrete notion of relevance, a simplified alternative adopted by cur-
rent retrieval systems is objective relevance (also known as system-oriented or algorithmic
relevance). The relevance between a document and a user request is based purely on the con-
tent of the query and that of the document [Saracevic, 2006; Lavrenko, 2004]. A document
is said to be relevant to a query if “there is enough semantic overlap in [their] represen-
tation” [Lavrenko, 2004]. However, relevance that is solely based on content means that
relevant documents expressed using different representation may not be retrieved, while,
documents that are irrelevant to a query may be retrieved simply because they are simi-
lar or mention the query terms. In a sense, the above simplification turns an information
retrieval system from one that informs, (changes the knowledge of the user on a topic)
to one that merely informs the user of the existence and locations of the documents re-
lating to their request [Lancaster, 1968]. The onus of identifying the exact information
which satisfies their request from the retrieved documents is therefore delegated to the
user.
Merely presenting documents whose content overlaps with the query is not effective. Next,
we introduce query evaluation models used by text retrieval systems to establish objective
relevance, which hereafter we refer to simply as relevance.
2.1.1 Boolean Retrieval Model
In Boolean retrieval, queries are represented as Boolean expressions, where terms are joined
using Boolean operators OR, AND, or NOT. A Boolean query is an expression that has a value
of true or false with regards to a given document. As a result, a document is only considered
relevant if it meets the expression specified by the query. For instance, given the query (rice
AND condoleezza) NOT fried, a document is retrieved only if it contains the terms rice
and condoleezza and does not contain the term fried.
Although it may be intuitive and theoretically sound, the use of Boolean retrieval has
some limitations. For instance users find it difficult to express their natural language requests
2.1. RELEVANCE AND TEXT RETRIEVAL MODELS 11
as a Boolean expression. Furthermore, the use of the AND and OR operators provides limited
flexibility for partial query matching.
Most current retrieval systems use ranked query models. Here, queries are expressed
in free-form text (unordered bag of words) without the need for joining Boolean operators.
Instead of binary relevance — where a document is either relevant to the query or not — a
document is assigned a continuous weight which reflects its degree of similarity to the query.
Retrieved documents are ranked in decreasing order of their similarity weight.
2.1.2 Vector Space Model
The vector space model is one of the earliest retrieval models to utilise weighted query-
document similarity [Salton, 1971; Baeza-Yates and Ribeiro-Neto, 1999; Witten et al., 1999;
Manning et al., 2008]. In the vector space model, a document is represented as a t-dimensional
vector, where each dimension corresponds to a unique term in the collection. The similarity
between two document vectors ~d1 and ~d2 in this vector space is then computed by taking the
cosine of the angle between them. The smaller the angle between the two vectors, the higher
the cosine score and the more similar they are considered to be.
cos(θ) =
~d1 · ~d2
| ~d1|| ~d2|
(2.1)
The numerator in the above equation (~d1 · ~d2) is the inner product of the two vectors, while
| ~d1| and | ~d2| are their corresponding Euclidean lengths used to normalise the vectors to their
unit vectors. Using this representation, a query is treated as a document and the similarity
sim(d, q) between a document d and a query q can be computed by taking the cosine of the
angle between their corresponding vectors, ~d and ~q.
A realisation of the above dot product is to compute the product of the weight of each
query term in the document, wd,t and the query wq,t as shown in Equation 2.2. A term
weight is a score which reflects its weight in the document or query. Terms that do not occur
in both query and document receive no weight. These weights are then summed to compute
a final document-query similarity score.
sim(d, q) =
~d · ~q
|~d||~q|
=
∑
t∈q∩d wd,t × wq,t√∑
t∈d w
2
d,t ×
√∑
t∈q w
2
q,t
(2.2)
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It should be noted, however, that the document score generated by sim(d, q) does not reflect
(and cannot be used to establish) relevance. Instead, it is simply used to rank documents in
(decreasing) order of similarity to the query, which can be interpreted as an estimate of the
likelihood of relevance.
The Vector Space Model, however, does not specify how term weights should be derived.
A common approach to obtain term weights is based on term statistics, which is the TF×IDF
principle. TF refers to the term frequency within a document, that is, a term is considered
of greater importance if is used in a document more frequently than other terms [Luhn,
1958; Salton and Buckley, 1987]. However, as Spa¨rck Jones found, a term’s frequency in
a document alone does not imply importance [Spa¨rck Jones, 1972]. A term that occurs
frequently in a document may also occur frequently (across others) in the collection.
Inverse document frequency (IDF) is used to counter the shortcomings of TF [Spa¨rck Jones,
1972]. With the IDF component, the fewer documents a term occurs in, then the more dis-
criminating power that term has. By combining TF and IDF, terms that occur frequently
in a document but rarely across the collection receive the highest weight.
While the direct product of TF and IDF can be used to compute term weight, variations
are commonly adopted [Salton and Buckley, 1987]. In this thesis we make use of the following
combination, due to Zobel and Moffat [1998]. The within-document term frequency, TF, is
specified as
TF = 1 + ln(fd,t), (2.3)
while the inverse document frequency is defined as,
IDF = ln
(
1 +
N
Ft
)
(2.4)
where fd,t is the raw count of query terms t in document d, N is the number of documents
in the collection, and Ft is the count of documents that contain the term t. To ensure either
value of TF or IDF does not dominate the final product, the logarithm of both values is used.
The above TF×IDF similarity score is however biased in favour of long documents. Long
documents tend to contain more frequent terms and are more likely to use rare terms, as
a result are more likely to receive a higher weight than shorter, yet equally relevant docu-
ments. The length normalisation component — denumerator in Equation 2.2 — attempts to
compensate for such bias.
A criticism of the vector space model is that it lacks principled theoretical foundation,
and that it is largely an ad hoc, heuristic based retrieval approach. Nevertheless, it is simple
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to implement and relatively easy to understand, while providing reasonable effective retrieval
performance [Baeza-Yates and Ribeiro-Neto, 1999].
2.1.3 Probabilistic Model
The notion of similarity employed by the vector space model does not regard relevance in its
ranking process. The probabilistic model approach explicitly estimates the likelihood that a
document is relevant to the query [Maron and Kuhns, 1960; Robertson and Spa¨rck Jones,
1976; Fuhr, 1992; Spa¨rck Jones et al., 2000]. Retrieved documents are presented to the
searcher ranked according to this relevance probability.
The probabilistic model does not specify how to precisely quantify such relevance proba-
bilities. One way of estimating relevance probability is to use previous relevance judgements;
that is, by observing the probability of a query term appearing in a relevant document.
However, for large scale information retrieval systems, acquiring such relevance judgements
is impractical.
An implementation of the probabilistic model that circumvents the need for relevance
judgements, and has proven to yield reasonable performance, is the OKAPI Best Match 25
(BM25) weighting scheme. The derivation of the probabilistic model and OKAPI BM25 are
beyond the scope of this thesis. For a comprehensive coverage of these, the reader may refer
to Spa¨rck Jones et al. [2000] and Manning et al. [2008].
Given a query q and a document d, the probability of a document’s relevance using the
OKAPI pRel(q, d) formula is computed as,
∑
t∈q∩d
[
log
(
N − Ft + 0.5
Ft + 0.5
)
×
(k1 + 1)fd,t
k1 × ((1− b+ (b× (dlen/davgLen))) + fd,t
]
×
(k3 + 1)fq,t
k3 + fq,t
(2.5)
whereN is the number of documents in the collection, Ft is the count of documents which con-
tain the query term, dlen is the document length, and davgLen is the average document length
across the collection. The query component of Equation 2.5 is constant for all documents
ranked; therefore it has no impact on final ranking and can be ignored. The parameters, k1,
used to control the within-document term frequency weight, b, used to adjust the document
length component, and k3, used to control the query terms’ weight, are typically set to 1.2,
0.75, and ∞ respectively [Robertson and Walker, 1999]. However, these parameters should
be tuned per collection used.
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2.1.4 Language Modeling
Language models are a form of generative models. Given a probability distribution of symbols
in a language, generative models can be thought of as state machines that generate sample
output based on that model. Generative models can also be used to recognise whether a
symbol was generated using a particular model. Language models are an example of the
latter, where the likelihood P (t|M) that an unseen symbol t was generated using a pre-
computed model M is estimated.
Prior to their application in information retrieval, language models had been widely
adopted in other areas of Computer Science. They are employed in optical character recogni-
tion, spelling correction, handwriting recognition, information coding, and statistical machine
translation, where, given some training data, they are used to predict the likelihood of subse-
quent symbols or tokens [Bahl et al., 1983; Brown et al., 1990; Manning and Schu¨tze, 1999].
In information retrieval, language models measure document-query relevance by esti-
mating the likelihood that the user’s query and a document were generated from the same
language model [Ponte and Croft, 1998]. For ranked retrieval purposes, we are interested in
computing the document probability P (d|q); that is, given a query q, we aim to estimate the
likelihood that the document d is based on the query’s language model. Retrieved documents
are then ranked in order of this likelihood. Using Bayes’ rule, the likelihood of observing d
given q can be expressed as follows:
P (d|q) =
P (d)P (q|d)
P (q)
. (2.6)
The enumerator of the above equation, P (q), which estimates the query likelihood, is constant
for a given query and therefore has no impact on the final ranking. Similarly, the document
prior, P (d), which incorporates any prior knowledge of a document’s relevance, such as its
popularity [Garcia, 2007], its authority [Farahat et al., 2006], or its length [Singhal et al.,
1995], is often assumed to be constant across all documents, and is therefore ignored for
ranking purposes [Ponte and Croft, 1998; Zhai and Lafferty, 2004]. It should be noted,
however, that using non-uniform priors has been shown to provide superior effectiveness.
Najork et al. [2007] show that the performance of a retrieval system can be improved by
using a mix of OKAPI BM25 and document link information compared to BM25 alone. After
applying the above simplification, the probability P (d|q) is in effect equivalent to P (q|d). The
advantage of this transformation is that, since a document has more content than a query,
it can be used to develop a rich model from which probabilities can be estimated.
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A further assumption made here and in the previous models is that terms occur in-
dependently. That is, a term’s likelihood is computed independent of the order and con-
text that it occurs in the query and the document. Incorporating context requires build-
ing complex and larger search data-structures, while providing little additional effectiveness
gains [Srikanth and Srihari, 2002]. Based on the above independence assumption, the query
likelihood can be estimated as the independent probability of each query term occurring in
the document:
P (q|d) =
∏
t∈q
P (t|d) =
∏
t∈q
fd,t
|d|
(2.7)
where fd,t is term t’s frequency in the document, and |d| is the total number terms in the
document.
Equation 2.7 works given that a document contains all query terms. Documents partially
matching the query — where one or more query terms do not appear in the document — will
have a zero probability, equivalent to the probability of a document that does not contain
any query terms. This is known as the zero-frequency problem.
To address the zero-frequency problem, smoothing is applied where, in addition to the
document model, a term’s estimate from a background model is incorporated. A commonly
used background model is that of the collection. Here, the collection is treated as a larger
sample of the document; and in the case of a zero-frequency, its model functions as a surrogate
of the document model. Beyond the zero frequency problem, smoothing also serves another
important role, to improve the accuracy of the document model estimates, as the document’s
model alone does not provide sufficiently accurate estimates.
To ensure the contribution of collection model is controlled, a tuning parameter, λ, is
introduced. The smoothed language model is computed as:
P (q|d) =
∏
t∈q
(
λ
fd,t
|d|
+ (1− λ)
fC,t
|C|
)
(2.8)
where the values of λ range from 0, where only the document model is used and to 1, where
only the collection-wide model is used, and fC,t is the collection wide frequency of term t
and |C| is the count of distinct terms in the collection.
In addition to the above simple linear interpolated smoothing (Jelinek-Mercer) approach,
more sophisticated methods have been proposed [Hiemstra et al., 2004; Zhai and Lafferty,
2004]. In this thesis we use Bayesian smoothing (also known as Dirichlet smoothing) [Hiem-
stra et al., 2004]. Instead of a single tuning parameter, the smoothing applied to a term’s
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estimate is determined on a per-document basis. The Dirichlet-smoothed likelihood of a term
given a document is computed as:
P (t|d) =
fd,t + µP (q|C)
|d|+ µ
and the values of µ typically range between 1500–2500 [Bernstein et al., 2005]. For web-
style (short queries) on a large web collection, Zhai and Lafferty [2004] found that Dirichlet
smoothed language models provide better effectiveness compared to other smoothing meth-
ods.
Divergence-Based Language Models
In the previous approach to language modeling, document-query similarity was determined
by computing the likelihood estimates that a query originates from the same model as the
document. An alternative approach is to measure how different the query and the document
models are. This can be done by measuring the relative entropy or “distance” between the
model of the query and that of the document, also known as Kullback-Leibler (KL) divergence
or KLD for short [Cover and Thomas, 1991; Zhai, 2008]. The KL divergence between a query
model q and a document d can be computed as,
KLD(q, d) =
∑
t∈q
P (t|q) log
P (t|q)
P (t|d)
where P (t|q) — the probability of observing the term t in q — and P (t|d) — the term’s
probability in the document — are computed as, P (t|M) = ft,M/|M |. The shorter the dis-
tance between the two models, the higher the KL divergence, the more similar the document
and query models are. To ensure query terms absent from the document do not cause the
log component to fail, computing the KL divergence can be restricted to terms that occur in
the document and the query.
While the KL divergence model may appear to be different to the likelihood approach
discussed earlier, Zhai [2008] shows that in practice it is a special case (generalisation) of the
likelihood based language model.
2.2 Measuring Retrieval Performance
Having identified the models used to resolve a query and identify relevant documents, here
we describe a framework for evaluating and comparing the performance of IR systems. Eval-
uation of a retrieval systems generally takes one of two forms, it can either focus on efficiency
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or effectiveness. Efficiency measures resource consumption. Effectiveness is concerned with
measuring the quality of the results retrieved. A system that returns more relevant docu-
ments is perceived to be more useful and more likely to satisfy the information needs of its
users.
2.2.1 Retrieval Efficiency Evaluation
Efficiency evaluation is measured in both space and time. Two aspects of search systems
that are most commonly evaluated are the construction of the index and query evaluation
using the index. Compared to query evaluation, index construction is a rare event. In this
thesis, we focus on query evaluation; in particular we measure the efficiency of the snippet
generation process and the identification of set of relevant documents in response to a query.
Here, measuring efficiency entails quantifying the amount of disk space, memory, processing
power and the wall clock time taken to complete a given task.
2.2.2 Retrieval Effectiveness Evaluation
Effectiveness evaluation of a retrieval system measures the quality of the documents retrieved
by the system. Traditionally this involves querying the search system with a representative
sample of user queries, and then assessing the number of relevant documents the system
retrieves. Measures used include counting the number of relevant documents returned, recall,
and recording the rank position of relevant documents retrieved, precision.
Recall
Recall quantifies a systems ability to return as many relevant document as possible. Given a
result set for a query q, recall is measured as a fraction of the number of relevant documents
retrieved, rq, of the total number of relevant documents present in the collection, Rq.
Recallq =
rq
Rq
For example, in a query’s results-list, if only 10 documents are relevant of a total possible 40
relevant documents, then the recall for such system is 10
40
= 25%. Consistent high recall scores
indicate that the system returns a large fraction of the possible set of relevant documents.
Central to the recall measure is the knowledge, for each query, of the total number of
relevant documents present in a collection (Rq). Although this may be feasible to acquire in a
small collection, for large-scale collections of text documents, establishing such information is
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infeasible. Furthermore, studies of web search engines and user interaction indicate that users
tend to only inspect the first few documents in a results-list and usually have little interest
in browsing through the entire set of relevant documents [Spink et al., 2001; Joachims et al.,
2007]. Therefore, for large-scale text search, the focus is on retrieving relevant documents
ranked highly in the results-list.
Precision
Precision measures a search system’s ability to highly rank relevant documents. This is
measured as the fraction of relevant documents in the retrieved set of results. A commonly
used precision measure is P@n (precision at n). P@n computes precision after the first n
documents. Typically used precision measures include P@10, P@20, P@100 and P@1000,
which correspond to the ratio of relevant documents found after 10, 20, 100 and 1000 results
have been retrieved. The 10 and 20 result size cutoffs are intended to simulate the result
sizes search engine users typically inspect, while the 100 and 1000 result sizes are standard
TREC result list sizes [Voorhees and Harman, 2005].
Given the result list for a query q contains rq relevant documents, the P@n of the retrieval
system with regards to q is:
P@n =
rq
n
where n is the size of the result-list. A system which reports high precision score indicates
that it retrieved a higher percentage of relevant documents in the set of results returned.
Average Precision
P@n is not sensitive to any rank difference between two lists that have the same number of
relevant documents. For example, consider the two result sets r1 = {R,N,R,R,N,R,N,N,N,N}
and r2 = {N,N,N,N,N,N,R,R,R,R}, both containing 10 documents, with each document
labeled R to indicate that it is relevant, or N to indicate it is not. Although r1 contains more
relevant documents towards the start of the list, the precision of both r1 and r2 is
4
10
= 25%.
To ensure the effectiveness measure used accounts for such rank differences, average
precision can be used [Voorhees and Harman, 2005]. Here, precision is measured as each
relevant document is observed. The average precision of a query is then computed as the
arithmetic mean of the precisions taken after all relevant documents have been observed.
Continuing on with the above example, the average precision of r1 is (
1
1
+ 2
3
+ 3
4
+ 4
6
)/4 =
77% while the average precision for r2 is (
1
7
+ 2
8
+ 3
9
+ 4
10
)/4 = 28%.
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Traditionally, average precision is measured for the top 1000 results retrieved. To obtain
a sense of how well a system performs, average precision is measured over a series of queries.
The mean of the average precision scores obtained is then computed to give a single-value
summary referred to as Mean Average Precision (MAP).
Average precision has several limitations. One of its criticisms is that, it is not a ro-
bust measure of comparing systems when the set of available relevance judgments is incom-
plete [Buckley and Voorhees, 2004]. For instance, should previously unjudged documents be
later deemed relevant, then previous average precision scores of retrieval systems and their
ranking may change drastically.
In this thesis we make use of MAP and P@nmeasures. While other, more recent measures
have since been proposed [Buckley and Voorhees, 2004; Yilmaz and Aslam, 2008; Moffat and
Zobel, 2008], MAP and P@n are sufficient for the purpose of our experiments. Moreover,
the use of MAP and P@n means that we can easily compare our results against previously
published work. In Chapter 4 we use these measures to quantify information loss in a
collection caused by document pruning and the removal of duplicate sentences.
2.2.3 Testbeds
In addition to effectiveness metrics, the evaluation of text retrieval systems requires a corpus
(a representative sample of the collections users may search), queries and a corresponding set
of judged documents (relevance judgements), against which documents retrieved by a system
are evaluated.
TREC
The Text REtrieval Conference (TREC) is an annual event sponsored by the U.S. National
Institute for Standards and Technology (NIST) and the U.S. Department of Defense. The
primary goal of the conference is to encourage large-scale evaluation of text retrieval method-
ologies and to provide a forum for researchers to compare their retrieval system perfor-
mance [Voorhees and Harman, 2005]. To meet this goal TREC provides the necessary tools,
such as the test corpus, topics (queries) as well as evaluation methodology.
Each year TREC runs several tracks. A track is a workshop which focuses on a particular
retrieval task. For instance, tracks that have run in the past include, Million Query track,
Relevance Feedback track and Web track. In a track, participants are provided with a corpus
and a set of topics. Participants then use their respective retrieval systems to run the topics
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Collection Size (Gb) Documents (106) Description
wt10g 10 1.7 Subset of a 1997 web crawl
Wt100g 100 18.9 Subset of a 1997 web crawl
Gov2 426 25.9 2004 crawl of .gov domain
Table 2.1: Attributes of the collections used in this thesis. The “Documents” column holds
the number of documents each collection contains.
on the provided corpus and submit their results to TREC. Of the aforementioned tracks, we
primarily make use of the data used in the Web track.
In the Web track, a system’s effectiveness is evaluated using the precision and recall
measures introduced in Section 2.2. To use such measures, for each topic, a set of relevance
judgements is required. Exhaustively judging every document in a collection against all
topics is unrealistic. Pooling is used instead, where only a small subset of documents in a
collection — those submitted by participants — are manually judged for relevance and used
as the basis for evaluation [Voorhees and Harman, 2005].
Pooling is based on the assumption that a large portion of the relevant documents in a
collection have been retrieved by current and previous submissions; and that documents not
retrieved are automatically assumed to be not relevant [Spa¨rck Jones and van Rijsbergen,
1975; Gilbert and Spa¨rk Jones, 1979]. Although such an approach may not provide a complete
set of relevance judgements, prior work has shown that pooling is as reliable as judging the
whole collection [Zobel, 1998; Carterette and Allan, 2005].
TREC Collections and Topics
The TREC corpus consists of a diverse range of document collections used by the various
tracks. The genre of documents used includes news articles (Wall Street Journal, Associated
Press newswire), Federal Register documents, and U.S. Patents. These documents tend to
be well authored and well structured, and are therefore easy for participants to parse. Web
documents however, which are a focus of this thesis, tend to be short, not well-authored and
at times even lack structure.
To account for web-style search, much larger collections have been added to the TREC
corpus. Three of these collections are of particular interest to our work in this thesis, wt10g,
Wt100g, and Gov2. See Table 2.1 for details. wt10g is a 10 Gb crawl of the web, while
Wt100g collection is a larger 100 Gb crawl from the same domain [Hawking et al., 1998]. In
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2004, a more comprehensive and larger collection (Gov2) was introduced to TREC [Clarke
et al., 2004]. Gov2 is a crawl of the US government (.gov) domain consisting of 26 million
documents and is 426 GB large. The aim of introducing the Gov2 collection was to provide
a comprehensive crawl of a single domain, a well inter-linked collection, where such link
information can be exploited to supplement content based evaluation [Clarke et al., 2004].
Even though its size is non-trivial, it should be noted that Gov2 is around 2–3 orders of
magnitudes smaller than what commercial search engines report to index [CUIL].
An example of a TREC document extracted from wt10g is shown in Figure 2.1. A docu-
ment is embedded between beginning and end of document tags, and is uniquely identifiable
by the DOCNO field. This is followed by a metadata description of its content and details of
when it was crawled. Finally, the main content of the document follows.
The information request that a search system is meant to answer from the provided
corpus is represented as a Topic. Figure 2.2 illustrates an example of a TREC topic. A topic
has a unique identifier field, a title, and a narrative, which contains a full statement of the
information the user aims to ascertain; it also describes the set of criteria that a document
ought to fulfill to be considered relevant.
Finally, for each topic, a set of relevance judgements from previous and current tracks is
compiled. Outside the TREC conference framework, these relevance judgements, in combi-
nation with the evaluation metrics, the collections, and the topics can be used by researchers
to evaluate and compare their retrieval strategies.
Throughout this thesis, we make extensive use of the collections described in Table 2.1.
Moreover, we also utilise TREC topics and past relevance judgments, when evaluating doc-
ument pruning strategies we propose in Chapter 4.
Query Logs
A query log chronicles the interaction between a search system and its users. In addition to
the order in which searchers have submitted their requests, for each query, a query log may
also contain supplementary information such as, the results the search engine has returned,
and those the user decided to inspect.
Query logs capture a population’s search behaviour over a given period of time [Silverstein
et al., 1999; Spink et al., 2002b;a]. In addition, they also provide an insight into what
query terms searchers use to describe their information need. This information may then be
exploited to improve the effectiveness and efficiency of a search system [Garcia et al., 2004].
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<DOC>
<DOCNO>WTX001-B01-8</DOCNO>
<DOCOLDNO>IA001-000000-B001-487</DOCOLDNO>
<DOCHDR>
http://sd48.mountain-inter.net:80/hss/teachers/Oakley.html
204.244.59.33 19970101010726 text/html 435
HTTP/1.0 200 OK
Date: Wed, 01 Jan 1997 00:56:28 GMT
Server: Apache/1.0.3
Content-type: text/html
Content-length: 265
Last-modified: Mon, 25 Nov 1996 05:31:21 GMT
</DOCHDR>
<HTML><Head> <TITLE>Ms. B. Oakley</TITLE> <b><Center><H1>Ms. B.
Oakley</b></h1></head> <HR><Size=5><Width=100%>
<Align=Center> <BODY><BLINK> This page is still
under construction</BLINK>
<a href="teachers.html">Back to Teachers’ Home
Page</a>
</BODY> </HTML>
</DOC>
Figure 2.1: An example of a TREC document extracted from wt10g collection.
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<top>
<num> Number: 472
<title> antique appliance restoration
<desc> Description:
Find documents that identify museums, collectors, or
dealers that hold or sell restored antique electrical
appliances.
<narr> Narrative:
Relevant documents will identify museums which contain
restored antique appliances and individuals who have
collected or restored such appliances. References to
dealers or businesses for antique appliance restoration
are relevant.
</top>
Figure 2.2: An example of a TREC topic.
Query logs are also utilised to enhance personalised search. Past queries submitted by a
given user can be treated as background information or a user model, based on which retrieved
results as well as advertisements may be customised [Yih et al., 2006]. Furthermore, such
background information obtained from past query logs may also be used to suggest new
queries [Baeza-Yates et al., 2004], or even perform spelling correction in queries [Ahmad and
Kondrak, 2005]. Duret et al. [2007] also suggest that information contained in query logs can
also be used to evaluate a search system, as a surrogate for relevance judgements.
In the IR literature, the most common use of query logs is to simulate large-scale retrieval
environment as closely as possible so that conclusions reached are applicable to large data-
sets. In this thesis we make extensive use of several past query logs from commercial search
engines, to establish efficiency of the snippet generation system, and to evaluate the quality
of snippets over a large set of queries.
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2.3 Architecture of a Search Engine
In this section we describe the key data-structures currently used to support efficient query
evaluation. We also discuss strategies used to effectively utilise these data-structures in
order to minimise disk access and memory usage and therefore increase query evaluation
throughput.
2.3.1 The Index
Critical to efficient query evaluation is the ability to quickly locate documents that contain
query terms. A simple solution would be to scan the entire collection and locate matching
documents using string matching algorithms such as Knuth-Morris-Pratt or Boyer-Moore
every time a query is issued. Although such approaches are viable for a small size corpus,
they are impractical for searching terabyte size collections at a rate of thousands of queries
per second. A practical alternative is to use an index. Like indexes found in books, given
a term, an index in text retrieval systems provides direct and fast access to locations where
that term occurs.
Inverted Index
The inverted index is the most widely used data-structure or indexing large volumes of text
documents [Witten et al., 1999; Baeza-Yates and Ribeiro-Neto, 1999; Zobel and Moffat,
2006]. An inverted index has two main components: a vocabulary and a set of inverted lists.
A vocabulary is a dictionary of the unique terms in the collection. This is typically stored
as a B+-tree, where some of the leaf nodes are buffered in memory. Each unique term in the
vocabulary has a pointer to an inverted list, typically stored on disk [Zobel and Moffat, 2006].
An inverted list is an array containing the identifiers of documents where the term occurs.
In addition to the document identifiers, inverted lists also store the count of a term, fd,t,
within the document d. Collectively, the document identifier and the term frequency pair
constitute a posting. A formal representation of a posting due to Zobel and Moffat [2006],
takes the form, 〈d, fd,t〉. Moreover, an inverted list may also hold the number of documents,
Ft, which contain the term. A formal representation of inverted list (postings list) and its
corresponding vocabulary entry takes the form:
[term]→ [Ft], 〈d1, fd1,t〉, . . . , 〈dft , fdft ,t〉
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Hypothetical examples of inverted lists for the terms condoleezza and rice are shown below.
The term condoleezza occurs in three documents, namely documents number 1, 2 and 17,
and occurs 15 times, twice and once respectively.
condeleezza → [3], 〈1, 15〉, 〈2, 2〉, 〈17, 1〉
rice → [6], 〈1, 3〉, 〈4, 2〉, 〈7, 3〉, 〈9, 6〉, 〈17, 6〉, 〈20, 1〉
The above class of inverted index, which provides information about the presence of a
term in a document and its frequency, is referred to as a document-level index. A document-
level index contains sufficient data to resolve Boolean and ranked queries. Information about
the term’s presence in a document, and its frequency are sufficient to resolve this class of
queries. To evaluate Boolean queries, the vocabulary is first employed to locate the inverted
list of each query term. Inverted lists are fetched and intersected, and those documents that
meet the Boolean condition expressed by the query are presented to the user in order of
update date or size [Singhal, 2001], as no notion of similarity ranking exists.
To evaluate ranked queries, for instance using the cosine measure, a partial similarity
score is computed for all documents that occur in the query terms’ lists. The final similarity
score for a document is obtained by adding its partial similarity scores, and normalising that
score with the document’s length. Retrieved documents are then ranked in decreasing order
of similarity score and the top N results are presented to the user.
To support more complex queries such as phrase or proximity queries — where query
terms must occur within fixed proximity — a more detailed, term-level index is required.
In addition to the information held in a document-level index, a term-level index stores the
offset of the term in each document. To evaluate a phrase or proximity query, inverted lists
and offsets are intersected to identify documents which contain the query terms in the correct
order and proximity. There are several options where the offsets can be stored. Offsets can
be maintained in an interleaved fashion within a corresponding posting,
〈d, fd,t, [pd,1, pd,2, ..., pd,fd,t ]〉
where pd,1, pd,2, ..., pd,fd,t correspond to the offset positions of the term t in the document d.
However, as phrase queries constitute 5% of query volume posed to search engines [Spink
et al., 2001], it would be counterproductive to fetch and process offsets for 95% of queries
for which they are not required. Alternatively, offsets can be stored separately from the
document-level inverted list [Trotman, 2004; Tsegay, 2005], or an auxiliary term-index can
be maintained to support phrase and proximity queries.
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2.3.2 Auxiliary Data-structures
In addition to the inverted index, the following supplementary data structures are essential
to support efficient query evaluations.
Accumulators are in-memory data-structures, typically stored in a heap, a hashtable or
a combination of both. When evaluating ranked queries accumulators play two critical roles:
they accumulate partial scores of evaluated documents, and are used to rank and filter the
top scoring documents.
Document Maps provide fast access to documents and metadata about indexed docu-
ments. Each document in a collection is equipped with a unique identification tag. This is
often an explicitly assigned document identifier string such as the TREC document identi-
fier, WXT-001-2213. For efficient query evaluation and effective compression of inverted lists,
these string identifiers are usually replaced with ordinal integer values. Document maps pro-
vide fast mapping from one form of document identifier to the other. Moreover, document
maps may also store document specific information such as the document’s size, or its on
disk location.
2.3.3 Effective Index Representation
Inverted Index Compression
One of the most commonly used strategies to support efficient query evaluation is compres-
sion. Compression reduces index storage space, and has the advantage of decreasing the cost
of reading inverted lists from disk. With regards to caching, the topic of Chapter 5, com-
pression of inverted lists means that more can be buffered in memory, reducing disk access
frequency.
A possible drawback of compression is that lists have to be decompressed before they
can be evaluated. Where inverted lists cannot fit in memory, the cost of decoding inverted
lists is more than compensated for by the time spent reading and uncompressing them in
memory [Scholer et al., 2002]. Compression also means that random access to different parts
of an inverted list becomes complex, and alternative mechanisms, for instance skipping, may
need to be introduced to allow random access [Moffat and Zobel, 1994].
By compressing inverted lists, Scholer et al. [2002] demonstrate that the size of an inverted
index can be reduced to 10%–15% of the size of the original collection and less than half the
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size of the uncompressed index. Proportionally, the time spent evaluating queries was halved
in these experiments.
Inverted lists are composed of positive integers — document numbers, frequencies and
offsets. Most current machine architectures store integers in 32-bit (4-byte) slots or machine
words. Such fixed-length representation is not space efficient. Where an integer can be stored
in fewer than 32 bits — which is typically the case with frequencies — then parts of each word
go unused. Alternatives to fixed-length codes are variable-length bitwise representations, such
as Elias Gamma and Delta [Elias, 1975], Golomb [Golomb, 1966] and Rice [Rice, 1979] codes,
where each integer is stored in a variable number of bits. Here, an integer is coded in two
parts: a selector, which indicates the number of bits in which the integer is coded, followed
by a suffix which typically holds the value of the integer stored. At decompression time
several bit-level operations (shifting and masking) are required to separate the selector from
the suffix and to extract the integer value stored in the suffix.
Bytewise codes, on the other hand, avoid bit-level processing by storing an integer in
series of 8-bit units (bytes). The most significant bit in a byte is used to signal whether the
next byte is also used to store the current integer. Although less space efficient, compared
to bitwise codes, bytewise schemes provide significantly faster decoding speed, up to twice
as fast as bitwise methods [Scholer et al., 2002].
Word-aligned binary codes (WABC) provide a compromise between the effectiveness of
bitwise codes and the efficiency of bytewise schemes [Anh and Moffat, 2004]. WABC use
machine native, 4-byte (32 bit) words to store integers. A word is divided in to ξ equal-
length slots. The number of bits used in a slot are large enough to store the next ξ integers.
For sufficiently small numbers, up to 30 integers can be packed into a single 32-bit word,
with the remaining two used to store the size of ξ. WABC provides superior compression
effectiveness to the bytewise scheme while yielding competitive if not better decompression
speed [Anh and Moffat, 2004].
A standard way of representing inverted lists is to sort postings in increasing order of
document identifiers and, instead of the actual documents numbers, the gaps between consec-
utive postings are kept. During query evaluation documents in an inverted lists are decoded
sequentially and the actual document number for a posting can be obtained by adding its
gap to the previous posting’s document number. The distribution of document gaps (d-gaps)
tends to be skewed towards smaller integers, and therefore they can be compressed more ef-
fectively. Frequency values are typically small integers, while strategies similar to d-gaps
may be applied to reduce the size of term offsets [Scholer et al., 2002; Witten et al., 1999].
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2.4 Alternative Effective Index Representation
In addition to compression, inverted indexes can be further compacted using strategies such
as stopping, stemming and case folding.
Stopping: As indicated earlier in Section 2.1.2, the most frequently recurring terms in a
collection have little discriminating power. Inverted lists for such terms tend to occupy a
large portion of the total size of inverted lists in an index. For instance, the lists for the terms
‘the’ and ‘off’ occupy 3.6% of the size of inverted lists of a collection of over 26 million web
documents.
Stopping removes inverted lists of such terms either from the index or from the query
evaluation process. If stop words are removed at query time, then the obvious benefit is
that a large number of postings pertaining to these terms are not processed. In addition to
limiting the number of postings processed, stopping at index construction time also reduces
the amount of disk storage space of the index. A disadvantage of stopping is that for queries
that largely contain stop words, a search system may not retrieve any results.
Stemming: Stemming is the process of removing affixes (suffixes and prefixes) such that
the term is converted into its root (stem) form. For instance, the verbs connecting connected,
or connects are stemmed to connect. Stemming compacts the vocabulary data-structure,
and this in turn reduces the search time spent locating a query term and corresponding
inverted list. Stemming is not always desirable and may have unpredictable effects, in par-
ticular when searching for proper nouns. For example, using the Porter algorithm [Porter,
1980], Canning — a city on the west coast of Australia — is stemmed to Can, where the
documents retrieved in response to the stemmed query will address a completely different
topic than what the searcher intended.
Case Folding: The text contained in a document may use different case to that which
users specify in their query. To avoid mismatch due to case difference, both the indexed and
query terms are converted to either upper or lower case. In this thesis we convert indexed
and query terms to lower case.
Indexes constructed in Chapters 4 and 5 use case folding and stemming. Where stopping
is applied, it will be explicitly stated. The stoplist we use in all of our experiments can be
found under http://www.csse.unimelb.edu.au/∼jz/resources/stopping.zip.
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2.5 Efficient Query Evaluation
Fast query evaluation is a critical property of a search system. A considerable portion of
previous literature in efficient query evaluation has focused on optimising the inverted index,
with the goal of reducing, for each query, the total number of posting fetched and processed.
This involves either excluding entire inverted lists of queried terms, or limiting the portion
of each inverted lists processed. In the previous subsection we saw example of strategies that
exclude entire inverted lists. In the next section we study index reorganisation techniques
which facilitate partial pruning of lists, allowing query evaluation to terminate earlier than
if full inverted lists were used.
Index Reordering for Early Termination
For compression and efficient query evaluation reasons, inverted list are typically stored in
a document-ordered fashion. Alternatively, postings may be stored such that those that
are more likely to be retrieved are maintained towards the start of each list and the query
evaluation can be terminated after fetching and processing a small subset of postings at the
head of each list.
To ensure reordered inverted lists are effective, the reordering scheme used should mimic
the retrieval ranking algorithm as closely as possible. Common approaches to reordering
postings in an inverted lists use components of the query evaluation formula available at
indexing time, such as term statistics, as sort keys.
Frequency Ordered Index
Persin et al. [1996] propose a principled way of such index reorganisation. Postings for a
term are sorted in decreasing order of their within document frequency fd,t. Continuing with
the example from page 25, the frequency-ordered inverted list of the term rice would be
rice→ [5], 〈1, 6〉, 〈4, 6〉, 〈9, 6〉, 〈7, 3〉, 〈20, 2〉.
The rationale behind frequency ordering is that documents with high fd,t are more likely to
have a greater document weight wd,t. By processing high wd,t scores first, those documents
that are likely to have the most impact on the final ranking of the result list are processed
first. Documents with low fd,t and therefore low wd,t, would have little or no impact on the
final ranking and are therefore disregarded.
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Ordering postings by frequency however diminishes the compression gains brought by
document gaps (d-gaps). To ameliorate this, postings that share the same fd,t are grouped
into a single block. Within each block, gaps between sorted consecutive document numbers
are taken. In addition to the document gaps, for each block a single fd,t value is stored. By
not storing a within-document frequency value for each posting, Persin et al. find that small
compression gains can be achieved over a document-ordered index.
Frequency reordering is solely based on the within-document term frequency, fd,t. The
reordering can be made more accurate by incorporating the remaining components of the
ranking formula used at query time, such as the inverse document, and document normali-
sation as discussed in Section 2.1.2).
Impact Ordered Index
Anh et al. [2001], propose an alternative, impact-based inverted list ordering scheme. The
impact of a term, wd,t, is a score which reflects its weight in a document. There are two
broad approaches to computing the term impact weight. It can either be document centric —
where only statistics pertaining to the document containing the term are used to computed its
impact weight — or it can be collection wide impact, where statistics from other documents
in the collection may be utilised to determine its impact weight [Anh, 2004]. In this thesis,
we use collection wide impacts. This is primarily because this approach is readily available
with the search engine used through the thesis, Zettair. Here, the impact of the term is
computed as a function of the term’s frequency within the document (TF), the weight of
document in the collection (Wd) and the average document weight (Wa) in the collection.
The constant s is a tuning parameter typically set to 0.7 [Singhal et al., 1996].
wd,t =
TF
(1− s) + s(Wd/Wa)
(2.9)
Documents in an inverted list are retained in a decreasing order of their impact weights.
The wd,t values are high precision floating-point numbers as such they are not amenable to
compression. To effectively store impact ordered inverted lists, Anh et al. apply uniform
quantisation and normalise the impact values to integers [Anh, 2004]. This has two advan-
tages. First, by storing quantised integers instead of floating point numbers, inverted lists
can now be compressed using the integer coding schemes discussed earlier. Second, the quan-
tised integer impact values can be directly used in computing the document query similarity,
without the need to extract the various values required to compute wd,t.
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Impact-ordered inverted lists are organised in a similar manner to frequency ordered in-
verted lists where equal-impact documents are grouped into a block and for each block a single
impact value is stored. Blocks in an inverted list are stored in decreasing order of impact.
To evaluate a query, its term lists are processed in an interleaved fashion where the highest
impact blocks are processed first. To support early query termination Anh [2004] proposes
two thresholding strategies namely, block-fine, and term-fine. In both these approaches, a
penalty is applied to each posting processed. Query evaluation is then ceased once the score
of a posting, after applying the penalty, drops below zero.
Anh and Moffat also propose a scoring scheme dubbed score-at-a-time, where a query is
evaluated in four phases: or, and, refine, and ignore. During the or phase, documents from
the top-scoring blocks are evaluated and added to the accumulator set, A, which is sorted
in a decreasing order of document score. In addition to A, an ordered set R holds the top
scoring N documents in A, and the smallest score in R, Rmin, is also recorded. The set R,
and Rmin, may need updating when A changes. The or phase stops when the sum of the
scores of the next impact block to be processed for each term is less than Rmin, so it is not
possible for any unprocessed document to enter R.
In the and phase, no new entries are added to A, but if an entry in A already exists
for a posting, then its score is updated. The purpose of the and phase is to establish
the top N documents. The and phase will terminate and the refine phase will commence
when all documents whose score is less than Rmin can not possibly have a score greater or
equal to Rmin, given the remaining impact blocks that need processing. The refine phase is
similar to the and phase, except that it only updates the documents in set R, and not all
the documents in A. The refine phase aims to put the entries in R in the correct ranking
order. In the final ignore phase, remaining documents are left unprocessed. This four-phase
evaluation method is referred to as Method A. Method A is then further improved to give
Method B, by removing the refine phase, and only processing 30% of remaining postings in
the and phase. Experiments show that by limiting the number of postings processed in the
and phase to 30%, results of the same quality as the four-phase process can be achieved.
In Chapter 5, we propose a stopping heuristic based on Method B that processes even
fewer postings.
While impacts provide the advantage of pre-ranking document in inverted lists, the fact
that blocks are processed in an interleaved fashion means that potential operating system
and disk caching advantages, that come with sequentially reading large volumes of data from
disk, may not be fully utilised.
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Access Ordered Index
The above schemes attempt to predict the usefulness of a posting at index construction time.
Garcia et al. propose an alternative for sorting postings, based on access frequency [Garcia
et al., 2004; Garcia, 2007]. Access-ordered index works under the assumption that access to
documents in a collection follows a Zipfian (power-law) distribution, where some documents
are frequently accessed, while others are accessed rarely or never. By sorting the postings in
decreasing order of their access frequency, query evaluation can be terminated after processing
the head of each term’s list. However, the experiments using such reordering have not
demonstrated strong gains. An obvious limitation of access ordered indexes is that they are
reliant on user queries to determine access count and therefore the reordering. It is also
unclear how access ordered lists can be dynamically reordered to reflect changes in access
patterns. Furthermore, as postings are not stored in increasing order of document identifiers,
gap based integer coding schemes are no longer viable to effectively compress access ordered
inverted indexes. Recently, Garcia and Turpin [2006] proposed a document reordering scheme
based on access counts, where documents numbers are assigned in order of access frequency.
Using this approach, index sizes comparable to the standard document-ordered index can be
achieved.
Static Index Pruning
The previous section looked at pruned query evaluation where the decision on what portion of
postings to process is made at query evaluation time — dynamic index pruning. Static index
pruning on the other hand, removes postings or entire inverted lists considered “unimportant”
for retrieval, at index construction time.
Carmel et al. [2001] introduce methods for statically pruning inverted lists. They propose
two pruning strategies, uniform and term-based. Using the ranking formula used at query
evaluation time, postings are assigned a weight which indicates their retrieval likelihood. In
the uniform approach, a global posting weight cutoff, P , is established and postings whose
weight is smaller than this threshold are discarded from the index. Such a global cutoff
tends to heavily prune inverted lists of common terms, this in particular hinders retrieval
effectiveness of queries that only contain common terms. Term-based pruning on the other
hand establishes a cutoff score, T , for each list, computed as a percentage (ratio) of the score
of the highest posting weight in the list. The higher the percentage is set the fewer postings
are included, the smaller the pruned index produced. Postings in a list whose weight is less
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than T are discarded.
Using a pruned index which is 30% the size of the full, Carmel et al. find that their
results incur a modest loss of 4% in precision at 10 and 3% in average precision, compared
to that which the full index would have produced.
It should be noted however that the term-based pruning only trims the size of inverted
lists while the vocabulary size remains unchanged. Furthermore, it is unclear how queries
that completely fail to retrieve any relevant documents are to be detected or mitigated.
de Moura et al. [2005] propose a means of generating a pruned index with the motivation of
supporting phrase queries. In their work, for each document a surrogate set of novel sentences
are identified. These sentences are then indexed instead of the full documents. Documents
pruned using such an approach retain full sentences. Unlike a statically pruned index, an
index constructed from such pruned documents readily allows for phrase query evaluation.
Results using such an index achieve comparable effectiveness to that which Carmel et al.
report. Over a large set of queries however, by pruning the index down to 30% of its original
size, the average evaluation time of a query is only reduced by about 10%–20%. In fact,
significant time gains are only observed if the pruned index is less than 20%–25% of the size
of the full. Again, it is unclear whether this scheme reduces the size of the vocabulary.
Bu¨ttcher and Clarke [2006] propose a document centric approach to index pruning. From
each document, a set of terms are identified for which the document is likely to be retrieved.
Document postings that correspond to those terms are retained and all other postings are
discarded. To obtain the likelihood of document retrieval for a particular term, they use the
Kullback-Leibler divergence (see page 16) between the document model and the collection
model. The motivation behind Bu¨ttcher and Clarke’s pruning is to reduce the index size so
that it fits in memory. In addition to pruning lists, they also limit the number of postings
that can be kept in the pruned index. Using a pruned index that is a factor of ten smaller
than the original index, they report a loss in precision at 20 of about 3%–4%. Similarly,
Blanco and Barreiro [2007] propose an index pruning scheme which removes entire inverted
lists of collection-specific stop words. While Blanco and Barreiro show that such a pruning
scheme provides more pruning over Carmel et al.’s approach, it is unclear if significant gains
in query evaluation time are achieved.
Ntoulas and Cho [2007] propose a two-tiered static index pruning strategy. A small index
maintained in memory is used to answer queries containing common terms, while the full
index is used to answer rare queries. To build the pruned index, Ntoulas and Cho apply both
keyword (whole inverted list) and postings level pruning (similar to Carmel et al. [2001]). At
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query time, if a query term is not found in the pruned index, or if any of the top ranked M
documents is not evaluated against a query term, then the inverted lists of those particular
terms from the full index are used to complete the query evaluation and obtain accurate
ranking.
The latter condition means that for certain terms both their pruned and full inverted
lists have to be fetched and processed. Furthermore, the ranking process will also have to
be repeated where the pruned and full lists are used. Therefore, the success of the proposed
approach rides on the assumption that a large number of queries are fully evaluated using
the pruned index, and that only a small fraction of queries resort to the full index. Otherwise
the use of the pruned index may be counterproductive.
There are several advantages to using static pruning over dynamic methods. First, the
pruned index can be reduced to such size that it is cachable in memory. Second, even if not
cached, the reduced size of the index also means the disk access is faster, in particular seek
time is reduced as the disk head has to traverse fewer blocks. However, static pruning at
indexing time is conducted with limited knowledge of which queries an index may have to
answer. In the absence of a fallback to a full index scheme, should there be query drift and
unforeseen events become popular, or a user intends to perform a recall type search, then it
is hard to adjust the pruned index to cater for such changes unless the index is reconstructed.
Furthermore, almost all the above pruning schemes focus on reducing list sizes only.
Fetching an inverted list requires two disk accesses, one to locate the vocabulary term and
the second to fetch the inverted list itself. Therefore by just pruning lists the most expensive
part of a disk access, seek-time, remain unchanged.
Inverted Index Caching
Disk access incurred by query evaluation can be reduced through caching. By storing search
engine data components in an in-memory cache, many I/O operations, in particular disk
seeks, can be altogether eliminated. Most published work with regards to retrieval systems
caching focuses on either caching results or inverted lists.
Results caching, where precomputed results for a subset of frequently recurring queries are
maintained in memory, has received attention in several papers [Markatos, 2001; Lempel and
Moran, 2003; Fagni et al., 2006; Baeza-Yates et al., 2007]. First, queries have high locality,
with most recurring within a small portion of time [Markatos, 2001; Xie and O’Hallaron,
2002]. Second, a query’s first 2–3 results-pages can be cached in a few kilobytes, and therefore
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results-pages for a large number of queries can be cached in a relatively small amount of
memory. Moreover, the amount of CPU processing time saved as a result of not evaluating
inverted lists of the cached queries is enormous. Finally, the results caching can be simulated
independent of a collection or a search environment, and therefore the findings can apply to
any size collection given that the queries follow a similar pattern.
When a query whose results are cached is issued, the results are served from memory
without any query processing. Where a query is not in the results cache, however, query
processing must still take place. Hence memory management for the other data-structures
involved in query processing is still an important problem. Repeated queries have high
temporal locality, however query terms are commonly shared between queries giving repeated
terms an even higher temporal locality. Analysing several large commercial search engine
query logs, Xie and O’Hallaron [2002] and Baeza-Yates et al. [2008] independently show that
queries submitted by a large number of users have a small lexicon. Our findings in Chapter 5
support this analysis, which show that repetition rate of query terms is significantly more
than the repetition rate of whole queries, and that the number of unique terms is much
smaller than the number of unique queries. Given the skew distribution of term occurrence
in queries, it would seem that caching inverted lists should provide time savings.
Inverted Lists Caching
Several papers have examined improving search engine throughput by using inverted index
caching. Some of the earliest work on inverted index caching was due to Jo´nsson et al. [1998].
They propose caching inverted lists to speed up query refinement — a process whereby a
query is resubmitted for evaluation after adding or removing terms. Inverted lists of recently
queried terms were maintained in memory, and a list was only fetched from disk if it has
not been cached. In their experiments, Jo´nsson et al. used long TREC queries where, after
refinement, most of the original query terms remained in the query. This meant that large
parts of refined queries can be resolved from cache.
Brown et al. [1994] use a persistent data storage tool instead of a B-tree to maintain and
also cache inverted lists. While their results show that the use of the persistent storage tool
results in faster access to inverted lists (up to 29% faster), by comparison to the use of a
cache, it appears to yield minute gains (only 1%–2% faster).
Saraiva et al. [2001] propose a two-level cache, the first level for caching result lists
similar to that described above and the second for caching inverted lists. In their caching
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strategy, inverted lists were pruned before caching. During query evaluation the search engine
examines the query cache to see if the required results for the corresponding query are in the
result cache. If they are not, it will then check whether at least some of the terms’ inverted
lists are in the inverted list cache. If all checks fail, then the query will be processed from
disk. They use frequency-ordered inverted list [Persin et al., 1996] to allow pruning and evict
entries based on a least recently used (LRU) policy.
Long and Suel [2005] extend the two-level cache and incorporate an intermediate inter-
section cache. The intersection of commonly co-occurring query terms is computed once, and
stored on disk. During query evaluation, the process of intersecting co-occurring inverted
lists can be avoided by reading the pre-computed intersected inverted list.
Zhang et al. [2008] study the impact of compression scheme choice on caching. Their
findings show that small gains in cache hit rate can be achieved when using bitwise schemes
that provide high compression ratio. Their experimental results also illustrate that an in-
verted list cache with such compression schemes has lower query throughput than a cache
that uses bytewise compressed inverted lists.
Garcia [2007] describes an alternative approach to caching, where instead of maintaining
separate caches for result lists, inverted lists, documents, and vocabularies, he proposes a het-
erogeneous cache where all the above objects can be stored in a single cache. What makes such
a caching system attractive is that it removes the overheads involved in maintaining several
cache levels for each type of data, and the need for decisions about the various cache sizes.
Cache Replacement Strategies: Due to the limited amount of memory available to a
search system, only a fraction of the inverted lists can fit in memory at any given time.
Standard cache replacement strategies are based on recency or access frequency. These
include the Least Recently Used (LRU) and the Least Frequently used (LFU) policies.
The above frequency and recency based eviction policies operate under the assumption
that all items are inserted in cache, and those that are least likely to reoccur are evicted first.
Recent work looks at alternative management strategies whereby an item is only admitted
to cache if its probability of being requested again is greater than a certain threshold [Baeza-
Yates et al., 2007]. Baeza-Yates et al. show that admission schemes provide better cache hit
rates compared to the LRU eviction policy. However, such admission policies heavily rely
on statistics from large volumes of past queries being efficiently accessible when an item is
about to be inserted in cache. The implication of accessing such a large volume of data on
the efficiency of query evaluation is unclear.
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Garcia [2007] proposes a cache eviction scheme in which each item is given a cost value,
Cost Per Byte (CPB). Once the cache is full, items that incur the least amount of cost to
fetch are evicted first. The cost associated with a cache entry reflects the cost to the search
engine to fetch that item from disk. To ensure costly items do not remain in cache forever,
the access recency of an item is also factored into the costing formula.
Limitations of Existing Inverted Index Caching Strategies: The utility of a cache
is dependent on the number of items it maintains. The larger the portion of inverted lists is
maintained in cache, the higher the cache hit rate, and therefore the fewer inverted lists are
fetched from disk. One way of increasing the number of inverted lists in cache is to reduce the
size of each list. While techniques such as inverted lists pruning have been used in reducing
the volume of data processed at query time, very little work exists that examines the use of
pruning to enhance cache throughput.
Moreover, the cache management policies described above best operate under the as-
sumption that cached items are of small size. Therefore such policies may work well when
caching results pages. Commonly accessed inverted lists can be megabytes or more, and
thus much larger than results pages. Therefore to minimise the overall disk access, when
evicting an inverted list, the cache management policy used ought to take into account the
cost associated with re-fetching that items into cache. Eviction priority should be given to
items which cost the least to fetch.
In Chapter 5 we examine the benefits of caching dynamically pruned inverted lists, using
cost-aware cache eviction policies.
2.6 Compact Document Representation
The documents used to construct the index are maintained for several purposes; primarily to
reconstruct the index, but they are also required at query evaluation time for the following
reasons.
• To generate query-biased snippets. To assist users in quickly identifying relevant doc-
uments, for each retrieved document, a search system constructs a brief query-biased
summary. A query-biased summary of a document varies depending on the query.
Therefore they are typically generated at query time. Query-biased summaries are
discussed in Section 2.6.2.
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• Relevance feedback tasks, in particular implicit relevance feedback (where terms from
documents deemed relevant are added in order to improve the original query) requires
efficient access to the content of the relevant documents [Billerbeck, 2004].
• Finally, should the source document change or becomes no longer available, the locally
stored copy can function as a surrogate, providing a snapshot of what the document
looked like when it was indexed.
Large document collections are usually too big to fit in memory. They are stored on disk
and are read into memory when required. To provide efficient access to documents in large
collections, several compaction techniques can be applied.
Where the exact original content of a collection need not be maintained, basic document
compaction can be achieved by removing cosmetic and non-indexable content, such as markup
tags, scripts and other presentation content [Baeza-Yates and Ribeiro-Neto, 1999]. This
alone results in a considerable reduction in collection size. For instance parsing the Wt100g
collection to its readable textual content, cuts its size by about 55%. Other approaches of
compacting document collections however, are more principled. These include document
compression and pruning through summarisation.
2.6.1 Document Compression
As discussed earlier, compression reduces the storage space used as well the transfer time to
main memory. The added cost incurred by decompressing in memory is counterbalanced by
fetching compressed documents. Moreover, an index can be constructed faster when using
compressed text compared to indexing uncompressed text [Ziviani et al., 2000].
For large text collections stored on disk, compression effectiveness and efficiency are
paramount. Compression effectiveness (compression ratio) measures the size to which the
original input is reduced, quantified as the size ratio of the original input to its compressed
form. Meanwhile, compression efficiency generally refers to the speed at which documents
are compressed and compressed documents are decompressed. Other important efficiency
attributes of a compression scheme include, the amount of memory it consumes [Moffat
et al., 1997], its ability to randomly access parts of the compressed text as well as searching
over compressed stream of text without decompressing it [Manber, 1997; de Moura et al.,
2000].
Document collections tend to be largely static. They are compressed once but accessed
many more times, at query evaluation time. To provide efficient access to documents in such
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an environment, the single most important property of a compression scheme is its decoding
speed.
Compression schemes can either be lossy or lossless. Using lossy schemes, certain content
or attributes of the original data may be dropped or their precision reduced [Witten et al.,
1999]. The exact original content may therefore not be recoverable when decompressing.
Lossy schemes are commonly used in image, audio and video compression (e.g. JPEG, MP3
and MPEG). Although slight cosmetic changes (such as removing excessive whitespace) can
be tolerated, with regards to text, a lossy compression is not practical. Alternatively, a
lossless compression is used to compress text documents such that the exact original input
is recoverable at decompression time.
Compression can be viewed as a two step process, modeling and coding [Moffat and
Turpin, 2002]. Modeling entails accumulating statistical probability about the symbols in
the input stream to be compressed. Symbols can be bits, bytes or strings. This probability
information is then used to assign each symbol a code. Ideally, frequently recurring symbols
are assigned a short code while rare symbols can be encoded in longer codes. The coding
phase uses the model constructed in the modeling step to replace occurrences of the symbols
in the input stream with their corresponding code. The encoded form of the input together
with the model make up the compressed output. When decompressing, the model is used to
replace the codes with their corresponding symbols recovering the original input stream.
With regards to modeling, text compression schemes fall in one of three categories. They
can be adaptive, static or semi-static.
Adaptive schemes commence with a static model, and as more data is compressed, the
symbol probabilities are progressively updated building a more accurate model. The code
assigned to each symbol is adjusted accordingly. As the model is built while the input stream
is being compressed, adaptive schemes require a single pass over the input to compress it.
Static modeling methods use a single global model to encode every input stream. The
compression effectiveness of such schemes is very limited, as no consideration is made about
the distribution of symbols in the input text.
Unlike static modeling, Semi-static approaches construct a custom model for each in-
put stream. As such, they need to make two passes over the input. The first to con-
struct the model. In the second pass, the input is coded with respect to the model con-
structed.
For compressing documents in text retrieval systems, word-based semi-static models with
Huffman coding has demonstrated to be effective and efficient [Witten et al., 1999]. Here
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two models are maintained; one for words and another for non-words (punctuations) [Hor-
spool and Cormack, 1992]. Words and non-words are encoded in strictly interleaved fashion.
The combination of Huffman coding and semi-static model has been shown to achieve com-
pression ratio of 28% for practical text collections, including the model [Zobel and Moffat,
1995].
A drawback of word-based semi-static models when compressing large collections such as
the web, is that the size of the model can become prohibitively large [Moffat et al., 1997;
Zobel and Williams, 1999]. This can be attributed to the appearance of new terms, such as
proper nouns, dates, numbers, URLs, and misspellings [Williams and Zobel, 2005].
One alternative to limiting the amount of memory used by the model is to enforce a
threshold on its size. Moffat et al. describe such an approach where terms are added to the
model based on their frequency until a predetermined size is reached [Moffat et al., 1997].
Low frequency terms excluded from the model are spelt out in the compressed output and
an escape symbol is used to indicate so. By limiting the entries to the word model, they
demonstrate that the size of the word model can be significantly reduced, at the cost of small
loss in compression ratio and decoding speed.
In Chapter 3 we propose a collection representation system which provides fast access
to compressed documents stored on disk, at query evaluation time. Fundamental to this
representation scheme is the use of a word-based semi-static compression scheme.
2.6.2 Document Summarisation
A summary is a succinct abstract which highlights the main topics in a document. At the
very least, a summary is expected to be indicative; providing clues to the reader whether it
is worth further investigating the full content of the document. Ideally however, summaries
would be informative providing a comprehensive picture of useful information held in a
document, while avoiding redundancy.
Summaries are brief, typically 20%–30% of the original document size [Morris et al., 1992;
Brandow et al., 1995]. They serve several important purposes. First, they provide an efficient
preview of the full document. Second, using summaries as surrogates of full documents can
improve retrieval precision [Brandow et al., 1995], as a document is less likely to be retrieved
due to noise (peripheral information) in its full content. Last, in addition to effectiveness
gains, by indexing summaries instead of the full documents, smaller indexes can be produced
resulting in faster query evaluation.
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Automatic text summarisation schemes fall into two categories: linguistic or extrac-
tive approaches. Linguistic approaches to text summarisation aim to generate cohesive
human readable summaries, through artificial intelligence and natural language processing
means [DeJong, 1982; Elhadad and Mckeown, 2001; Schiffman et al., 2001]. Such systems
operate by analysing the input text to produce a conceptual representation of its meaning,
and then use this knowledge to generate sentences to form the summary. However, the pro-
cesses of understanding text discourse and generating language are both considered difficult
tasks [Spa¨rck Jones, 1993]. As a result, linguistic schemes tend to only work in narrow do-
mains where the structure or the content of the documents to be summarised is known in
advance. They tend to be fragile when faced with generic data such as web documents.
Extractive schemes generate a summary by selecting a subset of the document, typically
sentences that best reflect its content [Mani, 2001]. The choice of sentences as an extraction
unit is based on the assumption that sentences tend to be self contained units of information
that provide adequate context, while being short enough for a reader to assess quickly. To
generate an extract, sentences in a document are assigned a weight which estimates their
utility as a summary. Sentences with the highest weight are included in the extract until a
weight threshold or the desired extract length is reached.
Extractive summaries do not need to be sentence-centric. Where not intended for human
consumption, word-based or phrase-based approaches can be used to generate a document
summary. For instance, Lu and Callan [2002] propose an approach that selects and retains
keywords in a document to reduce the size of sample documents in a distributed retrieval
environment. Billerbeck and Zobel [2006] use a keyword-based document pruning approach
to construct document surrogates for efficient query expansion.
In this thesis we are interested in a particular type of sentence-based extractive scheme
used to generate query-biased summaries (snippets) presented in results pages [Tombros and
Sanderson, 1998; White et al., 2003; Turpin et al., 2007].
Query-Biased Summarisation
The notion of document-query similarity and relevance discussed earlier in section 2.1 are
imprecise and may return a mix of relevant and non-relevant documents in response to a
query. To assist users to quickly identify the documents of potential interest, a standard way
of presenting query results is to display, for each document, a title and a brief summary:
a snippet. A snippet may even contain the information sought by the searcher, there by
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obviating the need to refer to the full content of the document.
Snippets can be extracted from the metadata or the text of the document. In addition,
the content of a snippet may be obtained from external sources. For instance recent work
suggests that human generated description from web directories, such as DMOZ1 or Yahoo!
Directory2, can also be used as a surrogate of, or in conjunction with, the content of the
document [Clarke et al., 2007]. While such sources provide well curated generic summaries,
such summaries are only available for a small collection of web documents. Moreover, these
summaries could potentially be outdated.
Snippets can either be generic or query-biased. Generic document snippets are con-
structed in advance by selecting a predetermined portion of a document, for instance the
first few sentences. The same snippet is served to the searcher regardless of the query for
which the document was retrieved. Most current search engines however, provide query-
biased snippets that contain parts of the document that are in some way related to the
query, providing clues to the searcher as to why the document was retrieved.
Tombros and Sanderson [1998] study the advantages of query-biased summaries, where
sentences that best match the query are selected. They weight sentences in a document based
on their similarity to the query. In addition, they also utilised other query-independent sen-
tence features to identify sentences which may be indicative of the topic of the document.
Tombros and Sanderson found that users spent less time searching and performing post-
search relevance judgments when presented with query-biased snippets compared to generic
summaries. However, these experiments were performed using well authored TREC docu-
ments and corresponding topics. Therefore the findings did not necessarily apply to web
documents.
Using results obtained from two commercial web search engines, White et al. [2003]
confirmed users’ preference for query-biased snippets, over generic snippets. They found
that over a set of retrieval tasks, searchers inspected fewer results and took shorter time to
complete a search task, when presented with the query-based snippets. In their user study,
White et al. [2003] used similar approaches to Tombros and Sanderson to generate a snippet
for a given document.
The above approaches employ simple sentence selection methods, where sentences with
the highest weight are concatenated and served to the searcher. Okumura and Mochizuki
[2000] argue that this approach may potentially generate incohesive summaries that are
1http://www.dmoz.org/
2http://dir.yahoo.com/
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difficult to interpret by the searcher. They instead propose snippets generated using lexical
chaining. Lexical chains consist of a series of related words that capture a cohesive unit
of information within a text. Rather than just presenting the top scoring sentences, the
lexical chaining approach aims to serve a set of sentences related to the query which are also
cohesive enough to indicate the document’s topic. Their assessment of snippets suggests that
lexical chains help users locate more relevant documents compared to generic summaries and
a variant of the query-biased summaries. However, the nature of the documents used to
generate snippets in the experiments of the above work is not well defined. Moreover, the
efficiency cost involved in constructing the lexical chains is also not detailed.
Recent work in snippet sentence selection looks at using machine learning approaches
to identify sentences (sentence features) which would be included in the snippet. Wang
et al. [2007] propose learning approaches that make use of Support Vector Machines (SVM)
and ranked SVM to determine sentence features which best match the query. Metzler and
Kanungo [2008], on the other hand propose sentence selection approaches based on regression
models. Although such learning approaches claim to improve the effectiveness of snippets
generated, it is unclear as to how useful these snippets are to users.
Query-biased snippets have also been the subject of research in the context of XML
retrieval [Huang et al., 2008], and in presenting query results of semantic search engines [Penin
et al., 2008]. However, query-biased snippet generation for such systems are not the subject
of this thesis.
A fundamental drawback of the existing literature on query-biased summarisation is that
it does not address the question of how snippets can be generated efficiently. Query-biased
snippets are dynamically generated at query evaluation time, as they vary depending on
the query for which a document is retrieved. This typically involves fetching the source
documents from disk, and for each document, parsing its content, evaluating each sentence
and selecting the top scoring sentences to form a snippet. Given that this process is typically
repeated for at least 10 to 20 documents per query, it is most likely to dominate the query
evaluation time. Therefore, critical to providing a search system with high query throughput
is ensuring the cost of generating snippets is kept low.
In this thesis we study several approaches to minimising query-biased snippet generation
cost. In Chapters 3 and 4, we propose document representation schemes for efficient query-
biased snippet generation. Using a combination of document compression, document pruning
and caching, we demonstrate how the snippet generation throughput can be substantially
increased.
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2.7 Summary
In this chapter we have presented preliminary background and literature related to the work
presented in the next chapters. We described the fundamentals of the text retrieval systems,
beginning with relevance and query evaluation models currently used retrieval models. We
also delved into the specifics of how a large scale text retrieval system can be supported, the
data-structures and evaluation strategies used. We have learned that a considerable amount
of query evaluation time is spent accessing disk. This cost can be minimised by employing
optimisations strategies such as compression, caching and pruning.
We found that two essential aspects to the retrieval process, which also happen to be where
most disk access is performed, have received little attention in the IR literature. In particular,
we have found that no prior work has focused on the efficient generation of snippets which
requires substantial disk access. Furthermore, while inverted index pruning has been studied
in parallel with index caching, the possibility of combining the two optimisation techniques
to boost the performance of a search system is a topic yet to be properly explored.
Next, we present document representation strategies that facilitate fast snippet genera-
tion, including compression and document caching.
Chapter 3
Compressed Token System
A standard format of presenting query results that is used by current search engines is
as results pages. A results page presents N documents retrieved in response to a query,
where N is a variable chosen by the searcher, typically set to 10 or 20. The structure of
a results page follows a template, where, for each retrieved document, a surrogate caption
containing the document’s title and a query-relevant snippet is served. A caption may also
include supplementary metadata about the document such as its size or original location.
The example in Figure 3.1 highlights the components of a caption.
There are several sources for the content of a caption. For instance, Clarke et al.
[2007] suggest that it could be obtained from the anchor text of a referring page. How-
ever, the text of a caption is typically extracted from the content of the document it rep-
resents [Tombros and Sanderson, 1998; White et al., 2003; Joho et al., 2008]. The title and
metadata are served regardless of the query for which the document is retrieved, and can be
extracted in advance, and maintained in a similar manner to document maps (see page 26).
Because a search engine does not know a priori the set of queries for a which a document
may be retrieved, query-biased snippets are not constructed in advance. To present the
searcher with parts of a document that best relate to their query, a document’s snippet is
typically custom-generated for almost every query. A possible exception to this are frequently
recurring queries, whose entire results pages are buffered in memory. Upon the resubmission
of the same query, the buffered pages are served with little processing.
Generation of query-biased snippets by web search engines that index in the order of
ten billion web pages and handle hundreds of millions of search queries per day imposes a
significant computational load (remembering that each search typically generates at least ten
45
46 CHAPTER 3. COMPRESSED TOKEN SYSTEM
Figure 3.1: An example illustrating the various components of the 4th caption presented in
the results-page introduced on Page 4. The first part, labeled 1, is the title component, the
second, labeled 2, is the query-biased snippet component, while the last part, labeled 3, is the
document metadata section.
snippets). The simple approach, of keeping a copy of each document in a file and generating
snippets by opening and scanning files, works when query rates are low and collections are
small, but does not scale to the degree required. The overhead of opening and reading ten
files per query, in addition to accessing the index structure to locate them, would be excessive
under heavy query load. Even storing ten billion files and the corresponding tens of terabytes
of data is beyond the reach of traditional filesystems.
In this chapter we study compact document storage strategies in large text collections,
such as the web, with the primary goal of supporting efficient and scalable query-biased
snippet generation. We propose a Compressed Token System (CTS) that supports com-
pressed document storage, and permits efficient identification of document parts useful for
generating snippets without uncompressing their full content. Our experiments using CTS
demonstrate that, compared to an obvious baseline where each document is stored in a sepa-
rate file, CTS is almost three times faster. Our findings also reveal that a large portion of the
snippet generation time, when using CTS, is spent accessing disk. By buffering a fraction
of the compressed documents in memory, we show that the snippet generation time can be
substantially reduced. These findings are supported by experiments on two large collections
using two large query logs.
We begin by describing the mechanics of constructing query-biased snippets used through
this thesis.
3.1 Mechanics of Snippet Generation
Query-biased snippets are a form of extractive summary [Tombros and Sanderson, 1998].
Given a document, and the query for which it was retrieved, the snippet generation process
must select parts of the document, preferably containing the query terms, that attempt to
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summarize its content. Various units of text within a document may be used to construct
these snippets. For instance, snippets presented by commercial search engines such as Yahoo!,
Google, and Live serve excerpts from the source documents that contain the query terms
and surrounding non-query terms to provide context. However, White et al. [2003] show
that users prefer query-biased snippets containing full sentences over snippets constructed
from sentence fragments. Accordingly, we extract and serve snippets constructed from full
sentences.
The snippets generation scheme we use is based on that proposed by Tombros and Sander-
son [1998]. A score is attached to each sentence in a document, based on the frequency of
query terms it contains, which indicates its likelihood of relevance to the query. Tombros
and Sanderson, for instance, compute the query-biased score of a sentence by dividing the
square of the total count of query terms included in a sentence by the number of terms in
the query.
We adopt a similar sentence scoring strategy that favours and presents as snippets sen-
tences that contain query terms. However, our scheme makes a distinction between sentences
that simply contain a large number of query terms and those that contain a large number of
unique query terms. Preference is given to sentences that include a large number of unique
terms. Our sentence scoring function also incorporates Lunh’s concept of term significance.
That is, we consider a sentence that contains a long run (cluster) of query terms to be more
significant than a sentence that contains small clusters of query terms.
In addition, query-independent sentence features can be incorporated in the scoring for-
mula [Goldstein et al., 1999]. These provide hints about the utility of a sentence as a generic
summary. Here, we make use of two commonly cited features; the sentence’s location in the
document and its presence in a heading.
In the location method, sentences that reside at the start of the document are considered
more valuable for summarisation than others [Lin and Hovy, 1997]. This is based on the
assumption that documents follow a predictable structure and sentences central to its topic
occur towards the start. Similarly, leading sentences in sections or paragraphs tend to be
indicative of the content of the corresponding section or paragraph.
Using the heading method, subtitles and heading are preferred over other sentences in
a document. This is based on the hypothesis that authors tend to convey the gist of the
document’s content through its title [Edmundson, 1969]. In a similar manner, where a
document is partitioned into sections, headings of such sections are considered to summarise
their corresponding section.
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Algorithm 1: Simple sentence scorer that makes use of query-dependent and query-independent
sentence features.
Data: A sentence S = [w1, w2, . . . , wm] to be scored, and the query Q = [wq1, wq2, . . . , wqn]
Result: A sentence’s score
begin scoreSentence1
Let d be the number of distinct query terms in S ∩ Q2
Identify the longest contiguous run of query terms in S, say wj . . . wj+k.3
Let h be 2 if S is a heading, 0 otherwise.4
Let ℓ be 1 if S is the first line of a document, 0.5 if it is the second line, 0 otherwise.5
return [d, k, (h+ℓ)]6
end7
Based on these observations, Algorithm 1 describes the scoring function, scoreSentence,
we use to rank sentences in a document. Sentences are sorted using the arguments of the
tuple returned by scoreSentence as sort keys: d as primary, k as secondary, and h + ℓ as
tertiary. In scoreSentence, the highest preference is given to sentences that include the
largest number of unique query terms, d. If several sentences have the same number of
unique query terms, then sentences that contain the largest cluster of unique query terms are
preferred over others that contain small clusters. Here, we measure the length of a cluster,
k, based on the length of the longest contiguous run (span) of unique query terms a sentence
contains. The order of query terms within a cluster is disregarded. Finally where sentences
have the same d and k values — which would for instance be the case when single term
queries are involved — the query-independent sentence score, h + ℓ, is used to break such
ties.
There are inherent limitations of using such a sentence-scoring approach. For instance,
each term in a query is allowed to contribute equally to the weight of a sentence. While
this may be valid for some queries, there are instances where this may not hold true and
could lead to potential degradation in the quality of the snippets presented to the user.
For example consider the query ubuntu download mirrors website. While a sentence
which contains the phrase download mirrors website may be less relevant to the subject
of the query compared to a sentence that contains the phrases ubuntu download mirrors
or ubuntu download website, the above sentences contain the same number of query terms
and have the same cluster size, and would therefore receive an identical query-biased score.
Moreover, the sentences that constitute the snippet can be scattered across the document.
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This is particularly the case for long documents whose content spans multiple topics. In
such instances, while the resulting snippet may indicate which query terms the document
contains, the context surrounding these sentences, as well as their order in the document,
may be lost. Therefore the information of how cohesive the sentences in a snippet are can
only be established if the searcher inspects the full document, which obviates the usefulness
of the snippet.
Given that the topic of this thesis is the efficiency of the snippets generation process, and
not on the quality of snippets, we do not examine the limitations of the state-of-the-art snip-
pet generation schemes discussed above any further. The implementation of scoreSentence
as described in Algorithm 1 only uses sentence specific features. The function can be al-
tered to account for document and collection-wide features, for instance, by incorporating
the query terms’ TF and IDF weights. See Section 2.1.2.
3.1.1 Preprocessing Web Documents
Unlike well-edited text documents that are often the target of automatic summarisation, web
documents are poorly structured, poorly punctuated, and contain data that is of little use
for generating snippets. Processing such content, or attempting to extract structure out of
a document every time a snippet is requested, incurs repeated and needless processing.
For efficient parsing at snippet generation time, most HTML markup, Javascript, and
and other stylistic information are stripped from each document. A document is converted
into a strictly alternating sequence of words and punctuation symbols. Punctuation is a run
of non alphanumeric characters, including white-spaces, while a word is defined as a sequence
of alphanumeric characters separated by punctuation. All that remains of a document is the
text content that would be visible to a user viewing the page in a browser.
The scoring of snippets described in Algorithm 1 assumes that documents are readily
available as a list of sentences. Here, a sentence is defined as sequences of words and punc-
tuation until the punctuation containing a special end-of-sentence marker (one of ?! or .) is
encountered. In addition to these, HTML tags such as <h1>, </h1>, <p>, </p>, and <br/>
were used to terminate sentences. Due to the unstructured nature of web documents, a doc-
ument may contain text with no end of sentence punctuation or HTML tags. Accordingly,
we applied a length threshold, restricting sentence length to at most 30 words. Also, if an
end of sentence marker appears before the fifth word in a sentence then it is ignored and the
words are joined to the following sentence [Kupiec et al., 1995]. These thresholds, of course,
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do not always parse sentences correctly. For instance, valid sentences that are shorter than
five words may be appended to the following sentence or sentences longer than 30 words may
be incorrectly split into two or more parts.
Web documents rarely contain well annotated headings or sub-titles. To identify such
sentences for the purpose of the sentence scoring, we rely on HTML markup tags. Sentences
embedded within <h1>, <h2> and <h3> HTML tags were considered as headings.
Finally, a document’s title is presented in a caption regardless of whether the title con-
tain query terms or not. Where a document includes a sentence within HTML <title>
. . . </title> tags, such a sentence is removed from the document and maintained sepa-
rately. When constructing a results-page, it can be retrieved and added to the caption of the
corresponding document. More sophisticated approaches for extraction of titles from web
documents [Xue et al., 2007] are beyond the scope of this thesis.
3.2 Baseline Snippet Engine
In the absence of prior work that details document representations for generating snippets,
we define a baseline for storing documents in large collections. An obvious collection repre-
sentation scheme is to store each document in a separate file. Each file is then compressed
using a well known adaptive compressor. We implemented such a system using the zlib li-
brary [Gailly and Adler], which makes use of the same underlying compression algorithms
as tools such as gzip and PKZIP. Similarly, it provides excellent compression effectiveness
and fast decompression speed, and the compression properties exhibited by this baseline
can be taken as akin to what those tools would yield. The motivation of choosing zlib over
bzip is that while bzip provides higher compression ratio, its decompression speed is slower
than that of zlib [Arnold and Bell, 1997]. Figure 3.2 provides a high-level illustration of the
components used, and outputs produced, when compressing a collection with the baseline
system.
Prior to compressing a collection, each document was preprocessed as described in Sec-
tion 3.1.1 to remove content not necessary for snippet generation. To easily identify sentences
during snippet generation, sentences in a document were delimited using a single-byte end
of sentence (EOS) marking character.
When using an adaptive scheme, compressing a large number of documents together is
more likely to yield higher compression ratio than compressing each document individually.
However, in this particular application, fast access to individual documents is critical. The
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Figure 3.2: A diagram illustrating the components of the baseline system. Gray rectangles
indicate that output produced.
baseline’s approach of compressing documents in separate files, therefore, provides a trade-off
between effective compression and fast access to individual documents at snippet generation
time.
When generating snippets, file paths describing the on-disk location of the documents to
be summarised as well as the query terms are passed to the baseline system. These file paths
are opened and their compressed content is fetched. Each document is uncompressed using
the zlib library described earlier. A linear search through the document is then conducted to
locate sentences containing query terms, and each sentence is subsequently scored according
to Algorithm 1. The highest-scoring sentences in a document are served as snippets. When
locating query terms, rather than using general pattern-matching, the search was optimized
for our specific task, which is restricted to matching whole words. Here sentences were split
into words. Comparison between sentence and query terms was performed such that if a
query term does not match a sentence word, then the comparison resumes at the start of the
next sentence word.
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3.3 The CTS Snippet Engine
The above baseline can be optimised in several ways. The first is to use a word-based semi-
static compression scheme over the entire collection, which allows fast decompression speed
with minimal loss in compression [Witten et al., 1999]. Using a semi-static approach involves
mapping words and punctuation produced in the parsing stage to a single integer code.
Words and non-words strictly alternate in the compressed file, which always begins with a
punctuation. This is to store the capitalisation of the first word in the document. Detailed
description of how capitalisation code is stored can be found in Section 3.4.
Encoding a text collection using a word-based semi-static model requires two passes over
the text. During the first pass, two models are constructed: one for the set of words and
another for the non-words (punctuations). A model in this instance is a dictionary of unique
symbols — a punctuation or a word — that also records the frequency of the symbol in the
collection. Symbols in a dictionary are sorted in decreasing order of their frequency. Each
symbol is then assigned an integer codeword, which is its ordinal number in the corresponding
dictionary. Frequent symbols receive a small integer codewords, while rare symbols receive
larger integer values.
The process of computing the semi-static model is compounded by the high number of
words and non-words appearing in large web collections; a large number of which occur
infrequently. For instance, analysis of two large web collections, discussed in Section 3.4,
revealed that words that occur once or twice across a collection constitute just under 80%
of the entries in the words model. Discarding such words is not practical, as they may be
required to reconstruct the original text when generating snippets. On the other hand, if
we were to store all words and punctuation appearing in the collection, and their associated
frequency, many gigabytes of memory or a B-tree or similar on-disk structure would be
required [Williams and Zobel, 2005].
Moffat et al. [1997] examined schemes for pruning models during compression using large
sets of symbols. They conclude that rarely occurring words need not reside in the model.
Instead, they can be spelt out in the final compressed file, using a special word token (escape
symbol), to signal their occurrence. The obvious practical advantage to limiting the number
of symbols is that it reduces the size of the model, perhaps even to the extent that it fits
in RAM. On the other hand, as terms not in the model are now spelled out, and therefore
potentially assigned long codes, the size of the compressed collection can be expected to
increase. We examine the trade-off between model pruning, compression effectiveness, and
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Figure 3.3: A diagram illustrating the components of the CTS system. Gray rectangles
indicate that output produced.
decompression speed in Section 3.8.
In the second pass, the encoder replaces each symbol in the collection with its integer
codeword. Where a word does not occur in the model, a sequence of escape symbol, the
length, and its ASCII representation are used instead. Similarly, each non-word sequence is
replaced with its codeword, or the codeword for a single space character if it is not in the
model. The sequence of integers in each document are then coded using the variable-byte
(v-byte) scheme [Williams and Zobel, 1999].
While the use of the v-byte scheme should allow faster decompression than the base-
line, the intermediate representation of words and punctuation as integers also permits fast
search for snippet sentences. The baseline system searches for query terms in a document by
performing exhaustive character-by-character matching. CTS on the other hand requires a
single test to determine whether an unspelt word in a document matches a given query term.
Another optimisation that can applied to the baseline is to eliminate the overhead of
opening and closing documents stored in individual files. The CTS system stores all docu-
ments contiguously in one file, and an auxiliary table of 64-bit integers indicating the start
offset of each document in the file. Where the snippet generator is part of a search engine,
we envisage, that the offsets can be stored in the Document Map data-structure. Loading a
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document in memory for summarisation, using the single file approach, entails disk seek and
a read operation.
Further, when constructing a caption, the snippet generator must have access to the
model of words. This allows query terms to be mapped to their correct integer codes, and to
recover those words not spelt in the document back to their string form. Figure 3.3 provides
a high-level representation of the components used, and outputs produced, when compressing
a collection with the CTS system.
At snippet generation time, the query terms — encoded as integers or spelt — and
the offsets of the documents to be summarised are passed to the CTS engine. The CTS
engine then locates those documents on disk and fetches their content. Each document
is uncompressed to recover its integer tokens or spelt representation. A linear search of
the tokens in the documents is carried out to locate sentences that contain query terms,
and a score is then assigned to each sentence as per Algorithm 1. While scanning through
the document we also maintain the location of the EOS markers, to determine sentence
boundaries.
3.4 Experimental Setup
All experiments reported in this chapter were conducted on two large web collections from
the TREC corpus, Wt10g and Wt100g, described in Section 2.2.3. Table 3.1 presents the
sizes (in MB) and the number of documents in these collections. In the absence of evidence
to the contrary, we assume that it is important to generate snippets using a sequence of
realistic queries. Accordingly, in the experiments to follow, we used a sequence of 10, 000
queries from the first half of the Excite-97 query log to query the Wt10g collection, and
another set of 10, 000 queries from the first half of the Excite-99 query log to query the
Wt100g collection. We refer to these subsets of the Excite logs as Exc1-97 and Exc1-99
respectively. These query-logs were harvested at around the same time the collections were
crawled, and therefore are appropriate to use. Empty queries in these logs were discarded
while queries that occur more than once were retained.
In the first experiment, we aim to assess whether CTS provides compression effectiveness
and fast access to the contents of compressed documents, comparable to the defined baseline.
In particular, we focus on decompression speed and the efficiency of locating query terms in
a document, as they partially dictate the speed of snippet generation.
To measure compression effectiveness, the above two collections were preprocessed and
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wt10g wt100g
No. Docs. (×106) 1.69 18.57
Raw Text (Mb) 10,522 102,833
Avg Document Size (Kb) 6.35 5.67
Table 3.1: The sizes of the two test collections (Mb), the number of documents they hold and
the mean size of the documents in each collection.
then compressed using the zlib-based baseline and the CTS systems. The sizes of their
compressed representations including the word models and the document location infor-
mation were then computed. In CTS, entries in the punctuation model were restricted
to the 64 most frequent non-words. We have found that, in both collections, the 30–
40 most frequent punctuation symbols included over 94% of the total punctuation in the
collection. By extending the model size to include 64 entries, 95%–96% of punctuation
symbols were accounted for. The elimination of a large portion of the punctuation model
means that the memory occupied by the model drops to under a kilobyte. Furthermore,
as a result of limiting the punctuation model to 64 entries, storing the v-byte code of a
punctuation now requires a single byte — six bits or fewer to be precise — with at least
two bits going unused. All other punctuation in a collection not present in the small
model are replaced with a single whitespace. We note that such pruning of the punc-
tuation model may not be acceptable in applications where the original text of a docu-
ment is expected be restored, but for snippet generation, missing punctuation can be toler-
ated.
Similarly, we have also limited the entries in the term model to words whose total col-
lection frequency is greater than two. That is, only those words that occur more than
twice are assigned an integer codeword, while all other terms were spelt out preceded by
an escape symbol. This choice was motivated by results of a preliminary analysis of
the word models of the two aforementioned collections, which revealed that words with
a collection-wide frequency of one or two constituted over 78% the number of distinct
words. Almost identical results were also obtained when examining the vocabulary of a
much larger, 425 Gb, collection. Finally, symbols in the word model were also case folded,
as this avoids having redundant entries of the same word when spelt using different capital-
isation.
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Total Unique Av. size (Kb)
Exc1-97 191,608 60,203 22.74
Exc1-99 186,350 100,249 27.15
Table 3.2: Details of the documents retrieved for the subset of Excite queries used to generate
snippets. The Exc1-97 results were retrieved from the wt10g collection and the Exc1-99
results were retrieved from the Wt100g collection. Note that the “Av. size” column holds
the average size of the retrieved documents.
Storing Capitalisation Information As a result of case folding, capitalisation informa-
tion necessary to reconstruct snippets that resemble the original text is lost. We store some
capitalisation details of a word as part of the punctuation that precedes it. The two unused
bits of each punctuation byte are utilised to maintain this information. These two bits allow
us to store four possible values. Accordingly, we established, four categories of capitalisation
that we found be most prevalent in the text of the test collections.
• All upper, where all the letters in a word are spelt in upper case.
• First upper and rest lower, where the first letter in a word is spelt in upper case while
the rest of the word is spelt in lower case.
• First lower and rest upper, where the first letter is spelt in lower case while the rest of
the word is spelt in upper case.
• All lower, where all the letters in a word are spelt in lower case.
At snippet generation time, the punctuation code can be extracted by applying a bitwise
mask operation, while the capitalisation can be recovered by applying a single shift operation.
The separation of punctuation and capitalisation values only need be carried out for sentences
selected to be presented as a snippet. Furthermore, no capitalisation information is
required to be stored for spelt words, as they are stored in their original capitalisation.
To evaluate snippet construction speed, we measured the time spent generating snippets
for the Excite queries, using the CTS and the baseline system. Here, the Zettair search
engine was used to index Wt10g and Wt100g, and, for each query, in the corresponding
query log the top ranked 20 documents were retrieved using the Dirichlet-smoothed language
model (see Section 2.1.4, page 16). Details of the retrieved documents are shown in Table 3.2.
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Algorithm 2: The Fetch, Decode and Score phases involved in constructing snippets for a
single query using the CTS system.
Data: Result-set, R, of a single query, Q
Result: A snippet for each document in a query’s result-set
foreach doc in R do1
begin Fetch2
seek(doc.offset)3
doc.compressed ← readDoc()4
end5
begin Decode6
doc.sentences ← decompressCTS(doc.compressed)7
end8
begin Score9
foreach s in doc.sentences do10
s.score ← scoreSentences(s,Q)11
end12
sort sentences in doc.sentences in decreasing order of s.score13
select the top 3 sentences to construct a snippet14
reverse-map snippet sentences to string words15
end16
end17
Snippets were then generated for each document using the CTS and the baseline systems.
The snippet generation time for a query was measured as the wall clock time taken to
generate snippets for its retrieved documents. For the CTS system, the timings also entailed
measuring the time elapsed reverse mapping unspelt integer tokens to strings and recovering
the correct capitalisation for the snippet sentences. Algorithms 2 and 3 detail the steps
involved in generating snippets for a single query using CTS and the baseline systems. The
“Fetch” step is where the snippet systems accesses disk to fetch documents into memory.
In the “Decode” step, documents are uncompressed into sequences of sentences. Finally,
the“Score” step evaluates sentences in a document in order to identify snippet sentences.
Timing runs — which involve generating snippets for all the queries in a log using either
system — were conducted on an otherwise unoccupied machine. The source code used in
the experiments was compiled using the gcc compiler with -O6 optimisation, and large (over
2 Gb) file support. The timing of a query was averaged over 10 runs, and prior to each run
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Algorithm 3: The Fetch, Decode and Score phases involved in constructing snippets
for a single query using the baseline system.
Data: Result-set, R, of a single query
Result: A snippet for each document in a query’s result-set
foreach doc in R do1
begin Fetch2
openFile(doc.path)3
doc.compressed ← readDoc()4
closeFile(doc)5
end6
begin Decode7
doc.sentences ← decompressZlib(doc.compressed)8
end9
begin Score10
foreach s in doc.sentences do11
s.score ← scoreSentences(s,Q)12
end13
sort sentences in doc.sentences in decreasing order of s.score14
select the top 3 sentences to construct a snippet15
end16
end17
main-memory was flushed to avoid any biases due to disk-files cached from previous runs.
The hardware specification of the experimental machines used is detailed in Appendix A.
3.5 Results
The sizes of the representations of Wt10g and Wt100g collections produced by the baseline
and CTS are illustrated in the “Compressed” rows of Table 3.3. As expected CTS admits a
small compression loss over zlib. However, both schemes substantially reduce the size of the
text to 30% of the original uncompressed collections and by about half of the parsed version.
The “Word map” row holds the size of the CTS data-structure required to recover unspelt
words at snippets construction time. The size of this data-structure grows at almost the same
rate as that of the collection, mainly due to the appearance of new terms, names, numbers,
URLs, and dates [Williams and Zobel, 2005]. While we anticipated that the exclusion of
terms with frequency less than three from the model would slow the rate at which it grew,
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wt10g wt100g
Parsed 6,041 (58.99%) 46,664 (45.34%)
Baseline(zlib)
Compressed (Mb) 2,534 (24.76%) 19,875 (19.31%)
Document Map (Mb) 17.75 194.82
CTS
Compressed (Mb) 2,987 (29.16%) 23,903 (23.37%)
Word map (Mb) 63.69 427.34
Document Map (Mb) 12.91 141.69
Table 3.3: Total storage space (Mb) for documents for the two test collections once parsed and
then when uncompressed. The percentages are calculated against the size of the unprocessed
and uncompressed collection size. The Word map rows show the amount of RAM occupied
by the word models.
this seems to have had little effect.
For each document, CTS and the baseline also store information about its location on
disk: a file path in the case of the baseline and a 64-bit offset in the case of CTS. We store this
information as part of the Document Map — a data-structure, used by a retrieval system to
store document metadata (see page 26). The increase of the Document Map size as a result
of adding the document location information is shown in the “Document Map” rows. The
CTS offsets always require eight additional bytes per document. Therefore given the number
of documents to be compressed, the increase in the size of Document Map can be predicted
accurately. However, with regards to the baseline system, the size of the Document Map can
be much larger, depending on the directory structure chosen. In the our implementation we
used a three-tier directory structure. The directory and the file names were all five bytes long.
Figure 3.4 indicates the mean running time to generate snippets for the queries in the
two Excite query-logs. The x-axis indicates the group of 100 queries; for example 20 holds
queries in position 2000 to 2100. The y-axis shows the mean running time of the 100 queries
within each group in seconds.
A clearly noticeable pattern here is the drop-effect, where the average query snippet
generation time falls substantially after the first 5, 000 or so queries are processed. This is
due to the operating system caching disk blocks and pre-fetching data ahead of specific read
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Figure 3.4: Time to generate snippets for the top 20 documents per query, averaged over
buckets of 100 queries, for the 10,000 Exc1-97 and Exc1-99 queries.
requests. To verify that disk access is the source of the drop-effect, we repeated the previous
experiment. However, this time we excluded the Fetch component from the timings. All
that this experiment measured was the amount of time spent uncompressing documents and
processing their content in memory. If the drop-effect is caused by any other aspect of the
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Figure 3.5: Time to generate snippets for the queries in the Exc1-99 log. The plotted timings
exclude disk access (Fetch component), and, as in Figure 3.4, they are averaged over groups
of 100 queries.
summarisation other than disk access, then the results of this experiment should also exhibit
similar pattern as Figure 3.4. Figure 3.5 illustrates the mean snippets generation time for
the Exc1-99 queries, excluding the Fetch component. The drop-effect is no longer apparent.
Similar trends were also observed in timings of the Exc1-97 results. This suggests that the
operating system is buffering a larger amount of data, and this is often enough to make an
appreciable difference in snippet generation speed. Part of above caching is due to the spatial
locality of disk references generated by the query stream: repeated queries will already have
their document files cached in memory; and similarly different queries that return the same
documents will benefit from document caching.
One can also observe that the drop-effect of the CTS system is much smaller than the
baseline. This is caused by the fact that prior to the timings, CTS system opens the collection
file to read preliminary metadata. If memory is flushed after CTS has read this metadata,
we found that the average snippet generation time, for the first 15–20 query groups (in
Figure 3.4) almost doubles. This increase however drops sharply that flushing RAM appears
to have little effect on the timings of the last 5, 000 queries.
The time spent generating snippets per query, averaged over the final 5, 000 Excite queries
once caching effects have dissipated, are shown in Table 3.4. Once the drop-effect has stabi-
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Exc1-97 Exc1-99
Baseline 89.45 334.56
CTS 32.92 136.18
Reduction in time 63.20% 59.29%
Table 3.4: Average turn-around time to generate snippets for a query (in milliseconds) once
the caching effects have dissipated (averaged over the last 5,000 queries of the Excite logs).
lized, CTS is 60% faster than the Baseline system. There are several factors which contribute
to these gains. First, unlike the baseline, CTS does not have the overhead of opening and
closing individual files. A single seek to the start of a document and a read are all that are
required to fetch a document into memory. Second, since words are represented as integer
codewords, matching a query term to a word in a document usually requires a single test
while the baseline employs a character by character string comparison. Finally, the baseline
makes use of a compression scheme with decompression speed slower than that used by CTS.
Figure 3.6 shows the difference in disk access time between using a baseline system that
stores documents in individual files and another that stores documents indexed in a single
repository (as with the CTS system). The plot illustrates the amount of time spent reading
documents (Fetch component) for the Exc1-99 data-set. Similar results were also obtained
using the Exc1-97 data-set. The ‘Baseline-single-file system’ plot shows the average time
the baseline takes to fetch documents when the collection is stored as single file, while the
‘Baseline system’ plot shows the average time the baseline spends fetching documents where
each document in the collection is stored in an individual file. The Baseline-single-file system
plot also exhibits similar cache drop-effect as CTS.
Table 3.5 shows the break down of the snippet generation times reported in Table 3.4
into the three main components of the snippet generation process: Fetch, Decode and Score.
This table highlights that a large portion of snippet generation time, over 60% of time in
CTS and more than 80% in the baseline, is spent accessing disk. Moreover, this disk-access
cost increases with the size of the collection, as the bigger the collection, the larger storage
space its compressed form requires, the longer distances the disk head has to seek on average.
The advantage of using a byte-oriented compression scheme which allows fast decompression
as well as the integer representation of symbols which minimizes the number of comparisons
when generating snippets, are also apparent in the Decode and Score columns. Here, CTS
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Figure 3.6: Average time (in milliseconds) spent fetching documents for a query from disk
for the Exc1-99 data-set. The Baseline-single-file system stores the baseline files in a single
file.
Fetch Decode Score
Exc1-97
Baseline 74.78 8.75 5.91
CTS 20.79 7.63 4.49
Exc1-99
Baseline 313.06 13.22 8.29
CTS 119.89 9.81 6.48
Table 3.5: Break-down of the snippets generation time (in milliseconds) for the final 5,000
queries in each log into the three main tasks: fetch, decode and score. The “Fetch” column
holds the time elapsed opening files, seeking and reading document. The “Decode” shows the
time spent uncompressing fetched documents. Finally the “Score” column is the time spent
scoring and ranking sentences, as well as reverse mapping them to their string content.
is on average 20% faster when processing a document once in memory.
Finally, we examine the impact document size has on snippet generation speed. In par-
ticular, we aim to establish if the snippet generation time drops with the size of documents
summarised. The motivation being that if smaller documents incur the same amount of
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Fetch Decode Score
Exc1-97
Baseline 74.04 6.51 1.86
CTS 21.16 1.65 0.91
Exc1-99
Baseline 303.02 10.02 2.08
CTS 119.90 3.49 1.52
Table 3.6: Break-down of the time spent generating snippets (in milliseconds) for queries
whose documents were less than half the average document size retrieved in the original query
results.
processing time as larger documents, then it is obvious that investing in alternative means
of compacting documents may not be fruitful.
From the results used to generate Table 3.5, we excluded all queries that contained
documents larger than half the average compressed document size in the corresponding data-
set. All that remained were results of 701 queries for in the Exc1-97 set, we refer to as
Exc1-97-small, and 432 queries in the set, which we call Exc1-99-small. We found that the
average document size in Exc1-97-small and Exc1-99-small are 68%–72% smaller than the
average document size in the corresponding data-set. Similarly, as shown in Table 3.6, the
average Score and Decode time for the small document is a third compared to the original
data-set results shown in Table 3.5. The reduction in the Fetch time however are minimal.
Table 3.6 also shows that the average time spent decompressing a document using the baseline
system does not drop as much as that of CTS. This is primarily because the initialisation of
the data-structures necessary to complete the decompression makes up a considerable portion
of the decoding time. While the zlib implementation of the baseline may be optimised for
the task at hand, given that the Fetch phase dominates the baseline performance, we did not
invest time in tuning the Decode phase of the baseline.
The experimental findings thus far have shown that, compared to the defined baseline,
CTS considerably reduces the cost of accessing disk-resident documents, as well as the cost
of processing them in memory. The results also suggest that this cost can be further reduced
if the size of documents is smaller. Next, we look at strategies of optimising the CTS
system.
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3.6 Snippets Generation Using Compressed Matching
Thus far, the CTS engine has generated snippets in a three stage process: Fetch, Decode
and then Score. A potentially more efficient alternative is to avoid the Decoding step and to
identify snippet sentences directly from the compressed document, using compressed match-
ing. The use of compressed matching over a byte-oriented compression schemes has been
shown to provide fast word-based pattern search [de Moura et al., 2000].
Incorporating compressed content matching in CTS entails compressing all query terms
in the same fashion as the documents: terms are converted to integer codewords and then
compressed using the v-byte scheme. The query (now compressed) is then run over the
compressed text as with the original uncompressed scheme, to locate snippet sentences.
When using the v-byte scheme, terms that are assigned integer codes greater than 127
are encoded in more than one byte. Therefore, the search for such terms may require more
than one test operation, incurring additional cost in the Score phase. The success of this
compressed text matching relies on the processing time of the Score phase remaining less
than that of the combined Decode and Score phases of the uncompressed scheme.
To quantify the speed gains, if any, that would be achieved as a result of using this com-
pressed matching approach, we repeated the CTS experiment reported on page 60. However,
this time, the Decode step was removed, and the Score step was replaced with Score-compress:
a variant of the Score step that performs compressed matching.
Figure 3.7 compares the mean Scoring time in the original three-phase CTS (Score) and
in the recent CTS with compressed matching (Score-compressed). The Figure also shows
the total time spent Decoding and Scoring (Decode+Score) in the original CTS. The plots
exclude the time spent accessing disk, as we aim to observe the gains yielded by using the
compressed text matching once documents are in memory. The figures show that there
is a small difference between the Score and Score-compress times. The breakdown of the
document processing time, shown in Table 3.7, confirms that Score-compressed run is, on
average, 0.3 milliseconds slower that the original Score. The primary contributing factor here
is the number of comparisons performed. We found that the original Score implementation
on average performs 1.02 tests per word when searching for query terms, while the Score-
compressed incurs 1.13 tests. When the average number of tests in Score-compressed was
maintained at 1.0, the average Scoring time for the two test sets dropped to 4.36 milliseconds
and 6.39 milliseconds respectively.
While the Score-compressed is slightly slower than the original Score, the net effect of
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Figure 3.7: Re-run of the first CTS timing experiment. The Score-only plot is a subset
of the Decode+Score plot. Score-compress, is the total time spent in the Score step of the
compressed matching CTS system.
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Decode Score
Exc1-97
CTS 7.63 4.49
CTS-compress — 4.78
Exc1-99
CTS 9.81 6.48
CTS-compress — 6.83
Table 3.7: Time to generate 20 snippets for a single query (in milliseconds) for the collection
averaged over the final 5,000 Excite queries, using the original CTS and the CTS with
compressed matching.
using compressed matching reduces the average in-memory documents processing time by
60%.
Finally, as the content of the zlib baseline is adaptively compressed, access to random parts
of a document is not possible, and therefore we cannot easily exploit compressed matching
strategies discussed in this section, to further speed the decompression time. There are
variants of the adaptive schemes that allow compressed matching [Amir et al., 1992; Farach
and Thorup, 1995], but they are not evaluated in this thesis.
Now that we have reduced the in-memory cost of processing documents, we turn our
attention to the disk-access component. Since locating documents in secondary storage
occupies such a large proportion of snippet generation time, it seems logical to try and
reduce its impact through caching.
3.7 Document Caching
In the previous sections we saw that disk access constitutes a sizable portion of the snippet
generation time. Some of this disk access cost can be avoided by caching documents in
memory. This is clearly shown by the drop-effect exhibited in Figure 3.4. In this section we
examine the benefits of incorporating, into the CTS engine, a rudimentary document cache.
In particular we aim to find out how much, if any, disk access can be saved as a result of
using the simple cache. We also intend to quantify the impact the disk access savings may
have on the snippet generation speed.
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A commonly employed method of conducting caching experiments in the IR literature is
to use a cache simulator [Markatos, 2001; Garcia, 2007]. This provides a controlled environ-
ment to accurately measure disk accesses, while avoiding the effect of external environmental
factors such as disk-level or CPU-level buffering. In this work, however, we implement a
simple cache. The advantage of implementing a cache is that it allows us to obtain actual
snippets generation timings comparable to the results reported thus far, something a simu-
lation does not easily permit. The timings obtained from using such a cache will of course
include savings due to disk-controller or operating system buffers (which we collectively re-
fer to as operating system buffers). However, having observed the savings brought by such
generic caches (see Figure 3.4), we intend to establish whether further gains can be achieved
by using a custom built document cache.
Our cache implementation stores compressed documents. The decision against caching
uncompressed documents is obvious — compressed documents have been shown to allow fast
snippet construction and, given their smaller size, more of them can fit in memory. Prior
to building a cache there are several implementation choices to be made. The first concerns
the cache management policy — the strategy of deciding which documents to remove from
cache next, once the cache is full, to make space for a new document. Here, we use two cache
management policies. Static cache, where the cache is populated with as many documents
as it can hold before it commences generating snippets. The cache then never changes. This
approach favours documents retrieved early, before the cache is filled, and documents that
occur frequently after cache is filled do not benefit from such a caching strategy. The other
eviction policy we use is LRU (Least Recently Used), where the least recently accessed doc-
uments are removed until adequate space is made for the new document. Recently accessed
documents are favoured in this scheme over those that appear early on when filling the cache.
The last choice we have to make is the cache size. The size of a cache refers to the
portion of a collection a cache can maintain in memory at any give time. This may vary
depending on the architecture of the search engine. In a single machine setup, such as a
small enterprise search engine, a single chunk of memory could be used to cache documents.
On the other hand, in a distributed environment, where the collection may be divided across
several nodes, each node may be responsible for caching the documents it contains in a limited
amount of memory. We examine cache performance as the size of available memory varies.
We experiment with cache sizes ranging from 64 Mb up to 1 Gb of RAM.
In the experiments to follow, we used CTS with compressed matching, as described in
Section 3.6, to generate snippets. In addition to the Exc1-97 and Exc1-99 queries, we also
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made use of Exc1-97-Pre and Exc1-99-Pre. Exc1-97-Pre contains a list of 100,000 queries
in the Excite-97 log which preceded Exc1-97 queries, while Exc1-99-Pre contained 100,000
queries in the Excite99 log which preceded Exc1-99 queries. The results of Exc1-97-Pre
and Exc1-99-Pre were used to pre-fill the cache before beginning snippet generation for the
Exc1-97 and Exc1-99 respectively.
After populating the cache and prior to commencing the snippets generation, RAM was
flushed. This ensures documents buffered by the operating system while populating the cache
do not give the cached runs an unfair head start. Once memory was flushed, each entry in
the cache was accessed once to retrieve those entries that would have been swapped out to
disk.
To generate a document’s snippet, the cache is first probed. If the document was found
in cache (a cache-hit), then its in-memory content is used to generate the snippet. If it was
not found in cache (a cache-miss), then its content is read from disk. Where the LRU policy
is used, the document fetched from disk is also inserted into cache, evicting the least recently
used documents, if necessary.
The plots in Figure 3.8 show the percentage of documents that hit cache using the two
policies. The x-axis shows the cache sizes used (in Mb), while the white bar labeled ‘Portion
of collection cached’ shows the collection size maintained in memory once cache was filled.
So, using a 64Mb cache, 0.9% of the size of the compressed wt10g collection is cached.
Similarly, if a 1024 Mb cache is used, around 15% of size of the the same compressed collection
is cached. Note that the right axis should only be used with the ‘Portion of collection cached’
bars. The two gray bars show the cache hit-rate (percentage of documents found in cache)
for the corresponding cache policy.
The static cache performs reasonably well, in particular with the Exc1-97 results using
large caches. However, it is outperformed by the LRU cache. From these figures it is clear
that caching a small percentage of the collection size, for instance 1%, yields cache hit ratios
of over 40%. Where a larger portion, 15%, of the collection is cached, then around 79% of
the documents summarised were found in cache incurring no disk access. The reason for such
a high rate of hits is that some documents are much more likely to appear in results lists
than others.
While the above results appear to be promising, how does achieving such cache-hit rates
impact the speed of snippet generation? Can we, for instance, by caching 3%–4% of the
collection expect to see a 50%–60% drop in disk accesss time. Figures 3.9 and 3.10 plot the
average snippet generation time using the four cache sizes. In addition, we also included a
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Figure 3.8: Document hit rate using the two cache eviction policies and several cache sizes.
The right axis should only be used with the white bars labeled ‘Portion of collection cached’.
plot of a run which did not make use of a cache and its documents were fetched from disk.
This plot is labeled as ‘no-cache’. Like the cached runs, this run also makes use of the CTS
with compressed matching, and it utilises operating system buffering.
In the first few queries we notice that the average snippet generation time drops as larger
caches are used. Given that the operating system buffering hasn’t come into effect yet, the
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Figure 3.9: Time elapsed generating snippets for the Exc1-97 results, using various sizes of
the custom built cache, and the no-cache run. In the first plot a static cache was used, while
in the second an LRU cache was used.
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Figure 3.10: As per Figure 3.9, except the timings in this figure are for the Exc1-99 results.
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only advantage the cached runs have over the no-cache run within these first few queries is
the document cache. We can also observe that the choice of cache management policy makes
little difference in the cache-hit rate of the first few queries. The benefit of using an adaptive
LRU cache over a static are only apparent later on, once several queries have been processed.
Once the operating system cache starts taking effect, the difference between the snippet
generation time of the cached runs and the no-cache run drops substantially. In the Exc1-97
results (Figure 3.9), very little gain can be observed as a result of using the document cache.
In fact, we only see some noticeable gains when the 1024Mb cache is used. The good perfor-
mance of the no-cache run is due to the operating system buffer replicating the custom doc-
ument cache. It also retains documents accessed from disk in memory for fast, future access.
In the Exc1-99 results (Figure 3.10), slightly noticeable gains can be observed when using
the LRU cache. However, in the static cache results we can see that, in the second half of
the Exc1-99 queries summarised, the average snippet generation time increases as larger
caches are used. We found that there are two reasons for this. Unlike the Exc1-97 results,
we found that few of the summarised documents were present in the results of Exc1-99-Pre
used to pre-fill the cache. Furthermore, the larger the cache — the more memory it uses —
the operating system cache has less potential to do its caching. When using the 1024 Mb
cache, we found that the Fetch component of a query incurred over 126 milliseconds — close
to the Fetch time of a document processed just after cache was cleared. This suggests that
documents were fetched from disk.
Finally, our analysis also found that the average time to retrieve a document from cache
increases slightly with the size of cache. This is particularly noticeable in the 1024 Mb caches.
These delays can primarily be attributed to the data-structure used to manage the custom
cache. However, these increases are less than 10% of the time spent in the Fetch phase.
In fact, the above results confirm that the operating system buffer alone can provide
similar cache hit rates as the custom built cache. Further improvements can be made to the
LRU cache by using more advanced cache management policies, that account for the size
of document, access frequency, and retrieval cost [Cao and Irani, 1997]. However, since the
focus of this thesis is neither on caches nor on cache management, we do not explore the use
of caching policies any further.
In this section we have shown that the use of a small cache, can result in a substantial
cache hit-rate. Where larger caches are used, cache-hits close to 80% can be achieved. We
have also seen that a simple generic cache can perform just as well as a custom built cache.
In fact the value in using a custom built cache greatly depends on the environment it is
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used in. Where little operating system buffering is available, snippet generation can greatly
benefit from a custom cache. This was demonstrated by the results at the start of the query
logs. The returns from using custom cache in an environment where the operating system
and disk already perform substantial caching are small.
3.8 Reducing the Memory Footprint of CTS
In Section 3.5 (page 58), we observed that the size of word model increases with the size
of the collection. For a large terabyte size collection, we anticipate that this will require
a substantial amount of memory or a disk-resident data-structure to maintain the model.
One strategy of reducing model size that we have already examined is model-pruning. This
involves the removal of entries from the model until the desired size is reached.
The benefits of model-pruning are two-fold. First, it cuts the size of the model to such an
extent that it can fit in memory. Second, smaller models also mean that potential memory
starvation, or memory problems such as thrashing are less likely to occur. However, limiting
the size of a model also means that more terms have to be spelt out. This would potentially
increase the size of the compressed collection and may also require more comparisons at
snippet generation time. In this section we study the effect that heavily pruning the word
model has on the size of the compressed collection and snippet generation speed.
To prune the word model, we retain the M most frequent terms in the collection, where
M is a tunable parameter. All terms not in the pruned word model are spelt out, preceded
by the escape symbol. Note that the word models reported in Table 3.3 only contained
terms whose collection frequency was greater than two. These models are considered to be
the full models, from which M is computed. For the experiments to follow, we set M to
75%, 50%, 25%, 10% and 1%. These models were then used to compress and subsequently
generate snippets for the test query sets used thus far.
The sizes of the compressed collections and the corresponding pruned word models used
to produce them are shown in Table 3.8. Decreasing the model to 10% of its original size
increases the collection size by about 5%–6%. Surpirisingly however, using just 1% of the
entries in the original model increases the collection size by only 14%–17%. Further analysis
of the above results revealed that, by using the 1% models, only 2.97% (in Wt10g) and
2.82% (in Wt100g) of the total terms in the collections were spelt out.
To measure the effect of the word model pruning on snippet generation speed, we repeated
the experiments reported on page 65, using the six collections produced above. The per query
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wt10g wt100g
Model (Mb) Coll. Size (%) Model (Mb) Coll. Size(%)
100% 63.69 0.00 427.34 0.00
75% 46.52 0.01 317.65 0.04
50% 30.00 1.19 207.86 1.02
25% 14.35 3.28 99.05 2.74
10% 5.52 6.15 37.73 4.96
1% 0.50 17.20 3.44 14.28
Table 3.8: The various word model sizes (in Mb) used to compress the two test collections,
and the collection size increase as a result of using the pruned word models. The ‘Coll. Size’
column shows the size increase relative to the size of the collection produced using the full
model.
wt10g wt100g
100% 25.27 126.20
75% 24.99 124.59
50% 23.72 125.25
25% 25.55 124.31
10% 24.58 125.73
1% 25.51 131.81
Table 3.9: Mean time (in milliseconds) taken to generate snippets for a single query for the
full model collection as well as the collections compressed using the pruned word models.
average snippet generation time, for the last 5, 000 queries are shown in Table 3.9. The results
show that the snippet generation time remains relatively the same, even after the collection
size has increased by over 17%.
Several conclusions can be drawn from the above results. First, the heavy pruning of the
word model has a small impact on the compression effectiveness. Second, the increase in
the snippet generation time as a result of the size increase are negligible. The implication of
these findings is that in a system where RAM is scarce, or has to be shared with other parts
of a search engine, the memory used by the word model can be substantially reduced with
little impact on either compression ratio or snippet generation speed.
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3.9 Summary
In this chapter we have described the algorithms and document compression schemes that
would make an efficient subsystem for generating snippets of the type used in current web
search engines. We have shown that the proposed CTS system is almost three times faster
than the obvious baseline. This was primarily due to the way files were organised on disk
which minimised disk access cost.
We have also introduced two optimisation techniques to reduce snippet generation time.
Through compressed matching we have eliminated over half the time spent processing docu-
ments in memory. To reduce disk access cost we examined the use of caching. We found that
caching substantially cuts down the overall snippet generation time. Our results also demon-
strate that simple strategies such as disk-controller and operating system caches provide hit
rates and savings in snippet generation time comparable to simple custom-built caches.
Moreover, we also examined word model pruning — a process of limiting the number of
terms in the model — to reduce CTS’s memory requirements at snippets generation time.
Our experimental results show that the size of the model can be substantially cut while
incurring little loss in compression effectiveness and snippets generation time.
Finally, we also observed that the in-memory processing time of small documents is much
less than that of larger documents. In the next chapter we examine alternative approaches to
reducing the size of documents beyond compression, to further reduce the snippet generation
time.
Chapter 4
Document Compaction for Efficient
Query-Biased Snippet Generation
In Chapter 3, we saw that a critical component of snippet generation time is spent accessing
disk. We have also seen that maintaining documents in memory (caching) is an effective
strategy for reducing the number of disk accesses. The utility of a cache is dependent on
the number of documents maintained in memory. The larger the portion of a collection that
is maintained in cache, the higher the cache hit rate, and therefore the faster the snippet
generation speed.
One way of increasing the number of documents in cache is to reduce the size of each
document. Thus far, we have explored the use of compression to reduce the size of documents.
Another alternative is to use document pruning, where parts of a document are discarded.
An example of this, described earlier in Section 3.1.1 (page 49), is the removal of tags and
markup that are of little value for constructing a snippet.
Document pruning has two main advantages. First, it boosts the number of documents
a cache can hold. Second, it reduces the amount of data that has to be fetched from disk
and the number of sentences that have to be scored at snippet generation time. The com-
bination of the above two benefits, in turn, further reduces the average time required to
construct a snippet. In this chapter, we study how documents can be compacted so that
only those parts that are likely to be needed for snippet generation are retained. We begin
by proposing methods for detecting and removing redundant content within documents in
particular duplicate sentences. To further compact documents, we propose several pruning
strategies based on sentence reordering. Using these strategies, we show that documents can
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be reduced to less than half their original size with little loss of snippet quality. Finally,
compared to full documents, we demonstrate that, by using the pruned documents, the av-
erage in-memory snippet generation time decreases at the same rate as the pruning applied.
Moreover, we also demonstrate that, using pruned documents, a cache can store more than
twice as many documents as one that caches full documents. This in turn further reduces
the fetch component of snippet generation time by just under 50%.
4.1 Detecting Novel Sentences
Text documents contain redundant pieces of text. For instance, sentences may be repeated
to improve readability, or to reiterate or summarise a concept. The inclusion of duplicate
sentences in a document has little value for snippet generation. The removal of such dupli-
cate sentences minimises the volume of data processed when constructing a query and also
maximises the amount of novel information a snippet holds.
A sentence is redundant (duplicate) if the information it contains is similar to information
conveyed by other sentences. Two sentences are considered similar if they share considerable
syntactic overlap. Syntactic sentence similarity can be measured by simply counting the
terms two sentences share, or using statistical or probability based similarity metrics, such
as TF×IDF or Kullback-Leibler divergence [Allan et al., 2003].
These approaches have several limitations. First, they do not consider the order in which
terms occur in sentences. For instance, two sentences that use the same terms and term
frequency could carry completely different information, but would be considered duplicates
using these schemes. Second, sentences tend to be short — 10 to 20 words long — and
on average a term occurs once or twice. Using similarity metrics based on term statistics
constructed over rare frequencies provide weak similarity estimates.
We instead make use of an n-gram approach (w-shingles); originally employed for cluster-
ing web documents and to detect near-duplicate documents [Broder et al., 1997; Bernstein
and Zobel, 2004]. For each sentence, a sliding window of size n is run over its words, creating
n-grams (shingles) of contiguous words. The resemblance of two sentences sa and sb is then
computed as the Jaccard similarity coefficient between their corresponding set of shingles,
resemblance(sa, sb) =
|sha ∩ shb|
|sha ∪ shb|
where sha and shb are respectively the shingle sets for sentences sa and sb. For our ex-
periments, we set the size of shingles to the minimum length of a sentence: five contiguous
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Algorithm 4: Duplicate sentence detection in a document using the shingles app-
roach.
Data: Document, D = [s1, s2, . . . , sn]
Result: D less duplicate sentences
begin detectDupSentences1
Ds ← {}2
foreach a in D do3
if length(a) > min length of a shingle then4
if ∀b ∈ Ds: resemblance(sha, shb) < τ then5
Ds ← Ds ∪ b6
end7
end8
if length(a) <= min length of a shingle then9
if ∀b ∈ Ds: sha is not in shb then10
Ds ← Ds ∪ b11
end12
end13
end14
return Ds15
end16
words (See Section 3.1.1). We also adhere to the same definition of a sentence described in
Section 3.1.1.
We consider two sentences to be duplicate if their resemblance is greater than a threshold
τ . The value of the resemblance ranges from 0 — where the two sentences share no shingles
in common — to 1 — where the two sentences have identical shingles. Algorithm 4 describes
the shingles approach to detecting duplicate sentences. Here, sentences in a document are
inspected sequentially. To determine if a sentence is duplicate, it is compared against all
the useful sentences in the document which precede it. A sentence is only retained in the
document if its resemblance to all previously inspected sentences does not exceed τ . The
duplicate detection then moves on to the next sentence. To ensure only duplicate sentences
are removed, we set τ to a high value, 0.8. That is, two sentences must have at least 80%
shingles in common to be considered duplicate. An exception to this are sentences that are
five words (a single shingle) long. Here, the entire shingle needs to occur in the other sentence
to be considered duplicate.
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While the above process has the effect of removing duplicate sentences, it might also
remove useful sentences that contain 80% of shingles in common with another sentence in the
document. To investigate the effect of removing duplicate sentences, we use two evaluation
approaches.
User Study In the first approach, two human subjects (university students) were asked to
assess whether sentences identified using the above shingles method were indeed duplicates.
Here, 101 documents, containing at least two duplicate sentences according to our shin-
gles approach, were randomly selected from the Wt10g collection. These documents were
then parsed to their readable content and the sentences deemed duplicate were highlighted.
Coincidentally, the sampled document only had a single pair of duplicate sentences marked by
the shingles approach described in Section 4.1. The two users were presented with the sam-
pled documents, and were asked to identify, which of the following categories the highlighted
sentences belonged to.
• Exact Duplicate, where the content of the highlighted sentence is identical to another
sentence in the document.
• Near Duplicate, where the content of the highlighted sentence is not identical to an-
other sentence in the document, but its content is conveyed as part of other sentences.
A sentence that is a substring of other sentences, or sentences which differ due the
inclusion or removal of one or two words, fall in this category.
• False Duplicate, where the highlighted sentence was wrongly identified as duplicate.
Table 4.1 illustrates the findings of the user study, where a large portion of the duplicate
sentences identified using the proposed approach were exact duplicates. A common example
of duplicates is where the content of a title in the document is also reused in the text of the
following sections or subheadings. See the Exact and Near duplicate examples in Table 4.2.
In a small set of documents however, non-duplicate sentences were identified as duplicates.
A pattern observed among these sentences is that they had one or two terms of difference
with other sentences in their respective documents. However, unlike near duplicate sentences,
the term differences conveyed the most important information in the sentences. The False
duplicates example in Figure 4.2 illustrates one such instance.
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Category User-1 User-2 Agreements
False Duplicate 1 3 1
Near Duplicate 17 11 11
Exact Duplicate 83 87 83
Tot. Docs. inspected 101 101 94
Table 4.1: Statistics of the sampled documents containing duplicate sentences. The “False”
row holds the number of documents which contained at least one false duplicate sentence. The
“Near” row contains the number of documents which contain no False duplicates but had at
least one Near duplicate sentence. The “Exact” row holds the count of remaining documents
containing only exact duplicate sentences.
Information Loss The goal of the second evaluation method is to gauge the information
loss resulting from removal of duplicate sentences, using a retrieval-based approach. If the
removal of duplicate sentences using the shingles approach also discards non-duplicate sen-
tences, then use of a collection free from duplicate sentences can be expected to exhibit some,
albeit small, loss in its results quality.
Here, a version of the Wt10g was created where duplicate sentences were removed
using the above shingles approach. We refer to this version as the duplicate-free collec-
tion.
The full and duplicate-free versions of Wt10g collection were indexed and queried using
TREC Topics-450–550. Here documents were retrieved using Dirichlet smoothed language
model. In the documents retrieved for the two topics-sets, 34%–37% contained at least one
duplicate sentence. Of the 100 topics, 49 had at least one document containing duplicate
sentences. The precision results of the two topic-sets is shown in Table 4.3. With the excep-
tion of two measures, the results obtained using the duplicate-free collection are as effective
as the results generated using full collection. Table 4.3 also illustrates that, while there may
be significant differences between the full and duplicate-free results, the magnitude of the
differences according to Cohen’s d effect size test, is small [Cohen, 1988, pages 20–26].
The compaction gains achieved as a result of removing duplicate sentences are however
modest. The duplicate-free collection is 2.7% smaller than the full collection.
Based on the findings of the manual judgments and the above precision results, the use
of the proposed duplicate sentence removal method has been shown to cause minimal loss
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Near duplicates where one sentence is part of the second
• Clinical consequences of disordered pH and pCO2
• Clinical consequences of disordered pH and pCO2 and side effects of
bicarbonate therapy
Exact duplicates
• Clinical disorders of acid base homeostasis
• Clinical disorders of Acid base homeostasis
False duplicates
• What is the name of the film
• What is the name of the song
Table 4.2: Examples of the different classes of duplicate sentences extracted from the Wt10g
collection. The exact duplicates example was taken from document WTX001-B01-23, the exact
duplicates example was taken from WTX001-B01-23 and the false duplicates example was
extracted from WTX001-B34-342.
of effectiveness, while providing small compaction gains. Next, we investigate document
pruning strategies specifically targeted at snippet generation.
4.2 Document Compaction
To generate compact surrogate documents, we first reorder sentences then prune sentences
that are less likely to contribute to surrogates. We now describe our approaches to sentence
reordering and pruning.
4.2.1 Sentence Reordering
To compact a document we begin by assigning each sentence in the document a weight and
then reorder the sentences in descending order of weight. All but the top N sentences are
then removed, with N specifying the desired level of compaction. To assign sentence weights,
we use query-independent and query-dependent methods.
4.2. DOCUMENT COMPACTION 83
Collection P@5 P@10 P@20 P@100 MAP
Topics-450–500
Full 0.3040 0.2540 0.2030 0.1150 0.1994
Duplicate-free 0.3160‡ 0.2540‡ 0.2050‡ 0.1168‡ 0.2012⋆
Topics-501–550
Full 0.3480 0.3100 0.2630 0.1648 0.1798
Duplicate-free 0.3480‡ 0.3120‡ 0.2625‡ 0.1642‡ 0.1819‡
Table 4.3: Comparison of the accuracy of the results on the full documents collection com-
pared to the duplicate-free collection. Values marked with ⋆ are those that were found to
have no significantly different to the full collection results with 95% confidence levels. Values
marked with a ‡ are those were significantly different to the full, but their Cohen’s d effect
size test indicates that the magnitude of the difference is small (d < 0.2).
Query-Independent Sentence Weighting
In this class of sentence scoring schemes, the weight of a sentence is computed as a linear com-
bination of the weights of the individual terms it contains. Here, we examine three separate
term weighting approaches used in existing text retrieval models, namely TF×IDF [Baeza-
Yates and Ribeiro-Neto, 1999; Zobel and Moffat, 2006], Okapi BM25 [Spa¨rck Jones et al.,
2000] and Kullback-Leibler divergence [Carpineto et al., 2001; Zhai, 2008], which respectively
are based on implementations of the Cosine, Probabilistic, and Language Model similarity
measures.
TF×IDF Weighting The weight assigned to a term here is the product of its TF — its
frequency within the document— and its IDF — the reciprocal of the count of the documents
that contain the term. As discussed earlier, rather than taking the direct product of the two
values, we use the product of their logarithmic values. Therefore, the weight of the term t,
in the document d, in the first reordering approach is computed as:
(1 + ln fd,t)× ln
(
1 +
N
Ft
)
where fd,t is the raw frequency of the term t in the document d, N is the total number of
documents in the collection, while Ft is the count of documents that contain the term t.
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Okapi BM25 Weighting Okapi BM25 is an implementation of the probabilistic ranking
principle described in Section 2.1.3 (page 13). The BM25 function assigns a probabilistic
weight which estimates each query terms’ similarity to a given document. Here, we utilise
this term weighting to determined the importance of a term t given a document d. We
compute the BM25 weight of a term in a document as:
log
(
N − Ft + 0.5
Ft + 0.5
)
×
(k1 + 1)fd,t
(1− b+ (b× (dlen/davgLen))) + fd,t
where N is the number of documents in the collection, Ft is the count of documents that
contain the query term, dlen is the document length, and davgLen is the average document
length across the collection. As we are only interested in the weight of a term in the docu-
ment, the term weight in the query component of the original Equation 2.5 is ignored. The
parameters b and k1 were set to 1.2 and 0.75 respectively, as discussed in Section 2.1.3.
Kullback-Leibler divergence The Kullback-Leibler divergence (KLD) estimates the sim-
ilarity between a document and query by measuring the relative entropy between their corre-
sponding term models [Lafferty and Zhai, 2001]. This measure has also been used as a means
of identifying terms for which that document is likely to retrieved [Bu¨ttcher and Clarke, 2006].
Based on this premise, we use KLD to assign a term a weight that indicates its significance
in a document,
KLD(t, d, C) = P (t|d) log
P (t|d)
P (t|C)
(4.1)
where P (t|M) which computes the probability of the term t in the model M obtained as
P (t|M) = fM,t/|M |. Bu¨ttcher and Clarke [2006] found that Equation 4.1 favours terms that
are highly frequent within a document, and they show that dampening the probability of a
term in the document yields more effective retrieval results.
KLD(t, d, C) = (P (t|d))1−δ
(
log
P (t|d)
P (t|C)
)1+δ
In the experiments to follow, the dampening factor δ is set to 0.1, as with the Bu¨ttcher and
Clarke’s specifications.
Having established means of weighting terms, the weight of a sentence can be computed
as the sum of the weights of all the terms it contains,
w(si) =
∑
t∈si∧t6∈stoplist
w(t) (4.2)
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where w(t) can be either KLD, BM25 or TF×IDF weight. Excluded from contributing are
stop words, described in Section 2.4.
An obvious shortcoming of the above sentence-scoring approach is that it is biased in
favor of long sentences, which contain more terms and are therefore more likely to be assigned
higher weight than a shorter sentence. To account for this bias we normalised sentence weight
by sentence length, thus:
wn(si) =
w(si)
|si|
In a sense, the function wn(si) provides a length independent score which reflects the average
weight of the non-stopwords a sentence contains. Sentences are then ordered in descending
order of this normalised weight.
Query-Dependent Sentence Weighting
In this approach we look to past queries in order to predict sentences within a document
that are likely to be used to construct snippets. Many web queries are repeated, and a small
number of distinct queries make up a large volume of queries posed to search engines [Jansen
et al., 2005]. Here, we utilise this bias to determine the potential for a sentence to appear in
the snippet. We reorder documents such that sentences that contain many past query terms
are weighted higher, and are as a result promoted to the top of a document. On the other
hand, sentences that contain a small number of, or no, past query terms are demoted to the
bottom of the document.
Query Log Based (QLt): In this scheme, a sentence is assigned a fixed score, 1, for every
term it contains that also occurs in a set of past queries submitted to a search engine. The
past queries used for reordering are detailed in Section 4.3. A sentence’s weight is then the
total sum of the weights accumulated from each term. Again, stopwords are not permitted
to contribute to the sentence’s weight. Sentences are sorted in decreasing order of weight.
Note that, when using this scheme, a sentence that contains repeating past query terms will
receive the fixed score for each recurring term.
Query log based (QLu): This scheme is similar to QLt, except that multiple occurrences
of the same query term in a sentence are allowed to contribute only once.
While the contribution of a term in the above two approaches is fixed, alternative strate-
gies may assign query log terms continuous weights, which reflect their significance in the
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Query logs Total Unique queries Unique terms
Exc2-97-train 512,959 234,329 83,049
Exc2-99-train 588,631 233,282 88,696
MSN-train 524,367 277,829 75,168
Table 4.4: Statistics of queries used for sentence reordering using the query-dependent ap-
proaches.
corresponding log. The task of deriving a meaningful continuous weight of query terms within
a log is beyond the scope of this thesis.
As with the query-independent approaches, to ensure that long sentences do not domi-
nate over shorter qualitative sentences, the query-dependent score assigned to a sentence is
normalised by its length, giving each sentence a score between 0 and 1. Sentences are ranked
in decreasing order of this score.
An intrinsic drawback of using query-dependent reordering is that documents may need to
be updated regularly to reflect the changes and drifts in the query stream for which snippets
are generated. Moreover, such schemes assume that a representative and reasonably large
volume of past queries is always available, prior to commencing snippet generation.
4.3 Experimental Setup
All experiments were conducted on three collections from the TREC corpus: Wt10g,
Wt100g, and Gov2, described in Section 2.2.3. Query sets that correspond to these collec-
tions were taken from three large search engine query logs: two from ExciteTM search engine
logs, and one from the MSN search engine log. Here, only the second halves of each of the
Excite logs were used (recall that we used the first halves in Chapter 3). Each query set was
further divided into two equal parts. Queries in the first part were used to reorder sentences
using the query-dependent methods. We refer to these as Exc2-97-train, Exc2-99-train,
and MSN-train. Details of queries used for reordering are shown in Table 4.4.
From the second part of each query set, 10, 000 random unique queries were selected. We
refer to these as Exc2-97, Exc2-99 and MSN. In addition, we also make use of available TREC
topics. Here, titles of the Web Track Topics 450–551 and ad hoc Track Topics 701–850, which
correspond to Wt10g and Gov2, were also used as queries. Collectively, the queries from
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the second part of each query set and the TREC topics were used to evaluate the quality of
snippets generated using the full and pruned documents.
Prior to snippet generation each document was parsed, and sentences were identified
as described in Section 3.1.1 (page 49). Duplicate sentences identified using the shingles
approach were removed, and each document was then reordered. A document must always
contain at least five sentences, regardless of the level of pruning applied. Documents that
contain fewer than five sentences to begin with, are not pruned.
To generate a snippet for a query from a given document, a sentence, S, is scored against
the query, Q, using a scoring function scoreSentence(S,Q); see page 46 for details. The
three sentences with the highest score, and the title of the document are presented as a
summary on the results page.
4.3.1 Evaluation
Our goal is to assess whether our proposed pruning schemes generate worse snippets than
would have been generated had the full documents been present. Rather than employing
human judges to make this decision, as is the case with previous snippet evaluation experi-
ments [Tombros and Sanderson, 1998; White et al., 2003], we use simple textual comparison.
Snippets generated using the full (unpruned) document are taken as ideal. We generate
snippets using the pruned documents and compare them to those generated using the full
documents. To evaluate the effectiveness of the pruned surrogates, we count the number of
pruned documents which produce snippets identical to those generated using the full docu-
ments. In addition, we also report the count of equivalent snippets, that is, those that have
identical query-biased snippet scores. Snippets that are neither identical nor equivalent are
called a miss.
4.4 Results
The collections described in Section 4.3 were indexed using the Zettair search engine [Zettair],
and for each query the top 20 documents were retrieved using a Dirichlet smoothed language
model. Removed from a query’s result list are duplicate documents, which produce identical
snippets and title for a given query. Table 4.5 provides a summary of the statistics of the
retrieved documents. Sentences in each document were parsed and then reordered using the
schemes proposed: TF×IDF, BM25, KLD, QLt and QLu. The unordered version of each
document — which contains pre-processed but unordered sentences — was also retained.
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Collection–Queries Total Duplicates Unique Av. length (KB)
Wt10g–Exc2-97 179,456 13,409 96,540 12.3
Wt100g–Exc2-99 180,950 42,219 105,496 14.5
Gov2–MSN 192,259 24,195 168,064 30.3
Table 4.5: Documents retrieved and used for snippet generation. The “Unique” column
contains the count of distinct documents used for each collection-query set. The last column
contains the average document size, once parsed as described in Section 4.3.
To examine the effect of sentence reordering, we observed the size of ordered and un-
ordered documents processed to find candidate sentences included in the document’s snippet.
We took the full reordered and unordered documents from Wt10g–Exc2-97 collection-query
pair (the first row in Table 4.5), and grouped them into bins according to the number of sen-
tences they contained. Then, for each document, we determined the position of the last
sentence that was included in the final snippet. In a bin, the average position of the last sen-
tence used was computed. This same process was repeated for the second, Wt100g–Exc2-99,
and last, Gov2–MSN, entries in Table 4.5. The expected outcome of this experiment is that, if
reordering does indeed cluster sentences useful for snippet generation at the start of the doc-
ument, then the portion of reordered documents inspected to find sentences used in snippets
should be smaller than unordered documents. Our findings are illustrated in Figure 4.1.
On average, 70% of sentences must be inspected in each unordered document to generate a
snippet, while, reordered documents produce the same snippets by only traversing the leading
40% sentences in those documents. These findings are consistent in the other two collection-
query pairs. We have excluded the results of the query-dependent reordering schemes, to
avoid cluttering the figures. In the three datasets reported, on average the query-dependent
approaches inspected a larger percentage of sentences than the BM25, KLD and the TF×IDF
methods. Given the consistent findings across several different collections, these results
suggest that document reordering does indeed help promote sentences useful for query-biased
snippet generation to the top of a document.
Based on the above results, if, on average, a considerable portion of snippets can be
generated by only inspecting the first few sentences in reordered documents, then a natural
question to ask is whether these leading sentences can function as surrogates of the full
documents for the purpose of snippet generation.
Here, we created surrogate documents, where the leading 20%, 40%, 60% and 80% of
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Figure 4.1: Average percentage of sentences requiring inspection to locate the ideal sentences
for snippet generation. The second ordinate should be used for bin-sizes only.
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Figure 4.2: Quality of snippets generated from the three collection-queries test set. Docu-
ments were reordered using the various reordering schemes and then pruned. The dark bars
indicate the percentage of pruned documents with identical snippets to the full documents
while the light colored bar indicates those that generated snippets with the same QBS score.
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Scheme 20% 40% 60% 80%
W
t
1
0
g
–E
x
c
2
-
9
7 TF×IDF 21.1 41.8 57.8 74.7
BM25 16.7 39.1 56.7 75.0
KLD 21.3 38.9 53.9 71.3
QLt 15.8 36.5 52.6 69.4
QLu 18.1 31.9 40.4 59.0
Unordered 10.9 26.9 44.1 62.3
W
t
1
0
0
g
–E
x
c
2
-
9
9 TF×IDF 34.3 55.8 70.1 83.8
BM25 31.8 53.6 69.5 84.6
KLD 29.3 53.2 69.0 83.3
QLt 27.8 50.9 66.0 79.4
QLu 22.9 51.2 71.3 78.5
Unordered 19.9 39.8 57.9 74.5
G
o
v
2
–M
S
N
TF×IDF 53.6 73.7 82.3 88.9
BM25 48.5 72.4 80.9 89.6
KLD 51.2 71.1 80.9 88.2
QLt 44.4 70.2 80.5 87.7
QLu 47.2 68.1 79.6 80.0
Unordered 39.6 64.0 76.5 85.9
Table 4.6: Percentage of queries whose entire results-set (top 20 documents) generated iden-
tical snippets as full documents.
the sentences in reordered and unordered documents were retained. Looking at Figure 4.1,
the choice of 40% and 60% document sizes is obvious: respectively, they are the average
and the largest portion of reordered documents which require to be inspected in order to
produce the ideal snippets. The choice of retaining 80% and 20% allow us to observe how
the snippet quality of reordered and unordered documents changes when documents are
lightly and heavily pruned. Snippets generated using each of the above pruned surrogates
were then compared against those generated using the full documents. The spikes in the
Bin size plot in Figure 4.1 illustrate that a considerable portion of documents are 100 to 200
sentences long. Here, Bin size refers to the number of documents a bin contains.
Figure 4.2 shows the percentage of pruned documents that produced identical (dark bars)
and equivalent (light bars) snippets. Compared to pruning without reordering, documents
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pruned after reordering produce almost twice as many identical snippets. For instance, when
using reordered documents pruned to 40% of their original size, over 60% of the snippets they
produce are identical to those generated using the full documents. Unordered documents on
the other hand, produce just over 30% of such identical snippets. Moreover, unordered
documents only produce comparable number of identical snippets when close to 80% of the
sentences within a document are retained. The benefits of document reordering is more
pronounced when heavy pruning is applied. Here, reordered documents produce 39%–50%
of identical snippets, compared to 5%–8% generated by the unordered documents.
Of the query-independent reordering schemes, the TF×IDF approach has consistently
shown to be as good as the KLD and BM25 pruning schemes, if not better. The results of the
query-dependent reordering approaches demonstrate better performance than the baseline,
even comparable to some of the query-independent approaches. However, neither of QLt
and QLu produced a higher percentage of identical snippets than the leading, TF×IDF,
approach.
Similar results were also observed with the number of identical result set. A query needs
to have all of its 20 documents producing identical snippets, to be considered as an identical
result set. The percentage of queries with identical result sets for the three collection-query
sets is shown in Table 4.6. While the difference between reordered and unordered pruning
is not as great as that in Figure 4.2, nevertheless, reordered documents again produce more
identical result sets than to unordered documents. The differences diminish as the size of
document used approaches the full. These findings clearly show that the value in applying
sentence reordering prior to pruning documents, in order to generate snippets that are similar
to the full documents.
While the results thus far are encouraging, the potential degradation in snippet quality
due to pruning prompted us to investigate ways for the system to detect when poorer snippets
— snippets that are neither identical nor equivalent — are being produced.
4.4.1 Simple Go-Back
To ensure the quality of snippets generated using pruned documents is not sacrificed for
efficiency gains, we can resort to using the full documents when miss documents are encoun-
tered. Recall, miss documents are pruned documents that generate snippets not equal to
those obtained using the full documents. See Section 4.3.1. An important step here is the
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Collection–queries
Identical Snipp. (%) Size (%)
No SGB SGB No SGB SGB
40%
Wt10g–Exc2-97 66.89 82.58 40.78 47.67
Wt100g–Exc2-99 69.49 80.74 40.62 47.71
Gov2–MSN 62.98 70.01 41.46 44.64
60%
Wt10g–Exc2-97 83.57 91.93 63.03 68.68
Wt100g–Exc2-99 85.46 91.42 61.91 65.85
Gov2–MSN 81.31 85.18 62.85 64.70
Table 4.7: Percentage of snippets that are identical to those produced with whole documents,
and the amount of data (percentage of whole documents) processed per snippet, with and
without SGB.
ability to identify if and when the pruned document snippets are of inferior quality to the
full documents snippets at query evaluation time.
Analysis of miss documents revealed that, on average, 40%–42% of the snippets for these
documents included one or more sentences containing no query terms, despite the sentences
in the full document snippet all containing one or more query term. Thus, if a snippet
contains a sentence with no query term present, and the total number of the query terms in
the snippet is less than the total number of query terms in the full documents index, then
we can determine whether sentences containing query terms were removed from the pruned
document. In such cases, the snippet generated using the pruned document is deemed of
inferior quality. The full document is fetched and used to generate a more accurate snippet.
We call this approach simple go-back (SGB).
Table 4.7 shows the increase in the percentage of documents producing identical snippets
as a result of using SGB. Documents here were reordered using the TF×IDF method. By
incorporating SGB into the snippet generation process, the percentage of documents produc-
ing identical snippets is increased on average by 8%. However, as full documents are now
occasionally fetched, the total amount of data processed also increases, by 6% on average.
Moreover, fetching the full document incurs additional disk access which, as demonstrated in
Chapter 3, is by far the most expensive aspect of the query-biased snippet generation cost.
Therefore to justify this additional cost, it should be demonstrated that the assumption un-
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derpinning SGB — that the full document snippets are indeed of better quality than pruned
snippets — is largely true.
This prompted us to formally evaluate the differences between full document snippets
and pruned document snippets beyond exact syntactic similarities.
4.5 Loss Due to Pruning
Our evaluation of snippet quality thus far has focused on assessing their syntactic closeness
to that which the full documents would generate, the assumption being that full documents
produce the ideal snippets, and snippets that are different to the full are inferior. With that in
mind, we have shown that, when document pruning is applied, sentence reordering assists in
maximising the quality of snippets generated. Moreover, using SGB, we have demonstrated
that the number of documents producing identical snippets can be further increased, at the
cost of additional disk accesses. In this section we turn our attention to miss snippets —
where the pruned document snippet is different to the full. Here, we aim to quantify the loss
incurred by only serving snippets generated using pruned documents, and never resorting
to the full content when misses are encountered. If our findings show that significant loss
is incurred as a result of serving miss snippets, then more effort ought to be invested in
ensuring higher rates of identical snippets are produced. On the other hand if no significant
loss is found, then we can conclude that pruned documents make good surrogates for the full
documents.
We use two approaches to evaluate loss. In the first, we set out to quantify whether
users consistently prefer full document snippets over pruned document snippets. If full
document snippets are indeed superior, then we expect to observe a clear user preference
for full document snippets. In the second approach, we use the information loss method
introduced earlier, to gauge the amount of information lost as a result of document pruning.
User Assessments In the first evaluation approach, we randomly selected two sets (just
over 480) of miss snippets generated using the reordered documents pruned to 40% and 20%
respectively. These snippets were taken from the three test sets used thus far, and were
selected to ensure that their source documents are relevant to the query for which they were
retrieved. This was to avoid any bias in judging a snippet due to a document’s relevance.
Documents were reordered using the TF×IDF scheme. For each snippet in the sample,
we retained the query for which it was generated, and the snippet generated using the
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20% kept 40% kept
Disagreement 139 (60%) 179 (71%)
Full and No Diff 58 (25%) 65 (26%)
Full and Pruned 50 (22%) 53 (21%)
Pruned and No Diff 31 (14%) 61 (24%)
Agreement 91 (40%) 73 (29%)
Full 47 (20%) 34 (14%)
Pruned 28 (12%) 15 (6%)
No Diff 16 (7%) 24 (10%)
Snippets-pairs assessed 230 (100%) 252 (100%)
Table 4.8: Results of the user preference of snippets study. The Disagreement group shows
the number of full and pruned documents snippets-pairs judged where the two users did not
agree in their assessment. The Agreement group shows where the two judges agreed.
full document. The interface used to assess snippets contained a query and two snippets
— from the full and pruned documents. Each snippet was also accompanied by the title
extracted from the document, or a “No Title” was displayed instead, where no title was
found. Finally, the original full document was also made available should the user want to
refer to it. However, images, Javascript and other multimedia content were stripped from
the documents. A screen-shot of the snippets evaluation interface is shown in Appendix B.
Given the query, users were asked to record their preference: which of the two snippets
they would prefer to see as a summary of the document. Users can choose either of the
snippets, or where the snippets were of the same quality — one snippet provided no additional
information about the query over the other — then the users could choose the third option:
No Difference. Users were not informed how the snippets were constructed, except that they
were generated using two different systems. The order in which pruned and full document
snippets were presented was randomly altered to avoid any bias in preference brought by the
order in which the users read the snippets. Eight users, Computer Science graduate students,
participated in the study and each full and pruned document snippets-pair was judged by
two users.
Table 4.8 shows the findings of the study. The results illustrate the portion of the snip-
pets on which the two users have disagreed, labeled as Disagreement or agreed, labeled as
Agreements. In 33% of the Disagreement cases (50/139 and 53/179), one user preferred the
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snippet generated using the pruned document while the other preferred the snippet generated
using the full document. These disagreements are labeled ‘Full and Pruned’. In over 36%
of the Disagreement cases (58/139 and 65/179), one of the assessors preferred the snippet
generated using the full document while the other observed no difference between the quality
of pruned document and full document snippets. These are shown in the ‘Full and No Diff’
row. In the remaining Disagreement cases, the assessors either saw no difference or preferred
the pruned document snippets over the full document snippets.
In 49% of the Agreement cases (47/91 and 34/73), the assessors concurred that the full
document snippet was better than the pruned document snippet. Analysis of these snippets
has shown that by comparison to the full document snippets, the pruned snippet had a
considerable drop in the number of query terms, and many contained no query terms. In the
remaining 51% of Agreement cases, the assessors have not indicated any preference for the
full document snippets.
For each of the 40% and 20% columns, the rows in Table 4.8 can be divided in two
groups. Those where there is a preference for the full documents, these include ‘Full and
No Diff’ and ‘Full’, and those where there is no preference for the full documents, which
include ‘Pruned and No Diff’, ‘Pruned’ and ‘No Diff’. Note that the ‘Full and Pruned’
category has been excluded from this grouping as it equally belongs to either group. Given
these results, using Pearson’s Chi-square test we tested the null hypothesis that there is an
equal probability of our assessors preferring full document snippets over pruned document
snippets [Mendenhall et al., 2003]. That is, (58+47)
χ2
= (31+28+16), p < 0.05 for the ‘20%
kept’ and (65+34)
χ2
= (61+15+24), p > 0.25 for the ‘40% kept’. Our findings indicate that
while the hypothesis of equal preference may be rejected in the case of snippets generated
using ‘20% kept’ documents, there is not sufficient evidence to reject the null hypothesis in
the case of snippets generated using the ‘40% kept’ documents. That is, there is no clear
preference for full document snippets over snippets generated using documents pruned to
40% of their sentences. Where snippets are generated using heavily pruned documents (in
this instance pruned to 20% of their sentences), then preference for full document snippets
becomes apparent.
Information Loss Alternatively, snippets can indirectly be assessed by measuring the
quality of the documents from which they are generated. Snippets that are constructed from
pruned documents are considered of worse quality, if the pruning method causes considerable
information loss — removes sentences containing essential query terms. Similarly, if it can
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Document size P@5 P@10 P@20 P@100 MAP
Wt10g-450–500
20% 0.2681† 0.2277‡ 0.1936 0.0996 0.1586⋆
40% 0.3042‡ 0.2292‡ 0.1969⋆ 0.1094⋆ 0.1736⋆
80% 0.3167⋆ 0.2458⋆ 0.2000⋆ 0.1179⋆ 0.1961⋆
100% 0.3250 0.2583 0.2094 0.1202 0.2020
Wt10g-501–550
20% 0.3000 0.2860† 0.2220† 0.1292⋆ 0.1274⋆
40% 0.3480 0.2840‡ 0.2510⋆ 0.1400⋆ 0.1506⋆
80% 0.3680 0.3040⋆ 0.2670⋆ 0.1600⋆ 0.1760⋆
100% 0.3520 0.3060 0.2650 0.1668 0.1764
Table 4.9: Effectiveness results obtained by indexing pruned and full documents in the
Wt10g collection. The Document size column indicates the percentage of sentences retained
in each document in the collection. Precision results that have no significant difference to the
100% results, with 95% confidence levels, are marked with ⋆. If precision values are signif-
icantly different to the full but the effect size, measured using Cohen’s d, of their difference
is medium (d < 0.5), then, the precision values are marked with †. Where the difference is
small (d < 0.2), then values are marked with a ‡.
be demonstrated that little information in a document is lost due to pruning, then this can
also be expected to be reflected in the quality of snippets the document generates.
To measure loss brought as a result of pruning, we sought to index the full and pruned
versions of the Wt10g and the Gov2 collections, as these are the only two collections with
judged TREC topics. The two collections were reordered, using the TF×IDF approach, and
then pruned to 20%, 40%, and 80%. The full document version of the collection, containing all
of the sentences in each document, was also retained. These collections were then indexed and
queried using the corresponding TREC topics — Topics 451–550 for Wt10g and Topics 701–
800 for Gov2. For each topic, the top 1,000 documents were retrieved using the Dirichlet
smoothed language model, and the standard precision metrics, P@5, P@10, P@20, P@100,
and Mean Average Precision (MAP) were calculated. The results are in Tables 4.9 and 4.10.
Despite the considerable reduction in content, the effectiveness of the results retrieved
using the pruned collection is very close to the full collection. In fact, a considerable differ-
ence in effectiveness is only observed when documents are pruned to 20%. Here, an average
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Document size P@5 P@10 P@20 P@100 MAP
Gov2–701–750
20% 0.4408† 0.4429‡ 0.4000‡ 0.2798⋆ 0.1534⋆
40% 0.4939‡ 0.4796‡ 0.4306⋆ 0.3251⋆ 0.1947⋆
80% 0.5143⋆ 0.5041⋆ 0.4714⋆ 0.3673⋆ 0.2479⋆
100% 0.5184 0.5163 0.4816 0.3782 0.2570
Gov2–751–800
20% 0.5640‡ 0.5300‡ 0.4800‡ 0.3358⋆ 0.1897⋆
40% 0.6160‡ 0.5780 0.5390⋆ 0.3884⋆ 0.2446⋆
80% 0.6200⋆ 0.5600⋆ 0.5430⋆ 0.4146⋆ 0.3115⋆
100% 0.6200 0.5800 0.5540 0.4148 0.3228
Gov2–801–850
20% 0.5080 0.4560† 0.3880‡ 0.2420⋆ 0.1710⋆
40% 0.5480‡ 0.5020⋆ 0.4540⋆ 0.2892⋆ 0.2248⋆
80% 0.5320⋆ 0.5140⋆ 0.4750⋆ 0.3356⋆ 0.2822⋆
100% 0.5560 0.5200 0.4910 0.3438 0.2972
Table 4.10: Effectiveness results obtained by indexing pruned and full documents in the
Gov2 collection. The Document size column indicates the percentage of sentences retained
in each document in the collection. Precision results that have no significant difference to
the 100% results, with 95% confidence levels, are marked with ⋆. Otherwise, if the effect size,
measured using Cohen’s d, of their difference is medium, then precision values are marked
with †. Where the difference is small, they are marked with a ‡.
loss of about 4% and 1.58% in MAP and P@20 is observed, respectively. Even then, with
the exception of results for P@5, the similarity of the results obtained by pruning documents
to 20% compared to the full collection are either statistically significant, or the effect sizes of
their difference are small. When documents are pruned to 40%, the difference in precision is
less than 1% in P@20 and 2.5% in MAP. The fact that results with minimal loss in effective-
ness can be obtained over two collections, and several query sets, even after documents have
been pruned to 20% or 40% of their original size, demonstrates that the pruned document
have lost little of the information required to resolve the queries. Therefore, it is no surprise
that a significant portion of the summarised documents produced identical snippets.
The user assessment results in combination with the above precision findings show that,
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while there may be some loss in serving miss pruned snippets, these miss snippets are of
comparable utility to those generated using the full documents. Moreover, in instances
where the snippet contains no query terms, then it is essential to resort to the full documents
using a scheme like SGB. Next, we examine the role of document pruning in speeding up
snippet generation time.
4.6 Fast Snippet Generation Using Pruned Documents
In the previous chapter, we set out to reduce collection size by using compression. We have
demonstrated that compression substantially reduces the collection size. Moreover, we have
also shown that, where small documents are used, fewer sentences are evaluated further
increasing the in-memory snippet generation speed.
In this section we examine the utility of document pruning when used in conjunction
with compression. In particular we focus on the impact of the document pruning schemes
proposed earlier on the size of a collection and the speed of snippet generation.
First, documents in the Wt10g and Wt100g collections were reordered and then pruned
by retaining the leading 20%, 40%, and 80% of sentences in each document. The motiva-
tion behind choosing only the Wt10g and Wt100g collections was so that we can draw
comparison with the collection sizes and snippet generation timings reported on page 67.
Documents were reordered using the TF×IDF approach. The CTS system was then used
compress each pruned collection as described in Section 3.3.
Table 4.11 illustrates the sizes of the produced collections. The results in the table show
that, as the number of sentences retained in a document is reduced, for instance by 60%,
the size of the collection can also be seen to drop by the same factor. For example, keeping
40% of sentences per document produces a collection about half the size that generated if
80% of sentences were kept. The impact of document pruning also extends to the words
model. Table 4.11 shows that the number of entries in the word model decreases as the
document pruning is increased. For instance by pruning documents to either of the 40% or
20% thresholds on average reduces the in-memory model size by 25% and 43% respectively.
To examine the benefits of pruning documents in speeding up the snippet generation
process, we repeated the timing experiments reported earlier in Section 3.6. In addition to
the full collection, the pruned collections, shown in Table 4.11, were also used to generate
snippets. Here, the snippet generation process was timed over the same 10, 000 Exc1-97 and
Exc1-99 queries used in those experiments, and as with the original experiments, documents
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Doc. Size
Wt10g Wt100g
Coll. Model Coll. Model
100% 2,987 63.69 23,929 427.34
80% 2,445 61.42 19,652 386.16
40% 1,151 49.25 9,522 300.29
20% 639 38.11 5,685 234.87
Table 4.11: Sizes of the compressed output (in Mb) of the two test collections produced by
retaining 20%–100% of the reordered sentences in a document.
Sents retained Exc1-97 Exc1-99
100%
F 20.52 114.24
S-C 4.79 4.16
80%
F 18.10 106.01
S-C 3.99 3.45
40%
F 15.66 74.78
S-C 1.58 1.67
20%
F 14.30 67.78
S-C 0.91 0.99
Table 4.12: Break-down of the mean snippet generation time (in milliseconds) for the fi-
nal 5,000 queries in each log into the two main tasks: Fetch (F) and Score-compress (S-
C).
were fetched from disk, and timings were averaged over the last 5, 000 queries of each set.
Finally, if a snippet produced using a pruned document contains no query terms, then the
full document is fetched and used instead.
Table 4.12 illustrates the average amount of time spent Fetching (F) documents from disk
and generating snippets, using the compressed matching approach (S-C) for a single query,
as the amount of pruning applied varies. The results in this table show that the Fetch time
decreases with the size of the collection. A smaller collection consumes smaller disk storage
space, and therefore, the disk head requires to travel shorter distances when seeking to the
start of a document. We can also observe that the rate at which the Fetch time decreases
varies between the pruned collections. For instance, note the drop in the Fetch time between
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the 80% and 40% results, and that between 40% and 20% results. We found that this was
primarily because in the 20% pruned collection, a much higher number of full documents
were required to be fetched from disk, as the pruned versions produced snippets with no
query terms, incurring more disk accesses.
The Score-compressed results also exhibit similar decreasing trends as documents are
increasingly pruned. Here, the decrease in Score time is proportional to the amount of
pruning applied. For example, the Score-Compress time drops by half when documents
pruned to 40% are used by comparison to documents pruned to 80% of their original size.
This is because the number of sentences that have to be searched and scored is halved. Note
by comparison to the 40% results, the 20% results do not drop by half. This is primarily
caused by small documents that are not pruned to 20% of their original size, in order to
preserve the minimum sentences (in a document) threshold. Furthermore, an additional
contributing factor is the re-processing of full documents, when the 20% snippets contain no
query terms.
By comparison to the Fetch results, the Score-Compress gains shown in Table 4.12 are
very small and therefore the benefit of such savings may not be obvious when documents
are read from disk. However, we expect the savings to be pronounced when documents are
largely maintained in memory, for instance when cached.
The other advantage to applying pruning is that more documents can fit in cache. Next,
we extend the document caching study we began in the previous chapter, to also use pruned
documents.
4.7 Caching Pruned Documents
In Chapter 3, we saw that the use of caching — whether at the operating system level, or a
simple custom document cache — substantially reduced the average snippet processing time.
Results from the experiments conducted using a custom document cache also showed that
the larger portion of a collection is cached, the higher the number of documents which hit
cache. The obvious advantage of document pruning with regards to caching is that more
pruned documents can fit in a fixed amount of memory. In this section we examine the
impact of using pruned documents on caching, in particular we ask, what gains in terms of
cache hit rate and snippet generation time can be achieved if for instance documents were
pruned to the 40% threshold.
Here, we repeated the document caching experiments reported in Section 3.7 (page 67).
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In addition to generating snippets using full document caches, we also used a cache that
employs pruned documents. As with the previous section, if the pruned document produced
snippets with no query terms, the full document is fetched and used instead according to the
SGB method. Moreover, in such instances, rather than retaining the pruned document in
cache, it is replaced with the full version. Documents were pruned to 40%, as this threshold
has been shown to generate good surrogates of the full documents.
The expected outcome is that, by halving document sizes, the number of documents
maintained in cache would be doubled. This would ideally mean that a pruned-documents
cache would achieve hits rates as high as would be obtained by a full-documents cache twice
its size. For instance, using the pruned documents, the 64 Mb would can be expected to hold
as many documents as the 128 Mb cache, and therefore yield similar cache hit rates.
Figure 4.3 illustrates the percentage of documents that are in cache using the LRU man-
agement policy. The white bars indicate the average percentage of the collection size main-
tained in cache at any given time. The middle white bar corresponds to the full documents
cache, while the right white bar corresponds to the pruned documents cache. As expected
the pruned documents cache holds a percentage of the collection size close to that held by a
full documents cache twice its size. To observe this, compare for instance the right white bar
of the 256 Mb cache with the middle bar of the 512 Mb cache. In fact, closer inspection of
these bars reveals that pruned cache holds slightly larger, 2.1% in the Exc1-97 results and
0.4% in the Exc1-99, portion of a collection. This is because documents are pruned to 40%
of the sentences they contain, and not 50%.
Similar trends are also observed in the cache hit rates. The pruned documents caches
yield hit rates slightly higher than is achieved by a full documents cache twice as large.
Table 4.13 shows the average amount of time spent Fetching and Scoring documents to
construct snippets for Exc1-97 and Exc1-99 dataset, using the full and pruned document
caches. Given caching has little effect on the Score phase, the Score results reported in the
table remain relatively unchanged as the size of cache increases. By comparison the no-cache
run, the full document cache (‘Full’ rows) results show a small decrease in the Fetch time.
For instance when using the 1024 Mb cache, the Fetch time drops by 22% in the case of
Exc1-97, and a slightly larger drop of 26% in Exc1-99 results. These findings are consistent
with the original (LRU) caching results reported on Pages 71 and 72. When using the pruned
document caches on the other hand, the Fetch time drops significantly as the size of cache
used increases. Using the 1024 Mb cache in this instance reduces the Fetch time to around
40% of what is obtained if no cache was used. This can be primarily attributed to two factors.
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(b) Cache hit rates of Exc1-99 results
Figure 4.3: Documents hit rate using the two cache eviction policies and several cache sizes.
The right axis should only be used with the white bars labeled ‘Portion of collection cached’.
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Exc1-97 Exc1-99
Fetch Score Fetch Score
No-cache
Full 20.52 4.79 122.04 4.16
Pruned 15.66 1.58 74.78 1.67
64 Mb
Full 19.54 4.53 121.91 4.15
Pruned 12.46 1.55 64.05 1.72
256 Mb
Full 18.43 4.59 116.58 4.15
Pruned 7.89 1.56 52.50 1.70
1024 Mb
Full 16.94 4.67 90.33 4.14
Pruned 4.03 1.59 43.81 1.68
Table 4.13: Average time (in milliseconds) spent Fetching and Scoring documents, using
LRU based full and pruned document caches. Documents were pruned to the 40% threshold.
The no-cache run group, indicates that no cache was used. The 64 Mb, 256 Mb and 1024 Mb
correspond to the various cache sizes used.
First, is the higher cache hit rate provided by the pruned documents cache. The second has
to do with the operating system cache, whose effect was discusses in the previous chapter.
When using small documents, the operating system cache is more likely to also cache larger
portions of a collection providing higher hit rates than if the full documents were used.
By comparison to the caching full documents the benefits of caching pruned document
are obvious. The Fetch time is reduced to 20% of the average Fetch time when caching full
documents.
4.8 Summary
In this chapter, we proposed several document pruning strategies, for efficient snippet gen-
eration. We demonstrated how duplicate sentences can be detected and removed incurring
little loss on the accuracy of results retrieved. We also introduced document pruning strate-
gies customised for the purpose of snippet generation. By retaining around 40% of ordering
4.8. SUMMARY 105
sentences in a document, we showed that over 64%–70% of processed documents produced
snippets identical to the full. Where miss snippets were generated, the combination of the
user study and information loss experiments showed that these snippets are of comparable
utility to those derived using the full documents. The ultimate purpose of pruning docu-
ments was to reduce the amount of time spent constructing snippets. To this end we have
shown that using pruned documents cuts the snippet generation time by 30%–40%. Finally,
by caching pruned documents, we observed that a cache can achieve hit rates higher than
that achieved if full documents were cached. Similarly the Fetch component drops down to
20% compared to not using a cache.
Overall, our findings highlight that the use of document pruning more than doubles the
throughput of a snippet generation system, at minimal loss to snippets quality.
Chapter 5
Inverted Index Pruning for
Efficient Caching
To facilitate fast and scalable search over vast collections of text documents, search engines
make use of an inverted index. Evaluating ranked queries using an index involves fetching
inverted lists of query terms and assigning documents in the lists a similarity score to the
query. Inverted lists for large collections tend to be very long and hence are typically main-
tained on disk. Evaluating a considerable portion of the documents in each query term’s list
in such a scenario is not only costly, but may hinder simultaneous query evaluation.
A common technique used to reduce the number of documents processed is index pruning,
where inverted lists are organized so that documents with a high probability of being returned
as relevant are kept at the front of the list, and when evaluating queries only the initial parts
of the inverted lists are processed. Section 2.5 reviews index pruning schemes.
While inverted list pruning reduces the number of postings a search engine has to fetch
and evaluate, it has limited advantages in minimising the number of times disk is accessed.
Index caching is used reduce disk access costs. Index caching exploits the repetitive use of
query terms to maintain inverted lists of commonly queried terms in memory. By caching
pruned inverted lists, more items can fit in a limited amount of memory, and can theoretically
achieve more cache hits compared to caching full inverted lists.
Previous work on caching inverted indexes has primarily focused on caching entire lists,
or caching intersections of lists. In fact there is little published literature that examines the
benefits of combining inverted index pruning and inverted index caching to further enhance
the throughput of a search system.
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In this chapter, we propose a novel approach that caches pruned inverted lists. We use dy-
namic inverted list pruning that is based on impact-reordered lists. The motivation behind us-
ing dynamic index pruning is that it provides the flexibility of varying the volume of inverted
list processed for each query. Moreover, the portion of inverted lists used in evaluating a query
can also be adjusted to meet a system’s scalability demands, perhaps at the cost of some
effectiveness loss. Using this new approach, only the part of an inverted list used to answer a
query is maintained in cache. When evaluating a query, lists not found in cache are fetched
from disk. Where a smaller-than-required part of an inverted list is found in cache, then the
additional parts necessary to complete the query are fetched from disk and added to cache.
A further contribution of this chapter is that, in addition to the usual recency-based
cache management policies, we examine pruned inverted lists caching using cost-aware cache
eviction policies [Cao and Irani, 1997; Garcia, 2007].
Using two large web collections and corresponding logs of over a million queries, we
demonstrate that more than half of the terms in these query logs can be resolved from cache
using unpruned inverted lists. Using pruned inverted lists a further 7% of terms are resolved
from cache, that is, a 16% relative improvement. We also demonstrate that the cost-based
cache eviction policies consistently outperform the recency-based eviction strategy.
We begin by describing the dynamic pruning of impact ordered indexes that we use
throughout this chapter.
5.1 Dynamic Index Pruning Using Impacts
In impact-ordered inverted lists, document postings are stored in sorted blocks of term-
document impact score. A term-document impact score reflects a term’s weight in a docu-
ment. Each block of postings has the same impact value, and so, during query processing, the
blocks are processed in an interleaved fashion, where blocks with the highest impact scores
from any query term are processed first. Given such ordering, Section 2.5, introduces several
query evaluation strategies that use smaller portions of query terms’ inverted lists. In this
chapter, we are particularly interested in the score-at-a-time approach, where a query is
evaluated in four phases: or, and, refine, and ignore. See Section 2.5 for detailed description
of these stages. This scheme is then further improved to get Method B, by removing the
refine phase, and only processing 30% of remaining postings in the and phase. Experiments
using Method B show that by limiting the number of postings processed in the and phase to
30%, results of the same quality as the four-phase process can be achieved.
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While the Method B approach has been shown to be efficient, applying a rigid 30%
stopping condition means that at least 30% of the total number of documents have to be
processed for every query, even if the evaluation could terminate earlier. However, the ideal
stopping condition is one that can guarantee that no document left unprocessed can change
the set of top ranked documents, R. That is, for any document d in the lists of the query
terms not yet processed, d should neither be able to make it to the set R, nor update an
existing document d ∈ R in such a way that the rank of d in R changes. Determining such
a complex condition requires prior knowledge of what documents are in each list, and their
impact scores. Such information can only be attained if lists were processed entirely.
We propose Gradual Stop, a heuristic that uses the stability of the results-set R as an
indicator of whether the query processing should be stopped earlier than the 30% condition
of Method B. The set R, which consists of the top ranked documents, is considered stable
if, after evaluating some number of documents, the content and ordering within R is not
altered. The rationale behind Gradual Stop is that, if a large number of documents with
high impacts are processed and R does not change, it is unlikely that processing large number
of smaller impact documents will change R. Like Method B, Gradual Stop also uses a two-
step evaluation method. The or phase in Gradual Stop is identical to Method B. In the and
phase, instead of waiting until 30% of the remaining postings are processed, the stability
of the result set R is checked after a predefined number of postings has been processed. If
processing a given number of documents does not cause the set R to change, then query
processing is halted. Query processing is also halted once the original 30% limit is reached.
The given number of documents processed before the Gradual Stop condition is checked
needs to be large enough to allow us to confidently conclude that it is very unlikely any
further document processed will disrupt the set R. It also needs be small enough that the
query evaluation stops as early as possible. In Section 5.4, we empirically ascertain the
smallest number of postings that need to be processed before the gradual stop condition is
tested. However, we first describe the experimental data-set, and evaluation methods we use
to evaluate the quality of results retrieved using pruned indexes.
5.2 Experimental Data-set
We make of use of two large collections from the TREC corpus: Wt100g and Gov2. Impact
ordered indexes were constructed for both collections using the Zettair search engine [Zettair],
and each query evaluated produces up to 20 top ranked documents.
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We also make use of two query logs which correspond to the above collections. The
MSN log is used to query the Gov2 collection, and the Excite-99 log is used to query the
Wt100g collection. We split each of the logs into two equal parts. The second halves of
the logs — containing 1 million queries — are used in the tuning experiments of Section 5.4.
The first halves — also containing 1 million queries — are used in Section 5.6 to test the
performance of the pruning and caching strategies we propose in this chapter.
5.3 Evaluation
Here, we describe the evaluation metrics we employ to evaluate results generated using the
pruned index. Typically, measuring the effectiveness of a system in IR uses a controlled
collection and a small set of queries for which human judges have established the relevant
documents. Effectiveness is then determined by measuring the precision and recall of the sys-
tem over the results retrieved for the test queries. See Section 2.2.2 for detailed descriptions
of these concepts.
However, we are more interested in finding result quality degradation as a result of ap-
plying pruning, which leads to information being lost. To accurately quantify the effect that
pruning has on the quality of results presented to users, while eliminating any biases, it is
attractive to measure loss of quality over a large set of queries, as opposed to measuring the
effectiveness of a system on a set of 50 queries. Here, the results from the full index are taken
as the ground truth. The similarity of the results obtained using the pruning methods are
compared to the ground truth. The similarity measures we use are as follows.
Symmetric Difference (SymDiff) Given two result lists R1 and R2, symmetric differ-
ence SD(R1, R2) quantifies the difference between the two lists by counting how many items
the lists do not share in common.
SD(R1, R2) = |R1 ∪R2| − |R1 ∩R2|
Symmetric difference only compares similarity of the content of both lists. It does not consider
the rank order difference between two lists. A normalized SD score between 0 — indicating
that the lists are disjoint and 1 — indicating the lists contain the same items though they
may be in a completely different order, can be calculated as,
SDnorm(R1, R2) = 1−
SD(R1, R2)
|R1 ∪R2|
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Kendall’s Tau (Kτ) To augment the symmetry difference we use Kendall’s tau similarity
measure [Kendall and Gibbons, 1990]. In addition to comparing the correlation of the lists,
for every permutation pair Kendall’s tau also considers the order in which they occur in both
lists. We make use of a particular variation of Kendall’s Tau specified by Carmel et al. [2001].
This variant of Kendall’s Tau accounts for instances where an item is missing from either
list.
The Kendall’s tau score for two lists R1 and R2 with k entries each is the sum of all
permutation pair scores. A permutation pair’s score is 0 if the pair occurs in the same order
in both lists, or 1 if it occurs in reverse order. An exception to this rule is if the permutation
pair only occurs in one list and not the other, in which case it is assigned a score of 0.5, as
there is an equal probability that the pair would occur in the same order in the second list.
The sum of permutation pair scores, p, is then normalized by
Kτnorm(p) = 1−
2p
k(3k − 1)
Though Kendall’s tau works well in comparing the order similarity between two lists, it
does not however incorporate the concept of ranking when it scores a permutation pair. For
instance, if documents a and b are in position 1 and 2 in the result list returned using the
full index and they occur in positions 20 and 19 in a result list returned by the first pruning
method, and in position 2 and 1 in the results returned by the second pruning method, the
score assigned to the two pairs for being out of order is identical.
Since research shows that search engine users tend to be interested in the first few re-
sults [Jansen and Spink, 2003], lists where relevant documents are out of order but close to
the start of the list should bear less penalty than a list whose relevant documents are out of
order yet away from the start that the user is less likely to see them.
Dissimilarity (dissim) To remedy this issue Moffat et al. [2007] introduce a dissimilarity
measure. The dissimilarity score penalizes a list if relevant documents do not appear towards
the start of the list. Given results sets lists R1 and R2 each with k entries, the dissimilar-
ity score dissim(R1, R2) is computed as the sum of the reciprocal rank difference between
matching documents that occur in both lists.
dissim(R1, R2) =
∑
x∈R1∪R2
∣∣∣∣ 1π + Pos(x,R1) −
1
π + Pos(x,R2)
∣∣∣∣ ,
where Pos(x,R) is the rank of the item x in list R or k + 1 if x does not exist in R, and π
is a damping factor. Dissimilarity score is then normalized using the formula below so that
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it’s between 0 — indicating that the lists are disjoint and 1 — indicating that the lists are
identical.
dissimnorm(R1, R2) = 1−

 dissim(R1, R2)∑k
x=1
∣∣∣∣ 1T + x −
1
T + (k + 1)
∣∣∣∣


5.4 Gradual Stop Test Interval
In order to use Gradual Stop we first need to establish at what interval the stability condition
should be checked; that is, how many postings should be processed before the Gradual Stop
condition is tested.
We avoid using a fixed number of postings for all queries, as we could not establish a
number that suited all queries in both data-sets used. Instead, we experimented with several
values relative to the size of inverted lists being processed starting from the upper limit of
30%, where the gradual stopping condition is never checked, down to checking every 2% of
the number of postings remaining at the start of the and phase.
We randomly sampled 50, 000 queries from the second half of the MSN query log and
ran them on Gov2. The similarity of the results obtained using the various sizes for the
Gradual Stop were compared against that of the full index. To measure the efficiency and
effectiveness trade-offs, we also measured the number of inverted list bytes processed by
using the various Gradual Stop values. The results are summarized in Figure 5.1. Here,
the dark bars indicate the percentage of bytes used by the Gradual Stop conditions rela-
tive to what is required if the full index was used. The bars with various shades of gray
represent the comparison (using the three effectiveness measures discussed earlier) of the
similarity of results generated with the Gradual Stops relative to the results obtained using
the unpruned inverted lists. As shown in this figure there is little effectiveness loss (less
than 1%) observed in the three measures, up until the gradual check is done every 4%. At
around the 2%–4% mark the number of postings processed before a gradual check is small
and therefore some queries are stopped prematurely. Further, with the exception of 4% and
2% limits, we found that there was no significant difference between the effectiveness scores
— which indicate similarity to the full index — obtained from the Gradual Stops and those
obtained using the 30% threshold. Here, we used a paired T-test with a 95% confidence
interval.
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Figure 5.1: Performance of the various Gradual Stop parameters. The effectiveness com-
parisons are the mean values over 50,000 MSN queries on the Gov2 collection compared to
the results obtained from the full index, while the size bar represents the amount of bytes used
as a fraction of the the bytes required by the full index. The right y-axis should only be used
with the size bars.
Based on these observations, we chose 6% as a suitable value for the fixed number of
postings to be processed before the gradual stopping condition is checked. Hereafter, all
gradual stopping experiments use this parameter value.
To ensure this parameter value is not obtained as a result of over-fitting for a single query-
set or a single collection, we sampled 50, 000 queries from the second half of Excite-99
query log and ran them on the Wt100g collection. As shown in Figure 5.2, the results
obtained using the second data-set are similar to that in Figure 5.1, in that the only noticeable
effectiveness loss appears after the 6% mark. Here, we found that only the effectiveness scores
of the 2% threshold were singnificantly different to scores of the 30% threshold.
Thus far we have detailed how inverted lists can be pruned at query time as well the as
the underlying parameters which govern the pruning process. Next, we describe how such
pruned inverted lists can be cached.
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Figure 5.2: As for Figure 5.1, but on 50,000 Excite-99 queries on Wt100g collection.
5.5 Caching Impact Ordered Lists
We propose a memory-resident cache to store parts of impact-ordered inverted lists. The
cache views inverted lists as a series of blocks each containing equi-impact documents. To
avoid intermediate processing, cache-resident inverted lists are stored in an identical structure
to those on disk. For each inverted list, the cache stores the total number of blocks in the
inverted lists and how many of them are already in cache.
Query evaluation using a cache is a two-tier process. When a query is submitted, the
search engine first consults the cache to determine if inverted lists for any of the queried
terms are in memory. Inverted lists not found in cache are fetched from disk and the blocks
used to evaluate the query are added to cache. In our experiments, we read the first 2 Mb of
an inverted list into a buffer outside of the cache, and once the query processing is over, the
processed blocks are moved into cache. This was motivated by the fact that the average size
of inverted lists processed was about 1.7 Mb large. For inverted lists found in cache, query
processing is started with the blocks found in cache.
Blocks of an inverted list in cache may not be sufficient to successfully complete evaluating
all future queries, hence additional blocks may be required from disk. Rather than reading
the entire list, we read a block at a time. Using pruned impact evaluation the decision of
when to fetch from disk is left to the query stopping condition described in Section 5.1. If
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condition such as the one above is met, where additional blocks may be required to be fetched
from disk, the necessary blocks are read from disk and appended to those already in cache.
When the cache is full, items have to be evicted to make space for new items. We
experiment with two recently proposed cache eviction policies, CPB-L and a variation of
GDS-F, described in the next section, using LRU as a baseline for comparison. For these
eviction policies the cost of fetching an item from disk is an essential part of their scoring
scheme. The cost of reading an inverted list from disk is therefore modeled as a function of
the disk seek time (as specified by the disk’s manufacturer) and time taken to read the list.
Lists which cost the least to fetch back to cache are evicted first.
5.5.1 Cache Management
Due to the limited amount of memory available, and because any in-memory cache system
introduced will have to share RAM with other parts of the search engine such as the query
evaluator, the document summarizer, or accumulators, only a small part of the inverted index
can be held in cache at any given time. Therefore an effective scheme for evicting cache entries
is required. Most search engine caches in previous work make use of the recency of a cache
entry to determine which item to evict once the cache is full. Though this approach may
be be effective, it fails to consider the size of an entry, the cost of fetching it from disk, the
cost of maintaining it in cache, and its access frequency, which are all important attributes
to reduce disk traffic.
We adopt the Cost Per Byte (CPB-L) cache eviction policy first proposed by Garcia [2007],
in which each item is given a cost value. Once cache is full, items that incur the least amount
of cost to fetch are evicted first. The cost associated with a cache entry reflects the cost to
the search engine to fetch that inverted list from disk. To ensure costly items do not remain
in cache forever, the access recency of an item is also factored into the costing formula. The
cost of an item i using CPB-L is calculated as:
Cost(i) =
seek(i) + read(i)
size(i)× t
where seek(i) is the seek time, read(i) is the read time, t holds the time elapsed since i
was last accessed, and size(i) is the size of i in bytes. The longer an item remains in cache
unaccessed, the more likely it is to be evicted.
However, with this costing method, two items that have an identical cost and both last
accessed at the same time will be assigned an equal score, even if one was accessed many more
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times then the other. Access count frequency can therefore be used to break such ties. The
Greedy-Dual size (GDS-F) scheme is a cache eviction policy proposed for web proxies that
incorporates frequency of access into the cost formula [Cao and Irani, 1997]. The original
GDS-F method, as used by the web proxy cache community, calculates the cost of an item as
Cost(i) =
(seek(i) + read(i)) × access(i)
size(i)
+ L
where access(i) is the number of times item i has been accessed, and L is the recency
component. Quantity L is initially set to 0 and after every eviction, L = Cost(j), where j is
the item removed last. The cost of the item i will also be updated if it is accessed. To ensure
an item is not immediately evicted after insertion, we enforce that i 6= j.
5.5.2 Cache Implementation
Rather than integrating the cache with a search engine, we use a simulator that mimics
the interaction between the query evaluator, the cache, and disk accesses of inverted lists.
Unlike the caching experiments in the previous two chapters, here we are only interested in
monitoring the number of disk accesses — seeks and bytes read — as well as the count of
items partially found in cache and the number of bytes of required to be fetched from disk.
Moreover, as we discuss later, some of the experiments in this chapter assume that the entire
set of inverted lists for our test collections can be maintained in memory.
The cache simulator is implemented as an extensible hashtable containing inverted lists
indexed by terms. At query time, a term’s inverted list is first searched for in the cache; if
found the available blocks will be returned to the query evaluator, otherwise the list will be
read from disk and the blocks required to successfully evaluate the query will be added to
cache. For terms not found in cache, the simulator records the number of bytes read from
disk and the number of seeks performed. For terms found in cache, it will also record the
seeks and bytes saved. The case where a term’s blocks are partially found in cache and the
remaining blocks have to be read from disk, is considered as a cache miss since reading the
additional blocks will incur some sort of disk access. A cache hit is only recorded when a
term is fully resolved from cache.
As the notion of time is important for calculating the cost of cache entries, we use query
ordinal number as a unit of time. The first query is time 1 and second query is time 2 and
so forth.
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MSN Excite-99
Number of queries 913,389 940,451
Number of query terms 2,572,452 2,075,856
Number of unique query terms 87,416 103,346
Mean number of terms per query 2.8 2.2
Total inverted list lengths 4,164 Mb 263 Mb
Table 5.1: General statistics on the query logs used. Empty queries, queries containing only
stop words, or queries with terms that did not return any results are not included.
5.5.3 Evaluating Cache Efficiency
To measure the efficiency of a cache, we adopt two cache performance measures: Term Hit
rate and Byte Hit rate.
Term Hit rate refers to the number of query terms satisfied from cache and no disk access
was incurred. For instance, a term hit rate of 60% indicates that, for every ten terms queried,
six were served from cache and the remaining four had resulted in some disk access. Since
each term not found in cache will result in a disk seek, term hit rate gives us a good indication
as to how many disk seeks were averted.
Byte Hit rate refers to the percentage of bytes satisfied from cache, expressed as the total
number of bytes for term hits as a fraction of the total number of bytes processed. A byte hit
rate of 60%, for instance, indicates for every ten bytes requested, six were served from cache
and four had to be fetched from disk. Byte hit rate provides an indication of the percentage
of data not fetched from disk.
5.6 Experiments
In this section we evaluate the effectiveness of the proposed Gradual Stop pruning scheme
and the utility of caching pruned lists over a large stream of queries. We use the same indexes
for the test collections constructed in Section 5.2. However, in the following experiments we
use the first half of the Excite-99 and MSN query logs. We begin by providing a brief analysis
of the query sets used in the following experiments.
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Figure 5.3: The frequency of query terms in the MSN and Excite-99 query logs. On the
x-axis terms are sorted in a decreasing order of frequency.
5.6.1 Query Log Analysis
Table 5.1 shows the query distribution and the recurrence rate of terms for the first million
entries in each query log. The quantity in the first row excludes empty or whitespace queries
as well as queries whose terms do not exist in the inverted index searched.
A noticeable factor in both logs is the large difference between the number of terms
queried and the number of distinct terms. This indicates the size of lexicon used by searchers
to describe their queries is small. This finding is in agreement with that of Xie and O’Hallaron
[2002] and Baeza-Yates et al. [2008], who noticed the same patterns in the query logs of several
commercial search engines.
Like full queries, query term distribution has a very sharp peak at the start followed by
long low tail. A plot of the term distribution of both logs is shown in Figure 5.3. To examine
the distribution of terms in the sharp peak part of the graph in detail, we broke down the
distinct terms in each query log by descending frequency of occurrence and examined the
most frequently used terms.
Of the distinct terms in both query logs, only around 3% occur more than 100 times.
The remaining terms, which occur rarely, are a result of spelling errors, malformed queries,
URLs, and rare proper nouns. The terms that occur more than 100 times, however, constitute
around 70%–80% of the total number of terms queried in both logs.
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MSN Excite-99
Percentage of total query terms 81.5% 68.2%
Percentage of unique query terms 3.0% 3.1%
Mean recurrence rate 3,955 4,388
Mean first access 6,619 7,424
Mean last access 907,033 933,003
Table 5.2: Access pattern of terms occurring more than 100 times in the first million queries
of the MSN and Excite-99 query logs. Mean access indicates the interval at which these terms
occurred in the query log. Mean first access refers to the average query number in which these
terms first occurred, while the ‘Mean last access’ refers to the average position in which the
terms occurred.
As the ‘mean first access’ and ‘mean last access’ rows in Table 5.2 show, on average these
terms exist throughout the query log at an average recurrence rate of every 4, 000 queries.
These include terms like national, government and catrina in the MSN query log and sex,
free and nude in the Excite-99 query log. We have refrained from showing some of the
popular query terms from the Excite query log for the sake of keeping this thesis children
and family friendly.
From the above observations we can conclude that a small set of terms are commonly
queried at all times. Such terms would benefit from having their inverted lists maintained in
memory. Moreover, since a very small number of these terms make up more than half the
number of terms queried, in theory caching such terms can significantly cut the amount of
the disk access involved when querying in large collections.
5.7 Results
We first look at the effectiveness loss incurred by using Gradual Stop compared to Method B
and the full index. In the subsequent section we present the cache performance results and
the gains they would bring.
5.7.1 Gradual Stop Effectiveness
For each of the queries from the Excite-99 and MSN logs analysed in Section 5.6.1, the top
20 documents were retrieved using the Gradual Stop and the full, unpruned, index. The
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Method Bytes (Gb)
Average list Number of Average doc’s
size (Kb) Documents per list (×103)
MSN
Full 4, 163.8 (100%) 1, 587.9 3,642,860 1, 325
Method B 1, 696.9 (41%) 647.1 1,374,694 500
Gradual stop 1, 397.1 (34%) 532.8 1,115,243 406
Excite-99
Full 263.4 (100%) 455.2 203,899 336
Method B 111.0 (42%) 191.8 79,668 131
Gradual stop 88.4 (34%) 152.7 62,550 103
Table 5.3: The number of bytes decoded and postings evaluated when processing one million
queries using the full index, Method B, and Gradual Stop pruning. Columns 3 and 5 show
the average size of the inverted lists processed and the average number of postings processed
from each list respectively.
number of bytes and the number of postings processed are shown in Table 5.3. Method B
processes around 41% of the number of bytes required by the Full evaluation method and an
equivalent proportion of postings. Using Gradual Stop, a further 7% of processing is saved
(41% down to 34%). This not only translates to less disk traffic, but, during query evaluation,
on average 30, 000–100, 000 fewer postings per list have to be decompressed and evaluated.
Furthermore, of the queries shown in Table 5.1, 50%–57% terminated using Gradual Stop
only, before the 30% limit of Method B was reached. Though Method B has shown that the
number of postings processed can be significantly reduced, the above results demonstrate
that using a query specific stopping condition reduces the size of inverted lists processing
even further.
Efficiency gains by themselves are however meaningless if the quality of results is not
maintained. To measure the loss incurred by using Gradual stop we compared the top 20
results obtained from each query, using the two pruning methods, Method B and Gradual
Stop, against those of the full index using the three normalized effectiveness metrics dissim,
Kτ and SymDiff. The results are summarized in Table 5.4, which shows that the effectiveness
loss incurred by Gradual Stop is comparable to the loss incurred by Method B. Moreover,
we found no significant difference in dissim, Kτ , and SymDiff between Gradual stop and the
full collection and between Gradual stop and Method B.
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Method dissim Kτ SymDiff
MSN
Full 1 1 1
Method B 0.89 (0.18) 0.93 (0.13) 0.83 (0.24)
Gradual stop 0.87 (0.21) 0.91 (0.16) 0.81 (0.26)
Excite-99
Full 1 1 1
Method B 0.91 (0.17) 0.95 (0.12) 0.86 (0.22)
Gradual stop 0.90 (0.19) 0.93 (0.14) 0.84 (0.24)
Table 5.4: Average effectiveness (standard deviation shown within the parenthesis) of Grad-
ual Stop and Method B compared with the Full index.
5.7.2 Cache Performance
In this section we measure the performance of the proposed inverted list cache. Table 5.5
summarizes the caching performance on the two query logs and collections for a 512 Mb cache.
Focusing on the term hits, more than a third (37.2%) of queried terms were resolved from
cache using the full index and a basic LRU eviction policy. The good performance can be
attributed to the presence of the frequently recurring terms (discussed in Section 5.6.1) in
cache. Over half of the terms identified in that section were found in cache, when the content
of cache was investigated at two points during the simulation: after processing 500, 000
queries and at the end of the cache simulation. The missing half constitute terms that
occurred 100–200 times in the query logs, however with a large average recurrence interval.
By employing such a basic caching scheme, over 30% of disk access is avoided. Any
additional disk or operating system cache will also increase the performance of our cache.
We do not explore this further.
Using the slightly more intuitive cache eviction policies, a further 10% of queried terms
were resolved from cache compared to the LRU baseline (columns 3 and 4 are at least 10%
higher than column 2 for term hits.) A characteristic of the costing scheme used by CPB-L
and GDS-F it is biased in favour of retaining small objects longer in cache. As a result these
schemes tend to populate cache with a large number of frequently accessed small inverted
lists, therefore yielding better cache hit rate. Unfortunately, due to this reason, the byte hit
rate of these two eviction policies is inferior compared to LRU.
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MSN Excite-99
LRU CPB-L GDS-F LRU CPB-L GDS-F
Term hits
Full 37.2 44.2 48.7 38.7 58.4 58.3
Method B 42.7 47.6 52.2 49.1 63.9 59.6
Gradual stop 45.3 50.3 54.5 (56.0) 54.1 66.7 61.8 (66.2)
Byte hits
Full 55.7 51.5 49.9 64.2 69.4 57.1
Method B 59.8 55.5 56.2 74.1 68.1 64.3
Gradual stop 60.2 55.8 55.8 74.7 54.7 64.3
Table 5.5: Term hits and byte hits as a percentage of all accesses using a 512 Mb cache.
The values in brackets are the term hit rates if the log-wide query term frequency was used
to calculate its cost for eviction.
The results also show that using pruned lists yields better cache performance than the
baseline which uses unpruned lists. Gradual Stop consistently outperforms Method B and
the Full index using the LRU eviction policy. However, the difference in hit rate between
pruned and unpruned lists drops when using the more sophisticated CPB-L and GDS-F eviction
policies. This is unexpected, as the reduction in size of cached objects, combined with more
efficient eviction policies, was expected to provide improved cache hit rates. There are two
main factors contributing to this phenomenon. The first is that the cost-based cache eviction
policies keep small, popular objects in cache. As shown in Table 5.6, the number of terms in a
GDS-F cache for the full index and the pruned indexes are very close. When the LRU method
is used, however, the number of items in the cache for both schemes drop dramatically. The
cache size is fixed at 512 Mb, so the items in the LRU cache must be bigger, on average,
than for the GDS-F cache.
The second reason has to do with the nature of dynamic index pruning. If part of a list
is in cache and a longer portion of that list is required to evaluate the current query, fetching
the additional portion causes a cache miss as it will incur a disk seek and read. Additional
postings required could be as few as a single posting or as many as a few blocks. One way
of limiting the additional disk access is to kept track of the largest portion of each inverted
list used. In subsequent requests where that inverted list is read from disk, rather than only
processing the blocks necessary to evaluate a query, the largest previously used portion of the
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Full index Gradual Stop
GDS-F
After 0.5 million queries 33, 765 37, 580
After 1 million queries 44, 487 52, 008
LRU
After 0.5 million queries 307 995
After 1 million queries 302 857
Table 5.6: Number of inverted lists in cache using MSN log after processing half the query log
(0.5 million queries) and the full query log (1 million queries).
list is read and cached instead. Experimental results involving 100, 000 randomly sampled
queries from the MSN and Excite-99 revealed that in over 72% of the queried terms, the
largest previously used portion, on average, contains more than 90% of the documents in a
list. This is because the volume of an inverted list processed varies with the query it is used
in.
We also examined the benefit of fetching the additional blocks from disk, when the data
in cache is not sufficient to complete the query. We counted how many term-misses — terms
that incurred disk accesses — from the results in Table 5.5 were caused by missing blocks. In
addition, we counted how many terms which required access to additional blocks have altered
the final set of results presented to the searcher. We found that 17% of the term occurences in
the MSN log and 14% of the term occurrences in the Excite-99 log required additional blocks
to be fetched from disk. In over 49%–56% of these terms we found that the additional blocks
read resulted in no change to the content and the rank of the top 20 documents presented to
the user. Further, the additional blocks read for 8%–17% of such miss terms had identical top
20 results, but different ranking order. In the remaining query terms, the additional blocks
read resulted in some changes to the content of the top 20 results retrieved. Therefore, while
resorting to disk is beneficial for certain queries, for others it simply incurs additional cache
misses (more disk access).
In the costing schemes reported thus far, a cache entry’s cost is determined based on its
access recency and frequency of access during its presence in cache. Once it is removed from
cache all of the access statistics collected are lost. To ensure that terms that occur frequently
but in widely separated clusters are not unfairly disadvantaged, we measured the cache
performance where the cost is determined based on log-wide term frequency. As shown by
5.7. RESULTS 123
Cache size (Mb)
0
10
20
30
40
50
60
70
80
90
100
Te
rm
 h
it 
ra
te
MSN
Excite-99
512 1024 2048 inf inf-full
Figure 5.4: Cache term hit rate using Gradual Stop pruning and GDS-F eviction policy.
Inf(inite) refers to the cache hit rate where cache is allowed to use an infinite amount of
memory and no eviction needs to be performed. Inf-full shows the cache hit rate if a Full
index was used to evaluate queries and an infinite amount of memory is available.
the bracketed figures in Table 5.5, the use of global term frequency count does improve term
hit rate. However to maintain such information, term statistics needs to persist in cache,
even after the eviction of its inverted list. The trade-off between the additional memory
required to maintain persisting terms in memory and the gains brought by the log-wide term
frequency may not be worthwhile. For instance, by persisting the statistics about every term
which was inserted into cache, the overall cache size grows by over 25% in the case of the
MSN cache and by over 36% in the case of the Excite-99 cache.
Thus far our experiments have used a small cache of 512 Mb. To observe what benefits
using larger caches would bring, we repeated the performance experiments whose results
are reported in Table 5.5 using 1024 Mb, 2048 Mb and an ideal situation where an infinite
amount of memory can be dedicated to cache. Results are shown in Figure 5.4. The increase
in the amount the cache memory used does increase the cache hit rate. Using merely 1 Gb of
memory results in over 70% of terms being resolved from cache; increasing the memory used
to 2 Gb results in over 90% of queried terms resolved from cache. Figure 5.4 also reports
the term hits when an infinite amount of memory is available, so all query terms are cached.
The inf bars show the results if a Gradual Stop pruned index was used while inf-full shows
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the term hit rate if the Full index was used. Caching a Full index using infinite memory
provides slightly higher term hit rates than using a pruned index, because full lists do not
incur more than one disk access on a list for a single query, whereas pruned lists may require
several accesses to blocks in the list as more of the list is required throughout processing.
For example, the first query using the term “music” may only require the first four blocks of
impact-ordered postings from the inverted list for “music”, before Gradual Stop is satisfied.
The next ten queries involving “music” may also be satisfied by these four blocks, but the
eleventh may require the fifth block, hence a disk access is required. A subsequent query
may cause Gradual Stop to request the sixth and seventh blocks, and so a third disk access
into the list for “music” is required.
5.8 Summary
In this chapter we have proposed a new dynamic pruning scheme for impact-ordered inverted
lists, and investigated the interaction of dynamic pruning and inverted list caching. We have
demonstrated that, on average, the pruning scheme we propose requires to use just over a
third of the total number of postings used by the unpruned index, when processing a query.
This translates to, on average, processing 7% fewer postings than the prior impact index
pruning. The pruning methods that we used also ensure effectiveness that is close to that
provided by a full, unpruned index.
Moreover, we demonstrate that, over two large collections and corresponding queries,
caches of pruned inverted lists are superior to caching the full index in reducing the number
of times disk is accessed. Here, caches of inverted lists pruned using Gradual stop provide
6%–16% higher term hit-rates compared to caching the full inverted lists, and a gain of 3%–
4% compared to a cache of inverted lists pruned based on Method B. We have also shown
that additional gains in term hit-rates can be made where there is a mechanism to determine
whether the data already in cache is sufficient to resolve a query.
In addition, we made use of cost-aware caching eviction strategies that beside recency
and frequency also consider the cost of reading an inverted list from disk to determine which
item to evict next. Our results demonstrate that these strategies considerably boost the
number of items held in cache over LRU. We found that cost-aware eviction policies yield an
increase of 10%–20% of term hit-rate. Where relatively larger cache sizes are employed, our
findings indicate that the cost-aware eviction policies provide hit-rates that are close to that
achieved using an infinite amount of memory.
Chapter 6
Conclusions
Current web search engines deliver responses to user queries in the form of results pages.
Constructing a results page entails identification of a set of documents relevant to the query
and, for each document in the set, formulating a brief summary (query-biased snippet)
indicating parts of the document that best match the query. These tasks typically require
access to data that is stored on disk: documents to generate the snippets and the inverted
index necessary for fast identification of the set of relevant documents. For a search system
to support high query throughput, effective storage and fast retrieval of such disk-resident
data is critical. In this thesis, we have investigated algorithms for storing and efficiently
retrieving documents and inverted indexes. In particular, we set out to address the following
research questions.
• What compression methods facilitate efficient snippet generation?
In Chapter 3 we proposed a Compression Token System (CTS) — a system for storing
text document collections that facilitates efficient query-biased snippet generation. CTS
makes use of a semi-static compression scheme and stores documents within a collection in
a single large repository.
By comparison to a baseline that compresses individual documents using an adaptive
zlib-based compression scheme, we found that CTS is over 60% faster when generating
query-biased snippets. While part of this advantage can be traced to the way documents are
stored, our findings clearly show that CTS is also significantly faster than the baseline at
decompressing documents, and at scoring sentences to identify candidate sentences to form
snippets. These gains can be attributed to the use of a compression scheme that allows
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fast decompression, and the representation of words and punctuations as integer tokens,
that minimises the number of comparisons when scoring sentences. Furthermore, we also
observed that the amount of time spent generating snippets using CTS drops with the size
of the documents used.
An appealing property of the compression scheme used by CTS system is that it allows
access to the content of compressed documents without the need for decompression, and it
also supports compressed text matching. These two properties mean that the decompression
phase can be jettisoned, and snippets could be generated from compressed documents by
only uncompressing those sentences that form the snippet. As a result of using compressed
matching, we found that snippet generation time, once documents are in memory, drops
by over 40%. Furthermore, our results also illustrate that the use of compressed matching
introduces little additional increase in the snippet generation time.
Further analysis of the snippet generation timings highlighted that disk access cost consti-
tuted over 70% of the snippet generation time, when using CTS. Using a simple custom-built
in-memory document cache, we show that by buffering 512 Mb of the documents in a 100 Gb
collection, a cache hit ratio of 30%–80% can be achieved.
Words and punctuations in the CTS system are represented as integer tokens. In order to
recover the original text, in particular for the snippet sentences, the CTS system makes use
of word and punctuation models. We found that the amount of RAM required to maintain
the word model increases linearly with the size of the collection. The potential drawback of
this is that the word model for a relatively large collection may be prohibitively expensive to
maintain in memory. To ameliorate this problem, we applied model pruning, where the least
frequently recurring terms in the collection are removed from the word model. Terms not in
the model are spelt out and then compressed. The result of pruning the word model to 10%
of its original size exhibits negligible loss in compression ratio of the collection and in snippet
generation time. Only small losses in compression ratio are observed if the word model is
pruned to 1% of its original size, primarily because the terms that make up a large portion of
the collection are captured by the first one or two percent of the most frequent unique terms
in the word model. A further implication of these findings, also observed by Moffat et al.
[1997], is that where new terms are added to the collection, for instance as a result of ap-
pending a new document or updating an existing one, such terms can be spelt out with little
impact on overall compression ratio and snippet generation speed. In fact the update of the
word model may not be required until the frequency of new terms approaches that of the top
10% in the original word model. If the frequencies of new terms approaches that of the 10%
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most frequently recuring terms in the original model, then the model can be updated. The
problem of, how and precisely when, the word model should be updated such that it causes
no reduction in compression ratio or in snippet generation speed remains an open question.
Motivated by the earlier findings that the snippet generation time drops with the size of
documents summarised, in Chapter 4, we aimed to further reduce snippet generation cost by
using alternative means of compacting documents. In particular, we aimed to address the
following research question
• How can we construct compact document surrogates that permit effective and efficient
snippet generation?
Here, we employed document pruning — the process of discarding parts of documents con-
sidered not useful for snippet generation. Our document pruning scheme begins by removing
duplicate sentences from documents. We found that the removal of such duplicate content
reduces the size of a collection by around 3% with neglegible loss in the quality of retrieval
effectiveness. However, more pronounced compaction gains are obtained using document
pruning strategies based on sentence reordering. Here, sentences in a document were sorted
in order of likelihood of being used in a snippet, and the top N percentage of sentences —
where N is a tunable parameter — in each document were retained as surrogates of the full
documents. Our experimental results show that by using surrogates which include less than
half (N set to 40%) the sentences in each document, on average over 60% of these surrogates
produce snippets that are identical to what would have been generated using the full. Our
results clearly demonstrate that this high ratio of identical snippets is due to the reordering
schemes used, as the same documents pruned without reordering achieved only a fraction of
such identical snippets.
Where the pruned documents have generated snippets that are syntactically different
from the full, we evaluated their utility to users. The results show that our users have no
clear preference for the full document snippets over the pruned document snippets. This is
further supported by the results from information loss experiments. We found that the use of
pruned documents as surrogates of the full for indexing purposes causes minimal loss in the
quality of results retrieved. Based on these findings we conclude that the snippets generated
using the pruned documents are of comparable quality to those generated by the full.
As a result of pruning documents to 40% of their sentences, we found that, relative to
the full collection, the size of the CTS compressed collections on average drops to 39%.
The use of pruned documents in turn substantially reduced the average number of sentences
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evaluated at snippet generation time. The smaller collection also reduces disk access time, as
the distances the disk head has to travel when reading documents from the pruned collection
are smaller. We found that the net effect of using the pruned collection resulted in reducing
the snippet generation time by over 40%.
The other benefit of pruning documents is that it boosts caching, as more documents
can fit in memory. Our findings illustrate that when the pruned collection is used, a cache’s
hit rate more than doubles compared to a similar size full-documents cache. This in turn
considerably reduced the disk access overhead associated with generating snippets.
The findings of the above experiments highlight the role of document pruning in reducing
the amount of data evaluated and the number of disk accesses, while exhibiting little loss in
snippet quality. Moreover, we found that an additional benefit of document pruning is that
it reduces the size of the word model. Therefore in addition to the earlier discussed explicit
trimming approaches, the use of document pruning can further compact the word model,
ensuring that it requires even less RAM.
In the first two chapters we have shown that the use of pruning and caching, in particular
when combined, leads to substantial speed-up of the snippet generation process. Given that
the other most frequently accessed disk-resident data-structure when evaluating queries is
the inverted index, in Chapter 5 we set out to ascertain
• What efficiency gains can be achieved by caching pruned inverted lists instead of full
lists?
To prune inverted lists, we proposed a dynamic index pruning technique, based on impact or-
dering. Using this scheme query evaluation is stopped when the ranked list of retrieved results
is unlikely to change by evaluating more postings. This pruning scheme on average evaluates
just over 30% of the postings used by the full index, a saving of over 16% compared to an
impact-based dynamic pruning. We also found that there was no significant difference be-
tween the results retrieved using our pruning scheme and those retrieved using the full index.
Commonly accessed inverted lists can be megabytes or more, and thus much larger than
the great majority of documents. To account for such size difference, in addition to the
traditional recency based cache management policy (LRU), we also made use of cost-aware
cache management policies. Beside the basic recency and frequency attributes, these schemes
also take into account the time spent reading an inverted list from disk to determine which
item to evict next. Lists that cost the least to fetch are evicted first.
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Our results show that the use of a cache of pruned inverted lists consistently outperforms
the full lists cache. Here we found that caching the pruned lists increased the cache hit rate
by 7% compared to the use of unpruned lists. Interestingly, in these experiments over 69%
of queried terms were initially found in cache. However, for over 14% of these terms, the
part of the list in the pruned lists cache was not adequate to fully evaluate their query, thus
incurring disk accesses to fetch the remaining parts. We also found that while resorting to
disk is necessary for some queries, for others it is not. The problem of determining when
additional blocks should be fetched from disk and when what is in cache is adequate to
evaluate a query remains a question open for further investigation.
We found that the cost-aware strategies substantially increase the number of items held
in cache. By increasing the amount of memory used, our findings indicate that the cost-aware
eviction policies provide hit-rates that are close to that achieved using an infinite amount of
memory.
The findings of the experiments in Chapter 5 demonstrate the value of pruned inverted
lists in reducing the number of postings processed and in improving an inverted list cache’s
throughput. However, potentially more gains stand to be made by avoiding accessing the
disk in instances where the data already in cache is sufficient.
6.1 Future Work
We have proposed approaches to representing text document collections and inverted indexes
that allow efficient access to disk resident data. While our findings demonstrate substantial
reduction in processing time and the volume of data fetched from disk, potential avenues for
further improvements and extensions exist.
Extending CTS to Support Other Tasks
In Chapter 3, we described and tested with CTS. CTS was primarily designed and op-
timised for a single purpose: fast snippet generation. For tasks other than snippet gen-
eration that may require access to compressed documents at query evaluation time, this
representation may not necessarily provide the most efficient access to documents stored on
disk.
Our immediate future work is to extend CTS to support fast document access for these
retrieval tasks which include, query expansion — enhancing the content of a query by ap-
pending terms extracted from relevant documents — and results clustering — grouping
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together documents on a results page that share similar content or attributes. Other offline
tasks such as document clustering, automatic categorisation, and near-duplicate document
detection may also stand to benefit from such compact representations.
Document Pruning as a Basis for Inverted Index Pruning
In Chapter 4, we saw that a systematic pruning of documents, yields snippets that are of
comparable quality to that which would be generated using the full documents. Furthermore,
we also saw that the pruned documents can stand as good surrogates of the full for retrieval
purposes. An avenue for future work would be to examine the value of indexing such pruned
documents to facilitate efficient query evaluation.
In an early pilot study, we found that indexing such pruned documents demonstrate
a considerable drop in the average size of inverted lists, at the cost of negligible decrease
to average precision. Smaller on-disk data-structures, as we observed earlier, incur smaller
amounts of disk access, hence faster query evaluation. Moreover, given the decrease in the
size of the word model observed in Chapter 4, we anticipate that indexing pruned documents
will reduce the size of the vocabulary data-structure.
Document Centric Pruning Threshold
In Chapter 4 we looked to document pruning as a means of reducing the amount of data
fetched and processed during snippet generation, and also to boost the number of documents
maintained in cache. There, we applied thresholds of 20%–80% indiscriminately when prun-
ing documents larger than five sentences. A more principled alternative would be determining
the pruning threshold on a per-document basis. Here, instead of including or excluding a
sentence in a document due to a percentage threshold, a sentence would only be excluded
because it is unlikely to be used in a snippet; for instance because it does not contain a term
for which that document is likely to be retrieved.
We expect that such document centric pruning strategies would increase the number of
snippets generated using pruned documents that are identical to those obtained using the
full documents, and therefore the need to reprocess full documents to obtain a better snippet
would be obviated.
6.2. SUMMARY 131
6.2 Summary
In this thesis we have proposed strategies for storing collection documents to allow efficient
snippet generation. Further, we have also demonstrated that documents can be reduced to
around 40% of their content with little impact on the quality of snippets. We also demon-
strated that the use of pruned documents improves caching. We have also explored caching
pruned inverted lists and found that it was more effective compared to caching full inverted
lists.
The contributions made in this thesis considerably increase the snippet generation through-
put and the identification of documents that match a query. Given these are the two main
tasks a search involves, these contributions would substantially reduce the infrastructure
required to provide a large-scale search service.
Appendix A
Experimental Specifications
The experiments reported in this thesis were conducted on a personal computer equipped
with the following specifications:
Processor: 4 × Intel Xeon CPU 3.00GHz
RAM: 3 Gb
Hard disk drive: Seagate Barracuda (300 Gb, 7200 RPM)
Operating system: GNU/Linux Fedora Core 7 (kernel: 2.6.23.17-88)
The source code used in our experiments was written in C programming language, and was
compiled using using gcc compiler with O6 optimisation and support for large files. We use
Zettair search engine [Zettair] to index and query the test collections.
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Appendix B
Snippets Assessment Interface
Figure B.1: A screen capture of the user interface employed in Chapter 4 to assess user pref-
erence between snippets generated from full documents and snippets generated using pruned
documents. The first panel, labeled 1, contains the full document text the snippets were
sourced from. The second panel, labeled 2, contains the query for which the snippets have
been generated. The third and fourth panels, labeled 3 and 4, contain the snippets generated
using the full and the pruned documents. Users can check either of the check-boxes to indicate
their preference, or they could choose the third option no difference, in panel 5.
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