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Deep Vein Thrombosis is a common complication in bed-ridden patients, described as the main 
cause of preventable hospital deaths in the UK (NICE 2010).  Mechanical prophylaxis aims to 
promote venous flow, either statically with compression stockings, or dynamically with 
intermittent pneumatic compression or electrical muscle stimulation.  Previous studies used 
ultrasound for venous flow measurements, limited to a single deep vein at a time, and some 
anatomical MRI for investigating the mechanisms behind these prophylaxes. 
MRI velocity mapping is used clinically in the arterial system where gating enables data 
accumulation over multiple cardiac cycles.  This thesis describes the development of two real-
time MRI spiral velocity mapping sequences for imaging venous blood flow in the leg, where 
venous flow variability is largely unrelated to the cardiac cycle.  Real-time imaging with spiral 
gradient readouts minimised image duration.  A phase-image fitting technique requiring only a 
velocity-encoded phase image was implemented for acceleration.  
For in vivo comparison, conventional flow imaging required metronome-guided breathing for a 
regular venous flow waveform.  The long spiral readouts were sensitive to off-resonance and 
flow artefacts, where some unpublished effects were investigated.  The off-resonance associated 
with deoxygenation of venous blood did not cause notable spiral artefacts, but disrupted the 
phase-image fitting technique and required correction with a pre-scan. 
The spiral flow methods demonstrated increased venous blood velocity and flow during 
application of mechanical compression.  Metronome-guided breathing was also applied to vein 
wall imaging, where it detected wall thickening in patients with Behçet’s disease compared with 
normal subjects. 
For the first time, this thesis evaluated real-time MRI spiral velocity mapping of venous blood 
velocity and flow. The high resolution (1mm) and short image time required caused challenging 
off-resonance and flow artefacts. With some limitations, real-time spiral flow MRI during 
operation of compression devices may assist in their optimisation.   
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Deep Vein Thrombosis (DVT) is the formation of a thrombus in the deep veins, generally in the 
lower leg.  DVT is strongly linked with venous blood flow, originating in regions of low blood 
flow or stasis and so mechanical prophylaxis is designed around promoting venous blood 
velocity and flow; however, the underlying mechanisms are not fully understood.  A previous 
study performed by Downie et al, (2008) used MRI to generate 3D vein models and used 
ultrasound to generate flow data to investigate vein wall shear stress (WSS) changes with the 
application of compression stockings.  The study had several limitations in relation to the 
ultrasound velocity measurements which could potentially be improved with the use of 
magnetic resonance (MR) velocity mapping.  However, the vessels are small with generally low 
blood velocity (a few cm/s), which is also variable depending on the dominant mechanism 
driving it.  Another concern is that the deoxygenation of the venous blood itself can also affect 
MRI (by its possible off-resonance phase shift).  All of these factors make MR velocity mapping 
of these veins highly challenging.  
The work for this thesis originated with the aim of providing MR flow data about the effects of 
compression on venous blood flow, which would support modelling such as CFD and wall shear 
stress calculations. The structure of the thesis is as follows: 
In Chapter 2, the initial background gives a brief overview of the anatomy of the lower limb with 
further description of the venous structure and the mechanisms that drive venous blood flow.  
The relevant venous disease is introduced, i.e. deep vein thrombosis, and the current venous 
structural and flow imaging methods are reviewed.  As MR velocity mapping (also known as 
phase-contrast (PC) MR) is not often used in the venous system, general MR velocity mapping 
techniques and methods are reviewed, in the rest of Chapter 2.  
The variability of venous flow requires real-time flow measurements for which it is important to 
maximise data collection efficiency.  For this reason spiral readout gradients were used.  The 




This chapter includes several technical experiments which supported the spiral sequence 
development, such as monitoring the temporal stability of the scanner during high-power 
bursts of imaging. 
The main experimental work of this thesis begins at Chapter 4. Each chapter includes its own 
discussion and conclusions. In some of the more complicated work, each experimental topic of 
the chapter contains its own conclusions, which was considered preferable rather than attempt 
a larger separation of these sections of the writing. 
The performance of the spiral sequences was assessed in Chapter 4 both in vitro and in vivo 
comparing against a standard PC Cartesian sequence where moderate differences were found.  
As spiral readouts are known to be sensitive to frequency offsets, and this sensitivity increases 
with spiral duration, the effects of off-resonance frequency errors on velocity and flow 
measurements were investigated in Chapter 5.  
 In Chapter 6, studies are presented showing the use of the two sequences with three different 
methods of DVT prophylaxis: compression stockings, intermittent pneumatic compression and 
electrical muscle stimulation.   
For the study in Chapter 7, the metronome-guided breathing methods used in Chapter 4 were 
applied to optimise the blood suppression required to enable vein wall imaging by MRI. A small 
preliminary study investigated the potential of MR to identify vein wall thickening amongst 
Behçet’s patients for whom inflammation of the vessel walls is common, especially of the veins. 
 
The overall conclusions and potential future work arising from this thesis are collected into 
Chapter 8. 
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Chapter 2  
Background & Literature Review 
 
 
2.1 Anatomy and Physiology 
 
 
2.1.1 General Anatomy of the Leg 
 
The main bones of the leg are the femur, tibia and fibula.  The femur is the longest and strongest 
bone in the skeleton and is situated in the upper leg or ‘thigh’ whilst the tibia, the second 
longest, and fibula are situated in the lower leg or ‘calf’.  The tibia is more anterior and lateral 
than the fibula.  These bones support the large muscles of the leg and are surrounded by the 
muscles with the exception of the anterior face of the tibia that lies directly beneath the 
subcutaneous fat and skin forming the ‘shin’.  The muscles are surrounded and split in 
compartments by the muscle fasciae, tough membranes that are also connected to the bones, 
which are sheets of fibrous connective tissue allowing the muscle groups to slide past each 
other. 
The three muscle compartments in the thigh are: the anterior, medial, and posterior.  There are 
4 muscle compartments in the lower leg: the anterior, lateral, deep posterior and superficial 
posterior.  The anterior and deep posterior compartments are separated by the interosseous 
membrane which is relatively thick and is connected to both the tibia and fibula. 
 




Figure 2.1: MR (3D bSSFP) image of a transverse slice of the mid right calf showing the muscle 
compartments: AC – anterior compartment, LC – lateral compartment, DPC – deep posterior 
compartment, SPC – superficial posterior compartment, T – tibia, F – fibula, IOM – interosseous 
membrane. (Downie et al. 2008) 
 
 
There is an extensive vascular network in the leg, required to adequately supply and return the 
large volume of blood used by the muscles.  On the arterial, supply, side, the lower end of the 
aorta branches into the left and right common iliac arteries, each of which then bifurcate with 
the direct continuation of the external iliac artery becoming the femoral artery and the blood 
supply for the leg.  The main arteries then travel centrally down through the leg between the 
muscle groups.  The lower leg is supplied by the popliteal artery, an extension of the femoral 
artery in the upper leg, which branches into the three main arteries of the lower leg at the 
popliteal trifurcation.  Generally, the anterior tibial artery branches off first and the remaining 
artery divides in two shortly after, into the peroneal and posterior tibial arteries.  The general 
structure of these arteries is similar between subjects; however, the location of the trifurcation 
is highly variable between subjects.  These arteries are accompanied by the associated deep 
veins whose structure, like the rest of the lower leg venous network, is more variable between 
subjects. 
 




Figure 2.2: MR (3D bSSFP) transverse image of mid right calf showing the main veins: 
LPTV/MPTV – lateral/medial posterior tibial veins, LPV/MPV – lateral/medial peroneal veins, 
ATV – anterior tibial veins, GSV – great saphenous vein, SSV – short saphenous vein (S – 
superficial vein). (Downie et al. 2008) 
 
 
The veins can be described as belonging to one of two groups, the superficial or the deep veins.  
The superficial veins run through the subcutaneous fat layer between the skin and muscle and 
the deep veins run through the muscle.  Despite the distinct networks there are many veins that 
connect both groups, called perforating veins as they perforate the muscle fascia, whereas 
communicating veins connect veins within the same network.  Bicuspid valves in the veins 
ensure that the direction of flow is towards the heart and also from the superficial to the deep 
veins.  The number of valves in the lower leg is more numerous, approximately eight, than 
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The vein wall consists of three layers: intima, media and adventitia.  The intima is the innermost 
of the layers and is made up from endothelial cells with a thin connective tissue layer below.  
Valves are formed by infolding of the intima and tend to be bicuspid with a distension of the 
vein wall originating at the base of the valve.  The media consists of smooth muscle, thinner than 
its arterial counterparts, and collagen.  The external layer of the vein wall, the adventitia, is 
made of connective tissue and the vasa vasorum.  The large superficial veins, mainly the Great 
Saphenous vein have thicker media which allows some contraction while the deep veins, 
especially in the lower leg, tend to have a larger content of collagen in order to stiffen the vein 
wall and provide more strength. The central deep veins contain less smooth muscle, again with 
the media in the inferior and superior vena cava containing almost only connective tissue and 
therefore being difficult to differentiate from the adventitia. 
 
2.1.2.2 Deep Veins 
The deep veins tend to follow their respective arterial counterparts both in position and in 
name.  They mainly drain the muscles of the leg.  The main groups of deep veins in the calf are 
called: anterior tibial, peroneal, posterior tibial.  The groups are veins either side of the 
corresponding artery (generally lateral and medial to it).  These veins drain in to the popliteal 
vein, generally distal to the knee, which continues to become the femoral vein.   
The posterior tibial veins (PTV) originate in the plantar surface of the foot and travel through 
the fascia between the deep and superficial compartments of the lower leg.  The peroneal veins 
(PV) follow a similar path, medial to the fibula, joining together with the PTV in the proximal 
part of the calf.  The anterior tibial veins (ATV) are the continuation of the smaller dorsalis pedis 
veins of the ankle.  They travel up the lower leg, draining the anterior compartment, close to the 
anterior side of the fibula.  Near the top of the calf they pass between the tibia and fibula to join 
up with the posterior tibial veins (PTV).  The resulting vein after the confluence of the ATV and 
the PTV is the Popliteal Vein which carries the majority of blood from the calf.  The continuation 
of the popliteal vein after passing through the abductor canal is the Femoral Vein, FV.  Both the 
popliteal vein and FV are frequently duplicated.  The number of valves within the deep venous 
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system is more numerous than in the superficial.  The tibial veins are densely packed with 
valves, while the popliteal vein has only one or two and the femoral vein has three to five.   
 
  




2.1.2.3 Superficial Veins 
The superficial veins primarily drain the cutaneous microcirculation.  The two main saphenous 
veins are the great and the small saphenous veins.  The great saphenous vein (GSV) is the 
longest vein in the body.  It begins in the medial marginal vein of the dorsum of the foot and 
travels along the medial aspect of the calf and thigh.  The GSV passes through the fossa ovalis, an 
opening through the upper thigh muscle, before joining the femoral vein in the region of the 
inguinal ligament.  There are usually about six valves in the GSV with the most consistent 
location approximately two cm below the confluence with the FV.  The small saphenous vein 
(SSV) begins in the lateral marginal vein of the foot.  It moves to the middle of the back of the leg 
and perforates the deep fascia running between the heads of the gastrocnemius muscle before 
terminating in the popliteal vein.  The valves in the SSV tend to be closer together and also any 














2.1.2.4 Perforators, Communicators & Sinuses 
There are also many perforating veins which connect the deep and superficial systems through 
the muscle fascia and communicating veins which connect veins within the same compartment.  
The larger perforating veins also have valves, located below the fascia, which ensure 
unidirectional flow from the superficial to deep veins; however, smaller perforating veins 
without valves also support some flow in the opposite direction. 
Venous sinuses exist within the calf muscles and are able to dilate in order to hold large 
amounts of blood.  They are drained by the (soleal and gastrocnemius) intra-muscular veins 
which also drain the large muscles and join the popliteal vein.  These sinuses and intra-muscular 
veins of the calf form a large part of the muscle pump associated with ambulation.  
Generally, the location of the confluences of the veins, perforating veins and valves are highly 
variable between subjects. 
SSV 
GSV 




2.1.3 Cardiovascular System Venous Return Mechanisms 
 
 
Before describing venous flow, it is necessary to understand some basic aspects of the 
cardiovascular system.  The cardiovascular system can be described as a series of tubes that 
originate at the output of a pump, the left ventricle of the heart.  These tubes, the arteries, 
distribute the blood throughout the body’s organs via a series of dividing branches that become 
the arterioles, the primary site of vascular resistance reducing the blood pressure and then 
bifurcate into a plexus of smaller tubes called capillaries which are the main vessels of transfer 
between blood and tissue.  The tiny vessels, now venules, start to join together to form larger 
tubes, the main veins, returning the blood to the pump, the right atrium of the heart.  
 The flow originates at the left ventricle of the heart with a peak pressure, at 
systole/contraction, of ~120 mmHg.  The pressure wave forces the blood flow through the 
arteries which can direct the blood flow to meet the demands of the body.  Direction is mainly 
achieved changes in regional resistance to ensure that flow in the capillaries increases to meet 
demands from tissue. Since supply at any specific point generally has a discrete path, muscle 
contraction of mainly the arteriole but also arterial walls can reduce the cross-sectional area, 
increasing vascular resistance and therefore limiting flow down branches, diverting blood to 
where it is more needed.  Generally pressure in the capillaries is reduced to the region of 12-
20mmHg (at the same gravitational level as the heart). Cardiac pulsatility in arterial flow has 
been almost wholly absorbed upstream, and capillary flow in individual capillaries is steady 
over short periods of time, but from microscopy observations, total capillary flow is spatially 
variable with increased capillary recruitment due to stimuli.   
The veins are larger, more distensible and more numerous than the arteries, hence they have a 
larger capacity, holding approximately two thirds of the blood volume. They are also relatively 
thin walled and can fully collapse. This has little effect on the low venous pressure as the path 
back to the heart is not unique, i.e. the venous blood can move through communicating and 
perforating veins into another vein returning towards the heart. The blood moves through the 
veins towards the large central vessels and the inferior vena cava which perforates the 
diaphragm and returns all the blood from the lower body to the right atrium of the heart. (Gray 
1918) 








2.1.3.1 Hydrostatic Pressure 
For this purpose, hydrostatic zero pressure (0mmHg) in the blood is defined at the entrance to 
the right atrium. The hydrostatic pressure in the abdominal and femoral deep veins typically 
increases, up to around 80 mmHg when standing upright, with clearly greater pressure lower 
down the body depending on height. The thin elastic walls of veins expand with this hydrostatic 
pressure and with numerous vessels of such large area this leads to the veins holding approx 
2/3 of the blood – hence the term “capacitance vessels” is sometimes used. Due to upright 
locomotion of humans, lower limbs have a large muscle mass. These muscles commonly work 
hard in simple walking/motion, which requires a large blood flow to supply the necessary 
nutrients and in turn, drainage via an extensive venous system. This combined with the 
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compliance of the vessels means that a large volume of blood is usually present in the lower 
limb when standing. 
 
2.1.3.2 Venous Flow 
There are three main mechanisms driving venous flow in the lower leg, these are: the pressure 
gradient that exists between the capillary network and the right atrium, the respiratory cycle 
and the calf muscle pump.  
The pressure gradient between the capillaries and the right atrium is the dominant driving force 
for the venous blood flow. It is important to recognise that the arterial-venous pressure 
difference in a given region of the body remains the same everywhere and in all body positions, 
as both vessel types within the same region of tissue are subject to the same hydrostatic 
pressure increase. Ignoring the hydrostatic pressure term, the steady capillary pressure of 
around 12 to 20mmHg drives blood into the venous system, in the venules. The pressure drops 
further as the veins become larger, with pressures of 8mmHg in veins such as the femoral vein 
which is enough to move the blood slowly towards the heart. At the entrance to the right atrium 
the pressure is also pulsatile. As the right atrium expands due to the apical motion of the basal 
right ventricle and the closed tricuspid valve, venous blood is drawn in causing the pressure in 
the inferior vena cava to decrease. A resulting (probably weak) pressure wave propagates 
distally through the great venous network until dissipated via the weakly elastic venous walls 
and viscous forces (Abu-Yousef et al. 1997).  
The respiratory pump has complex effects on the venous return to the heart and therefore also in 
the lower leg. This should be expected because of the weak venous walls and low pressure of 
venous return. During inspiration, intra-thoracic pressure decreases causing the lungs to 
expand, also causing a decrease in the right atrial pressure which in turn increases the venous 
pressure gradient in the great veins returning to the heart, and promotes venous return. Also 
during inspiration the diaphragm descends causing intra-abdominal pressure to increase. The 
increase in abdominal pressure can squeeze the central veins, particularly the inferior vena cava 
(IVC), which forces some of the IVC blood toward the heart.  However, with deeper 
diaphragmatic inspiration leading to higher intra-abdominal pressure the abdominal IVC can 
collapse which causes cessation of flow. The relative strengths of each of these effects can be 
altered by using predominantly ribcage or abdominal breathing (Wexler et al. 1968; Willeput et 
al. 1984; Kwon et al. 2003; Miller et al. 2005; Downie et al. 2008).  Another factor that can 
influence the abdominal pressures is the subject positioning.  Whilst lying prone, the pressures 
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on the abdomen can increase compared to the supine position.  The prone position is also likely 
to force breathing to predominantly diaphragm-based as the ribcage motion is restricted.  
The muscle pump When the gastrocnemius and soleus muscles contract, the blood contained in 
the veins and sinuses within the contracting muscle mass are squeezed forcing the blood to 
move through the veins, with valves preventing flow away from the heart. The intra-muscular 
veins empty into the deep veins, i.e. the popliteal vein. Foot flexion compresses the veins in the 
foot forcing the blood out of the foot and also contracts the calf muscles.  There have been 
studies looking at the effects of exercise on venous flow in both animals and humans. Animal 
studies, in dogs, allowed the separation of the gastrocnemius vein in order to measure the effect 
of electrical muscle stimulation on the venous blood flow through that vein (Hogan et al. 2003).  
In humans, muscle contractions under varying respiratory exercises have been used to 
investigate the dominance of either the respiratory cycle or muscle contractions on the venous 
blood flow (Kwon et al. 2003; Stewart et al. 2004; Miller et al. 2005; O'Donovan et al. 2005). 
Miller (2005) concludes that the modulating effect of respiration persists in the presence of 
both mild and moderate calf contraction. 
 
The relative influence of these mechanisms is highly variable depending on the subject activity, 
posture and respiration.  
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2.2 Venous Disease in the Leg 
 
2.2.1 Deep Vein Thrombosis (DVT) 
 
DVT is a significant healthcare problem that affects an estimated 5 in 10,000 of the whole 
population per year (Fowkes et al. 2003) and an estimated 25,000 people in the UK dying from 
preventable hospital-acquired venous thromboembolism every year 
(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)(NICE)
(NICE).  DVT is the formation of a blood clot or thrombus within a deep vein, and these 
commonly originate in the calf veins but can ‘extend’ to more proximal veins such as the 
common femoral, external iliac and even the inferior vena cava. The most serious complication 
of a DVT is that the thrombus can potentially dislodge or a piece break off and travel to the lungs 
resulting in a pulmonary embolism (Kearon 2003).  A link between DVT and stroke has also 
been presented; a thrombus may pass to the arterial system, bypassing the lungs via a patent 
foramen ovale (PFO), a hole between the left and right atria of the heart (which usually closes 
soon after birth) and then travelling up to the brain (Alsheikh-Ali et al. 2009).  Most descriptions 
of the pathogenesis of DVT utilise ‘Virchow’s Triad’. The triad describes the origin of thrombus 
formation as a combination of stasis, hyper-coagulability, and changes or injury of the vessel 
wall. Although there is some doubt as to whether the triad can be attributed directly to Virchow 
(Malone et al. 2006; Bagot et al. 2008) these factors remain relevant. 
 
2.2.1.1 Pathogenesis 
Coagulation is the complex process of formation of blood clots, and hyper-coagulation can be 
broadly described as an inappropriate tendency to coagulate. Therefore DVT could be thought 
of more as an example of ‘non-specific’ hypercoagulability rather than being directly caused by 
thrombophilia, a specific condition resulting in the higher tendency of blood to coagulate which 
can affect the arterial system, for example in intermittent claudication (Malone et al. 2006). In 
general thrombi are formed mainly through the ‘Tissue Factor pathway’ leading to a fibrin clot. 
Anticoagulants, such as warfarin and heparin, can block this pathway reducing clot formation. 
The tissue factor, that initiates the cascade, is mainly found in smooth muscle cells beneath the 
endothelium of the vessels. This factor can be exposed to the blood platelets through damage to 
the cell wall causing platelet deposition and fibrin formation. However, Sevitt (1974) observed 
that thrombi composition differed from that expected due to vessel wall alterations suggesting 
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that venous thrombi formation differs from arterial thrombi formation.  Sevitt (1974) also 
observed thrombi formation within the valve pockets, which are small distensions of the vein 
downstream of the valves.  
Stasis, when used in relation to thrombosis, rather than the explicit meaning of no movement 
has the meaning of impaired or reduced movement. Immobility has been a known cause of DVT 
since the late 19th Century and has, more recently, also been linked prolonged inactivity to bed 
rest and during long haul flights (Scurr et al. 2001), with the involvement of other reduced 
muscle pump activity first suggested in the 1920’s (Malone et al. 2006).  
Stasis results in hypoxia and reduced wall shear stress, both previously shown to be important 
factors for the endothelial cells of the vein wall. As the vein wall is mainly oxygenated by the 
blood within the vein itself, in regions of low flow, such as valve pockets, the level of oxygen in 
the blood can be reduced and low shear stress has also been shown to be linked with 
atherosclerotic plaques (Malek et al. 1999). The endothelial cells can become ‘activated’ and 
themselves become a site for thrombogenesis. Another factor that may influence the endothelial 
wall is distension of the veins due to blood pooling causing a mechanical stress. 
The pathophysiology of DVT is without doubt complex and not fully understood, requiring 
further work into the mechanisms of generation of deep vein thrombosis.  
 
2.2.1.2 Prophylaxis  
Prophylaxis of DVT is through anti-coagulation therapies, compression devices, and/or physical 
exercise if possible. Anti-coagulation treatment as mentioned above blocks the pathway of 
formation of fibrin reducing clotting and thrombi formation. Compression devices vary widely 
but consist of mainly two types: pneumatic compression and compression stockings. Each of 
these types is available with various designs e.g. length, compression strength and symmetry. 
Pneumatic compression aims to reproduce the effect of the muscle pumps by compressing the 
leg intermittently (Delis et al. 2000). Compression stockings, much cheaper and easier to use, 
reduce the cross sectional area of the vein, with the aim of forcing an increase in blood velocity, 
reducing stasis and DVT formation. However, the full mechanism behind the action of both 
compression methods is not fully understood and requires further investigation to optimise 
these devices (Downie et al. 2008).  
 
 
  2.2 Venous Disease in the Leg 
56 
 
2.2.2 Chronic Venous Insufficiency (CVI)  
 
CVI is defined as impaired venous return or as a failure to reduce venous pressure with exercise 
(Meissner et al. 2007) which results in venous hypertension. This arises, for example, when the 
muscle pump does not eject a sufficient volume of blood from the lower leg or when valve 
incompetency allows reflux, so that blood then accumulates in the venous system of the lower 
leg. The blood pooling can result from lack of motion, for example bed rest, air travel, seated 
posture for long periods of time, or can result from obstruction of the flow such as a DVT, 
explained above. Another major factor in CVI is venous valve failure. The valve failure results in 
venous reflux, retrograde blood flow, in an ‘incompetent’ vein (Recek 2006). CVI can result in 
varicose veins (distensions of superficial veins), phlebitis and skin ulcers.  
 
It is clear to see that these conditions are also not independent, for example DVT causing 
obstruction may lead to venous hypertension through increased pressure causing a distension 
of the vein wall and resulting in valve failure and retrograde flow. The reverse order would also 
seem plausible with valve failure causing reflux and blood pooling, reducing flow which may 
result in stasis and the formation of a DVT (Eberhardt et al. 2005). 
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2.3 Venous Structural and Flow Imaging 
 
 
The first ‘imaging’ of the veins could be said to be the initial investigations into the veins 
through blood-letting, dissections and drawings of observations by hand.  Studies of the veins 
post mortem are restricted due to changes in the veins’ properties, because preservation 
processes for cadavers (such as formalin solution) are also likely to change properties of the 





Plethysmography has also been used to measure the blood flow in the veins. Plethysmographs 
measure the change in volume within an organ, limb or the whole body. Air plethysmography 
can measure blood flow in the leg through the change in volume of a surrounding pressure cuff 
and has been shown to be reproducible in the measurement of arterial and venous function in 
the lower leg (Yang et al. 2002). Impedance plethysmography measures the change in electrical 
impedance of the leg, induced by changes in blood volume. DVT tests using impedance 
plethysmography involve temporary occlusion of venous flow, building up venous blood 
pressure behind the cuff, followed by releasing the occlusion and observing the resulting venous 
‘runoff’ return pressure to the resting state. The presence of a thrombus will alter the typical 
response (Criado et al. 1998). Plethysmography measures a volume flow of a limb rather than 
direct blood velocity within vessels and so checks global venous function: calf venous volume, 
filling index and ejection fractions. 
 
 
2.3.2 Venography & Computed Tomography Venography 
 
Venography or Phlebography is still widely considered the gold standard for diagnosis of DVT 
(Gaitini 2007; Orbell et al. 2008).  X-ray contrast agents are injected into veins in the foot, 
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avoiding venous trauma through the use of multiple injection sites (Meissner et al. 2007). The 
progress of the contrast agent shows the path of blood as it travels back towards the heart. 
Preferential filling of the deep veins can be aided through compression, a tilt table and the 
Valsalva manoeuvre. In general the venogram is observed in real-time using a fluoroscopy unit, 
with a tilting table. Images are taken when the veins are full with contrast agent at different 
rotations of the leg (Sidhu et al. 2007). Venography allows a good visualisation of the vein 
structure but relies on the abrupt interruption or lack of opacification of a vessel also known as 
a filling defect (Figure 2.6), to visualise an occlusion caused by a DVT and can also be painful 
(Gaitini 2007). 
 
Figure 2.6: Contrast venogram showing DVT as a filling defect in the femoral vein (arrow). 
(Orbell et al. 2008) 
 
 
Computed Tomography Venography, CTV, can be used for venous imaging, again with the use of 
an administered intravenous contrast agent. The CTV scan can be acquired directly by contrast 
injection into the foot or indirectly after a CT scan for a pulmonary embolism utilising the same 
contrast agent. Indirect CTV is reported to be as accurate as ultrasonography for detecting DVT 
(Orbell et al.). Similar to venography, a DVT will appear as a hypointense region with 
hyperintense border of contrast agent. CTV is a relatively accurate method for evaluating 
venous thrombosis; however, Hunsaker (2008) concludes CTV should not be used as a routine 
exam, but only in those with high probability of PE. 





Figure 2.7: CTV showing DVT as filling defect in popliteal vein (arrow). (Orbell et al. 2008) 
 
 
The use of X-ray techniques has some inherent risk due to the associated radiation dose from 
either a venogram or CT venogram. The radio-opaque contrast agent used can also trigger 





Ultrasound is the most widely used method to investigate DVT (Orbell et al. 2008). It is a highly 
accurate, relatively low cost (Gaitini 2007), painless test that is sensitive and specific for 
thrombus situated above the popliteal vein (Orbell et al. 2008). The ultrasound test combines 
the imaging of anatomy and physiology of the veins with velocity measurements (Gaitini 2007). 
Ultrasound is capable of measuring the velocity of the blood within a vessel using Doppler 
ultrasound. 
 
2.3.3.1 Ultrasound General Background 
Ultrasound makes use of longitudinal waves that result from a mechanical disturbance and 
propagate through a medium. Piezoelectric crystals, vibrating at frequencies in the order of 3 – 
10 MHz, send ultrasonic waves from a transducer into a medium and ‘listen’ for echoes which 
can be interpreted and displayed. 
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B-mode or brightness map Imaging - Short pulses of ultrasound waves are emitted into the body 
along a narrow beam, and the transducer then waits for echoes from reflecting surfaces. The 
depth, d, of the reflecting surface can be calculated from the time between emitting the pulse 






where c is the speed of sound in the medium or tissue and the 2 arises from the wave having to 
travel to the reflecting surface and back to the transducer. The brightness of the reflection is 
displayed proportional to the signal strength of the received echo. 
Reflections occur when the ultrasound wave experiences a change in acoustic impedance. There 
are two main types of reflection: specular reflection and scattering. Specular reflection occurs at 
large and smooth boundaries and can be described by the reflection coefficient: 
  
       
 
        
 
Equation 2.2 
where Z1 and Z2 are the acoustic impedances of the two boundary tissues.  Scattering occurs at 
rough boundaries and also within tissue from tissue structure of a scale comparable to the 
wavelength of the ultrasound. The scatter echoes are responsible for most of the displayed 
information. 
The display from one pulse shows only the reflections in the direction of the ultrasound beam 
which has to be scanned across the whole field of view to build up an image (usually done using 
phased arrays of ultrasound transducers).  
Resolution - Axial resolution (along the ultrasound beam) is determined by the pulse duration; a 
higher ultrasound frequency therefore improves resolution. Lateral resolution is defined by the 
beam width which can be focused at various depths. 
Attenuation - The main cause of attenuation is absorption of wave energy by the tissue which 
means that ultrasound imaging is restricted in some areas of the body (e.g. the large muscle 
mass of the lower leg restricts the imaging of deep veins). Attenuation increases with an 
increase in frequency, so higher resolution imaging, requiring higher frequencies of ultrasound, 
has an associated lower penetration depth of tissue.  
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Doppler - The Doppler Effect defines the change in frequency an ultrasound wave experiences 
when reflected by moving blood.  
        




where v = blood velocity towards the probe, fr = frequency received, fe = frequency emitted and 
θ = angle between beam and vessel (true blood velocity).  
The Doppler shift is change in frequency between the emitted ultrasound and received echo. 
Doppler ultrasound is limited by the cos θ in Equation 2.3, and therefore shows only the 
component of blood velocity towards or away from the probe. Due to the range of blood 
velocities within any vessel, a spectrum of Doppler shifts is produced. 
Continuous Wave Doppler – This mode of operation returns the Doppler shifts from all points 
along the beam path because it is continually transmitting and receiving (using separate 
transmit and receive transducers).  This mode is therefore good for peak velocity measurements 
since there is no need to identify the location of the peak beforehand.  However, it only shows 
the Doppler shift spectrum with no image of the vessel. 
Pulsed Wave Doppler (Duplex) – the ultrasound pulse is transmitted and the echo is received for 
a specific time window relating to a depth (a specified point along the beam). As a pulse is used, 
acquisition of a B-mode image at the same time is possible, allowing visualisation of vessels of 
interest and improving the accuracy of the positioning of the Doppler measurement region. 
Colour Flow – This mode is similar to Pulsed Wave Doppler. Here the Doppler information is 
superimposed over the B-mode image using a colour scale (usually red towards the probe and 
blue away). An ROI (“colour box” in ultrasound terminology), is placed on the B-mode image 
(Figure 2.9) and the mean instantaneous Doppler shift for each part of the ROI is estimated as 
follows: the mean Doppler shifts are estimated from a number of echoes for each line of the ROI, 
which are correlated to depths along the beam axis.  Scanning the beam along the ROI similar to 
B-mode imaging, but maintaining the insonation angle, allows the real-time colour flow imaging 
in 2D.  However, in all of these methods the velocity data is along the line of the beam; the 
transducer must therefore be repositioned to send the beam partially along the vessel.  For deep 
vessels, this angulation increases the beam path length, and therefore increases the attenuation, 
through the shallower tissues. 
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2.3.3.2 Ultrasound lower leg venous tests 
Ultrasound is commonly used to assess venous compliance and test for DVT in the leg and is one 
of first methods used to test a suspected DVT.  Colour Doppler is used to check the blood flow 
through veins. The colour Doppler display provides a quick visual assessment of the vein and 
valve function. The presence of reverse flow shows valve incompetence. Similarly to 
Venography, DVT can be seen by the absence of flow in a vein, or a partial blockage of the vein.   
The Doppler result can be checked using a compression test during B-mode imaging where the 
probe itself is used for the compression; if a DVT is present the vein will not collapse. Manual 
compression of the calf muscle by the operator can be used to simulate the muscle pump 
increasing the blood velocity in the veins, especially in the calf’s deep veins allowing better 
visualisation and further testing the valve competence. However, as with many ultrasound 
diagnostic tests, the quality of these assessments is highly dependent on skilled 




Figure 2.8: Ultrasound images demonstrating the compression test (left uncompressed, right 
compressed) for a) a normal vein which collapses under pressure and b) a vein with a DVT 









Figure 2.9: Colour Doppler images showing flow in the femoral vein at the level of the 
bifurcation for a) a normal vein and b) a vein with a DVT, seen as a colour void and turbulent 
surrounding flow. (Gaitini 2007) 
a) 
b) 





Figure 2.10 Pulsed wave Doppler images showing the flow in the femoral vein for a) a normal 
vein, showing respiratory phasicity and b) a vein with a DVT, showing no flow. (Gaitini 2007)  
 
 
Inconclusive findings or a suspected false normal result from an ultrasound DVT examination 
are followed up with X-ray CTV or MRV (described below). 
Ultrasound has been used in previous research studies of the venous blood flow in the leg, 
Downie (2008) and Miller (2005) being two of the most recent and relevant. However, due to 
the small vessels and the large muscle mass, it is difficult to obtain reliable velocity 
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2.3.4 Magnetic Resonance Venography (MRV) 
 
For MRV, as in MR angiography, the anatomical structure of the vessels is of interest instead of 
flow measurements. There are several MR methods to visualise the vessels, mainly the use of 
contrast-agent enhancement or without such agents, phase-contrast and blood signal effects 
also called Time Of Flight (TOF) (Section 2.4).  
TOF effects have been shown to effectively visualise the veins of the lower extremities.  Choyke 
(1985) and Wesbey (1985) are early examples of vein imaging looking for occlusions of flow 
using spin echo sequences to obtain a ‘black blood’ sequence. With this technique, thrombi were 
shown as signal enhancement instead of the black blood void caused by the flowing blood in the 
vessels. The spin-echo phase images can also be used to confirm the presence of a thrombus or 
slow flow and has compared well with conventional venography (Tavares et al. 1989; Erdman 
et al. 1990). Gallix (2003) proposed flow-independent MRV of the calf using a fast spin-echo 
sequence (RARE – Rapid Acquisition using Recalled Echoes).  This technique used a range of MR 
techniques to suppress background muscle, lipid and arterial blood signals. 
Spritzer (1988) used a FLASH sequence which gives fresh inflowing blood a bright signal 
compared to surrounding tissues, named the ‘inflow effect’ (Nishimura 1990).  Similar to 
conventional X-ray venography, this technique relies on the absence or void of signal, caused by 
the lack of inflow enhancement where there is occluded flow.  Spritzer found that the slow 
moving venous blood in the calf yielded false positives, due to flow artefacts arising from the 
very low blood velocity.  Assuming that the blood flowing in the veins has the maximum signal 
intensity, Maximum Intensity Projections (MIPs) can be used to show only the vessels, removing 
the signal from background tissue.  Augmenting the flow by occlusion and release can also 
improve the visualisation of calf veins using inflow effects (Holtz et al. 1996).  TOF techniques 
tend to have long acquisition times and exhibit best effects perpendicular to the flow therefore 
requiring multiple planes for good visualisation of tortuous complex vasculature.  Vessels with 
little or no flow are poorly visualised which has led to the use of T1 – shortening contrast agents 
(Li et al. 1998) to enhance signal more reliably. Contrast agents in particular increase the blood 
pool signal enabling the depiction of the smaller veins. Contrast enhanced MRA is now thought 
to be the gold standard method to image peripheral vascular disease (Lebowitz et al. 1997; 
Ruehm et al. 2000; Fraser et al. 2003).  
Injection of contrast agents, as in conventional venography, has some risks (Gjesdal et al. 2008), 
and because of these, steady state imaging has been used for MRV in the lower leg (Spuentrup et 
al. 2001; Cantwell et al. 2006).  bSSFP (balanced Steady State Free Precession) can obtain high 
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resolutions and has a bright blood signal, without the need for contrast agents, that is also 
independent of flow (Spuentrup et al. 2001) (except in severe arterial stenoses).  bSSFP has 
been reported to allow diagnosis of DVT in the femoral, popliteal and calf muscle veins but with 
less success in the tibial or peroneal veins due to the high resolutions required (Cantwell et al. 
2006).  
Newer techniques include: Gjesdal (2008) by using a non steady state balanced gradient echo 
which could be optimised to reduce the unwanted signals, such as fat and muscle, and Edelman 
(2009) with STARFIRE (Signal Targeting using Alternative Radiofrequency and Flow 
Independent Relaxation Enhancement), a bSSFP sequence with pre-saturation RF pulses, that 
suppresses the fat and muscle signals and also allows selective depiction of arteries or veins. 
 
 
2.3.5 MR Direct Thrombus Imaging (DTI) 
 
A thrombus can also be imaged directly because of a shortening of T1 in the clot.  T1 weighted 
imaging, with suppression of blood signal, therefore shows the thrombus as a bright signal 
(Moody et al. 1998).  The T1 reduces during initial maturation of the clot, enabling an estimation 
of the age of the thrombus, and is linked with the generation of methemoglobin (Moody et al. 
1998).  The accuracy of this technique was then confirmed by Fraser (2002).  Further 
maturation of the thrombus allows hemosiderin formation and results in signal loss although 
the time frame varies between subjects (Moody et al. 1998).  Westerbeek (2008) showed that 
the bright signal of an acute DVT is normalised, reducing towards background muscle tissue 
levels, within a period of 3 months for the majority of the subjects despite still showing non-
compressibility with an ultrasound scan and therefore indicating a DVT.  This technique may be 
useful for identifying recurrent DVT that would reappear with bright signal. 
 




Figure 2.11: DTI, using MIP, showing a thrombus in the popliteal vein of the right leg and left leg 
showing normal. (Westerbeek et al. 2008) 
 
 
Others, such as Nakahashi (2008), have also used DWI (diffusion weighted imaging) sequences 
to image venous thrombi in multiple cases.  An increased DWI signal in vessels indicates the 
presence of intra-vascular clots, due to the restriction of blood flow, confirmed by contrast-
enhanced CT.  The DWI signal may, like the T1 signal in DTI, also reduce as the thrombus 
matures, as shown by one subject with a DVT still showing on CT after one year but with no DWI 
enhancement (Nakahashi et al. 2008).  This may also be a result of the hemosiderin formation 
resulting in signal loss. 
 
  
2.3.6 MRI Haematocrit Layering 
 
In a study by Wang (Wang et al. 2006), haematocrit layering, the separation of blood into 
distinct layers of plasma and red blood cells, was observed with contrast-enhanced MR 
angiography (CE MRA) using a blood pool contrast agent.  Separation can occur when the 
venous flow is slow or stopped for long periods of time such as may happen in long, 30 - 60 
minute, MR sessions lying still in the scanner. The effect was seen in all subjects previously 
diagnosed with PVOD (Peripheral Vascular Occlusive Disease) but also in one healthy subject 
and only in larger deep veins of the calf that also appeared distended.  This layering effect was 
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also confirmed ex vivo and could be confused with DVT.  Figure 2.12 shows example transverse 
and coronal images with the layering effect, the transverse image showing the enhanced plasma 
layer above the non-enhanced RBC layer and on the coronal image the smaller vein shows only 
the lower non-enhanced layer.  
 
 
Figure 2.12: Transverse (left) and coronal (right) images of left mid-calf of patient with PVOD, 
showing clear separation of enhanced (plasma) and non-enhanced (RBC) layers in the veins 
(arrowed).  The separation seen in the coronal image is likely due to axial angulation of the vein 
(and also imaging slice) from the horizontal plane. (Wang et al. 2006)  
 
 
A similar layering effect or settling of lower limb venous blood has also been observed using 
SWI (Susceptibility Weighted Imaging) by Haacke (2008).  SWI exploits the phase differences 
that occur between neighbouring tissues with a difference in susceptibility.  Contrast is 
generated and enhanced using the phase image as a mask to highlight tissue with either positive 
or negative phase due to its susceptibility.  SWI has previously been used in the head to 
generate contrast between grey and white brain matter and is also good for highlighting the 
brain venous vasculature where the level of deoxygenation of the venous blood determines its 
susceptibility (Section 2.5) (Haacke et al. 2004).  Barnes (2009) used SWI to see similar effects 
as Wang (2006), in both supine and prone positioning in subjects, showing the settling of 
haematocrit (red blood cells) from the plasma.  
 




Figure 2.13: Zoomed in SWI image (TE = 10ms) of the peroneal vein showing haematocrit 
separation into 3 layers. Arrow A similar to water, due to similarity of signal to muscle, arrow B 
a second layer showing some susceptibility effect and arrow C showing strong effect, a layer full 
of haematocrit. (Haacke 2008)    
 
 
2.3.7 MRA & Doppler Ultrasound 
 
The combination of MRA and Doppler ultrasound has been used recently for investigating the 
effect of elastic compression stockings on the deformation and wall shear stress in the deep and 
superficial veins in the calf (Downie et al. 2007; Downie et al. 2008). MR was used to image a 
volume of the calf with and without the presence of a compression stocking using a 3D b-SSFP 
sequence (Downie et al. 2007). It was shown that the deep veins’ cross sectional area reduced to 
a greater extent than that of the superficial veins in 8 healthy subjects (Downie et al. 2007). 
Doppler ultrasound measurements of the velocity in the popliteal vein and the GSV upstream, 
above the level of the compression stocking, were taken under controlled respiration (Downie 
et al. 2008). The flow within the distal calf veins imaged anatomically by MR was extrapolated 
from the Doppler measurements made downstream in the larger veins, in order to obtain wall 
shear stress calculations with and without compression. Downie (2008) concluded that wall 
shear stress is increased with the application of a compression stocking but also postulates that 
MR flow measurements could eliminate one of the limitations of the data that was used: the 
non-simultaneous acquisition of venous structure and blood velocities, suggesting that real-time 
imaging is required due to the low degree of repeatability seen in the venous blood waveforms. 
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2.4 Flow MRI 
 
 
Flow effects were observed before the development of MRI using NMR, when Suryan (1951) 
observed the effect of fluid velocity through a coil on signal intensity.  Other early studies were 
made by Singer (1959), determining blood flow rates in mouse tails, and Hahn (1960) on 
motion of sea water. 
 
 
2.4.1 Effects of Flow in MRI 
 
Flow has two effects on the MR signal: its intensity and phase.  Imaging with a time between 
excitation pulses (TR) faster than or similar to the T1 of tissue in the imaging slice causes a 
reduction in the signal, known as partial saturation.  The degree of saturation also depends on 
the excitation flip angle used.  An influx of previously unexcited spins causes a signal 
enhancement known as ‘fresh inflow’ (and is one type of MR ‘Time-of-Flight’ (TOF) imaging), 
used mainly for angiography without contrast agent. A second category of TOF imaging uses the 
imaging itself to measure the motion of fresh-inflow or tagged blood, now largely ignored in 
favour of the phase based methods described below (Nishimura 1990; Wehrli 1990). 
In 2D spin echo sequences at long TE, excited spins may move out of the imaging slice before the 
180° pulse is applied, causing a time-of-flight signal loss effect, not to be confused with intra-
voxel phase-dispersive signal loss associated with high velocity shear and long TE described 
below. 
The second effect that flow has on an MR signal is due to the recorded signal in MR being 
complex, i.e. it comprises both the magnitude and the phase of the spins from the excited slice. 
Spins are subject to a change in phase relative to their velocity and the strength of magnetic 
field gradient (Hahn 1960).   
The position of a moving object can be described by the following Taylor expansion: 
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Equation 2.4 
The accumulated phase of such a moving spin due to a gradient G(t) at time T is given by 





substituting Equation 2.4 into Equation 2.5 
                     
 
 
   





Equation 2.6 is often rewritten as 
                                  
Equation 2.7 
where the gradient moments M0, M1, M2, … can then be described by 
      
 
      





 (Asakawa et al. 2003; Bernstein et al. 2004; Bernstein et al. 2004) 
 
2.4.1.1 Intra-voxel dephasing 
The phase accumulated by a spin from an applied gradient, described by the above formula 
(Equation 2.6), shows that there is an accumulated phase for the velocity of spins within a voxel. 
This suggests that for a range of velocities there will be an associated range of accumulated 
phases. The signal for any voxel is a complex addition of all the signals from the individual spins 
within that voxel, and if these are moving with a range of different velocities, the resultant signal 
of the voxel can drop to zero. The resulting phase can become inaccurate for several reasons. 
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First, it is weighted by the relative magnitudes of the signals in the sum, which may matter at 
edge pixels if fresh inflow-enhancement is present (Section 2.4.1.2).  Second, in the case of a 
non-linear range of velocities this linear approximation breaks down, particularly if there is 
velocity aliasing of the higher velocities.  In the extreme case, when the range of phase is too 
large, it causes signal loss leading to an unreliable low SNR phase value in that voxel.  
The dispersal effect occurs as two separate varieties, coherent and incoherent. Coherent 
dispersal results from velocity shear, a range of velocities such as at a vessel wall, and 
incoherent dispersal results from turbulent flow.  
Coherent dispersal signal loss can be recovered by a technique known as ‘FEER’ gradient 
moment nulling or velocity compensation.  FEER (Field Even Echo Rephasing) uses a 1-2-1 
gradient that is essentially a two echo readout, the first is velocity-encoded and the second is 
velocity compensated.  
  
 
Figure 2.14: FEER gradient waveform. Echo 1 is velocity sensitive, Echo 2 is velocity 
compensated. Gradient amplitude (blue), zeroth gradient moment M0 (green) and gradient first 
moment M1 (red) normalised to maximum values. 
 
 
This technique of gradient reversal described above extends the TE of a sequence which 
potentially increases the incoherent phase dispersal, from turbulent flow, which can’t be 
recovered.  The consequent signal loss is more severe if there are more short-term velocity 
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fluctuations on a timescale shorter than TE, which depends on the intensity of the turbulence.  
Although velocity compensation is in general use, a short TE may be more important in extreme 
turbulence to minimise this type of phase-dispersion (Kilner et al. 1991). 
 
2.4.1.2 Partial volume effects 
Partial volume effects arise when the volume of a single pixel contains multiple materials.  The 
resulting signal is then a combination of the signal from each of these materials, in this case the 
blood within the vein and the surrounding tissue.  This causes an error in flow measurements, 
as the phase associated with the stationary, surrounding tissue affects the resulting phase for 
that pixel.  The magnitude of the error depends on the degree of partial volume and the relative 
signal intensities of the stationary and flowing tissues.  However, the signal from flowing blood 
often has a stronger signal than stationary tissue due to the fresh inflow enhancement effect.  
The bright signal from such a pixel is likely to be measured as if it lay completely within the 
vessel lumen, and can cause the vessel CSA to be overestimated, therefore overestimating any 
flow calculation.  Interpolation of image resolution can reduce this effect as the whole pixel may 
not be included within the lumen, because darker interpolated pixels on the static tissue side 
might be excluded during an ROI measurement. 
It has been shown that to obtain an approximate 10% accuracy in flow measurements, the 
diameter of a (circular) vessel should exceed four pixels (Tang et al. 1993).  The size of the veins 
varies largely over the length of the leg depending on many factors including the vein, subject, 
distance from the heart, venous system (deep or superficial), and hydrostatic pressure.  This 
thesis originated from special interest in the veins of the calf, where the deep veins are expected 
to be approximately 4 mm in diameter (Downie et al. 2007).  An acquired isotropic in-plane 
resolution of 1x1 mm was decided as an initial goal.  
The alignment of the vein with the image slice contributes another type of flow error. However, 
the origin is not directly from the angulation as the two opposing errors (reduced velocity and 
increased cross-sectional area) cancel out.  Nevertheless, the partial volume caused by the 
angulation and the thickness of the image slice does cause an error.  Imagining an in-plane 
resolution R (mm), at slice thickness S (mm), then the angulation, θ, of the slice compared to the 
vessel for a partial-volume error approximately ½ of the pixel volume must not exceed about  
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This partial-volume error applies to the pixels at the edges of the vessel but only in the plane of 
the misangulation (Figure 2.15).  Neglecting any effects on pixels fully within the blood, and 
assuming the venous blood has the same signal strength as the stationary tissue, then the outer 
two pixels of the four 1 mm pixels across the 4 mm vessel diameter in that plane will have ≈ 50 
% of their true velocity-related phase-shift. Considering all the pixels on the vessel, this would 
lead to a 50 % flow loss in 4 of the 16 pixels covering the vessel leading to a ≈ 10 % error in the 
total vessel flow.  The angle associated with this 50 % partial volume for 1 mm in-plane 
resolution corresponds to 5.7 ° at 10 mm slice thickness, 8.1 ° at 7mm and 11.3 ° at 5 mm.  The 
other 4 affected pixels will have a smaller flow loss due to the relative proportions of flowing 
and stationary tissue within the pixel.  It is difficult to imagine avoiding such an angulation error 
over all the veins in any single slice across the leg simultaneously.  Minimising the slice 
thickness is a well-known priority for accuracy in PC-VM measurement but compromises the 
SNR which is already liable to be low in real-time imaging.  
 
 
Figure 2.15: Angulation (θ) of vessel to selected slice (with thickness s) and a pixel (with 
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2.4.2 Velocity-encoding by Phase-Contrast Velocity Mapping 
 
Soon after Moran (1982) suggested the use of bipolar field gradients to create velocity 
dependent images, the method was applied to flowing blood by Bryant et al (1984).  
The phase change related to a particular gradient can be described by the formula shown in 
Equation 2.5.  If this gradient is followed by a second similar gradient but with opposite area 
(M0), (creating a bipolar pair of gradient pulses, often just called a bipolar gradient) the net 
phase change experienced by any stationary spin from these two gradients will be zero. 
However, a spin moving along the direction of the gradient will experience different amounts of 
phase changes from each gradient due its change in position, which therefore will result in a net 
phase change from the bipolar gradients. 
  
  
    
 
Equation 2.10 
where v is the velocity and 
     
 
      
 
Equation 2.11 
where, for an ideal gradient with zero rise time,  
     
     
Equation 2.12 
where A is the area under the gradient, or M0. 
   
The maximum phase change is +/- π when v reaches +/- the velocity-encoding value known 
generally as VENC. 
Phase changes resulting from main field inhomogeneities require a correction of the 
background phase.  This is usually achieved through subtraction of a differently velocity-
encoded phase images.  The two main methods are asymmetric and symmetric velocity-
encoding; both methods require 2 images and a subtraction to remove the background phase.  
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2.4.2.1 Asymmetric velocity-encoding 
 In the most common case a reference or velocity compensated image is acquired, using the 
same basic gradient waveforms and timings but without playing the additional bipolar velocity-
encoding gradients.  The velocity-encoded image is then acquired with the required M1.  A 
subtraction of the reference phase image from the velocity-encoded phase image provides the 
velocity phase map. 
 
2.4.2.2 Symmetric velocity-encoding   
Here two oppositely encoded velocity images are acquired each with half the required M1.  Due 
to the resulting phase images being subtracted, the bipolar gradients are required to give +M1/2 
and –M1/2.  This corresponds to velocity sensitive scans with sensitivity +2VENCabs and –
2VENCabs (where VENCabs is the velocity sensitivity compared to a hypothetical reference image 
with M1=0).  This method may enable shorter TE compared to asymmetric velocity-encoding as 
smaller first-order gradient moments are required.  .   
However, without the velocity compensation of other gradients on the velocity-encoding axis (in 
the example of through-plane velocity-encoding, slice-select gradients), such residual M1 can 
result in asymmetric encoding despite the application of symmetric velocity-encoding gradients.  
The symmetric velocity-encode gradients, rather than symmetric M1, are required for 




Figure 2.16: Basic (symmetric) velocity-encoded gradient echo sequence diagram showing the 
RF, velocity-encoding (G(v)) and readout gradient (G(r)) pulses. 
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The two lobes of the velocity-encoding bipolar gradients can also be applied either side of a 
spin-echo refocusing pulse, with both gradients now being of the same sign. It was in this way 
that some of the first velocity-encoding techniques were initiated with in vivo demonstrations in 
the carotid arteries and femoral arteries and veins by Bryant (1984) and in the major vessels 
surrounding the heart by Van Dijk (1984).  In 1986, Nayler (1986) introduced the importance of 
short TE gradient-echo imaging and even echo rephasing to maximise the signal from flowing 
blood and with fast repetition allowing multiple measurements through the cardiac cycle. Used 
in conjunction with ECG gating (van Dijk 1984; Nayler et al. 1986), flow images could be built up 
over many cardiac cycles.  
For validation of the phase-contrast methods, many studies have included in vitro comparison 
with a bucket and stopwatch, which has been used since the dawn of MRI flow work,  or in vivo 
with Doppler ultrasound.  Pelc (1992) compared PC and an ultrasound flowmeter in dogs, with 
the intra-vascular ultrasound probe acquiring at specific times during the MR sequence allowing 
an almost simultaneous measurement with a good comparison, and Hofman (1995) validated 
the use of PC for small vessels in vivo, again in dogs.  
 
2.4.2.3 Reconstruction  
There are two methods of reconstructing Phase Contrast data depending on the final use of the 
images.  Phase difference reconstruction generates phase contrast maps yielding quantitative 
velocity measurements. Complex difference magnitude reconstructions suppress the signal 
from the static materials and are used in PC MRA (Dumoulin et al. 1989).  
  
Phase difference (Bernstein et al. 1991; Bernstein et al. 1994) 
The phase difference,   , is calculated from the two complex images, Z1 and Z2, on a pixel by 
pixel basis by: 
       
  
  
           
   
Equation 2.13 
which lies between π and –π and where * denotes complex conjugate 
 
 




               
    
                
   
 
Equation 2.14 
where M1, M2 are the magnitude of Z1, Z2 respectively and    is the phase difference. 
 
2.4.2.4 Concomitant Gradients  
The effects of concomitant gradients in PC MR were described by Bernstein (1998), (with more 
details below) and can be reduced in two ways:  
1. Altering gradient waveforms: using symmetric velocity-encoding gradients (VENC/-VENC) 
cancels the change in Maxwell terms if the bipolar pulses overlap no other pulses including 
those on other gradient axes.  Concomitant gradients can also be reduced by reducing the 
velocity gradient amplitudes themselves.  However, both approaches tend to increase TE, and 
therefore also TR, which is highly undesirable for rapid flow imaging. 
2. Alternatively, exact automatic phase corrections can be calculated and applied to the image 
during reconstruction and this approach (Bernstein et al. 1998) is included on most modern 
clinical imaging systems as described below. 
 
As a direct consequence of Maxwell’s equations, where the divergence of the magnetic field 
must equal zero and the field must also have negligible curl in the materials normally imaged, a 
linear gradient applied to the field generates concomitant magnetic fields (also called Maxwell 
gradients).  The lowest-order concomitant fields in conventional MRI gradient geometry are 
quadratically related to the strength of the gradients, and are only present whilst the gradients 
are applied.  Higher-order concomitant fields are considered negligible for MRI at main field 
strengths far larger than the concomitant fields, because of the division by increasing powers of 
B0.  In PC imaging, concomitant gradients can introduce unwanted phase offsets in images with 
any mixture of constant, linear or quadratic spatial dependence over the FOV, depending on the 
image plane offset and orientation, causing errors in velocity measurements; however, this 
phase offset can be calculated and corrected (Bernstein et al. 1998).  Using the notation and 
description of Bernstein et al (1998) the concomitant field for conventional MRI gradient 
geometry is: 
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Equation 2.15 
where x, y and z are the positioning and Gx, Gy and Gz are the applied gradients along each 
corresponding axis.   
The associated phase accumulation with time, t, after RF excitation is then: 
                          
Equation 2.16 
The remaining associated phase after subtraction of the two phase difference images becomes: 
                                      
Equation 2.17 
where v1 and v2 are the two differently velocity-encoded acquisitions.  This residual 
concomitant phase was calculated (Bernstein et al. 1998) using the gradient waveforms forming 
the following coefficients A to D, which are used to relate Equation 2.15 to Equation 2.22: 
   
 
   
     
       
            
       
           
Equation 2.18 
   
 
   
    
          
          
Equation 2.19 
   
 
   
                                      
Equation 2.20 
   
 
   
                                      
Equation 2.21 
To calculate the concomitant gradient related phase error associated with each pixel: 
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Equation 2.22 
The phase subtraction then becomes: 
                          
               
Equation 2.23 
The integral period for the coefficients, A to D, needs only be over the changing velocity-
encoding gradients, assuming all other gradients are identical for the v1 and v2 acquisitions.   
From these equations, as noted by Bernstein (1998), the use of symmetric velocity-encoding 
gradients, without any overlapping of gradient waveforms, completely cancels these terms.     
The through plane velocity-encoding gradients required for the transverse imaging of venous 
blood velocities in the leg make the concomitant gradient related phase increase quadratically 
with radius from the z-axis (Figure 2.17). 
 
Figure 2.17: The second term (B) in Equation 2.22 of concomitant gradient phase error for 
velocity-encoding gradients (VENC = 10 cm/s) in transverse plane increasing from zero, 
quadratically with increasing radial offset from the z-axis (mm). 
 
 
The curvature shown in Figure 2.17 is unchanged by offsetting the transverse slice along the z-
direction.  This curvature also depends on the duration of the velocity-encode pulse (Equation 
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2.19) and also the amplitude and timing of the slice-select re-phase gradient if velocity-encode 
gradients are superimposed upon it, as is performed in the conventional case.  
Concomitant gradients do not only apply to the velocity encode gradients, and are known to 
contribute to unwanted phase accumulation during the spiral readout itself, resulting in image 
blurring (King et al. 1999).  This phase accumulation is consistent for both v1 and v2 
acquisitions, resulting in no phase difference error on the velocity map.  The calculation of the 
phase correction is less manageable in this case, because each acquired k-space sample during 
the readout requires an individual spatial phase correction, which is not straightforward.  King 
(1999), applied a frequency-segmented correction designed to correct off-resonance blurring 
related to spatial frequency off-resonance variations (Chapter 5).  The concomitant gradient 
correction of the spiral readout has not been applied in this project (though maybe a correction 
to be applied in any further work). 
 
2.4.2.5 Eddy Currents 
Another source of errors in PC imaging is eddy currents which arise from the switching of 
gradients.  Unwanted electrical currents flowing in the magnet system hardware are induced by 
the changing gradient strengths, and are known as eddy currents. They cause phase errors 
across the image, usually with low spatial orders of variation (with the possible exception of 
further from isocentre where gradient fields’ linearity is reduced).  These currents build during 
periods of changing gradient strength, opposing the change in field, and decay during periods of 
constant gradient strength.  Depending on the decay constants, which can range from seconds to 
sub-millisecond, and also the gradient pulse ramp timings this can affect a programmed section 
of constant gradient or the time after a gradient pulse has supposedly completed.  The strength 
of the eddy currents is related to the strength and slew-rate of the gradient applied and also the 
imaging slice orientation within the scanner.  A position offset of the same slice orientation does 
not alter the eddy currents themselves but their impact on B0 is generally spatially-dependent. 
The eddy currents can be reduced primarily by active shielding of the gradient coils.  Final 
cancellation is achieved using pre-emphasis on the gradient waveforms.  The pre-emphasis 
alters the desired gradient waveform to compensate for remaining errors in the active shielding 
(which may be of either polarity) and is applied directly by the scanner system.  Pre-emphasis 
may not precisely correct the eddy currents, leaving positive or negative “residual eddy 
currents”.  The residual eddy currents cause errors in the background phase of the PC-VM 
image.  The use of symmetric velocity-encoding does not correct for these errors (unlike the 
concomitant gradients previously described) as the related phase errors from each velocity-
2.4 Flow MRI 
82 
 
encoding do not generally cancel out.  Although, in a multi-vendor study into sequence 
optimisation to reduce velocity offsets in CMR volume flow quantification by Rolf et al, (2011) 
symmetric velocity-encoding was found to give lower velocity offsets than asymmetric velocity-
encoding (though was only significant in one of two scanner types used with this test).  This is 
likely to be due to the difference in timings achievable by both techniques as the velocity offsets 
were found to be sensitive to timing delays added between velocity encode gradients and 
readouts.  Using reduced gradient amplitudes and gradient slew-rates is common advice 
relating to velocity offsets, and Rolf et al found that the reduced gradient specifications did 
reduce velocity offsets though the related correlations were not strong.  Furthermore, the 
increased TE associated with weaker and slower gradient pulses allows a smaller phase error to 
build up before TE, as it is integrated over the longer time; stronger and faster gradients may 
result in a larger phase error but acting for a shorter TE: the overall effect may go either way.  
The large velocity-encoding gradients required for the venous blood velocities may cause a 
larger phase offset in the velocity images; however, these errors can be corrected during post-
processing as follows.  Assuming that the resulting phase offsets have low frequency spatial 
variance, the phase of a small ROI, placed in close proximity to vessel of interest and in a region 
of stationary tissue, is subtracted from the phase measured in the vessel.  In regions of the body 
where there is less stationary tissue in close proximity to the vessels of interest, such as the 
heart and close great vessels, the phase correction resulting from eddy currents can be achieved 
by low order modelling of a surface based on available stationary tissue points (In Den Kleef 
1989).  The selection of stationary tissue is generally performed manually but can also be 
estimated using the standard deviation of the phase through a time series of images, assuming 
that stationary tissue exhibits little variation in phase during the series (Walker et al. 1993).  
This method was more recently applied by Lankhaar et al, (2005) where, looking at pulmonary 
artery flow, a linear fit was found optimal compared to higher-order surface fitting (of orders 2-
5) with averaging of stationary pixels over time to improve the SNR for a single surface fit used 
on all images.  Averaging stationary tissue over the entire time series does increase SNR and 
improve the surface fit achieved (needed for higher-order surfaces) and was appropriate for the 
application studied; however, the spatial average value of stationary pixels in each time frame 
was also shown to oscillate in at least the first 10 frames.  This oscillation was likely due to the 
use of prospective gating, where waiting for the delay time between the end of each acquisition 
period and the next trigger pulse upsets any steady state formed.     
In cases where little usable stationary tissue is available, these errors can be corrected using a 
phantom of stationary material imaged by the same sequence setup, to acquire the background 
phase errors for subtraction (Caprihan et al. 1990; Lankhaar et al. 2005; Chernobelsky et al. 
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2007). The phantom scan is conducted immediately after a subject scan and assumes a stable 
error over such time periods. 
For this thesis in the leg, there was substantial muscle mass available for background correction 
using the simpler method of a nearby ROI within static tissue near the vessel of interest.  
 
 
2.4.3 GRE/FLASH Phase-Contrast Velocity Mapping 
 
The standard phase-contrast technique (Bryant et al. 1984) acquires a single k-space line per 
excitation, and is used in cine imaging to acquire one such line per cardiac phase in each cardiac 
cycle.  This method therefore has a long acquisition time, of several minutes.  The resulting 
velocity images are averaged over many cardiac cycles which removes short term variations in 
the flow and can be seen as an advantage as variability can introduce errors.  As this slow 
method cannot examine short term variations, problems arise from arrhythmia, or in studying 
short-term flow effects of exercise, stress or respiration (Eichenberger et al. 1995).  
The GRE technique can be accelerated by acquiring all of the phase encode lines for a low 
resolution image within one cardiac cycle, called (amongst other names) single-shot FLASH 
(Fast Low Angle SHot).  The earliest real-time and interactive use of FLASH for phase-contrast 
velocity mapping was described by Riederer (1991) with an acquisition time of 1.5s per 
magnitude image and 3s per phase image using single-shot FLASH.  
A less extreme acceleration acquires several raw data lines (typically 5 to 9) per cardiac cycle, 
so that data acquisition is completed within a single breath-hold, known in this thesis as 
“Segmented GRE” where the “segments” is the number of raw-data lines acquired per cycle per 
phase.  Segmented GRE compares well with standard GRE and also has less flow artefacts than 
EPI (Zhang et al. 2002), mainly due to the shorter TE and short k-space acquisition path after 
each RF excitation. It enables a breath-hold acquisition compared with standard GRE, for a 
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The segmented GRE has compared well with non-segmented GRE in vitro (Zhang et al. 2002) 
and in vivo (Chatzimavroudis et al. 2003).  
The segmented GRE technique can also be used with view sharing (Section 2.4.8) to improve its 
temporal resolution (Markl et al. 2001), used in vivo to obtain three directional phase contrast 
data in one slice for analysis of cardiac wall motion (Markl et al. 2002).  This can also be 
extended to  ‘4D Flow’, three spatial dimensions, 3 velocity directions of cine imaging.  However, 
acquiring 3D data sets for each velocity encode direction increases acquisition time to over 15 
minutes (Markl et al. 2003). 
Wang et al. (2006) during the investigation of intravascular haematocrit layering (Section 2.3.6) 
measured venous blood velocity in both deep and superficial veins in the calf .  They used a 3D 
cardiac gated flow sequence during free breathing, which had an acquisition time just over 6 
mins and velocity-encoding, Venc ± 40 cm/s, producing a time averaged measurement. The calf 
deep veins of were found to have a mean blood velocity of ~7 ±11 cm/s and the superficial 
higher mean blood velocity of 21 ± 21 cm/s with significantly slower velocity 0 ±cm/s in the 
deep veins where haematocrit layering occurred, which presumably allowed the separation to 
occur. This sequence had no capability of tracking respiratory variations in venous flow or other 
fast events in the flow, and the use of cardiac gating in venous flow is debatable.  However, the 
cardiac gating presumably prevented phase-encode artefacts from the arteries. 
On modern hardware, a FLASH velocity map at 1mm isotropic resolution with a readout FOV 
~130 mm, would have a temporal resolution >2 seconds (Section 4.3.2.1) and as such would be 
unusable for any real-time measurement of venous flow. 
 





The EPI (Echo Planar Imaging) technique was first proposed by Mansfield 1976.  It is a 
technique that allows multiple phase-encode lines to be obtained from one excitation. Between 
each frequency encoded readout a phase-encode gradient blip moves the k-space path onto the 
next phase encode line, in a characteristic zig-zag path over k-space.  The EPI readout can 
therefore read all the phase encode lines required for a complete image.  Compared with FLASH, 
EPI can offer a much faster acquisition of the two phase-contrast images (Firmin et al. 1989).  
By exciting a volume over a narrower region of interest along the phase encode direction, the 
number of phase encoding lines can be reduced allowing for a faster acquisition, ‘inner-volume’ 
imaging (Feinberg et al. 1985).  This results in a zone image rather than spending time imaging 
the full slice and can also be called ‘zonal’ or ‘localised’ imaging.  Firmin (1989) combined zonal 
with EPI and phase-contrast techniques to acquire phantom and in vivo carotid artery PC 
images, needing only 2 excitations, over successive heart beats. Guilfoyle (1991) also combined 
rapid imaging by EPI, and velocity mapping using spin-echo preparation for real-time imaging 
of the arterial flow.  
Single shot EPI collects the entire image data from one excitation resulting in a later TE than 
centre-out methods such as spiral imaging and so can suffer some signal loss due to phase-
dispersion as well as complicated distortions due to the accumulation of velocity-related phase 
shifts over k-space (Duerk et al. 1991; Butts et al. 1992; Nishimura et al. 1995).  However, these 
and other ghosting effects resulting from moving spins during EPI are expected to be minimal 
for the low velocities usually seen in peripheral veins. 
To reduce the effects of long echo trains the phase encodes can be split into groups, through 
interleaving of the zig-zag paths (Figure 2.18).  Reducing the echo train length and therefore the 
path duration in k-space reduces geometric distortions that occur due to field inhomogeneities, 












EPI readouts have been used for various real-time flow studies (Eichenberger et al. 1995; 
Wetzel et al. 2001; Mohiaddin et al. 2002; Hjortdal et al. 2003; Oelhafen et al. 2006) with various 
methods to reduce acquisition time, such as zonal excitation and partial Fourier.  In the work of 
Eichenberger et al. (1995) echo planar imaging (EPI) was used to measure flow in the ascending 
and descending aorta, the superior vena cava (SVC) and the pulmonary artery trunk.  Hjortdal et 
al. (2003) used segmented EPI to examine the effects of exercise and respiration on flow 
waveforms in the IVC, SVC and aorta in children with congenital cavopulmonary connection.  
However, to obtain adequate temporal resolutions (42ms and 50ms respectively), spatial 
resolutions were limited to 4x4mm and 3.4x2.1mm respectively which proved satisfactory for 
these larger vessels but clearly would not support work in smaller veins.   
 
 





The spiral readout, first realised by Ahn (1986), after earlier proposal by Ljunggren (1983), was 
proposed as a single shot alternative to the standard EPI, but using sinusoidal gradient 
waveforms to map a spiral path in k-space which allows for rapid coverage of k-space, yielding 
isotropic in-plane resolution.  
Single-shot spiral readouts have been used for fast acquisition, towards real-time 
measurements of flow.  Gatehouse (1994) used spiral readouts with asymmetric velocity-
encoding through-plane in phantoms and in vivo in the aorta. Using single shot spiral readouts 
gave flow data from individual cardiac cycles.  By collecting reference images during one cardiac 
cycle and then repeating with velocity-encoding for subsequent cycles, velocity images were 
acquired at the same TR as the RF excitations, in that case 50 ms.  This was used in vivo to 
measure flow after exercise (Mohiaddin et al. 1995).  
Spiral readouts are susceptible to off-resonance blurring, which is more complicated if the main 
field is inhomogeneous (Yudilevich et al. 1987) and so require higher attention to reference 
frequency tuning and main field shimming (Gatehouse et al. 1994).   For a uniform static 
frequency offset are easily corrected by simply adding increasing phase with time during the 
data points in the readout.  This ‘conjugate phase’ is easily added for the global off-resonance 
case used here.  However, to correct spatially varying off-resonance, it requires a pixel by pixel 
reconstruction (Yudilevich et al. 1987).  Correction methods have been suggested to accelerate 
the conjugate phase reconstruction which also uses a priori knowledge of the inhomogeneity, 
usually based on an acquired field map.  Noll et al. (1991) suggested reconstruction by splitting 
data into time-segments, in order to limit the phase accumulation during each segment, which 
are then reconstructed and summed to generate a final corrected image.  Irarrazaval et al. 
(1999) also suggested modifying the k-space data position during gridding by using a linear 
field map estimation which could also be used with the segmented reconstruction.   Man et al. 
(1997) proposed a multi-frequency interpolation where images are reconstructed with a range 
of centre frequencies and the closest chosen to that from a field map used for each pixel.  
Another method proposed by Ahunbay and Pipe (2000) was to remove the spatial off-resonance 
in the image domain, by convolution with the inverse of pre-defined PSFs of the k-space 
trajectory for each point.  Nayak et al. (2001) used variable density spirals to acquire the field 
map during the image acquisition itself, requiring the interleaves to have 2 echo times, 
corrected in the reconstruction, with others (Man et al. 1997; Chen et al. 2006) estimating the 
field map from data itself.  All of these techniques are computationally expensive and generally 
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require a field map pre-scan, though this can be generated or estimated from the scan data 
itself.  With the advent of highly powerful GPUs, these methods may become more realistic. 
Off-resonance phase accumulation from fat signal also results in blurring, so selective excitation 
or pre-saturation of the fat signal is required, similar to EPI.  Rapid in-plane motion can cause an 
artefact due to spatial mis-registration of low and high frequencies (Gatehouse et al. 1994); this 
and some unpublished through-plane flow distortion effects are studied further in Chapter 5.  
As with EPI, the extreme single-shot variety of spirals can be improved in robustness and 
resolution by interleaving shorter spiral readouts (Figure 2.19) (Meyer et al. 1992). 
 
 
Figure 2.19: Interleaved spiral k-space trajectories 
 
 
Pike (1994) used interleaved spirals to enable breath hold acquisitions in cardiac imaging. 
Keegan  compared interleaved spiral and segmented-FLASH VM for (navigator-gated not real-
time) free breathing and breath-hold coronary artery flow. Compared to segmented-FLASH, 
higher spatial and temporal resolutions were achieved with spiral imaging with a reduction in 
total acquisition time.  These allowed velocity peaks to be better resolved than with segmented-
FLASH.  
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Spiral k-space trajectories are less susceptible to flow artefacts compared to EPI trajectories as a 
result of the centre-out path, with no ghosting and phase distortion effects (Nishimura et al. 
1995).  Also spiral readouts start at the ’high energy’ centre of k-space with each RF excitation, 
i.e. before any in-plane gradients with their potential flow sensitivity have been applied.  The 
spiral path also results in periodic refocusing of gradient moments which may make spiral 
readouts less susceptible to flow and motion related artefacts (Meyer et al. 1992).  Pipe (1999) 
looking at the spiral spatial 2D-PSF found that the temporal ordering of spiral interleaves could 
alter the appearance of velocity phase related artefacts in pulsatile flow, by redistribution of the 
artefact in k-space. Through choosing an appropriate interleaf order, the location of the 
artefacts can be manipulated, mainly either at half FOV or at FOV/N (where N is the number of 
interleaves), away from the object of interest. 
 
 
Figure 2.20: Images of vessel cross section for the signal increasing in value from 0 during the 
first interleaf, to 1, during the last collected interleaf, for different types of interleaf ordering a) 
linear, interleaves in order (for 10 interleaves: 1,2,3,4,5,6,7,8,9,10), b) skip, odd interleaves in 
order followed by even interleaves in order (1,3,5,7,9,2,4,6,8,10) c) two-way, alternating 
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between counting up and counting down (1,10,2,9,3,8,4,7,6,5) and d) mixed ordering, a 
combination of skip and two-way ordering (1,9,3,7,5,2,10,4,8,6). (Pipe et al. 1999) 
 
 
An effect of sampling central k-space every TR, as in interleaved spiral imaging, is that velocity 
measurements are partially averaged over the entire image acquisition window (Park et al. 
2003).  This can be interpreted as a low pass filtering of the velocity measurement.  Therefore 





Balanced Steady State Free Precession (bSSFP) is an imaging technique where all phase 
evolution experienced by a stationary spin from the gradient system is rewound between 
excitations, increasing the received signal compared to spoiled sequences.  Flowing blood also 
has a brighter signal using bSSFP than spoiled GRE sequences, because of an approximate T2/T1 
weighting in bSSFP.  Because of this bright blood signal it is often used in the heart and great 
vessels.  A frequency offset affects the signal in bSSFP, where for stationary tissue a π phase 
change per TE results in signal loss, whereas the same phase change can greatly increase the 
signal of through plane blood leading to bright artefacts (Markl et al. 2004).  This effect may be 
relevant for venous blood flow due to the potential difference in susceptibility, a result of the 
deoxygenation of venous blood (Section 2.5), causing a frequency offset compared to muscle 
tissue.  
Despite the bright arterial blood signal, it is unclear whether this applies to venous blood with 
its shorter T2.  Furthermore, phase-contrast imaging is difficult to combine with bSSFP partly 
because of the disruption of the steady state required when obtaining the two different velocity-
encoded images. and also due to eddy currents from the bipolar velocity-encoding gradients 
between successive readouts. PC has been combined with bSSFP using three different 
techniques, by Overall (2002), Markl (2003) and Pai (2007) and are briefly described below. 
 




Figure 2.21: The SSPC pulse sequence with all gradient axes M0-refocused over the TR interval 
as defined by Overall, α phase was alternated by 180° each excitation (Overall et al. 2002). 
 
 
Overall (2002) was the first to develop PC bSSFP (SSPC).  Placing the bipolar velocity-encoding 
gradients after the readout (Figure 2.21) reduces eddy current phase effects and alternating the 
velocity-encoding every cardiac cycle, with an intermediary TR without any velocity-encoding 
to ‘smooth’ the transition, helped to avoid disruption of the steady state occurring with the use 
of alternating bipolar velocity gradients (Figure 2.22).  This compared well with a standard PC 
spoiled sequence.  However, the extended TR of this approach was disadvantageous and 
transition periods were required between each velocity-encoding steady state alternated on 
each cardiac trigger.  Another drawback of this approach is that the M1 phase shift was not 
rewound within each SSFP cycle.  As a consequence, linearity of the velocity-related phase is 
only applicable for ~ ½ maximum velocity range (Figure 2.22) and so limits the VENC for a scan 
(see (Overall et al. 2002) for details).  
 




Figure 2.22: Magnitude and phase response of the PC-bSSFP approach as described by Overall 
(Left) with opposed velocity encode gradients applied over successive cardiac cycles 
maintaining the steady state, (Right) interleaving symmetric velocity-encoding pulses between 
successive TR’s of the subtracted image for standard phase contrast imaging and steady state 
phase contrast imaging. (Overall et al. 2002) 
 
 
Markl (2003) avoided additional velocity-encoding gradients altogether by inverting the slice 
select gradients and avoiding disruption of the steady state by acquiring the inverted slice-
select in a separate acquisition. Varying the velocity-encoding was achieved by adjusting the M1 
of the slice select gradients.  By using the slice-select gradients for the velocity-encoding the TR 
can remain minimal; however, only through plane velocities are measurable (Figure 2.23). This 
method also compared well with a standard cine PC sequence. 
 




Figure 2.23: The PC-SSFP sequence, defined by Markl (2003). 
 
 
Pai (2007) and Nielsen (2007) both used a multi-echo approach to obtain PC-bSSFP.  Using a 
FEER like readout, multiple echoes provide some ‘intrinsic’ velocity-encoding in-plane in the 
readout direction. Both showed good agreement between the 3 echo PC-bSSFP and standard PC-
GRE with an increased SNR but suffer from a long TR and limited velocity ranges.  ‘Extrinsic’ 
velocity-encoding (Figure 2.24) (Pai 2007) can be applied through-plane, (or in the phase 
encode direction) achieved using a ‘flyback’ pulse between two echoes during which bipolar 
velocity-encoding gradients are applied on the desired axis.  This multiple-echo method is more 
time efficient than the previous methods by Overall (2002) and Markl (2003), and also the three 
echo intrinsic version of the multi-echo, by collecting both reference and velocity-encoded data 
lines per TR minimises error due to this data being acquired separately.  However, it does extend 
the TR making it more susceptible to off-resonance banding associated with bSSFP. 




Figure 2.24: Extrinsic velocity-encoded bSSFP gradient pulses using two echoes per TR.  The 
bipolar velocity-encoding gradients are applied during the ‘flyback’ gradient (which has -M0 of 
the read gradient).  Echo 1 is non-flow-encoded and echo 2 is flow encoded. 
 
 
Santini (2008) used a prospectively triggered 3D PC-SSFP sequence with constant flow 
sensitivity at TE and flow compensation at TR and using a ‘k-space pairing’ phase encode 
scheme (Bieri et al. 2005) to reduce eddy current effects.  CSF flow was measured in the neck at 
a low VENC of 10cm/s without any significant artefacts; however, the longer TR due to the 
introduction of flow compensation gradients may result in banding artefacts, and the need for k-
space pairing limits the achievable temporal resolution. 
Rolf (2009) applied Pai’s ‘extrinsic’ multiple-echo PC-SSFP approach to both in vitro flow 
phantom and cardiac output measurements with no difference compared to a standard PC-GRE 
technique.  Several issues that were highlighted were magnitude image artefacts due to fast 
flowing and pulsatile through-plane blood flow, observed at systole, and B0 drift occurring 
between scans, due to the high duty cycle, which proved problematic to correct.  These artefacts 
were found sufficient to make the technique unviable for clinical use and that the technique may 
be better suited to Cerebrospinal fluid (CSF) in the brain due to the lower velocities and 
pulsatility and the presence of nearby static tissue.  Rolf (2009) then applied 3D PC-bSSFP using 
the Overall method (Overall et al. 2002) again finding good agreement between velocity 
measurements compared to a standard 3D PC-GRE.  Artefact sensitivity was also comparable 
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with the GRE sequence but blood-myocardium contrast was improved along with 
reproducibility of velocity measurements.   
Spiral readouts have also been used in bSSFP imaging (but not for flow), requiring optimised 
rewinding gradients and can provide improved signal and contrast compared with spiral GRE 
sequences (Nayak et al. 2005). 
Despite the potential improvements, mainly blood contrast, several factors limit the use of PC-
bSSFP for the application of venous imaging for this thesis.  Both of the approaches described by 
Overall and Markl split the two differently velocity-encoded data acquisitions, by cardiac cycle 
and full acquisition respectively; this would obstruct the real-time imaging requirement of the 
peripheral venous flow.  Pai’s extrinsic method may work acquiring both reference and velocity-
encoded data each TR, and while bSSFP does improve on the temporal resolution of PC-GRE, it is 
still likely to have a relatively large image acquisition time (rough estimate from a FOV of 150 
mm resolution 1x1 mm and a TR of 10 ms to achieve a VENC of 10 cm/s would give an 
acquisition time of 1.5 s).  Furthermore, the short T2 of venous blood would lose signal in bSSFP, 
and the susceptibility of the venous blood (Section 2.5) may result in a frequency offset leading 
to banding artefacts.  
 
 
2.4.7 Fourier Velocity-encoding (FVE) 
 
FVE was first described by Moran (1982) and first implemented by Redpath (1984). In this 
method, the amplitude of the bipolar gradients for the velocity-encoding are incremented 
similarly to the phase encode gradient in standard imaging with the appropriate number of 
encodings for the required velocity resolution, a type of ‘velocity phase encoding’ in addition to, 
or replacing, the conventional positional phase encoding. Images showing the distribution of 
signal at each velocity are then recovered by the Fourier transform. The velocity-encoding 
‘phase’ steps are usually applied along only one spatial direction to provide the velocity spectra 
along that projection; however, careful placement of the projection is required as different 
sources cannot be resolved along one projection. This can be extended for further spatial and 
velocity dimensions but at the expense of the acquisition time (Gatehouse 1998).  
The main advantages of FVE include the improvement of the coherent phase-dispersion effects 
that result from the range of velocities within a voxel.  However, this is only a partial 
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improvement, because uncontrolled phase shifts due to velocities along the other directions 
may still lead to coherent phase-dispersive signal loss. Another benefit is that the signal from 
static spins is distinguishable from moving spins, so that FVE might seem able to correct partial 
volume effects (Tsai et al. 1999).   
MacGowan (2005) compared ‘real-time’ FVE, first described by Hu (1993), with Doppler 
ultrasound and showed good agreement between them. This approach uses a 2-dimensional RF 
excitation pulses for spatial localisation, with frequency-encoded spatial sampling along the axis 
of the selected cylinder (Figure 2.25).  This specifies one large voxel over the vessel.  The 
frequency-encoded gradient is repeated in a multi-echo type of readout with varying sensitivity 
to velocity along it on each echo, and must be aligned with the vessel, in order to obtain the FVE 
in one shot (Hu et al. 1993). The ultrasound and real-time FVE methods allow real-time velocity 
spectra to be measured from one vessel at a time. Interleaving this with an anatomical image 
enables a check of position of the vessel. 
 
Figure 2.25: Gradient and RF timing diagram of real-time FVE as described by Hu (1993) and 
used by MacGowan (2005). 
 
 
Carvalho (2007) proposed the use of single shot spiral readouts to enable 2D spatial localisation 
of each FVE. A stack of spirals along the velocity raw-data (kv) direction is then acquired. This 
method trades off temporal resolution as only one kv is acquired per shot. Ghosting in the 
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velocity-encoded image direction might occur when the velocity distribution changes between 
the acquisition of consecutive velocity encodes. 
FVE may have potential due to the small veins of interest in this project as it would reduce 
partial volume errors (that occur where a pixel contains stationary tissue as well as blood flow). 
However, the extremely large velocity-encoding gradients required to resolve a velocity range 
of 10 cm/s at a resolution of 1cm/s make it unlikely to be usable except possibly in the real-time 





Under-sampling of k-space (i.e. collecting only some parts of raw-data frequently while 
estimating or temporally sharing other regions of the raw-data) can increase temporal 
resolution but may introduce artefacts depending on the acquisition strategy. Some approaches 
to under-sampling are described in the following section. 
 
2.4.8.1 Partial FOV (pFOV)  
Sedarat (2000) proposed the use of pFOV under-sampling with spiral imaging where aliased 
signal from outside the partial FOV is subtracted, its signal known in advance through low-pass 
filtering of full FOV acquired data, and can be reintroduced to the reconstructed image. Nezafat 
(2006) exploited the reduction in radius of the position of the ‘primary sideband’ of the PSF to 
under-sample by factor of two resulting in aliasing from radius greater than FOV/2 and 
reducing acquisition time by two, acquiring images from phantoms and in vivo. Using the pFOV 
technique with complex subtraction of two differentially flow-encoded images allows under-
sampling restricted by the smallest FOV that contains all the blood vessels, which acts as the 
pFOV.  This approach was not considered viable in the lower leg application due to the 
superficial veins. 
 
2.4.8.2 Parallel Imaging  
Under-sampling of data has also been used with parallel imaging to estimate the unacquired 
data. Parallel imaging, like pFOV, can give significant reductions in scan times but suffers from a 
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reduction in SNR, generally    where N is the acceleration factor (Pruessmann et al. 1999). 
Parallel imaging techniques make use of spatial encoding inherent in the signals from multiple 
coils to undersample or reduce the phase-encode FOV of an acquisition, enabling an increase in 
either temporal or spatial resolution.  Coil sensitivity maps are used to extrapolate the missing 
data or unalias the resulting image, usually through an initial low resolution acquisition.  In the 
venous flow application at high resolution and thin slices, SNR may limit the usefulness of 
parallel imaging. 
 
2.4.8.3 SENSE (SENSitivity Encoding)  
SENSE (Pruessmann et al. 1999), which ‘unwraps’ the parallel data in the image domain using 
the coil sensitivity maps, has previously been used for PC imaging with Cartesian readout 
acquisitions (Thunberg et al. 2003; Beerbaum et al. 2005; Prakash et al. 2006) with good 
agreement in velocity measurements with non parallel/conventional imaging.  
SENSE has also been applied to PC spiral imaging by Nezafat (2005). Coil sensitivity maps were 
calculated using temporally filtered, unaliased full FOV images normalized by the root sum of 
squares magnitudes of the multiple coil images. An acceleration of 3 was achieved improving 
temporal resolution (~ 200 ms to ~ 68 ms in IVC) while preserving the spatial resolution of the 
un-accelerated images. More recently SENSE was applied to real-time PC spiral by Steeden et al 
(2010) to achieve an acceleration factor of 4 and temporal resolution improvement (~160 ms to 
40 ms).  In that application it was successful, perhaps due to the larger voxel sizes than are 
proposed for the venous work. 
 
2.4.8.4 GRAPPA (Generalized Autocalibrating Partially Parallel Acquisitions) 
GRAPPA (Griswold et al. 2002), is another parallel imaging technique.  It uses an interpolation 
kernel to estimate the missing data points, using the same coil sensitivity profile as in SENSE but 
now performing this operation on the raw-data rather than post-FFT. GRAPPA has also first 
been applied to the simpler Cartesian readout and has also been implemented with spiral 
scanning but not yet for spiral flow imaging.  The interpolation kernels can be calculated using 
an un-accelerated acquisition or from accelerated data using dual density spirals, which over-
sample central k-space (Heberlein et al. 2006).  Alternatively the spiral k-space data can be re-
gridded onto a ‘hybrid’ space which allows for conventional Cartesian GRAPPA techniques to be 
used (Heidemann et al. 2006).  
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2.4.8.5 View Sharing  
View sharing can be thought of in a similar way to under-sampling, since the raw-data for any 
individual cine frame is incomplete relying on copies of raw-data acquired at other times in the 
cardiac cycle.  Using a segmented acquisition enables different areas of k-space to be used for 
multiple images and updated at different rates.  Assuming that velocity induced phase shifts in 
PC are mainly in the central section of k-space, cine imaging can be approximated by updating 
this section at a faster rate than the outer sections (Figure 2.26) (Markl et al. 2001).  The 
reduced refresh rate of outer ky spatial frequencies (i.e higher or more detailed phase-encode 
direction data) is similar to under-sampling where the missing data is ‘borrowed’ from a 
previous image or interpolated between acquired sets.  Because of that central k-space 
assumption, this method does however have reduced accuracy for small vessels (Markl et al. 
2001) and was considered inapplicable for this work on small veins.  However, one similar data-
sharing method combined with interleaved spiral imaging will be introduced in Chapter 3 (see 
also Section 2.4.9).  
 
 
Figure 2.26: An example of a view sharing strategy with higher frequency of acquisition for 
central k-space. (Markl et al. 2001) 
 
 
There are more methods of accelerating acquisitions than are mentioned here, including 
variations and combinations each type. Several of these techniques may prove to be relevant, 
for example; k-t BLAST (Broad-use Linear Acquisition Speed-up Technique) which utilises the 
spatial-temporal characteristics of signals and can be used in conjunction with parallel imaging. 
The feasibility of use was confirmed by Marshall (2006), in 7D flow measurements (in vitro), 
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using complete data sets and simulated acquisition sampling and also k-t SENSE, the k-t BLAST 
variant of SENSE.  
 
 
2.4.9 Real-Time/Fluoroscopy  
 
Real-time imaging with real-time display (i.e. the MR equivalent of X-ray fluoroscopy) was first 
described by Riederer (1988).  A fast gradient echo sequence, FLASH in the first case, was 
applied continuously.  A window of data acceptance with width equal to the number of phase 
encodings was used to slide along the acquired data (Riederer et al. 1988).  Using this ‘Sliding 
window reconstruction’ achieved a minimum time between frames of TR.  This was a similar 
method to view sharing which when combined with a fast reconstruction and display allowed 
for interactive alteration of the sequence parameters.  Real-time imaging has also been applied 
with PC imaging displaying velocity data overlaid on the magnitude images (Riederer et al. ; 
Tasciyan et al. 1991).  Riederer (1991) achieved PC frame times of 1.5s (without a sliding 
window reconstruction), while asymmetric velocity-encoding was used to display a reference 
magnitude image free from flow artefacts. 
Real-time MR has been used for left ventricular function (Weber et al. 1999) and is now finding 
impetus for MR-guided surgical interventions (Dion et al. 2000; Terashima et al. 2005).  
Spiral readouts have also been found to be useful for real-time flow studies with colour PC 
imaging.  Nayak (2000) using asymmetric velocity-encoding and interleaved spirals with a 
sliding window reconstruction to image flow in several vessels. These included the aorta and 
popliteal arteries with different spiral readout designs trading temporal and spatial resolution 
where needed.  Asakawa (2003) used a similarly designed sequence, but using symmetric 
velocity-encoding to minimise concomitant gradient effects due to the large VENC that was 
required, to image the through plane motion of major muscles in the arm.  The real-time spiral 
sequence compared well with a cine PC sequence. 
More recently, Steeden et al (Steeden et al. 2010), measured the stroke volume response to 
exercise with the use of a real-time PC spiral sequence to avoid problems due to motion and 
breathing during exercise.  The spiral sequence had a FOV of 500 mm and resolution of 3.9 x 3.9 
x 7 mm with 8 interleaves and VENC of 180 cm/s with TE/TR of 1.8/10.1 ms.  An (5 min) 
iterative SENSE reconstruction allowed for an acceleration factor of 4 yielding a temporal 
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resolution of 40.4 ms.  The results from the spiral sequence compared well to a standard gated 
PC-GRE sequence both in phantom and in vivo.  The temporal resolution, 161.6 ms for a full 
acquisition was also helped with parallel imaging, possible because of the use of multiple body 
coils, each with multiple coil elements.   
The FOV and pixel size used by Steeden et al are larger than that required for imaging the 
smaller vessels in the leg which reduced the spiral readout duration required and allowing the 
required short readouts because of off-resonance effects in the chest.  The uniformity of the leg 
where veins are generally surrounded by muscle should allow for longer spiral readout 
durations.  The use of parallel imaging greatly accelerated acquisition times, but was also less 
applicable in the leg due to limited availability of array coils (Section 3.2.4.5.1).  
Finally, the use of real-time phase contrast undersampled radial FLASH imaging has been 
described by Joseph et al. (2012).  Images, with FOV of 256x256mm and resolution of 1.8mm, 
were formed from seven spokes of radial data, with minimum TR/TE of 3.15/2.46ms for VENC 
of 150cm/s corresponding to a temporal resolution of 44ms.  Nonlinear inverse reconstructions 
were performed on the data offline, but during scanning, by a separate dedicated computer 
utilising multiple graphical processing units.  While the reduced FOV, increased spatial 
resolution and increased velocity sensitivity required for the venous work would likely increase 
the acquisition time required per image this technique is another approach that could have been 
considered for the work in this thesis.   
 
 
2.4.10 Gating: Retrospective & Prospective 
 
Gating is separating data acquisition of multiple images over the phases of a repetitive cycle, 
where a trigger derived from the start of the cycle is used to define similar phases in the cycle 
and eventually collect complete data for each of those times. This cycle is usually the cardiac 
cycle with triggers from detection of the QRS complex, obtained from an ECG. There are two 
types of gating: 
 
2.4.10.1 Prospective Gating  
This kind of gating uses the trigger to define when the imaging sequence can acquire data. Upon 
detection of a trigger the sequence can play out the RF pulses and gradient waveforms required 
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for data collection.  For cine acquisitions, the acquisition can also be repeated after each trigger 
with appropriate sorting of the multiple acquired raw-data sets to obtain data over the 
corresponding phases of the relevant cycle.  Because there is usually a pause in the sequence 
while it waits for the next trigger to continue acquiring data, this mode is often called 
(prospectively-) triggered cine imaging.  When using prospective gating, the first image of the 
cine loop may have a signal enhancement (“lightning artefact”) as the signal drops during each 
cycle due to the partial saturation of stationary or slow-moving spins through the acquisition 
process. 
 
2.4.10.2 Retrospective gating  
For retrospective gating, pulse sequences are carried out continuously. The timestamps from 
the triggers are used to ‘bin’ the data into the appropriate phase of the cycle. Retrospectively 
gated sequences require oversampling to ensure that the required amount of data is collected 
for each image in the cine loop. In this way, data around abnormal triggers can be rejected, for 
example in a simple approach to imaging patients with certain types of arrhythmia.  
Retrospective gating is particularly useful for steady state cine acquisitions where the steady 
state can be maintained throughout the whole acquisition resulting in no signal enhancement of 
the first image.  Prospective triggering can also achieve this steady state between each triggered 
data acquisition by continually running the sequence but without acquiring data (also called 
dummy acquisitions).  This maintains the background errors (residual eddy current effects) and 
the longitudinal magnetisation in a reasonably steady state.  
Gating results in the collection of rawdata for each cine image over a number of cycles. For flow 
imaging this can be positive as short term variations in flows don’t introduce errors to the 
measurement. However, when the short term variations are of interest, gating cannot be used. 
Cardiac gating can also be difficult in subjects suffering from arrhythmias, i.e. irregular cardiac 
cycles. 
Although an ECG trace is usually the source for gating, the respiratory cycle and other methods 
can be used. Thompson (2004) described a method using under-sampled radial projections and 
complex difference reconstructions to retrospectively trigger from the flow in the vessel of 
interest.    
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2.4.11 Split Phase-Contrast Acquisitions 
 
As previously described Phase Contrast imaging requires two images with different velocity 
sensitivities (VENCabs) to be subtracted.  Having to acquire two images is probably the main 
problem for improving temporal resolution.  Several methods exist that aim to reduce scan time 
through reducing the acquisition of the reference image.  This assumes that the reference phase 
image, with no velocity-encoding, should remain fairly stable over the period of a scan for a 
static object. Gatehouse (1994), using single shot spiral readouts, separated the reference 
images into just the first cycle of the real-time study, followed by multiple cardiac cycles of 
velocity-encoded imaging.  This allowed a real-time, 16 frame cine with a temporal resolution of 
50 ms.  This approach was also used by Thompson (2002) acquiring each different velocity-
encoded scan in a separate breath hold.  However, breath hold misalignment between scans 
resulted in errors in the velocity map. Additional reference scan lines in each velocity-encoded 
scan were required to correct the errors. 
Steeden et al (2010) also applied a split acquisition of their real-time PC spiral sequence where 
velocity compensated and velocity-encoded images were split into 2 second bursts using a 
matching algorithm to find the best velocity-compensated image for each velocity-encoded 
image.  Again this performed well compared to both standard PC-GRE and their previous real-
time spiral PC.  
 
 
2.4.12 Referenceless Phase-Contrast Imaging 
 
The undesirable non–zero phase of static tissue results from system related sources, such as: 
off-resonance and susceptibility, imperfect gradient timings, receiver coil sensitivity, Maxwell 
terms and eddy currents.  The phase-contrast subtraction corrects some of these phase errors at 
the cost of the doubled scanning time.  Examining the phase images before subtraction, the 
phase terms mostly vary slowly across the FOV and it has been shown that they can be 
approximated by a low-order polynomial fit (Man et al. 1999).  The principle of referenceless 
velocity imaging is to use such a fitted surface instead of the reference image.  After subtraction 
of the fitted phase, any remaining phase then depends on the velocity of spins due to gradient 
velocity sensitivity M1. 
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Man et al (1999) fitted fourth order 2D polynomial surfaces to the real and imaginary parts 
separately at areas of sufficient SNR.  The phase of the resultant fourth-order complex 
polynomial surface was subtracted from the velocity image.  A further 2D median filter was then 
applied to the (normalised) real and imaginary components of the resultant image 
Nielsen and Nayak (2009) used the same technique as Man et al, fitting polynomial surfaces to 
obtain a phase subtraction, without the use of the median filter but by manually defining 
suitable regions of static tissue.  Nielsen and Nayak also investigated the effect of the polynomial 
order on the error of the resulting phase image using the phase standard deviation within an 
ROI on stationary tissue.  They found that in general the goodness-of-fit (GOF) improved with 
higher order polynomial fits, although the improvement was small between 2nd and 3rd order 





2.5 Susceptibility of Venous Blood 
 
 
The magnetic susceptibility of tissue alters its resonant frequency, and is usually diamagnetic, 
arising mainly from the Lenz electronic diamagnetism.  Arterial blood and muscle have similar 
diamagnetic susceptibility, whereas venous blood depending on its level of haemoglobin and its 
deoxygenation, becomes slightly less diamagnetic.  The small frequency changes result in phase 
differences between tissues, and can be used to differentiate arteries and veins (Section 2.3.4), 
and even image venous blood settling in the veins (Barnes et al. 2009) (Section 2.3.6).  However, 
the impact of differing susceptibilities varies strongly with the geometry of the tissue regions, 
depending also on the direction of the main magnetic field B0.  
The susceptibility of blood can be calculated using estimates of the haematocrit and oxygenation 
levels as given by Spees (2001). 
The susceptibility of the red blood cells is given by: 
                
Equation 2.24 
where χ1 is the susceptibility of fully oxygenated haemoglobin, χ2 is the change in susceptibility 
due to deoxygenation of the haemoglobin and Y is the fraction of oxygenated haemoglobin. 
The susceptibility of the blood is then: 
                              
Equation 2.25 
where Hct is the fractional haematocrit content of the blood.  Assuming that muscle has a 
similar susceptibility to water (i.e. for this purpose equivalent to the blood plasma), and that the 
MRI centre frequency has been adjusted to that of the surrounding muscle, then the difference 
between muscle and venous blood appears as off-resonance.   
The degree of off-resonance to be expected in venous blood was estimated by using the 
approximation of the vein being an infinitely long cylinder running within uniform tissue and 





   
  
 
     
Equation 2.26 
 (Equation 2.26 is simplified from Ogawa et al, Equation 2 (1993) and is the worst case.) 
Using the estimates of a 40 % haematocrit content and 75 % blood oxygenation (as at rest 
(Wright et al. 1991)) gives an off resonance of ~ 10 Hz or 0.16 ppm (at 1.5T) in the vein 
compared to nearby muscle.  Assuming a ‘worst case’ with the blood oxygenation of 40% (as 
could be the case during heavy exercise) results in off-resonance of ~29 Hz or 0.45 ppm.  
The small resonant frequency offset as a result of the susceptibility difference between venous 
blood and surrounding muscle tissue was deemed minimal in comparison to the likely 
frequency offsets due to other sources, such as B0 inhomogeneity.   However, in Chapter 5 it is 
shown that even this small off-resonance shift may be important in flow work. 
 
The effect of angulation of the vessel away from parallel to the main field is also likely to change 
the local susceptibility at the borders of the vein and the muscle.  Throughout this thesis, 
transverse image planes have been chosen at points within the leg such that the main vein of 
interest has minimal angulation to the main field and as such any effect on the susceptibility.  
However, MR imaging has the potential to measure multiple veins simultaneously, where some 








The venous system in the lower limb is complex, with different sub systems, superficial, deep 
and intra-muscular, that interconnect allowing multiple pathways for venous blood returning to 
the heart.  Of these subsystems the deep venous system is the most consistent between subjects 
but still has a high degree of variability. 
There are also multiple mechanisms that drive the venous blood flow back from the lower limb 
towards the heart:   
1. a pressure differential between the arterial and venous system 
2. respiratory induced intra-abdominal and intra-thoracic pressures 
3. muscle pumps  
The predominant mechanism at rest is the respiratory pump, while during leg exercise it is the 
muscle pump.  The response of venous flow from each of these mechanisms is also variable 
between nominally identical ‘events’.  Because of this any measurement of the venous blood 
flow ideally requires real-time measurements.  
DVT is thought to commonly originate due to blood stasis, and the majority of prophylaxis 
utilises compression, either static compression with stockings or intermittent with IPC devices.  
However, the direct mechanisms responsible for successful compression prophylaxis are not 
fully understood, for example whether the primary prophylactic mechanism from increased 
venous blood velocity associated with compression is the reduction of venous blood stasis itself, 
the increase of wall shear stress on the vessel wall or, most likely, a combination.  The majority 
of studies of the effects of  these compression devices use venous blood flow measurements 
conducted with Doppler ultrasound.  Doppler does provide real-time measurements; however, 
measurements in deep veins, particularly the calf, are difficult due to the muscle mass, close 
proximity to bone, and the presence of multiple blood vessels.  Furthermore Doppler flow 
measurements are made under the assumption of circular cross-section vessels and based on a 
velocity measurement generally made from a single small voxel inside the vessel of interest.   
In general PC-MRI offers a pixel-wise velocity map allowing full cross-sectional flow to be 
measured in vessels, in addition to being able to capture vessel cross sectional area changes and 




PC-MRI is conducted in the arterial system where the use of cardiac gating allows the build up of 
images over multiple (highly repeatable) cardiac cycles.   
Venous imaging, in the lower limb, presents several challenges for MR imaging mainly: 
1. small vessels 
2. low venous blood velocities,  
3. variable flow 
4. potential off-resonance effects due to deoxygenation of venous blood 
These ‘challenges’ require a high resolution and real-time sequence which is sensitive to low 
velocities.  Low velocity sensitivity requires large velocity-encoding gradients which extend TE 
possibly reducing SNR and can also increase background errors.  Therefore a highly efficient k-
space trajectory that maximises the use of each excitation and velocity-encoding is required.  
Spiral k-space trajectories have been previously used for real-time PC MRI and have been used 
in this thesis.  However, spiral imaging may be more sensitive to off-resonance errors, such as 





Chapter 3  





The venous flow is highly variable, responding to the different mechanisms previously 
described (Section 2.1.3).  Several techniques can be used to control the responses to the 
different mechanisms and can be as simple as relaxing the foot and leg muscles throughout a 
scan.  For the respiratory pump, breath holding can suppress this effect, whereas the use of a 
metronome for respiratory guidance, with deep breathing and co-operative volunteer subjects, 
can control the response and generate a regular venous blood velocity waveform.  This has been 
previously reported, for example: Miller (2005), Downie (2008) and Abu Youseff (1997), all 
using Doppler ultrasound (US).  Doppler US has several difficulties when measuring venous 
blood velocity in the legs, especially within the deep veins where the surrounding large muscle 
mass and bones restrict access due to attenuation and reflection.  Also, the arterial counterparts 
can block this restricted access.  Doppler US velocity measurements are made by placing an ROI 
in the centre of a vessel and are restricted to a single vessel.   
Initial investigations utilised the method of metronome guided deep breathing to support a 
conventional PC-GRE VM sequence with respiratory, rather than the cardiac gating.  This 
method depends on several minutes of consistent guided breathing and provides time-averaged 
data over those several minutes, but gated and reordered to show the respiratory-related cycle 
of blood flow.  It therefore provides no data on short-term flow variations or the variability of 
response to stimuli.   
The following chapter describes the design, methods and optimisation of the MR pulse 







The central hypothesis of this PhD work was that magnetic resonance phase-contrast velocity 
mapping could provide venous blood flow measurements from multiple deep veins in the lower 
leg, not possible or highly difficult to obtain using Doppler ultrasound.  These could then be 
used to improve on previous studies of the effects of compression on lower limb venous blood 
flow, in particular the study by Downie et al. (2008), by providing venous blood flow and vessel 
geometries from the same location and within the same scan session. 
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3.2 Sequence Development 
 
 
The aim of the project was to provide PC-VM data alongside anatomical MR for venous flow 
analysis, potentially to support investigations into prophylaxis of DVT, such as by measuring 
wall shear stress (WSS) as described by Downie et al (2008).  As the venous flow response is 
highly variable not only between each of the mechanisms of stimulus but also as a variable 
response from a given stimulus, the “snapshot” quality of real-time imaging was deemed to be 
necessary, as opposed to gated methods which rely on reproducible flow events.  Nevertheless, 
for a reference standard against which to validate the new real-time work, it was necessary to 
use a conventional validated clinical velocity imaging sequence with metronome-guided 
breathing as explained later.   The MR scanner used for all flow studies was a Siemens 
Magnetom Avanto 1.5 T with the SQ Engine gradient system, with maximum gradient amplitude 
of 40 mT/m and maximum gradient slew-rate of 170 mT/m/ms (equivalent to a rise time of 
5.88 µs per mT/m).  The Siemens IDEA Sequence Development Environment was used to design 
and compile the pulse sequences for use on the scanner. 
 
 
3.2.1 Gating & Guided Breathing 
 
As introduced above, initial steps in the project were aimed at adapting a conventional flow 
sequence to measure the venous flow. Conventional flow sequences are gated because they are 
predominantly used in the arterial system where the high pulsatility of blood flow is directly 
linked with the cardiac cycle, so an ECG can be used as a source of triggering data acquisitions.  
In the peripheral venous case, the respiratory cycle is dominant over the cardiac cycle (Abu-
Yousef et al. 1997; Miller et al. 2005) and so ECG gating alone cannot be used.  Regular deep 
breathing induces a regular venous blood velocity waveform (Abu-Yousef et al. 1997; Miller et 
al. 2005; Downie 2008). This can be achieved by means of metronome guided deep breathing, 
which allows gating over the respiratory cycle by using the metronome source for the triggering 
of the MR scanner for data acquisition.  Combining respiratory gating with ECG gating could 
allow the venous response to be isolated from either of the respiratory or cardiac cycles 
however, the required extension to imaging time make it impractical. 
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The ideal setup would be that the scanner be triggered off the breathing of the subject directly, 
which can be achieved with two methods. Firstly, monitoring of breathing can be conducted 
with navigator acquisitions. These are 1D acquisitions acquired across the clear diaphragm 
boundary in the head-foot direction between lung and liver, and they allow either triggering or 
the acceptance and rejection of data acquired based on the position of the boundary with 
respect to a preset window. This is commonly used in cardiac imaging, to reduce respiratory 
based cardiac motion, when scan times exceed breath hold viability.  As this thesis aimed at 
measurements in the leg, the general position of any subject prevented the use of diaphragm 
navigators as the diaphragm region is outside the scanner bore.  Secondly, breathing can also be 
monitored with the use of a respiratory stretch-sensor or pressure-sensor belt.  As one example 
using a pressure sensor, this uses a belt secured with Velcro and a small pad containing light 
foam which is airtight except for a connected hose.  The belt is wrapped around the lower 
ribcage and the foam pad is inserted under the belt.  The air hose allows monitoring of 
breathing as the foam pad is compressed and released over the respiratory cycle as the ribcage 
and abdomen expand and relax.  The use of the belt allows monitoring of the breathing but 
positioning is problematic, especially when the subject is lying prone, and the belt is liable to 
slip to a different location during scanning.  Finally a clipping of the sensor’s response at the 
extremes of the respiratory range can also reduce reliability.  
 
The following apparatus was used to guide the breathing of co-operative subjects 
synchronously with scanner triggering.  While it is recognised that this is not likely to succeed in 
any consecutive study of untrained patients, in this initial work it was necessary to use this 
approach for the validation stages.  An electronic function generator [Thurlby Thandar TG215 
2MHz Function Generator] was used to provide a square wave signal repeated every 7 seconds, 
for two purposes: to drive an LED light as a visual metronome displayed to the subject for 
breathing guidance, and from its leading edge to trigger the scanner once per cycle for data 
acquisition.  To avoid introducing electrical noise, through the wiring entering the RF-screened 
magnet room (Faraday cage), the square wave signal from the generator in the MRI control 
room was fed into a small circuit (designed and assembled by Dr. Peter Gatehouse) to be 
converted into a light source at one end of a fibre optic cable.  The fibre optic cable was run 
through a ‘waveguide’ aperture (which blocks RF signals at relevant interference frequencies) 
through the scanner’s RF shielding to a battery powered unit (previously designed and built by 
Ray Hughes) for conversion back to an electrical signal suitable to trigger the scanner via its 
external trigger port in the MRI room and, with the use of an LED, displayed the metronome 
signal to the subject. 




3.2.2 Arterial Suppression  
 
Arterial blood flows at much higher peak velocity than the venous flow. It is much more 
pulsatile and is driven by the cardiac cycle rather than the respiratory cycle that is one of the 
mechanisms driving venous flow. Arterial flow effectively generates a pseudo-randomly varying 
velocity-encoded phase-shift in the sequences used for venous flow imaging which tend to have 
very high velocity sensitivity (i.e. a narrow velocity-encoding range VENC).  This causes 
artefacts (“accidental phase-encoding”), such as ghosting along the phase-encoded direction of 
conventional imaging (Wood et al. 1985) and ‘swirl’ artefacts using interleaved spiral readouts 
(Pipe et al. 1999).  Due to the relatively low number of spiral interleaves used for real-time 
imaging in this thesis, the effect of altering the interleave ordering (i.e. 4 for the majority of 
work) was unlikely to have much effect on images and so was not investigated.  As the veins 
tend to follow closely their arterial counterparts, especially in the multiple vessel groups of the 
lower leg, both types of artefact can obscure or create inaccuracies in venous blood velocity 
measurements. 
Fortunately, the arterial blood flows in the opposite direction from the venous flow. Therefore 
the arterial signal can be reduced by applying a saturation band parallel and proximal to the 
imaging slice.  Separation of the suppression band from the imaging slice avoids partial 
saturation of the imaging slice by the edge of the saturation band’s slice-profile.  The separation 
gap and suppression band thickness were setup after a preliminary calculation as follows: 
Based on a T1 of arterial blood of 1.2 seconds,  limiting the saturation recovery to a conservative 
10% would give up to 120ms after saturation for suppressed arterial blood to enter the imaging 
slice. Using a 10mm separation and a 5mm slice thickness, the lower limit of velocity required 
for the suppressed arterial blood to fill the imaging slice within 120ms is 12.5cm/s.  In the same 
time, the velocity required for fresh arterial blood upstream of the 50mm saturation slab to 
reach the image plane would be 50cm/s. Since the peak velocity of arterial blood was measured 
to be near 50cm/s in the popliteal artery (Figure 5.39) and because the TRs used in this work 
are <50ms this upper limit will increase.  
A 10mm proximal separation and 50mm width was applied before each excitation for each PC-
VM sequence described in the next section.  
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3.2.3 Respiratory-Synchronised Segmented Gradient Echo (Seg-GRE) 
 
The above method of metronome guided breathing and scanner triggering enabled the use of a 
conventional gated flow sequence described below.  
A conventional, segmented k-space, cardiac cine flow sequence (commercially available, 
Siemens ‘fl_fq’ sequence) was adapted for coverage of a respiratory cycle rather than the cardiac 
cycle.  This was a spoiled gradient echo sequence with a low excitation angle, 15 °, and is also 
commonly called (segmented) FLASH.  The velocity-encodings were applied ’asymmetrically’ 
(i.e. velocity compensated and velocity-encoded) and using consecutive iterations of each phase 
encode line.  Eleven phase-encode lines were acquired per cine frame during each respiratory 
cycle.  The data was acquired using a ‘strong’ asymmetric echo, in order to minimise TE.  








Figure 3.1: Gradient waveforms for one k-space data line acquired using segmented-GRE 
showing arterial suppression (Art. Supp), Gaussian RF slice-excitation (Ex), velocity 
compensation or velocity-encoding gradients and spoiler gradients (SP) and velocity 
compensated readout gradients (RO).  (Siemens display convention depicts gradients with a 
negative polarity and here have been inverted to the normal standard) 
 
 
Averaging was applied in order to improve SNR and was applied in the ‘short term’ such that 
data line acquisitions were repeated on successive triggers.  It was found that whereas 
averaging from 2 acquisitions improved SNR, further averaging tended to result in blurring due 
to subtle bulk motion of the leg during the longer scan duration. 
Minor modifications of the sequence source code were required in order to allow for the 
respiratory gated method: the allowable acquisition window was increased to cover the 7 
seconds metronome guided cycle, and the number of phase-encodes collected per respiratory 
cycle was increased to 11 (known on Siemens systems as “segments”).  As this was otherwise a 
conventional clinically-supported sequence for the scanner, all reconstructions of data from this 
sequence were performed automatically by the scanner reconstruction software. 
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The Seg-GRE sequence was designed for use with a metronome cycle of 7s, acquiring 23 cine 
frames over an acquisition window of 6.48 s and with a VENC of 10 cm/s.  The detailed 
parameters for this setup were as follows;  FOV (read) 130 x (phase) 101.5 mm, slice thickness 
7 mm, resolution 1 x 1 mm, TE/TR 5.53/12.8 ms, asymmetric frequency sampling forming an 
early echo after 23% of the ADC, matrix size 128 x 100, bandwidth 592Hz/pixel, flip angle 15 °. 
The gap in sequence activity before each trigger was undesirable, as this is known to perturb 
the dynamic equilibrium of some eddy current and other magnetisation effects, leading to 
variations in the background offset error during the early cine frames. The retrospective gating 
software of the MRI system was incapable of handling such unusual cycle durations and the 
break was accepted rather than investigating a deep level of the Siemens software which was 
not always accessible in source code. 
 
 
3.2.4 Real-time Spiral Imaging 
 
The properties of spiral trajectory readouts were reviewed in Section 2.4.5.  
The basic structure of the two spiral sequences developed during the project remains similar for 
each TR, here defined as the time between RF excitations.  Within that time, the structure 
includes: arterial saturation, water excitation, velocity-encoding gradients and spiral readout.   
In the following sections of this chapter, each of these topics is covered in detail, after this 
introduction to the three basic methods used (Intspiral VV, Intspiral RV and Intspiral Vmod). 
Real-time spiral PC imaging was initially implemented with symmetric velocity-encoding 
(known in this thesis as Intspiral VV).  The symmetric velocity-encoding reduced the bipolar 
velocity-encode gradient sizes required and therefore TE for a given VENC.  As the VENC was 
often much narrower (e.g. 10cm/s) than arterial flow work, this reduction in TE was considered 
likely to be important.  Subsequently, a faster method based on asymmetric velocity-encoding 
was developed (known in this thesis as Intspiral RV) where reference images were acquired 
only at the start of the scan, followed for the rest of the scan by repeated velocity-encoded 
images.  Because of this removal of reference images to only the beginning, the temporal 
resolution of velocity imaging was doubled (Section 2.4.11).  The Intspiral RV method was 
further developed using referenceless surface modelling methods (Section 2.4.12) which are 
based on the velocity images alone and known as Intspiral Vmod in this thesis.  
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The Siemens basic FLASH sequence program code (Siemens IDEA Training Course, Cary NC, 
USA) was used as a template and modified, using the Siemens IDEA sequence development 
environment, to make the spiral sequences. 
 
3.2.4.1 Arterial Suppression 
Arterial suppression was applied as a conventional saturation band (Section 3.2.2 ).  It was 
decided that the saturation pulse would be run before each excitation in order to maintain a 
constant TR and therefore avoiding complications such as varying signal levels due to varying 
magnetisation recovery and also avoiding a variable temporal resolution during the cine. 
 
3.2.4.2 Water Excitation 
The off-resonance signal from fat is known to cause blurring in the spiral readout if this is 
acquired with water on-resonance.  Using a spectrally selective excitation excites only the water 
protons (Haase et al. 1985) and minimises the fat signal.  This spectral selection can be 
combined with the slice selection excitation (Meyer et al. 1990).  Slice-selective water excitation 
was added to the sequence using an existing Siemens Sequence Building Block (SBB).  The water 
excitation utilised multiple binomial RF excitations with both (1,1) and (1,2,1) pulse series 
available.  The chemical shift of water and lipids is 3.3 ppm (Bernstein et al. 2004), which is 
210Hz at 1.5T, and the phase evolution of fat between the RF pulses was therefore set to 180 ° 
using a delay time of 2.38 ms between them. On comparison (Figure 3.2: Magnitude and PC 
images of a water bottle with bottles of vegetable cooking oil either side: (a,e) acquired using 
standard Gaussian excitation pulse.  (b,f) Gaussian excitation with fat suppression pre-pulse.  
(c,g) Binomial water excitation using (1,2,1) pulse series.  (d,h) Binomial water excitation using 
(1,1) pulse series.  All images are from the same real-time spiral PCVM sequence with 
symmetric velocity-encoding (Intspiral VV).), the (1,1) pulse series was found to suppress the 
fat signal sufficiently, with shorter duration compared to the (1,2,1) pulse. The (1,1) design was 
used for the remainder of this thesis.  
 




Figure 3.2: Magnitude and PC images of a water bottle with bottles of vegetable cooking oil 
either side: (a,e) acquired using standard Gaussian excitation pulse.  (b,f) Gaussian excitation 
with fat suppression pre-pulse.  (c,g) Binomial water excitation using (1,2,1) pulse series.  (d,h) 
Binomial water excitation using (1,1) pulse series.  All images are from the same real-time spiral 
PCVM sequence with symmetric velocity-encoding (Intspiral VV). 
 
 
The next sections present work on the optimisation of the excitation flip-angle, for optimal SNR 
of the venous blood and best contrast against the surrounding muscle.  The saturation effects of 
using large flip angles and short TR’s are well-known and the optimum flip angle for maximum 
available longitudinal magnetisation in static tissue with the use of a spoiled FLASH sequence 
can be approximated using the Ernst angle: 
      
       
   
  
   
Equation 3.1 
 (assuming a rectangular slice profile). 
 At 1.5T, both blood and muscle have an approximate T1 of 1000 ms (arterial blood 1200 ms, 
muscle 870 ms) and using a TR of 40 ms yields an Ernst angle of 15° which was used for initial 
work.   
However, in the case of flowing blood saturated spins leave the imaging slice and are replaced 
by fresh un-saturated spins, causing stronger signal than surrounding, saturated, stationary 
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tissue, known as fresh-inflow enhancement.  In this case, the Ernst angle is no longer the 
optimal flip angle for the flowing blood, which increases towards 90° as the percentage of the 
saturated spins which are replaced approaches 100%.  With TR of 40 ms and a slice thickness of 
5 mm the required velocity for complete refreshment of the slice during one TR interval is 12.5 
cm/s.  Venous blood flow is highly variable depending on the driving mechanisms acting, but 
during deep breathing in a horizontal position its velocity range is from 0 to approximately 10 




Figure 3.3: Blood velocity measured in the GSV using Doppler ultrasound in the region above 
where a compression flight sock ends (but without the sock applied). Dashed line is the real-
time trace and the solid line is the averaged waveform. ((Downie et al. 2008) – Figure 1) 
 
 
A range of flip angles were tested to maximise the signal from the venous blood and maintain 
acceptable contrast with surrounding muscle, using the Ernst angle previously calculated for the 
blood as an initial guide.  As this was a test for sequence setup rather than the main 
experimental work, results and conclusions from it are included within this section.  The 
IntSpiral VV sequence (full details in Section 3.3) was used to measure the SNR generated using 
the (1,1) water excitation pulse series, with varying flip angles whilst performing deep 
breathing (with no metronome guidance) to obtain SNR at a minimum and a maximum velocity 
in two supine subjects. Informed consent was obtained and the study was conducted with 
approval from local ethics research committee.  SNR (defined as mean tissue signal / mean free 
air signal) was measured in a large deep vein and a nearby muscle region (plotted in Figure 
3.1Figure 3.4).   





Figure 3.4: SNR measurements of venous and muscle regions whilst performing unguided deep 
breathing, for 2 subjects. 
 
 
The data in Figure 3.4 was obtained by finding the timings of minimum and maximum velocity 
in the vein, and measuring the mean ROI value in the corresponding magnitude images.  
Examples of the temporal variation in velocity and venous SNR are shown in the following plots 







































Figure 3.5: Mean velocity and SNR waveforms measured using water excitation with flip angle 
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The first subject (Figure 3.5 a) had an average Vmin of 0.55 cm/s (range -0.24 to 0.96) and 
Vmax of 2.94 cm/s (2.67 to 3.27).  Subject 2 (Figure 3.5 c) had an average Vmin of -0.18 cm/s (-
1.00 to 0.60) and Vmax of 4.77 cm/s (4.43 to 5.16).  The velocity and SNR waveforms (Figure 
3.5) confirm the expected increase of SNR with increased venous blood velocity.  The velocity 
and SNR measured from subject 2’s Vmax shows an increased SNR compared to subject 1’s 
lower Vmax and also that while the mean velocity is reduced, to approximately 0 cm/s, the 
corresponding SNR also shows a related reduction.  It would also be expected that with longer 
durations of reduced velocity, the SNR would drop further to a level similar to that of the muscle 
region.  Partial saturation can also be seen on the muscle SNR measurements (Figure 3.5 b), d)) 
as a small increased SNR in initial images decays to a stable level after several images.  
 
From Figure 3.4, flip angles of 25 to 30° were chosen for the remainder of this thesis work, 
aiming to maintain SNR within static muscle for the required background phase error 
correction, while also making use of some of the fresh-inflow enhancement but without risking 
SNR loss in stationary venous blood.  
 
3.2.4.3 Optimisation of the Spiral Readout 
A spiral design program that has previously been used within the department was written and 
supplied by Dr. Peter Gatehouse, based on (Hardy et al. 1989).  The program used the input 
parameters in Table 3.1 to search for points along the ideal k-space path forming an 
Archimedean spiral, each point moving as far as possible along the spiral subject to the 
restrictions imposed by a model of gradient performance.  The radius, k, of the spiral is 
proportional to the azimuthal angle, θ: 
               
Equation 3.2 
where C is a constant, (and both k and C in these equations are in /m units not radians/m units.)  
In order to satisfy the Nyquist sampling limit (in the radial direction) the k-distance between 
the turns on the spiral should be:  (with FOV in metres)  
   
 
   
      
Equation 3.3 
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Equation 3.4 
In the case where multiple spiral interleaves are used to reduce the readout duration the FOV is 
replaced by FOVIL = FOV/IL. 
The Cartesian coordinates relating to the spiral path are:   
          
          
Equation 3.5 
The spiral design program calculates each k-space point by moving along the spiral path and 
iteratively searching for the furthest next available point.  The possible k-space points the 
gradient system can reach within the time per point can be defined as follows: the k-point 
reached by a continuation of constant gradients acts as the k-centre of a k-circle which 
represents all the k-points which could be reached by the maximum slew-rate.  The intersection 
of this k-circle with the ideal spiral path lying furthest up the path is the next point.  In the slew-
rate limited scenario, the magnitude of the gradient vector increases with each point as 
allowable by the slew-rate.  When the maximum gradient amplitude is reached the magnitude of 
the gradient vector is kept constant and the slew-rate allows alteration of the angle of the vector 
to follow the spiral path.  In the spiral design program, solutions along the spiral path are found 
for both gradient limited and slew-rate limited scenarios.  The gradient limited solution is then 
tested as to whether the maximum slew-rate can achieve the new point.  If not, then the 
maximum slew-rate limited solution is used.  An exception to this procedure was found 
necessary at the beginning of the spiral path using high slew-rate gradient systems.  It was 
necessary to increase the maximum slew-rate gradually from zero for a preset number of points 
from the start (“soft-start”).  This limited the ability of the high slew-rate to take short-cuts in k-
space between initial sections of the sharpest innermost turns of the spiral path.  Once the 
maximum gradient amplitude is reached the spiral path becomes amplitude limited and k-space 
is traversed at a constant speed.  The resulting gradient waveforms (Figure 3.6) can be defined 
into 2 sections: slew-rate limited and amplitude limited.  Files describing the required gradient 
waveforms and the resulting k-space path were written for use in the sequence code and for re-
gridding during reconstruction respectively. 
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Spiral Program Parameters 
FOV per Interleaf (mm) 
No. of Interleaves 
Time per gradient point (µs) 
Max gradient amplitude (mT/m) 
Max gradient slew-rate (mT/m/ms) 
Resolution (mm) 
Soft-start (no. of points) 
Table 3.1: Input parameters for spiral design program 
 
 
Figure 3.6: Example gradient and slew-rate waveforms showing the slew-rate limited and 
gradient limited regions.  Gradient amplitude, slew-rate and time are normalised.    
 
 
The FOV was chosen to be 150 x 150 mm in order to cover the range of diameters of the lower 
leg reliably across a range of subjects, at a minimum resolution of 1 x 1 mm for coverage of 
vessels > 4 mm in diameter. The Siemens Avanto 1.5T scanner, with the SQ gradient engine, has 
maximum gradient slew rate 170 mT/m/s and maximum gradient amplitude 40 mT/m; 
however, the scanner peripheral nerve stimulation monitor was found to prevent the use of 
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these values for a spiral path of suitable duration, and the maximum amplitude was reduced to 
35mT/m in the following work.  On this generation of Siemens hardware, the gradient 
waveforms sequencer outputs gradient values on a 10 µs cycle, and this was used for the “time 
per point” in the spiral design.  Maximising the gradient performance parameters minimises the 
spiral readout duration, which is important because to minimise the accumulation of off-
resonance and other phase errors (Section 2.4.5). 
Another method to reduce the spiral readout duration is to split the readout path into a series of 
interleaves (Figure 2.19). With interleaving, the total image acquisition time is increased 
because each interleaf requires preparation, arterial saturation pulse, slice-selective excitation 
and velocity-encoding gradients.  For the venous flow work, the narrow VENC makes velocity-
encoding particularly slow.  It was therefore necessary to minimise the number of interleaves 
maximising each spiral readout path length whilst retaining sufficient robustness in vivo.  
Therefore a range of spiral design parameters were investigated for the venous application’s 
fixed image FOV and resolution , and are shown in Table 3.2 and Figure 3.7.  Again, as this work 
forms part of the sequence setup, its results and conclusions are included within this section. 
  









each ilv  




1 110 10314 N 
 100 - (see note *) (Design failure) 
2 110 5182 N 
 100 5433 Y 
3 110 3472 N 
 100 3640 Y 
4 110 2618 N 
 100 2743 Y 
5 120 2017 N 
 110 2105 Y 
 100 2206 Y 
8 120 1282 N 
 110 1337 Y 
 100 1401 Y 
12 130 842 N 
 120 875 Y 
 110 912 Y 
 100 954 Y 
16 130 647 N 
 120 672 Y 
 110 700 Y 
 100 732 Y 
20 140 513 N 
 130 530 Y 
 120 550 Y 
 110 573 Y 
 100 599 Y 
Table 3.2: The range of interleaved spiral designs investigated.  The third column shows the 
resulting duration (in 10 µs units) of each interleaved spiral k-path.  Permission to run these 
(Yes or No) by the scanner peripheral nerve stimulation monitor [in the transverse plane] is 
shown in the fourth column.  For the venous application FOV = 150 x 150 mm, resolution = 1 x 1 
mm, time per data point 10 µs, Max. Grad. 35 mT/m.  (*= Duration of spiral exceeded maximum 
number of points supported. As these durations exceeded 100ms and were unlikely to be useful 
at 1.5T this was not pursued and was only attempted for illustration). 
 




Figure 3.7: From Table 3.2: Plot of maximum allowed slew-rate against number of interleaves.  
Colour of points indicate whether the scanner nerve-stimulation monitor would allow use of the 
spiral gradient waveforms, green indicates allowed and red indicates disallowed.  
 
 
From the above plots, and general experience that off-resonance errors at 1.5T severely affect 
spiral durations exceeding about 25-30ms, the spiral designs at maximum permitted slew-rates 
were taken at 4,8,12,16 and 20 interleaves and were applied to a volunteer subject, with all 
other parameters such as main field shimming held constant.  Informed consent was obtained 
and the study was conducted with approval from the local ethics research committee.  The 
results (Figure 3.8) show a reduction in spatial blurring with an increasing number of 
interleaves whilst maintaining other parameters constant, as expected.  However, minimising 
the time per velocity measurement was a very high priority in this project.  The spiral design 
with 4 interleaves was therefore used to minimise the temporal resolution, accepting some 
degree of spatial blurring.  This corresponded to a readout duration of ~ 30ms (27.43 ms), this 
was decided as the maximum readout duration to be used which corresponds to a TR of ~40ms 
per interleaf and therefore approximately 320ms per complete phase-contrast pair of images.  
(In the lower leg application, there is less distortion of B0 around the vein embedded within 
muscle tissue, than, for example around the inferior vena cava in the lungs near the heart, where 
this duration of spiral readout was found to be unusable.)  
 




Figure 3.8: Effect of using more interleaving of spirals: Magnitude images from IntSpiral VV with 
interleaves used and corresponding acquisition times (ms per phase-contrast velocity map): a) 
4 ilvs (320ms), b) 8 (420ms), c) 12 (540ms), d) 16 (635ms), e) 20 (745ms) 
 
 
3.2.4.3.1 Higher Spatial Resolution 
Further development of the sequence code aimed for the imaging of smaller veins, requiring 
finer spatial resolution.  Spiral paths were also designed and optimised for higher spatial 
resolutions at 0.75 x 0.75 mm and 0.5 x 0.5 mm, with unavoidable loss of temporal resolution 
(used in Section 6.2).  Gradient waveforms and k-space paths were designed, as before, to cover 
a range of the maximum slew-rates, maximum gradient amplitudes and interleaves and then 
checked against the stimulation monitor on the scanner.  This process was also repeated for the 
spiral design of 1.00 mm resolution, where a minor adjustment of the sequence code allowed a 
small increase in maximum slew-rate to 120mT/m/ms and therefore decreased the duration. 
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Resolution (mm)  1.00 0.75 0.50 
No Interleaves 4 6 12 
G max(mT/m) 32.5 35 37.5 
S max (T/m/s) 120 120 130 
Duration (ms) 25.78 27.27 26.90 
Table 3.3: Optimal gradient waveform and spiral design parameters found for various 




The bandwidth used during data acquisition applies a band-pass filter such that the signal 
outside of the FOV in the frequency-encoding direction is attenuated.  With the ADC sampling at 
a far higher intermediate frequency coupled with modern digital filtering, the cut-off 
performance of this band-pass filter is very sharp.  In conventional Cartesian imaging, this filter 
should be linked to the programmed sampling rate along the readout gradient direction.  The 
bandwidth, desired FOV and readout gradient strengths Gm are interdependent and are defined 
by: 
    
 
        
 
Equation 3.6 
In spiral imaging, the number of turns on the spiral and number of interleaves are defined by 
the desired imaging FOV in order to achieve the corresponding radial sampling density in k-
space.  The azimuthal density of sampling (i.e. along the spiral path) is defined by the bandwidth 
equation above (Equation 3.6).  For the case of a FOV of 150 mm and Gm = 32.5 mT/m the 
minimum required dwell time is ~5 µs to avoid filtering by the band-pass filter within the FOV 
(in the section of the readout when gradient strength reaches Gm).  However, for all of the 
studies performed throughout the project a dwell time of 2.5 µs was used.  This caused an over 
sampling of the data along the spiral readout path and effectively enlarged the filter, to a FOV (at 
G = Gm) of ~ 300 mm.  Although this may allow in more noise than necessary, it was used for two 
reasons:  
1) to allow in-plane offsets during reconstruction (Section 3.3.3 Off-centre Imaging) without any 
of these filtering effects at higher spatial frequencies  
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2) the small surface coils had reduced sensitivity to noise originating in the subject or phantom 
outside the coils’ small sensitive volume. 
 
3.2.4.5  Signal to Noise Ratio and Velocity to Noise Ratio (SNR & VNR) 
3.2.4.5.1 Signal-to-Noise Ratio 
Noise in MR reflects the random error caused by thermal electromagnetic noise, largely from 
the patient at this field strength.  The small voxel sizes and thin slices required for this venous 
work (Section 2.4.1.2) immediately limit the signal to noise ratio (SNR) available. To maximise 
SNR it was necessary to use the smallest possible surface coil, while also maintaining sufficient 
depth sensitivity, to minimise noise reception from other regions of the body.  It is likely that a 
dedicated knee coil array would provide good anatomical coverage with a high degree of SNR 
whilst also potentially allowing parallel imaging. However although attempts were made to 
obtain one, this coil was not available at the time of study and so the suitability of several likely, 
and locally available, surface coils were investigated.  Initially concentrating on the upper calf in 
this study, a pair of carotid artery array coils, each coil 11.5 x 12.5 cm, placed on the sides of the 
calf (total of 4 coil elements) [Machnet, Roden, The Netherlands] were compared to another 
slightly larger surface coil (1 coil element), 21 x 52 cm flexible loop coil [Siemens – Flex small].  
These coils’ performance was compared when used on a 12cm diameter uniform cylindrical 
phantom modelling a typical upper calf diameter. 
 
 
Figure 3.9: Bottle phantom imaged with a) Flex Loop and b) Carotid Coils, using the same bSSFP 
localiser sequence (FOV = 250x250 mm, slice thickness = 5mm, TE = 1.36ms, phase-encoding 
vertical in these images). 
 




Again as part of the set-up rather than the main experimental work, the results and conclusions 
are presented here.  SNR was measured as the ratio of the mean signal from the centre of the 
phantom, similar to the position of the deep veins, to the mean of noise from three regions of 
free air right (1), left (2) and above (3) the phantom. 
 
Coil (measurement) Signal Noise SNR 
Flex Loop (1) 763.94 11.47 66.60 
Flex Loop (2) 765.41 11.55 66.27 
Flex Loop (3) 768.35 11.70 65.67 
Carotid     (1) 666.00 8.30 80.24 
Carotid     (2) 675.15  10.81 66.32 
Carotid     (3) 672.46 7.86 86.15 
Table 3.4: SNR measurements of different surface coils with signal measured at the centre of the 
phantom and noise measured in regions of free air, (1) right, (2) left and (3) above the phantom. 
 
 
The measurements in the table above show that the Carotid Coils provided a marginally higher 
SNR than the Flex Loop Coil.  However, for larger coil separations this advantage was rapidly 
eroded at the deep veins, and the positioning of the small carotid coils was also more difficult to 
optimise in vivo.  The choice between these coils was adjusted throughout the thesis in order to 
better suit each location of imaging and the depth of the veins being imaged. 
  
3.2.4.5.2 Velocity-to-Noise Ratio  
The velocity to noise ratio (VNR) reflects the random error in velocity measurements, and can 
be derived from the magnitude SNR.   
          
 
    
  
Equation 3.7 
The above relationship demonstrates that the velocity-encoding range, VENC, should be as small 
as possible.  The velocity range (VENC) should therefore be chosen such that the velocity range 
is slightly higher than the expected peak velocity.  It is common for the VENC to be chosen that 
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allows for some small degree of wrap which in simple cases can be corrected for during post 
processing.  However, the selection of VENC in venous work is complicated because the peak 
velocities in the deep veins vary significantly, depending on the mechanism of stimulus of flow 
and also greatly between subjects as reviewed in Section 2.1.3.  For lower velocity ranges, larger 
bipolar velocity-encoding gradients are required which extend the minimum possible TE and 
slightly reduce SNR due to T2*. 
 
3.2.4.6 RF Spoiling 
The spiral sequences use a low flip angle with a TR (~40 ms), much less than T1 of the venous 
blood and muscle mass (~1200 ms) and also similar to the T2 of venous blood (~50 ms) (Spees 
et al. 2001) resulting in potentially significant residual transverse magnetisation between RF 
pulses even if dephased by gradient areas.  Sequences using low flip angles and short TR’s are 
generally called FLASH and apply RF spoiling, in combination with gradient spoiling in order to 
avoid remaining transverse magnetisation at the end of the readout reforming to an echo during 
a later readout and resulting in unwanted signal and potential image artefacts. 
RF spoiling applies phase cycling to the RF excitation in order to delay any coherent rephasing 
of previous echoes to a time such that there is negligible remaining transverse magnetisation. 
Gradient spoiling applies large moment gradients at the end of each TR in order to dephase any 
remaining transverse magnetisation or signal. These are usually applied along the slice select or 
Z axis.  However, whatever combination of such spoilers is programmed, there will be an echo-
forming pathway that recovers a signal after a series of RF excitations (Leupold et al. 2008). 
RF spoiling was implemented with the RV sequence with rewinder gradients at the end of the 
spiral readout.  The rewinder gradients ensure that the remaining phase is consistent over each 
TR, a requirement of RF spoiling.  An additional slice-select axis dephasing gradient was 
inserted at the same time as the spiral rewinding gradients. 
 
For an assessment of the possible importance of spoiling, images of a jelly phantom were 
acquired (Figure 3.10 & Figure 3.11).  Visual comparison of the images without RF spoiling and 
with RF spoiling including spiral rewinder gradients found little difference.  Due to the priority 
of minimal TR for rapid imaging, it was decided to use no rewinding gradients and therefore no 
RF spoiling.  
 




Figure 3.10: Static jelly phantom Intspiral VV magnitude and velocity map images: a) and c) 
without spoiling; b) and d) with RF and gradient spoiling as described in the text (VENC = 10 
cm/s) 
 
Figure 3.11: Static jelly phantom Intspiral RV magnitude and velocity map images: a) and c) 
without spoiling; b) and d) with RF and gradient spoiling as described in the text (VENC = 10 
cm/s) 
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As described in Section 2.4.2, PC-VM requires a phase subtraction of 2 images with different first 
order moments.  The low venous blood velocities in the leg, without a stimulus such as muscle 
contraction or compression, require large bipolar gradients to achieve the necessary difference.  
To minimise the TE, the optimal setup is to reverse the first-order moment over the two 
excitations, i.e. +M1 and –M1. This method also cancels the effects caused by Maxwell gradients 
resulting from the bipolar velocity-encoding gradients (Bernstein et al. 1998) provided they do 
not overlap any others (Section 2.4.2.4).  Each interleave was immediately repeated with the 
opposite velocity-encoding (Figure 3.12). 
 
 
Figure 3.12: Interleaved Spiral sequence diagram for Intspiral VV, showing the first Interleave of 
4 repeated with symmetric velocity-encoding gradients: 1) Arterial suppression, 2) water 










The M1 due to the velocity-encoding gradients was symmetric.  However, a small residual 
velocity sensitivity of the slice-select altered the M1 values of the two velocity-encoded 
acquisitions.  This residual slice-select velocity sensitivity was generally small compared to that 
required to achieve the velocity ranges for imaging the venous blood flow in this thesis.  
Examples of the resulting M1 and corresponding VENCabs (the velocity sensitivity of an image 
with respect to a fully velocity compensated image with M1 = 0) for each of the two velocity-
encoded images a range of VENC are shown in Table 3.5. 
 
Water Excitation 








(mT/m * ms2) 
VENCabs 
(cm/s) 
5 113.31 10.37 
 
-121.59 -9.66 
10 54.58 21.52 
 
-62.86 -18.68 
25 19.34 60.73 
 
-27.63 -42.51 
50 7.60 154.54 
 
-15.88 -73.96 
75 3.68 319.17 
 
-11.97 -98.12 
100 1.73 678.92 
 
-10.01 -117.34 
      
Gaussian Excitation 








(mT/m * ms2) 
VENCabs  
(cm/s) 
5 111.68 10.52 
 
-123.22 -9.53 
10 52.95 22.18 
 
-64.49 -18.21 
25 17.72 66.28 
 
-29.29 -40.10 
50 5.97 196.74 
 
-17.51 -67.08 
75 2.06 570.16 
 
-13.60 -86.36 
100 0.10 11745.36 
 
-11.64 -100.91 
Table 3.5: M1 and corresponding velocity sensitivity, VENCabs, of each of the velocity-encoding 
images (V1 and V2) required to achieve the VENC with ‘symmetric’ velocity-encoding using the 
(1,1) water excitation (slice-select M1 = -4.14, VENCabs = -283.70 cm/s) and Gaussian excitation 
(slice-select M1 = -5.76, VENCabs = -203.91 cm/s) RF pulses with slice thickness of 5 mm.  VENC 
of 0 cm/s shows the velocity sensitivity of the slice-select gradient. 
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The symmetric velocity-encoding sequence was called IntSpiral VV (Interleaved Spiral Readout 





There was no sufficiently flexible inbuilt scanner reconstruction available for the spiral 
sequences.  A basic Matlab program for reconstruction of a single-shot spiral readout was 
supplied (by Dr. Andrew Scott and Prof Guang-Zhong Yang, based on (Jackson et al. 1991)).  The 
use of Matlab allowed for easier adaptation and manipulation of the reconstruction.   
Flow of Reconstruction Program: 
Header info (reads in variables governing the sequence from the data file header) 
Select appropriate K-space path files; read & interpolate* 
Density Calculation 
Image loop (sliding window data selection) 
Read in latest interleave rawdata as per sliding window 




Multiple coil addition 
Write Dicom image files: Magnitude & Velocity  
Next Loop  
 
Information that was required for reconstruction was extracted from the header of the raw-data 
file, this included FOV, resolution, slice position, spiral design parameters.  The appropriate k-
space trajectory files were then selected with the data points interpolated (at * above) linearly 
to allow for the difference between the gradient instructions at 10 µs and data acquisition at 2.5 
µs.  The spiral paths were scaled onto a larger matrix size to allow for sub-sampling of k-space 
and zero filling of the outer edges of k-space was also used to Fourier interpolate the resolution 
during the re-gridding process. 
Sub-sampling of k-space reconstructs to a larger FOV than acquired and pushes artefacts, 
related to side-lobes generated by Gibbs ringing at the edge of sampled k-space, outside the 
desired FOV rather than allowing their reflection back into the image. For all reconstructions 
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the rFOV was set to be twice the acquired FOV, and was cropped to the acquired FOV before 
writing to files.   
For the case where FOV was 150 mm, at 1 mm pixel size, padding the data with zero filling to 
twice the matrix size the resulting resolution (rRES) was 0.5 mm.   
The data for each image was updated using a sliding data window (Riederer et al. 1991) which 
allowed for temporal interpolation and an increased frame rate albeit not independent frames.  
Images were reconstructed with only the most recently acquired interleaves, which enabled a 
minimum time between frames of 2 * TR because both velocity-encodings are still required.  
 
3.3.2.1 Gridding 
Non-Cartesian acquisitions, such as spiral or radial, require re-gridding to a rectilinear matrix in 
order to apply the inverse FFT used during Cartesian MR image reconstruction.  The gridding 
function was a Kaiser-Bessel function convolved in 2D with the spiral raw-data onto a 
rectilinear grid.  The gridding function originally provided by Prof. Yang based on Jackson 1991 
was used for all the reconstructions throughout the project.   
The gridding function convolves a weighting function with the spiral data: 
Weighting Function:  
 
  





α, β are free design parameters, d is the k-distance of the k-space cell from the current data 
point, D is the density calculation for the spiral data over that k-cell and W is the window size of 
the kernel.  The density calculation is performed convolving the spiral path, with each data point 
set to 1, with a circular unity kernel of the same size as used for gridding.   
 
3.3.2.2 Complex Subtraction 
The phase subtraction and coil addition in the reconstruction was performed with the method 
described by Bernstein (1994). 
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Where φ is the phase difference between the complex image data from the two velocity-
encoded acquisitions, Z1 and Z2, and k is the receiver coil index.  The initial velocity-encoded 
data Z1 is multiplied by the complex conjugate of the second velocity-encoded data Z2 and 
summed for all coil elements.  The phase is then taken to be the angle of the sum of the resulting 
signal. Magnitude images were formed by taking the square root of the sum of squares of the 
coil elements from one velocity-encoded image only, e.g. Z1.   
 
 
3.3.3 Off-Centre Imaging 
 
It was necessary to support off-centre imaging with the spiral flow sequence, because the veins of 
interest were usually offset from isocenter in the transverse plane.  This section describes the 
methods available and a ‘bright edge artefact’ arising from one of them. 
The Fourier shift theorem allows for spatial offsets (below labelled a) by applying a linear phase shift 
to the signal with the formula: 
      
  
               
Equation 3.9 
This linear phase addition can be performed during the acquisition of data by modifying the 
modulation of the ADC.  Alternatively, the phase can be added over the raw-data before the FFT is 
applied in the reconstruction. 
Initially, the first method, i.e. modulation of the ADC phase, was applied in the sequence code, 
where a time-varying frequency-offset was applied in synchronisation with the varying gradient 
waveform.  The resulting images were offset to the required amount, but an image artefact was 
present.  This appeared as a bright edge effect on the same side of all the surface interfaces in 
the image.  The artefact did not occur when the image plane was centred at the isocenter.  The 
source was investigated, but appeared to be an unresolved problem connected to the small 
delays between the scanner’s RF system events and gradient waveforms.  Since the artefact was 
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not present during isocenter imaging, it was decided to run all subsequent scans acquiring at 
isocenter, and then correct the data by applying the associated phase addition during the 
reconstruction.  Imaging was also conducted as close to isocenter as possible to minimise any 
further effects, as the sensitivity to small delays between RF and gradients is exacerbated at 
large offsets. 
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The IntSpiral VV sequence above uses a symmetric velocity-encoding scheme requiring that 
each interleave is immediately repeated.  This is a major limiting factor for phase contrast 
velocity mapping as 2 full images are required for subtraction, severely compromising the 
temporal resolution.  On the other hand, asymmetric velocity-encoding commonly consists of a 
reference image (R) with no velocity-encoding (or velocity compensated) and a fully velocity-
encoded image (V).  In principle, this permits separation of the reference imaging from the 
velocity measurement, so that only the V images need be reacquired, potentially bringing a x2 
acceleration in real-time velocity imaging (Section 2.4.11). However, a drawback is the required 
velocity-encoding moment is fully applied to the V image which extends the echo time. 
This method of separating the R and V acquisitions is suitable for steady velocity or where the 
change is periodic, such as in the arterial system.  As previously described (Section 2.1.3), 
venous flow is more variable leading to potential complications.  For example, any mis-
registration between the initial reference image and further velocity imaging due to changes in 
the vessel size or shape would cause artefacts in the subtraction (as of course would bulk 
motion as well).  However, several methods were reviewed in Section 2.4.12 for estimating the 
background phase from the velocity-encoded (V) image alone.  These use the phase of static 
tissue within the V image to generate a surface for subtraction from the entire image.  As the leg 
generally has a large amount of muscle mass around the deep veins (with the possible exception 
of posterior to the knee) the use of background phase modelling for subtraction is likely to be 
more feasible in this application than it would be in others such as cardiac imaging. 
As an intermediary step, the velocity-encoding was separated such that the sequence comprised 
a series of images at the beginning of the acquisition without the velocity-encoded gradients, R, 
followed by a series of images with the velocity encode gradients , V.  Additionally, to eliminate 
the bright signal effect caused by stationary tissue signal before stabilisation into a steady state, 
well-known in FLASH imaging and observed from images acquired with the VV sequence, a 
stabilisation period was introduced before the reference image acquisitions, where the 
3.4 Intspiral RV/ Vmod 
141 
 




Figure 3.13: Intspiral RV gradient waveforms showing the last ‘reference’ (R) interleaf and the 
first velocity-encoded interleaf (V) showing: arterial suppression pulse, water excitation, 
asymmetric velocity-encoding and spiral readout gradients. 
 
 
The usual definition of a reference image in velocity mapping is a velocity compensated image.  It 
should be noted that the velocity sensitivity of the slice-select gradients was uncompensated and 
therefore the reference, R, image had residual minor velocity sensitivity.  The velocity sensitivity of 
the R and V images for a range of VENC (RV phase-contrast) is shown as M1 and VENCabs in Table 3.6. 
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5 -4.03 -291.45  230.87 5.09 
 
-238.93 -4.92 
10 -4.03 -291.45  113.42 10.36 
 
-121.48 -9.67 
25 -4.03 -291.45  42.95 27.35 
 
-51.01 -23.03 
50 -4.03 -291.45  19.45 60.39 
 
-27.52 -42.68 
75 -4.03 -291.45  11.62 101.08 
 
-19.69 -59.65 
100 -4.03 -291.45  7.71 152.34 
 
-15.77 -74.48 



















































Table 3.6: M1 and corresponding velocity sensitivity, VENCabs, of the ‘reference’ R image and 
velocity-encoded images (positive and negative velocity-encoding, V+ and V-) required to 
achieve each RV VENC with ‘asymmetric’ velocity-encoding and with the (1,1) water excitation 
and Gaussian excitation RF pulses at slice thickness of 5 mm.  R and VENC of 0 cm/s show the 
velocity sensitivity of the slice-select gradient. 
 
 
The reference image was used for subtraction  for phantom acquisitions, where the flow and velocity 
were steady, and was also used  in the validation of the background modelling technique (Section 
4.3) and for the investigation of flow related artefacts (Chapter 5). 
 
 





The general flow of the reconstruction remained similar to that for the VV sequence.  Two 
reconstruction methods were used for the data acquired using the IntSpiralRV sequence:   
1) using the separated R and V acquisitions (“IntSpiral RV”)  
2) modelling of the phase directly from the velocity images (“IntSpiral Vmod”).   
These reconstruction methods are described in Sections 3.4.2.1 and 3.4.2.2 respectively. 
 
3.4.2.1 Subtraction of Last Averaged Reference Image (RV) 
The R images at the beginning of the scan are reconstructed and the complex data saved for the 
later subtraction from the V data.  Averaging was also applied to the reference data; commonly 
3 reference images were averaged.  
 
RV Reconstruction 
Header info (reads in variables needed about sequence from the header) 
Generate Maxwell Phase Correction Map 
K-space path file (read & interpolation, normalise and scale) 
Density Calculation 
REF Image loop (apply averaging or take the last image) 
Re-grid the spiral k-space path onto a Cartesian grid (function from Guang Zhong 
Yang) 
2DFFT 
Save R image data 
(Write Dicom images: Magnitude & Phase (separate coils)) 
VENC Image loop (sliding window data selection)  
Re-grid the spiral k-space path onto a Cartesian grid (function from Guang Zhong 
Yang) 
2DFFT 
Phase difference, and multiple coil addition (Maxwell correction) 
Write Dicom images: Magnitude & Velocity 
End 
 
As the velocity-encoding gradients were applied asymmetrically, the background phase from 
the associated Maxwell gradients had to be accounted for (Section 2.4.2.4).  The calculation of 
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the coefficients of field distortion (Equation 2.22) for the velocity-encoding gradients was 
performed using Siemens code within the sequence and the coefficients were output in the 
header of the raw-data file.  The phase correction map was then generated with the calculated 
values and slice orientation and position in the Matlab reconstruction. 
 
3.4.2.2 Referenceless or Non-Subtractive Velocity Mapping by Phase Modelling (Vmod) 
The RV reconstruction was modified, removing the Maxwell correction (which will now be 
corrected by the modelling) and the R image loop.  The modelling was applied by fitting surfaces 
to the real and imaginary signal from the static tissue in each velocity-encoded image. 
 Phase Modelling Reconstruction 
Header info (reads in variables needed about sequence from the header) 
K-space path file (read & interpolation, normalise and scale) 
Density Calculation 
VENC Image loop (sliding window data selection)  
Re-grid the spiral k-space path onto a Cartesian grid (function from Guang Zhong 
Yang) 
2DFFT 
Modelling of the static tissue phase  
Phase difference, and multiple coil addition 
Write Dicom images: Magnitude & Velocity 
End 
 
The polynomial order of the 2D-surface required for the modelling was investigated and is 
described in the following section, including its results as this was again part of methods 
optimisation based on the previous publications reviewed in Section 2.4.12.  
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3.5 Surface Fitting Optimisation 
 
 
Surface fitting of the static tissue phase was investigated, in particular the effect of increasing 
order of polynomial surface fit on the error on the resulting velocity maps, to ascertain the 





A uniform water bottle (doped with NiSO4) was used to approximate static tissue, although the 
main field distortion could not be regarded as realistic this served as initial verification of the 
method before in vivo trials.  The bottle was positioned at isocentre with a small flexible surface 
coil [Siemens Small Flex receiver coil], consisting of one coil element, wrapped around it.  The 
RV spiral sequence was then run with VENCabss of 10, 50 and 75 cm/s on the V image using the 1 
x 1 mm resolution spiral design and repeated for 10 fully independent velocity images.  For 
some assessment of stability, three complete sets of data at each VENC were also acquired.  
Further sequence parameters are shown in Table 3.7. 
 
3.5.1.2 In Vivo 
The RV spiral sequence was used in 10 normal subjects, prefixed to the study described in 
Section 6.2 where detailed subject setup methods are stated.  Informed consent was obtained 
and all studies were conducted with approval from the local ethics research committee.  A VENC 
of 5 cm/s (V image VENCabs of 5.1 cm/s) was used, after preliminary measurements, and using 
the spiral design for 0.5 x 0.5 mm resolution.  80 fully independent velocity-encoded images 
were acquired continuously (in ~ 40s). Full sequence parameters are shown in Table 3.7. 
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Parameters Phantom In vivo 
VENCabs (cm/s) 10.0 50.0 75.0 5.1 
FOV (mm) 150 x 150 150 x 150 150 x 150 150 x 150 
Resolution  1 x 1 1 x 1 1 x 1 0.5 x 0.5 
Recon Resolution 0.5 x 0.5 0.5 x 0.5 0.5 x 0.5 0.5 x 0.5 
No. ILVs 4 4 4 12 
Spiral Duration 
(ms) 
25.78 25.78 25.78 26.90 
Arterial 
Suppression 
Y Y Y Y 
TE (ms) 4.80 2.98 2.74 6.18 
TR (ms) 38.20 36.38 35.14 40.86 
Timage (ms) 152.8 145.52 140.56 490.32 
Repetitions 10 10 10 80 
Table 3.7: Full spiral sequence parameters as used for both phantom and in vivo  
 
 
3.5.1.3 Fits & Error Estimation 
The same polynomial fitting of the real and imaginary components of the velocity image that 
was applied by Man et al (1999) and Nielsen and Nayak (2009) was applied to the velocity-
encoded images in both phantom and in vivo data.   
For both phantom and in vivo data, an ROI was drawn on a magnitude image reconstructed from 
the first full set of velocity image data.  The ROI encompassed the whole of the phantom and for 
in vivo images, care was taken to limit the ROI to the muscle, avoiding vessels and regions of fat 
due to the velocity and chemical phase shifts. (Residual fat signal after water-selective excitation 
was still apparent in phase images).  Polynomial surfaces of order 1, 2, 3 and 4 were fitted to 
each of the real and imaginary channels separately, using only the data within the defined ROI, 
with the Matlab [Mathworks] fit function.  The fit function finds a solution by the linear least 
squares method, and the input data was centred and normalised to improve fitting.  For 
multiple coil elements, fits were applied to the real and imaginary channels for each element 
separately, and the elements were combined only after the complex polynomial surface 
subtraction. 
To estimate the error on the final phase map, the real and imaginary fitted surfaces were 
combined to form a complex surface which was subtracted from the velocity image.  The 
goodness of fit (GOF) was measured as sum of squares error (SSE) calculated from the residuals 
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between the phase of the complex surface and that from the velocity image, within the static 
tissue ROI. 
For in vivo data, the effect of averaging was also investigated.  Here, data from the current 
velocity-encoded image and the 2 previous images were averaged before modelling.  The same 
ROI that was used for the single image modelling was used for averaging.  The modelled 
surfaces from the averaged data were used for subtraction from the current velocity image and 






Figure 3.14 shows example images for the phantom showing the magnitude image with the ROI 
used for modelling, and the corresponding phase image.  The resulting phase image after 
modelling with each of the polynomial surface fits and subtraction of the complex surfaces are 
shown in Figure 3.15, scaled to show the residual error.  The mean SSE of the 10 phase images 
for each series are shown in Table 3.8 for the 3 VENCabs showing that the smallest VENCabs range 
(10 cm/s) has a larger error than the larger VENCabs  (50 and 75 cm/s).  With increasing 
polynomial order the SSE decreases.  Figure 3.16 shows the SSE calculated for the 10 individual 
velocity images after correction using a phase fit derived from only one image.  This 
demonstrates stability throughout the 10 images. 
Discussion of these results is included after the in vivo results below. 
 




Figure 3.14: a) Magnitude image of water bottle phantom with specified ROI for phase image 
surface fitting and b) corresponding phase image before correction (VENCabs = 10 cm/s) 
 
 
Figure 3.15: Phase images (VENCabs = 10 cm/s) after subtraction of modelled surfaces using 
each order of polynomial fits: a) 1st order, b) 2nd order, c) 3rd order and d) 4th order.  The surface 
fits were taken from the 5th V image of each respective image series.  Phase images are scaled to 








Figure 3.16: Temporal stability of the phase fitting: SSE calculated from the residuals on the 
velocity maps after subtraction of fitted surfaces for each polynomial order with the specified 
ROI, during the series of 10 velocity-encoded images for VENCabs of 10, 50 and 75 cm/s. 
 
 








10 4.5178 1. 0160 0. 3634 0.1397 
4.4498 0.9289 0.3028 0.1194 
4.4302 1.0482 0.3852 0.1341 
50 3.3340 0.7281 0.2035 0.1070 
3.2798 0.7056 0.1968 0.0972 
3.6214 0.8583 0.2710 0.1110 
75 3.5559 0.6623 0.1883 0.1021 
3.3407 0.7352 0.2233 0.1015 
3.2260 0.7706 0.2226 0.0989 
Table 3.8: Mean Sum of Squares Error (SSE) calculated from the phase image after subtraction 
of the fitted complex polynomial surfaces of increasing order, averaged over 10 velocity-




3.5.2.2 In Vivo 
For in vivo data, example images from 2 subjects showing the magnitude images, with the static 
tissue ROI as used for surface modelling overlaid, and the corresponding phase images are 
shown in Figure 3.17.  The resulting phase images after the subtraction of each order of complex 
surface from the same subjects are shown in Figure 3.18 scaled to show the residual error.  The 
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mean SSE measurements from each series of 80 velocity images are shown in Table 3.9 again 
showing a decrease in SSE with an increase in polynomial order.  The SSE from individual 
velocity maps for 2 subjects show the variation throughout the series for each fit (Figure 3.19).  
Averaging is shown to have a variable effect on the mean SSE for each polynomial fit but has 
little effect on the variation of the SSE of individual images (Figure 3.20) throughout the series, 
as shown by the similar SSE standard deviation (sd) values without and with averaging (Table 
3.9 & Table 3.10).  
 
Figure 3.17: (a,c) Example magnitude images, showing the specified ROI used for phase surface 
fitting, and (b,d) corresponding uncorrected phase images for 2 subjects (Subjects 5 & 9) using a 
VENCabs of 5.1 cm/s. 
 
 




Figure 3.18: Referenceless phase images after subtraction of modelled surface using: a) 1st 
order, b) 2nd order, c) 3rd order and d) 4th order polynomial fitting for 2 example subjects: i) 
subject 1 and ii) subject 10.  Images were acquired with VENCabs of 5.1 cm/s and scaled to show 




Figure 3.19: Temporal stability of SSE: Examples for subjects 1 and 10 of the SSE calculated 
from the residuals on the velocity maps after subtraction of fitted surfaces for each polynomial 
order with the specified ROI, throughout the series of 80 independent velocity-encoded images 
for VENCabs of 5.1 cm/s. 
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Subject ROI area 
(pixels) 
1st order 
x104 rad (sd) 
2nd order 
x104 rad (sd) 
3rd order 
x104 rad (sd)  
4th order 
x104 rad (sd) 








2 12980 0.1835 (49.0) 0.1408 (42.1) 0.1159 (37.4) 0.1151 (37.7) 
3 15400 0.1786 
(105.8) 
0.1218 (64.7) 0.0933 (40.0) 0.0890 (37.2) 








5 17064 0.4445 
(101.4) 
0.3307 (79.4) 0.2515 (93.5) 0.2197 (73.7) 




0.3511 (96.8) 0.3059 
(106.8) 
7 8006 0.1107 (53.6) 0.0647 (32.5) 0.0583 (30.7) 0.0555 (31.0) 




0.2176 (87.0) 0.1959 (67.7) 
9 7715 0.0535 (36.0) 0.0286 (10.5) 0.0260 (9.2) 0.0249 (8.4) 
10 11972 0.1238 (83.4) 0.0675 (23.8) 0.0516 (17.5) 0.0500 (16.8) 
Table 3.9: Evaluation of phase fitting over 10 subjects: Mean Sum of Squares Error (SSE) 
calculated from the phase map after subtraction of the fitted complex polynomial surfaces of 
increasing order, averaged over 80 velocity-encoded images for each of the 10 subjects using 




Figure 3.20: Effect of averaging the phase image for surface fitting: Examples for subjects 1 and 
10 of the SSE calculated from the residuals on the velocity maps after subtraction of fitted 
surfaces.  The image for surface-fitting was averaged over the 3 latest images, for each 
polynomial order with the specified ROI, throughout the series of 80 independent velocity-
encoded images for VENCabs of 5.1 cm/s.  
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Subject ROI area 
(pixels) 
1st order 
x104 rad (sd) 
2nd order 
x104 rad (sd) 
3rd order 
x104 rad (sd)  
4th order 
x104 rad (sd) 








2 12980 0.1839 (49.9) 0.1408 (41.8) 0.1160 (37.5) 0.1151 (37.6) 
3 15400 0.1782 
(103.0) 
0.1218 (63.9) 0.0934 (40.1) 0.0891 (37.2) 








5 17064 0.4453 (99.8) 0.3307 (77.9) 0.2516 (87.8) 0.2198 (73.0) 




0.3516 (99.4) 0.3062 
(104.2) 
7 8006 0.1110 (52.6) 0.0648 (32.7) 0.0584 (30.7) 0.0556 (31.0) 




0.2177 (87.0) 0.1961 (67.9) 
9 7715 0.0536 (36.1) 0.0286 (10.6) 0.0260 (9.2) 0.0250 (8.4) 
10 11972 0.1239 (82.6) 0.0676 (23.3) 0.0516 (17.6) 0.0500 (16.9) 
Table 3.10: Evaluation of phase fitting over 10 subjects, using a 3-average phase image for the 
fitting: Mean Sum of Squares Error (SSE) calculated from phase maps after subtraction of the 
fitted complex polynomial surfaces of increasing order, averaged over 80 velocity-encoded 
images for each of the 10 subjects using only the ROI (area shown in pixels) defined on static 





In the leg generally the deep vessel groups are surrounded by a large amount of muscle mass.  
This surrounding muscle mass enables phase surface modelling for referenceless velocity 
imaging.  This would obviously present problems in regions of the body where there is a lack of 
static tissue, mainly the heart and central vessels.  Although surface fits are commonly used to 
correct residual background errors in velocity maps, these are not as localised as the phase 
errors themselves due to the phase-contrast subtraction already performed.  
The results from the surface fitting subtraction show that the fourth order polynomial fit 
consistently produces the lowest SSE for both phantom and in vivo background tissue 
modelling.  This is similar to the results of Nielsen and Nayak (2009) where 2nd order 
polynomial fitting produced an improved fit, with marginal gains between 3rd and 4th order 
fitting.  
3.5 Surface Fitting 
154 
 
Here the mean reduction in SSE between 3rd and 4th order fitting for phantom images was 52% 
and for in vivo images 7%.  The improvement on phantom data is much greater than that on in 
vivo, likely due to the larger ROI used for modelling and uniform nature of the phantom.  The 
extra gain from 4th order polynomial fitting was deemed worth any extra computational time 
especially as all reconstructions were performed off-line post scan session.  Higher order 
polynomials (3rd or 4th order) are believed to be required mainly to correct for phase due to the 
coil sensitivity which has a more complex localised response compared to the more smoothly 
varying sources of phase. 
The different VENCs used on the phantom produce different SSE, the error clearly increasing 
with lower velocity range.  Of the three VENCabs used, 10 cm/s has the highest SSE, which 
showed an average 26% reduction when using a VENCabs of 50 cm/s.  The difference between 50 
cm/s and 75 cm/s VENCabs was much less, at 4%; this is likely to be due to the larger velocity 
encode gradients required for the smaller velocity range, which also increases the TE, Maxwell 
terms and possibly eddy current generation.  This suggests that the VENCabs should be not be set 
too ‘tight’ compared to the expected velocity range, in order to minimise error during surface 
fitting.   
Averaging the current image data with the previous 2 images for each background model fit did 
not alter the residual SSE on the corrected velocity maps.  The effect of averaging on the mean 
SSE over the series of images was erratic, i.e. with some improving and others worsening.  
Averaging was investigated because it was envisaged to potentially smooth resulting surface 
fits.  However, the SSE wasn’t improved nor was the sd reduced consistently by averaging for 
any order of polynomial fits (Figure 3.19 & Figure 3.20).  Also, for real-time applications as in 
this thesis, averaging may reduce the response of the surface fitting to any bulk motion changes 
occurring during potential stimulus of the venous flow, for example due to muscle contraction.  
It was therefore decided best to fit to each phase image individually to achieve minimum error.  
A further complication lies in the ROI definition for the phase fitting.  This fixed ROI is subject to 
potential errors due to bulk motion and vessel movement or deformation throughout the 
imaging series.  Automatic identification of the ROI for the static tissue phase fitting would be an 
improvement for this approach.  Lankhaar et al (2005) used surface modelling for the removal 
of background phase error from phase contrast images.  A surface was generated from 
stationary tissue, where pixels were selected based on the sd of the velocity-phase.  Even when 
averaged over the cardiac cycle to improve SNR for a single surface fit, surfaces of linear order 
alone were found optimal to correct the background error in phase-contrast images.  The case in 
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this thesis is somewhat different, because here the modelling is for correction of all phase errors 
and so would be expected to require a higher order.  
 
The fitting of polynomial surfaces to the Real and Imaginary signal of the stationary tissue 
behind the correction of each image increased the reconstruction time.  This was deemed 






For phase modelling supporting referenceless velocity imaging, 4th order polynomial surface 
fitting achieves the best fit in both phantom and in vivo velocity images and therefore should be 
used for further surface fitting in this thesis.  Averaging for the phase fitting did not improve the 
outcome and may even reduce accuracy in some of the venous events to be demonstrated in 
Chapter 6.  
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The real-time spiral sequences are designed to run continuously for long intervals in order to 
monitor venous flow events as demonstrated by the applications described in Chapter 6.  The 
use of longer spiral readouts increases the sensitivity to off-resonance (Chapter 5).  The stability 
of the scanner throughout a series of long continuous runs was therefore a concern, as 
frequency-drift has been reported in MRI systems during high duty-cycle scanning (Benner et al. 
2006; Rolf et al. 2009), and in this section it was investigated during long continuous spiral 
sequence acquisitions.  Because the section forms part of the sequence optimisation before the 
main thesis work, the results and discussion are included within it.  
During initial setup and optimisation of the Intspiral VV sequence, multiple scans of ~30 
seconds duration were run consecutively after one initial setup of shimming and centre 
frequency (CF) adjustment.  However, it was seen in the reconstructed images that an 
increasing degree of blurring was occurring.  The blurring appeared uniform over the entire 
FOV and therefore was identified to be a result of an increasing uniform frequency offset; the 
frequency had been adjusted for the first scan but not for any of the subsequent scans.  The 
work in the following section examines this effect in detail. 
 
 
3.6.2 Background Phase Drift Comparison between IntSpiral VV & RV 
 
The stability of the scanner during the long series of high gradient-power acquisitions was 
investigated using the phase images to detect frequency drift over the scan duration.  The 
Intspiral VV and RV methods were compared. 
 




A cylindrical plastic (diameter 13 cm) tub was filled with gelatine (Hartley’s Strawberry Jelly, 
Spalding, UK) to ensure a static phantom (Figure 3.21).  The tub was placed on its side to 
simulate the upper calf cross section and positioned at the scanner’s isocenter with the Flex coil, 
previously described, wrapped around it.  
 
 
Figure 3.21: Jelly phantom on foam support. 
 
 
Scans were performed using both the VV and RV sequences for 30 s continuously with the 
parameters in Table 3.11. 
 
FOV 150 x 150 mm  
RES 1 mm 
VENC (VV/RV) 10 / 10 cm/s 
Interleaves 4 
Slice thickness 5 mm 
TE (VV / RV) 5.2 / 5.9 ms 
TR (VV / RV) 38.5 / 39.2 ms 
No. Measurements (VV/RV) 100 in 30.8s / 200 in 31.4s 
Table 3.11: Spiral sequence parameters 
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Before the initial scan a standard 3D shim and centre frequency (CF) adjustment were 
performed on a volume (200x200x100 mm) centred at isocenter.   
For analysis, an ROI was drawn in the centre of the jelly phantom and copied to all of the VV and 
RV velocity maps to measure   .  The frequency shift relating to the phase difference relative to 
the first velocity map    was calculated: 
         
Equation 3.10 
  
    
  





The frequency change relating to the phase difference relative to the first image of each scan 
series can be seen in Figure 3.22.  The VV data shows an apparent initial jump in Δf on the third 
image compared to the first two and is stable after that, whereas the RV data shows a steady 
increase in Δf throughout the scan.  Linear regression of VV data shows the slope to be small, y = 
0.00 x + 0.68, and of RV data y = 0.10 x – 0.02.  The change in frequency after 30 s of the RV 
sequence with the described parameters was 2.68 Hz. 
 
 
Figure 3.22: Frequency change over a 30 s scan duration, using Intspiral VV (VENC = 10 cm/s) 
and Intspiral RV (VENC = 10 cm/s) with linear fits to the drifts. 
y = 0.0022x + 0.6817 
























The apparent stability of frequency during the VV scan is deceptive, since the two velocity data 
sets are acquired sequentially for each interleaf, and the phase error is cancelled by the 
subtraction (provided the frequency offset does not become large enough to cause significant 
spiral blurring, which the Intspiral RV data will answer).  However, a small jump in phase 
occurred on the 3rd velocity map which could be related to the transition to steady state and 
explains the positive y intercept in the linear regression.  
The RV sequence, using the last R image acquired before the velocity data for the PC subtraction 
(Section 3.4.2.1), shows an approximately linear increase in frequency during the scan.  
Only the Intspiral RV sequence with the separated R and V images will show this effect 
happening as the time between the R image and each V image increases.  However, the 
frequency increase will be occurring during the VV sequence and will manifest in image 
artefacts such as blurring due to the resulting off-resonance, if the off-resonance due to the 
scanner drift is sufficient.  The frequency drift would be expected to continue after each 30s 
scan and accumulate during a series of such scans; this will be investigated in Section 3.6.3 
below. 
This work was limited to isocenter scanning as the majority of venous work was performed at 
isocenter. Image plane offsets may worsen these effects.  
 
3.6.2.4 In Vivo Example 
The changing background frequency was also visible on the velocity map images acquired using 
the RV sequence as an increase of phase within static tissue.  This in vivo data is only shown as 
confirmation of the phantom results discussed in the preceding section. Informed consent was 
obtained and the study was conducted with approval from the local ethics research committee. 
Figure 3.23 shows example background velocity offset measurement from an ROI placed within 
static tissue.  An approximate linear increase in mean velocity within static tissue over the 
duration of the scan can be seen from the RV measurements whilst the VV appears to be stable.  
The background offset of ~-2.45 cm/s for VV and ~ -2.65 cm/s for initial RV images (~20% of 
VENC) was not explained but may arise from eddy current related phase errors.  The small 
difference in this initial error may be due to the larger gradients required with asymmetric 
velocity-encoding, which also extend the TE (Section 2.4.2.1).  
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Using the background phase modelling reconstruction (Section 3.4.2.2) on the velocity-encoded 
images from the RV data would be expected to result in a stable background phase with zero 
velocity offset.  This is because the linearly changing offset is generated from the difference 
between the last R image and the current V image, and the phase modelling is applied to each 
image individually through the series and is expected to correct for the changing phase of the 
static tissue in the image.  
 
 
Figure 3.23: In vivo ROI background offset measurements from static muscle, using the VV and 
RV sequences (blue and red respectively) showing stability for VV (VENC = 12.07 cm/s) and 
increasing for RV (VENC = 12.80 cm/s) over the duration of the scan. 
 
 
3.6.3 Increased Scan Duration & Monitoring 
 
The frequency offset due to a longer operation of continuous imaging was further investigated, 
using the same jelly phantom.  
 
3.6.3.1 Methods 
 The RV sequence was set to run continuously for a longer duration, 950 velocity-encoded (V) 
(VENC = 8.75 cm/s) repetitions which lasted for ~2.5 mins.   
Immediately after this intense continuous scanning, a further short sequence was repeated at 
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frequency.  For this purpose, for approx. the following 4.5 hours, every 30 seconds a short 
version of the RV scan was run, consisting of a single velocity-encoded measurement after three 
dummy stabilisation images and one reference.  Phase-contrast images were reconstructed 
using the original reference data, R, acquired at the beginning of the first, long continuous scan 
and the respective velocity-encoded, V, images.  For an assessment of the quiescent drift of the 
centre-frequency and any drift caused by the low duty-cycle sequence itself, a baseline scan (i.e. 
without the initial 950 image series) was conducted on a separate day taking a single-point RV 
measurement every 30 s, using the initial R of the entire series for reconstruction (shown in 
bold below) covering a period of one hour.  
 
Long scan and monitor: RVVVVV …(950s)….V RV (30s) RV (30s) RV (30s) RV (30s) RV…. 
Baseline:  RV (30s) RV (30s) RV (30s) RV (30s) RV (30s) RV…. 
The centre-frequency error was plotted as a function of time.  For this purpose an ROI was 
drawn in the centre of the phantom on the first image and copied to the rest of the series.  The 
mean ROI on the velocity maps was then converted into a frequency change using Equation 3.10 
and Equation 3.11.   
 
3.6.3.2 Results 
The 2.5 mins of continuous real-time RV scanning caused a frequency increase of 10.9 Hz 
(Figure 3.24).  Figure 3.25 shows that the frequency continued rising a further 3.3 Hz during 
initial 7 mins of monitoring before plateauing at 14.0 Hz for approx 30 minutes. The frequency 
decayed 9.1 Hz over the remaining monitoring period, but did not return to the original 
frequency measured before the start of the 2.5 mins continuous scan, ending at 5.1 Hz after 4.5 
hours.  The baseline RV monitoring scan, conducted without the long continuous RV imaging, 








Figure 3.24: Frequency change during the initial long series of 950 V images.  Measured relative 
to the phase of the initial reference image over a 2.5 min continual RV scan of R followed by 950 




Figure 3.25: Frequency change over a 4.5 hours period beginning with the 950 image “RV long 
blast” series (in blue, same data as Figure 3.24 now on longer timescale). The low duty-cycle RV 




The frequency increase shown by baseline imaging alone may partly explain the lack of return 
to the initial frequency, and it is concluded that the monitoring technique of using the RV 
sequence with a 30 s delay between RV pairs may also influence the frequency.   
















RV long blast 
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Both the baseline and RV blast also showed a similar initial phase offset. This is similar between 
both measurements and is believed to be a result of residual eddy currents from the velocity-
encoding gradients causing a phase offset (Section 2.4.2.5). The velocity-encoding gradients 
were left on for this investigation to maximise the gradient use as would be used in further 
studies. In Section 5.4 the possible impact of such eddy currents on through-plane flow during 
the spiral readout immediately after the velocity-encoding is investigated. 
 
 
3.6.4 Increased Scan Duration & Monitoring with Field Mapping 
 
Due to the limitation of using a series of the real-time images to monitor the frequency changes, 
and therefore depositing a certain amount of energy into the gradient system, it was decided to 
repeat the experiment using a field mapping sequence at a much lower repetition rate after the 
initial spiral series.  Field mapping also provides an absolute plot of the frequency and field at 
each time point rather than only a measurement of the difference from the initial R image. 
 
3.6.4.1 Methods 
Field mapping acquires GRE images at 2 different TE’s, whose phase reconstructions are then 
subtracted, as in PC-VM, to create a map of the local phase-differences between the two echo 
times.  The phase difference is converted to frequency based on the ΔTE between the echoes 
(Equation 3.11) and therefore the off-resonance error is found as a function of position.   The 
field-mapping assumes uncompensated eddy-current effects in the time extension for the longer 
TE to be negligible. It also assumes no other sources of phase-shift are significant, such as 
chemical shift, flow or temperature changes. 
A spherical phantom, radius 120 mm, filled with water doped with NiSO4 (1.25g NiSO4 x 6H2O 
per 1000g H2O), was used.  In order to maximise signal, multiple coils were used: Siemens 
SpineMatrix coil (2 coil elements), Siemens BodyMatrix surface coil (2 coil elements).  Three 
transverse slices were acquired by each field-plot measurement with an offset in the Z axis 
direction of -50, 0 and 50 mm.  
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Field Mapping Parameters 
FOV 320 x 320 mm 
Slice Thickness 10.0 mm 
Resolution 5.0 x 5.0 mm 
TR 35 ms 
TE 1 5.32 ms 
TE 2 10.08 
Δf ± 105 Hz 
Bandwidth 601 Hz/Px 
Flip angle 30° 
Table 3.12: GRE Field Mapping Parameters 
 
 
The field mapping sequence was run first, followed by a ‘long blast’ using the RV sequence with 
950 repetitions, lasting for ~2.5 mins.  The field map was then acquired immediately after the 
long blast of RV and again, but in this work only once every 15 minutes for the next 5 hours.  As 
in Section 3.6.3, this was repeated without the RV blast for a baseline measurement of frequency 
changes.  Measurements were taken from the centre of each slice which for Z = 0 was at 
isocenter of the magnet. 
 




Figure 3.26: Example images of the field mapping showing magnitude (left) and phase contrast 
(right).  The offset phase-encode ghost was not explained but may have caused the initial 




The 2.5 minutes continuous RV spiral scanning increased the frequency measured in the field 
maps by 11.5 Hz for each slice.  The background frequency then dropped steadily passing the 
original frequency measured before the real-time scan after approximately 90 minutes (Figure 
3.27).  The final measured frequencies for Z = -50, 0, 50 mm were -13, -13, -9 Hz, i.e. lower than 
the respective initial measurements.  
 
 
Figure 3.27: Frequency measurements from field maps (Z = -50, 0 50 mm) taken before, 
immediately after and every 15 mins, over 5 hours, after a ‘long blast’ of 2.5 mins continuous RV 























Figure 3.28: Background frequency measured from field maps (Z = -50, 0 50 mm) taken every 
15 mins over 5 hours, with no previous real-time spiral scanning. 
 
 
The measured baseline frequencies (Figure 3.28) at each Z offset -50, 0 50 mm measured 
showed a decrease of 2.47,2.48, 2.37 Hz respectively over the 300 min duration.   
 
3.6.4.3 Discussion 
The GRE field mapping method described shows a similar frequency response to that shown 
using the RV monitoring method, an initial increase of ~11 Hz (11.5 and 10.9 Hz) followed by a 
steady decay of the frequency towards the original frequency measurement.  The field mapping 
frequency offset decayed faster than that shown using the RV sequence itself for monitoring, 
returning to the initial frequency ~100 minutes after the initial ‘long blast’ and then continued 
to decrease until a reaching a more stable level in last hour of monitoring. 
The baseline scan showed only a small deviation in frequency over the 5 hour monitoring 
period and did not appear to correspond to any impact of the field mapping sequence itself, 
giving a small negative shift.  
The three slices at different through-plane offsets (z = +50, 0 and -50 mm) showed similar 
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3.6.5 Discussions & Conclusions 
 
3.6.5.1 Discussion 
Both the RV monitoring and GRE field-mapping of background frequency changes after a long 
continuous RV spiral scan showed similar results; an initial increase in background frequency 
was followed by a decay back to a stable level.  However, during the decay period after the long 
blast of continuous RV scanning the RV monitoring did not return to the frequency of the initial 
image over the full 4.5 hours of monitoring, whereas the GRE field mapping returned to the 
initial frequency after ~100 mins and then continued to decrease before appearing to stabilise 
at a later period.  The baseline scans show a similar story with an increase of ~6 Hz over the 
hour long RV monitoring and the GRE field-mapping being stable over a similar hour period and 
a decrease of ~2.5 Hz over the full 5 hours recorded.   
This difference is likely to be due to the use of the RV sequence every 30 seconds for the 
monitoring, which applied 3 stabilisation images followed by a reference and finally the velocity 
image for each measurement.  The RV spiral sequence is not only more demanding of the 
gradient system than the lower-resolution GRE field mapping but was also run every 30 seconds 
compared to the GRE field mapping being run every 15 mins. 
The increase in background frequency due to the real-time spiral sequences utilising high duty-
cycle gradients shown in this data is higher, 4.4 Hz/min, than that previously reported at 1.5T 
by Rolf et al. (2009), 1.8 Hz/min while using PC-bSSFP (Siemens, Sonata) and also Thesen et al 
(2003), 0.6 Hz/min while performing EPI functional MRI (fMRI).  This difference is possibly due 
to increased demands on the gradient system with the spiral real-time sequences but also likely 
to depend on other factors such as the scanner model and installation differences.  
A possible source of the increasing background frequency is heating within the shim plates of 
the magnet causing a small change of the main field.  The spiral readouts are highly demanding 
of the gradient system and are thought to be the heat source.  However, the frequency changes 
caused by continual running of the real-time spiral sequences are small, ~ 2 Hz per 30 s. This is 
a completely negligible 0.03 ppm of the resonant frequency, 63.55 MHz, of the scanner. 
The effects of this increasing frequency are observed in measurements from the RV spiral 
sequence as an increase in the background phase in static tissue on the velocity map increasing 
with time during the scan and caused by the difference in the frequency of the current V data 
relative to the initial R image.  This can be corrected during the post processing stage, by 
performing the background correction using an ROI in the static tissue close to the vessel for 
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each individual velocity image and is already performed in this way for the eddy current 
correction. 
Several ideas would obviously minimise sensitivity to an accumulated frequency shift during a 
long series of spiral scans. 
First, the cumulative increase in background frequency when running multiple scans can simply 
be reduced by forcing a manual frequency adjustment at the beginning of each scan, thus 
minimising any frequency offset to that introduced during that particular scan itself.  For scans 
where a manual frequency adjustment was impracticable, due to the timing between 
acquisitions, a frequency adjustment at the start and end of the run of scans would enable a 
linear interpolation of the frequency at the start of each scan. 
Second, the RV sequence using the ‘reference’ image for subtraction is an intermediary step 
used for validation of the Vmod method, i.e. background modelling of stationary tissue for phase 
contrast subtraction (Section 3.4.2 Intspiral RV & Vmod).  The phase modelling performed on 
the V images would correct the phase offset caused by frequency drift.  
 
3.6.5.2 Conclusion 
The changes in frequency introduced by the real-time spiral acquisitions are small (<15 Hz) that they 
can safely be assumed to cause minimal off-resonant effects during a scan of up to around 2 minutes 
of continuous spiral imaging in this venous lower leg application.  However, if left unchecked in a 
series of such studies, the offset builds cumulatively and can result in blurring of the spiral readout, 
which would affect all of the IntSpiral VV, RV and Vmod methods. The phase-offset effects due to 
frequency are obvious in the background phase measurements made on the phase-contrast velocity 
maps from the RV sequence.  This is because the reference image is acquired at the beginning of the 
scan and used for all subsequent PC subtractions.  The frequency difference between each velocity-
encoded image and the reference image increases approximately linearly with each V image and 
results in an increasing background error.  This error can be corrected using a small ROI near the 
vessel of interest which is already used for the eddy current correction (Section 2.4.2.5).  However, it 





Chapter 4  





The real-time sequences developed in Chapter 3 required validation of their accuracy for flow 
measurements.  This chapter describes the validation of the real-time sequences both in vitro, 
using a flow phantom, and also in vivo using metronome guided deep breathing (Section 3.2.1).  
This validation work has two stages. The first validation used a standard PC GRE sequence 
(Section 3.2.3) as a reference to validate the Intspiral-PC sequence in phantoms and in vivo.  
Much of the work described in Section 4.2 has been published in Journal of Magnetic Resonance 
Imaging (Pierce et al. 2011) (Appendix C ). 
The second validation became necessary when the Intspiral RV/Vmod sequence was written for 
the further acceleration given by only acquiring velocity-encoded images.  This second 
validation used a single image PC-GRE and the Intspiral VV sequence as references to validate 
the Intspiral RV/Vmod sequence in vitro, and the Intspiral VV alone as a reference to validate 
the Intspiral RV/Vmod in vivo. 
For validation purposes velocity was the primary parameter.  However, flow is calculated from 
mean velocity and cross sectional area of the vessel and as such relies on accurate 
measurements of both these parameters. 
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This validation of the Intspiral VV sequence compared it against the metronome gated 
conventional flow sequence (Gated-GRE PC).  Both of the sequences were previously described 
in Chapter 3.  The validation begins with a flow phantom and continues with in vivo comparison 
of the two sequences. 
The flow phantom work in this section was conducted bearing in mind the in vivo requirements 
for comparison with the standard GRE sequence.  It used the same sequence parameters as used 
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Parameter Gated GRE Intspiral VV 
FOV (read x phase) (mm) 130 x 101.5 150 x 150 
RES (acq. to recon.) (mm) 1x1 to 1x1 1x1 to 0.3x0.3 
Slice thickness (mm) 7 7 
Flip angle (°) 15 15 
TE (ms) 5.53 5.2 
TR (ms) between RF pulses 12.8 39.8 
VENC (cm/s) 10 8.3 
Tacq  2.5 mins 35s (for 110 * 318.2 ms)   
Tframe (acq. to recon) (ms) 281.6 318.2 to 79.6 
Read Duration ms - 27.5 
Excitation Gaussian Water Excitation (Gaussian) 
Echo asymmetry 23 % - 
Bandwidth / Sample duration 592 Hz/pixel 2.5 μs  
Matrix 130x101 512x512 (interpolated) 
Arterial Suppression Yes Yes 
Averages 2 - 
Table 4.1: Detailed gated GRE and Intspiral VV sequence parameters 
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4.2.2 In Vitro Flow Phantom  
 
The flow phantom validation in this section is included because it was the initial work 
performed to compare IntSpiral VV with GRE.  This section was largely superseded by the more 
detailed phantom comparison of all the spiral imaging methods in Section 4.3.2. 
 
4.2.2.1 Methods 
A flow phantom was constructed using a length of tubing (5 mm ± 0.5 mm internal diameter), 
pond pump and plastic basin.  A section of tubing in the centre of the length of tubing was 
stretched across within the plastic basin approximately horizontally (Figure 4.1).  The basin was 
filled with tap water to cover the tubing.  The tubing was run through a waveguide through the 
Faraday shield of the MRI scanner room into the control room where one end was attached to 
the pump immersed in water, and the other returned the flow into the water surrounding the 
pump.  An adjustable (stopcock) valve was used between the pump nozzle and the tubing to 
allow coarse adjustment of flow, with a further clamp on the tubing, ~ 10 cm from the pump, for 
finer adjustment. 
The basin was placed on a circular surface coil (Siemens: Loop Coil, radius 10 cm) and on top of 
a support, ~ 2 cm thick, to ensure imaging of the tube was conducted as close to isocenter as 
possible in all three directions.  A transverse image plane was chosen and the tube upstream of 
the slice was kept straight to avoid complex flow at the image plane (Figure 4.1).  The angle 
between the tube and the image slice was within 5 ° of 90 °.  
 
 




Figure 4.1: bSSFP sagittal image (190 x 190 mm) showing approximately horizontal tubing 
within the basin and the approximate imaging slice location. 
 
 
The VENC of 10 cm/s was used as this was the anticipated peak venous blood velocity whilst 
performing deep breathing (Downie et al. 2008) (Figure 3.3).  Initially, in order to adjust the 
flow-rate in the tube, the gated-GRE PC sequence was setup as a rapid ‘pilot’ shot.  The VENC of 
this pilot sequence was set to the velocity of interest.  This was a single flow image (number of 
averages = 1) version acquired in ~3 s to find the peak velocity where a small degree of velocity 
wrap was visible. 
The protocol for each set of measurements was: 
1. Flow adjustment 
2. Stabilisation period (2 minutes) 
3. Gated-GRE PC (2 minutes) 








All gated-GRE PC images were reconstructed online by the scanner and the Intspiral VV as 
described in Section 3.3.2.  Images were analysed in CMRtools [Cardiovascular Imaging 
Solutions, London, UK].  Any phase wrap visible within the tubing was corrected as necessary, 
either within CMRTools for the gated-GRE or by a basic Matlab program for the Intspiral VV.  
This unwrapping was performed by offsetting the velocity range for the entire image and was 
unambiguous, because any velocity aliasing was only in a small number of pixels central to the 
tube. 
For each of the sequences, an ROI was drawn subjectively on the magnitude image obtained at 
the fastest flow ensuring a strong signal from within the tubing due to fresh inflow 
enhancement, with the magnitude image display thresholds set to the noise in free air directly 
beneath the phantom at the lower limit and to the peak signal in the tube at the higher limit.  
These ROIs were copied to all subsequent magnitude images, of that sequence, for the flow 
validation work.  The ROI was shifted to enable correction for any misalignment but its area was 
not changed.  The ROIs from each magnitude image were copied to the respective phase images 
for measurement of mean velocity over the ROI (i.e. nominally the tube cross-sectional area 
(CSA)). The peak velocity was measured manually within the ROI.  The flow rate was calculated 
by the product of the CSA and the mean velocity.  A second ROI was drawn close to the tube in 
the water in the basin for a background offset correction, by subtracting its mean value from the 
tube ROI mean and peak values.  
The ROIs were drawn for each sequence individually and the above process was repeated to 
obtain volume flow-rates, and mean and peak velocities for each sequence. 
 
4.2.2.3 Results 
Example images are shown in Figure 4.2 below and the mean and peak velocities measured by 
the sequences are shown in Table 4.2 and Figure 4.3. 
 




Figure 4.2: Example images at highest recorded flow using flow phantom (a,b) for the gated GRE 
(VENC = 10 cm/s); (c,d) Intspiral VV sequences (VENC = 8.3 cm/s); magnitude and velocity 
images respectively. 
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Gated GRE Intspiral VV 
Mean Velocity 
(cm/s) 




7.53 13.24 7.62 14.97 
7.42 13.09 7.49 15.10 
7.01 11.13 6.65 13.48 
6.04 10.03 5.77 12.06 
5.88 10.10 5.64 11.86 
4.47 7.56 4.28 9.34 
3.85 6.33 3.71 8.04 
3.38 5.45 3.19 7.06 
1.81 2.73 1.76 3.79 
1.09 1.56 1.03 2.54 
1.85 2.77 1.77 4.07 
3.09 5.95 3.01 6.71 
4.91 8.23 5.03 10.77 
7.39 12.67 7.08 14.41 
Table 4.2: Measured mean and peak velocities from the gated GRE and Intspiral VV images 
 
 
The linear regressions (Figure 4.3) show a strong correlation between the mean velocity results 
from each sequence, R2 = 0.996 (X1 = 0.990, Y = 0.072).  The peak velocity measurements for 
Intspiral VV follow the mean velocity measurement trend of good agreement but over-estimate 
by a small amount compared to the gated-GRE, R2 = 0.992 (X1 = 1.08, Y = 1.0).  
 








The flow measurements can be seen in Table 4.3 and Figure 4.4 where the Intspiral VV flow 
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Gated GRE (ml/s)  
(CSA = 12.5 mm2) 
Intspiral VV (ml/s) 















Table 4.3: Flow measurements calculated from the gated GRE and Intspiral VV mean velocities 
with ROI CSA. 
 
 








The mean velocities measured from the gated-GRE and Intspiral VV velocity maps have a good 
correlation as shown in Figure 4.3.  However, the corresponding flow-rates, calculated by the 
product of the mean velocity and CSA, show an over-estimation by the Intspiral VV sequence of 
~25% which is the approximate increase in CSA of the ROIs used for measurement.  As the ROIs 
were drawn subjectively, this may account for much of the difference in the ROI CSA and flow-
rates.  The ROI depiction was also likely to be affected by the spatial interpolation of the 
Intspiral VV reconstruction, as discussed in detail below.  In the second in vitro validation 
(Section 4.3.2), more rigorous work concerning the ROIs will be presented. 
The peak velocities also had good correlation but the gated-GRE measurements were 
consistently smaller than the Intspiral VV peak velocities.   
The flow-rates between the Intspiral VV had an overestimation compared to those from gated-
GRE.  The difference was due to the smaller CSA of the ROI on the GRE images, which would 
equate to a circle of radius 2 mm, compared to the ROI drawn on Intspiral VV images which had 
a radius of 2.25 mm.  This ROI area underestimation was seen with the gated-GRE and not with 
Intspiral VV mainly because the Intspiral VV images were interpolated during reconstruction to 
a higher resolution (0.3x0.3 mm) while the gated-GRE images were not (1x1 mm).  The increase 
in Intspiral VV ROI radius is equal to one of the interpolated pixel widths; the interpolation 
allows easier depiction of the tube ROI.  Some of the minor differences between them could 
potentially also be attributed to flow variability caused by the stability of the pump. 
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In summary, these results show that similar mean velocities were recorded for both the gated-
GRE and Intspiral VV, while flow was somewhat overestimated by Intspiral VV compared to that 
measured by gated-GRE; this may have been due to ROI delineation errors and a CSA 
underestimation by gated-GRE.  The mean velocity measurements indicate that the Intspiral VV 




4.2.3 In Vivo Validation 
 
4.2.3.1 Introduction 
The in vitro flow phantom measurements described in Section 4.2.2 gave sufficient confidence 
that similar results should be also be found in vivo.  The sequence parameters were unchanged 
between in vitro and in vivo scanning. 
 
4.2.3.2 Methods 
Seven volunteers with no history of lower limb venous diseases were recruited. Informed 
consent was obtained and the study was conducted with approval from the local ethics research 
committee. The subjects lay prone with one leg slightly raised by resting the anterior surface of 
the ankle on a foam support (~ 10 cm high) such that any remaining weight acted on the 
anterior surface of the leg, mainly the tibia (Figure 4.5).  Because the deep veins run posterior to 
the tibia, this avoided any further compression of the easily deformed veins by minimising 
pressure on the posterior muscles of the calf.  The pair of carotid surface coils (Section 3.2.4.5) 
were gently positioned either side (left and right) of the proximal calf (i.e. just below the knee), 
using a Velcro strap, and were also arranged to avoid any unintentional compression of the calf 
and veins.  Sandbags were placed either side of the calf, around the coils, to provide support 
against any involuntary motion during the session, particularly the longer conventional scan. 
 




Figure 4.5: Subject leg positioning below the knee with a) foam support, b) coil placement either 
side of the calf and c) sandbags for leg and coil support 
 
 
It was necessary to ensure a consistent venous flow during the comparison of the two 
sequences, and this was achieved using metronome guided breathing, as previously described 
in Section 3.2.1 and also employed in previous ultrasound measurements (Miller et al. 2005; 
Downie et al. 2007; Downie et al. 2008).   The frequency of the metronome was set to 0.14 Hz 
(symmetric square wave, 7 s cycle) with expiration whilst the LED was lit during the first 3.5 
seconds of each cycle, and inspiration while the LED was off.  This metronome guided deep 
breathing results in a regular venous velocity waveform that enables the use of gating over the 
respiratory cycle to obtain the standard gated-GRE acquisition against which the real-time 
Intspiral VV sequence was compared.   
Initial localisers were used to find a length of vein in the upper calf running approximately 
perpendicular to the transverse slice with no confluences (Figure 4.6).  Once a suitable slice had 
been selected, the subjects were asked to start performing the metronome guided breathing 
exercise continually until advised of the end of the session.  Scans were not initiated until at 
least 30 seconds after beginning the guided breathing.  The gated-GRE scan was acquired first 
followed by the real-time sequence in all cases. 
 




Figure 4.6: bSSFP localiser transverse images showing local anatomy for two subjects at 
approximately similar levels in the calf, (a) with two deep veins – popliteal (PV) and secondary 
(SV) and (b) with a single deep vein – popliteal (PV). The popliteal artery is also shown (PA) in 
these images because they were acquired using a localiser sequence that does not include the 
arterial suppression procedure employed in the venous flow imaging. 
 
4.2.3.3 Image Analysis 
All images were examined using CMR Tools [Cardiovascular Imaging Solutions, London UK] and 
the cross-sectional mean velocity (V) was measured from the largest deep vein(s) in the 
transverse slice, shown in Figure 4.6 (a) popliteal and secondary veins or (b) single popliteal 
vein depending on subject and slice location).  ROIs were manually (i.e subjectively) drawn 
around the vessels of interest using the magnitude image showing the greatest in-flow 
enhancement for each sequence.  The ROI was copied to the entire respective cine series of 
phase contrast velocity maps to obtain the cross-sectional mean velocity as a function of time 
(this shall be called the “velocity waveform V(t) ”).  The ROI for each vein was of a fixed location 
and size throughout each series of velocity maps.  A second ROI was drawn in the muscle mass 
within 3 cm of the measured veins so that background phase errors could be corrected by 
subtraction from the vessel ROI, assuming negligible phase slope over the distance between the 
two ROIs. It was assumed that the muscle remained stationary and so provided a background 
correction for the velocity waveforms V(t).  For comparison of the two sequences, the temporal 
peak Vp of the velocity waveforms V(t) was measured.  Note that this peak velocity Vp is a 
temporal peak of the ROI mean velocity over the vessel, unlike the spatial peak velocity of the in 
vitro validation section which used steady flows.  For estimates of inter- and intra-observer 
reproducibility, the entire image analysis procedure was repeated on each series of velocity 
images.  Inter-observer and intra-observer variability was assessed using the percentage change 
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in Vp between their measurements of each subject.  The temporal peak flow and cumulative 
flow over the respiratory cycle were calculated for each subject.  
It is a predictable consequence of the methods that the velocity waveform V(t), measured from 
the 23 frames of the respiratory cycle acquired by the segmented-GRE sequence, represents a 
weighted average over the 2.5 minute duration of the scan, whereas the velocity waveform 
measured from the ISP sequence shows sub-second ‘real-time’ venous flow variations.  
However, both acquisitions were made during the metronome guided respiration and should be 




The velocity measurements from the two sequences were compared using average percentage 
differences (signed and absolute) and linear regression.  Linear regression as used as the GRE 
data was considered a standard to compare the real-time Intspiral VV against.  These tests were 
performed on the temporal peak velocities (Vp) in the deep veins comparing the gated-GRE and 
real-time Intspiral VV data.  Further, to test for differences other than the predictable sensitivity 
of the real-time sequence to short-term variations, the statistical comparison was repeated 
between the GRE and time-averaged ISP data.  The short-term variations in the un-gated 
Intspiral VV V(t) waveform were smoothed by averaging it over 4 metronome cycles.  For all the 
statistics, the 12 veins measured in the 7 subjects were treated as separate measurements 
(n=12) (2 subjects had a single deep vein, e.g. Figure 4.6 b). 
 
4.2.3.5 Results 
Example images from both sequences can be seen at peak inflow enhancement for one subject 
in Figure 4.7.  For all but one of the subjects, V(t) measured from both sequences followed 
respiration with maximum velocity during expiration and minimum velocity, in some cases 
negative (i.e. towards the feet), during inspiration (Figure 4.8).  The waveform observed in the 
remaining subject was reversed with respect to the subject’s respiration, with maximum 
velocity during inspiration and minimum during expiration.  Several subjects’ waveforms 
measured using the un-gated spiral sequence showed distinct shorter term variations (arrows 
Figure 4.8b) superimposed on the main respiratory induced waveform with variable amplitude 
between subjects.  In order to test whether the apparent short term flow variations were caused 
by stationary background variations, the temporal variations in stationary muscle tissue ROIs 
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placed near to the vein were recorded in one subject.  These showed no relationship with the 
short-term variations from the same images, with a correlation coefficient of -0.155 (Figure 4.8). 
 
 
Figure 4.7: Example images at peak inflow enhancement for one subject showing (left) 
magnitude images and (right) corresponding PC velocity maps; using the (a,b) GRE and (c,d) 
Intspiral VV  sequences respectively. Some ghosting of the veins occurred along the phase-
encode direction on the GRE velocity image (arrows).  The ghosting is probably associated with 
some variation in the subject’s response to the metronome during several minutes of GRE 
scanning.  The blood in the artery between the two veins appears dark because of the proximal 
saturation procedure (Section 3.2.2).  Example images at peak inflow enhancement for one 
subject showing (left) magnitude images and (right) corresponding PC velocity maps; using the 
(a,b) GRE and (c,d) Intspiral VV  sequences respectively. Some ghosting of the veins occurred 
along the phase-encode direction on the GRE velocity image (arrows).  The ghosting is probably 
associated with some variation in the subject’s response to the metronome during several 
minutes of GRE scanning. 
 




Figure 4.8:  Example mean venous blood velocity waveforms, V(t). The metronome timing is 
shown by the green bars which indicate when the LED was on (expiration).  (a) gated-GRE, one 
cycle real-time Intspiral VV (ISP) and 4 cycle averaged Intspiral VV (avISP); b) Intspiral VV V(t) 
from deep vein with short-term variations (examples arrowed) and muscle ROI from close 
proximity to the measured vessel; c) real-time V(t) from deep vein showing higher venous 
velocity with less short term variation,  shaded region shows the V(t) section used for Intspiral 
VV (ISP) cumulative flow calculation; d) real-time V(t) from deep vein from subject with 
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‘reversed’ venous response.   It was suspected that this reversal of the venous flow response 
with respect to the respiratory cycle was attributable to a different breathing method (rib-
cage/abdominal); however, it was not considered to be of great importance so long as the same 
method was sustained for scanning using both sequences for comparison.   
 
 
The temporal peak velocity (Vp) measured by both sequences for each subject are shown in 
Table 4.4.  The peak measurements from the un-gated Intspiral VV (ISP) sequence were higher 
than those measured from the segmented-GRE sequence, except in one subject.  The average 
over all veins of the signed % difference was 11.5% and of the absolute % difference was 13.8%.  
This was also shown with linear regression, R2 = 0.945 (Visp = 0.961 Vgre + 0.541) (p<0.001), 
(Figure 4.9).  Measurements from the four-cycle averaged, real-time Intspiral VV (ISP) results 
were closer to the GRE results (signed % difference = -6%, absolute % difference = 9%) but 
generally lower than the GRE results.  For the four-cycle averaged results, the linear regression 
had R2 = 0.975 (Visp = 0.785 Vgre + 0.547) (p<0.001) (Figure 4.9). 
  





Vp (cm/s) Area (mm2) Fp (ml/s) Fc (ml) 
GRE  ISP  avISP GRE ISP GRE ISP GRE ISP 
1.1 2.08 2.45 2.15 5.67 7.12 0.118 0.174 0.320 0.488 
1.2 1.87 2.39 2.10 13.41 10.72 0.250 0.257 0.702 0.623 
2.1 5.99 7.11 5.51 23.53 22.82 1.408 1.622 3.232 2.736 
2.2 2.36 3.19 2.19 7.22 5.89 0.170 0.188 0.322 0.239 
3.1 4.10 4.34 3.81 4.96 5.39 0.203 0.234 0.798 0.751 
3.2 5.07 5.30 4.54 7.16 8.57 0.363 0.454 1.410 1.374 
4.1 6.43 7.56 6.08 13.09 14.71 0.842 1.112 2.731 2.324 
4.2 1.13 1.38 1.08 3.61 2.26 0.041 0.031 0.130 0.048 
5.1 3.29 3.75 3.43 9.03 7.63 0.297 0.203 0.974 0.545 
5.2 4.29 4.38 4.05 14.31 15.63 0.613 0.445 2.126 1.249 
6.1* 8.42 8.56 6.73 25.98 31.40 2.186 2.689 5.544 6.221 
7.1* 6.78 5.90 5.54 26.63 40.83 1.805 2.409 5.939 6.538 
Table 4.4: Temporal peak velocity (Vp (cm/s)) measured using gated-GRE, Intspiral VV (ISP) 
and 4 cycle averaged Intspiral VV (avISP) also showing peak flow (Fp (ml/s)) and cumulative 
flow (Fc (ml/resp. cycle)) from both gated-GRE and Intspiral VV (ISP) velocity measurements.  
( * subjects with single deep vein only) 
 
 




Figure 4.9: Temporal peak venous blood velocity, Vp, measured from Intspiral VV (ISP) plotted 
against the corresponding gated-GRE measurements also showing the calculated linear 
regression (blue).  The 4-cycle averaged Intspiral VV (avISP) data is plotted in red against gated-
GRE (Line of identity shown as dotted line). 
 
 
The calculated peak venous flow for each subject (i.e. at Vp) and the cumulative flow per 7 
second cycle are also shown in Table 4.4, based on the same ROIs as used above.  The peak flows 
of the gated-GRE and Intspiral VV (ISP) results were again highly correlated (R2 = 0.972, FISP = 
1.276 FGRE -0.064) (p<0.001), but with an average percentage difference (signed 6.9% , absolute 
22.9% ) showing higher peak flow measured using the real-time Intspiral VV (ISP) sequence.  
The cumulative flows over one respiratory cycle generated from the gated-GRE waveform and 
the real-time VV waveform were also highly correlated with R2 = 0.984 ((FISP = 1.100 FGRE - 
0.294) (p<0.001), the signed percentage difference was -18.5% and the absolute percentage 
difference was 28.9%. 
 
The reproducibility of velocity measurements, regarding ROI delineation, was calculated as 
inter and intra-observer percentage differences in the Vp values.  For Vp measurements: intra-
observer absolute % differences were 11.3% for GRE and 17.6% for Intspiral VV and inter-
observer absolute % differences were 8.5% for GRE and 7.3% for ISP.  For peak flow (Fp) 
measurements, intra-observer absolute % differences were 25.8% for GRE and 17.6% for 
Intspiral VV and inter-observer absolute % differences were 29.1% for GRE and 23.6% for ISP. 





The 4-cycle average of the real-time venous data produced a more similar velocity waveform to 
that of the GRE sequence due to the smoothing of several causes of variations seen in the real-
time velocity waveforms.  One source of these variations was probably respiratory, as although 
volunteers were instructed to continue breathing in the same way throughout the whole scan 
session, drift in performance could not be eliminated.  Another variation seen in the real-time 
velocity waveforms was regular, shorter-term pulses in mean velocity which are probably due 
to cardiac pulsations, as discussed further below. 
The Intspiral VV velocity-time waveform V(t) showed an average 11.5% increase in the 
measured Vp compared to that measured from the GRE sequence, which is predominantly 
caused by the Intspiral VV sequence’s ability to detect any short term variations in flow (Figure 
4.8 b).  The real-time velocity waveforms V(t) are similar to those acquired in previous 
ultrasound measurements, taken from a larger proximal vein under similar metronome 
guidance (Downie et al. 2008) .  The absence of any correlation with stationary tissue 
background velocity offset further indicates that these short term pulses are likely to be 
genuine, since they are much larger than the random noise in the stationary tissue ROI.  The 
Intspiral VV velocity measurements showed these short term pulses, superimposed on the main 
respiratory variation, to have variable amplitude between subjects (Figure 4.8 b,c,d).  With a 
period of approximately 1 second, they were probably cardiac cycle related, a suggestion 
supported by data from one further scan in a subject who had a mild form of arrhythmia (Figure 
4.10 a).  A further demonstration of the real-time nature was also conducted as muscle 
contractions (Figure 4.10 b) where a subject tensed and relaxed their calf muscles with the 
metronome cycle, whilst also performing an end-expiratory breath-hold, demonstrating how 








Figure 4.10: Examples of the use of Intspiral VV showing mean venous blood velocity from the 
great saphenous vein a) during breath-hold with the ECG trace (faint line with vertical lines at 
each R-wave) demonstrating the cardiac origin of short-term variations via the subject’s 
arrhythmia and b) an intra-muscular vein during calf muscle contraction (C) and release (R). 
 
 
The gated-GRE sequence provided a non-uniformly time-averaged velocity waveform over 23 7-
second respiratory cycles and showed the effect of deep breathing on the venous blood flow 
(Figure 4.8 a)).  The velocity waveform measured from the phase contrast velocity maps 
generated by the gated-GRE sequence also compared well with previous ultrasound 
measurements, although those were made in a larger, downstream (femoral) vein and averaged 
from 5 subjects over 200 breaths under similar metronome guidance (Miller et al. 2005).  
However, the GRE measurements had the practical disadvantage of requiring the subjects to 
breathe deeply and consistently with the metronome for several minutes. 
The metronome guided deep breathing (Miller et al. 2005; Downie et al. 2008) established a 
regular venous blood velocity waveform over the respiratory period.  This not only provided a 
regular venous velocity waveform for comparison of the sequences but also allowed the use of 
gating for the conventional gated-GRE sequence.  It assumes that the respiratory induced 
velocity waveform has minimal variation between respiratory cycles, an assumption likely to be 
perturbed by breathing variations in both amplitude and synchronicity with the metronome, 
especially as the MRI scanner’s trigger was the metronome rather than the respiratory motion 
itself.  The variability of the subject’s breathing response to the metronome over the 2.5 min 
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scan may have resulted in phase-encode ghosting artefact of the vein.  The small degree of 
ghosting from the veins in the gated-GRE images (Figure 4.8 b) provided some indication of 
variable respiratory response to the metronome and was much more marked during the rise 
and fall of the velocity waveform where slightly variable timing of the volunteer’s response to 
the metronome would cause most variation in the phase of the veins’ raw-data.  The short-term 
cardiac related pulsations would also contribute to ghosting to a lesser extent, shown by lower 
level or no ghosting during steady or stationary flow periods, also depending on their relative 
amplitude compared to the respiratory induced velocity. 
Besides the metronome guidance, the subjects were not instructed to use any particular 
breathing mechanism, such as accessory inspiratory muscle (ribcage) or diaphragm breathing 
(Section 2.1.3).  For the purpose of sequence comparison, it was assumed that a consistent 
breathing response during the session was the most important aspect of their breathing, rather 
than which muscles were used.  The subjects had similar velocity waveforms with respect to 
their breathing cycle, except in one where the reversal was unexplained.  The regular velocity 
waveform, assumed to be induced by the deep breathing with metronome guidance, was also 
essential in providing a consistent in vivo flow for comparison of the two sequences, despite the 
limitations of requiring volunteer compliance throughout the experiment.  Without this “driven 
respiration” the variability in venous flow during free breathing would have rendered direct 
sequence comparison impossible.  
The temporal peak velocity, Vp, values (Table 4.4, Figure 4.9) were variable, having a large 
range from VV measurements, 1.38 to 8.56 cm/s.  Similarly, the cumulative flow per vein per 
respiratory cycle, calculated from VV measurements, ranged from 0.05 to 6.54 ml. The subjects 
with two measured veins had a mean combined flow of 2.11 ml from their veins and the two 
subjects with a single larger vein had a mean flow of 6.38ml.  This difference was most likely 
either due to the variable inter-subject venous anatomy or to the two subjects with a single vein 
being imaged at a more proximal location than other subjects after the confluence of all the 
smaller veins (Figure 4.6).  There was some difficulty in identifying a consistent location relative 
to the venous structure for venous velocity mapping, due to the highly subject-dependent 
venous anatomy with the confluences of vessels occurring at different levels and also the 
presence of secondary veins.  The velocity measurements and calculated flow were only 
performed in the deep veins in the imaged slice however the venous blood does not have a 
discrete path and in some subjects flow may have been diverted to other vessels, such as the 
superficial veins (Section 2.1.2).  The anatomical differences therefore likely account for a large 
degree of the variability of the vessel size, venous blood velocity and flow differences between 
subjects but also the subjects’ response to the metronome guided breathing.  Also, the use of 
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multiple veins from the majority of the subjects in this study, 2 from each of 5 subjects and 1 
from each of 2 subjects, which were all treated as truly independent measurements, is 
potentially arguable. 
The linear regression of the Vp values for the Intspiral VV and 4-cycle averaged Intspiral VV 
(avISP) sequences against the GRE sequence both yielded slopes (X1) less than 1, with positive 
intercepts (Y) approximately 0.5 cm/s.  However, the Intspiral VV Vp had an average signed % 
over-estimate of 11.5% and the avISP Vp had an average signed % under-estimate of 6%.  By 
forcing the linear regression intercepts through 0, as would be expected, the slopes become X1 = 
1.062 (R = 0.932) for ISP and X1 =0.902 (R = 0.938) for avISP which is more in line with the 
signed % differences.  The avISP slope and signed % differences still show a decrease in Vp 
compared to the GRE, which could be explained by variations in respiration but is probably 
more likely to be a relaxation of the subject’s compliance with the breathing exercise 





The results from both the phantom and in vivo studies indicate that the Intspiral VV sequence 
provided sufficient accuracy, up to 25% error (estimated from the in vitro flow results), for the 
measurement of venous blood velocity and flow compared with the standard gated-GRE 
sequence.  The real-time nature of the Intspiral VV sequence shows the variation of respiration 
depth and synchronisation performed by subjects during metronome guided breathing.  This 
sequence had sufficient temporal resolution to show possible cardiac variations on top of the 
main waveform V(t). 
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The previous in vitro flow phantom study (Section 4.2.2) validated the use of the Intspiral VV 
sequence against the gated-GRE sequence.  To validate the Intspiral RV/Vmod sequences the 
flow phantom study was repeated, but in this section the measurements were also taken over a 
larger range of velocities, similar to those expected in response to stimuli other than deep 
breathing such as Intermittent Pneumatic Compression. 
 
 
4.3.2 In vitro Flow Phantom 
 
4.3.2.1 Methods 
The flow phantom was modified to eliminate possible artefacts resulting from FOV wraparound 
due to the stationary water tank extending outside the acquired FOV.  The basin surrounding 
the flow tube was replaced with a plastic plant trough (400 mm length, width from 111 mm at 
the bottom to 150 mm at the top, and depth 125 mm).  A section in the centre of the length of 
tubing was taped to the two ends of the trough using duct tape and stretched along the bottom 
lengthwise, approximately horizontally (Figure 4.11).  The trough was filled to a depth of ~30 
mm such that all stationary fluid lay within ~120 mm FOV.  This depth of water covered the 
tubing using ~ 1 L of tap water (T1 ~ 1s, T2 ~0.1s) which was doped with ~ 5 ml of 0.5 mmol/ml 
Gadodiamide [Omniscan, Nycomed Amersham plc, UK] in order to shorten the T1 of the tap 
water (T1~ 85ms, T2 ~10ms; using relaxation coefficients R1 = 4.2 and R2 = 3.6s/mmol) and 
reduce fresh-inflow artefacts related to small residual flow within the water in the trough, and 
also reduce potential refocusing of signal from previous TRs that can generate stimulated 
echoes.  The tubing was again run through the waveguide in the room shielding of the scanner 
into the control room where one end was attached to the pump and the other returning into the 
water reservoir of the pump, filled with ~ 6 L of tap water doped with ~ 10 ml 0.5 mmol/ml 
Gadodiamide (T1~ 285ms, T2 ~35ms).  The same arrangements as in Section 4.2.2.1 were used 
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to adjust the flow.  The imaging slice was chosen such that the flow profile had the majority of 




Figure 4.11: Flow phantom showing, plastic tubing attached to each end and stretched along the 
bottom of the plant trough using duct tape.  An approximate slice location is shown towards the 




Figure 4.12: bSSFP localiser images showing the slice location for velocity-encoded image 
acquisition: a) sagittal view along the tubing, showing transverse slice location within the 
trough and the surface coil coverage, b) smaller FOV sagittal view, c) transverse image showing 
(in yellow) the FOV used by Intspiral acquisitions (150 x 150 mm) (the marker at the centre of 
the yellow box partially obscures the tube in this figure).  Arrows indicate the direction of flow 
on a) & b). 
 




The stabilisation period between adjusting the flow and scanning was extended to 5 minutes to 
further ensure the flow rate had settled.  An un-gated, single image version of the GRE velocity 
mapping sequence (sGRE) was used, with measurements before and after the 2 real-time spiral 
measurements to check for flow stability over the scanning duration and also for comparison of 
the GRE with the real-time sequences.   
The acquisition duration was minimised to ~ 3 s for each sequence which further reduced the 
potential drift in flow rate, compared to the long scanning durations used previously (Section 
4.2.2).  Image interpolation was turned on for all sGRE ‘online’ image reconstruction and 
Intspiral VV and RV images were reconstructed to 0.5 mm to yield the same interpolated 
resolution (0.5x0.5 mm) across all images from the different sequences. 
The measurement protocol at each flow-rate was as follows:  
1. Stabilisation period 5 mins 
2. Frequency adjustment 
3. sGRE-pre 
4. Intspiral VV x 10  
5. Intspiral RV x 10 
6. Intspiral Vmod x 10  
7. sGRE-post 
Two series of flow measurement s were made, one for VENC = 50 cm/s and one at the lower 
range previously investigated, VENC = 10 cm/s.  For the lower range, VENC = 10 cm/s, the 
Intspiral RV data was also used as the Intspiral Vmod data as explained below. 
As described in Chapter 3 (Sections 3.4), the Intspiral RV sequence is problematic for in vivo 
measurements due to the residual slice select M1 remaining on the R image causing a small 
velocity sensitivity (VENCabs =291.5 cm/s).  Changes in velocity between R and V images would 
invalidate the results.  For this phantom work with stable flow throughout scans it was deemed 
reasonable to use the RV sequence for this comparison. 
 
High Range (VENC 50cm/s) 
The flow was initially set to the maximum output of the pump, which gave a peak velocity of 
approximately 60 cm/s through this arrangement of the tube phantom.  Between 
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measurements, the velocity was reduced by manipulating the valve and was left to stabilise for 
5 mins before scanning.  This process was repeated, taking measurements until reaching zero 
flow-rate.   
For the VENC of 50 cm/s the V image of the Intspiral RV sequence had a corresponding VENCabs 
of 60.4 cm/s.  For the Intspiral Vmod data, a separate Intspiral RV scan with VENC 43 cm/s was 
used to achieve the required VENCabs of 50.5 cm/s in the V images.  
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Detailed sequence parameters: 
Sequence Parameters sGRE Intspiral VV Intspiral RV Intspiral Vmod 
FOV (mm) 130 x 101  
(read x phase) 
150 x 150 150 x 150 150 x 150 
Res (acq / recon) (mm) 1 / 0.5 1/ 0.5 1 / 0.5 1 / 0.5 
Slice thickness (mm) 5 5 5 5 
Flip angle (°) 15 30 30 30 
TE (ms) 5.50 3.65 4.05 4.17 
TR (ms) (between RF 
pulses) 
7.75 32.30 32.70 32.82 
No. Interleaves - 4 4 4 
VENC (cm/s) 50.0 50.0 50.0 50.5 
Tv (ms) (time per vel. 
image) 
2.3 258.40 130.80 131.28 
Repetitions 1 40 85 85 
Tacq (s) 2.3 10.3 11.1 11.1 
Read Duration ms - 25.78 25.78 25.78 
Excitation Gaussian Water Excitation Water Excitation Water Excitation 
Echo asymmetry 23% - - - 
Bandwidth / Sample 
Duration 
592 Hz/pixel 2.5 μs  2.5 μs 2.5 μs 
Matrix (interpolated) 260x202 300x300 300x300 300x300 
Arterial Suppression No No No No 
Averages 1 - - - 
Table 4.5 High range detailed sequence parameters 
 
(RV and Vmod repetitions include 2 stabilisation, 3 reference and 80 velocity-encoded) 
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Low Range (VENC 10 cm/s) 
Similar to the first phantom validation measurements (Section 4.2.2), velocities in the range of 
10 cm/s were also investigated.  The stopcock valve and the clamp were adjusted until only a 
small degree of velocity wrap was observed on sGRE velocity pilot scans.  In between the sets of 
sGRE and Intspiral MRI measurements at each flow-rate, the clamp was closed further in small 
increments.  Measurements were taken at each ‘flow step’ after the 5 mins stabilisation period. 
Detailed sequence parameters are given below; the major change is that the narrower velocity-
encoding range requires greater velocity-encoding pulses which extend the TE and TR of the 
spiral images. 
With the VENC at 10 cm/s the M1 of the velocity image for Intspiral RV was much larger than the 
residual slice-select M1, as described in Section 3.4. The same Intspiral RV data was therefore 
used for both RV and Vmod reconstructions.  The corresponding VENCabs of the V images used 
for the Vmod processing was 10.5 cm/s and this small difference was corrected during the 
analysis of data. 
  
4.3 Validation 2 
199 
 
Sequence Parameter sGRE Intspiral VV Intspiral RV (Vmod) 
FOV (mm) 130 x 101 (read x 
phase) 
150 x 150 150 x 150 
Res (acq -> recon) (mm) 1 / 0.5 1 / 0.5 1 / 0.5 
Slice thickness (mm) 5 5 5 
Flip angle (°) 15 30 30 
TE (ms) 5.91 4.97 5.93 
TR (ms) 8.13 33.62 34.58 
No. Interleaves - 4 4 
VENC (cm/s) 10 10 10 (10.5) 
Tv (ms) (time per vel. image) 2.3 268.96 138.32  
Repetitions 1 40 85 
Tacq (s) 2.3 10.8 11.8 
Read Duration ms - 25.78 25.78 
Excitation Gaussian Water Excitation Water Excitation 
Echo asymmetry 23% - - 
Bandwidth / Sample Duration 592 Hz/pixel 2.5 μs  2.5 μs 
Matrix (interpolated) 260x202 300x300 300x300 
Arterial Suppression No No No 
Averages 1 - - 
Table 4.6: Low velocity-range detailed sequence parameters.  (Vmod reconstructions were 
performed on the RV data as the M1 on the V image corresponded to a VENC of 10.5 cm/s) 
 
(RV repetitions include 2 stabilisation, 3 reference and 80 velocity-encoded) 
 
 




Analysis was performed similarly to the first flow phantom with several adjustments.  The last 
image pair for each real-time scan was used for analysis.  Background offset corrections to the 
velocity measurements were performed using the average offset measured in ROIs positioned 
on both sides of the tube.  The offset was subtracted from the value measured in the tube. 
It is well-known that ROI delineation is a major factor in the accuracy of flow measurements in 
small vessels (Section 2.4.1), as demonstrated by the difference between GRE and Intspiral 
measurements in the in vitro work in Section 4.2.2 above. 
Therefore in the second validation, two approaches to the ROI delineation were used.  The first 
was more subjective (as in the earlier validation work of Section 4.2.2) while the second 
approach imposed a more systematic method. 
 
4.3.2.2.1 Subjective Approach 
This approach is labelled ‘manual ROI method’ in the Results and Discussion sections below.  
For the images at each separate flow-rate, ROI’s were drawn on the magnitude images.  In the 
cases of the sGRE and Intspiral RV, the reference magnitude images were used.  For the Intspiral 
VV images the average of the two velocity-encoded magnitude images was used.  In the Intspiral 
Vmod approach, the magnitude of the V image was used.  The image display software’s 
(CMRTools) brightness and contrast ‘window levels’ were adjusted so that the lower limit was 
set to threshold the noise signal in the position just below the tube and the upper limit to the 
peak signal level within the background water.  This maintained a similar display brightness 
and contrast for all of the flow measurements from each sequence.   
Following this adjustment of the display settings, ROIs were then drawn manually and 
subjectively with no further prescription of any criteria for border definition.  
The ROI’s were copied to the respective velocity image, where mean and peak velocity 
measurements were taken and flow calculated as before.   
 
4.3.2.2.2 Rigorous Approach 
The analysis was repeated with the ROI’s redrawn in a more defined manner.  This approach is 
labelled ‘Rigorous ROI method’ in the Results and Discussion sections below.  This time, the 
images acquired at zero flow were used to draw the ROIs for each sequence.   
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In the cases of the sGRE and Intspiral RV, the reference (R) images were used.  For the Intspiral 
VV images, the average of the two velocity-encoded magnitude images was used.  For the 
Intspiral Vmod approach, the velocity-encoded (V) image was used. 
An initial ROI was drawn within the tubing at zero flow-rate to obtain a Full Width Half 
Maximum (FWHM) threshold,  a ‘mask’ image at half the average signal level  (i.e. a 2-value 
greyscale image with black pixels below that level and white pixels above it) (Figure 4.13 (left)).   
An ROI was then drawn to include all of the mask images’ bright pixels (Figure 4.13 (right)) (i.e. 
where the vessel brightness exceeded ~ half its mean brightness) and was used for all images 
from that sequence.  This procedure was intended to provide a less subjective definition of the 




Figure 4.13: (left) Threshold image at half the mean signal in the tube on the magnitude image 
and (right) ROI drawn to cover ‘white’ pixels in the tube as used in the rigorous ROI method. 
 
4.3.2.3 Results 
Figure 4.14 shows images from each of the sequences: sGRE, VV, RV and Vmod.  The magnitude 
images shown for sGRE, RV and Vmod are the ‘reference’ (velocity compensated or minimally 
velocity-encoded respectively) and for VV was the average of the two velocity-encoded 
magnitude images as these were used for ROI delineation.  
The first set of results shown, Figure 4.15 & Figure 4.16, used the manual method for defining 
the ROI.  The results are shown separately for the two velocity ranges used.  The high velocity 
range (50 cm/s) results are shown in Figure 4.15 where results for sGRE-post, VV, RV, Vmod 
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were plotted against the sGRE-pre measurements, and related linear regression coefficients 
shown in Table 4.7.  Similarly, the low velocity range (10 cm/s) are shown in Figure 4.16 and 
related linear regression coefficients again shown in Table 4.7.   
The second set of results measured from the same images were conducted with the more 
rigorous ROI method and are shown in Figure 4.17 & Figure 4.18 with the associated linear 
regression coefficients in Table 4.8.  
 
 




Figure 4.14: Example magnitude images and velocity maps of the phantom with peak velocity 
near the maximum of the velocity range:  (a,b) sGRE, (c,d) VV, (e,f) RV, (g,h) Vmod.  For the 
sGRE, RV and Vmod magnitude images the reference image is shown and for VV is the average 
of the ‘symmetric’ velocity-encoded magnitude images. 





Figure 4.15: High velocity range (50 cm/s) measurements with manually drawn ROI showing: a) 
mean velocity (cm/s), b) peak velocity (cm/s), c) flow rate (ml/s) and d) CSA (mm2). 
 




Figure 4.16: Low velocity range (10 cm/s) measurements with manually drawn ROI showing: a) 
mean velocity (cm/s), b) peak velocity (cm/s), c) flow rate (ml/s) and d) CSA (mm2). 
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VENC 50 cm/s 
Figure 4.15 
sGRE VV RV Vmod 
a) Mean Velocity 0.9727 / 0.3752 0.8314 / 0.0045 0.7916 / 0.4765 0.7373 / -5.363 
b) Peak Velocity 1.0199 / -0.9618 1.1344 / -3.7446 1.0154 / -1.9181 0.9971 / -3.3498 
c) Flow Rate 1.019 / -0.0065 0.886 / 0.0209 0.808 / 0.1 0.7946 / -0.8822 
d) mean CSA (mm2) 15.47 / 15.71 16.50 15.84 16.54 
VENC 10 cm/s 
Figure 4.16 
    
a) Mean Velocity 1.0087 / -0.0105 0.8227 / -0.0015 0.7595 / 0.0718 0.7371 / -1.6281 
b) Peak Velocity 1.0047 / -0.0349 1.009 / 0.2214 0.9361 / -0.0731 0.9203 / -0.7787 
c) Flow Rate 0.982 / 0.0025 0.8705 / 0.0031 0.7746 / 0.0174 0.7789 / -0.2706 
d) mean CSA (mm2) 16.21 / 16.03 17.29 16.93 16.94 
Table 4.7: Manual ROI method linear regression values, presented as X1 / X2 from the fitted (y= 








Figure 4.17: High velocity range (50 cm/s) measurements with the rigorous ROI method 
showing: a) mean velocity (cm/s), b) peak velocity (cm/s), c) flow rate (ml/s).  The ROI areas, 
CSA, (mm2) for each sequence were: sGRE pre = 17.41, sGRE post = 16.87, VV = 17.6, RV = 17.47, 
Vmod = 17.52. 
 
 




Figure 4.18: Low velocity range (10 cm/s) measurements with the rigorous ROI showing: a) 
mean velocity (cm/s), b) peak velocity (cm/s), c) flow rate (ml/s).  The ROI areas, CSA, (mm2) 
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VENC 50 cm/s 
Figure 4.17 
sGRE VV RV Vmod 
a) Mean Velocity 1.0001/ 0.1138 0.8532 / -0.1116 0.7776 / 0.4903 0.78452/ -5.8559 
b) Peak Velocity 1.0221 / -1.0714 1.1418 / -4.0839 1.0222/ -2.2151 1.0035 / -3.6457 
c) Flow Rate 0.9691 / 0.0192 0.8626 / -0.0196 0.7803 / 0.0857 0.76987 / -1.0005 
CSA (mm2) 17.41 / 16.87 17.6 17.47 17.52 
VENC 10 cm/s 
Figure 4.18 
    
a) Mean Velocity 1.0099 / 0.0037 0.8075 / -0.0258 0.7224 / 0.0785 0.74497 / -1.5901 
b) Peak Velocity 1.0014 / -0.0089 1.0148 / -0.2652 0.9412 / -0.1216 0.9103 / -0.82618 
c) Flow Rate 0.9752 / 0.0006 0.8654 / -0.0049 0.7565 / 0.0146 0.7458 / -0.28801 
CSA (mm2) 17.73 / 17.12 19.00 18.57 17.62 
Table 4.8: Rigorous ROI method linear regression values, presented as X1 / X2 from the fitted 
(y= X1*x + X2) for figures 4.18 & 4.19 (all R2 > 0.99).  The CSA shown for sGRE is presented as 




The following applies to both manual and rigorous ROI methods. 
The results comparing the pre and post sGRE measurements show excellent agreement for 
mean velocity, peak velocity and flow rate, indicating that the flow could be considered stable 
over the scanning duration at each flow setting.  Both of the interleaved spiral measurements 
underestimated the mean velocity and flow rates compared to those measured from the sGRE, 
by similar amounts for both high and low VENC values (the high and low ‘ranges’), 
underestimating by approximately 15% and 25% for VV and RV respectively.  The peak velocity 
measurements indicate that the velocity-encoding sensitivities of the sequences are similar.  
However, the VV sequence overestimated the peak velocity by up to 15% for the high range, 
while showing very good agreement over the low range.  The RV sequence had very good 
agreement over the high range and underestimated by as much as 6% over the low range as 
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seen from the linear regressions (Table 4.7 & Table 4.8) i.e for manual and more rigorous ROI 
definitions.   
The Vmod reconstruction also underestimated the velocity measurements.  The linear 
regressions show that the Vmod reconstruction had a similar correlation to the sGRE-pre 
measurements as did the RV measurements, although the Vmod data had a negative offset.  The 
offset for mean velocity was -5.36 cm/s (10.7%) at VENC 50 cm/s and -1.63 cm/s (16.3%) at 
VENC 10 cm/s.  The peak velocity measurements showed better agreement of the slope of the 
linear regression, again with negative offsets.  The offset for the peak velocity was less than that 
of the mean velocity, -3.65 cm/s (7.3%) at VENC 50 cm/s and -0.83 cm/s (8.3%) at VENC 10 
cm/s.  These offsets were constant throughout the series of measurements for both the VENCs 
of 50 and 10 cm/s (Figure 4.15 & Figure 4.16). 
A potential source of the Vmod method’s phase error causing the velocity offset is off-resonance 
of the tube itself which is uncorrected by the Vmod procedure.  Alternatively, the slightly 
different concentrations of gadolinium in the trough and in the tube may also have caused the 
off-resonance.  Either of these sources of off-resonance would explain why a VENC of 10 cm/s 
has a larger offset because of the different TEs related to the larger velocity-encoding gradients 
required for the VENCs of 10 cm/s compared to 50 cm/s.  The velocity offsets equate to 
frequency offsets of 12.8 Hz and 13.7 Hz respectively.  Frequency off-resonance as a potential 
error source is investigated in Chapter 5. 
The offset in the Vmod measurements was constant over the measurements from both the high 
and low velocity ranges.  With the flow set to zero, any non-zero phase within the tube on the 
Vmod images is the tube’s off-resonance phase error and should be able to crudely correct the 
offset.  To test this idea, an average of the phase within the tube from three zero flow 
measurements, confirmed by SGRE-pre and SGRE-post, was subtracted from the mean and peak 
velocity Vmod measurements for both the high and low velocity ranges separately (and is 
labelled “Vmod Corrected”). 
Figure 4.19 shows Vmod and Vmod Corrected measurements plotted against RV measurements 
using the same rigorous ROI.  The mean velocity, peak velocity and flow rate with the 
corresponding linear regressions are shown for the high velocity range (VENC 50 cm/s) on the 
left of the figure and for the low velocity range (VENC 10 cm/s) on the right.  The correction 
does improve the intercept of the linear regression of mean velocity (Figure 4.19 a,b) for both 
high and low velocity ranges and the flow-rate (Figure 4.19 e,f) behaves, predictably, similarly.  
However, the correction is shown to over correct the peak velocity Vmod measurements 
resulting in positive offset larger than the original negative offset.  





Figure 4.19: Comparison of Vmod (blue) and the Vmod Corrected results (red).  The Vmod 
measurements are plotted against the RV measurements of mean velocity, peak velocity and 
flow-rate using the same rigorous ROI. (a,c,e) high velocity range, (b,d,f) low range.  The Vmod 
method is usually successful in reducing the offset as discussed. 
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Observation of the flow profiles from the RV and Vmod reconstructions at zero flow, confirmed 
by sGRE, indicate that the outer pixels within the tube are the likely main contributor of the 
difference (Figure 4.20).  The velocity map from the RV sequence shows a flat profile over the 
tube, since the flow is off and it is a phase-contrast image.  However, the Vmod phase image 
shows a negative phase-shift in the outer pixels within the tube, with only the central pixels 
showing a zero phase.  This phase curvature would be likely to explain the over-correction of 
the peak velocity. 
A possible source of the phase curvature over the tube is susceptibility induced frequency offset 
due to the tube material.  However, a GRE field map (Section 3.6.3) with frequency sensitivity of 
± 105 Hz (static sensitivity due to fixed ΔTE) showed little observable frequency difference 
within the tube, although the estimated ~13 Hz frequency offset is small compared to the 
frequency sensitivity of the field map.   
 
 
Figure 4.20: a) RV Velocity map and b) (uncorrected) Vmod phase image for low range (VENC = 
10 cm/s), at ~ zero flow, windowed to ± half the velocity range (± π/2) showing the expected 
flat phase for the phase-contrast velocity map in (a).  However, the phase image (b) shows a 
phase-curvature across the tube which the Vmod reconstruction cannot correct. (Zoomed in to 
21 x 21 pixels, 10.5 x 10.5 mm) 
 
 
It is well-known that MRI measurements of mean velocity and flow can be inaccurate in small 
vessels covered by few pixels (Section 2.4.1).  This is principally due to ambiguity in ROI 
definition having much greater impact on small ROIs.  The rigorous ROI method was intended to 
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remove some variability of ROI depiction, although the initial ROI used to measure the mean 
signal within the tube was itself subjective and could affect the final ‘rigorous’ ROI.  This method 
resulted in larger CSA and therefore lower mean velocity and flow rates than the completely 
subjective manual ROI method.  However, similar linear regression values to those using the 
manual ROI were produced (Table 4.7 & Table 4.8) due to a similar increase in areas given by 
both of the ROI methods across each of the sequences.  As the CSA of the ROI drawn on the sGRE 
images tended to be smaller than the CSA of ROI drawn on the Intspiral images, the mean 
velocities as measured by the sGRE would be expected to be larger than those of the Intspiral 
sequences.  When these errors in the mean velocity and CSA are small they are expected to 
cancel, as an underestimated CSA results in an increased mean velocity and vice-versa.  This is 
demonstrated somewhat by the small improvement in the slopes of the regression values 
between the mean velocity measurements and calculated flow.  ROI depiction remains a large 
source of the error in these small vessels. 
The discrepancy between these results and those of the initial phantom validation (Section 
4.2.2.3) may be linked to the artefacts which were understood completely only later in the PhD 
work, as explained in Chapter 5. 
The in vitro phantom results showed that the Intspiral VV and RV sequences tended to 
underestimate the standard mean velocity and flow as measured by the GRE sequence, by 
approximately 20 to 25%.  The in vitro peak velocity measurements showed that this was not a 
result of error within the velocity-encoding as these tended to have good agreement.  The Vmod 
reconstruction of the in vitro RV data showed a consistent offset of measurements.  The cause of 
this was likely to be susceptibility induced off-resonance for the in vitro setup, where the tube 
wall susceptibility may have caused an off-resonance in the water within the tube.  The velocity 
profile across the tube in the phantom further indicated a possible effect from tube wall 
susceptibility, because the outer pixels within the tube showed a negative phase error using 
Vmod.  Later field mapping did not confirm this, although its frequency range was large 
compared to the expected offset. 
Frequency offsets may also result in some blurring in the magnitude images for the spiral 
sequences.  This is shown by the larger ROI CSA compared to the GRE sequences determined by 
the rigorous ROI depiction method although this method was still somewhat subjective due to 
the initial mean value measurement. 
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The initial in vitro and in vivo validation work of Section 4.2 showed that the Intspiral VV 
sequence can produce similar results to the standard gGRE, but was confined to the VV version 
only of the Intspiral sequence.  In this section, Intspiral RV and Vmod were compared in vivo 
against the Intspiral VV sequence. 
 
4.3.3.2 Methods 
The in vivo comparison of sequences was added to a venous compression study (Chapter 6) 
using Intspiral VV, (before compression) where immediately after a venous flow acquisition 
using Intspiral VV, the slice was repeated using the Intspiral RV sequence.  The background-
modelling approach (Vmod) for using solely the velocity-encoded (V) images was evaluated by 
repeat reconstruction of the raw-data acquired by the Intspiral RV sequence. 
Informed consent was obtained and the study was conducted with approval from local ethics 
research committee.  Eleven subjects were scanned lying supine with their right leg raised by 
approximately 10 cm and supported at the posterior of the ankle.  This allowed the calf muscle 
mass to hang freely under the tibia and fibula bones.  While the ankle support obviously 
prevents compression by the leg weight, the supine position prevented the weight of the calf 
muscle from potentially compressing the deep veins.  Subjects were asked to perform the 
metronome guided breathing to induce the regular venous velocity waveform and maximise the 
normal range in venous velocity.  The Siemens flexible surface coil (Section 3.2.4.5) was used 
due to requirements of the TED compression study.  Once a suitable slice had been located, the 
subjects were asked to perform regular deep breathing in time with the metronome, with 
inspiration during LED illumination and expiration while the LED was off, as previously 
described (Section 3.2.1).  Once the guided breathing had commenced, several minutes were 
allowed for stabilisation of the periodic flow before any images were taken.  The Intspiral VV 
sequence was acquired continuously for ~ 30 s (40 repetitions) with VENC of 5 cm/s, followed 
by the Intspiral RV sequence for ~ 30 s (80 repetitions of the velocity-encoded image) with 
VENC 5 cm/s.  Both sequences had an acquired resolution of 0.5 mm.  The Intspiral RV images 
were reconstructed by averaging the reference images acquired (Section 3.4.2.1) prior to the 
velocity-encoded acquisitions.  The same raw-data was reconstructed with the background 
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modelling subtraction method (Vmod) described fully in Section 3.4.2.2.  The sliding window 
reconstruction was not used for any of the work in this validation section, which was based on 
reconstruction of images with completely independent data. 
As previously mentioned (Section 3.4), the Intspiral RV sequence is problematic for in vivo 
measurements due to the residual slice-select velocity sensitivity, M1, remaining on the R image, 
i.e. this image had a small velocity-encoding corresponding to a VENCabs of 291 cm/s which is 
slightly less sensitive than that in vitro because of the water excitation pulse.  For the RV 
method, any mis-registration of the vein due to bulk motion or vessel shape changes could also 
be disruptive.  It was deemed reasonable to use the Intspiral RV sequence under the following 
assumptions: 
1. The very low venous blood velocities in this study, < 5 cm/s, will result in minimal phase 
on the R image.  The residual M1 has a calculated VENCabs of 291 cm/s, which at 5 cm/s 
has a resulting phase change of < pi/58.  
2. Bulk motion and vessel shape changes were approximately stable. 
Note that the frequency drift during the long RV acquisition (Section 3.6) was corrected by the 
use of stationary muscle ROIs for background offset correction of the phase-contrast velocity 
images derived from the RV acquisition. 
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Sequence Parameter VV RV  
FOV (mm) 150 150 
Resolution (acq./recon.) (mm) 0.5 / 0.5 0.5 / 0.5 
Slice thickness (mm) 5 5 
Flip angle (°) 30 30 
VENC (cm/s) (Vmod VENCabs) 5.0  5.0 (5.09) 
TE (ms) 5.97 7.37 
TR (ms) 39.46 40.86 
No. Interleaves 12 12 
Tv (ms) (time per vel. image) 947.04 490.32 
Repetitions 40 85 
Tacq (s) 37.9 41.7 
Spiral Readout Duration (ms) 26.9 26.9 
Excitation Water Excitation Water Excitation 
Sample Duration 2.5 µs 2.5 µs 
Reconstruction Matrix 300x300 300x300 
Arterial Suppression Yes  Yes 
Table 4.9: Detailed sequence parameters for the Intspiral VV & Intspiral RV sequences. 
 
(The RV repetitions include 2 stabilisation, 3 reference and 80 velocity-encoded) 
Maxwell corrections were applied during the RV reconstruction as described in Section 2.4.2.4 
and Section 3.4.2.1. 
 
4.3.3.3 Image analysis 
Mean and peak velocities, and flow measurements, were obtained using CMRTools.  ROI’s were 
drawn on the magnitude images at a timing showing greatest inflow enhancement and were 
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copied to the velocity images throughout the image series without adapting them to any 
changes in the venous diameter during the rhythmic flow variation.  This procedure was 
conducted for each series (VV, RV, Vmod) separately and gave the following measurements as 
functions of time through each image series: the mean and peak pixel velocities were measured 
within each ROI, and the ROI CSA was multiplied by the mean velocity for instantaneous flow-
rate calculation.  Measurements at the temporal peak of the mean velocity and therefore also 
peak flow-rates were used for comparison.   
Background corrections were applied to all images.  A pair of ROIs were drawn in close 
proximity and equi-distant to the vessel used for measurements; the average of the means of 
these ROI was subtracted for each image independently as the background correction. 
 
4.3.3.4 Correction Approximation for the Vmod method (R-Vmod) 
From the in vitro work using the Vmod method, and from initial results using the Vmod method 
in vivo, it was clear that the background modelling approach tended to leave an uncorrected 
offset in the vein.  This section describes an approximate method adopted for correction of this 
offset.  At this stage, correction of the image phase-shift based on fitting to the surrounding 
stationary tissue has already been achieved by the Vmod method as described in Section 3.4.2.2.  
However, for reasons explained later in discussion the vein may have a frequency offset which 
requires a further stage of correction described here. 
Ideally, the R image in the Intspiral RV scan would be velocity compensated.  Applying the 
surface modelling correction in the same way as for the Vmod images would leave the vein 
showing its susceptibility-related phase shift relative to the muscle tissue, which could be used 
to correct the offset shown in both the in vitro and in vivo results.  This makes the further 
assumption that the susceptibility of the vein does not change appreciably during the image 
series, for example it neglects the possibility of a pulse of flow bringing blood into the slice with 
a different deoxygenation. 
However, as stated above (and in Section 3.4) the uncompensated slice-select waveform in the R 
image gave this image a VENCabs of 291 cm/s.  In the R-Vmod method it is assumed that the 
velocity phase-shift from this VENCabs in the guided respiration application was small.  This 
assumption allows an approximate correction of the Vmod measurements as follows. 
For the R-Vmod measurements, the R phase image was also put through the background phase 
modelling and subtraction as used for the V images in the Vmod reconstruction.  After this 
correction, the ROI used for the Vmod measurements in the veins were copied to the R phase 
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images and the mean venous phase shift in the R image was taken and subtracted from the 




Example magnitude images and velocity maps from the VV, RV and Vmod methods can be seen 
in Figure 4.21.  The velocity magnitude images are very similar (as expected for the RV and 
Vmod because magnitude images are reconstructed in the same manner), whereas the VV 
magnitude images have a small visible increase in SNR due to the averaging of the 2 velocity-
encoded images compared to the single  image as in the RV and Vmod reconstructions.   
The phase-contrast velocity maps of the VV and RV methods have a different background phase 
due to their difference in TE and also eddy currents from the velocity-encoding gradients 
causing different background phase shift.  These were corrected locally to the vein using static 
tissue ROIs during the venous measurements as described in Methods above (Section 4.3.3.2).  
The Vmod phase images appear different towards the edge of the leg where the background 
phase modelling fails (as explained in Section 3.5); however, the residual phase error is small 
over the central area where the deep veins are situated.   
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Figure 4.21: Example magnitude images and corresponding velocity maps: (a,d) Intspiral VV, 
(b,e) Intspiral RV and (c,f) Vmod for two subjects i) and ii) at peak mean velocity.  Magnitude 
images and velocity/phase images were all windowed to the same level based on the VV images.  
As the VV magnitude images are averaged from the two symmetric velocity-encoded 
acquisitions the fat including bone marrow signal is at a higher level than on the RV and Vmod 
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image.  ROIs were drawn on the lateral peroneal vein (arrowed).  Veins appear brighter in the 
Vmod phase images due to an offset, shown in Figure 4.22. 
 
 
In Figure 4.22 the example background corrected velocity-versus-time V(t) measured using VV, 
RV and Vmod for 2 of the 11 subjects show the mean, peak and background muscle velocity.  
These two example subjects show the range of velocity and amplitude of waveform response to 
the guided breathing.  The mean velocities measured are low, with the maximum below 1 cm/s 
and show a varying degree between subjects of the expected respiratory periodicity.  Subject i 
(Figure 4.22) shows a similar periodic waveform as those seen the first in vivo validation.  
However, subject ii shows approximately zero mean velocity in the measured vein.  Figure 4.21 
shows the multiple deep veins at this level of the calf.  Generally each artery has a pair of veins 
running laterally and medially, one of the pair is often larger and may take the majority of flow, 
measurements were conducted in the lateral peroneal vein, as shown in Figure 4.21.  The 
multiple deep veins at this level of the calf, shown in Figure 4.21, may explain some of the 
variability of the subjects’ flow response as the flow travels in all the deep veins and 
predominantly through the veins with least vascular resistance. 
The muscle measurements in Figure 4.22 are the measurements used for background phase 
correction.  The VV muscle measurements have an offset of ~0.25 cm/s; the RV muscle 
measurements show the drift described in Section 3.6; the Vmod muscle measurement shows 
neither offset nor drift as it is corrected during model fitting.    
 




Figure 4.22: Example venous blood velocity waveforms, V(t), from two subjects demonstrating: 
i) marked respiratory variation in flow and ii) negligible mean flow and respiratory variation.  
Each sub-plot shows the mean ROI velocity, peak pixel velocity and mean muscle velocity (used 
for background correction) for a) VV, b) RV, c) Vmod and d) R-Vmod.  (Note: these subjects are 
not the same as shown in Figure 4.21) 




Table 4.10 shows the mean velocity, peak pixel velocity, instantaneous flow rate and CSA, all at 
the temporal peak of the mean velocity for each subject. These RV, Vmod and corrected Vmod 
results were plotted against the VV results (Figure 4.23) and the corresponding linear 
regressions are shown in Table 4.11.  The linear regressions show both RV and Vmod mean 
velocity results have good agreement with the VV mean velocity results.  However, the RV and 
Vmod peak velocity measurements have poor agreement with VV as shown by the linear 






















1 0.40 1.29 0.080 20.16  0.25 1.47 0.054 21.98 
2 0.39 1.49 0.162 42.07  0.38 1.02 0.149 38.70 
3 0.21 1.21 0.077 36.09  0.12 1.36 0.045 38.96 
4 0.15 0.76 0.033 22.58  0.09 0.66 0.022 25.29 
5 0.59 1.40 0.056 9.51  0.50 1.06 0.052 10.38 
6 0.72 1.71 0.084 11.67  0.98 2.23 0.116 11.90 
7 0.43 0.90 0.077 17.60  0.61 1.30 0.105 17.10 
8 0.32 0.88 0.145 45.16  0.14 1.22 0.086 62.63 
9 0.24 1.07 0.044 18.25  0.26 0.78 0.046 18.07 
10 0.91 2.07 0.332 36.62  0.52 1.27 0.220 41.91 
11 0.61 1.29 0.080 13.07  0.68 1.38 0.114 16.76 
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1 1.13 2.15 0.055 21.95  0.25 1.25 0.055 21.95 
2 1.02 1.53 0.141 38.89  0.36 0.86 0.141 38.89 
3 0.95 1.87 0.040 34.17  0.12 1.02 0.040 34.17 
4 0.80 1.82 0.028 25.71  0.11 1.11 0.028 25.71 
5 0.80 1.78 0.046 10.35  0.44 1.40 0.046 10.35 
6 1.28 2.62 0.119 13.07  0.91 2.23 0.119 13.07 
7 1.37 2.21 0.115 17.97  0.64 1.46 0.115 17.97 
8 1.21 2.24 0.095 61.84  0.15 1.17 0.095 61.84 
9 0.87 1.43 0.050 20.28  0.25 0.80 0.050 20.28 
10 0.93 1.68 0.217 46.05  0.47 1.21 0.217 46.05 
11 1.44 2.08 0.111 15.02  0.74 1.37 0.111 15.02 
Table 4.10: Mean velocity, peak velocity, flow rate and CSA for the 11 subjects at the temporal 
peak of mean velocity measured by the VV, RV and Vmod and R-Vmod methods. 
 
 




Figure 4.23: RV, Vmod and R-Vmod plotted against VV for in vivo measurements of a) mean 
velocity (cm/s), b) peak velocity (cm/s), c) flow rate (ml/s) and d) CSA (mm2).  (As the ROI for 
Vmod and R-Vmod were the same, the CSA for R-Vmod was not plotted.)  
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(Figure 4.23) RV  Vmod R-Vmod 
a) Mean Velocity (cm/s) 0.9268 / -0.0087  
(0.606) 
0.2635 / 0.9529  
(0.073) 
0.8419 / 0.028  (0.542) 
b) Peak Velocity (cm/s) 0.5066 / 0.6035  
(0.226) 
-0.0409 / 1.999  (0.002) 0.3099 / 0.867  (0.097) 
c) Flow Rate (ml/s) 0.6014 / 0.0276  
(0.777) 
1.191 / 0.1676   
(0.307) 
0.584 / 0.0302  (0.762) 
d) CSA (mm2) 1.1966 / -2.0651  
(0.912) 
1.176 / -1.4076  (0.898) - 
Table 4.11: Linear regression values, X1 / X2 (y= X1*x + X2) and R2 for Figure 4.23 using the 




The linear regressions in Table 4.11 show that VV and RV mean velocities have reasonable 
agreement while the peak velocities and flow-rates show a poorer agreement.  The peak 
velocity results are likely to be largely affected by noise which can be seen on the velocity 
waveforms on Figure 4.22, particularly in subject ii who shows mean velocity of ~ 0 cm/s (for 
all reconstructions) with peak velocity ~ 1 cm/s.  This is also at a similar level to the peak 
velocity shown on the waveforms from subject i during the minimum flow periods and also 
many of the peak velocities shown in Table 4.10.  The peak velocity measurements from Subject 
i have a smoother waveform than that from subject ii, likely due to a lower SNR and VNR  in 
subject ii (Table 4.12).  This might be explained by saturation effects on the venous blood signal 
in subject ii, as the blood is predominantly stationary whereas subject i will have some fresh 
inflow enhancement.  
  





Subject (i) SNR VNR SNR VNR 
Min. 9.92 0.33 9.29 0.12 
Max. 13.49 1.94 14.46 2.69 
     Subject (ii) SNR VNR SNR VNR 
Min. 8.20 0.01 7.41 0.12 
Max. 8.82 0.26 8.27 0.14 
Table 4.12: Venous blood SNR and VNR measurements made from VV and RV images at 
minimum and maximum measured velocity throughout V(t) from Subjects i & ii as used in 
Figure 4.22  
 
 
The flow-rates are likely to be affected by an overestimation of the CSA on RV measurements 
compared to VV as can be seen from the CSA linear regressions in Table 4.11 where the RV and 
Vmod CSA are ~ 20% larger than the VV CSA.  However, as the ROIs were drawn on an averaged 
R image with an added benefit of improved SNR it is more likely that the VV image under-
estimated the CSA. 
The Vmod results show poor correlation with the other sequences (Figure 4.23 & Table 4.11). 
Despite this, the Vmod reconstruction shows similar waveforms to those using the RV 
reconstruction but, similarly to the phantom results, the Vmod reconstruction has an offset.  
From Figure 4.22 b, c this offset appears to be somewhat variable for different subjects: i.e. for 
subject i ~0.5 cm/s and for subject ii ~0.75 cm/s, 10 and 12.5 % of the VENC range respectively.  
Assuming this is caused by off-resonance, a 10% offset of the VENC range equates to a 
frequency off-resonance of approximately 7 Hz respectively at the TE (7.37 ms) required for the 
VENC of 5 cm/s.  Such a frequency-shift could very easily be present considering the venous 
blood susceptibility data in Section 2.5.  For the in vivo work, the small difference in 
susceptibility of the venous blood compared to the surrounding tissue may explain the offset.   
The offset is not present on the RV or VV velocity maps as it is cancelled during the subtraction.  
The results using the approximation correction (R-Vmod) applied to the Vmod measurements 
show a much better agreement with the RV sequence.  The R image correction appears to 
correct the offsets seen in the Vmod results and yield similar linear regressions with the VV data 
as obtained with the RV data.  The average R image phase offset from all subjects was 0.44 rad 
(min = 0.22 rad, max = 0.66 rad), which under the assumption of negligible velocity induced 
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phase equates to a frequency offset of 9.5 Hz within the expected range of venous blood 
susceptibility induced off-resonance estimated in Section 2.5. 
The RV data acquisition duration for one velocity image is approximately half of that for VV.  
This method would potentially allow for improvements in temporal resolution, or spatial 
resolution by accelerating the much slower high-resolution sequence.  The RV reconstruction 
using the reference image for phase subtraction works well for static objects such as the water 
phantom and muscle tissue in the surface fitting optimisation (Section 3.5).  However, the linear 
increase (drift) in background phase with time (noted in the Results from Figure 4.22) requires 
correction.  This is achieved by the background offset muscle correction performed on each 
image individually (further discussion of the origin of this drift is in Section 3.6).   
The venous blood velocity response for the subjects performing the metronome guided 
breathing was highly variable between subjects, with some showing a regular velocity-time 
waveform V(t) and others minimal respiratory variation in velocity (Figure 4.22).  The velocities 
measured were also low compared to the previous in vivo study (Section 4.2.3) and other 
previous results (Downie et al. 2008).  This was probably caused by several factors, but the 
main difference between this section’s work and the previous results was the supine positioning 
of the subjects.   
The prone position adopted in previous work appears to increase the intra-abdominal pressure 
during inspiration, and may also promote diaphragm dominated breathing.  Both of these 
factors might increase the venous blood flow response to the breathing exercises in the prone 
position compared to supine.  The supine position was chosen for two reasons:  The supine 
positioning removes the weight of the calf muscle acting on the veins when in the prone position 
minimising any unwanted compression during the compression stocking study (Section 6.2).  
Also, the supine position was chosen for greater subject compliance, because the prone position 
is uncomfortable in MRI scanners; after a short initial time where it seemed comfortable to most 
subjects, it caused discomfort in the arms and shoulders.  Several of the subjects showed little 






4.4 Overall conclusions from validations of spiral sequences for 
venous flow work 
 
 
The first validation indicated that the Intspiral VV sequence had sufficient accuracy compared to 
the gated-GRE sequence, for mean and peak velocity in vitro within 15%, although flow results 
were within 25% of the GRE measurement.  For in vivo the mean and peak velocity was over-
estimated by on average 12% and flow on average 7%.  The second validation showed the 
Intspiral VV and RV sequences under-estimated mean velocity by as much as 25% despite 
having similar spatial peak velocity, the latter indicating that the velocity-encoding range was 
accurate.  The results from each of the studies have shown that much of the error found 
between the sequences can be attributed to ROI depiction.  The initial in vitro comparison 
showed excellent mean velocity agreement, while the corresponding flow results showed an 
overestimation in comparison to the gated-GRE results.  However, in the second in vitro 
comparison the flow results showed good agreement but with an under-estimation of the mean 
velocity from the Intspiral sequences.  The vessels for this project are commonly small, and 
image resolution is pushed to acceptable limits (Tang et al. 1993); as such, some error is to be 
expected.  However, in general the ROI drawn on Intspiral images had a larger CSA compared 
those drawn on the GRE images and may be a result of some small blurring due to the long 
spiral duration as studied in Chapter 5.  For the in vitro studies, a further study utilising a more 
objective method of ROI drawing may improve the validation.  For example the use of a high 
resolution scan or another method could use the measurement of the internal and external 
diameters of the tube used and finding the best position for circular ROIs of the measured 
diameters. 
The spatial resolution in the second in vivo validation study (Section 4.3.3) was higher than the 
first in vivo validation (Section 4.2.3).  It is generally accepted that higher spatial resolution 
imaging improves the accuracy of mean velocity and flow measurements, especially for smaller 
blood vessels, but this requires some other sequence changes which may have a negative impact 
such as longer acquisition time.  In the case of the Intspiral sequences, without extending each 
spiral readout and risking increased sensitivity to off-resonance blurring effects, a 
corresponding reduction in temporal resolution was necessary.  For the Intspiral VV sequence 
increasing the resolution from 1 mm to 0.5 mm increased the acquisition time from 300ms to 
900 ms.  The increased image acquisition window smoothes out some of the shorter term 




applications.  The separation of velocity-encoding from the ‘reference’ imaging in the RV 
sequence allows an acquisition, at similar spatial resolution, in approximately half the 
acquisition time per image of the VV sequence.  This can be used to either increase the spatial 
resolution or the temporal resolution, according to the requirements of the study.  A major 
drawback of the Intspiral RV approach is the potential mis-registration of the R and V images 
during lower limb venous studies involving events such as compression.  Therefore the 
modelling approach to using only the V image (Vmod reconstruction) was developed.   
In the second validation, both in vitro and in vivo studies showed a phase offset error using the 
Vmod reconstruction, most likely due to different sources of off-resonance.  This offset was not 
shown in the published studies of Man et al. (1999) and Nielsen and Nayak (2009).  Both of 
these studies concentrated on the arterial system, which probably has a more similar 
susceptibility to muscle than does venous blood (Spees et al. 2001).  Man et al. (1999) also used 
much shorter spiral durations (14.4 ms) reducing off-resonance effects during the spiral 
readouts and achieved TE’s between 3 to 4 ms further minimising any off-resonance phase shift.  
Nielsen and Nayak (2009) used PC-bSSFP with short TE of 2.5 to 3.3 ms.  A short TE is evidently 
desirable to reduce the phase-offset error of the vessel excluded from the modelling region.  
However, the work of this thesis required a longer TE due to the large velocity-encoding 
gradients necessary for slow peripheral venous blood velocities.  As discussed in Section 2.4.2.2, 
symmetric velocity-encoding minimised the necessary TE compared to asymmetric velocity-
encoding.  The Vmod approach appears limited by this problem, while the RV method would 
avoid off-resonance phase errors if the R image is fully compensated, leaving only the concern 
about motion of the vein between R and V images.  The results in this chapter suggest the need 
for a fully velocity compensated pre-scan which could be used to correct any non-velocity 
induced phase, under the assumption these remained stable during scans. 
 
The “swirl” artefact is associated with changing amplitude and/or phase of the vessel signal 
between the interleaves of an interleaved spiral image (Pipe et al.).  Amplitude changes might 
occur due to partial saturation or pulses of fresh inflow enhancement, while phase changes 
would obviously occur in velocity-encoded data if the blood velocity changes while the 
interleaves are collected.   
A swirl artefact originating from the vein was visible during the sharp increases in venous blood 
velocity but was concentrated at a radius of FOV/N (e.g. for 4 interleaves at 150 mm FOV, 
150/4mm) from the venous source and so generally away from the deep veins of interest.  




multiple veins are at this distance apart.  This may become more problematic with the higher 
spatial resolution imaging, as used for Section 4.3.3, as it requires further interleaving (from 4 to 
12) of the spiral readout, which would reduce the radius of the “swirl” artefact.   
 
 
To summarise this chapter: 
The Intspiral VV sequence demonstrated sufficient accuracy for the main applications, namely 
investigating the effectiveness of compression stockings, inflation cuffs and other devices used 
to prevent venous blood stasis, especially in bed-ridden patients. 
For faster imaging, the use of Intspiral RV was considered to be reasonable in the phantom due 
to the stable flow.  For in vivo work, it was based on the assumption of minimal velocity-related 
phase in the R image due to the venous blood velocity being << the velocity sensitivity of the 
slice-select gradients; also assuming the vein position and shape remained stable throughout 
each RV acquisition.  However, for other in vivo studies the two assumptions above may be 
broken and the RV method may fail, even if the R image is compensated.   
As an alternative approach for faster imaging, the Vmod method should dispense with the R 
image requirement, but this chapter showed that local phase shifts of the vein are a severe 
complication.  One solution to this required the use of the R image to obtain an estimate of the 




Chapter 5  






The purpose of this chapter was to investigate the effects of off-resonance and flow related 
artefacts that can affect spiral imaging and infer any potential limits for accurate in vivo imaging 
as applied to lower limb venous flow.  These limits may be completely different in other 
applications such as aortic flow where FOV, resolution, main field uniformity and blood velocity 
all differ from those relevant to this thesis. 
The Chapter covers: 
 Off-resonance 
 Eddy currents resulting from slice-select (through-plane) velocity-encoding 
 Through-plane shimming errors 
 Phase profile in velocity-encoding  
 Impact of off-resonance on the above 
Although well-known, off-resonance errors were investigated because the occurrence of a small 
frequency tuning error is quite likely in vivo and the combination of this with other possible 
system imperfections or flow phenomena has not been previously explored. 
Each of the effects was studied independently before investigating their combination.  Where 
helpful, comparisons were made between simulated images and in vitro phantom images 
acquired under the conditions. 
As a last introductory note explaining this long chapter, most of the effects described are by 




of these well-known simpler effects.  The work in earlier sections was performed whilst trying 
to understand the interactions presented and explained in the final sections, it is believed for 
the first time.  The closing discussion of this chapter aims to settle whether the combined effect 
could have significant in vivo impact damaging the reliability of rapid spiral flow imaging at 






For the work following in the rest of this chapter, the velocity profile across the vessel was of 
importance and so precautions were taken to ensure the flow in the tube phantom was 
reasonably symmetric and laminar, i.e ‘fully developed’ flow.   
The required entry length for fully developed Poiseuille flow (assuming fluid enters the tube 









where X is the entry length, d is the diameter of the tube and Re is the Reynolds’ number: 
    




where ρ is the density, μ is the viscosity and uav is the average velocity of the fluid.  In the 
following work, the fluid properties were assumed to be those of water at 25°C; ρ = 
997.05kg/m3, μ = 8.94x10-4kg/(s.m).   
The peak velocities, up, used were 10cm/s and 50cm/s.  For fully developed Poiseuille flow the 
mean velocity, uav, is up/2.  For these up the entry lengths were therefore approximately: 
 up = 10cm/s → X = 0.030m 
 up = 50cm/s → X = 0.149m  
 
The flow phantom used in Section 4.3.2 (Figure 4.11) was further adapted to minimise velocity 
profile asymmetry; the flexible tube was replaced with a 1m length of rigid straight Perspex 
pipe, of internal diameter 4mm and external diameter 6 mm.  An acrylic based (bathroom) 
sealant was then used to ensure the trough was water tight.  A flexible tube of approximate 
internal diameter 5 mm was attached to either end of the Perspex tube and supplied water from 
the pump.  The water in the tank and the tube was doped with gadolinium-chelate (date-




mmol/ml) for reduction of the T1 (estimated at 100 ms).  The T1 was reduced mainly to increase 
SNR from the small tube, especially when not flowing and also minimise to any artefacts 
generated from the refocusing of signal from previous TRs. 
The tube was offset lengthways in the trough, such that the length for the entry end was longer 
than the exit (Figure 5.1).  This ensured, with the slice positioned near the exit end of the 
trough, that the flow profile was fully developed and stable at the imaging slice.   
 
 
Figure 5.1: Phantom set up showing the plant trough adapted with the rigid Perspex tube 
through drilled holes at either end.  The trough is offset with respect to the slice to ensure a fully 





5.3 Off-Resonance with Spiral Readouts 
 
 
The effects of off-resonance when using spiral readout gradients are reasonably well-known 
(Yudilevich et al. 1987; Noll et al. 1991). The frequency offset compared to the true on-
resonance frequency causes an accumulation of phase over the readout duration.  The phase 
accumulation increases with time after the excitation which for spiral imaging increases along 
the spiral readout and therefore with distance from the centre of k-space.  
The signal at each data point is modified by an additional phase:  
                    
Equation 5.3 
where    is the on-resonance signal, Δf is the frequency offset and t is the time from excitation.  
The real and imaginary components of the gridded raw data for a point source at isocenter (i.e. a 
uniform non-zero constant value over k-space) are shown in Figure 5.2, on-resonance and with 
frequency offsets of 19.7Hz which results in a π phase change over the spiral readout (duration 
25.4ms) and 39.4Hz which results in a 2π phase change.   
However, the distribution of the phase change as a function of k-space radius depends on the 
type of spiral trajectory.  Although the spirals in this work are all Archimedean, the k-space 
‘speed’ of traversal along them depends on the hypotenuse of the two in-plane gradient 
amplitudes (Section 3.2.4.3).  The spiral path design used for all simulations and phantom 
imaging was the revised 1.00 mm resolution, with 4 interleaves each with duration 25.78ms 
(including 0.4ms gradient ramp down) also described in Section 3.2.4.3.  
The 2D FFT of the raw-data of an ideal point source then provides the spread of the ideal point 
source (Point Spread Function, PSF) due to the sampling, gridding and, in this case, off-
resonance.   In the following sections of this Chapter, in order to show the impact of the effects 
considered when calculating the PSF, the PSF was convolved with an idealised model image to 
generate the simulated image.  However, the PSF can vary spatially within the image, for 
example due to different resonance frequencies as a result of field in-homogeneities or 
susceptibility interfaces, but in the following simulations it is assumed to be spatially invariant 




The effect of off-resonance during the spiral readout was investigated using PSF simulations 
written in Matlab.  A uniform k-space was used as a point source for the input for data sampling 
with the spiral k-space trajectory, thus generating the PSFs caused by the sampling and 
reconstruction process.  For all simulations the reconstructed image resolution was 
interpolated from 1x1mm to 0.5x0.5mm (Section 3.3.2).   
 
 
Figure 5.2: (a,b,c) Real and (d,e,f) imaginary simulated raw-data showing (a,d) zero phase 
change and the effects of (b,e) +π and (c,f) +2π phase change.  For the 25.4ms duration spiral 





5.3.1 The Effect of Off-Resonance during the Spiral Readout with Ideal Signal and 
No Flow  
 
 
5.3.1.1 Introduction  
It is well-known that off-resonance with spiral sequences causes a spreading of the PSF which 
with the required convolution results in blurring of the ideal image (Yudilevich et al. 1987), 
which can also be described mathematically similarly to the ‘defocusing’ of an optical image 
(Noll et al. 1992).  The simulations in this work begin by studying the typical impact of off-
resonance alone on the venous imaging work, not implying any novelty in itself but as a 
reference for later comparison against other distortion effects. 
For this first case, to assess the effect of off-resonance with the spiral readout and 
reconstruction, the flow in the model to the tube was zero as explained below.  Also it is 
important to note this initial section does not include the off-resonance phase accumulation 
during TE, and it also uses uniform raw-data i.e. it assumes a long T2*.  These additional effects 
are both added in the next section. 
 
5.3.1.2 Methods 
The simulation was repeated varying the off-resonance frequency (F) between -100Hz to 
+100Hz, with the resulting PSF’s shown in Figure 5.3.  To show their impact on an image of a 
tube, the PSFs were convolved with a simple disk model of uniform brightness representing the 
tube used in the phantom, of 4 mm diameter, and these results can be seen in Figure 5.5. 
Each row represents a frequency offset, with positive F and negative F on left and right of each 
row respectively.  (The top row contains duplications of the F=0 images). 
For each frequency offset, 4 difference reconstructions of the same data are shown:  
1. Magnitude, all normalised to the maximum magnitude of the F = 0 image. (MGn) 
2. Magnitude, each image normalised to the maximum value of that current image. (MGi) 
3. Phase, showing all pixels regardless of their magnitude.  Mid-grey is a zero phase shift 




4. Thresholded Phase, showing only the pixels whose magnitude exceeds 10% of the 
maximum magnitude of the F=0 image.  Weaker pixels are set to zero phase (mid-grey). 
(Pht) 
The 2nd column was included on these results as a reminder that the apparently weak 
magnitude in the first column might be increased by fresh inflow of blood in the vessel.  In the 
interpretation of later results the likely fresh-inflow enhancement of apparently weak and 
dispersed images of the tube should be recalled. 
The 3rd column shows the complete phase information, but much of this image is of such weak 
magnitude that the arbitrary limit of 10% of the on-resonance peak magnitude was used for all 
further results.  As explained for the 2nd column, this apparently insignificant magnitude might 
approach the brightness of surrounding tissue in cases of fresh-inflow enhancement making 
phase effects at this level possibly significant in vivo. 
 
5.3.1.3 Results & Discussion 
It can be seen from the images in Figure 5.3 that positive and negative frequency offsets 
produce the same increasing blurring effect of the magnitude PSFs and therefore similarly with 
the tube model images (Figure 5.5).  The magnitude blurring effect increases symmetrically 
with frequency offset of either polarity around on-resonance (0Hz).  Referring to the magnitude 
images in Figure 5.3, the PSF shows the ideal case of the point source at small frequency offsets 
(0 to 10Hz), which spreads out with larger frequency offsets.  At around 40Hz, as described 
earlier, there is about 2π phase accumulation at the edge of the raw-data.  In the PSF magnitude 
image at ~ 40Hz the signal in the centre of the PSF was reduced to almost zero.  Further 
increases in frequency offset result in concentric rings of bright and dark signal with further 
broadening.  The maximum signal can also be seen to be degrading with increased frequency 
offset as the signal becomes increasingly spread out.  
On resonance, imagine all the radial spatial frequencies are in phase, these add to make the 
point at the centre.  This works correctly only when they are in phase.  With off-resonance, the 
higher spatial frequencies have increasing phase-shifts, and depending on the phase-curvature 
vs k-space radius this would form a series of rings in the magnitude image. 
The phase of the centre of the PSF decreased for increasing positive frequency offsets and 
increase for negatively increasing frequency offset and is a result of the definition of additional 
phase in Equation 5.3.  Also, the sharp edges of the phase, near the signal edge, flatten as the 




Convolution of the PSF with the tube model mask shows a similar broadening effect (Figure 
5.5).  The first images (0 – 10Hz) appear similar, but at 20Hz the tube appears to be smaller due 
to signal loss in the outer pixels and signal gain in the centre. This effect is at maximum with 
40Hz offset, with further increases in frequency offset the simulated tube broadens with the 
signal intensity dropping.  The phase images show a small change in the phase of the central 
pixels until 20Hz when the central phase returns to zero and then further offset cause phase 






Figure 5.3: PSFs and phase images generated using Matlab simulations for increasing frequency 
offsets F = 0 to ±100Hz. +frequency offset shown in the left 4 columns and -frequency offsets 
shown in the right 4 columns. For each frequency offset, four reconstructions were made as 
described in the text (MGn, MGi, PH, PHt).  Images are zoomed in to show the central 40x40 





Figure 5.4: Plots of the PSF (a) magnitude and (b) phase with increasing pixel radius from the 





Convolution of the PSF with the tube model mask shows a similar broadening effect (Figure 
5.5).  The first images (0 to 10 Hz) appear unchanged by such small off-resonance errors. The 
darker central pixel is explained as a Gibbs artefact in Appendix A .  However, at 20Hz the tube 
appears to be smaller due to signal loss in the outer pixels and signal gain in the centre. This 
effect is greatest at 40Hz offset; with further increases in frequency offset, the simulated tube 
broadens and its signal intensity drops.  
 
The phase images show a small change in the phase of the central pixels until 20Hz when the 
central phase returns to zero. Larger frequency offsets cause phase change in the opposite 
direction with an increasing phase slope across the distorted tube image.  The phase slope as a 
function of radial position will be of importance later in this chapter, where it combines with a 





Figure 5.5: Tube model convolution with simulated PSFs (Figure 5.3) showing frequency offsets 
of, 0 to ±100Hz.  +frequency offset shown in the left 4 columns and -frequency offsets shown in 
the right 4 columns.  For each frequency offset, four reconstructions were made as described in 









The distortion of PSF with off-resonance is not only due to phase accumulation during the 
readout, as the time between excitation and readout, i.e. the TE, also adds phase to the signal.  In 
this case the TE is extended by the large velocity-encoding gradients.  The TE values for two 
velocity ranges, VENC = 50 cm/s and 10 cm/s, were calculated, using a standard Gaussian 
excitation pulse (not the water-selective  excitation) and were added into the simulation.   
 
VENC (cm/s) TE (ms) 
50 3.61 
10 5.49 
Table 5.1: TEs required for VENCs 50 cm/s and 10 cm/s 
 
 
One feature that was noted in Section 5.3.1.3 was reduced signal in the centre of the tube even 
with no frequency offset (Figure 5.3 at 0Hz).  This was thought to be Gibbs ringing, which causes 
a rippling effect at sharp boundary edges. The influence of Gibbs artefact was checked by using 
different sized mask tube models for convolution and observing the corresponding magnitude 
images (Appendix A ).  




The simulations previously described (Section 5.3.1.2) were repeated with the modifications 
described: 




2. T2* signal decay over the spiral readout.  
 
5.3.2.3 Results & Discussion 
The resulting PSF’s and tube convolutions can be seen in Figure 5.6 & Figure 5.7 (layout as 
described in 5.3.1) with VENC = 50cm/s, and Figure 5.8 & Figure 5.9 with VENC = 10cm/s.  The 
magnitude distortion effects are, as expected, very similar to those generated using the previous 
simulation (Section 5.3.1.3).  The extra accumulated phase during the TE is small compared to 
that during the spiral readout but marginally adds to it, pushing the phase accumulation further 
than the previous simulations.  Similarly, the small additional TE relating to the longer VE 
gradients required for a VENC of 10cm/s also further adds to the phase.  The T2* decay added to 
the simulation smoothes some of the structure of the PSF and therefore also the distortions of 
the tube convolution.  Again, apart from the obvious polarity of the phase distortion, it is 







Figure 5.6: PSF from the simulations using T2* decay (25ms) and additional phase due to TE 
(RV, VENC = 50cm/s), showing frequency offsets of 0 to ±100Hz. +frequency offset shown in the 
left 4 columns and -frequency offsets shown in the right 4 columns.  For each frequency offset, 
four reconstructions were made as described in the text (MGn, MGi, PH, PHt).  Images are 





Figure 5.7: Tube model convolution with simulated PSFs using T2* decay (25ms) and additional 
phase due to TE (RV, VENC = 50cm/s) (Figure 5.8) showing frequency offsets of, 0 to ±100Hz. 
+frequency offset shown in the left 4 columns and -frequency offsets shown in the right 4 
columns.  For each frequency offset, four reconstructions were made as described in the text 





Figure 5.8: PSF from the simulations using T2* decay (25ms) and additional phase due to TE 
(RV, VENC = 10cm/s), showing frequency offsets of, 0 to ±100Hz. +frequency offset shown in 
the left 4 columns and -frequency offsets shown in the right 4 columns.  For each frequency 
offset, four reconstructions were made as described in the text (MGn, MGi, PH, PHt).  Images are 





Figure 5.9: Tube model convolution with simulated PSFs using T2* decay (25ms) and additional 
phase due to TE (RV, VENC = 10cm/s) (Figure 5.8) showing frequency offsets of, 0 to ±100Hz. 
+frequency offset shown in the left 4 columns and -frequency offsets shown in the right 4 
columns.  For each frequency offset, four reconstructions were made as described in the text 




5.3.3 Phantom with Off-Resonance 
 
 
5.3.3.1  Introduction  
The purpose of this section was to demonstrate the off-resonance distortion on phantom 
acquisitions rather than depending on the simulations of the preceding sections.  
 
5.3.3.2  Methods 
The flow phantom was set up, as described in Section 5.2, with the tube running along the Z-
direction of the scanner as close to isocenter as possible.  The doped water was flushed through 
the tube and the pump turned off leaving the water in the tube with no flow.  Images were 
acquired using the Intspiral RV sequence with a standard Gaussian RF excitation pulse (rather 
than water-excitation used in vivo).  Note that in this section of work, the bipolar velocity-
encoding gradients were omitted in order to eliminate concerns about the impact of eddy 
currents after these pulses, which are addressed in the following Section 5.4.  The TE was set to 
the time usually taken for velocity-encoding gradients at VENC 50cm/s (Table 5.1).  Velocity 
images were not reconstructed, as the purpose of this section was to study the off-resonance 
distortion of the magnitude and phase images without any velocity-encoding of flow present.  
Frequency adjustment was performed (using a voxel 50x50x50 mm) immediately before 
scanning.  Scans were acquired first with increasing frequency in 5Hz steps up to 100Hz off-
resonance followed by a second on-resonance scan and frequency adjustment performed at the 
end of the series to control against frequency drift.  The entire series of scans was repeated with 
decreasing frequency offset (0 to -100Hz).  At every frequency offset, five repetitions were 
acquired and were averaged during reconstruction to improve SNR. 
 
5.3.3.3 Results & Discussion 
The on-resonant frequency drift over the scanning period is shown, Table 5.2, to be 






 (+) 0 to 100Hz (-) 0 to -100Hz 
Pre-Frequency 63676000 63676004 
Post-Frequency 63676004 63676007 
Table 5.2: Frequency adjustment measurement performed before and after each series of 
increasing (+/-) frequency offset scans. 
 
 
The resulting images are shown in Figure 5.10 and show the expected symmetric magnitude 
blurring and phase flattening as predicted by the simulated results shown in Figure 5.7.  
However, although small, the change in resonant frequency during the positive frequency offset 
run, 4Hz, increases the actual frequency offset from that desired, such that 100Hz became 
~105Hz.  For the negative frequency offset run, the change in resonant frequency decreases the 
actual frequency offset from that desired, such that 100Hz became ~95Hz.  These frequency 
changes are small and increasingly affect the later measurements of each run, resulting in ~7Hz 
difference for the 100Hz offset and can therefore account for the small differences between the 
positive and negative frequency magnitude images for the 80Hz and 100Hz offsets in Figure 
5.10. 
 
Both the simulated and phantom results show the spiral readout to be sensitive to frequency 
offsets as previously described.  The images show that a frequency offset of ±20Hz or greater 





Figure 5.10: Images acquired from phantom scans using the reference images (5 averages) from 
the RV sequence (no velocity-encoding) with TE set to that for VENC of 50cm/s.  +frequency 
offset shown in the left 4 columns and -frequency offsets shown in the right 4 columns.  For each 
frequency offset, four reconstructions were made as described in the text (MGn, MGi, PH, PHt).  
Images are zoomed in to show the central 40x40 pixels (20x20 mm).  
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Equation 5.4 
Variations of the field along the through plane direction (in this case, the z-axis) alter the 
resonance frequency of spins as they move in this direction.   
In this context of a through-plane velocity-encoded sequence, there are several potential 
sources of a variation along the B0 field; 
1. Through-plane shim error 
2. Through plane gradient: 
a. Gradient overshoot or undershoot by the gradient system on returning to zero 
after velocity encode gradients  
b. Eddy currents generated by the preceding gradient pulses, most likely to arise 
from the velocity-encoding pulses. Although the term ‘eddy currents’ is used 
here, it really refers to the difference between the eddy currents and the pre-
emphasis compensation applied by the scanner. 
Since 2(a) is indistinguishable from a short-term eddy current, it will be described as such in the 
rest of this section. 
 
A through plane shimming error, assuming this is spatially linear over the relevant distance, 
causes a similar effect to a through plane gradient i.e. a frequency offset with position along the 
Z-axis.  This alters the frequency f(t) of a spin moving along the through plane direction with 
respect to displacement from the iso-centre: 
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Equation 5.5 
where Gz(t)  is the through-plane gradient, which may be decaying with time,  and z(t) 
represents the spin’s position starting at z=0 at the time of RF excitation t=0.  
 
Effects on spiral imaging of spins moving along z are studied in the sections below.  In Section 
5.4.2, the effects of constant through-plane gradients are examined.  This is followed in Section 
5.4.3 by measurements of eddy currents following the velocity-encoding gradients, and their 
impact on spiral imaging in 5.4.4. 
 
 
5.4.2 Effect of Constant Through-plane Gradients with Flow 
 
5.4.2.1 Introduction  
A constant through-plane gradient introduces an off-resonance frequency error which increases 
with z-position away from iso-centre. Considering only a transverse slice at isocentre, and an 
object moving through the slice during imaging, the off-resonance frequency will change 
throughout the readout.  In this section, the impact of this frequency change during a spiral 
readout in the venous spiral imaging sequence was studied. Note that velocity-encoding was 
deliberately not performed for the work of this section, because its effects were found to be 
more complex and will be described in Section 5.5. 
A severe through-plane shimming error may be estimated as follows: taking 1 ppm = 1.5μT, 
such a field distortion would have to occur over 1cm to cause a through-plane gradient of 
0.15mT/m. Unless the shimming controls of the scanner are misunderstood, or perhaps in some 
locations near the lungs, such a large gradient is unlikely to occur.  However, following the large 
velocity-encoding pulses, larger gradients may occur (as will be studied in Section 5.4.3). It was 
therefore decided to investigate the effects of constant through-plane gradients as large as 
0.4mT/m.  
 




The following parameters were controlled, for Matlab and phantom studies described in more 
detail below. 
Constant through plane gradients with amplitudes: ±0.1, 0.2, 0.3, 0.4mT/m were applied during 
the spiral readout duration starting 20μs before the spiral readout.  This timing ignores the 
phase-shift that would accumulate if applied earlier, as in the case of a through-plane shimming-
error. 
To model in vivo frequency tuning errors approaching 1 ppm, the constant gradient acquisitions 
were repeated with initial off-resonance values: -40, 0, 40Hz.  
These parameters were investigated using Matlab simulations and with similar phantom scans 
using the apparatus described in Section 5.2.  The flow in the tube was set to peak velocity 
~50cm/s and assumed stable throughout the scanning.  All simulated and measured images 
show the reference (R) image from the RV sequence; the aim was to  understand the effects of 
off-resonance as the excited signal moved out of the slice, without being confounded by further 
effects from the velocity-encoding.  
Despite the velocity-encoding being switched off for this section of work, the timing of the pulse 
sequence, in combination with the through-plane velocity of moving spins, governs their 
through-plane offset.  Therefore the Z-displacements of moving spins for the two velocity-
encode ranges, VENC = 10 and 50cm/s, were evaluated respectively, as shown in Table 5.3.  
Based on these calculations, the setup which caused the further displacement and therefore the 
largest frequency change was selected.  This setup was the timings of the VENC = 50cm/s (with 
the bipolar pulse amplitude set to zero) and 50cm/s through-plane motion, and was used for all 




TE (ms) TR (ms) 





10 5.49 33.69 0.55 2.58 3.13 
50 3.61 31.80 1.81 12.89 14.70 
Table 5.3: Intspiral RV sequence TE, TR and corresponding Z displacement for velocity-encoding 
(VENC) 10cm/s and 50cm/s, at through-plane velocities of 10 and 50cm/s respectively. 
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For Matlab simulations of the constant gradient and constant velocity flow, which was assumed 
to be plug flow, the z-position and frequency of the excited spins changes linearly between 
excitation and the end of the readout.  The additional off-resonance phase for each data point 
was calculated and added to the phase of the prior point, accumulating during the readout.   
The amplitude of the constant through-plane gradient used was from -0.4 to 0.4mT/m with 
0.1mT/m steps.  Positive gradients were defined as those inducing a positive frequency change 
in the positive Z direction (downstream).   
The flow phantom peak velocity was set to ~50cm/s as previously described and the spiral 
images were collected for each through-plane gradient using IntSpiral RV at 50cm/s VENC.  
 
5.4.2.3 Results & Discussion 
In this section, the PSF, tube model convolution and phantom measurements are shown. Each 
figure shows the images relating to the frequency offsets horizontally and the constant gradient 
amplitudes vertically.  For each individual case the images shown are as described in section 
5.3.1. 
 
The PSF distortions are shown in Figure 5.11.  To assist in explaining what is happening to the 
PSFs, phase variations as a function of k-space radius are plotted in Figure 5.12.  In Figure 5.11, 
the case of 0Hz initial frequency offset is symmetrical around the central images with 0mT/m 
gradient, producing an identical degree of image distortion for both + and - gradient amplitudes.  
This is expected as can be seen from the frequency and phase accumulation during readout 
(Figure 5.11).   
However, for the images where there is an initial frequency offset, very different effects occur 
with positive and negative gradients.  In one direction the off-resonance appears partly to 
cancel out, whereas in the other it rapidly worsens.  This can be explained with reference to 
Figure 5.12 as the phase accrued can either be increased or be reversed, which can leave much 
of the data close to on-resonance, therefore resulting in images with little blurring but still 
having a difference in phase compared to the full on-resonance case.  
 
  




Figure 5.11: PSFs as generated by simulations at Z = 0mm, for through-plane gradients of 
strength; -0.4 to 0.4mT/m shown vertically and with initial frequency offsets -40, 0, 40Hz 
horizontally (zoomed in to 100x100 pixels (50x50 mm)) 
 




Figure 5.12: Plots showing the changing frequency offset with constant through plane (Z) 
gradients of strengths -0.4 mT/m to 0.4 mT/m (0 mT/m shown as red) applied during the spiral 
readout and the resulting radial phase in k-space (shown as radial pixels where 150 pixels = 
500 m-1) for Z = 0 mm with initial frequency offsets: (a,b) -40Hz, (c,d) 0Hz and (e,f) +40Hz.   
 
 
5.4 Through-plane Gradients 
259 
 
The corresponding tube simulation (Figure 5.13) and phantom images (Figure 5.14) are similar, 
but small differences are observed between the -40 and +40Hz phantom images at zero gradient 
strength which require explanation.  An unexpected difference with the simulation results also 
occurs in the image at +40Hz with -0.1mT/m, and the image at -40Hz with +0.1mT/m.  These 
anomalies occurred because the acquired spiral ‘reference’ R image was not completely velocity 
compensated and had a small velocity sensitivity (Section 3.4) arising from the slice select 
gradients.  For 0Hz initial frequency offset the blurring effect is symmetric for magnitude 
images and opposite for phase images, stepping through the gradient amplitudes. There is also a 
type of anti-symmetry of the effects with initial frequency offsets: for example positive initial 
frequency offset with negative gradient amplitudes, and negative initial frequency with positive 
gradient amplitudes.  
 
In some of these results, the tube image is dispersed so much that its magnitude drops greatly.  
These images may seem purposeless until in vivo fresh-inflow venous blood enhancement is 
considered (the phantom T1 was much shorter).  For example, from Chapter 4 the magnitude of 
the venous blood increased by a factor of 1.5 when respiratory flow drove it, and in the 
applications of Chapter 6 where faster flow pulses occur, this enhancement is probably greater, 








Figure 5.13: Tube model convolutions as generated by simulations at Z = 0mm, for through-
plane gradients of strength -0.4 to 0.4mT/m shown vertically and with initial frequency offsets -
40, 0, 40Hz horizontally (scale 100x100 pixels (50x50 mm)). 
 
  




Figure 5.14: Phantom images at Z = 0mm, for through-plane gradients of strength -0.4 to 
0.4mT/m shown vertically and with initial frequency offset -40, 0, 40Hz horizontally (scale 
100x100 pixels (50x50 mm)). 
 
 
(For spiral imaging on-resonance with a range of through-plane gradients, some blurring was 
observed even when the flow was stopped. This effect is explained in Appendix B as a 
consequence of finite slice thickness.) 
 
To summarise the work of this section, the constant gradients used approached 1% of the 
maximum gradient capability of the system, and would obviously not be applied deliberately 
during spiral readouts. They were used for illustration and understanding of the asymmetry of 
frequency off-resonance effects caused by through-plane gradients with through plane flow.  
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It is evident from these results that typical through-plane shimming errors would not cause any 
significant effect, even in combination with a small initial off-resonance error.  If there is any 
impact of these results, it will be for poorly corrected eddy current effects after large gradient 
pulses such as the velocity-encoding gradients, as investigated in the next sections. 
 
 
5.4.3 Gradient fields after the velocity-encoding pulses 
 
5.4.3.1 Introduction  
In Section 3.6 offsets were observed in measurements of mean velocity in a stationary jelly 
phantom and also the stationary tissue in vivo on the phase-contrast velocity maps.  For 
Intspiral VV this offset was constant throughout a scan and for the Intspiral RV sequence an 
initial offset increased positively during the scan duration.  Eddy currents were suggested as a 
possible source of the phase errors related to these offsets (Section 3.6.2.4). This section aimed 
to plot residual gradient effects after the velocity-encoding bipolar pulse of the spiral sequences.  
  
5.4.3.2  Methods 
The velocity-encoding was normally performed just before the beginning of the spiral readout 
and used the full gradient system capability. Such residual gradients in the through-plane 
direction might therefore be expected. They were measured using a small phantom and a free-
induction decay (FID) sequence provided by Dr. Gatehouse, a method regularly used for system 
tuning.   
This sequence comprised: a non-selective RF excitation, velocity-encoding gradients (50cm/s) 
followed by the free induction decay, FID, of the signal.  Data was acquired for approximately 
1024µs at 1µs sampling resolution, starting during the final ramp down of the velocity-encoding 
gradient-pulses, (for the Intspiral RV sequence with VENC 50cm/s, the bipolar velocity-
encoding gradients had amplitudes ±39.55mT/m, and each plateau was 420µs, with ramp 
durations of 240µs).  The FID data acquisition continued for approximately 850µs after the end 
of the ramp down.   
The phantom consisted of a small cylindrical sample bottle (diameter 22mm, length 85mm) 
filled with ~ 25ml copper sulphate solution with a short T1 ~30ms.  The sample bottle was 
placed inside a small surface coil [Siemens Loop Small] with internal diameter 30mm. The small 
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phantom was offset +50mm along z, and the scanner centre frequency was tuned to this signal 
before applying any gradient pulses. The frequency f(t) was obtained using the time derivative 
of the signal phase recorded after the velocity-encoding pulse, and frequency changes caused by 
the velocity-encoding pulse could be converted to Gz(t) using Equation 5.5. 
In order to confirm the scale of the results, a 0.1mT/m test gradient pulse was applied for 
300µs, on the same axis as the velocity-encoding pulses, approximately midway through the 
ADC data collection.  Data was acquired and averaged from 97 excitations.  
 
5.4.3.3 Results & Discussion 
In theory, Figure 5.15 would show a linear ramp off of the second pulse of the bipolar velocity-
encoding gradient, which was negative, rising to zero at 150µs, after which the frequency would 
be zero for all subsequent data points except for the test pulse.  Instead, an overshoot occurred 
after the end of this ramp-off.  The level of noise on the plot is due to the use of a small phantom 
which was required to limit the signal to be from the spatial location specified, +50mm, in order 
to be able to calculate the resulting frequency offset and amplitude of the gradient overshoot. 
 
 
Figure 5.15: Frequency resulting from applied gradients at +50mm in Z-direction.  The last 
ramp-off of the velocity-encoding pulses (V.E. Grad, the last of which is negative) finished at t = 
150µs.  The applied positive 0.1mT/m gradient pulse was only to provide further confirmation 
of the scale. 





From Figure 5.15 the initial peak frequency of the overshoot was approximately 800Hz, which 
corresponds to a gradient strength of: 
Based on:     
  
 
               
     
    
 
 
     
             
Although the 0.1mT/m test pulse was not involved in this calculation, it provided a useful 
confirmation of the vertical scale. 
In order to estimate the time-scale of the decaying over-shoot, a mono exponential fit was 
applied using Matlab curve-fitting tool (‘curvefit’ using nonlinear least sum of squares, Figure 
5.16).  The data points before the frequency peak and during the application of the 0.1mT/m 
gradient were excluded from the fit. 
 
 
Figure 5.16: Curve fitting of the frequency change measured after velocity-encoding gradients 
caused by gradient overshoot using a mono exponential (y= a*exp(b*x)) equation with Matlab 
curvefit tool (nonlinear least sum of squares). Vertical lines show regions of data excluded from 
the curve fitting. 





The mono exponential fit has a decay constant of -0.01769µs-1 which corresponds to a time 
constant of 57µs.   
While the gradient amplitude being used is close to the maximum 40mT/m, the short 50µs time 
constant implies that this overshoot must have been generated during the 240µs ramp down 
section of the velocity encode gradient and therefore is similar between the longer gradients 
required for velocity-encoding of 10cm/s and the shorter gradients required for 50cm/s 
velocity-encoding because the gradient slew-rates for both VENCs are both 170mT/m/ms. 
 
To summarise the results, the velocity-encoding gradient ‘overshoots’ on return to zero with 
amplitude of ~0.4mT/m, which was ~1% of the maximum gradient used for velocity-encoding, 
and decays with approximate time constant 50µs.  With the peak of the overshoot 
approximately around the start of the spiral readout and therefore the centre of k-space, this 
1% residual error, even of such short decay time, was thought to be a potential problem.  
Further delaying the start of the spiral readout from the 20µs used to approximately 150µs 
could also reduce any errors during the spiral readout with only a negligible extension of the 
required TE.  
 
 
5.4.4 Effects of Exponential Decaying Gradients during the Spiral Readout 
 
5.4.4.1 Introduction  
This section of work moved from gradients of constant amplitude to studying exponentially 
decaying gradients during the spiral, and therefore studying the effects of gradient transient 
phenomena such as that measured in the previous section. 
A final Summary in Section 5.9 combines some aspects of the discussion sections from each of 
these subsections.  
 




As in previous sections, PSF and tube convolved simulation and tube phantom images were 
acquired for a series of test conditions described here.  The timings of the Intspiral RV sequence 
with VENC = 50cm/s were used (Section 5.4.2).  For Matlab simulations through-plane motion 
was modelled as uniform constant velocity of 50cm/s (plug flow), and the phantom flow was set 
such that the peak velocity was ~50cm/s.  All were simulated and acquired in the z=0 
transverse plane.  The bipolar pulses were again set to zero amplitude in this section to evaluate 
the impact of the decaying gradient on the spiral readout, without intravoxel phase-dispersion 
effects in the fluid.  An exponentially decaying gradient with initial amplitude of 0.4mT/m 
decaying to 0.04mT/m (10 %) was programmed onto the z-axis using the pulse sequence 
programming, dropping to zero for the remainder of the time. Simulations and phantom 
experiments were repeated using the exponential decay times specified in Table 5.4.  
  





Gradient  duration  
during spiral (µs) 
Time Constant (µs) 
0 OFF - 
1 20 8.7 
2 50 22 
3 100 43 
4 200 87 
5 400 174 
6 800 347 
7 1600 695 
8 3200 1390 
9 6350 2758 
10 12700 5516 
11 25400 11031 
CG Constant Gradient - 
 OFF - 
Table 5.4: For each image shown in Figure 5.17 - Figure 5.19 the durations of the exponential 
decaying through-plane gradient and corresponding time constants.  The spiral readout 




Scans with zero gradient were conducted before and after each series of gradient decay steps to 
guard against frequency drift during the series.  This study was conducted for positive gradients 
only, because the anti-symmetric interaction between initial off-resonance error and gradient 
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polarity was explained in Section 5.4.2.  A similar approach to that used with the applied 
constant gradients (Section 5.4.2.2) was applied, i.e. data was acquired with -40, 0, +40Hz initial 
off-resonance to model this effect combined with likely initial off-resonance errors. 
 
5.4.4.3 Results & Discussion  
Each figure shows the increasing time constant from 0 (i.e. off) in the top row, to the constant 
gradient case in the bottom row.  The three grouped-columns of images are the initial frequency 
offset: -40, 0, +40Hz.  The simulated images of the PSF (Figure 5.17) and with tube model 
convolution (Figure 5.18) are followed by the phantom images (Figure 5.19).  The number at the 
left of every row is the Image Number given at the left of Table 5.4. 
 




Figure 5.17: PSFs generated by simulations with exponentially decaying through-plane (Z) 
gradients with increasing time constant (image number at left of each row, see Table 5.4) and 
with constant gradient CG in bottom row.  Columns left to right show initial frequency offsets of 
-40, 0, +40Hz. (100x100 pixels (50x50 mm)). 
  




Figure 5.18: Tube simulations with exponentially decaying through-plane (Z) gradients with 
increasing time constant (image number at left of each row, see Table 5.4) and with constant 
gradient CG in bottom row.  Columns left to right show initial frequency offsets of -40, 0, 40Hz. 
(100x100 pixels (50x50 mm)). 
 
  




Figure 5.19: Phantom images with exponentially decaying through plane (Z) gradients with 
increasing time constant (image number at left of each row, see Table 5.4) and with constant 
gradient CG in bottom row. Columns left to right show initial frequency offsets of -40, 0, +40Hz. 
(100x100 pixels (50x50 mm)). 
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In all of the above results, the exponential gradients have very little effect on the magnitude or 
phase images until image numbers beyond 8, i.e. effects are noticeable when the exponential 
decay time-constant exceeds around 2000µs. With an initial off-resonance error, the 
exponential gradient can induce a frequency opposite to that of the initial frequency and appear 
to correct the off-resonance distortion, whereas with the opposite frequency offset the effect is 
worsened.  This asymmetry of behaviour is as described in Section 5.4.2.3 and can be 
understood from the frequency and phase plots shown in Figure 5.20 as being due to the 
approximate ‘correction’, or conversely exaggeration, of the initial frequency offset by the 
gradient and therefore minimising, or conversely increasing, the induced phase shift.  However, 
any correction effect is coincidental depending on the initial frequency offset and gradient 
amplitude.  
 
With an image slice offset along the Z axis, the effect of such exponentially decaying gradients 
would presumably increase; however, for the work of this thesis, the short decay time measured 
in Section 5.4.3.3 of 60μs is so far below the detection threshold of 2000μs that this can 
probably be neglected. 
To conclude, the short term eddy current after the velocity-encoding pulses measured in Section 
5.4.3 has no discernible impact on the spiral image quality for through-plane velocities of 
50cm/s. This finding is perhaps surprising considering that the phase shift accumulation from 








Figure 5.20:  (a,c,e) The changing frequency and phase offsets (blue) with exponentially 
decaying through-plane (Z) gradients with time constants shown in Table 5.4 (0mT/m shown as 
red, constant gradient shown as green) during the spiral readout.  (b,d,f) The resulting radial 
phase in k-space (shown as radial pixels where 150 pixels = 500m-1).  For initial frequency 
offsets of: (a,b) -40Hz, (c,d) 0Hz and (e,f) +40Hz. 
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All of the effects of off-resonance studied in this chapter so far have been conducted without the 
velocity-encoding gradients played out in order to first check the effects without the additional 
complications arising from velocity induced phase shifts.  The through-plane gradients, shown 
to be present (Section 5.4.3) after the large velocity-encoding gradients utilising maximum 
system slew-rates (170mT/m/ms), had negligible effect due to the short time constant and 
were ignored in all following work.  
Another well-known flow artefact is signal loss caused by velocity shear within pixels.  Velocity 
shear is the change of velocity across the specified region, in this context usually over the 
relevant dimension of a single pixel, and is usually greatest towards the edge of a laminar flow.   
When there is a large difference in velocity and therefore velocity-encoded accumulated phase 
for individual spins within a voxel, then the signal sum for that voxel is reduced.  When a vessel 
has a limited number of pixels across it (e.g. 5 acquired pixels across the 5mm diameter tube), 
the velocity dispersion within an edge pixel represented in Figure 5.21 approaches VENC.  The 
consequential loss of total voxel signal is known as intra-voxel phase dispersive signal loss. 
The purpose of this section is to study the intra-voxel phase dispersive signal loss before 
combining it with the off-resonance distortion in Section 5.6. The preceding sections about 
through-plane gradients were necessary to eliminate these as a possible cause of the artefacts 
observed in spiral flow imaging, leaving only the interaction studied in this section.  A final 
Summary in Section 5.9 combines some aspects of the discussion sections from each of these 
subsections. 
 




Figure 5.21: Vector diagrams showing the change of signal magnitude (normalised for each 
case) with respect to the phase range within a voxel (due to velocity-encoding): a) 3π/2, b) π, c) 
π/2, d) π/3, e) π/4, f) 0. Smaller blue arrows depict four subgroups (isochromats) of spins 
within the voxel, distributed evenly along the direction of the velocity gradient.  The larger red 
arrows depict the magnitude of the sum of spin signals. 
 
 





To investigate the impact of shear-related phase dispersive signal loss, flow phantom 
experiments were performed comparing the reference and velocity-encoded images of the 
Intspiral RV flow sequence, at a series of VENC values planned to explore minimal through to 
complete signal loss in the edge pixels of flow within a tube.  
The tube flow phantom was as previously described in Section 5.2, running parallel to the B0 
field such that flow was through the transverse imaging plane.  It was particularly important to 
the work of this section that the flow was fully developed for a laminar flow profile, so that 
shear effects might be more easily understood than if the profile were highly skewed.  The peak 
velocity was set to approximately 50cm/s. With the flow rate held constant, the sGRE and 
Intspiral RV sequences were performed with the VENCs shown in Table 5.5.  
However, for the Intspiral RV sequence, the positive and negative velocity-encodings were 
affected by the velocity-sensitivity of the slice-select gradient (Figure 5.22). 
 




Figure 5.22: Sequence diagrams showing slice select, velocity-encoding gradients and generated 
M1 for a) zero, b) positive and c) negative velocity-encoding gradients, where the required M1 
for velocity-encoding of 50cm/s is 24.49(mT/m).ms2 
 
 
In Section 3.4.1, the VENCabs was defined as the effective VENC of a single image if it had been 
used for phase-contrast against a fully velocity compensated reference image (i.e. with M1=0).  It 
was important to state this for the magnitude images, rather than the different VENC value that 
appears for the velocity images, in order to assess their velocity-related phase-dispersion.  
Although this could be done using the M1 values, they are harder to interpret than the VENCabs 
values.  The VENCabs for the R and V images of the Intspiral RV sequence are shown in Table 5.5, 
for positive and negative polarities of velocity-encoding VENC in the velocity maps. Note that 
the velocity map +VENC is made by subtracting the R image from the +V image. The velocity 
map with -VENC is made by subtracting the R image from the -V image.   
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Scan Velocity map  











1 ±25 -206.06 28.46 -22.30 
2 ±50 -206.06 66.06 -40.24 
3 ±60 -206.06 84.68 -46.46 
4 ±70 -206.06 106.10 -52.25 
5 ±80 -206.06 130.94 -57.63 
6 ±90 -206.06 160.02 -62.64 
7 ±100 -206.06 194.46 -67.31 
8 ±150 -206.06 554.03 -86.81 
9 ±200 -206.06 7340.85 -101.52 
Table 5.5: Velocity-encoding ranges as used to study intra-voxel phase-dispersion. The +VENC 
velocity map is made by subtracting the R image from the +V image. The -VENC velocity map is 
made by subtracting the R image from the -V image. The velocity sensitivity (VENCabs) is shown 
for each of the R and V images of the Intspiral RV sequence when using positive (+V) or negative 
(-V) velocity-encoding polarity. 
 
 
To reduce confusing effects caused by changing sequence timings between scans, the timings of 
the Intspiral RV sequence were kept fixed for all VENCs at that required for VENC = 50cm/s, 
with the exception of the +/- 25cm/s VENC where the TE had to be extended from 3.61 to 
4.20ms.  The Intspiral RV sequence was repeated with velocity-encoding of opposite polarity, 
but this was not done for the sGRE sequence because it was based on a clinical product and was 
more complicated to modify.  The TE for the sGRE scan was maintained at 5.5ms for all VENCs. 
All sGRE and RV spiral images were reconstructed using Matlab.  For both sequences, reference 
and all of the differently velocity-encoded magnitude images were needed in order to assess the 
signal loss due to velocity shear.  The phase-contrast images were also reconstructed but were 
not the main purpose of this section, as unreliable phase values might still be obtained from 
very weak magnitude data.  The sGRE data was reconstructed in Matlab to obtain the velocity-
encoded magnitude image, and this also avoided some filtering applied by the scanner’s clinical 
reconstruction software during image interpolation.  For the sGRE data, image interpolation 
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was applied in the same way as for the spiral data reconstruction (1x1 to 0.5x0.5mm). For 
improved SNR in this section of the work, 5 averages of both sequences were used by averaging 
the images after reconstruction. 
 
For further information about the shear-related signal loss in this application, a sequence 
acquiring smaller image pixels would provide extra evidence, even if this sequence would be too 
slow for in vivo applications.  Therefore, the Intspiral RV sequence was repeated with spatial 
resolution of 0.5x0.5mm (interpolated x2 to 0.25x0.25mm).  The timing parameter TE was held 
the same as for the 1mm resolution acquisition.  The spiral duration was slightly increased 
(25.78 to 26.90ms), and the higher resolution also required an increased number of interleaves 
and time per image (Ti) accordingly (Section 3.2.4.3.1).  The velocity sensitivities in Table 5.5 
apply also to this high-resolution sequence because the timings of the slice-select and velocity-
encoding waveforms were unchanged. 
 
 
5.5.3 Results & Discussion 
 
In the sGRE and Intspiral RV magnitude images (Figure 5.23), signal loss occurred in the edge 
pixels and became more severe at lower VENCabs.  This is consistent with shear-related signal 
loss in the edge pixels.  As predicted by the intra-voxel phase-dispersion diagrams in Figure 
5.21, signal is completely lost when VENCabs approaches half of the peak velocity in the tube, 
because there is a shear-related phase-dispersion approaching 2π radians in the edge pixels of 
the tube where the velocity shear is from zero to peak velocity over the pixel.  
 
Comparing the sGRE and Intspiral RV magnitude images, it is clear that the RV shear effects are 
not the same between the positive and negative polarities of velocity-encoding (i.e. the +V and -
V images), as they show increased signal loss for negatively velocity-encoded images.  This is 
due to the corresponding VENCabs of each magnitude image (Table 5.5) and is consistent with 
the amount of signal loss seen in Figure 5.23. 
  




Figure 5.23: Magnitude and corresponding velocity maps (1x1mm interpolated to 0.5x0.5mm) 
from sGRE and Intspiral RV (with positive and negative velocity-encoding) sequences with 
increasing velocity range (VENC) 25 to 200cm/s.  For each velocity-encoding 2 images are 
shown: magnitude images normalised to the reference magnitude image (top row, magnitude 
and phase images) and velocity map with 10% threshold mask of the respective magnitude 
image.  The VENCabs is shown on each magnitude-normalised (MGn) image and the VENC is 
shown on each thresholded velocity-map (VMt) in the upper left corners. 
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Although the velocity maps are included in Figure 5.23 and Figure 5.24, the magnitude images 
are more relevant for assessing the shear-related signal loss. The velocity images simply 
become more inaccurate when the magnitude of pixels drops, and the phase change in them 
with changing VENC was also as expected. 
 
For the higher image resolution results, Figure 5.24 shows that only minor signal loss occurred 
for VENCabs= +60 /-43 (near 50)cm/s, and almost none for less sensitive (wider) VENCabs.  In 
this sequence a VENCabs= +27/-23 (near 25)cm/s showed significant signal loss, but not as 
severe as in the larger pixels of Figure 5.23.  This is entirely consistent with the smaller pixels 
having roughly half the velocity dispersion of the 1mm pixels in Figure 5.23. The results in 
Figure 5.24 clearly imply that increasing the spatial resolution recovers the signal loss as would 
be expected if it is caused by velocity shear in each pixel.   
Finally, the magnitude images in Figure 5.24 show a distinct ring structure within them, 
seemingly inverted in its brightness at less sensitive velocity-encodings.  It is not seen in Figure 
5.23.  This effect may be due to a small off-resonance error, investigated further in the following 
section. 
  
To summarise this section’s work, the signal loss occurring in spiral through-plane velocity-
encoded images acquired on-resonance is entirely consistent with intra-voxel velocity-related 
phase-dispersion caused by velocity shear towards the edge of the tube. This section was 
necessary to support the conclusions of the following sections, where this signal loss interacts 
with off-resonance errors. 




Figure 5.24: Magnitude and corresponding velocity maps (0.5x0.5mm interpolated 
to0.25x0.25mm) from sGRE and Intspiral RV (with positive and negative velocity-encoding) 
sequences with increasing velocity range (VENC) 25 to 200cm/s.  For each velocity-encoding 2 
images are shown: magnitude images normalised to the reference magnitude image (top row, 
magnitude and phase images) and velocity map with 10% threshold mask of the respective 
magnitude image.  The VENCabs is shown on each magnitude-normalised (MGn) image and the 
VENC is shown on each thresholded velocity-map (VMt) in the upper left corners.  
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In this section, the effects of a small off-resonance tuning error are considered in combination 
with through-plane velocity-encoding.  Although this may appear contrived in a simple phantom 
experiment, this situation is more likely during in vivo applications of the Intspiral sequences.  
Such a frequency error could arise from more complicated tissue diamagnetism and/or small 
errors in the scanner’s frequency adjustment procedures. 
The impact of these artefacts on flow and velocity measurements is also assessed.  As in the 






The phantom setup as used in the preceding section with flow at 50cm/s peak velocity was 
maintained for the following investigation.  As in the preceding section, the phantom setup was 
important for ensuring a developed non-skewed laminar velocity profile. 
For each test in this section, the Intspiral RV sequence was repeated with positive and negative 
velocity-encoding polarities.  The magnitude R images had VENCabs= -291.5cm/s and the 
magnitude V images had VENCabs= +60.4cm/s and VENCabs= -42.7cm/s as shown in Table 5.5 for 
the VENCs of +50cm/s and -50cm/s.  As before, it was necessary to show the ‘absolute’ velocity 
sensitivity VENCabs of the magnitude images in order to assess their velocity-related phase-
dispersion. 
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The system was tuned to the correct frequency for the tube as previously described (Section 
5.3.3.2) and five repetitions of the Intspiral RV sequence acquired 5R and 5V images.  The R and 
V images were averaged separately before the phase subtraction.  
Leaving the flow-rate and velocity-encodings unchanged, Intspiral RV acquisitions were 
repeated with increasing frequency offsets from the on-resonance value up to ±100Hz.  
ROIs were drawn on the magnitude images and copied to the corresponding velocity maps for 
measurements of the mean and peak velocity, cross-sectional area and flow.  The magnitude 
images intensities were all scaled to the same level using the on-resonance image with the 
higher limit set to the brightest pixel in the tube and the lowest to the background noise in air.  
ROIs were drawn subjectively for each off-resonance case.   First, ROIs were drawn on the 
reference images and used with the positively velocity-encoded velocity maps VMs (R +VE); 
ROIs were then drawn on the positively velocity-encoded V images and used on the 
corresponding positively velocity-encoded velocity maps VMs (V +VE); this was then repeated 
for the negatively velocity-encoded images (R –VE and V -VE). 
The combinations of positive and negative off-resonance and positive and negative velocity-




5.6.3 Results & Discussion 
 
Figure 5.25 shows the magnitude images for each frequency offset in each row, with positive 
offsets in the left three and negative offsets in the right three images.  For the on–resonance case 
in the top row, the velocity-encoded images again show the shear signal loss effects in the edge 
pixels of the tube compared to the reference image, as explained in Section 5.5. The asymmetry 
between the +V and -V images here is also as explained in Section 5.5 due to their differing 
VENCabs values.    
For the R magnitude images, the residual slice-select velocity-encoding, VENCabs= -291.5cm/s, 
results in the differences between the positive and negative frequency offsets.  This disturbs the 
symmetry between velocity-encoding and frequency offset directions (e.g. +frequency offset and 
+V similar to -frequency offset and -V); such a symmetry would be expected using a fully 
velocity compensated reference image.   
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For the magnitude images related to +V velocity-encoding and positive frequency offset in 
Figure 5.25 an apparent ‘implosion’ of the tube occurs where outer pixels lose signal and inner 
pixels gain signal.  In this case +20Hz shows this effect to the greatest degree corresponding to 
an ~ π off-resonance phase accumulation during each spiral readout.  At still greater positive 
frequency offsets the tube returns to that similar to on-resonance at 40Hz and then grows 
progressively, ‘exploding’ with increasing frequency offset.  The corresponding -V magnitude 
images do not show this ‘implosion’ effect, but instead they show a steady ‘explosion’ of the tube 
with increasing +frequency offset.  Unlike the respective +V magnitude images, as well as the 
tube spreading out with increasing frequency above +20Hz offset there is also signal reduction 
within the centre of the tube.   
Comparing positive and negative frequency offsets in Figure 5.25, the implosion effect occurs 
for the -V velocity-encoding, instead of the +V i.e. the implosion and explosion effects are 
reversed by inverting the polarity of the frequency offset. 
 
 




Figure 5.25: Magnitude images of ‘reference’ R (VENCabs= -291.5cm/s), positive velocity-
encoding +V (VENCabs= +60.4cm/s), and negative velocity-encoding -V (VENCabs= -42.7cm/s) 
with increasing off-resonance offset, positive (+F, left group) and negative (-F, right group).  
VENC = 50cm/s with peak velocity ~ 50cm/s (zoomed in to 50x50 pixels (25x25 mm)) 
 
 




The velocity maps (for positive velocity-encoding in Figure 5.26 & negative in Figure 5.27) show 
phase shift in the central pixel which should correspond to the peak velocity.  However, 
referring to the +V velocity maps in Figure 5.26, the velocity distribution measured over the 
tube changes with frequency offset: velocity aliasing in the central pixels observable on the 0Hz 
velocity map has vanished at only +5Hz offset and decreases further through +20Hz offset.  At 
larger positive offsets, the central pixels of the tube are apparently slower than the outer pixels, 
i.e. off-resonance is distorting the velocity profile to one with faster flow at its edges than its 
centre.  The -V velocity maps show a similar distortion of the velocity profile with frequency 
offsets.  
  




Figure 5.26: Phantom images acquired at Z=0mm with ~50cm/s peak velocity.  Four images are 
shown for each polarity of velocity-encoding: velocity magnitude images vMGn, vMGi and 
velocity maps VM and VMt.  (left) Positive and (right) negative velocity-encoding (magnitude 
image VENCabs =+60.4cm/s and -42.7cm/s respectively) with increasing initial positive 
frequency offset (0 to 100Hz). (Zoomed in to 50x50 pixels (25x25mm)) 




Figure 5.27: Phantom images acquired at Z=0mm with ~50cm/s peak velocity.  Four images are 
shown for each polarity of velocity-encoding: velocity magnitude images vMGn, vMGi and 
velocity maps VM and VMt.  (left) Positive and (right) negative velocity-encoding (magnitude 
image VENCabs= +60.4cm/s and -42.7cm/s respectively) with increasing initial negative 
frequency offset (0 to 100Hz). (Zoomed in to 50x50 pixels (25x25mm))  
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Measurements of mean and peak velocities, area and flow are plotted in Figure 5.28 (and listed 
in Table 5.6 and Table 5.7.  For some of these measurements in the more distorted images, the 
ROI placement was extremely subjective.  Each graph shows 4 versions of each measurement:  
using ROIs placed on the “reference” (R) image and velocity-encoded image (V), both repeated 
for the positive and negative velocity-encodings (labelled +VE and –VE). 
Based on the tube diameter of 4mm, the true cross-sectional area was 12.6mm2, and with peak 
velocity (set using a separate sGRE sequence), assuming a laminar profile, the true mean 
velocity was 25cm/s and flow-rate was 3.1ml/s. 
The off-resonance error affects the mean velocity measurements by ±5 to 10cm/s, although 
with greater offset than 10Hz the mean and peak velocities approximately stabilise, which is 
counter-intuitive.  This finding would tend to be invalidated in vivo by the spreading of the 
venous signal onto signal from surrounding stationary tissue.  
Drawing the ROIs on the R images and the V images yielded very similar mean and peak velocity 
measurements.  However, frequency offsets in one polarity appeared to affect the peak velocity 
measurements more than in the opposite direction.  For positive velocity-encoding (+VE) the 
peak velocity varied more with positive frequency offsets and similarly for negative velocity-
encoding (-VE), negative frequency offsets caused more difference.  Looking only at the positive 
velocity-encoding images in Figure 5.26 and Figure 5.27, this is due to the ‘ring’ of peak velocity 
as it moves radially outwards with increasing frequency offset, either at the very edge of the 
magnitude tube for +F or just inside the edge of the tube on the magnitude image for –F. 
The peak velocity is somewhat deceptive as this is the peak from the ROI, which as described 
above for greater off-resonance shifts, is apparently no longer at the centre of the tube, an 
obvious distortion as there is no reason for the velocity profile to change at all during these 
experiments.  With increasing frequency offset the peak velocity is distorted outwards radially 
with differing distributions for positive and negative off-resonance errors (Figure 5.26 & Figure 
5.27 respectively). 
For ROIs drawn on the R image, the ROI areas were approximately stable over quite a large 
frequency range (±40Hz about on-resonance).  For larger frequency offsets the ROI area 
increases symmetrically.  For ROIs drawn on the velocity-encoded V images the areas increase 
as a function of offset frequency, with an area increase with frequency offset in one direction 
and a decrease in the other, which then increases with further frequency offsets.  The area of the 
ROIs can easily be appreciated from the magnitude images in Figure 5.25, Figure 5.26 and 
Figure 5.27, where the implosion and explosion effects are evident.   
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The flow measurements in Figure 5.28 approximately increase with the cross-sectional area of 
the ROI, and the mean velocity variation has comparatively little impact. As with the ROI area, 
the use of velocity-encoded images for the ROI introduces an asymmetry with potentially very 
large errors in flow measurement. Even if a “reference” image is used for the ROI-drawing, there 
is a clear potential for up to 100% over-estimation of flow, even for off-resonance errors as 
small as 1 ppm.   
 
 
Figure 5.28: Plots of the mean and peak velocity (cm/s), area (mm2) and flow (ml/s) as 
measured from the velocity maps in Figure 5.26 & Figure 5.27 with positive (+VE) and negative 
(-VE) velocity-encoding, using ROIs defined from the respective reference (R) and velocity-
encoded (V) magnitude images. 
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From the preceding results in a tube surrounded by air, the flow is therefore mainly affected by 
the ROI area.  However, as cautioned before, even this problematical situation would probably 
be complicated further in vivo by surrounding tissue signal. 
 All of these phantom assessments of the error were in steady flows.  Pulsatile flow would 
probably cause a highly variable apparent size of the tube, with a varying distortion of its 
velocity distribution during the flow pulse.  Furthermore, the genuine velocity distribution in 
this case could also be changing during the pulse if the Womersley number is sufficiently high. 
The phase-dispersion within a voxel resulting from velocity shear is combined with the phase-
dispersion resulting from off-resonance.  The combination of these two sources of phase-
dispersion can be additive or subtractive, where off-resonance phase slopes can worsen or 
correct the velocity shear related phase-dispersion and result in the ‘implosion’ and ‘explosion’ 
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-100 33.46 49.54 93.59 31.31  34.84 50.10 167.44 58.33 
-80 34.37 48.90 59.72 20.53  35.21 48.90 118.14 41.60 
-60 34.21 48.27 31.28 10.70  34.21 48.27 80.72 27.62 
-50 36.68 45.80 26.58 9.75  33.83 45.80 67.66 22.89 
-40 36.97 44.70 16.73 6.19  32.78 44.70 53.57 17.56 
-30 36.39 45.34 7.13 2.59  34.29 45.34 32.67 11.20 
-20 36.42 38.13 8.30 3.02  30.70 38.13 27.21 8.35 
-10 33.43 56.91 9.69 3.24  30.93 56.91 14.20 4.39 
-5 31.59 55.08 9.25 2.92  29.34 55.08 11.94 3.50 
0 27.25 52.05 11.32 3.08  26.43 52.05 12.15 3.21 
0 29.71 51.95 9.45 2.81  27.42 51.95 11.67 3.20 
5 27.04 60.26 10.25 2.77  25.06 60.26 11.51 2.88 
10 26.43 43.04 10.04 2.65  28.69 43.04 8.54 2.45 
20 30.25 36.64 9.17 2.77  34.39 36.64 5.26 1.81 
30 33.52 36.64 6.77 2.27  28.03 36.64 8.72 2.44 
40 32.90 46.75 5.53 1.82  38.70 74.42 12.86 4.98 
50 33.53 52.17 12.38 4.15  35.18 55.03 15.23 5.36 
60 30.64 44.48 13.10 4.01  35.29 68.22 24.61 8.68 
80 30.76 47.53 28.51 8.77  34.35 67.22 44.37 15.24 
100 31.62 52.66 58.65 18.54  32.95 59.89 68.40 22.53 
Table 5.6: Mean and peak velocities with ROI cross-sectional area and flow rate (mean velocity x 
area) measured from images shown in Figure 5.26 with +VE and 0 to ±100Hz frequency offset. 
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-100 -33.72 -62.50 94.72 -31.94  -32.95 -62.50 85.57 -28.19 
-80 -33.67 -65.68 54.86 -18.47  -32.89 -52.32 51.67 -16.99 
-60 -33.39 -55.81 28.51 -9.52  -33.56 -59.67 28.58 -9.59 
-50 -31.45 -49.68 13.60 -4.28  -37.10 -72.08 25.14 -9.33 
-40 -36.97 -64.24 13.60 -5.03  -38.00 -67.44 14.81 -5.63 
-30 -34.89 -50.81 4.66 -1.62  -41.71 -67.68 11.07 -4.62 
-20 -46.08 -74.37 7.13 -3.28  -38.57 -69.15 3.63 -1.40 
-10 -24.48 -39.84 8.37 -2.05  -32.96 -39.84 5.06 -1.67 
-5 -27.41 -58.25 8.95 -2.45  -22.16 -58.25 13.14 -2.91 
0 -28.69 -64.48 10.54 -3.02  -27.28 -64.48 12.44 -3.39 
0 -27.88 -56.86 10.28 -2.87  -22.78 -44.70 11.67 -2.66 
5 -32.71 -52.54 9.53 -3.12  -30.68 -52.54 11.80 -3.62 
10 -35.22 -58.89 9.66 -3.40  -33.68 -58.89 11.15 -3.76 
20 -42.90 -73.03 8.53 -3.66  -38.99 -73.03 12.94 -5.05 
30 -39.04 -48.63 7.82 -3.05  -33.77 -48.63 30.93 -10.44 
40 -36.58 -55.18 4.26 -1.56  -37.19 -55.18 36.09 -13.42 
50 -39.03 -48.88 13.81 -5.39  -35.86 -48.88 56.31 -20.20 
60 -36.12 -55.45 13.60 -4.91  -38.23 -55.45 61.13 -23.37 
80 -35.11 -54.71 30.27 -10.63  -37.14 -54.71 102.18 -37.95 
100 -33.13 -54.88 45.00 -14.91  -36.26 -54.88 153.52 -55.67 
Table 5.7: Mean and peak velocities with ROI cross-sectional area and flow rate (mean velocity x 
area) measured from images shown in Figure 5.27 with -V and 0 to ±100Hz frequency offset. 
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The effects of in-plane flow during spiral readouts have been previously described by Gatehouse 
et al. (1994) in work with spiral readouts to measure flow in a phantom tube and blood flow in 
the aorta. Phantom images and simulations were conducted to describe the phase acquired as 
spins moved across the image, showing the blurring effect of the trailing edge of an object 
moving in-plane and fringes on the leading edge.  These are due to the collection of data with 
the spiral readout where low spatial frequencies are collected initially and higher spatial 
frequencies at the end of the readout when the spins have moved.   
Nishimura et al. (1995) described the same spiral readout in-plane flow artefacts using a 
velocity k-space formalisation.  The simulation results that were shown had little to no artefact 
using spiral readouts compared to significant ghosting using EPI.  This was mainly due to the 
simulation model being an infinite tube length which masked the displacement of higher spatial 
frequencies from the lower spatial frequencies that Gatehouse et al. had described.  
More recently the same in-plane flow artefacts have again been described by Tayler et al. 
(Tayler et al. 2011) and show the magnitude PSF distortion caused by an in-plane velocity.   
In the venous flow application, some misalignment of flow with the normal to the imaging slice 
was quite likely to occur in tortuous veins.  The possibility of in-plane flow artefacts in the spiral 
readout will therefore be evaluated in this section.  The impact of partial volume over the slice 
when oblique to the vessel which was described in Section 2.4.1.2 is inevitably also included in 
these experiments, but the main purpose was to evaluate the spiral-related in-plane flow 
distortion. Again for a realistic evaluation, the experiments were repeated with a range of small 









The sensitivity of the spiral sequence to these in-plane artefacts was investigated by rotating the 
phantom so that the tube ran at an angle to the Z axis.  Coronal bSSFP localiser images enabled 
measurement of the angle of the tube with the main field, using the gradient system’s (x,y,z) 
coordinates of 2 points placed along the line of the tube (Figure 5.29).   
The Intspiral RV flow images were all acquired at isocenter with the tube intersecting the spiral 
imaging slice as close to isocenter as possible, at approximate angles of  0°, 10°, 20° and 30°. 
 
 
Figure 5.29 bSSFP coronal localisers showing the angulation of the tube with the Z axis for 
approximately a) 0°, b) 10°, c) 20° and d) 30°. 
 
 
For each angle of the phantom tube, Intspiral RV images were acquired transverse to the z-axis 
of the magnet, and were also acquired perpendicular to the tube.  The perpendicular repetitions 
should not contain in-plane flow and therefore remove any related artefacts.  
5.7 In-plane Flow 
297 
 
A sGRE scan was acquired first and Intspiral RV scans with initial frequency offsets ±0, 10, 20 
and 40Hz, and for both positive and negative velocity-encodings. The peak velocity was again 
set just above 50cm/s using an sGRE velocity scout, acquired with the tube perpendicular to the 
z-axis (0° angle). 
ROIs were drawn on the sGRE transverse magnitude images, using the reference image in order 
to ensure a good standard for comparison, for mean and peak velocity measurements at the 
different tube angle to the image plane.  The cross-sectional area was multiplied by the mean 
velocity measurement to obtain flow.  A second set of ROI’s were also drawn on the Intspiral RV 
velocity magnitude (V) images, because these would be used with the RV (or Vmod) sequence 
for any measurement in vivo and also suffer from worse artefacts.  All ROIs were copied to the 
respective velocity map, and the velocity pixels were unwrapped where required by offsetting 
the velocity window in the appropriate direction. 
 
 
5.7.3 Results & Discussion   
 
The images in Figure 5.30 show both the transverse and perpendicular velocity-encoded sGRE 
images.  The transverse images show little distortion of the tube other than the expected elongation 
of the tube due to the increased width within the slice.  The measurements in Table 5.8 show the 
expected decrease in mean and peak velocity, and increase in area as the angle increases. The flow 
is expected to remain approximately constant because, as the mean velocity decreases the area 
increases and compensates; this is seen to occur for 10°.  However, both 20° and 30° show increases 
of ~15% and 25% of the initial flow.   




Figure 5.30: sGRE velocity-encoded magnitude images (VENCabs= 50cm/s) and corresponding 
velocity maps (VENC= 50cm/s) for transverse and perpendicular imaging slices of the tube 













0 30.00 48.22 9.88 2.96 
10 29.04 45.56 10.09 2.93 
20 29.29 39.57 12.17 3.57 
30 26.52 35.37 14.18 3.76 
Table 5.8: Mean and peak velocity with ROI area and flow rate (mean velocity x area) as 
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The Intspiral RV images with angle 0° (Figure 5.31) are similar to the corresponding images in the 
previous Section 5.6.  For images acquired at an increasing angle to the through-plane flow (Figure 
5.33, Figure 5.34, Figure 5.36), fringes relating to higher spatial frequencies are seen to propagate 
in the direction of the flow, with blurring in the opposite direction consistent with the explanation in 
the introduction of this section.  The control experiment, where images were acquired perpendicular 
to the tube (Figure 5.33, Figure 5.35, Figure 5.37), showed no such blurring and fringing, 
supporting the conclusion that this artefact is generated by the in-plane motion of spins during the 
spiral readout.  
 
Figure 5.31: RV velocity-encoded magnitude images (+V VENCabs= +60.4 cm/s, -V VENCabs= -42.7 
cm/s) and corresponding velocity maps (VENC= ±50 cm/s) for transverse imaging slices of the 
tube phantom with 0° angle to the Z-axis of the scanner.  Frequency offsets of -40 to 40Hz are 
shown at the left of each row.  




Figure 5.32: RV velocity-encoded magnitude images (+V VENCabs= +60.4cm/s, -V VENCabs= -
42.7cm/s) and corresponding velocity maps (VENC= ±50cm/s) for transverse imaging slices, 
with the tube at 10° angle to the Z-axis.  Frequency offsets of -40 to 40Hz are shown at the left 
end of each row. 




Figure 5.33: RV velocity-encoded magnitude images (+V VENCabs=+60.4cm/s, -V VENCabs=-
42.7cm/s) and corresponding velocity maps (VENC=±50cm/s) for image slices perpendicular to 
the tube, with the tube at 10° angle to the Z-axis.   Frequency offsets of -40 to 40Hz are shown at 
the left end of each row.  




Figure 5.34: RV velocity-encoded magnitude images (+V VENCabs= +60.4cm/s, -V VENCabs= -
42.7cm/s) and corresponding velocity maps (VENC= ±50cm/s) for transverse imaging slices, 
with the tube at 20° angle to the Z-axis.   Frequency offsets of -40 to 40Hz are shown at the left 
end of each row. 
  




Figure 5.35: RV velocity-encoded magnitude images (+V VENCabs= +60.4cm/s,-V VENCabs= -
42.7cm/s) and corresponding velocity maps (VENC= ±50cm/s) for image slices perpendicular 
to the tube, with the tube at 20° angle to the Z-axis.   Frequency offsets of -40 to 40Hz are shown 
at the left end of each row.  




Figure 5.36: RV velocity-encoded magnitude images (+V VENCabs= +60.4cm/s, -V VENCabs = -
42.7cm/s) and corresponding velocity maps (VENC = ±50cm/s) for transverse imaging slices, 
with the tube at 30° angle to the Z-axis.   Frequency offsets of -40 to 40Hz are shown at the left 
end of each row.  




Figure 5.37: RV velocity-encoded magnitude images (+V VENCabs= +60.4cm/s, -V VENCabs= -
42.7cm/s) and corresponding velocity maps (VENC=±50cm/s) for image slices perpendicular to 
the tube, with the tube at 30° angle to the Z-axis.   Frequency offsets of -40 to 40Hz are shown at 
the left end of each row.  
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The most relevant question in this work is how much misalignment affects flow measurements:  
The measurements shown in Table 5.9, for 0Hz frequency offset, are similar to the sGRE results 
where mean and peak velocities decrease and the area increases.  The flow again increases as well 
and is likely to be a result of the area being overestimated.   
As in the work of the previous section, the combination of frequency offset with flow introduces an 
asymmetry to the error. The frequency offsets for each angle show that the area tended to be 
underestimated in one direction (of frequency offset and velocity-encode direction) and over 
estimated in the other.  As before, this area error translated directly into the flow measurement 
errors.  
Severe errors in flow measurement can be expected if misalignment up to 30° in combination with 
40Hz off-resonance were to occur: the true flow of about 3.1ml/s can be underestimated by 
1.59ml/s or overestimated by 1.9ml/s. 
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-40 35.9 44.2 13.7 4.89  -40.5 -68.0 17.7 -7.18 
-20 36.7 38.8 7.8 2.85  -49.1 -84.0 8.4 -4.12 
-10 31.4 55.9 12.2 3.81  -33.9 -40.4 4.4 -1.49 
0 28.1 51.1 10.3 2.88  -26.6 -49.3 12.6 -3.35 
10 34.0 42.3 5.2 1.77  -33.3 -59.8 12.6 -4.19 
20 35.5 84.4 10.6 3.77  -39.8 -75.3 13.0 -5.17 
40 32.5 47.7 6.7 2.18  -66.7 -79.9 7.2 -4.83 
           
10 
40 31.5 40.5 4.8 1.51  -31.5 -42.7 6.4 -2.02 
10 33.6 37.4 6.7 2.24  -35.4 -72.9 6.9 -2.45 
-10 28.0 40.1 14.9 4.18  -35.2 -43.7 4.8 -1.69 
0 27.7 43.1 12.6 3.50  -30.2 -45.0 10.0 -3.03 
10 27.7 39.3 11.9 3.29  -30.5 -50.3 10.9 -3.32 
20 28.4 38.8 10.7 3.04  -37.7 -50.7 8.3 -3.15 
40 30.4 38.9 5.1 1.54  -36.6 -47.9 6.0 -2.20 
           
20 
-40 30.1 37.7 10.7 3.22  -29.0 -42.8 10.0 -2.91 
-20 30.2 38.3 8.4 2.53  -30.4 -47.0 7.9 -2.39 
-10 27.3 44.0 17.2 4.72  -31.8 -46.2 8.2 -2.60 
0 27.6 41.4 14.4 3.99  -28.6 -43.1 14.2 -4.08 
10 27.8 46.1 13.8 3.83  -28.8 -47.2 13.9 -4.00 
20 28.4 36.0 11.8 3.33  -33.8 -47.2 8.3 -2.80 
40 29.1 37.0 10.6 3.08  -31.5 -47.1 9.8 -3.09 
           
30 
-40 25.4 31.5 13.2 3.36  -27.7 -38.2 12.0 -3.33 
-20 27.7 38.2 9.5 2.63  -28.6 -43.5 8.3 -2.37 
-10 25.5 37.1 19.6 5.00  -28.0 -41.4 13.6 -3.82 
0 24.9 37.9 19.3 4.81  -25.4 -48.0 19.1 -4.85 
10 26.6 38.3 14.6 3.88  -27.3 -43.6 16.0 -4.37 
20 27.3 33.4 10.8 2.95  -27.9 -38.2 15.4 -4.28 
40 26.1 33.4 13.7 3.57  -27.8 -39.1 11.2 -3.12 
Table 5.9: Mean and peak velocity with ROI area and flow rate (mean vel. x area) as measured 
from the transverse RV images using the velocity-encoded (V) magnitude image for ROI 
depiction. Showing results from both ±VE and 0 to ±40Hz frequency offset. 
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The above tests concerning the combinations of initial off-resonance error and velocity-related 
phase shift profiles were repeated in vivo.  In this case the arterial system was used in order to 
obtain a reliable and regular pulsatile velocity waveform, as opposed to the venous flow 
variability.  The arterial example would allow image averaging and would also provide data at 
high and low mean velocities within one cine acquisition.  The region to the posterior of the 
knee was chosen as the vessels in that region are known to run approximately straight down the 
leg.  Furthermore, the popliteal artery upstream of the trifurcation is larger, and these tests 
require four to five pixels across its diameter. It also runs reasonably superficially which 





One subject was scanned with informed consent taken under approved local ethics, lying supine 
with the Siemens Flex Large receiver coil (Section 3.2.4.5) wrapped loosely around the knee. 
Informed consent was obtained and the study was conducted with approval from local ethics 
research committee. 
An ungated 3D bSSFP localising scan produced a series of transverse slices through the knee to 
ensure a transverse slice could be selected where the popliteal artery travelled close to 
perpendicularly through it. 
For on-resonance scans, the MRI system’s frequency adjustment procedure used a 65x45x100 
mm volume placed on the region of interest which was at positioned at z=0, i.e. there was no 
slice offset  in the head-foot direction.  The RV spiral sequence was repeated with a range of off-
resonance frequencies ±10, 20 and 40Hz as in previous sections. 
 
5.8 In Vivo Arterial Example 
309 
 
5.8.2.1 Cardiac Gated GRE Cine Phase-Contrast Imaging 
ECG triggering was applied to the standard clinical GRE phase-contrast cine sequence and was 
used to obtain an example arterial waveform throughout the cardiac cycle, with the parameters 
shown in Table 5.10.  The images, velocity and flow measurements obtained by this sequence 
were taken as the ‘gold standard’ for assessment of the spiral sequence. 
 
Parameter Value 
FOV (read x phase) 130x101.5mm 
Resolution  1x1mm 
(interpolated to  0.5x0.5mm)  
TE / TR  2.44 / 5.08 ms  
Tacq (1s ECG) 68s 
Data lines per cardiac cycle  3 
Averages 2 
Flip Angle 15° 
Bandwidth  592Hz/pixel 
Acquisition window  860ms 
Phases 28 
VENC 75cm/s 
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5.8.2.2 Cardiac Gated Intspiral RV Phase-Contrast Imaging 
The Intspiral RV sequence was also modified to run as a prospectively triggered cine acquisition 
using ECG-triggering.  The TE was fixed to a minimum of that required for VENC = 50cm/s 
which corresponded to a TR of 32.7ms per interleave.  Unlike the venous work where arterial 
saturation using a parallel saturation band was necessary for artefact suppression, the small 
variations in venous signal during this arterial sequence were unlikely to generate artefacts and 
therefore no similar presaturation was applied to the veins.  Venous flow was too slow and 
irregular anyway to make such presaturation effective.  Water-selective excitation was used to 
reduce any blurring due to the fat off-resonance.  Each interleave was repeated to cover the cine 
acquisition window (900ms of each cardiac cycle beginning at the R-wave trigger), which was 
set to cover approximately 90% of the cardiac cycle, resulting in 27 cine frames.  Three of each 
of the R and V images were acquired for averaging, with all the R images acquired sequentially 
then all V images acquired sequentially, i.e. R1, R2, R3, V1, V2, V3.  The RV reconstruction was 
adapted for the cardiac gated RV sequence, averaging the gridded complex image data for each 
R and V cardiac phase image before the complex conjugate phase subtraction.  Further scan 
parameters are shown in Table 5.11. 
However, as in previous work, the ‘reference’ R image was incompletely velocity compensated, 
because it included velocity sensitivity from the slice-select waveform.  In the case of the water-
selective excitation, the VENCabs = 291.5cm/s.  As before, although the VENCs of the velocity 
maps were 50 and 75cm/s, these phase-contrast images used the uncompensated ‘reference’ R 












(interpolated to 0.5x0.5mm)  
Water Excitation On 
TE / TR 4.0 / 32.7ms 
Tacq (1s ECG) 24s 
No. of Interleaves per image 4 
Averages 3 
Flip angle 30° 
Acquisition window 900ms 
Cine frames 27 
VENC 75 / 50cm/s 
VENCabs of R image 291.5 / 291.5cm/s 
VENCabs of V image 60.4 / 101.1cm/s 
Table 5.11: Cardiac gated RV spiral scan parameters. 
 
 
The ultimate purpose of this chapter was to see how these artefacts may affect flow and velocity 
measurements. In these measurements, results using ROI definitions in three different ways 
were compared for the following reasons.  Evidently, the magnitude image with least off-
resonance distortion might seem the most appropriate choice if the velocity data within the true 
vessel outline is reasonably undistorted.  Therefore the first option was to define the ROI using 
the on-resonance reference magnitude image only.  However, there is obviously uncertainty as 
to exact on-resonance conditions in vivo.  A second series of measurements is therefore 
presented using ROIs defined on the off-resonance reference images, to explore the impact of 
such an error.  Finally, a third set of ROI measurements was made, because reference images 
may not be available in some accelerated “referenceless” versions of the spiral imaging (Chapter 
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3.4.2.2) where the vein may change shape during flow events. Therefore, for the third set, the 
“worst case” was included: ROIs were drawn at the time of the temporal peak velocity, on both 
the reference and velocity-encoded magnitude images.  
 
 
5.8.3 Results & Discussion  
 
5.8.3.1 Cardiac Gated GRE 
The GRE magnitude images in Figure 5.38 show diastolic and peak systolic examples.  Figure 
5.38c shows, at 350ms after the cardiac R-wave trigger, the expected inflow enhancement of the 
artery due to the arrival of fully magnetised blood between RF excitations.  Conversely when the 
flow is slow in Figure 5.38a 80ms after the R-wave, the blood magnetisation becomes saturated 
and signal intensity drops to a similar level as the muscle.  The measured mean velocity in the 
artery, Figure 5.39, has a tri-phasic waveform with the systolic pulse of flow arriving ~250ms 
after the ECG trigger as the velocity wave propagates down through the central arterial system.  
A peak pixel velocity of 50cm/s was measured from these GRE-cine images. 
The mean velocity at peak systole was 38.5cm/s and the peak flow-rate was 7.94ml/s.  These 
values were taken forward as reference values for comparison with measurements from the 
Intspiral RV sequence under a range of off-resonance and ROI delineation test conditions. 
 
  




Figure 5.38: Example cardiac gated GRE reference magnitude images (fully compensated) and 
velocity maps.  (a,b) At low mean velocity, ~80ms after the ECG trigger marked (i) on the 
velocity waveform on Figure 5.39.  (c,d) At peak systolic mean velocity ~350ms after the ECG 
trigger, marked (ii) on Figure 5.39.  On the velocity maps, velocity towards the head is shown 
brighter and towards the feet is shown darker (for the GRE cine, VENC=75cm/s). 
 
 




Figure 5.39: Cardiac gated GRE arterial mean and peak velocity waveforms measured from an 
ROI drawn subjectively at near peak inflow enhancement (CSA = 20.63mm2) also showing the 
timing of images as explained in Figure 5.38 caption.  Negative velocities are towards the feet. 
 
 
5.8.3.2 Gated Intspiral RV  
Figure 5.40 shows that the cardiac gated RV spiral scan produced similar reference magnitude 
images and velocity maps to those produced by the gated GRE scan, although the popliteal 
artery signal appears to be brighter compared to the muscle in the RV spiral scan, possibly due 
to the different flip angles used.  At times of slow flow, i.e. diastole, the Intspiral RV spiral 
reference, R, and velocity-encoded, V, magnitude images (Figure 5.40 a & b) both appear similar 
whereas with higher flow the fresh in-flow enhancement again causes a much brighter signal in 
the popliteal artery on the reference magnitude image (Figure 5.40 d) while the velocity-
encoded image shows some distortion (Figure 5.40 e), even when adjusted to be on-resonance.   




Figure 5.40: On-resonance cardiac gated Intspiral RV cine images: the top row (a,b,c) are 
diastolic images at the timing (i) 82ms after R-wave similar to that used for the GRE cine results, 
and the bottom row (d,e,f) are at time (ii) in systole at 376 ms after the R-wave.  (a,d) Reference, 
R, magnitude images (VENCabs= -291.5cm/s), (b,e) velocity-encoded, V, magnitude images 
(VENCabs = 60.4cm/s) and (c,f) Corresponding velocity maps (VENC = 50cm/s).  On the velocity 
maps, velocity towards the feet is shown darker. 
 
 
Figure 5.41 shows the on-resonance reference, R, and velocity-encoded, V, magnitude images 
and the velocity maps during the frames of systolic peak flow.  In these images, the signal is 
quite distorted on the velocity-encoded magnitude images but to a much lesser degree on the 
reference magnitude images.  A dark ring is apparent on the upper edge of the artery on both of 
the magnitude images, with further ringing extending into the muscle region on the reference 
images and increasing with velocity, also the lower edge of the artery appears slightly blurred.  
This indicates minor in-plane motion of the excited ‘plug’ of blood towards the anterior of the 
leg during the spiral readout (at the top of the image).  This was believed to be due to a small 
angulation of the artery away from parallel with the Z axis, as described in the phantom 
experiments of Section 5.7.  




Figure 5.41: On-resonance reference, R (VENCabs = 291.5cm/s), and velocity-encoded, V (VENCabs 
= 60.4cm/s), magnitude images with velocity maps, VM (VENC = 50cm/s) showing 6 cardiac 
phases during the systolic peak in velocity with timing shown at the left of each row (ms after R-
wave trigger).  Zoomed in to 50x50 pixels (25x25mm) around the popliteal artery. 
 
 
The results from Intspiral RV cine imaging at frequency tuning errors (off-resonance errors) up 
to ±40 Hz are in Figure 5.42 and Figure 5.43 for the two series of velocity VENCs (50cm/s and 
75cm/s velocity maps).  The reference, R, and velocity-encoded, V, magnitude images are shown 
with the corresponding velocity maps at the diastolic and systolic timings identified by markers 
(i) and (ii) earlier in this section (Figure 5.39). 
5.8 In Vivo Arterial Example 
317 
 
In the results of this section the terms VENC 50cm/s and 75cm/s refer to the velocity maps only.    
The VENCabs of the reference R image was 291.5cm/s and the VENCabs of the velocity-encoded V 
images were 60.4cm/s and 101.1cm/s for VENCs of 50cm/s and 75cm/s respectively.  
 
  




Figure 5.42: Off-resonance cardiac gated Intspiral RV cine results: reference, R (VENCabs = 
291.5cm/s), and velocity-encoded, V (VENCabs = 60.4cm/s), magnitude images and 
corresponding velocity maps, VM (VENC = 50cm/s), showing the popliteal artery in (i) diastole 
and (ii) systole at the timings (Figure 5.39) 82ms and 376ms after the R-wave respectively. The 
frequency offsets of -40 to 40Hz are shown at the left end of each row of images.  Images are 
zoomed in covering a 50x50mm (100x100 pixels) region. 




Figure 5.43: Off-resonance cardiac gated Intspiral RV cine results: reference, R (VENCabs = 
291.5cm/s), and velocity-encoded, V (VENCabs = 101.1cm/s), magnitude images and 
corresponding velocity maps, VM (VENC = 75cm/s), showing the popliteal artery in (i) diastole 
and (ii) systole at the timings (Figure 5.39) 82ms and 376ms after the R-wave respectively. The 
frequency offsets of -40 to 40Hz are shown at the left end of each row of images.  Images are 
zoomed in covering a 50x50mm (100x100 pixels) region. 




From the images shown in Figure 5.42, the effects of an initial frequency offset can severely 
distort the vessel.  The images with slow flow (left) show distortion of the vessel size and 
velocity with frequency offset greater than ±20Hz, and this distortion is little changed between 
the reference, R, and velocity-encoded, V, magnitude images because minimal phase is induced 
by velocity-encoding in those V images.  At the peak velocity, ~50cm/s, the velocity-encoding 
induces a ~ π phase change in the peak pixels of velocity-encoded images.  As previously 
described, Section 5.5, velocity shear within the edge pixels of the popliteal artery causes signal 
loss and can be seen for the 0Hz frequency offset images.  The combination of velocity-encoding 
causing phase shifts near π and initial frequency offsets complicates the distortion of the vessel 
with the similar ‘implosion’ and ‘explosion’ effects as observed in Section 5.6.  In Figure 5.42, the 
effects of negative frequency offsets seem slightly less severe (‘implosion’ artefact), compared to 
the immediate apparent dilation or ‘explosion’ of the vessel seen with the positive frequency 
offsets.  There is no fixed rule about which frequency would perform better, as this depends on 
the polarity of velocity-encoding and also the gradient of the velocity shear in question.       
Figure 5.43 shows similar images as in Figure 5.42 but with a VENC of 75cm/s, VENCabs = 
101.1cm/s.  The images at low flow (left) with increasing ±frequency offset show the same 
distortion in R and V images.  However, the images at peak velocity (right) show less distortion 
than the images acquired with VENC = 50cm/s (Figure 5.42 (right)).  This is due to the smaller 
phase-dispersion within pixels caused by the velocity-encode gradients.  For a peak velocity of 
50cm/s and VENCabs of 60.4cm/s causes a phase-dispersion approaching  π radians across an 
edge pixel at these low spatial resolutions, whereas for VENC of 75cm/s with corresponding 
VENCabs = 101.1cm/s such a phase-dispersion would be cut to ~ π/2.  
The smaller velocity-induced phase-dispersion presumably causes a smaller interaction with 
the radial phase slope imparted by off-resonance tuning error. 
For both VENCabs that have been applied, 60.4 & 101.1cm/s, an initial frequency offset of 10Hz 
results in acceptable magnitude distortion for both VENCabs, although the higher VENCabs of 
101.1cm/s clearly resulted in less distortion than the 60.4cm/s.  With an initial frequency offset 
of 20 or 40Hz, the artery boundary is indistinguishable, and is also different on the R and V 
images leaving ROI depiction nearly impossible. 
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5.8.3.3 Velocity & Flow Measurements 
In this section, the results from three different approaches to ROI placement described in 
Methods are presented.  The ROIs were drawn on magnitude images and copied to velocity 
maps, but the choice of magnitude image for drawing the ROIs was varied for the reasons given 
in the Methods section, i.e.: ROI drawn on diastolic on-resonance reference R images, ROI drawn 
on systolic off-resonance reference R images and ROI drawn on systolic off-resonance velocity-
encoded V images. 
For the first of these ROI choices: Measurements of mean and peak velocities were taken from 
the images using an ROI drawn on a reference magnitude image, with 0Hz frequency offset, 
towards the end of the cycle, where the artery appeared stable but slow flow was still creating 
sufficient inflow enhancement to ease ROI border depiction.  This single ROI was copied to all 
velocity maps in each series with the different initial frequency offsets and with 50 and 75cm/s 
velocity-encoding.  Mean (a) and peak (b) velocities are shown in  
Figure 5.44 for VENC = 50cm/s and in Figure 5.45 for VENC = 75cm/s as measured and Table 
5.12 shows the mean and peak velocities at the temporal peak in the velocity waveform.  
Figure 5.44 & Figure 5.45 show the spread of the mean and peak velocities with off-resonance, 
even using a fixed ROI from the on-resonance reference R image.  Both VENCS show the mean 
velocity to be similar throughout the cycle except during the systolic peak, as would be expected 
since the spiral imaging distortion increases for faster velocities.  Mean velocities are also 
similar for both VENCs with negative frequency offsets where mean velocities are 
underestimated compared to 0Hz frequency offset.  However, with positive frequency offsets 
and overestimation of the mean velocity, this difference becomes larger.  The peak velocity 
shows a similar behaviour.   This indicates that velocities near the maximum range of the 
velocity-encoding may be distorted more than those well below the maximum range in the 
velocity maps as well as the magnitude images (Figure 5.42 & Figure 5.43). 
 
In comparison with the cardiac gated GRE measurements where the peak systolic mean velocity 
was 38.5cm/s and the corresponding flow rate was 7.94ml/s, the on-resonance Intspiral RV 
peak systolic mean velocity with VENC = 50cm/s was reduced by 10%, and with VENC = 75cm/s 
was further reduced, by 16%.  However, the flow-rates compared better with an increase of 
<1% with VENC = 50cm/s and decrease of 6% with VENC = 75cm/s.  The difference between 
the Intspiral RV (VENC = 50cm/s) measurements and the cardiac gated GRE increases with 
increasing off-resonance, the measurements with VENC = 75cm/s all underestimate the mean 
velocity and also the flow-rates.     



























-40 23.10 -26.89 -37.75 -6.21 -27.85 -37.29 -6.43 
-20 23.10 -29.74 -48.61 -6.87 -29.25 -45.78 -6.77 
-10 23.10 -32.57 -46.74 -7.52 -32.53 -44.64 -7.51 
0 23.10 -34.54 -48.63 -7.98 -32.28 -45.51 -7.46 
10 23.10 -36.28 -48.01 -8.38 -33.64 -46.86 -7.77 
20 23.10 -38.89 -55.49 -8.98 -33.80 -53.06 -7.81 
40 23.10 -40.87 -56.27 -9.44 -33.63 -43.26 -7.77 
Table 5.12: Intspiral RV measurements: mean and peak velocity at the temporal peak velocity of 
the cycle for initial frequency offsets with VENC = 50 & 75cm/s using a single ROI defined on a 
reference magnitude image.  Flow-rates were calculated as mean velocity x ROI CSA. 
  




Figure 5.44: Mean and peak velocities and flow-rate measured from cardiac gated RV spiral 
images acquired with VENC = 50cm/s and initial frequency offsets ±0, 10, 20, 40Hz. A single ROI 
was drawn on reference magnitude image on-resonance with little artefact but with inflow 































































































Figure 5.45: Mean and peak velocities and flow-rate measured from cardiac gated RV spiral 
images acquired with VENC = 75cm/s and initial frequency offsets ±0, 10, 20, 40Hz.  A single 
ROI was drawn on reference magnitude image on-resonance with little artefact but with inflow 
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As described in the Methods, the ROI measurements were repeated to investigate the effects of 
ROI placement, in off-resonance images and also in distorted velocity-encoded images. Those 
results are shown as follows: 
Using ROIs defined on the corresponding off-resonance reference R magnitude images at 
systole. For VENC of 50cm/s in Figure 5.46 (titled 50 R) and VENC of 75cm/s in Figure 5.47 
(titled 75 R).  Values at peak systole are shown in Table 5.13. 
 
Finally, ROI defined on the corresponding off-resonance velocity-encoded V magnitude images 
at systole.  For VENC of 50cm/s in Figure 5.48 (titled 50 V) and VENC of 75cm/s in Figure 5.49 









Figure 5.46: Mean and peak velocities and flow rate measured from cardiac gated RV spiral 
images acquired with VENC = 50cm/s and initial frequency offsets ± 0, 10, 20, 40Hz. ROI was 
drawn on reference R magnitude image at temporal peak velocity individually for each 



























































































Figure 5.47: Mean and peak velocities and flow rate measured from cardiac gated RV spiral 
images acquired with VENC = 75cm/s and initial frequency offsets ± 0, 10, 20, 40Hz. ROI was 
drawn on reference R magnitude image at temporal peak velocity individually for each 



























































































Figure 5.48: Mean and peak velocities and flow-rate measured from cardiac gated RV images 
acquired with VENC = 50cm/s and initial frequency offsets ± 0, 10, 20, 40Hz. ROI was drawn on 
the velocity-encoded V magnitude image at temporal peak velocity individually for each 



























































































Figure 5.49: Mean and peak velocities and flow-rate measured from cardiac gated RV images 
acquired with VENC = 75cm/s and initial frequency offsets ± 0, 10, 20, 40Hz. ROI was drawn on 
the velocity-encoded V magnitude image at temporal peak velocity individually for each 




























































































Table 5.13: Mean and peak velocities, ROI cross-sectional area and flow-rates at the temporal 
peak velocity of the cycle. The frequency offset is shown on the left for each row of 
measurements, at VENCs = 50 and 75cm/s. These results used a single ROI defined on the 
reference R magnitude image at the same off-resonance error as each row, at the same timing of 
peak velocity. 
  


























-40 63.99 -12.14 -37.75 -7.77 71.29 -13.87 -37.29 -9.88 
-20 50.29 -15.79 -48.61 -7.94 48.63 -18.41 -45.78 -8.95 
-10 30.53 -27.15 -46.74 -8.29 31.12 -27.24 -44.64 -8.48 
0 30.14 -29.70 -48.63 -8.95 29.58 -28.16 -45.51 -8.33 
10 29.08 -32.49 -48.01 -9.45 29.08 -30.33 -46.86 -8.82 
20 45.76 -28.27 -55.49 -12.93 50.00 -23.27 -53.06 -11.63 
40 59.76 -26.57 -56.27 -15.88 61.84 -22.29 -43.26 -13.78 
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-40 19.44 -28.47 -37.75 -5.53 29.51 -25.73 -37.29 -7.59 
-20 16.25 -33.73 -48.61 -5.48 20.62 -30.26 -45.78 -6.24 
-10 20.91 -33.31 -46.74 -6.96 26.42 -30.09 -44.64 -7.95 
0 21.13 -36.20 -48.63 -7.65 27.87 -29.24 -45.51 -8.15 
10 25.82 -34.36 -48.01 -8.87 46.95 -22.51 -46.86 -10.57 
20 30.56 -34.64 -55.49 -10.58 54.19 -22.14 -53.06 -12.00 
40 42.07 -32.53 -56.27 -13.68 75.46 -19.15 -43.26 -14.45 
Table 5.14: Mean and peak velocities, ROI cross-sectional area and flow-rates at the temporal 
peak velocity of the cycle. The frequency offset is shown on the left for each row of 
measurements, at VENCs = 50 and 75cm/s. These results used a single ROI defined on the 
velocity-encoded V   magnitude image at the same off-resonance error as each row, at the same 
timing of peak velocity. 
 
 
Similarly to the prior measurements, made with a single ROI defined on a reference magnitude 
image with inflow enhancement, the peak velocities increased in absolute size as the frequency 
offset varies from -40 up to 40Hz.  The mean velocity, however, tends to decrease with 
increased frequency offset regardless of the offset polarity.  This is generally due to the 
increasing ROI area with increasing frequency offset seen for ROIs drawn on reference 
magnitude images.  However, the ROIs drawn on the velocity magnitude images tended to 
decrease in size with negative frequency offsets (Table 5.14) and more so for VENC of 50cm/s 
due to the greater interaction of off-resonance with phase-dispersion related to velocity shear.  
Also, the ROI depiction using reference and velocity magnitude images became increasingly 
ambiguous with higher frequency offsets due to the distortion of the vessel.  This distortion was 
by off-resonance alone for reference R images, but for the V images it was the combination of 
off-resonance and phase-dispersion by shear.  The flow measurement again tended to follow the 
behaviour of the area, but was approximately doubled in some cases.  For some of the 
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measurements (e.g. Table 5.13, 50cm/s) the mean velocity appears to be approximately stable, 
and this may suggest that the velocity data is not lost but redistributed within the vessel; it 
implies that with an accurate ROI, the mean velocity and therefore flow measurements could be 
retrieved.  However, finding an accurate ROI becomes increasingly difficult with the increasing 
distortion of the vessel.  The combination of shear-related intra-voxel phase-dispersion with the 
radial phase curvature due to off-resonance makes accurate ROI definition difficult, and 
furthermore the velocity distribution within (and outside) the true lumen is distorted by 
interaction of the off-resonance error with the velocity-related phase-dispersion. 
In comparison to the measurements made on the cardiac gated GRE images, the mean velocities 
measured at peak systole for each off-resonance R or V image were all under-estimated, 
generally decreasing with increasing off-resonance.  Using the R image for the ROI drawing, the 
flow-rates were similar to those from the GRE but generally slightly increased (except at -40Hz).  
Also from -20Hz through to +10Hz off-resonance the flow-rate was approximately stable for 
both VENCs.  Using the V image for ROI, the flow-rates on-resonance were similar to the cardiac 
gated GRE, and for both VENC the flow-rates decreased with negative off-resonance but, 
similarly to the ROIs drawn using the R image, increasing with positive off-resonance .   
The greatest errors from the Intspiral RV sequence measurements over a -40Hz to +40Hz range 
of initial frequency offsets, compared to the gated GRE measurements were a 26cm/s (68%) 
underestimation of systolic mean velocity  and systolic flow-rates errors ranging between  -
2.4ml/s (-30%) and  +7.9ml/s (+100%).  The impact of even a 0.7ppm frequency error on 27ms 








Off-resonance artefacts using spiral gradient readouts with ~25ms duration have been 
investigated and demonstrated throughout this chapter using simulations of reference spiral 
images and phantom imaging with the RV spiral sequence.  The RV spiral sequence was chosen 
as it provided both a reference, R, image (with minor residual velocity-encoding) and a velocity-
encoded, V, image where the ‘full’ velocity-encoding gradients were applied.  
Initial simulations were used to generate raw data of an ideal point source with varying degrees 
of off-resonance.  These were reconstructed to produce the PSF of the spiral readout and, with 
the convolution of a tube cross-sectional circular model, provided simulated images of the tube 
phantom with no flow.   After allowing for T2* decay and Gibbs artefacts, the simulated images 
were very similar to images acquired in the tube phantom using the RV spiral scans.  Off-
resonance errors of 20Hz or greater were shown to cause similar distortion of the tube in both 
simulation and phantom images. 
For flow along the z-direction, the constant through plane gradients at 0.4mT/m were shown to 
have a large effect on the PSF and simulated images and this was confirmed with the tube 
phantom with flow (VENC = 50cm/s). However, at the much weaker strength of such gradients 
likely to arise from shimming errors or local field distortions, their impact in vivo was judged to 
be negligible. 
For the requirement of real-time acquisitions, the velocity gradients needed the maximum 
gradient system capabilities in order to encode the slow venous velocities at a reasonably short 
TE.  The possibility of any residual eddy current or gradient overshoot after these large pulses 
was therefore investigated.  Both simulations and phantom images showed that the decaying 
gradient from 0.4mT/m initial strength had little effect until its time-constant exceeded 2ms.  
These results with applied gradient readouts suggest that the gradient overshoot with time 
constant about 60µs that was observed after the large velocity-encoding gradients would have 
negligible effect on the spiral images.  
All of the initial off-resonance work was conducted without the velocity-encode gradients, using 
the Intspiral RV sequence’s ‘R’ image.  This enabled a clear understanding of off-resonance and 
gradient eddy-related effects before adding the complication of velocity-encoded phase shifts 




is signal loss due to intra-voxel phase-dispersion related to velocity shear within the edge voxels 
of the tube image.  The extent of shear was shown in the tube, before any further investigation 
of off-resonance with velocity-encoding, which showed different artefacts where ‘implosion’ 
and ‘explosion’ effects were observed as well as severe distortions of the measured peak and 
mean velocities and flow-rates.  In a more medical context, the ‘implosion’ and ‘explosion’ 
distortions could even be misinterpreted as stenosed or dilated vessels.  Because of the 
difficulties of aligning a measurement slice exactly perpendicular to veins which can be 
tortuous, in-plane flow related artefacts were also shown with varying degrees of frequency 
offset.  
Finally an in vivo example was acquired; the arterial system was chosen so that the flow 
waveform was repeatable and allowed averaging.  Acquisitions with the RV spiral with VENC = 
50 and 75cm/s showed that vessel distortions could be somewhat reduced by increasing the 
VENC and therefore reducing the phase-dispersion from the same velocity shear within a voxel.  
The reduced distortion allowed for somewhat easier depiction of ROI drawn on the vessel and 
therefore more accurate mean velocity and flow measurements.  Results also suggested that the 
velocity data may not be lost but redistributed within the distorted vessel meaning that an 
accurate ROI could potentially retrieve accurate flow data. 
The Intspiral RV sequence was used throughout this chapter, because it provided a reference 
image (with minor residual velocity-encoding due to the slice-select gradients) and a velocity-
encoded image (+V with higher VENCabs than –V).  The different levels of velocity-encoding have 
shown that the shear-related intra-voxel velocity-sensitised phase-dispersion effect can be 
reduced and can improve vessel depiction.  Using the VV sequence may also reduce these shear 
effects, because the velocity-encoding is split between the two acquired images.  Using a sum of 
both + and – velocity-encoded magnitude images for ROI delineation might minimise any vessel 
distortion effect.  
In this project, spatial variations in off-resonance were assumed to be small due to the generally 
homogeneous muscle that the vessels travel through (especially with no air gaps such as lungs 
or sinuses that cause difficulties in cardiac and head applications of spiral sequences).  Perhaps 
more importantly for venous work, the changing vessel size and shape during flow ‘events’ 
(such as flow pulses from distal compression of the vein), mean that pre-scan field maps might 
be outdated during these types of real-time scans.  The vein itself has a small off-resonance shift 
associated with venous blood deoxygenation, which does not apply to arteries and may explain 
the increased sensitivity to off-resonance in this project compared to other spiral work in 




duration are inherently highly sensitive to off-resonance effects, especially in through-plane 
velocity-encoding, in spite of some promising initial in vivo validation work. Techniques for 
reducing their duration would be recommended for any future work.  The obvious methods 
such as parallel imaging are prevented at 1.5T by SNR limits, but could potentially be overcome 
with the use of a dedicated surface coil array (such as a knee coil Section 3.2.4.5). 
The PSFs that have been generated for basic off-resonance and with constant through-plane 
gradients have a distinct similarity with those that can be found in optics; basic off-resonance 
appears similar to the defocusing by a lens, while the effects of through plane gradients with 
flow appear similar to those generated by a lens with spherical aberration.  The mathematical 
descriptions of these optical properties were applied to off-resonance spirals (Noll et al. 1992) 
and could be a direction for future work.  Nishimura et al. (1995) described the in-plane flow 
artefact generation mathematically with the use of velocity k-space which could be extended to 
include through-plane artefact generation.  Also, further mathematical formalism based on the 
Hankel transform (a radial form of the Fourier transform) was described by Gatehouse (1998).   
The investigations in this chapter have shown the importance of minimising any frequency 
offset, Z plane offset and angle of the vessel and suggest limits of ±10Hz and 10° angle from 
perpendicular to the imaging slice.  The in vivo example showed similar sensitivity to these 
effects with distortions of the popliteal artery increasing with small frequency offsets, although 
the larger popliteal artery vessel radius compared to some of the smaller veins of interest for 
this project may have reduced velocity shear and therefore caused less intra-voxel phase-
dispersion.  One way to reduce most of these effects is to reduce the sensitivity of spiral 
readouts to frequency offsets, by reducing each spiral interleaf’s readout duration.  In this work, 
the readout duration was >25ms which is long compared to other work at 1.5T.  As explained 
earlier in this thesis, the main field uniformity in the lower leg application was less distorted, 
and also potentially easier to shim, than in other areas such as cardiac work.  Shortening the 
spiral readout duration is undesirable as further excitations would be required, increasing the 
total acquisition time per image; this was why long spiral readouts were used initially.  Noll et 
al. (1991) in their method for correcting spatially varying off-resonance suggested a π/2 phase 
range to be acceptable (over a time-segment of readout).  Using this as an acceptable range over 
the whole readout suggests an acceptable frequency range of 20Hz for a spiral duration of 25ms, 
consistent with the reference images in this thesis, with some minor distortion.  Even this small 
error is unlikely to be acceptable with the complex interaction of off-resonance with shear-




Further work would be required for these sequences to reliably provide robust, accurate results 
in the veins, as discussed above.  The main recommendation would be to apply ‘asymmetric’ 
velocity encoding to the VV sequence (VcV), such that each interleave is consecutively acquired 
velocity encoded and velocity compensated. The velocity compensation would then remove any 
velocity induced phase dispersion from magnitude images  allowing continuous accurate vessel 
depiction throughout venous ‘events’ and also provide a field map estimate, using the modelling 
technique as applied in Vmod, in order to perform a pixel frequency offset correction.  The use 
of a reduced velocity sensitivity would minimise velocity induced phase dispersion and signal 
loss across the vessel.  Parallel imaging could then be applied to improve the temporal 





Chapter 6  






The following chapter describes several applications of the real-time spiral velocity mapping 
sequences.  The main drive of the first such application was to investigate the possibility of 
providing in vivo velocity and flow data from the lower leg to provide input for modelling the 
effects of compression stockings on venous flow and resulting wall shear stress (WSS).  This is 
the first such study and includes analysis that was conducted by Dr. Ying Wang, Dept. Chemical 
Engineering, Imperial College London. 
The second study was conducted in collaboration with Ealing Hospital Vascular Group (Imperial 
College London) and it investigated the use of the spiral sequences to study the effects of 
intermittent pneumatic compression (IPC) devices on the venous flow.  
Finally, a single example of direct calf muscle pump stimulation with the use of an electrical 
muscle stimulation (EMS) device is shown.  




6.2 The Effect of Compression Stockings on the Venous Flow and Wall 
Shear Stress (WSS) 
 
 
This work was conducted in collaboration with Dr Ying Wang, who was a student also under the 
supervision of Prof. Yun Xu at the time of this thesis study (Dept. Chemical Engineering, Imperial 
College London).  Dr. Wang performed all of the computational fluid dynamic analysis in this 
section and was the primary author of the publication arising from the work, in which the 





Compression stockings have been designed with the aim of increasing venous blood velocity by 
decreasing vessel cross-sectional area, as the fast flowing blood may reduce the probability of 
thrombus formation and also flush any early thrombi from a formation site.  The wall shear 
stress (WSS) is known to act on endothelial cells of vessel walls influencing the health of the 
vascular system and has been shown to a factor in atherosclerosis.  These topics were reviewed 
in more detail in Section 2.2.1. 
Compression stockings are the most common method of mechanical prophylaxis, because they 
are relatively inexpensive and easy to apply in comparison to bulkier and more expensive active 
compression devices.  Investigation of the mechanical effects and underlying mechanisms of 
prophylaxis achieved by the application of compression stockings could lead to further 
optimisation of such devices. 
A previous study by Downie et al. (2008), used MR to generate 3D vessel geometries but a 
downstream Doppler ultrasound measurement was used to estimate flow due to the difficulties 
of measuring venous blood flow in the calf.  These parameters were used as a CFD input to 
model WSS changes with the application of a static compression stocking.  For this study a 
similar setup was used to generate 3D vessel geometries and the hypothesis in this work was 
that real-time MR velocity mapping would be able to provide a direct flow measurement in the 
modelled vessel.  






6.2.2.1 Subject Setup 
Ten healthy volunteers (24-35 yrs) without any history of venous disease were included. 
Informed consent was obtained and the study was conducted with approval from the local 
ethics research committee.  All scanning was performed with the subjects were in the supine 
position, with a foam support (~10 cm high) under the right ankle in order to minimise calf 
muscle compression against the scanner table.  A single element surface coil (Siemens Flex 
Small coil Section 3.2.4.5) was wrapped loosely around the calf. 
The compression stockings used for the study were knee length grade 1 static compression 
stockings (Kendall T.E.D.TM Anti-Embolism Stockings, Tyco Healthcare UK ltd, Covidien Inc.).  
Grade 1 static compression stockings are the weakest of compression stockings used for 
prophylaxis of DVT and are commonly used in hospital wards for bed-ridden patients that have 
been assessed as at risk of DVT, such as surgical patients, especially if they are ineligible for 
anti-coagulant medication.  The stockings are designed to generate pressures of 18 mmHg at the 
ankle reducing to 14 mmHg at the calf and 12 mmHg at the knee.  The appropriate size of 
stocking was selected for each subject using the manufacturer’s sizing guide (Figure 6.1) which 
required measurements of the circumference at the largest part of the calf muscle (‘calf girth’) 
and the length from the base of the foot to the back of the knee (‘leg length’).  The subject 
measurements and stocking size used are shown in Table 6.1.  Some initial trials for this study 
showed that in borderline cases it was necessary to select the larger stocking, otherwise the 
deep veins were compressed so much that the real-time spiral imaging spatial resolution (0.5 
mm) could not obtain reliable flow measurements. 
 
 






Figure 6.1: Knee length compression stocking sizing chart and measurement diagram, supplied 
with the stockings, showing measurements (2) greatest circumference of the calf (‘calf girth’) 
and (3) length from the base of the foot to the back of the knee (‘leg length’) (Patient 
Information Sheet). 
  




Subject 2 - Calf Girth 3 - knee height Stocking size used 
1 - - D- 
2 32 42 C- 
3 34 42 C- 
4 42 52 F- 
5 38 49 F- (*) 
6 35 43 D- 
7 40 45 F- 
8 36 48 D- 
9 35 50 D- 
10 37 45.5 F- (*) 
Table 6.1: Compression stocking sizing measurements and resulting compression stocking size 
used for each subject, subject 1 measurements were not recorded.  (* indicates a borderline 
measurement between sizes where the larger stocking size was chosen to avoid completely 
collapsing the veins) 
 
The following scanning protocol was used: 
 Initial multi-slice localisers allowed approximate determination of a suitable imaging 
region 
 A 3D bSSFP, with parameters shown in Table 6.2, was acquired.  The most proximal 
edge of the 3D slab was positioned approximately 20 mm distal of the bifurcation of the 
popliteal artery identified on the multi-slice localisers.  The 3D slab covered a volume of 
length 190 mm.  This was designed to include the confluences of the medial and lateral 
branches of the peroneal and posterior tibial veins.  Distal to these two confluences the 
3D slab was designed to include at least a further 50 mm distal coverage of the 
(typically) four veins.  
 Starting at a location (z = Z0) approximately 50 mm distal to the confluences of the 
medial and lateral branches, a 40 mm length of the medial peroneal vein was selected as 
the section for CFD and WSS analysis.  The selected length ran in the proximal direction 
for 40 mm from z = Z0, and was approximately parallel to the magnet bore (z-axis).  The 
section was also chosen for its largest possible size, and absence of any major 
confluences in its 40 mm length.  Once the target vein had been identified, the scanner 
bed was moved so that the flow entrance slice formerly at z = Z0 was repositioned to z = 
0 for spiral flow imaging. 




 (see Section 6.2.2.3 below regarding the choice of vein for analysis). 
 The subject was asked to perform metronome guided breathing (Section 3.2.1) with a 7 
s cycle and this activity was allowed to stabilise for 2-3 mins before running the spiral 
flow acquisition with the parameters shown in Table 6.2. 
 The scanner bed was removed from the scanner bore and the compression stocking was 
applied to the subject’s right leg while the subject remained as stationary as possible. 
The surface coil was replaced over the stocking in as similar a position as possible and 
the subject returned to the bore. 
 A period of 5 mins was allowed to elapse before the image slice positioning was 
carefully confirmed using the vessel landmarks described and bone shape.  The 3D 
bSSFP volume and spiral velocity scans were then repeated in the same procedure as 
above. 
 
Parameter  3D bSSFP Volume VV Spiral Flow 
FOV 200 x 200 x 192 mm 150 x 150 mm 
Resolution (Recon) 0.6 x 0.6 (0.3 x 0.3) x 2 mm 0.5 x 0.5 (0.3 x 0.3) mm 
Slice Thickness - 5 mm 
TE/TR 1.86 / 4.29 ms 5.2 / 39.8 ms 
Tacq 3.51 mins 38 s (40 x 0.9547 s) 
VENC - 5 cm/s 
Interleaves - 12 
Flip angle 50 ° 30 ° 
Bandwidth/Sample Duration 744 Hz/Px 2.5 μs 
Fat Suppression Fat Sat (every 172 ms) Water Excitation (1,1) 
Arterial suppression none Proximal saturation band 




6.2.2.2 Image Analysis 
All images were analysed using CMRtools [Cardiovascular Imaging Solutions Ltd, London UK].  
An ROI was drawn around the medial peroneal vein on a magnitude image showing the greatest 
in-flow enhancement of the vein (and visually compared to the corresponding slice from the 3D 




bSSFP volume).  The ROI was transferred to all the velocity maps (VM) of the spiral series, 
keeping the ROI location, size and shape constant.  Spatial mean velocities (MV) were recorded 
and multiplied by the ROI area for calculations of the instantaneous volume flow as a function of 
time during the 38 seconds of spiral imaging.  A second ROI was drawn close to the medial 
peroneal vein within the muscle mass, which was assumed to be stationary, to obtain 
background offset error corrections for the velocity measurements.  Paired two sample t-tests 
were performed on the temporal mean of the spatial mean velocities, the CSA of the ROI used 
for the velocity measurements and the temporal mean of the calculated mean flow comparing 
before and after the compression stocking was applied.  For the results on which the statistical 
tests were performed, the corresponding standard deviations (SD) were also calculated. 
 
6.2.2.3 Vessel Choice 
At this level in the leg there are multiple deep veins (Figure 6.2). The deep veins consist of the 
peroneal, posterior tibial and anterior tibial veins.  The anterior tibial veins tend to be smaller in 
diameter and beyond the resolution of the designed spiral sequences.  The peroneal veins 
tended to have fewer confluences than the posterior tibial veins; the lateral of these is located 
next to the fibula which can affect its deformation under compression, while the deformation of 
the medial peroneal vein was believed to be less subject-dependent and therefore was chosen 
for modelling.  
 





Figure 6.2: Transverse slice from 3D bSSFP volumes for subject 4 at site of VV spiral VM: a) 
uncompressed and b) compressed. Local anatomy is labelled as follows:  ATV = anterior tibial 
veins, LPV/MPV = lateral/medial peroneal veins, LPTV/MPTV = lateral/medial posterior tibial 
veins, GSV = great saphenous vein. 
 
6.2.2.4 Modelling 
All modelling was completed by Ying Wang [Dept. of Chemical Engineering, Imperial College 
London] and the full details are available in the publication (Appendix C ).  
The 40 mm section of vein proximal to the Spiral VM image slice was segmented from the 3D 
bSSFP volume images and reconstructed using Mimics 13.0 (Materialise Group, Belgium).  ICEM 
CFD (Ansys Inc., USA) was used to generate a computational mesh of 310,000 nodes for each of 
the reconstructed vein segments with spatial discretisation performed via a hybrid 1st/2nd order 
scheme, temporal dicretisation via a fully implicit second order backward Euler scheme and 
solutions found by the algebraic multi-grid method. 
The vessel wall was assumed to be rigid with a no-slip condition.  The VV spiral spatial mean 
flow data was used to generate a ‘representative’ waveform, an average from 5 respiratory 
cycles, in turn used as a uniform inlet boundary condition with the inlet extended by 6 times the 
inlet diameter.  The outlet relative static pressure was set to 0 Pa. Blood was defined as a 
Newtonian fluid, density 1060 Kg/m3 and viscosity 3.5 mPa s, with laminar flow (peak Reynolds 
number 30 – 162). 
 







The mean velocity (MV (cm/s)) and flow rate (Flow (ml/s)) waveforms are shown for each of 
the 10 subjects (Figure 6.3), both without (blue) and with (red) the compression stocking 
applied.  The respiratory induced waveform can be seen clearly on the majority of the subjects 
both before and after application of the compression stocking.  Table 6.3 shows the temporal 
mean, min and max values of the spatial mean velocities and flow rates.  Table 6.4 shows the 
difference ((C – U)/U) between the venous measurements when uncompressed (U) and with 
compression (C).  The mean of the difference between spatial mean velocities indicates that the 
compression increases the velocity of the blood (p = 0.02, SDu = 0.21, SDc = 0.37), most likely 
due to the mean decrease in cross sectional area (CSA) of 46% (p < 0.01, SDu = 15.68, SDc = 
4.60).  The flow within the vessel remains approximately constant (mean decrease 4%, decrease 
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Figure 6.3: Mean velocity (MV cm/s)) and flow rates (Flow ml/s) measured from MPV in all 10 
subjects, showing without (blue) and with (red) grade 1 compression stocking applied to the 
right lower leg, over an ~ 35 s continuous VV spiral scan (VENC = 5 cm/s) while performing the 
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Subject  1 2 3 4 5 
Uncompressed      
CSA 
(mm2) 
 13.71 9.27 12.11 20.19 41.22 
Vel Mean 0.201 0.463 0.580 0.166 0.083 
(cm/s) Peak 0.535 0.757 0.866 0.351 0.200 
 Min -0.048 0.017 0.137 -0.059 -0.093 
Flow Mean 0.028 0.043 0.070 0.033 0.034 
(ml/s) Peak 0.073 0.070 0.105 0.071 0.083 
 Min -0.007 0.002 0.017 -0.012 -0.038 




7.78 8.91 3.40 11.39 16.57 
Vel Mean 0.490 0.331 0.981 0.164 0.369 
(cm/s) Max 1.067 0.451 1.334 0.442 0.538 
 Min 0.015 0.250 0.506 -0.043 0.099 
Flow Mean 0.038 0.029 0.033 0.019 0.061 
(ml/s) Max 0.083 0.040 0.045 0.050 0.089 
 Min 0.001 0.022 0.017 -0.005 0.016 
Table 6.3.1: Temporal mean, max and min values of the spatial mean velocity and flow rate 
measured from the VV spiral VMs for each subject (1 to 5), uncompressed and with compression 
using the TED stockings. 
 
  




Subject  6 7 8 9 10 
Uncompressed  
    CSA 
(mm2) 
 
11.25 40.23 18.64 13.25 53.55 
Vel Mean 0.186 0.647 0.140 0.323 0.084 
(cm/s) Max 0.364 0.883 0.245 0.525 0.257 
 Min -0.012 0.179 -0.022 0.139 -0.205 
Flow Mean 0.021 0.260 0.026 0.043 0.045 
(ml/s) Max 0.041 0.355 0.046 0.070 0.138 
 Min -0.001 0.072 -0.004 0.018 -0.110 
Compressed  
    CSA 
(mm2) 
 
7.59 18.79 9.13 9.45 14.05 
Vel Mean 0.279 1.320 0.148 0.410 0.424 
(cm/s) Max 0.429 1.788 0.442 0.615 0.593 
 Min 0.132 0.940 -0.101 0.138 0.234 
Flow Mean 0.021 0.248 0.014 0.039 0.060 
(ml/s) Max 0.033 0.336 0.040 0.058 0.083 
 Min 0.010 0.177 -0.009 0.013 0.033 
Table 6.3.2: Temporal mean, max and min values of the spatial mean velocity and flow rate 
measured from the VV spiral VMs for each subject (6 to 10), uncompressed and with 
compression using the TED stockings.  
  




Subject  1 2 3 4 5 
CSA 
(mm2) 
 -0.43 -0.04 -0.72 -0.44 -0.60 
Vel Mean 1.44 -0.29 0.69 -0.01 3.44 
(cm/s) Peak 0.99 -0.40 0.54 0.26 1.68 
 Min -1.31 13.40 2.70 -0.27 -2.07 
Flow Mean 0.38 -0.31 -0.53 -0.44 0.78 
(ml/s) Peak 0.13 -0.43 -0.57 -0.29 0.08 
 Min -1.18 12.85 0.04 -0.59 -1.43 
 




-0.33 -0.53 -0.51 -0.29 -0.74 
Vel Mean 0.50 1.04 0.06 0.27 4.07 
(cm/s) Peak 0.18 1.02 0.80 0.17 1.31 
 Min -12.00 4.26 3.66 -0.01 -2.14 
Flow Mean 0.01 -0.05 -0.48 -0.09 0.33 
(ml/s) Peak -0.20 -0.05 -0.12 -0.16 -0.39 
 Min -8.42 1.46 1.28 -0.29 -1.29 
 




-0.46 -0.74 -0.04 
Vel Mean 1.12 -0.29 4.07 
(cm/s) Peak 0.66 -0.40 1.68 
 Min 0.62 -12.00 13.40 
Flow Mean -0.04 -0.53 0.78 
(ml/s) Peak -0.20 -0.57 0.08 
 Min 0.24 -8.42 12.85 
Table 6.4: Difference between uncompressed (U) and compressed (C) measurements of the 
cross-sectional area, mean velocity and flow rate, calculated as ((C – U)/U).  The values are 
dimensionless.  For CSA, 0 = no compressional change and -1 = complete collapse under 
compression.  For mean velocity and flow, 0 represents no increase by compression and +1 




representing 100% increase, i.e. doubling by comparison.  The average, minimum and maximum 
of all subjects is then shown. 
 
 
Time averaged WSS (TAWSS) from the CFD simulations are shown in Table 6.5. All subjects 
except subject 2 show an increase in spatial mean TAWSS with subject 5 having the largest 
spatial mean % increase.  This is because of the compression causing higher local blood 
velocities and resulting in higher TAWSS.  The volume of the MPV was measured from the CFD 
mesh models both without and with the application of the compression stocking and showed a 
58% reduction in the mean total volume with compression (Table 6.6) which is slightly higher 
than the CSA change shown from only the velocity imaging slice (Table 6.3 & Table 6.4).  
Spatial distributions of the TAWSS also have a high degree of variability between subjects 
(Figure 6.1Figure 6.4), which were mainly the result of the manner of deformation of the MPV 
under compression.   
 
Subject Uncompressed (Pa)  Compressed (Pa) 
 Min  Max Spatial Mean Min  Max Spatial 
Mean 
1 0.032 0.219 0.098  0.110 3.035 0.740 
2 0.191 0.548 0.358  0.206 0.402 0.295 
3 0.297 1.106 0.634  0.528 1.650 1.035 
4 0.024 0.103 0.055  0.037 0.200 0.094 
5 0.010 0.052 0.029  0.073 2.596 0.590 
6 0.024 0.136 0.081  0.071 0.203 0.136 
7 0.072 0.786 0.284  0.461 1.954 0.956 
8 0.033 0.158 0.077  0.080 0.276 0.173 
9 0.085 0.331 0.190  0.127 0.330 0.204 
10 0.009 0.118 0.039  0.084 0.867 0.363 
Mean 0.151 0.356 0.185  0.178 1.151 0.459 
Median 0.053 0.245 0.133  0.106 0.635 0.329 
Table 6.5: Time-averaged WSS (min, max and spatial mean) for all subjects for both before and 
after application of TED grade 1 compression stocking. 





Figure 6.4: Time-averaged WSS distribution in the 40mm length of the medial peroneal vein 
before and after application of TED grade 1 compression stocking.  There are two views shown 
of the same vein in each subject, which is viewed from posterior and lateral aspects (Subjects 1– 
6). 





Figure 6.4: Time-averaged WSS distribution in the 40mm length of the medial peroneal vein 
before and after application of TED grade 1 compression stocking.  There are two views shown 
of the same vein in each subject, which is viewed from posterior and lateral aspects (Subjects 7– 
10). 
  










1 714 255 0.643 
2 401 342 0.147 
3 387 170 0.561 
4 1182 572 0.516 
5 2037 601 0.705 
6 684 446 0.348 
7 1805 753 0.583 
8 835 331 0.604 
9 651 508 0.220 
10 2228 591 0.735 
Mean 1092.4 456.9 0.582 
Table 6.6: From the CFD fitting, the volume of the 40 mm section of medial peroneal vein before 
and after application of grade 1 compression stocking. 
 
 
The effect of flow-rate and cross-sectional area through the length of the MPV section was then 
further investigated.  Changes in cross-section mean velocity along the section of modelled vein 
might reasonably be expected to correlate strongly with wall shear stress.  The ‘cross sectional 




     
     
 
Equation 6.1 
where Fu and Fc are volumetric flow rates and Au and Ac are the CSA before and after 
compression respectively.  Fu and Fc are obviously unchanging along the 40 mm computed 
section without branches, whereas the CSA values vary with position along the section.  Su and Sc 
are then the calculated cross sectional velocity along the section (denoted S to differentiate from 
measured velocities denoted V). 
The compressed / uncompressed ratio of CSMV (Sc/Su) and the corresponding ratio of time-
averaged WSS (TAWSSc/TAWSSu) were plotted against axial position along the 40 mm venous 
section for each subject (Figure 6.5).  These show that the CSMV ratio and circumferentially 




averaged TAWSS ratio have an approximately linear correlation.  The scale of the linear 
relationship is again highly subject-dependent due to the size and shape of the vein segment.  
Also, variations of circumferentially averaged WSS with the spatial mean velocity waveform 
over the metronome guided respiratory cycle are highly correlated with the flow input (Figure 
6.6). 
 





Figure 6.5: Axial variation of the ratio of cross-sectional mean velocity before and after 
compression (dashed) and axial variation of the ratio of circumferentially averaged TAWSS 
before and after compression (solid). (Figure 7, Appendix D ). 
 





Figure 6.6: Cross sectional mean velocity (solid) plotted with WSS (dashed) over an (averaged) 
metronome guided respiratory cycle without (above) and with (below) compression for subject 





The hypothesis (Section 6.2.1) that the real-time VV velocity mapping could provide direct flow 
data direct from the modelled vein segment was found to be correct.  The results derived from 
3D bSSFP volume imaging, used for vessel geometry segmentation, and VV spiral velocity maps, 
used to generate the flow input to the vein segment model, show a high inter-subject variability.  
To minimise anatomical variability, velocity mapping was conducted at a similar location in 
each subject, ~50 mm distal to the posterior tibial and peroneal vein confluence.  A single vein 
was chosen for detailed analysis due to several restrictions, such as the anterior tibial veins 




generally being too small for an accurate flow measurement, compression resulting in complete 
collapse of posterior tibial veins in some subjects and also the lateral peroneal vein being 
situated close to the fibula affecting compression, resulting in the MPV being the most 
consistent deep vein across all subjects. 
In the plane of the input flow acquisition, the size and shape of the veins appeared to remain 
constant over the metronome guided respiratory cycle.  This meant that a static ROI could be 
used for the velocity/flow measurements and also that 3D bSSFP volume, which was not gated 
to respiratory cycle, was probably an accurate representation over the whole cycle, making rigid 
wall model a reasonable assumption for the CFD flow analysis. 
Downie et al.’s previous study (Downie et al. 2008) performed similar CFD simulations 
generating WSS, but the flow input to the CFD in that study was estimated from literature, 
combined with a flow waveform obtained with Doppler ultrasound from veins downstream of 
the compression stocking, where ultrasound access was not restricted by the compression 
stocking or the large muscle mass of the calf.  This was an observed limitation of the Downie 
study, where the use of MR to obtain the venous flow data was suggested, as was conducted in 
this study for subject-specific analyses of flow and WSS.  
Although the velocity of venous blood was significantly increased by compression in this work 
(by an average of 112% over the 10 subjects), previous studies have noted a reduction in the 
deep venous flow of the lower leg under static external compression, measured in the femoral 
vein (Spiro et al. 1970; Sabri et al. 1971).  Similarly, in this study the MPV flow rate was reduced 
in 6 of 10 subjects, with a mean reduction of the mean MPV flow 4%, which was not statistically 
significant, in the 10 subjects under (grade 1) compression.  This reduction in flow, if real, could 
be attributed to the increased resistance of the peripheral vascular system as a whole with 
compression although this is expected to be small.  However, a reduced deep venous flow 
measurement could also be caused by redistribution of the venous flow, not only between the 
deep vein groups but also to the superficial venous system.  This notion is supported by a study 
(Downie et al. 2008) that showed a greater reduction of the mean CSA for deep veins (64%) 
than superficial veins (38%) in the calf with the application of flight stockings. 
 
On the topic of the large variability between subjects in this study: In Figure 6.3, subjects 5 and 
10 show a negative mean velocity and therefore flow rate during the low flow period of the 
cycle without the stocking applied; with the compression stocking applied there is no longer any 
reverse flow in either subject.  These two subjects also show the largest decrease in volume of 




the vein segment with compression.  As the collapse of vein will halt when the pressure applied 
is equal to the internal pressure this could suggest that the venous pressure in the MPV for 
these subjects was lower, which with the reversal of flow may suggest some dysfunction of the 
vein and local valves. However, it could also be the result of ‘backward’ flow into nearby 
perforating veins where valves tend to restrict flow towards the deep system but are less 
common in the smaller of these veins.  Subject 8 also shows some negative velocity and flow 
without compression, but unlike subjects 5 and 10 this is not driven positive by compression. 
Downie et al’s previous study (2008) also noted that compression reduced the pulsatility of the 
venous blood flow waveform, with an increase of the time averaged venous blood velocity, 
although these measurements were made above the stocking in the popliteal veins of 4 subjects.  
The results presented here show similar effects of compression; the pulsatility of flow 
decreased in 6 subjects (Figure 6.3) and the time averaged mean velocity increased in 8 
subjects.  The small decrease in time averaged flow under compression is marginal compared to 
the strong reduction in CSA and the consequent increases in velocity and wall shear stress 
caused by compression, in 9 of the 10 subjects.  Subject 2 showed the only decrease in TAWSS, 
which could potentially be explained by the metronome guided breathing exercise being 
performed to a lesser extent during scans with the compression stocking applied.  
The results have shown a large degree of subject variability: under compression, the spatial 
mean of time-averaged WSS increased with range 7%-1934% (disregarding subject 2, where it 
dropped by 18%).  The deformation of the subjects’ vein segments under compression, was also 
highly variable due to different vascular size shape and layout, muscular properties, bone 
structures etc, which all may have affected the transfer of externally applied pressure.  This 
variability seemed to occur regardless of the effort to select a consistent location in each subject, 
as defined in Methods (Section 6.2.2.1).  The compression ‘Grade 1’ also encompassed a wide 
range of pressures, because of the wide range of subject measurements for each stocking size.  
(In the real world of hospital wards, it is very questionable whether this simple selection 
procedure is followed completely).  
Leaving the topic of inter-subject variability, the variations in WSS within each subject require 
some final discussion.  The variations of time-averaged WSS followed the variations of cross-
sectional mean velocity along the 40 mm section almost linearly.  Furthermore, no variations in 
the WSS pattern were seen through the varying flow input using the respiratory waveform at 
the input plane.  This is due to the Reynolds and Womersley numbers being low, <200 and 1-2 
respectively (see Section 6.3.4), meaning that the flow examined in the MPV was quasi-steady 
fully developed laminar flow even though the small curves and vessel local geometry were 




included.  The linearity of the time-averaged WSS and also with the varying flow input would 
suggest that, for this study, time-averaged flow would likely suffice for an assessment of the 
increase of WSS with the use of compression stockings.  However, for cases with increased 
velocity and/or pulsatility, such as the following in vivo applications, the time-averaged flow 
input would not suffice.   
 
6.2.5 Conclusion   
 
The CFD modelling showed an average ~400 % increase in time-averaged WSS but with a very 
wide inter-subject range (-17 to 1934 % increase).  The flow rate within the MPV vein remained 
approximately constant without and with the compression stocking, although a slight decrease 
was noted and maybe a result of overall increased vascular resistance or redistribution of flow 
to other veins.  Ideally, studying the venous flow in each vessel would provide a more accurate 
map of the redistribution of flow but the work of this thesis has shown that this is likely to be 
problematic as vessel angulation can cause artefacts and errors in velocity mapping, especially 
using spiral readouts that are essential for sufficiently fast MRI acquisitions (Section 2.4.1.2 & 
Section 5.7).  
The results show that even with a reduced flow rate the reduction in CSA caused by application 
of the compression stocking did increase the mean venous velocity for all but two of the 
subjects.  The high degree of subject variability seen on application of the compression stocking 
suggests that ideally compression stockings would be sized with more detail to meet individual 
specifications.  However, supplying a range of stockings and ensuring patient compliance with 
the use of these stockings can be difficult, while keeping the sizing procedure reasonably simple 
is also important for practicability.    
 




6.3 Velocity Mapping during Intermittent Pneumatic Compression of 
the calf and foot 
 
 
This work was conducted in collaboration with the Ealing Hospital Vascular Group: Dr. Evi 
Kalodiki, Mr Chris Lattimer and Mr. George Geroulakos. This work has been published 
(Appendix C ). 
 
 
6.3.1 Introduction  
 
In addition or as an alternative to compression stockings, especially for immobile patients 
(Lurie et al. 2008; Hill et al. 2010), Intermittent Pneumatic Compression (IPC) devices can be 
used, which instead of applying a static compression are thought to act by stimulating the calf 
muscle pump. 
MR has been previously used to study the pressure distributions from two IPC devices (Lurie et 
al. 2008), but similarly to Downie et als’ study (2008) on the effects of compression stockings on 
WSS, the IPC study used duplex ultrasound in separate sessions to the MR to obtain their venous 
velocity and flow measurements. 
The regular compression cycle of IPC devices might be expected to enable the use of a gated 
sequence synchronised with the compression air-pump.  However, other factors affecting 
venous blood flow, such as respiration, were suspected of modulating the venous flow response 
between IPC cycles; therefore, the real-time MRI flow sequence was adopted for this work.  
 
This study aimed to demonstrate the feasibility of using MR venous velocity mapping for 










6.3.2.1 IPC Device 
The IPC device used for the study was an ArtAssist [ArtAssist AA-1000e®, ACI Medical, San 
Marcos, California] compression device.  It consists of an air-pump and an inelastic sleeve 
containing two independent air bladders which form the foot and calf air pressure-cuffs. This 
provides sequential foot and calf compression by applying 120 mmHg air-pressure to the foot 
and calf air cuffs, which inflate sequentially against the sole of the foot and the muscles on the 
posterior aspect of the calf.  The inelastic sleeve is designed to translate the pressure from the 
inflated cuffs over the foot and calf respectively.  According to the manufacturer, the foot cuff is 
inflated first with 0.16 second rise-time to 120 mmHg.  After one second the calf cuff is inflated 
with 0.3 second rise-time, also to 120 mmHg.  Each cuff is inflated for 3 seconds and then its 
pressure is rapidly reduced to 10 mmHg. The full cycle has a period of 20 seconds.  
The primary function of the ArtAssist is to improve arterial flow in the leg, which is achieved 
mainly by the promotion of venous flow. The device has been designed to be used in the upright 
seated position and has higher inflation pressure than most venous IPC devices. The ArtAssist 
device was used due to its availability for the several days of scanning required to complete this 
study.  This study required the withdrawal of the ArtAssist from clinical work at Ealing Hospital, 
because the MRI systems used were at the Royal Brompton Hospital. 
 
6.3.2.2 Setup 
Twelve normal subjects (6 male, 6 female, ages 28 - 82) with no previous history of DVT or 
lower limb venous problems, based on normal patient history alone, were scanned with consent 
as per approved local ethics.  The subjects lay supine on the scanner bed [1.5 T Siemens Avanto] 
with their right heel resting on a raised (10 cm) foam support to reduce any unintentional 
compression of the calf.  The foot and calf cuffs for the sequential IPC device were applied to the 
right leg and an MR surface receiver coil [Siemens Flex Loop] was wrapped lightly around the 
knee, minimising any unintentional compression (Figure 6.7).  This location was chosen to 
ensure a relatively large vein which would not be compressed by the IPC and enable the use of 
the fastest spiral acquisition (1 mm resolution) but also to ensure the receiver coil was as close 
to the leg as possible and not pushed out by the calf cuff. 
 





Figure 6.7: Subjects were set up as shown in the photo above. Sequential foot and calf IPC cuffs 
were applied before entry into the scanner bore.  For the repeated studies using individual cuffs, 
the unwanted cuff was removed with keeping the subject in situ. 
 
 
A suitable transverse slice was chosen a short distance above the knee, using localiser images 
(bSSFP) where the chosen popliteal vein appeared approximately perpendicular to the slice 
without any confluences or branching (Figure 6.8).  The patient bed was moved so that the 
selected transverse slice was repositioned to z = 0 mm. 
 





Figure 6.8: Localiser images (3d bSSFP) showing the slice used for real-time velocity mapping in 
2 subjects, (left) with one large popliteal vein and (right) with a secondary vein present.  Local 
anatomy labelled: a) popliteal vein, b) secondary vein, c) popliteal artery and d) femur. 
 
 
Subjects were at rest on the scanner bed for a minimum of 5 minutes before any spiral velocity 
mapping was acquired (using the sequence detailed in the next section), to allow stabilisation of 
flow and minimise any residual effects from previous muscle contraction. 
Before starting the IPC device, venous velocity mapping (VM) was run for approximately 30 
seconds to obtain a baseline flow measurement.  The IPC device was switched on and a 
minimum of 3 complete compression cycles were allowed to ensure that any venous blood 
reserve held in the ‘capacitance’ vessels in the lower leg, had reached a stable level between 
cycles, before continuing the MR acquisition.  The MR VM ran continuously for 60 seconds in 
order to capture 3 complete compression cycles and was repeated with different velocity 
ranges. The device was turned off and the cuffs were fully deflated, by disconnecting the air 
hoses supplying the cuffs, to enable the foot cuff to be removed in-situ within the scanner bore. 
The hoses were reconnected and VM was repeated after confirming the correct slice location, 
again allowing a minimum of 3 compression cycles before measurement. The foot cuff was then 
replaced and the calf cuff removed in a similar manner. In this way, with the use of both cuffs, 
isolated calf compression and isolated foot compression were acquired in this order for all 
subjects. 





1. 30 s Baseline 
2. 60 s Foot and calf cuffs 
3. 60 s Calf cuff 
4. 60s Foot cuff 
The IPC air pump was outside the MRI magnet room with the air hoses passed through the 
radio-frequency (RF) shield via waveguide filters. This prevented any artefact relating to radio-
frequency interference from the pump controller. Sounds from the electromagnetic air valves 
were used by the scanner operator to synchronise the start of each venous VM scan with the 
compression device cycle. 
 
6.3.2.3 Sequence 
The VV spiral sequence (Section 3.3) was used with the proximal arterial saturation band and 
(1,1) water excitation pulses.  For this study it was important to optimise the temporal 
resolution, envisaging short pulses of venous flow as compression began.  Therefore, the 
imaging location above the knee was chosen because of the larger veins at this location, which 
permitted use of the faster 1x1 mm resolution spiral acquisition (at 20 cm/s VENC this gave a 
full velocity measurement every 300ms). 
The raw-data for the venous velocity mapping sequence was interpolated, re-gridded to a 
512x512 matrix (0.3 x 0.3 mm) and used a sliding data window (Riederer et al. 1988) (e.g. for 
velocity-encoding of 20 cm/s, this interpolated the acquired temporal resolution from TA, 300 
ms, to 2*TR, 75 ms) with predictable loss of independence due to the shared data, mainly 
expected to result in temporal smoothing of the velocity-time waveforms. 
Because of the off-line reconstruction (Section 3.3.2) it was not possible to see images while 
scanning and ensure that any velocity aliasing of the venous flow was correctable.  There was no 
fundamental reason for the slow reconstruction which was necessary for flexibility during 
technique development.  For each subject, each acquisition was repeated with different velocity-
encoding ranges (with respective timings summarised in Table 6.7) to ensure that when any 
wraparound (aliasing) of the blood velocity beyond that range could be resolved.  The baseline 
scans were all conducted with VENC of 8 cm/s; the IPC scans were repeated with VENCs 20, 40 
and 55 cm/s.  
 






TE (ms) TR (ms) TA (ms) 
8 5.2 38.5 308.0 
20 4.2 37.5 299.7 
40 3.8 37.1 296.5 
55 3.6 36.9 295.0 
Table 6.7: MR Velocity Mapping sequence timings for the different velocity-encoding ranges 
(VENC) used.  TE is the echo time after excitation, TR is the repetition time between excitations 
and TA is the time required to collect a full data set for one velocity map. 
 
 
6.3.2.4 Image Analysis & Statistics 
Regions of interest (ROI) were drawn around the popliteal vein and any significant secondary or 
duplicate popliteal vein using the magnitude MR images of the velocity mapping sequence.  The 
ROI(s) was transferred to the corresponding velocity maps using CMR Tools image analysis 
software [Cardiovascular Imaging Solutions Ltd].  Unlike the previous work in this thesis, where 
the copying of ROIs was straight forward, the ROIs required repositioning and resizing for each 
individual image, in order to account for small translational shifts resulting from bulk motion of 
the leg during cuff inflation and also any cross sectional area changes of the measured veins 
during each compression cycle.  The spatial mean velocities and also the mean peak velocities 
were measured, where the mean peak velocity (Vp) was defined as the average of the peak pixel 
velocity measured from each of the three compression cycles.  Using the most suitable VENC 
acquired, image measurements were made for the four sections of the acquisition: baseline, 
both cuffs, calf cuff only, foot cuff only.  
Instantaneous flow rates were calculated using the ROI area and spatial mean velocity, and were 
summed over 100 images (~ 8 seconds depending on VENC) around each flow peak to calculate 
the venous blood flow volume per compression cycle (F).  As with the peak velocity, the average 
value of F over three measured cycles was taken, for each mode of compression.  
For the baseline measurement, a 24 second period was summed and then divided by 3 to give a 
comparable measurement time for baseline venous blood volume.  In cases where a significant 
secondary vein was present, the venous blood flow volume of the two veins was combined. The 
cumulative flow volume period started 2 seconds before the peak when using both cuffs and 2.5 




seconds before the peak when using individual cuffs to ensure the entire compression period 
was covered. 
To check for significant differences from the respective modes of compression the non-
parametric Wilcoxon Rank Sum test was used.  For peak velocity data, fourteen veins were 
included (N=14) while for the cumulative flow data N=12 reflected the summation of flow 





Example mean velocity waveforms for each mode of compression, from one subject, are shown 
in Figure 6.9.  The effect of each compression cycle can be seen as a sharp pulse in the venous 
peak velocity within the popliteal vein, which occurs when the cuffs inflate.   
The duration of this pulse (at full width half maximum) was less than 0.6 seconds although the 
pulse decayed to a slightly increased velocity (of a few cm/s) during the remainder of the 3 
seconds of compression.  The ROI placed in nearby muscle tissue is also plotted (Figure 6.10) to 
show that this pulse was a genuine flow effect rather than related to background motion or 
some other artefact from the inflation.  
 





Figure 6.9: Real-time mean velocity measurements (cm/s), with data interpolated using the 
sliding data window, for one subject showing a) baseline, b) sequential intermittent pneumatic 
compression using both cuffs, c) using the calf cuff and d) using the foot cuff.  Three 
compression cycles were captured for each mode of compression. 





Figure 6.10: Real-time mean velocity measurements (cm/s) from the muscle region used for 
background velocity correction, with data interpolated using the sliding data window, for the 
same subject as Figure 6.9.  a) At baseline and b) during sequential intermittent pneumatic 
compression using both cuffs.  Increased noise in b) originates from the different VENC ranges 
used for each of the acquisitions, a) 8cm/s and b) 55cm/s, and equate to a similar degree of 
noise over that range. 
 
 
Comparing the traces (b) and (c) in Figure 6.9, the inflation of the foot cuff caused a small step of 
flow about 1second before each main pulse and of about 1/10th its amplitude.  A small apparent 
peak also occurs about 2seconds after each main pulse when the foot cuff deflated.  These 
features were subject variable, the small step before the peak was present on four of the 
velocity waveforms and the small peak on 10 of the venous velocity waveforms using both 
compression cuffs.  The muscle mean velocity plot (Figure 6.10 b) using both compression cuffs 
does not show any corresponding events at the appropriate time points. 
During the intervals between compressions (using both cuffs), the venous mean velocity was 
less than 1 cm/s (0.36 cm/s average mean velocity over all veins) and this was less than (p < 
0.01) the baseline mean velocity (1.08 cm/s average over all veins) before the IPC device was 
first turned on.  













1.4 1.3 1.7 2.9 2.3 1.1 1.4 1.9 1.5 2.1 3.5 3.3 1.9 2.5 2.0 0.8 
2. Foot & 
Calf (cm/s) 
33 28 49 57 50 18 43 49 32 45 58 55 23 41 42 13 
3. Calf 
(cm/s) 
28 29 48 47 56 18 41 48 27 43 62 62 24 35 41 14 
4. Foot 
(cm/s) 
4.8 4.2 13 8.8 5.7 3.7 6.6 10 7.5 12 6.0 15 4.2 8.3 7.9 3.6 
Table 6.8: Peak velocity (Vp) measured from each subject for each mode of compression. For 
baseline the value was averaged over the scan period, while for IPC the average of the peak 
values from the 3 captured compression cycles was taken. Where a large secondary vein was 
present this is shown as “subject.vein” (e.g. 6.1).  The average over all 14 veins and standard 
deviation are also shown. 
 
 
The baseline velocities were stable over the scan period with mean peak velocity, Vp = 2.0 cm/s 
(range=1.1 – 3.5) (Table 6.8). Using both the calf and foot cuffs for compression caused a sharp 
increase in peak blood velocity (Table 6.8), Vp=41.5 cm/s (18.0 – 58.1) and the calf cuff alone 
had a similar effect, Vp=40.6 cm/s (18.1 – 62.2).  However, the effect of the foot cuff alone 
caused a much lower increase in the venous blood velocity: Vp=7.9 cm/s (4.2 – 15.3). All modes 














1 2 3 4 5 6 7 8 9 10 11 12 Av. SD 
1. Baseline  
(ml) 
2.5 1.1 0.5 2.0 3.1 0.7 1.0 1.5 0.6 1.2 11.4 2.6 2.3 3.0 
2. Foot & 
Calf 
(ml) 
10.6 4.4 2.9 3.9 10.0 3.1 4.6 6.3 2.5 6.2 24.6 5.6 7.1 6.1 
3. Calf  
(ml) 
12.7 3.3 2.7 4.1 9.6 2.8 5.0 6.6 2.4 7.2 24.5 4.6 7.1 6.3 
4. Foot  
(ml) 
2.9 1.2 1.2 2.2 2.8 1.4 1.9 2.1 0.9 1.4 10.7 2.6 2.6 2.6 
Table 6.9: Venous blood volume (ml) per compression cycle for each subject.  The volume was 
calculated by summing the flow over 100 images (~ 8 sec) around the peak to ensure capturing 
the full volume from each cycle. For baseline measurement, the volume was averaged from 3 
consecutive 8 s periods. 
 
 
The volume flow mirrored the peak velocity with increases from the measured baseline during 
compression (Table 6.9).  The baseline average flow volume, F, was 2.3 cm3 per compression 
cycle (0.5 – 11.4).  The flow volume per compression cycle (pcc) was similar when using both 
compression cuffs, F=7.1 cm3 pcc (2.5 – 24.6), and only the calf cuff, F=7.1cm3 pcc (2.4 – 24.5). 
However, there was a much smaller increase in flow volume when using the foot cuff only, F=2.6 
cm3 pcc (0.9 – 10.7). The volume flow increase was significant (P < 0.01) except when using the 





Intermittent pneumatic compression devices are common tools in the prevention of DVT. It is 
thought that these devices and graduated compression stockings and bandages, provide 
thromboprophylaxis by increasing venous blood velocity and flow, therefore reducing venous 
stasis. Another potential mechanism is by increasing anti-thrombotic factors released by the 




endothelial cells of the vessel walls (Diamond et al. 1990; Grabowski et al. 1993; Goel et al. 
2002; Downie et al. 2008).  However, the underlying mechanisms are not fully understood and 
research continues to optimise these devices. 
 
In this study of the ArtAssist device in supine posture, the peak velocity Vp increased for all 
three options of cuff use.  Using both foot and calf compression increased the average Vp by 13 
times when compared to the baseline measurement.  A similar increase was observed when 
using the calf cuff alone. The foot cuff also produced an increase in average Vp but only by 2.4 
times when compared with the baseline measurement.  This is also reflected in the increase of 
volume flow associated with each compression; using both cuffs x3.9, calf cuff x3.9, and foot cuff 
x1.4.  However, the foot cuff was found to have an insignificant contribution when used together 
with the calf cuff (both cuffs vs calf cuff, velocity increase P=0.70, flow increase P=0.84).  Also, 
despite a significant increase in Vp when using only the foot cuff (P<0.01) the increase in flow 
volume was not significant (P=0.21). This is supported by Delis et al. (2000) (using a previous 
model of the device used in this study with the same described pressures) who found much 
higher peak velocities in the popliteal vein, approximately: foot only 50 cm/s, calf only 125 
cm/s, both 150 cm/s (values read from Figure (Delis et al. 2000)) in normal subjects.  The 
reason for their higher velocities is clear, as the subjects were seated upright increasing 
hydrostatic pressure and therefore the venous blood volume in the legs.  Clearly posture is 
important, as discussed below. The smaller contribution from the foot cuff than that found 
previously by Delis et al. (2000) may also be due to the slight elevation of the leg in this study as 
this may have caused natural draining of the venous blood from the foot and to a lesser extent 
the calf.  As explained in Methods (Section 6.3.2.2) the elevation was necessary to avoid 
compression of the calf by the weight of the leg resting on it. 
 
The measured peak velocities are similar to those previously reported by Lurie et al. (2008) 
using duplex ultrasound in the supine position. Their study involved measurement of the 
pressure distribution applied by a pneumatic compression cuff using a pressure sensor and the 
resulting deformation of a calf using anatomical MR imaging. Baseline maximum peak velocity 
was measured at 9.8 cm/s which then increased to 46.9 cm/s in the great saphenous vein and 
57.4 cm/s in the femoral vein with pneumatic compression similar to those applied in this 
study. In a different study, Lurie et al. (2008) examined the hemodynamic effect of the position 
of the subject with IPC; flow and velocity in the popliteal vein were measured in a horizontal 
position using duplex ultrasound, which showed similar levels of increases as found here. With 




the subject in the horizontal position during IPC, although the method of measuring flow was 
slightly different, similar increases in flow were found. The same study presented Mean Peak 
Velocities (MPV), (calculated with the same method as Vp, i.e. the mean of the peak velocity 
measured from three compression cycles) that were also similar, using foot compression 
(Vp=7.9 cm/s, MPV=20.6 cm/s) and using only calf compression (Vp=41.5 cm/s, MPV=56.1 
cm/s), with lower pressures used in the cuff inflation (foot=80 mmHg, calf=40 mmHg). The 
reduced velocities measured by MRI in our work compared to Lurie’s (2003) might partly be 
explained by the slight elevation of the imaged leg in this study, since Lurie (2003) also found a 
reduced MPV (=43.0 cm/s) on elevation which was more similar to the levels found in this 
study.  Labropoulos et al. (2000) reported similar peak velocity results (Vp=55.1 cm/s), using 
80 mmHg of pressure applied to both foot and calf.  
 
It was also observed that the arterial flow was briefly reversed in all subjects when using the 
calf cuff, either alone or with the foot cuff.  This could be seen because the reverse arterial flow 
magnetisation was not saturated, so a signal was obtained in the otherwise saturated arterial 
blood, and flow towards the head could be measured (Figure 6.11 a). This was probably caused 
by the high pressures the cuffs were inflated to i.e. 120 mmHg. Since this particular pump, the 
ArtAssist, is designed to be used in the seated position and for improving arterial flow, the 
associated increase in hydrostatic pressure with the recommended seated position may remove 
or reduce the arterial reverse-flow effect. However, despite higher pressures yielding higher 
peak venous velocities (Labropoulos et al. 2000) this may indicate the use of lower pressures 
for IPC designed for the supine/horizontal position.   
 





Figure 6.11: Example magnitude images (above) and corresponding velocity maps (below) 
during a compression cycle when using the calf cuff only.  Velocity maps show stationary tissue 
as mid grey, with positive velocity towards the head as white and towards the feet as black.  For 
subject a, the flow pulse arrives in the second and third images along the row.  The artery also 
shows a pulse of flow towards the head.  The flow in the vein appears to have a complex cross-
sectional velocity distribution (see text).  In subject b, multiple veins were imaged 
simultaneously (see text). 
 
 
MR velocity mapping can address several difficulties of ultrasound imaging, as MRI receiver 
coils do not require contact and could be placed around stockings and even inflatable pressure-
cuffs (however, the SNR in MRI does benefit from coil proximity). Furthermore, MR VM provides 
a full cross section of the leg with a pixel by pixel velocity measurement, i.e. it provides global 
assessment of the veins.  When a significant duplicate vein was present as for 2 of the subjects, 
MR VM allowed simultaneous measurement of multiple vessels (Figure 6.11 b).  In this work 
only the flow in the popliteal vein(s) was measured.  This could be extended further to include 
other veins such as the small and great saphenous veins and intra-muscular veins, e.g. 




gastrocnemius.  However, the accuracy of measurements can be affected by veins deviating 
from perpendicular to the imaging slice (Section 2.4.1.2 & Section 5.7).  
One other benefit of pixel-wise 2D imaging by the MR VM can be seen in several of the subjects 
imaged in this study, when the velocity distribution or profile over the vessel was more 
complex, an example of which can be seen in Figure 6.11 a.  This could be evaluated in 2D using 
the MR images.  However, the work of Chapter 5 suggests some caution in interpreting this as 
genuine.  The likelihood of such complicated velocity distributions can be predicted from the 
Womersley number (Womersley 1955) in a basic estimate as follows: 





where r is the radius, ω is the angular frequency and ν is the kinematic viscosity.  If the pulse has 
a rise-time of 100 ms, it can be treated as one of a series of equally spaced pulses at a frequency 
of 5 Hz.  The radius is approximately 5 mm and the kinematic viscosity of blood is 0.004 Ns/m2 
per 1000kg/m3. This gives an approximate α of 14.  A value of α >> 1 implies that acceleration 
and deceleration will deform this velocity profile compared to the steady-flow laminar case. 
From this basic estimate, a complex velocity distribution would be strongly likely during these 
sharp pulses of flow.  (This simple estimate suggests this is much less likely to occur in the 
respiratory waveforms of the previous section: 5 mm radius and 0.14 Hz waveform give α < 2.5) 
Under IPC compression with either both cuffs or the calf cuff alone the width of the peaks in 
mean velocity are around 0.6 seconds.  The Intspiral VV sequence has a temporal resolution of 
~300 ms for the acquisition of one velocity map and therefore some temporal filtering of the 
velocity waveform, V(t), is occurring (See Section 6.4.4).  The sliding data window improves the 
frame-rate, although the underlying temporal resolution remains the same.  It is clear that using 
the higher resolution spiral designs (Section 3.2.4.3.1), e.g. 0.5 mm requiring 900 ms per full 
velocity map, would not have captured the impulses in mean velocity so reliably, let alone 
measured the area underneath them sufficiently accurately for a flow calculation. 
The respective costs of MR and ultrasound mean that this technique will not become a 
replacement for routine examinations, but it may be useful in research studies. Ideally, 
ultrasound would have been used in this study to confirm the subjects’ lack of venous problems 
and also to further validate the MR VM results, including a check of the temporal resolution 
required to accurately measure the venous velocity waveforms, but it was unavailable at the site 
of the MRI scanner. The inherent variability of venous flow would potentially have invalidated 




ultrasound comparisons performed on these subjects at another institution several miles 
distant. However, this real-time MR VM technique has previously been validated in veins against 
conventional MRI phase-contrast imaging as stated above. 
In general, MR scanners have a horizontal bore with the subject lying supine or prone, as was 
the case in this study.  This restricts the potential of varying the subject’s position from either 
horizontal or semi-recumbent and therefore reduces the hydrostatic pressure applied to the 
blood in the leg, in turn reducing venous blood volume.  However, as compression devices are 
often applied to hospitalised and bedridden patients, investigation of these more horizontal 
positions is important.  Open-access MR scanners are less common but could potentially be used 
to study these different positions, except that their lower main field strength and gradient 
performance would reduce image quality,  for example seated upright to simulate common 
office or travel seating, both of which were previously linked with DVT (Scurr et al. 2001; Lurie 
et al. 2006).  Newer generations of standard horizontal MR scanners have wider bores with 
shorter lengths which may allow further semi-recumbent positioning and also provide sufficient 
access to facilitate some seated positions.  The spiral readouts may benefit from lower field 





The results by venous velocity mapping were similar to those reported previously using duplex 
ultrasound for venous blood velocity measurements, but can provide further information partly 
in the form of velocity profiles and flow from separate vessels simultaneously.  This information 
could potentially be missed with ultrasound.  
This is the first report using MR Venous Velocity Mapping during sequential intermittent 
pneumatic compression.  Real-time MR Venous Velocity Mapping is a new method that could 
enable further research into the optimisation of stimulation provided by compression devices 
for the prophylaxis of DVT. 









Electrical impulses can be used to directly stimulate calf muscle contraction resulting in the 
pumping of the venous blood towards the heart.  
Electrical stimulation of the muscle pump using such devices has been previously investigated.  
Izumi et al (2010) studied the effect of electrical stimulation of the muscle motor nerves using a 
‘thrombo-prophylactic transcutaneous nerve stimulation (TpTENS) and found similar 
significant increases (~2.5 x baseline) in peak velocity in the popliteal vein with electrical 
muscle stimulation (EMS), intermittent pneumatic compression (IPC), subject controlled 
dorsiflexion of the ankle and a muscle squeeze performed by the examiner.  Velocity 
measurements were all conducted using Doppler ultrasound in the prone position. 
Griffin et al (2010) investigated the effect of varying EMS frequency, using a similar device 
(Veinoplus) as used in this work but modified to allow different rates of stimulation.  Increased 
frequency of stimulation resulted in a reduction of the induced peak velocity (~100 cm/s for <8 
stimuli per minute to ~30 cm/s for 120 stimuli per minute), measured in the popliteal vein 
using Doppler ultrasound, while the flow per minute was found to increase with frequency of 
stimulation.  
This section presents the preliminary findings of the use of the real-time Intspiral sequences 





6.4.2.1 EMS Device 
The Veinoplus [Ad Rem Technology, Paris, France] device (Model version 2.1) was used and was 
supplied by Josef Cywinski [AdRem Technology] who was present during the scanning with this 
device. 




The device consists of a battery powered controller unit and supply wires which connect to two 
electrodes.  In this work, the electrodes were bands of elasticated fabric (socks) with silver 
thread woven in, but adhesive pads are oftern used instead.  The socks were soaked in saline 
solution to improve electrical transference and positioned around the proximal and distal ends 
of the calf muscle with a gap between them (Figure 6.12).  When the Veinoplus controller was 
turned on, electrical pulses were sent through the calf muscles causing contraction.  The 
controller unit allowed the user to vary the strength of the electrical signal and therefore also 
the force of contraction to avoid discomfort or pain.  The Veinoplus had 2 modes which both 
stimulate the muscle for ~25 ms but with nominal 1 s and 3 s repetition cycles.  In all of the 
work here, the 1 s cycle was used and this had a repetition time of 800 ms. 
 
 
Figure 6.12: Veinoplus controller and sock electrodes as positioned on the calf. 
 
 
The supply wires between the controller unit and the sock electrodes were extended and 
adapted so that the controller unit could be positioned outside the main field of the scanner 
approximately 2 m from isocentre.   This prevented main field distortion by the device and also 
reduced the potential for interference from the scanner’s RF transmitter field affecting 
operation of the Veinoplus.  This offered no shielding against interference from the Veinoplus 
introducing noise into MR images.   
The extension cable was modified by Dr. Peter Gatehouse to include RF chokes in order to 
minimise induced RF current within the wires.  The RF chokes were designed as follows. 
The impedance of an inductor is given by: 




      
Equation 6.3 
where Z is the complex impedance, ω is the angular frequency and L is the inductance.  The 
chokes were designed to have ~ 1000 Ohms impedance at 60 MHz; from Equation 6.3Equation 
6.2 this requires an approximate inductance of 3 μH.   
Each RF choke was a coil of wire with an air core, because ferrite cores could not be considered 
because of the main magnetic field.  The inductance L (Henries) of a short cylindrical air-core 
coil is given by: 
 
  
         
           
 
Equation 6.4 
where r is the radius of the coil (m) and l is the length (m) and l > 0.8 r and N is the number of 
turns of the wire on the coil (ARRL).   
Each coil was wound around a plastic tube with radius of 1 cm and was made with length 2 cm, 
which required 15 turns for the 3 μH inductance.   
Four chokes were made for each wire, the first was inserted adjacent to the sock electrode but 
with care not to touch the sock electrode nor the subject, and 3 more chokes were inserted at ~ 
30 cm spacing along each of the supply wires.  To keep the paths of the two wires straight out of 
the magnet and separated from each other, and the subject and the magnet inner bore, each 
wire and its chokes was secured to a separate long plastic pipe.  These could be more easily 
manipulated to position them as safely as possible. 
 
6.4.2.2 Setup  
The one male subject, one of the principal investigators due to the experimental setup of the 
EMS device, was positioned supine on the scanner bed with the sock electrodes positioned on 
the right lower leg as described above.  The receiver coil (Siemens Flex small coil, Section 
3.2.4.5) was wrapped around the leg proximal to the knee and the leg raised (~10 cm) by a foam 
support placed under the heel.   




The subject was positioned in the magnet and left to allow venous flow stabilisation for 
approximately 5 minutes before an initial 4 seconds baseline velocity mapping scan was 
performed. 
The Veinoplus device was turned on and the level of stimulation was increased to the bearable 
comfortable limit, with visible calf muscle contraction, as instructed by the subject.  Further 
velocity mapping was acquired covering 8 seconds, which included 8 cycles of EMS. 
All of the venous velocity mapping was acquired using end-expiratory breath-holds.  For the 
baseline scan, the Vmod method was used for 4s at VENCabs = 10cm/s and the same resolution 
as the EMS scans.  During EMS, velocity mapping was collected for 8 seconds with 1 mm 
resolution with a range of different VENCs in order to acquire data with an appropriate velocity 
range.  This was necessary because of the slow offline reconstruction of all images after the 
subject had left the machine.  As well as the Vmod method, the VV sequence was also used, again 
acquiring a range of VENCs in advance of being able to see the results.  The detailed sequence 
parameters for the most sensitive velocity mapping are shown in Table 6.10.    
  




Parameter Intspiral Vmod  
(Baseline and EMS) 
Intspiral VV  
(EMS only) 
FOV (mm) 150 x 150 150 x 150 
RES (acq / recon) (mm) 1x1 / 0.5x0.5 1x1 / 0.5x0.5 
Slice thickness (mm) 5 5 
Flip angle (°) 30 30 
TE (ms) 5.93 / 4.69 4.09 
TR (ms) 39.23 / 38.99 37.39 
Repetitions 25 / 50 25 
Tacq (s) 3.84 / 7.72  7.32 
VENCabs (Vmod), VENC (VV) (cm/s) 10 / 27.3 25 
T per velocity image  
(un-interpolated)  
156.92 / 155.96 299.12  
Spiral readout duration (ms) 25.78 25.78 
Excitation Water Excitation Water Excitation 
Image Matrix 300x300 300x300 
Arterial Suppression Yes Yes 
Table 6.10: Detailed sequence parameters for Intspiral Vmod with VENCabs 10 cm/s and 27 cm/s 
and Intspiral VV with VENC of 25 cm/s.  The VENCabs of 10 cm/s was used for baseline scanning 
only, while the VENCabs of 27 cm/s was used for Vmod method during EMS. 
 
6.4.2.3 Image Analysis 
Images were all reconstructed using the four-fold temporal interpolation by the sliding data 
window method (Section 3.3.2) and were analysed using CMRTools.  For the baseline scan, ROIs 
were drawn on the ‘reference’ (R) magnitude image (with the image display grey-scale set as 
follows: the lower limit at the noise level outside the leg and at the upper limit to the maximum 
intensity within the popliteal veins).  ROIs were drawn on the two popliteal veins, one on either 
side of the popliteal artery, and were copied to the whole series; no repositioning or resizing of 
these ROIs was necessary for the baseline scanning.   




With the EMS device turned on, ROIs were again drawn on the ‘reference’ (R) image acquired 
before the velocity-encoded (V) images and were copied to the rest of the images in the series.  
However, for these series, bulk motion of the leg on each contraction and relaxation required 
correction of the ROI position for each image of the series.  For the VV images, the ROI was 
drawn on the first image and copied to the entire series, again adjusting the ROI to correct for 
bulk motion on each image.  Minor velocity aliasing in the Vmod phase images (VENCabs 27 
cm/s) was unwrapped using a basic Matlab program.  All of the ROI results were background 
corrected using the mean velocity or phase measured from two ROIs in the muscle 
neighbouring the vessel group, one positioned above and one below on an image by image basis. 
The same assumption used to correct the Vmod in vivo measurements during the Vmod 
validation (Section 4.3.3.2) was used here.  This was that the R image, acquired before the V 
images, could be used as a correction for any non-velocity induced phase shifts, because the 
measured velocities are much less than the residual slice-select velocity sensitivity of the R 
image (291 cm/s).  To further minimise any velocity induced phase remaining in the R image 
with the EMS device on, the R image from the baseline scan was used for correction of the 
baseline Vmod and also the EMS Vmod measurements. 
The flow rate was calculated by multiplying the ROI CSA and the mean velocity measured on 
each image.  This was used to calculate the total volume of flow over the whole scan.  For the 
baseline scan, the total was divided by the baseline scan duration to obtain the volume flow per 
second.  For the EMS scans, the total was divided by the number of stimulations during the scan 
to obtain the volume flow per stimulation. 
Between the baseline and EMS measurements, the percentage difference of the mean and peak 
velocities and volume flow (per second or per stimulation) was calculated.  For the EMS 










For EMS results, the data with VENCabs of 27 cm/s by the Vmod method and VENC of 25 cm/s for 
the VV method, was used because this data showed only minimal phase wrap.   This occurred on 
several of the Vmod images at the time of peak flow and was easily corrected.  
Example images from the Vmod and VV sequences near peak velocity are shown in Figure 6.13 
and over an impulse of flow in Figure 6.14.  The measured velocity waveforms are shown in 
Figure 6.15.  Temporal peaks of the mean and spatial peak velocities measured from both veins 
are shown in Table 6.11.  The volume flow per second at baseline and per stimulation with EMS 
was calculated and is also shown in Table 6.11.  
The durations of the flow pulses generated by the Veinoplus were ~ 250 ms using Vmod and ~ 
450 ms using the VV sequence.  The broadening of the pulse can easily be explained by the 
decay of the mean velocity which reduces to a non-zero level (~ 1 to 2 cm/s) before finally 
dropping to zero just before the next pulse of flow, which for the VV sequence will be averaged 
into the more of the data points smoothing the decay in venous blood velocity.  A similar ‘decay 
shelf’ was also observed on the IPC measurements during the inflation period.  
Random image noise  increased by a factor of ~2 (measured within the signal void of the 
neighbouring bone and in a region of free space) when the Veinoplus device was turned on.  
This noise did not vary during the stimulation cycle.  Clearly, as it occurred only when the device 
was switched on, it was some interference originating from the active electronics of the 
Veinoplus device, which was not designed for MRI compatibility and furthermore its output 
wires were not filtered.  The apparent randomness of this noise is unexpected as more structure 
in this type of interference would be expected, even with spiral k-space coverage. 
 





Figure 6.13: Example magnitude and phase images of two popliteal veins (arrowed on a), either 
side of the (suppressed) popliteal artery.  (a,b) Using Vmod at baseline (VENCabs 10 cm/s), (c,d) 
Vmod with EMS (VENCabs 27 cm/s) near peak velocity and (e,f) VV with EMS (VENC 25 cm/s) 









Figure 6.14: (a) Example magnitude and phase images of the popliteal veins using Vmod 
(VENCabs 27 cm/s) over an impulse of mean velocity using EMS.  The first images have timing of 
3.39 seconds on Figure 6.15 (c,d) with 156 ms between frames (every 4th sliding window 
frame).  Minor wrap is visible on the second (a) phase image (arrowed) which was corrected 
before analysis. 
(b) Example magnitude and velocity maps of the popliteal veins using VV (VENC 25 cm/s) over 
an impulse of mean velocity using EMS.  The first images have timing of on Figure 6.15 (e,f) with 
150 ms between frames (every 2nd sliding window frame). 
 





Figure 6.15: Measured mean and peak velocity waveforms showing (a,b) baseline with the 
device turned off. During EMS (c,d) RV sequence with Vmod reconstruction (baseline R 
corrected) and (e,f) VV sequence.  The areas of the ROIs drawn on the Vmod and VV images for 
Vein 1 were 18.9 and 14.8 mm2 and for Vein 2 were 23.0 and 24.3 mm2 respectively.  The points 
on the graphs are from measurements made in the temporally interpolated images, i.e. at a 
temporal resolution of 40ms in (a-d) and 75ms in (e,f). However, the underlying temporal 
resolutions are 160ms and 300ms. 
  



















0.90 2.94 0.098 1.92 3.64 0.285 
EMS (Vmod) 9.22 14.5 0.455 19.10 25.60 0.932 
EMS (VV) 6.61 10.95 0.309 13.97 19.39 1.080 
Table 6.11: Temporal peak of mean and spatial peak velocities measured at baseline using 
Vmod and during EMS using both the Vmod and VV sequences.  Volume flow is calculated as ml 
per second at baseline and ml per stimulation (as an average of volume flow over the whole 
scan divided by the number of cycles in the scan). 
 
 
The percentage increases from the baseline measurement for both the Vmod and VV 
measurements with the device on are shown in Table 6.12, calculated as 100x (EMS – 
baseline)/baseline where 0% = no difference.  The percentage difference between the Vmod 
and VV measurements during EMS is shown in Table 6.13, calculated as 100x (Vmod – VV)/VV, 
where 0% = no difference. 
 
Sequence Vein 1 Vein 2 
Mean Vel. Peak Vel. Vol. Flow Mean Vel.  Peak Vel. Vol. Flow 
Vmod/Baseline 924% 393% 364% 895% 603% 227% 
VV/Baseline 634% 272% 215% 628% 433% 279% 
Table 6.12: Percentage difference of the temporal peak velocities and volume flow, when EMS 









 Vein 1 Vein 2 
Mean  Peak Vol. Flow Mean  Peak Vol. Flow 
Vmod/VV 39% 32% 47% 37% 32% -14% 




The mean signal in the muscle ROI used for the background phase correction for each of the 
acquisitions is shown in Figure 6.16.  The muscle ROI mean signal is constant at zero for the 
results of the Vmod method, both at baseline and during EMS.  This implies that the background 
phase modelling method is working correctly since the muscle ROI was already included within 
the area for background phase modelling and subtraction.  The muscle ROI mean signal from the 
VV images is negative, showing a velocity offset and it has some periodic variation (at about 0.7 
Hz and amplitude of approximately 1cm/s.  This probably originated from through-plane bulk 
motion of the leg during EMS contraction.  For the VV images, it was also subtracted from the 
measured venous velocity. 
The muscle phase signal, shown in Figure 6.16, gives an indication of the error on the velocity 
measurements.  The mean velocity is shown to be approximately constant at 0 cm/s (average: 
Baseline (Vmod) = 0.02 cm/s, EMS (Vmod) = 0.00 cm/s, EMS (VV) = -0.70 cm/s) with little 
variation for both baseline and with EMS.  The peak velocity indicates the degree of noise on the 
phase image (average: Baseline (Vmod) = 2.08 cm/s, EMS (Vmod) = 7.86 cm/s, EMS (VV) = 6.19 
cm/s), this corresponds to ~ 20%, 28.7%, 27.6% of a π phase shift.    The mean velocity in the 
VV image is non-zero and reflected the (eddy current) phase offset correction required for this 
scan.  The VV mean velocity also has some periodicity similar to that in the mean velocity 
measured within the veins, this could originate from some small through plane bulk motion of 
the leg during muscle contraction with each stimulation and was subtracted from the measured 
velocity in the veins. 
 





Figure 6.16: Mean velocity measured in muscle regions on (a) baseline scan (VENCabs 10 cm/s) 










The baseline measurement (Figure 6.15 (a,b)) shows the mean velocity measured in each vein 
had a low and relatively constant (~ 1 cm/s) velocity over the 4 s scan.  When the Veinoplus 
device was turned on a regular periodic velocity waveform was induced in both veins.  The 
waveform using Vmod method (c,d) shows increased detail of venous blood response to each 
electrical impulse from the device, and the amplitudes of the EMS pulses are also greater using 
Vmod then using the VV sequence.  However, as stated above, the Vmod and VV temporal 
resolutions were 160 and 300 ms respectively (interpolated x4 during reconstruction to 40 ms 
and 75 ms).  The reduced amplitude of measured velocity variations using VV is probably a 
temporal filtering effect as the 300 ms image time approached the 400 ms limit for depicting 
each 800 ms cycle accurately.  The notion of filtering is further supported by the durations of 
the flow pulses, which were increased greatly when measuring using the VV sequence 
compared to the Vmod approach. 
 
Table 6.13 shows the percentage difference of the mean and peak velocity and volume flow per 
contraction between the Vmod and VV sequences.  The peak velocity shows a similar increase of 
32% for both of the popliteal veins measured with measurements from the Vmod sequence and 
the mean velocity also increases but by a larger amount, 39% for vein 1 and 37% for vein 2.  
However, the volume flow per contraction increases by 47% for vein 1 but decreases by 14% 
for vein 2 when using the Vmod sequence compared to the VV sequence.  This may be, at least in 
part, a result of the ROI depiction of each vein.  Looking at the areas of the ROIs drawn on each 
vein shows that ROI area increased by 27% for vein 1 but for vein 2 decreased by 5% which is 
approximately half of the percentage difference in flow volume, for the respective veins, 
between the sequences.  For vein 1, the change in area of the ROI can explain an increase in 
flow-rate but this should also correspond to a reduced increase in mean velocity which is not 
seen.  The SNR difference between the magnitude images of the two sequences due to the 
respective reconstructions suggests that the VV sequence ROI would be the more accurate.  
However, despite imaging proximal to the knee, vein 1 is still relatively small compared to the 
resolution (radius of the Vmod ROI 2.5mm and for the VV ROI 2.17 mm approximated by circle 
of similar area) and this is likely to also introduce some error.  
 




The work in this section is based on only one volunteer, because it may have been unsafe to use 
this RF filtering arrangement on more subjects.  Resources were not available to seek RF 
engineering assistance for some assurance that the filtering would always prevent RF burns.  
The possibility of gradient-pulse induced voltages in the electrode wires was not even 
considered but no nerve stimulation from the sequence was noted; however, this would be 
much harder to filter out as there is no great frequency difference in that case. 
 
The temporal peak of the measured mean velocity is similar to a previous study using a similar 
Veinoplus device where measurements were made using Doppler ultrasound.  In that work, 
Griffin et al (2010) showed peak velocities of ~ 40 cm/s in the popliteal vein of 24 volunteers 
with their Veinoplus device operating at a similar rate of 60 stimuli per minute.  However, the 
volume flow found in this section, of ~ 85 ml/min (combined flow from both popliteal veins) 
was lower than the ~200 ml/min shown by Griffin et al (2010) in semi-recumbent subjects.   
In their study, the effect of varying the rate of EMS stimuli was also investigated.  They showed 
that the peak velocity decreased when increasing the EMS stimulation rate, whereas the ejected 
volume per min increased at faster EMS stimulation rate.  The reduced velocity behaviour was 
suggested to be likely due to decreased venous filling between cycles when run at higher 
frequencies but this velocity reduction was not enough to cancel the increased stimulation rate.   
One potential error in the ultrasound measurements (Griffin et al. 2010) arises due to setting 
the Doppler window lying across the full vein width where movement under stimulation or any 
change in vessel width and CSA, seen in this example, could result in some error of the 
calculated flow-rates.  
EMS devices have several benefits compared to the other modes of prophylaxis, in particular the 
size of the battery powered controller unit and the potential to tailor the stimulation to increase 
flow or peak velocity per subject.  The small size of both the controller unit and the electrodes 
allows the use of these electrical stimulation devices (EMS) where intermittent pneumatic 
compression devices would be impracticable, such as during some surgical procedures (Izumi et 
al. 2010) where the large air bladders can restrict access or during travel where the transport of 
IPC controller units and bladders is difficult.  
A similar study as Griffin et al (2010) investigating the effect of different frequencies of 
stimulations with MR would then be a likely initial step in aiding the optimisation of these types 
of devices and further a comparison between normal subject and patient populations. 






This section, based on only one subject, does not enable any conclusions about venous flow 
during EMS, especially given the large inter-subject variability of venous flow endemic to this 
entire PhD. 
However, the fastest version of the real-time spiral sequence (Intspiral R-VMod) showed a clear 
benefit in its true temporal resolution of 160ms per velocity measurement at 1mm resolution.  
The short pulses were shown to be more heavily filtered by the IntSpiral VV sequence at 300ms 
per velocity image. 
The duration of each flow pulse during EMS was shorter than in the other applications in this 
chapter, requiring the Vmod approach if its other difficulties for in vivo work can ever be solved.  
A fully velocity-compensated reference image for Vmod would be the first priority in future 
work. 
The duration of the flow spikes in the initial in vivo example of Chapter 4 where muscle 
contractions were evaluated might have been similarly short, but were measured only with the 






Chapter 7  
Behçet’s Disease,  
Vein Wall Imaging 
 
 
This work was conducted in collaboration with Dr Nicola Ambrose and Prof. Dorian Haskard 
who recruited all patients for the study, Peter Drivas who aided in the scanning of subjects, 
particularly the patient group and Dr Cheuk Chan who was one of the ranking observers. 
 
 
7.1 Introduction  
 
 
Behçet’s Disease (BD) is commonly thought to be an auto-immune disease and affects those who 
are genetically predisposed (in particular human leukocyte antigen HLA-B*51) and is likely 
initiated by an as yet unknown environmental trigger such as an infectious agent (Marshall 
2004).  BD is most prominent along the ‘Old Silk Road’ which stretches across from Western 
Europe to Asia, with Turkey have the highest incidence, with between 40 and 370 in 100,000 
(Sezen et al. 2010) with cases in Britain numbering < 500 (Davatchi et al. 2010).  The name is 
derived from a Turkish dermatologist Dr. Hulusi Behçet who defined the classical symptoms of 
oral and genital ulcers and inflammation of the eye, although descriptions have also been 
attributed to the early days of Hippocrates (Mendes et al. 2009).  These and the other common 
symptoms of BD are now thought to be a result of vascular inflammation, vasculitis, mainly of 
the venous system.  Because of the vasculitis, BD is also associated with DVT and other DVT 
related venous disorders e.g. venous valve insufficiency and occlusion.  




BD is commonly diagnosed in young adulthood, second or third decade, and is not gender 
specific (Al-Otaibi et al. 2005).  Diagnosis is based around International Criteria for Behcet’s 
Disease which was created with the participation of 27 countries and is shown in Table 7.1. 
 
Criteria Points 
Oral aphthosis 1 
Skin manifestations 1 
Vascular lesions -  
(arterial and venous thrombosis, 
aneurysm) 
1 
Pathergy test 1 
Genital aphthosis 2 
Occular lesions 2 
Table 7.1: International Criteria for Behcet’s Disease (ICBD) diagnosis requiring 3 or more 
points (Davatchi et al. 2010). 
 
 
The clinical features of BD are wide ranging, varying depending on geographic region, and 
include the following. 
Recurrent oral ulcerations (aphthosis) are the most common and are present in ~100% of BD 
patients.   
Genital ulcerations (aphthosis) are less frequent occurring in 64-97% of cases depending on 
region.  Skin lesions are also fairly common (~80% (Marshall 2004)), the most frequent of 
which being pustulosis mainly on the lower limbs and others being erythema lesions and skin 
hypersensitivity. Although not often used, diagnosis is possible by a pathergy test consisting of 
an intradermal puncture of the skin under sterile conditions, a positive result is when small 
papule or pustules form within 48hrs (Mendes et al. 2009).   
Eye inflammation, affecting around 40% of BD patients, consists of anterior uveitis, which with 
successive attacks can lead to cataract and glaucoma; and posterior uveitis and retinal vasculitis 
which accumulate, and if untreated may progress to loss of vision or blindness.   




Joints can be affected, mainly the knee, with arthritic inflammation.  Although this is usually 
transient, it may also be additive in a similar manner to rheumatoid arthritis. 
Neurological manifestations are rare but classically take the form of meningoencephalitis, and 
headaches are not uncommon. 
Gastrointestinal complications most commonly include mucosal ulcers in the ileocecal region 
(i.e. the join of the small and large intestines). 
Pulmonary and cardiac involvement is rare, but includes valvular disease, myocardial infarction 
and aneurysms, intracardiac thrombus and endomyocardial fibrosis (Goktekin et al. 2002; 
Gürgün et al. 2002; Marzban et al. 2008; Sezen et al. 2010). 
Vascular involvement occurs predominantly in the venous system affecting approximately 35% 
of patients.  This may lead to superficial thrombophlebitis and DVT, mainly found in small 
vessels in the leg but also larger systemic vessels such as the IVC and SVC.  Arterial system 
involvement includes obstructions and aneurysms affecting mainly a wide range of arteries 
(Calamia et al. 2005).  Vascular involvement may well be the major cause of mortality, in 
approximately 10% of BD patients.  Small vessel inflammation is most common in ~50% of 
patients (Marshall 2004) with larger vessel inflammation in ~25 – 35% (Davatchi et al. 2010).   
DVTs primarily form in lower extremities but can also form in the larger vessels as well, 
including the IVC and SVC.  The venous problems associated with DVT are also prevalent in 
patients with BD, e.g. venous insufficiency.  However, pulmonary embolism is not as common 
due to the adherent nature of the clot formation to the vein wall (Calamia et al. 2005); mortality 
is then often caused by occlusion of the vena cava.  Also because the thrombi tend to adhere to 
the vessel wall, anti-coagulation therapy may be less responsive.  From the factors associated 
with DVT formation, blood stasis and coagulability may play a role in some patients. However, 
an often increased blood (von Willebrand) factor is found, which indicates vessel wall 
endothelial cell activation and therefore suggests damage to the vessel wall as the likely primary 
source of DVT formation in BD patients (Calamia et al. 2005). 
Duzgen et al. (2006) in a study, in Turkey, on 180 patients diagnosed with BD found that ~40% 
of the patients had venous involvement, with 95% of those having DVT in the limbs, and 11% 
having arterial involvement.  Kisacik et al. (2010) used Doppler ultrasound to study silent or 
asymptomatic DVT in BD patients and found venous insufficiency in 74% of 100 patients 
compared to 24 % in 34 normal subjects. 
 





Previous studies into increased vessel wall thickness have mainly been conducted in the carotid 
arteries with the use of ultrasound: 
In a study into the cardiovascular prognostic value of ultrasound in BD patients Caliskan et al. 
(2008) measured the carotid artery intima-media thickness.  The three groups studied were: BD 
with vascular involvement, BD without vascular involvement and normal subjects.  Their results 
showed a small non-significant increase between normal subjects and all BD patients, with the 2 
groups of BD patients showing a similar increase of ~12%.  
Ozturk et al. (2008) showed a significant increase of ~50% in carotid intima-media thickness 
(IMT) in 21 patients with BD compared to age and sex matched normal subjects.  The study also 
showed a correlation between carotid IMT and vascular endothelial growth factor.  Alan et al. 
(2004) also showed a significant increase in carotid IMT between normal subjects and Behcet’s 
disease patients, with no significant difference between BD patients with and without known 
vascular manifestations.  Keser at el  also found a significant increase in carotid IMT. 
 
In general, BD patients are subject to recurrent clinical manifestations which may reduce with 
age and remiss completely such that younger patients often have more severe disease.  Several 
of the manifestations are associated with increased mortality such as vascular involvement, and 
in particular aortic and pulmonary artery aneurysms.  The main treatment is with anti-
inflammatory drugs to reduce underlying vasculitis.  
 
Current MRI use in Behcet’s Disease is to investigate vascular involvement by the use of MRA for 
thrombosis and aneurysm detection. Cardiac MRI is also used with suspected cardiac 
involvement (Pipitone et al. 2008). For other vessel wall diseases such as atheroma, MRI 
concentrates on the carotid arteries (Crowe et al. 2005; Chan et al. 2009; Liu et al. 2010), aorta 
(Liu et al. 2010) and coronary arteries (Botnar et al. 2000; Scott et al. 2011) mainly with the 
techniques described below (Section 7.2.1 & Section 7.4).  As discussed previously and 
throughout this project, arterial imaging in general relies on the regular cardiac cycle for gating 
and the acquired image data is built up over a number of cardiac cycles.  The venous system has 
been afforded much less attention in part due to the difficulties of imaging during variable and 
irregular flow, which is influenced by multiple sources including the compressibility and 
deformation of the comparatively thin vessel wall.  A previous vessel wall study performed by 




Mitsouras et al. (2009) imaged the great saphenous vein but only after grafting to improve the 
arterial supply to the lower limb in lower extremity peripheral vein bypass grafts (LE-PVBG).  
The aim of this chapter therefore was to use the techniques and methods learned throughout 
the thesis to influence the venous blood flow waveform, enabling the use of the black blood 
vessel wall imaging sequence normally used for arterial vessel wall work.  After this method had 
been shown feasible in normal subjects, patients diagnosed with BD were compared against 
normal subjects.  




7.2 Methods  
 
 
Seven normal subjects (age range 21 – 46 yrs, mean age 26.9 yrs), with no known history of 
venous disease or problems, and 5 patients diagnosed with BD (age range 23-47 yrs, mean age 
36.8 yrs) were scanned using a 3T MR scanner (Skyra, Siemens, Erlangen, Germany) with the 
following protocol.  Informed consent was obtained and the study was conducted with approval 
from the local ethics research committee.  The patients lay prone on the scanner bed with their 
legs supported under the ankle with a foam cushion and theirs arms and head resting on a 
pillow in front of them.  A flexible surface coil (Siemens, 3T Tim Flex small, 36x17 cm) was 
wrapped loosely around the posterior of the left knee joint, centred slightly proximally to the 
bend of the knee, and sandbags were placed either side of the knee and lower leg to increase 
support and reduce any leg bulk motion.  An initial large FOV, 350x322 mm, bSSFP localiser 
allowed selection of the left leg and then a multiple (20) slice, smaller FOV, 223x205 mm, bSSFP 
localiser was used to collect a series of transverse slices through the region, enabling a suitable 
slice location to be chosen.  The slice location was chosen such that the popliteal vein, in the 
region proximal to the knee, was surrounded by connective tissue and fat, as opposed to muscle, 
to increase contrast between the vessel wall and surrounding tissue. 
With the approximate slice location chosen, a sagittal image was taken positioned through the 
popliteal vein on the appropriate multi-slice localiser image.  A further coronal image was 
adjusted to run along the vein in the sagittal image.  The sagittal and coronal/‘along’ vein images 
allowed orientations and angulation of the further imaging slice to be perpendicular to the axis 
of the vein (Figure 7.1).  A 10 slice high resolution bSSFP scan was run, which allowed final 
selection of the imaging slice, also that no confluence of veins occurred within the immediate 









Figure 7.1: bSSFP localiser images from a normal subject showing a) transverse slice through 
the leg above the knee at decided vein location, yellow box shows the imaging slice for b) a 
sagittal slice through the main popliteal vein, yellow box shows the imaging slice for c) ‘coronal’ 
slice along the vein.  Green boxes indicate the final imaging slice determined from b) and c) used 
for velocity mapping scout and vessel wall imaging. 
 
 
This final multi-slice scan (with parameters shown in Table 7.2) was gated to a metronome, 
used to guide breathing so that each slice was acquired at the same period and of similar flow, in 
the respiratory induced venous blood flow cycle.  For this study the metronome output was 
altered from that previously described (Section 3.2.1): an asymmetric waveform was used in 
order to make the breathing rhythm more similar to the natural breathing rhythm and therefore 
increase subject compliance.  In addition, the duration of the cycle was reduced to 5s so that the 
LED indicator was ON, lit, for 2s and OFF for 3s as it was again closer to a natural breathing 
rhythm and also reduced the scan duration. Subjects were asked to breathe deeply IN with the 
LED ON and OUT with LED OFF.  The final imaging slice (Figure 7.2) was chosen from these 












FOV (read x phase) (mm) 120x120 
Slice thickness (mm) 3.5 
Resolution (mm) (matrix size) 0.54x0.54 (224x224)  
Resolution Interpolation (mm) (matrix 
size) 
x2 to 0.27x0.27 (448x448) 
No. slices (Separation) 10 (0)  
Phase encode Anterior-posterior 
TE / TR (ms) 2.12 / 5.1 
Tslice (ms) / Tacq (s) 1210.58 / 40 
Bandwidth (Hz/Px) 446  
Asymmetric Echo Weak 
Flip angle (°) 44  





Figure 7.2: One slice of the high resolution bSSFP multi-slice (Table 7.2) images of a normal 
subject’s left knee.  Note: vessel walls appear dark compared to lumen and surrounding tissue 
(black arrow).    
 
 




The gated-GRE phase-contrast velocity mapping sequence (PC-VM) (Section 3.2.3) was also 
adjusted to acquire cine frames throughout the 5s metronome cycle, which was again used for 
gating.  This resulted in the acquisition of 17 respiratory phases.  The phase encode direction 
was switched between left-right and anterior-posterior as necessary to ensure that the phase-
encode ghosting artefact from the adjacent artery did not obscure the vein.  The resulting 
velocity map cine allowed the selection of an optimal trigger delay for the following vessel wall 
scan, described below. 
 
 
7.2.1 Vessel wall & Blood Signal Contrast 
 
In order to visualise vessel walls they must have contrast to the surrounding tissues.  The bSSFP 
images have relatively high blood signal and also generally high fat signal, which together show 
the vessel wall as low signal around the blood (Figure 7.2 black arrow).  These resulting images 
can of course be inverted so that high/bright signal becomes low/dark and vice versa to more 
easily visualise the vessel walls.  
 
Several techniques can be used to null the blood signal and image the vessel wall as bright signal 
with contrast to the nulled blood signal and surrounding tissues and is usually called black 
blood imaging:   
 
7.2.1.1 Intrinsic Sequence Properties 
Spin echo sequences have intrinsic through-plane flow signal suppression properties, due to the 
refocusing pulse being run some time after the original excitation and allowing some excited 
blood to flow out of the imaging slice before the refocusing, resulting in signal loss.  The signal 
loss depends on the blood moving completely out of the imaging slice between the excitation 
and refocusing pulse as such the minimum velocity of blood required for signal loss can be 
defined by:  
   
   
   
 
Equation 7.1 




where Δz is the thickness of the slice (assumed to be a perfect rectangular profile), TE is the 
echo time and v is velocity.  A rough calculation with a slice thickness of 5 mm and TE of 10 ms 
yields a velocity of 1000 mm/s required for complete replacement of the blood in the slice.  
With multiple echoes used in turbo or fast spin echo sequences the echo time becomes the 
effective echo time, when central k-space is acquired (TEeff) and Equation 7.1 becomes: 
   
  
              
 
Equation 7.2 
where tesp is the echo spacing time between echoes in the echo train. 
Despite this native property of spin echo imaging, it is only really effective for higher velocities.  
For lower velocities, as seen at vessel wall, there will be incomplete suppression of the flowing 
blood.  
 
7.2.1.2 Inversion Recovery 
After an inversion pulse is applied, the longitudinal magnetisation Mz will recover back towards 
equilibrium M0 with the time constant T1.  The value of Mz is given by:  
                      
Equation 7.3 
where t is the time after inversion.  As the magnetisation returns from a negative to a positive 
value at some time it will cross zero and imaging at this point in time for a particular tissue will 
result in a nulling of the signal for that tissue.  This method alone is not suitable for nulling 
blood, as the T1 of blood is similar to that of other surrounding tissues such as muscle and the 
vessel wall itself.  
 
7.2.1.3 Double Inversion Recovery 
In order to eliminate the problem of other tissue with similar T1 also being nulled along with 
flowing blood a second inversion pulse can be used.  A non slice selective inversion pulse (180°) 
is applied to invert the Mz of the entire volume within the transmit coil and this is followed 
immediately after by a second inversion pulse which returns the imaging slice magnetisation 
back to near M0.  Imaging is again conducted at the inversion time (TI) when the blood signal 




has recovered to the null point.  The blood within the imaging slice is also subjected to the slice 
selective re-inversion pulse and therefore has to be fully replaced by inflowing blood recovering 
from the initial inversion to be completely nulled.  The TI can be calculated by (Fleckenstein et 
al. 1991):    
                   
 
              
  
Equation 7.4 
The TI is then generally considerably longer than the spin echo TE (Intrinsic Sequence 
Properties) and this much longer time for blood inflow is therefore better at suppressing signal 
from blood with low velocity, such as that near the vessel walls.   
 
 
7.2.2 DIR-TSE Sequence 
 
A standard, commercially available [Siemens] double inversion black blood imaging sequence 
with turbo spin echo readout (TSE) was used with the parameters in Table 7.3. 
  





FOV (Read x Phase) (mm) 100 x 81 * 
Tacq (mins) ~ 7.5 ** 
Slice Thickness (mm) 3  
TE / TR (ms) 12 / 100  
Echo train length 7 
Echo spacing (ms) 12 
Averages  2 (Short term)  
Fat Sat. On 
Resolution (mm) (interpolated) 0.384 x 0.384 (0.19 x 0.19) 
Bandwidth (Hz/Px) 303  
Distortion Correction On 
Dark blood thickness (%) 110  
Dark blood flip angle (°) 300  
TI (ms) 1000 (rounded up from 975) 
Phase encode direction A-P 
Table 7.3: Sequence parameters used for the DIR-TSE sequence. * Phase FOV and oversampling 
altered to limit wrap around per subject. ** Minimum acquisition time for parameters shown 
with no phase oversampling. 
 
 
A T1 estimate of 1585ms for venous blood at 3T (Lu et al. 2004), approximately 100 ms less than 
that of arterial blood, was used with Equation 7.4 to obtain a TI of 975 ms.  The imaging time, TI 
plus TR was rounded to 1100ms.   The phase-encode direction was limited to the anterior-
posterior (A-P) direction to prevent wraparound of the right leg into the image. 
As described above, for the black blood preparation pulse to be effective the blood within the 
slice must be replaced with blood from outside the imaging slice in the time it recovers to zero 
from the initial inversion pulse.  This requires reasonably high flow; however, a period of low or 
no flow is desirable so that the vein is reliably static during the imaging period.  The metronome 
guided deep breathing induces a regular venous waveform, with high and low flow periods.  The 
gated GRE PC velocity map cine was used to identify the optimal period over the transition such 
that the DIR preparation pulse was played out with high flow and the imaging over the low flow 
period (Figure 7.3) 





Figure 7.3: Ideal flow waveform (red curve, also metronome signal) showing DIR-TSE sequence 
timing.  DIR pulse played out, at time TD (trigger delay) after the metronome trigger, during 
period of high flow rate to enable blood refreshment within the slice during the inversion time, 
TI, and TSE data acquisition played out during a period of low flow with static vessel. 
 
 
The VM scout was run before any repeated vessel wall acquisitions to check the stability of the 
respiratory induced venous blood velocity waveform such that the delay time, TD, could be 
altered when required. 
The black-blood venous wall sequence was run twice on most subjects, depending on their co-
operation.  The metronome-guided breathing for such long periods bordered on some kind of 
auto-hypnosis technique and many subjects found maintaining it to be challenging. 
 
 
7.2.3 Image Analysis & Statistical Tests 
 
All vein wall images (2 or 3) for each subject were put in a random order, altered such that 
images from the same subject were not adjacent in the resulting series, with both the main 
popliteal artery and vein labelled A and V respectively (Figure 7.4).  Images were then ranked 
by 2 experienced MR vessel wall observers (blinded) with a score ranging from 1 (normal) to 5 
(abnormal), based on wall thickening (T) or signal enhancement (E).   




Due to the low sample numbers and ranking scores, a Wilcoxon rank-sum (Mann–Whitney U) 
test was performed between the ranked images of normal and patient subject groups averaged 
over both observers.  Further Wilcoxon rank sum tests were similarly performed between 
normal and patient subject groups for each observer individually, between the ranks assigned 
by each observer and finally on rank scores averaged over images for each subject and averaged 
between observers. 
 







Two or three DIR-TSE images were acquired per subject. Example images from one normal 
subject and two BD patients are shown in Figure 7.4 with the arteries and veins used for 
ranking labelled; Figure 7.5 shows the same images from Figure 7.4 focussed in on the vessel 
group.  Both figures have two images from each subject and show the variable result of the 
vessel wall scans with blurring due to motion.  A small increase in any blurring can be seen in 
the A-P direction, as this was the phase encode direction of the TSE data acquisitions.   





Figure 7.4: DIR-TSE example images from a normal subject (2), a) and b), a BD patient (10) with 
mixed rank scoring, c) and d), and a patient with consistent high score (9), e) and f).  Popliteal 
arteries and veins used for ranking are marked A and V respectively. 









The ranking results from both observers from the respective images are shown in Table 7.4.  
The means for normal and patient subject groups and the average of the vessel wall ranks for 
each subject and observer are shown in Table 7.5 again with the means of each subject group.  




The mean of the rank scores for the normal and patient groups are also shown and show an 
increase in rank score from normal to patient subjects. 
The Wilcoxon Rank Sum tests showed that the increase in mean rank scores averaged from both 
observers was statistically significant for veins (p = 0.02) but not for arteries (p = 0.27).  The 
individual observer rank scores between the normal and patient groups showed that Observer 2 
produced vein rank scores that were significantly different between the groups (p= 0.01) but 
Observer 1 did not (p= 0.21).  The same test on the arteries showed that neither observer 
produced a significant difference between the groups (Obs 1: p = 0.83, Obs 2: p = 0.20).  
Statistical tests between the observers’ scores for the veins showed similar medians (3, 2) and 
inter-quartile range (1, 2) and were shown not to be significantly different (p = 0.30).  The 
corresponding arterial results showed similar medians (1, 2) and inter-quartile range (2, 2) but 
were shown to be significantly different (p = 0.03).   
Rank scores averaged over the different images per subject for each observer showed similar 
results using the Wilcoxon rank-sum test to the previous tests; Observer 2 scored the veins with 
a significant difference between the means of the normal and patient groups (p = 0.02) while 
Observer 1 scored with almost significant difference (p = 0.07).  Averaging over images did not 
produce any significant difference between normal and patient group means for arterial wall 
scoring (p = 0.65, p = 0.18).   Further averaging over the two observers’ scores also did not 
strengthen the statistical results (vein: p = 0.05, artery: p = 0.22). 
The medians of the rank scores for the normal and patient groups were similar for the arteries 
from both observers (normal 1, 2; patient 1, 2.5) but increased for the vein ranks scores (normal 
2, 2; patient 3, 3).  Averaging between the images for each subject, the difference between the 
normal and patient group medians for the arteries increased (normal 1.5, 1.5; patient 2, 3) while 
the medians for veins remained similar (normal 2.25, 3.33; patient 2, 2.67).  The inter-quartile 
ranges decreased with averaging for all ranks, except for the normal group arterial ranks from 
observer 2 which marginally increased while the inter-quartile ranges for the vein ranks almost 
halved with averaging.    





Observer 1 Observer 2 Average 
A V A V A V 
1 n 9 3 (T) 2  (E) 3 (T) 1 (E) 3 1.5 
1 n 22 1 1 4 (T) 3 (T/E) 2.5 2 
2 n 18 1 2 (E) 2 (T) 1 (E) 1.5 1.5 
2 n 7 2 (T) 4 (T/E) 3 2 (T/E) 2.5 4 
2 n 25 1 1 1 (T) 1 1 1 
3 n 2 2 (T) 4 (E) 3 (T) 2 (E) 2.5 3 
3 n 10 3 (T) 3 (E) 4 (T) 2 (E) 3.5 2.5 
3 n 13 3 (T) 2 (T) 4 (T) 2 3.5 2 
4 n 1 1 4 (E) 2 (T) 3 (E) 1.5 3.5 
4 n 15 2 (T) 3 (T) 2 (T) 3 (E) 2 3 
4 n 20 3 (T) 2 (T/E) 2 (T) 3 (T/E) 2.5 2.5 
5 n 3 1 2 (E) 1 1 1 1.5 
5 n 5 1 1 1 1 1 1 
6 n 12 1 1 1 1 1 1 
6 n 26 2 (T) 3 (T/E) 1 1 (E) 1.5 2 
7 n 16 1 3 (T) 2 (T) 3 (T) 1.5 3 
7 n 21 1 2 (T) 1 2 (T) 1 2 
7 n 29 1 3 (T) 1 2 1 2.5 
Mean 
N 
- 1.67 2.39 2.11 2 1.89 2.19 
8 p 6 1 2 (E) 2 (T) 3 (E) 3 2.5 
8 p 17 1 4 (E) 1 1 (E) 2.5 2.5 
8 p 30 1 1 2 4 1.5 2.5 
9 p 4 1 3 (E) 3 3 (E) 2.5 3 
9 p 23 1 4 (E) 1 2 (E) 1 3 
9 p 28 1 3 (T/E) 2 3 (T/E) 2.5 3 
10 p 8 2 (T) 1.5 (E) 3 (T) 1 3.5 1.25 
10 p 11 3 (T) 3 (T) 4 (T) 3 (E) 3.5 3 
11 p 19 3 (T) 5 (T) 4 (T) 4 (T) 1.5 4.5 
11 p 27 1 2 (E) 4 (T) 4 (T) 2 3 
12 p 14 3 (T) 4 (T) 2 (T) 3 (T) 2.5 3.5 
12 p 24 4 (T) 3 (T) 4 (T) 4 (T) 1 3.5 
Mean P - 1.83 2.96 2.67 2.92 2.25 2.94 




Table 7.4 Ranking for each image, 1-normal to 5-abnormal with observer perceived thickening 
or enhancement when viewing images in pseudo-random ordering. Normal subjects denoted 




Observer 1 Observer 2 Average 
A V A V A V 
1 n 2 1.5 3.5 2 2.75 1.75 
2 n 1.33 2.33 2 2 1.67 2.17 
3 n 2.67 3 3.67 2 3.17 2.5 
4 n 1.5 2.25 1.5 2.25 1.5 2.25 
5 n 1 1.5 1 1 1 1.25 
6 n 1.5 2 1 1 1.25 1.5 
7 n 1 2.67 1.33 2.33 1.17 2.5 
Mean n 1.57 2.18 2 1.80 1.79 1.99 
8 p 1 2.33 1.67 2.67 1.33 2.5 
9 p 1 3.33 2 2.67 1.5 3 
10 p 2.5 2.25 3.5 2 3 2.13 
11 p 2 3.5 4 4 3 3.75 
12 p 3.5 3.5 3 3.5 3.25 3.5 
Mean p 2 2.98 2.83 2.97 2.42 2.98 
Table 7.5: Average artery, A, and vein, V, rank for each subject from each observer. Normal 
subjects are denoted by n and patients by p.  







One of the associated pathologies of Behçet’s disease is the inflammation of the vascular system 
especially on the venous side.  Inflammation of the vessel wall is a known factor in the formation 
of DVT that often affects BD patients.  Inflammation may result in wall thickening and/or 
increased vascular flow to the inflamed region, appearing as signal enhancement.  
A standard DIR TSE vessel wall imaging sequence was adapted for use in the deep veins of the 
leg.  Vessel wall imaging is more commonly performed in the arterial system, for example the 
carotids (Chan et al. 2009) and less commonly the coronaries (Scott et al. 2011), where the 
regular cardiac driven flow cycle can be used reliably to gate the acquisition to a specific time in 
the cycle.  In the deep veins of the leg, the flow is not dominantly driven by the cardiac cycle 
(Section 2.1.3).  However, the respiratory cycle can be used with metronome guidance to induce 
a regular venous flow waveform.  This unfortunately results in long scans, in this case ~10 mins, 
in which the subject’s breathing can drift both in synchronisation with the metronome and also 
in amplitude of the depth of breathing, which in turn alters the flow waveform and therefore the 
optimal delay timing after each trigger for the vein wall scan.  This variability leads to blurring 
as the vessel changes shape and position meaning the vessel wall has different positions 
between subsequent data acquisitions or may even have some motion during the acquisition 
itself.  However, some variability of the flow waveform may be acceptable if the venous flow 
waveform remains such that adequate flow occurs between the DIR inversion pulses and the 
TSE imaging and that the imaging is conducted in a static/stable low flow section with the vein 
hopefully remaining in the same position.  Figure 7.6 shows the venous waveforms from the 
gated-GRE PC-VM scout pre and post vein wall scans, for two vein wall scans labelled 1 and 2.  In 
Figure 7.6: (a) from a subject with consistent breathing pattern, and (b) from a subject with less 
consistent breathing.  The waveforms show the venous blood velocity was maintained at a 
consistent level throughout much of the respiratory cycle only reducing toward the end of the 
inspiratory phase when the intra-thoracic pressure would be at maximum and the diaphragm 
fully descended.  At the onset of expiration, the venous blood flow was again released.  Whilst 
the mean velocity waveforms shown in Figure 7.6 a) vary slightly in synchronisation with the 
metronome between the first pre and post velocity scouts, the second pre and post waveforms 
show very good agreement.  The waveforms for the second subject (Figure 7.6 b)) show more 
variance between pre and post scans in both synchronisation and amplitude suggesting that the 




subject was performing the breathing exercise with progressively less vigour throughout the 
scan session.  
 
 
Figure 7.6: Velocity waveforms pre and post each of two vein wall scans 1 and 2 showing a) 
small variation between Pre1 and Post 1 and stable between Pre 2 and Post 2 venous velocity 
waveform and b) variation between Pre 1 and Post 1 and Pre 2 and Post 2 of venous velocity 




Also of note was that a small shift in the subject positioning, in particular raising and supporting 

































































subject) meaning that the low flow period occurred as the metronome light came on 
(inspiration) (time = 0ms Figure 7.6) and that the breathing instructions and asymmetry of the 
metronome required reversal in order for the DIR pulse to be played out with sufficiently long 
TI for one of the subjects. 
Another potential source of vessel wall blurring is due to the echo-train length.  This will occur 
due to the changing signal strength throughout the echo-train and would appear in the phase 
encode direction.  This is minimised by keeping the echo-train short, in this case 7 echoes. 
The mean of the score for each group and for both observers increased from normal subjects to 
patients diagnosed with BD.  This increase was found to be significantly different for Observer 2 
and nearly significant for Observer 1.  The difference between the arterial scores was not found 
to be significant for either observer or with any of the averaging applied.  This is likely to be due 
to motion induced blurring as the sequence was not gated from the cardiac cycle meaning that 
the arterial vessel wall would be captured at different times in the cardiac cycle and therefore 
with some different position and as such is expected to show increased wall thickness due to a 
greater degree of blurring for all images. 
 The statistical tests were performed on the subject and patient groups; although patients had 
been previously diagnosed with BD, vessel wall inflammation had not been previously 
confirmed.  Measurements had not been taken or inflammation checked for with any other 
modality such as ultrasound which could also potentially provide vessel wall measurements in 
these vessels as the location is fairly superficial with little surrounding muscle mass to attenuate 
the ultrasound signal.   
The subject variability of the venous system is likely to extend to the thickness of the vein walls, 
as shown by the variability of the normal subject ranks, although the multiple images from each 
subject also show a variable rank and indicate that the blurring previously described is 
occurring, with some subjects having ranks ranging from 1 to 4 for the same vessel from the 
same observer in the different images acquired.  Despite the blurring and variability between 
images the statistical tests showed the patients to have overall thicker vein walls. 
The visual ranking of vessel wall was performed separately by two experienced observers 
providing a subjective assessment.  Direct measurement of vessel wall thickness, for example 
using a method similar to that by Scott et al. (2011) where an average thickness was derived 
from two circular ROIs drawn around the inner and out edges of vessel wall, would provide a 
more objective measurement.  For this preliminary study visual rankings were deemed 




sufficient, also allowing signal enhancement to be included in the assessment which can be seen 
in the results in Table 7.4. 
One BD patient (subject 11) had vessel walls, both arterial and venous, that had somewhat 
difference appearance to those from the other subjects (Figure 7.7) for unclear reasons.  One 
possible explanation is that this patient’s age was 43 yrs and would allow a build up of the 
vessel walls compared to younger BD subjects, especially as the age of onset is usually in the 
mid twenties to early thirties.  This is supported by another BD patient (Subject 12) of a similar 
age (47 yrs) also having high rank scores. 
 
Figure 7.7: DIR-TSE image from BD patient (Subject 11) showing increased vessel wall thickness 
and surrounding tissues. The popliteal artery and vein used for ranking are marked A and V 
respectively: a) full image showing the area zoomed in b). (200x200 pixels = 40x40 mm) 
 
 




This small study indicates that MR vessel wall imaging may be able to show vein wall 
inflammation in patients with Behçet’s disease.  However, the blurring and variability along 
with the sustained breathing exercise for approximately 15 mins per examination imply that the 
technique needs to be refined.  A possible avenue for improving the methods could include 
velocity based navigators which could commence each section of the acquisition at a pre-
defined velocity.  This method would allow the subject to breathe in a more normal manner; 
however, the imaging requirement of the vessel wall being reliably stable between each data 
acquisition may not be consistent with completely free breathing. 
There are several further methods of visualising vessel walls that would be recommended for 
further study, for example: Liu et al. (2010) showed a flow-independent method which uses a T2 
preparation pulse (first described (Brittain et al. 1997) for increased contrast in peripheral 
MRA) prior to inversion recovery which utilises difference in T1 and T2 to provide contrast 
between blood and vessel wall and demonstrated improved blood suppression in longitudinal 
sections of the aorta compared to DIR. Two recent studies have been performed in the lower 
limb investigating imaging techniques to visualise the popliteal and femoral vessel walls.  Xie et 
al. (2010) used the same T2 prep (at 3T) but with phase sensitive inversion recovery, requiring a 
reference phase scan, again providing good arterial results.  In the same year Brown et al. 
(2010) compared DIR with T2 IR, both with TSE readouts at 1.5T and used a T2 map generated 
from images with different effective echo times.  The difference between T2 values of the arterial 
blood and vessel wall allowed a check of low flowing blood signal contribution to the vessel wall 
and its removal from the vessel wall measurement.  Whilst the DIR images exhibited some blood 
signal which was higher in the popliteal compared to femoral artery, the T2 IR didn’t show any.  
Although the T2 IR technique has shown promising results for imaging the peripheral arterial 
system, for the venous system which is often nearby the results are more variable.  This is likely 
to be due to sequence optimisation for the arterial system, such as gating to the cardiac cycle 
and sequence timings. T2 IR depends on the difference in T2 between arterial blood (~275ms) 
and the vessel wall (~50ms) (Brown et al. 2010), whereas venous blood has a shorter T2.  
Venous optimisation of the T2PSIR (Brown et al. 2010) sequence may provide better venous 
results and deserves an investigation.  Another technique that may be worth further 
investigation for vein wall visualisation is susceptibility weighted imaging (SWI).  Yang et al. 
(2009) used SWI to image the femoral artery vessel wall and showed enhancement with 
calcification, previously identified using CT, in 19 locations in 8 patients.  An alternative 
approach to nulling the blood signal uses large motion sensitising gradients to effectively spoil 
slowly flowing material and further suppress blood signal next to the vessel wall.  This is often 
called a diffusion preparation or motion sensitised driven-equilibrium (MSDE) and Wang et al. 




(2007) showed this to have less slow flow related artefact adjacent to the vessel wall compared 
to DIR in their study of the carotid artery bifurcation.  Mitsouras et al. (2009) used an imaging 
technique called inner volume - fast spin echo (where fast spin echo is the same as TSE) with 
standard DIR to image the great saphenous vein (GSV) after undergoing a lower extremity 
peripheral vein bypass graft (LE-PVBG).  This technique uses initial excitation and refocusing RF 
pulses applied at 90° to each other such that the overlapping portion of the two excited slabs is 
the imaging volume or inner volume with further refocusing pulses being applied non-
selectively.  This was used to generate both T1 and T2 weighted images showing two different 
layers within the vein bypass graft.  The smaller imaging volume allows for a reduction in 
acquisition time and therefore could also be applied with our guided technique to reduce the 
scan time and therefore also the drift in breathing response. However, SNR drop in such zonal 
methods enabling reduced scanning time cannot be avoided.  
The method used in this chapter has provided imaging of vein wall inflammation and/or 
enhancement, and has shown a difference between normal and patient groups, but with 
variability of results in repeat scans on the same subject.  The above mentioned techniques 
should be investigated to reduce the variability, or possibly remove the metronome breathing 
guidance dependence.    







The results indicated that MR vessel wall imaging can visualise increased vein wall thickness 
and/or enhancement in patients with Behçet’s disease.  The results presented were variable 
with repeat black blood DIR images from the same subjects often receiving different rank 
scores.  Despite the low numbers of subjects used (7 normal subjects, 5 BD patients), Behcet’s 
Disease patients showed a higher mean rank score than normal subjects indicating increased 
vessel wall thickness or signal enhancement indicating inflammation. 
Further developments for vessel wall imaging of the lower limb venous system, as discussed in 
Section 7.4, may provide more reliable results and remove the requirement for the metronome 
guided breathing which is currently required to induce sufficient venous blood flow velocities 




Chapter 8  







The thesis has investigated the potential of MR velocity mapping of the veins in the leg.  Real-
time imaging was required due to the variability of the venous flow, and this was achieved with 
the use of spiral gradient readouts. Further to the flow variability, the need for high spatial 
resolution in order to be able to measure the flow in these small vessels with a degree of 
accuracy (Tang et al. 1993; Hofman et al. 1995) was another factor driving the use of long spiral 
gradients. A final factor was the large velocity-encoding gradients required for the relatively low 
venous blood velocities, this implied collection of a long k-space path after each velocity-
encoding.  
Two real-time flow sequences were developed using the same spiral readout gradients.  The 
first utilised symmetric velocity-encoding (VV) to share the gradient moment required for 
velocity-encoding over the pair of phase-contrast acquisitions, thus minimising the echo time 
achievable.  The second sequence almost halved the image duration for each velocity map of the 
VV sequence by repeating only one velocity-encoding. This entailed removing the velocity-
encoding from the initial reference image (R), and applying the velocity-encoding gradients fully 
on the velocity image (V).  The R image, in this case was not velocity compensated though this 
image was initially thought to be redundant due to the use of modelling of the background 
phase to a surface, performed on each V image independently. The modelled background phase 
was subtracted from the V images in the Vmod approach, instead of subtracting the R image 
phase. 
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 Chapter 4 described the validation of these real-time sequences against a conventional 
Cartesian sequence.  However, a trend of minor underestimation of the mean velocity and flow 
rates was found, while peak velocity remained more similar. 
 The Vmod results also showed an offset of the in vitro velocity measurements, and a line profile 
across the tube with zero flow showed a negative offset in outer tube lumen pixels, near the 
tube wall, which had less effect on the central pixel.  An approximate correction of this velocity 
offset was found using the R phase image with the same modelling subtraction applied, which 
corrected the mean velocity offset but over corrected the peak velocity offset, due to the 
reduced offset of the central pixels.  The use of the R image for correction of any offset was 
named R-Vmod. 
The phase error in the tube suggested susceptibility induced frequency offsets in those pixels 
with negative phase on the Vmod phase image with zero flow, which also corresponded well 
with the larger CSA of the ROI drawn on the Intspiral sequence images as frequency offsets are 
well-known to cause blurring on magnitude images using spiral readouts.  The frequency offset 
relating to the phase shift in the tube was found to be similar for the low VENC and higher VENC 
used, at ~10 Hz. 
Similar errors as were found in vitro were also present in vivo, in particular, the velocity offset 
on measurements from the Vmod phase images.  This offset could also be corrected using R-
Vmod; using an assumption of minimal velocity-induced phase due to the relatively large 
VENCabs of the R image compared to the venous blood velocities again allowed the use of the R 
image  The velocity offset was likely to originate from the susceptibility difference of the venous 
blood due to the deoxygenated haemoglobin.   
Chapter 5 studied the effects of off-resonance with the same spiral readouts as used in Chapter 
4.  Frequency offsets were shown to be able to influence the measured velocity profile across a 
vessel and also distort the related velocity-encoded magnitude image, modifying the 
distribution of signal loss as a result of intra-voxel phase-dispersion.  The intra-voxel phase-
dispersion was  increased or decreased depending on the polarity of the additional phase slope 
introduced by the frequency offset compared to the polarity of the velocity-encoded phase 
curvature over the vessel.  It was found from in vitro measurements that the spiral duration of 
~25 ms and with TE of 3.61 ms, with flow showing peak velocity marginally greater than the 
VENC 50 cm/s, the mean and peak velocities were altered by ~10 % with only 10 Hz frequency 
offset.  This frequency offset is very small, < 0.2 ppm of the centre-frequency, and is also similar 
to the expected frequency offset resulting from the venous susceptibility.  
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The duration of the spiral readouts used was long (~ 25 ms).   This duration was selected 
following early setup trials of a range of spiral readout durations in Chapter 3 which showed 
reasonable in vivo performance, and was naturally preferred as it had the fastest imaging time. 
However, the long spiral readout causes smaller frequency offsets to have a large effect.  The 
only method available to decrease the spiral duration with the same design parameters would 
be to increase the number of interleaves, which in turn, undesirably, increases the total duration 
per image and therefore decreases the temporal resolution. Other obvious approaches to this 
problem would include parallel imaging, but the SNR loss associated with this seemed to rule it 
out for this high-resolution application. 
Chapter 6 described the application of the VV sequence for the study of the effects of 
compression stockings and also the study of the effects of sequential IPC.  An example case, 
using electrical muscle stimulation, highlighted the requirement of increased temporal 
resolution for applications where the pulse of venous blood flow was shorter.  In the EMS test, 
VV data was shown to have inadequate temporal resolution to properly resolve the velocity 
waveform while the Vmod performed well.  The results presented were generally lower than 
comparable Doppler ultrasound measurements performed in previous studies.  This is likely to 
originate, at least in part, from subject positioning, because throughout the in vivo studies the 
positioning of subjects was found to have a large influence on the flow and velocity response of 
the venous blood.  The in vivo studies showed a potential for MR to provide valuable extra flow 
information in these vessels.  Ultrasound is commonly used for clinical DVT tests where the 
relative ease and economy compared to MRI in general mean that MRI venous flow imaging will 
not likely be performed for clinical examinations, especially in its current form.  However, MRI 
venous velocity mapping may provide sufficient extra information for studies into the 
mechanisms behind, and optimisation of, the prophylaxis devices.  
  
The final study (Chapter 7) investigated the potential of using black blood imaging techniques to 
image vein wall thickening in Behçet’s patients. The method of metronome guided breathing to 
induce a regular venous waveform with sufficient velocity was employed for improving 
reliability of the dark-blood double-IR preparation, as this depends on washout of the re-
inverted blood from the image plane.  Again, subject position heavily influenced the venous flow 
waveform leading to some unreliability in the blood suppression procedure.  Even the simple 
procedure of intra-session repeated imaging sometimes produced highly variable images in the 
same subject.  Despite this, a statically significant difference was detected between normal 
subjects and patients with Behçet’s disease, using rank scores for the popliteal artery and veins.  




8.2 Further Work 
 
 
The main area of potential further work for the real-time spiral velocity mapping sequences 
would be continued investigation of the effect of frequency offsets with flow using spiral 
readouts.  The mathematical description of in-plane flow described by Nishimura et al. (1995) 
could be extended to include through-plane flow and combined with the effects of off-
resonance, incorporating further mathematical formalism based on the Hankel transform (a 
radial form of the Fourier transform)  as described by Gatehouse (1998).  Also, further 
simulations to fully determine the expected flow error with different spiral durations could be 
performed and used to optimise spiral durations relative to the expected frequency sensitivity 
required.   
On the topic of frequency offsets, the Vmod approach was found to require correction in the 
vein, of a small local phase error caused by deoxygenation off-resonance of the vein. This was 
not fitted by the background phase surface fitting as this obviously excludes the regions of flow, 
and probably in the published work on arterial flow there was no local vessel phase shift of the 
stationary blood. However, in this thesis, the ‘R’ reference image was not velocity compensated 
and had a small velocity sensitivity (VENCabs ~300 cm/s) arising from its slice-select gradient 
waveform.  It was only because of the normally low venous velocities (i.e. << 300cm/s) in the 
veins that the R phase image could be used to correct the venous local field offset in the Vmod 
images. This assumes that velocity-related phase shifts in the R image were much smaller than 
the phase error due to the local field offset. .  A fully velocity compensated version of the R 
image pre-scan would allow more accurate correction of the venous susceptibility source of 
velocity offset.  The fully velocity compensated scan should also be run over similar scans to 
those used in a study to ensure that the susceptibility induced frequency offset remains stable 
during the study.  For example, the susceptibility offset of the vein might conceivably change as 
pulses of venous blood flow might alter the deoxygenation level or vessel size and shape. 
Parallel imaging is an obvious method of speeding up the real-time flow acquisition, but there is 
an SNR loss implicit in the reduced data acquisition of parallel imaging.  The high in-plane 
resolution and thin slices necessary for the small veins already reduced the SNR to a bare 
minimum for the spiral imaging.  The surface coils available could only be configured as a crude 
two-coil array and parallel imaging was not investigated.  The application of parallel imaging 
would therefore require the use of a dedicated coil setup, e.g. a cylindrical knee coil, or the 
development of a dedicated coil array where the multiple coil elements would enable the use of 




parallel imaging.  Several methods and studies have been described using spiral readouts and 
parallel imaging e.g. spiral SENSE (Steeden et al. 2010) and spiral GRAPPA (Heidemann et al. 
2006; Seiberlich et al. 2008).  Interest in compressed sensing (Lustig et al. 2007; Otazo et al. 
2010) has risen greatly in MRI recently and may also be applicable for these sequences.  Spiral 
imaging may also be well suited for compressed sensing (Lustig et al. 2007). The required 
sparsity is likely to be found in the temporal domain for the real-time venous blood flow 
sequences developed in this thesis. 
The SNR limitation that prevented the use of parallel imaging at 1.5T could be offset by moving 
to a higher field strength (i.e. 3T).  However, the susceptibility difference of the deoxygenated 
venous blood would induce a larger frequency off-resonance compared to the surrounding 
muscle tissue.  Also inhomogeneities in the main field increase, both of which further limit the 
use of such long spiral readouts.  A possible alternative would be reducing the main field 
strength (i.e 0.5T) where these sources of off-resonance are lower.  However, the SNR which 
was already low for the work in this thesis at 1.5T would be further reduced at lower field 
strengths.   
Reconstruction of the data from the spiral sequences was performed using custom software. 
This unfortunately could not be integrated easily into the scanner’s automatic reconstruction, 
and was “offline”, i.e. raw data was transferred off the scanner for reconstruction after the 
subject had left the scanner.   This was not ideal because the chosen VENC could not be 
optimised based on images of the subject in progress. It was therefore necessary to either over-
estimate the expected peak velocity, which loses SNR in the velocity images, or acquire multiple 
scans with varying VENC and select the optimal VENC afterwards.  Furthermore, the quality of 
the images could not be known until well after the scan session had completed and this 
sometimes resulted in wasted scanning time for other reasons.  Therefore development of an 
online reconstruction would be preferable, though this would be of particular difficulty for the 
phase fitting for Vmod reconstruction where an ROI must be drawn around the static muscle 
tissue paying particular attention to avoid fat and vessels which could potentially distort the 
phase surface fit.  One method which may avoid having to draw the static tissue ROI uses  the 
temporal standard deviation of each pixel, as the static tissue should have small deviation 
compared to flowing tissue, although the low SNR of the images produced by the current 
sequences may hinder this method (Lankhaar et al. 2005). 
One particular method may be the exporting of raw-data to a networked PC for a GPU (graphical 
processing unit) based reconstruction, as these arrays of processors are capable of high degrees 
of parallelisation, while they are also unrestricted by the complicated programming framework 




of the Siemens reconstruction software. The GPU devices are also highly suitable for iterative 
reconstructions of parallel acquisitions.  
Shorter bore scanners and also vertical bore scanners would allow the investigation of the effect 
of subject positioning with varying methods of compression prophylaxis against DVT formation.  
Of particular interest would be the semi- recumbent position common for bed-ridden 
hospitalised patients and seated positions which could be used to simulate commercial 
aeroplane seats, possibly for the optimisation of prophylaxis against the formation of travellers’ 
DVT. 
Finally, the vein wall imaging study was a first demonstration of the potential use of MRI for 
vein wall thickening.    Several different MR techniques were described in Section 7.5, and might 
be investigated for the improvement of image quality and reduced imaging time.   




8.3 Final Conclusions 
 
 
In conclusion, both real-time velocity mapping sequences showed promising in vivo results; 
however, the off-resonance work revealed a high sensitivity to even small frequency offsets, 
which in combination with the velocity induced phase slope, could distort the vessel appearance 
and also the velocity data.   
If the sensitivity of these sequences could be reduced, most likely by some parallel acquisition 
and the acceleration used to reduce the spiral readouts’ duration, then these methods may 
provide further flow information for the investigation of the mechanisms behind mechanical 
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Appendix A   
 
Gibbs Ringing & T2* Estimate for Off-Resonance 
Simulations 
Figure A-i(a) shows the original signal void that was observed in the initial simulations of 
Section 5.3.1.  Increasing the tube radius x10 in Figure A-i (b) shows multiple rings of signal 
minima, and a further increase in the tube size in Figure A-i (c) shows that the minima are 
decreasing towards the centre of the tube.  This behaviour is as expected from the Gibbs effect. 
 
 
Figure A-i: Gibbs ringing in images of tubes of radius: a) 2mm, b) 20mm, c) 40mm.  Generated 
by convolution with the PSF at 0Hz shown in Figure 5.3.  Note that the images are zoomed in to: 
a) 10mm, b) 50mm and c) 100mm 
 
 
The Gibbs effect is partly due to the ‘step’ at the edge of sampled k-space and causes ringing 
within the reconstructed image arising from sharp boundaries.  The initial simulations in 
Section The Effect of Off-Resonance during the Spiral Readout with Ideal Signal and No Flow and 
Figure 5.5 did not take into account the T2* decay of the MR signal expected throughout the 
readout duration, and so the Gibbs effect would be exaggerated compared to that expected from 
a phantom scan measurement.  A T2* decay was therefore added to the simulation to enable its 
more realistic comparison with the phantom measurements.  




The T2 of the gadolinium-chelate (date-expired) contrast agent doped water used in the 





   
            
Equation A-i 
where T2w is the T2 of tap water, r2 is the T2 relaxivity of the contrast agent.  Assuming that: 
 
   
        
Equation A-ii 
(Rohrer et al. 2005) 
As described in 5.2, the concentration of Gd-based contrast agent was 2.25mmol/L. 
The relaxation coefficient, R2, was estimated from several papers: 
1. r2 estimated at 3.6 L/mmol/ s ((Rohrer et al. 2005), Table 3)  .  
         
2. R2 (r2 . [conc])   12s-1 ((Alexopoulou et al. 2006), Figure 2) 
        
Without any certain knowledge of T2’, a total estimate of T2*= 50ms, was used for the decay 
constant during readout with the additional exponential decay modelled as: 
           
 
  
   
Equation A-iii 
where S0 is the signal for the current data point without any T2* decay and t is the time of the 
data point in the readout, neglecting T2* decay during TE.  The resulting images with the T2* 
decay during the spiral readout (top row of Figure A-ii) still show quite a strong Gibbs effect. 
The estimated T2* was halved to 25ms in all further simulations of Chapter 5 (bottom row of 
Figure A-ii) to minimise the Gibbs artefact. 





Figure A-ii Gibbs ringing in images of tubes of radius: (a,d) 2mm, (b,e) 20mm, (c,f) 40mm with 
decay included at time constant, (a,b,c) T2* = 50ms and (d,e,f) T2* = 25ms.  The images are 





Appendix B  
 
Effects of Constant Through-Plane Gradients 
with No Flow 
 
B.1 Introduction  
For stationary spins at the isocenter, no effect from a through-plane gradient during imaging 
might be expected.  Ideally, with a thin imaging slice, a through-plane gradient should have zero 
effect at isocenter.  However, during initial work it was observed that images of stationary 
objects at isocenter were affected by through-plane gradients.  
 
B.2 Methods 
The overshoot observed in the previous section showed that a small through plane gradient 
may be present decaying rapidly during the start of the spiral readout.  This will introduce an 
off-resonance error to the spins, related to their position along the Z-axis.  
The full image slice can be thought of as a sum of all the infinitely thin images through its width.  
The slice thickness was doubled in order to exaggerate any effect and was tested by modelling 3 
ideal, infinitely thin, slices positioned at -5, 0, +5mm corresponding to 10mm slice thickness, 
double the 5 mm slice thickness used throughout all imaging within this chapter.   
Based on the measurement of the gradient overshoot (Section 5.4.3) a gradient strength of 
0.4mT/m was applied throughout the full spiral readout duration. 
 
B.3 Results & Discussion 
The resulting raw-data for each slice was summed and after the real and imaginary components 
can be seen in Figure B-i.  The imaginary component of the -5 and +5mm sub-slices can be seen 
to cancel (destructive interference).  However, the real components are additive (constructive 
interference).  This results in a degree of blurring with no extra phase component as can be seen 
after FFT and convolution with the tube model (Figure B-ii a,b & c,d), which are similar to 




acquired data from the phantom setup (Figure B-ii e,f & g,h ) with slice thickness of 5 and 10mm 
respectively.   
 
 
Figure B-i: (a) Real and (b) imaginary components for the sum of raw-data from 3 simulated 




Figure B-ii: Simulated images of the tube: (a,b) for an ideal slice and (c,d) for the sum of raw-
data from 3 ideal slices with -5, 0, 5mm offset with 0.4mT/m gradient applied through-plane. 
For comparison, (e,f) phantom images of slice thickness 5 mm centred at isocenter with zero 
applied through-plane gradient and (g,h) phantom images of slice thickness 10mm centred at 
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