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Abstract. L o s  Sistem as em beb id os, concurrentes y  reactivos ejecutan 
algoritm os c o n  restricciones según los requerim ientos de la im plem entación.
Para im plem entar estos sistemas m ediante e l uso de hardware y  software es 
p osib le  usar un P rocesador de Petri. D esacop lan do la lóg ica  y  la p o lítica  de las 
accion es del sistema se m ejora  la m antenibilidad y  se facilita  la validación . Para 
lograr esto se integra el procesador de Petri con  otros procesadores 
tradicionales, con form ando un sistema heterogéneo, lo  que agrega la 
capacidad de verificar el sistema con  los form alism os m atem áticos del m odelo  
em pleado en las redes de Petri. E n este artículo se ex p on e  una arquitectura 
m odular del P rocesador de Petri y  la incorporación  de colas program ables para 
m ejorar la m antenibilidad, e l reúso de los m ódu los y  extender su sem ántica.
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1 INTRODUCCIÓN
Los procesadores heterogéneos agregan capacidades específicas no presentes en los 
procesadores homogéneos. Los sistemas embebidos, concurrentes y reactivos tienen 
que cumplir requerimientos no funcionales específicos[1]. Estos sistemas interactúan 
con el medio, del cual reciben eventos de entrada y generan reacciones de salida. El 
entorno impone las reacciones a cumplir. Durante la interacción del sistema con su 
entorno físico, hay situaciones en que éste debe reaccionar lo suficientemente rápido 
para satisfacer restricciones temporales. Esta respuesta depende tanto del algoritmo 
como de las características de la plataforma de ejecución; por lo que son 
determinantes los requerimientos del entorno y las prestaciones de la plataforma a 
utilizar, para estimar los tiempos de respuesta que el sistema tendrá [2].
El sistema propuesto en este trabajo es un sistema heterogéneo, con un “Procesador 
de Petri” (PP) y un procesador de propósito general (PG). El PP recibe los eventos y 
los procesa para calcular el próximo estado del sistema.; mientras que el PG calcula y 
ejecuta las acciones, desacoplando la lógica de las acciones [3].
La arquitectura propuesta implementa en forma directa e innovadora una relación 
entre el hardware y la lógica del sistema implementado por un monitor de
concurrencia, por lo que el programa prescinde de secciones críticas y sincronización, 
dado que es el PP quien realiza estas tareas. Existe una relación unívoca entre el 
programa ejecutado por el PP y el modelo del sistema realizado con la Red de Petri 
(RdP), lo que garantiza las propiedades que se verifican en el modelo.
Los requerimientos de los sistemas embebidos, reactivos y concurrentes son: 
precisión, fiabilidad y flexibilidad estructural. Para alcanzar estos requerimientos el 
PP se programa directamente con el modelo y esto resuelve la ejecución en relación a 
los eventos y estado del sistema[4], el PP, procesa y ordena eventos según las 
restricciones del sistema.
Las aplicaciones de este procesador no sólo se limitan al procesamiento de 
sistemas reactivos, sino que se puede emplear para sistemas paralelos. Se pueden 
encontrar numerosos casos resueltos con RdP en [5, 6].
La arquitectura del PP desarrollado en trabajos anteriores es de tipo monolítica [3,
4], en el presente trabajo se propone y desarrolla un PP modular que mantiene las 
ventajas de los anteriores y se agregan nuevas características. En el proceso se tuvo en 
cuenta ciertas convenciones de nombre, tanto en la implementación interna como en 
las interfaces, para así compatibilizar los componentes y estandarizarlos.
1.1 OBJETIVOS 
Objetivo general.
Se propone separar en módulos cada función del PP para optimizar la mantenibilidad 
del sistema y la programación de las colas.
Lo que se busca en primera instancia es generar componentes de hardware 
reutilizables y estandarizados, que permitan reemplazar, quitar y agregar nuevos 
componentes de forma simple; esto permite implementar el procesador, en sistemas 
embebidos pequeños e instanciar los módulos necesarios.
La programación de las colas permite que el PP ejecute distintas RdP no 
autónomas, lo que proporciona mayor expresividad semántica.
2 Redes de Petri
2.1 Redes de Petri Ordinarias (PN)
Una RdP ordinaria (PN) [7] es una quíntupla definida por PN = (P, T, I-, I+, Mo) 
donde:
• P = {p1, p 2, ■■■ , p n} es un conjunto finito, no vacío, de plazas.
• T  = { t1, t 2, . . . , t m } es un conjunto finito, no vacío, de transiciones.
• Dado que las plazas y las transiciones forman un conjunto bipartito, se cumple: 
P n T  =  {0}, P U T  ^ { 0 }
• I-,  I+  son las relaciones de incidencia de salida y entrada de las plazas, que indican 
las relaciones entre las Plazas y las Transiciones (I) y las relaciones entre las 
transiciones y las plazas (+). La Matriz de Incidencia es I  = I  - 1
•  M 0 = [ m 0(p1),  m 0(p 2) ...,m 0(pn )] es el marcado inicial de la red, y representa la 
cantidad de tokens iniciales que contiene cada plaza.
Ahora una RdP queda definida por una 4-tupla: PN = (P, T, I, M 0 ).
2.2 RdP sincronizadas o no autónomas.
Este tipo de RdP introducen en el modelado los eventos, y son una extensión de las 
RdP [3, 8]. Las RdP no autónomas modelan sistemas cuyos disparos son 
sincronizados con eventos discretos externos. Los eventos se asocian con las 
transiciones, en la Fig. 1 la transición esta sincronizada con el evento E 3, y el disparo 
se produce cuando se cumplen las siguientes dos condiciones:
• La transición se encuentra sensibilizada
• Se produce el evento asociado a la 
transición
Los eventos externos se corresponden con 
cambios de estado del mundo exterior al 
sistema (incluyendo el tiempo) mientras que los 
eventos internos son cambios de estado del 
sistema en sí. Las RdP sincronizadas pueden 
definirse entonces como una 3-tupla: 
PNsync = (PN, E, sync) donde:
PN es una RdP marcada, E  es un conjunto de 
eventos externos y s y n c  es la función que 
relaciona las transiciones T  con E  U {e}, donde 
{e} es el evento nulo. Los disparos son 
atómicos e inmediatos.









Fig. 1 .Transición única 
asociada a un evento
2.3 Eventos perennes y no perennes.
Existen distintos tipos de eventos que pueden asociarse a una RdP no autónoma, estos 
son: eventos perennes, no perennes y automáticos o nulos [3].
Los perennes son aquellos que cuando ocurren, mantienen su solicitud de disparo 
hasta que las condiciones de sincronización se cumplan y la transición asociada se 
dispare. Estos eventos se encolan hasta que sus transiciones puedan dispararse.
Los eventos no perennes disparan la transición, si a su arribo esta se encuentra 
sensibilizada; en caso de que la transición no se encuentre sensibilizada, el evento se 
pierde. El periodo de tolerancia es de dos ciclos de reloj, por lo que, si luego de los 
dos ciclos la transición no se sensibiliza, el evento se descarta.
Los eventos nulos o automáticos {e} están asociados a las transiciones 
automáticas. Estos son descriptos en el apartado siguiente.
2.4 Transiciones automáticas
Existe un tipo de evento no externo, que ocurre siempre, y que se denomina {e}.
En una RdP sincronizada, una o más transiciones pueden estar asociadas al evento 
{e}, es decir, pueden ser disparadas automáticamente cuando se sensibilizan. Una 
RdP simple con una transición T¿, que se encuentra asociada a {e}. Cuando T¿ se 
sensibiliza, se dispara de inmediato, puesto que el evento {e} “está ocurriendo 
siempre”.
2.5 Conflicto entre transiciones
Los conflictos entre transiciones en una RdP sincronizada se dan cuando dos o más 
transiciones se encuentran sensibilizadas, sus eventos asociados ocurren 
simultáneamente y el disparo de una de ellas desensibiliza la otra transición. 
Formalmente, definimos los conflictos como:
l{ ts}l > 1  A  |{£s}| > 1  y t i , t j  E {ts}
Dónde:
• { t s} es un conjunto de transiciones sensibilizadas
• { E s} es un conjunto de eventos asociados a las transiciones { t s }
•  t t y  tj son transiciones en conflicto, comparten al menos una entrada con la misma 
plaza, si se dispara una de ellas la otra transición puede quedar desensibilizada.
Estos conflictos son resueltos con una política de prioridades [6].
2.6 Interpretación de los eventos y la matriz de incidencia
De la semántica de disparo de una RdP no autónoma, se interpreta la matriz de 
incidencia como la evaluación conjuntiva de las columnas (transiciones) y las filas 
(plazas). Es decir, para una matriz de incidencia de dimensión m x n  se evalúan n  
combinaciones de m  variables lógicas y si consideramos que cada transición tiene un 
evento asociado, la expresión es la siguiente:
Sí = ( M ( p h) > ihi) a n d  E 1),
Donde ihí son los elementos de la matriz I  y M ( p h) es la marca en la plaza h. El 
resultado Si son las componentes del vector de sensibilizado.
Esta ecuación es ejecutada por el PP y es la base de la programación directa de 
este, puesto que la matriz y los eventos son el programa. Esta arquitectura ejecuta una 
RdP extendida no autónoma, por lo cual su capacidad semántica es la de una máquina 
de Turing [9, 10].
3 Arquitectura del PP
E l P P  d e s a r r o lla d o  e n  este  tra b a jo  p resen ta  c a m b io s  e n  la  a rq u itectu ra  im p le m e n ta d a  
e n  [1 1 ] . L a  d ife r e n c ia  r a d ica  e n  la  p r o g r a m a c ió n  d e  las  c o la s , la  d iv is ió n  e n  m ó d u lo s  
in d e p e n d ie n te s  d e  h a rd w a re  y  la  o p t im iz a c ió n  e s p e c í f i c a  d e  c a d a  m ó d u lo .
L o s  b lo q u e s  p r in c ip a le s  d e l P P  so n : e l  n ú c le o ,  la s  c o la s ,  e l  m ó d u lo  d e  p r io r id a d e s  
y  la  in te r fa ce  c o n  d is p o s it iv o s  ex te rn os .
3.1 Núcleo
L a  re s p o n s a b ilid a d  d e l  n ú c le o  es 
m a n ten er  e l  e s ta d o  d e  la  R d P  q u e  e l 
p r o c e s a d o r  e je cu ta . L a  Fig. 2  rep resen ta  
u n a  v e r s ió n  s in te tiza d a  d e  la  a rqu itectu ra  
d e l p r o c e s a d o r  d o n d e  lo s  c o m p o n e n te s  
q u e  c o n fo r m a n  e l  n ú c le o  está n  m a r ca d o s  
c o n  u n  (* ) .
E l n ú c le o  está  c o m p u e s to  p o r  lo s  
s ig u ie n te s  c o m p o n e n te s : M a tr iz  de
In c id e n c ia , V e c t o r  d e  M a r c a d o  y  V e c t o r  
c o n  P e t ic io n e s  d e  D is p a r o .
D o n d e  la s  p artes  y  r e s p o n s a b ilid a d  d e  
c a d a  u n o  d e  e s to s  c o m p o n e n te s  son :
• Matriz de Incidencia I : a lm a c e n a  la  
m a tr iz  I d e  la  R d P . S u  d im e n s ió n  es 
d e  |T|x|P|. L o s  v a lo r e s  q u e  a lm a c e n a  
s o n  en teros .
• Vector de marcado: a lm a c e n a  e l  
v e c t o r  M  d e  la  R d P , e s  d e c ir , e l  e s ta d o  
d e  la  red . L o s  v a lo r e s  q u e  g u a rd a  s o n  
e n teros  p o s it iv o s .
• Colas de entrada: su  in te r fa ce  
e x p o n e  u n  v e c t o r  a l P P , d o n d e  c a d a  
p o s i c i ó n  d e l v e c t o r  se  c o r r e s p o n d e  
c o n  u n a  tra n s ic ió n . E l v a lo r  d e  u n a  c o m p o n e n te  d e l  v e c t o r  e s  1 si h a y  u n o  o  m ás 
e v e n to s  e n  la  c o la ,  y  e s  0  si n o  h a y  e v e n to s .
• Vector de disparos automáticos: c a d a  p o s i c i ó n  d e l  v e c t o r  se  c o r r e s p o n d e  c o n  u n a  
tra n s ic ió n . S i u n a  t r a n s ic ió n  se  c o n f ig u r a  c o m o  a u tom á tica , e l  v a lo r  
c o rr e s p o n d ie n te  será  s ie m p re  ig u a l  a  1.
• Matriz con posibles próximos estados: c o r r e s p o n d e  a  la  su m a  d e  c a d a  c o lu m n a  
d e  la  m a tr iz  I c o n  e l  v e c t o r  d e  m a r ca d o . C a d a  i -é s im a  c o lu m n a  d e  e s ta  m a tr iz  t ien e  
e l  e s ta d o  q u e  se  a lca n za r ía  si se  d isp a ra  la  i -é s im a  tra n s ic ión .
• Detector de signos: e s  u n  v e c t o r  e n  d o n d e  c a d a  p o s i c i ó n  se  c o r r e s p o n d e  c o n  c a d a  
c o lu m n a  d e  la  m a tr iz  d e  p o s ib le s  p r ó x im o s  e s ta d os . S i a lg ú n  v a lo r  d e  c o lu m n a  es
Fig. 2. Arquitectura del PP
negativo, entonces la posición se marca con un 1, indicando que el disparo de dicha 
columna corresponde a un marcado inalcanzable (valores negativos significa que 
se trataría de disparar una transición no sensibilizada).
• Vector con transiciones sensibilizadas: es la salida negada del vector de signos.
• Vector de posibles disparos: almacena los disparos posibles de la RdP, que se 
calcula a partir del vector de transiciones sensibilizadas y del vector de transiciones 
con solicitud de disparo (colas de entrada + transiciones automáticas).
3.2 Funcionamiento del procesador.
Siguiendo las características de procesadores anteriores [3], esta nueva versión del 
PP también ejecuta la RdP en dos ciclos. Se ha adoptado la semántica de servidor 
único.
Ciclo 1 -  Cálculos. En este ciclo se calcula la transición a disparar. Para esto, el 
vector de marcado se suma a cada columna de la matriz de incidencia, con lo que se 
obtiene los signos de los posibles próximos estados para cada posible disparo. Esto se 
totaliza en una matriz, donde la columna i contiene los signos de los próximos 
marcados.
La salida de la matriz de signos de Posibles Próximos Estados se utiliza como entrada 
del módulo detector de signos. Este módulo realiza un operación o r  con los valores 
almacenados en cada columna, si alguno de los valores es negativo, significa que ese 
próximo estado no será un estado alcanzable por la RdP (la transición no está 
sensibilizada).
El vector de transiciones sensibilizadas es un vector que contiene un 1 en las 
posiciones de aquellas columnas de la Matriz de Posibles Próximos Estados que no 
tenían valores negativos.
Para calcular las transiciones que pueden ser disparadas, necesitamos la información 
de dos vectores adicionales: el vector de solicitudes de disparo (la salida de las colas 
de entrada) y el vector de transiciones automáticas. El primero indica cuáles fueron 
las transiciones que se solicitaron por medio de instrucciones explícitas al procesador 
(evento de entrada). En cambio, el vector de transiciones automáticas indica aquellas 
transiciones que no requieren de solicitudes de disparo explícitas {e}.
Por último, para determinar la transición a disparar, el vector con posibles disparos se 
utiliza como entrada al módulo de cálculo de prioridades. La salida de este módulo es 
la transición con mayor prioridad, con un único 1 en la posición de la transición 
seleccionada. Dicha transición se disparará en el próximo ciclo.
Ciclo 2 -  Actualización. En este ciclo se realiza el disparo y se actualiza el valor del 
vector de marcado. Para lograr esto, la transición seleccionada funciona como un 
selector de columna. El sumador, que se encuentra en la parte superior de la F ig . 2 
lleva a cabo la suma del vector de marcado, con la columna de la matriz I 
seleccionada por el vector de disparo. El resultado de esa suma se almacena como el 
nuevo vector de marcado.
Además, según corresponda, se actualizan las colas; incrementando el contador de la 
cola de salida y decrementando el contador de la cola de entrada.
3.3 Colas.
L a s  c o la s  d e  en trad a  y  sa lid a  d e l  P P  fu e r o n  red iseñ a d a s , p a ra  ser  c o n fig u r a b le s .
E x is te  u n a  in s ta n c ia  d e  c o la  d e  en trad a  y  d e  sa lid a  p o r  c a d a  t ra n s ic ió n  q u e  p o s e a  e l 
P P . C a d a  in s ta n c ia  in c lu y e  u n  c o n t a d o r  sa tu rad o  e n  a m b o s  e x tr e m o s , q u e  cu en ta  
v a lo r e s  e n te ro s  p o s it iv o s . C a d a  c o n t a d o r  p o s e e  u n  d e te c to r  d e  m á x im o  q u e  se  u t iliza  
p a ra  la  señ a l d e  o v e r f lo w , y  u n  d e te c to r  d e  c e r o  p a ra  in d ic a r  q u e  la  c o la  está  v a c ía .
Cola de entrada.
L a  c o la  d e  en trad a  a lm a c e n a  las  p e t ic io n e s  d e  d isp a ro  p a ra  las  tra n s ic io n e s  d e  la  R d P , 
e n  la  F ig . 3 (a )  se  m u estra n  las  señ a les  n e ce sa r ia s  p a ra  im p le m e n ta r  este  m ó d u lo .  L a s  
c o la s  p o s e e n  tres m o d o s  d e  fu n c io n a m ie n to .
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Fig. 3. (a ) C o la  de entrada, (b ) C o la  de salida 
Modo 1 -  Modo normal (evento perenne, modo por defecto): E l  c o n ta d o r  
b in a r io  se  in c r e m e n ta  c o n  c a d a  s o l ic itu d  d e  d isp a ro  ( in s tr u c c ió n  e x p líc it a  q u e  l le g a  al 
p r o c e s a d o r ) ,  y  se  d e cr e m e n ta  p o r  c a d a  d isp a ro  re a liz a d o  e n  e l  c i c l o  2  d e l 
fu n c io n a m ie n to  d e l P P . A l  c o n ta b il iz a r  e v e n to s  p e re n n e s , e l  c o n t a d o r  se  m a n tien e  c o n  
su  cu e n ta  hasta  q u e  se  in cre m e n te  o  d e cr e m e n te  a  tra vés  d e  las  señ a les  d e  en trad a  d e  
la  c o la . E n  este  c a s o , l o s  e v e n to s  e n c o la d o s  se  m a n tien en  e n  e s e  e s ta d o  hasta  q u e  se 
d isp a re  su  tra n s ic ió n  a s o c ia d a . E ste  m o d o  es  e l  q u e  se  u t il iz a  e n  lo s  P P  p r e v io s
Modo 2 -  Transición automática: E ste  m o d o  d e  fu n c io n a m ie n to  se  c a r a c te r iza  
p o r  m a n ten er  la  señ a l not_empty e n  a lto , v e r  F ig . 3 (a ). E s to  se  p u e d e  in terpretar 
c o m o  u n a  t ra n s ic ió n  q u e  s ie m p r e  se  en cu e n tra  c o n  s o l ic itu d  d e  d isp a ro , o  l o  q u e  e s  lo  
m is m o , c o m o  u n a  t ra n s ic ió n  a u tom á tica .
Modo 3 -  Evento no perenne: L o s  e v e n to s  q u e  se  a c u m u la n  e n  la  c o la  s o n  n o  
p e re n n e s . E s to  s ig n i f ic a  q u e , p a sa d o  u n  d e te r m in a d o  t ie m p o  (d o s  c i c l o s  d e l  P P ) , e l 
c o n t a d o r  a s o c ia d o  v u e lv e  su  cu e n ta  a  c e r o .  E s to  in d ic a  q u e  e l  e v e n to  e n c o la d o  si n o  
h a  d isp a ra d o  la  t ra n s ic ió n  n o  d e b e r á  d ispa ra rla .
Cola de salida.
C o m o  se  o b s e r v a  e n  la  F ig . 3 (b ) ,  la s  c o la s  d e  sa lid a  a lm a c e n a n  la  cu e n ta  d e  lo s  
d is p a ro s  r e a liz a d o s . S i se  s o l ic ita  d isp a ra r  u n a  tra n s ic ió n , la  c o la  d e  sa lid a  a s o c ia d a  
in cre m e n ta  e n  u n o  su  c o n t a d o r  y  c u a n d o  la  c o la  es  le íd a  se  d e cr e m e n ta  e n  u n o . L a s  
c o la s  d e  sa lid a  p u e d e n  c o n fig u ra rs e , e n  d o s  m o d o s  d e  fu n c io n a m ie n to .
Modo 1 -  Modo informa: e n  este  m o d o , e l  c o n t a d o r  in te rn o  se  in c r e m e n ta  c u a n d o  
se  d isp a ra  su  t ra n s ic ió n  a s o c ia d a , y  se  d e cr e m e n ta  c u a n d o  se  le e  p a ra  sa b e r  si la
t ra n s ic ió n  se  d isp a ró . S i se  a c t iv a n  la s  in te r ru p c io n e s  d e l  p r o c e s a d o r , se  g e n e r a  u n a  
in te r ru p c ió n  c u a n d o  e l  c o n t a d o r  e s  d istin to  d e  c e ro .
Modo 2 -  Modo no informa: e n  este  m o d o ,  e l  c o n t a d o r  in te rn o  n o  se  u t il iz a  y  la  
señ a l not_empty e s  c e r o .
Prioridades y conflictos entre transiciones.
E l P P  n o  p u e d e  d e te c ta r  u n  es ta d o  d e  c o n f l i c t o ,  p o r  e s to  to d a s  la s  t ra n s ic io n e s  
s e n s ib iliz a d a s  c o m o  si e s tu v ie ra n  e n  c o n f l i c t o .  E l  v e c t o r  d e  p o s ib le s  d is p a ro s  d e l P P  
rep resen ta  a  to d a s  a q u e lla s  tra n s ic io n e s  q u e  se  en cu e n tra n  e n  c o n d ic io n e s .
E l  P P  d isp a ra  s o lo  u n a  t r a n s ic ió n  p o r  c i c l o  d e  e je c u c ió n  (s e r v id o r  ú n ic o ) .  E sto  
s o lu c io n a  e l  p r o b le m a  d e  lo s  c o n f l i c t o s  y  m a n tien e  a l s is te m a  d e te r m in ís t ico ; la  
d e c is ió n , d e  q u e  tra n s ic ió n  d isp a ra r, la  t o m a  e l m ó d u lo  d e  p r io r id a d . E ste  es 
im p le m e n ta d o  p o r  u n a  m a tr iz  b in a r ia  q u e  e s ta b le c e  u n a  r e la c ió n  p a ra  d e te rm in a r  la  
t ra n s ic ió n  d e  m á x im a  p r io r id a d . E ste  m ó d u lo  es  ta m b ié n  p ro g r a m a b le  e n  t ie m p o  d e  
e je c u c ió n .
Interfaz con Microblaze MCS.
D a d o  q u e  e l  P P  tra b a ja  c o n  u n  p r o c e s a d o r  a s o c ia d o  [3 ] , p a ra  co n s tr u ir  e l  s is tem a  es 
n e c e s a r io  c o n e c ta r  a l P P  c o n  u n  p r o c e s a d o r  tra d ic io n a l, q u e  e je c u te  la s  a c c io n e s  
req u er id a s  p o r  e l  sistem a . S e  e l ig e  e l  s o ft c o r e  m ic r o b la z e  M C S  [1 2 ] , p u e s to  q u e  t ien e  
u n  b a jo  im p a c to  e n  lo s  r e cu r s o s  n e c e s a r io s  p a ra  su  im p le m e n ta c ió n  y  e s  s o p o r ta d o  p o r  
la  h erram ien ta  d e  d e s a r r o llo  d e  X i l in x  [1 3 ] .
L a  a rq u itectu ra  d e l  s o ftw a r e  q u e  se  e je c u ta  es  m u y  s im p le  y  c o n s ta  d e  u n  p ro g r a m a  
p r in c ip a l y  d o s  d r iv ers . E l  p r im e r  d r iv e r  es  e l  e n c a r g a d o  d e  e x p o n e r  u n a  in te r fa z  d e  
c o m u n ic a c ió n  c o n  e l  P P  (pp_driver)  y  e l  s e g u n d o  d r iv e r  ( external_comm)  e s  e l 
e n c a r g a d o  d e  in ic ia l iz a r  y  c o n tr o la r  a l m ó d u lo  U A R T  p a ra  e n v ia r  in s tr u c c io n e s , 
m e d ia n te  c o n e x ió n  seria l.
4 Resultados
C o n  e l P P  im p le m e n ta d o  se  h a n  e je c u ta d o  d ife re n te s  c a s o s  d e  a p l ic a c ió n  p ara  
ev a lu a r  su  d e s e m p e ñ o , p o d e m o s  d e s ta ca r  q u e  se  h a n  c o r r id o  c o n  é x ito  lo s  p r o b le m a s  
d e  lín ea s  d e  p r o d u c c ió n  p la n te a d o s  p o r  N a iq i  W u  y  M e n g C h u  Z h o u  e n  [1 4 ] , la s  
c o m p a r a c io n e s  se  h a n  r e a liz a d o  c o n  r e s p e c to  re su lta d o s  o b t e n id o s  e n  [3 ] , a r ro ja n d o  
resu lta d os  s im ila res .
4.1 Consumo de recursos de la FPGA
P ara  d e te rm in a r  la  ca n t id a d  d e  r e cu r so s  u t il iz a d o s  y  lu e g o  co m p a ra r la s  c o n  las  
d e m á s  im p le m e n ta c io n e s , se  in s ta n c ió  a l p r o c e s a d o r  c o n  d ife re n te s  ca n t id a d e s  d e  
e le m e n to s  d e  l o s  v e c to r e s  y  m a tr ices . S e  re a liz a ro n  m ú lt ip le s  s ín tes is  d e l  n ú c le o  
u t il iz a n d o  d a to s  d e  4  y  d e  8  b its  d e  lo n g itu d .
L a  F ig . 4  m u estra , p a ra  la s  c o n f ig u r a c io n e s  s in te tiza d a s , la  ca n t id a d  d e  r e cu r so s  q u e  
se  u t il iz a ro n  d e  la  F P G A . L o s  re g is tros  c o r r e s p o n d e n  a  lo s  f l ip - f l o p s  c o n s u m id o s ,
m ien tra s q u e  la s  L U T s , está n  r e la c io n a d a s  d ire c ta m e n te  c o n  la  a rq u itectu ra  d e  la  
F P G A  A t ly s ,  d o n d e  se  im p le m e n tó  e l 
p r o c e s a d o r .
E n  la  F ig . 4  se  o b s e r v a  e l  a u m e n to  
e x p o n e n c ia l  d e l c o n s u m o  d e  
re cu rso s , a  m e d id a  q u e  se  a u m en ta  la  
c a n t id a d  d e  e le m e n to s  d e  las  
m a tr ices  y  v e c to r e s . U n a  
c a ra c te r ís t ica  im p o r ta n te  e s  q u e  las  
c o n f ig u r a c io n e s  d e  4  b its  o c u p a n  
a p r o x im a d a m e n te  la  m is m a  ca n t id a d  
d e  re g is tro s  q u e  la  c o n f ig u r a c ió n  d e  8 
b its  in m e d ia ta m e n te  a n te r io r  ( in c lu s o
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e n  a lg u n a s  c o n f ig u r a c io n e s  la  c a n t id a d  d e  re g is tro s  d is m in u y e ). P o r  e je m p lo ,  la  
c o n f ig u r a c ió n  3 2 x 3 2 x 4  o c u p a  m e n o s  r e cu r s o s  q u e  la  c o n f ig u r a c ió n  2 4 x 2 4 x 8 . E s o  
s ig n if ic a  q u e  se  p u e d e n  p r o c e s a r  r e d e s  m á s g ra n d es , d is m in u y e n d o  la  ca n t id a d  d e  b its  
u t iliza d o s .
E l  im p a c to  M ic r o b la z e  e l  M ic r o b la z e  es  d e l 1 2 ,7 2 %  d e  las  L U T s , y  e l  2 1 ,0 9 %  d e  lo s  
reg is tros . E s to s  r e cu r s o s  s o n  l o s  m is m o s  p a ra  to d a s  las  a rqu itectu ras d e l P P .
4.2 Análisis de frecuencias
P ara  rea liza r  u n  a n á lis is  d e  la s  fr e c u e n c ia s , se  u t i l iz ó  e l  m is m o  p r o c e d im ie n to  d e  la  
s e c c ió n  an terior . E sta  m u estra  las  fr e c u e n c ia s  m á x im a s  q u e  se  a lca n za ro n , e n  c a d a  
u n a  d e  las  in s ta n c ia s  im p le m e n ta d a s  d e l  P P .
U n  d a to  im p orta n te  a  te n er  e n  c u e n ta  es  q u e  e l  a u m e n to  d e  la  lo n g itu d  d e  d a tos  
a lm a c e n a d o s  e n  la s  m a tr ice s  y  v e c to r e s ,  n o  a fe c ta  d e  m a n era  s ig n if ic a t iv a  a  la  
f r e c u e n c ia  m á x im a  a lc a n z a b le . P o r  e je m p lo ,  si t o m a m o s  la  c o n f ig u r a c ió n  8 x 8 x 4  y  
8 x 8 x 8 , la  d ife r e n c ia  d e  f r e c u e n c ia  e s  s o lo  d e  2  M H z  (8 0 ,0 7 3  M H z  y  7 8 ,4 2 2  M H z  
r e sp e ct iv a m e n te ) . S in  e m b a r g o , si a u m e n ta m o s  la  c a n t id a d  d e  e le m e n to s  d e  las  
m a tr ice s , e s  d e c ir , e l  ta m a ñ o  d e  la  R d P , la  f r e c u e n c ia  e s  s ig n if ica t iv a m e n te  m á s  b a ja . 
P o r  e je m p lo ,  en tre  las  c o n f ig u r a c io n e s  8 x 8 x 8  y  1 6 x 1 6 x 8  e x is te  u n a  d ife r e n c ia  d e  23  
M H z  a p ro x im a d a m e n te  (7 8 ,4 2 2  M H z  y  5 5 ,3 2  M H z  r e sp e ct iv a m e n te ) . L a  l im it a c ió n  
e n  la  f r e c u e n c ia  está  d a d a  p r in c ip a lm e n te  p o r  la  F P G A  u tiliza d a .
5 Conclusiones
E n  e l p resen te  p r o y e c to ,  se  a m p lió  y  se  h iz o  m o d u la r  la  a rq u itectu ra  d e l  P P  
im p le m e n ta d o  e n  [3 ] , o b te n ie n d o  u n  s is tem a  c o n fo r m a d o  p o r  c o m p o n e n te s  
in te r c o n e c ta d o s  e n  r e e m p la z o  d e l b lo q u e  m o n o l í t ic o .  E l d is e ñ o  d e  m ó d u lo s  y  la  
in c lu s ió n  d e  la s  c o la s  p r o g r a m a b le s  e n  e l  P P  n o  a u m e n ta ro n  l o s  r e cu r so s  n e c e s a r io s  
L a  p r o g r a m a c ió n  d e  la s  c o la s  s o p o r ta  d is tin to s  t ip o s  d e  e v e n to s . S e h a  s im p li f ic a d o  la  
m a n te n ib ilid a d  d e l  p r o c e s a d o r , p o r  l o  q u e  es  p o s ib le  a g re g a r  n u ev a s  fu n c io n a lid a d e s , 
c o m o  r e d e s  je r á r q u ic a s  y  t e m p o r a le s , e x te n d ie n d o  s o lo  la  e ta p a  d e  c o n tro l.
L o s  resu lta d o s  o b t e n id o s  d e  las o p t im iz a c io n e s  d e  h a rd w a re  m u estra n  q u e  e s  a p to  
p a ra  s is tem a s e m b e b id o s  q u e  r e q u ie ra n  d e  h asta  3 2  c o n d ic io n e s  ( t r a n s ic io n e s ) , 3 2  
v a r ia b le s  ló g ic a s  (p la z a s )  y  3 2  e v e n to s  q u e  d e b a n  se r  e v a lu a d o s  s im u ltá n ea m en te .
L a  in c lu s ió n  d e l  m ó d u lo  d e  c o m u n ic a c ió n  ser ia l h a  fa c i l it a d o  las  p ru e b a s  d e l P P , 
c o n f ig u r a r lo  y  p ro g r a m a r lo  d e s d e  u n a  c o n s o la .
L a  im p le m e n t a c ió n  m o d u la r  d e l  P P  im p lic a  u n  a v a n c e  p a ra  e l  m a n te n im ie n to , la  
e s c a la b ilid a d  y  la  fu tu ra  a u to c o n f ig u r a c ió n  d e l  P P . A ú n  m á s, la  in c lu s ió n  d e  c o la s  
p ro g r a m a b le s  h a  a m p lia d o  la  c a p a c id a d  se m á n tica  d e l P P .
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