Pellarin introduced the deformation of multiple zeta values of Thakur as elements over Tate algebras. In this paper, we relate these values to a certain coordinate of a higher dimensional Drinfeld module over Tate algebras which we will introduce. Moreover, we define multiple polylogarithms in our setting and represent deformation of multiple zeta values as a linear combination of multiple polylogarithms.
for positive integers s 1 , . . . , s r such that s 1 > 1. These values can be seen as a generalization of special Riemann zeta values ζ(n) for a positive integer n > 1. Their motivic interpretation is given by Terasoma [T02] and Goncharov independently. Moreover for the tuple s = (s 1 , . . . , s r ), the multiple polylogarithm Li s (z 1 , . . . , z r ) is defined by Li s (z 1 , . . . , z r ) := n 1 >n 2 >···>nr>0 n i ∈Z ≥1 z n 1 1 . . . z nr r n s 1 1 . . . n sr r ∈ R, and its specialisation at z 1 = · · · = z r = 1 gives the value of ζ(s 1 , . . . , s r ). We refer the reader to [Wald02] and [Zh16] for interesting properties of those objects. In this paper, we are interested in function field analogue of multiple zeta values and their deformations in positive characteristic. Let q be a power of a prime p. We let F q be the finite field with q elements. We set A := F q [θ] as the polynomial ring in the variable θ with coefficients from F q , and A + as the set of monic polynomials of A. We let K be the function field F q (θ) and ord be the valuation corresponding to the infinite place normalized so that ord(θ) = −1. Moreover, we define the norm |·| ∞ corresponding to ord so that |θ| ∞ = q. The completion of K with respect to |·| ∞ is denoted by K ∞ and the completion of an algebraic closure of K ∞ is denoted by C ∞ .
We define the Carlitz-Goss zeta value ζ A (n) at a positive integer n by the infinite series which can be seen as a function field analogue of ζ(n). The arithmetic of these special values have been studied by Carlitz [Ca35] , Gekeler [G88] , Goss [Goss96] and Thakur [Th90] . Also their transcendental behavior over K was discovered by Chang and Yu [CY07] and Yu [Yu91] . Let s = (s 1 , . . . , s r ) be a tuple in Z r ≥1 for some positive integer r. Then the multiple zeta value ζ A (s) of weight w := s 1 + · · · + s r is defined by Thakur in [Th04, Sec. 5.10] as
which can be seen as a function field analogue of ζ(s 1 , . . . , s r ). Although the non-vanishing of ζ(s 1 , . . . , s r ) is clear from the definition, the non-vanishing of ζ A (s) is a non-trivial fact due to possible cancellations coming from the arithmetic of the finite field F q . Using some estimation on the valuation of power sums (see §2.2 for details on power sums), Thakur [Th09, Thm. 4] proved that ζ A (s) is non-zero. Furthermore, Anderson and Thakur [AndTh09] give the realization of multiple zeta values as periods of a certain t-motive (see [BP, §4] for more details on t-motives).
In 2014 Chang [C14] defined the multiple polylogarithm Li s (z 1 , . . . , z r ) by Li s (z 1 , . . . , z r ) := i 1 >i 2 >···>ir≥0
where ℓ i := (θ − θ q ) . . . (θ − θ q i ) for i ≥ 0 and ℓ 0 := 1. When r = 1, the function Li s induces the Carlitz n-th polylogarithm log n (z) := ∞ i=0 z q i ℓ n i defined by Anderson and Thakur [AndTh90] . Moreover, they represent ζ A (n) as a K-linear combination of log n (θ j ) where j < nq/(q − 1). Unlike classical case, relating multiple zeta values to multiple polylogarithms is not trivial in function field setting. Using t-motivic interpretation of multiple zeta values in [AndTh09] , Chang [C14] clarified this phenomenon stating that there exist tuples (a j , (u j1 , . . . , u jr )) ∈ A × A r where j is in a finite index set J, and Γ s ∈ A, which all can be explicitly defined, such that (1.1) Γ s ζ C (s) = j∈J a j Li s (u j1 , . . . , u jr ).
Later using Chang's identity in (1.1) and dual t-motives of Anderson (see [ABP] , and [BP] for details), Chang and Mishiba [CM, Thm. 1.4 .1] related ζ A (s) to the coordinates of the logarithm of a t-module (see [And86] for details on t-modules) by proving that there exist a uniformizable t-module G s of dimension k s defined over K, a special point v s ∈ G s (K) and an element Z s ∈ G s (K ∞ ) such that Γ s ζ C (s) occurs as the w-th coordinate of Z s and exp Gs (Z s ) = v s . Thus, the logarithmic interpretation of multiple zeta values allow them to verify the function field analogue of Furusho [F06] , [F07] .
1.2. Tate algebras. Let Σ ⊂ Z ≥1 be a finite union of sets U i ⊂ Z ≥1 . We let T Σ be the Tate algebra on the closed unit polydiscs over C ∞ with independent variables t i for i ∈ Σ. The Frobenius automorphism τ : T Σ → T Σ is given by raising the coefficients of the given infinite series to their q-th power and leaving the independent variables t i for i ∈ Σ invariant under τ (see §2.1 for details). Furthermore, we define F q [t Σ ] as the polynomial ring t i for i ∈ Σ with coefficients from F q and define A[t Σ ] := F q [t Σ ] [θ] .
For a moment let us concentrate on T Σ where Σ = {1, . . . , n}. In 2012, Pellarin [P12] defined the following L-series (1.2) L(χ t 1 . . . χ tn , s) := a∈A + a(t 1 ) . . . a(t n ) a s ∈ T Σ for some positive integer s as a deformation of Carlitz-Goss zeta value ζ A (s). Similar notion of deformation has been also carried to multiple zeta values of Thakur by Pellarin in [P16] and [Pel17] as follows. For any a ∈ A and an independent variable t, we set a(t) := a |θ=t . For any subset U ⊂ Z ≥1 , we now define the map σ U : A + → F q [t Σ ] by σ U (a) := 1 if U = ∅ and σ U (a) := i∈U a(t i ) otherwise. For some r ∈ N, we call (1.3) C = σ U 1 , . . . , σ Ur s 1 , . . . , s r a composition array of weight w := s i , depth r and type σ = σ U i . Now we define ζ C (C) := deg(a 1 )>deg(a 2 )>···>deg(ar )≥0 a i ∈A + σ U 1 (a 1 )σ U 2 (a 2 ) . . . σ Ur (a r ) a s 1 1 a s 2 2 . . . a sr r ∈ T Σ , a multiple zeta value corresponding to C. Observe that when (1.4) C = ∅, . . . , ∅ s 1 , . . . , s r , we see that ζ C (C) = ζ A (s). Using non-vanishing of ζ A (s) and a specialisation argument, Pellarin [Pel17, Prop. 3] proved that the multiple zeta values ζ C (C) are non-zero as elements of T Σ . By [P16, Prop. 4] we also know that ζ C (C) is an entire function of variables t i for i ∈ Σ. For any i, j ≥ 1, we define the element b i (t j ) := i−1 k=0 (t j − θ q k ) ∈ A[t Σ ] and b 0 (t j ) := 1. For any set U ⊂ Z ≥1 we also let b i (U) := 1 if U = ∅ and b i (U) := j∈U b i (t j ) otherwise. We define the multiple polylogarithm Li C (u 1 , . . . , u r ) by the infinite series Li C (u 1 , . . . , u r ) :=
Our first result (stated as Theorem 2.22 later) is as follows.
Theorem 1.5. For any composition array C of depth r defined as in (1.3), there exist tuples (a j , (u j1 , . . . , u jr )) ∈ A × T r Σ where j is in a finite index set I, and Γ C ∈ A[t Σ ], which all can be explicitly defined, such that Γ C ζ C (C) = j∈I a j Li C (u j1 , . . . , u jr ).
Note that Theorem 1.5 can be seen as a generalization of Chang's identity (1.1) and that identity follows from our result by choosing the composition array C as in (1.4) (see §2.3 for details).
1.3. Drinfeld A[t Σ ]-modules. Inspiring by [D14, §2] , we define an Anderson A[t Σ ]-module φ : A[t Σ ] → Mat n (T Σ ) of dimension n defined over T Σ as an F q [t Σ ]-linear homomorphism given by φ(θ) = A 0 + A 1 τ + · · · + A s τ s for some s and (θ Id n −A 0 ) n = 0. We should highlight the fact that Anglès, Pellarin and Tavares Ribeiro [APTR16] and Anglès and Tavares Ribeiro [ATR16] have already studied n = 1 case due to their relation with log-algebraic identites, Taelman's class modules and Pellarin L-series.
In this paper, we focus on a special class of Anderson A[t Σ ]-module φ, given by
where N ∈ Mat n (F q ) is a nilpotent matrix and E ∈ Mat n (T Σ ). For such module φ, similar to Anderson t-modules, we can assign an exponential function, which is a vector valued function denoted by
and we show that it has an infinite radius of convergence (see §3.1). We also call φ uniformizable if exp φ is a surjective function. Our next result (stated as Theorem 4.48 later) is as follows.
Theorem 1.7. For any composition array C of depth w, there exist a uniformizable Anderson
Remark 1.8. We remark that although Chang and Mishiba use dual t-motives and their fiber coproducts to prove uniformizability of G s in [CM, Thm. 1.4 .1], we use a different method as it is still not clear how we should define the dual t-motives for Anderson A[Σ]modules. In our method, we first prove the uniformizability of Anderson A[Σ]-modules given of the form (4.4) by using ideas modified from [GP, §4] , and we construct G C in (4.38) using those modules. Then using the morphism λ defined in (4.39), we prove that G C is also uniformizable (Theorem 4.47).
Remark 1.9. It should be noted that relating special values to the coordinates of logarithms is important in transcendental number theory. In 1990, Anderson and Thakur [AndTh90] showed the depth one case of Chang and Mishiba's result [CM, Thm. 1.4 .1] and thus related A-multiple of Carlitz-Goss zeta values to the coordinate of the logarithm of a certain t-module. Using their result, Yu [Yu91, Thm. 3 .1] was able to prove that ζ A (n) is transcendental over K for n ≥ 1. Recently, a new interpretation of transcendency of elements in Tate algebras over the function field F q (θ, t Σ ), where t Σ represents the set of all t i with i ∈ Σ, has been introduced by Pellarin [P17] . As a corollary of our results, we are also able to give the realization of Pellarin L-series as a coordinate of the logarithm of an Anderson A[t Σ ]-module (see Example 4.50). Thus we mention that as in the case of Carlitz-Goss zeta values, Theorem 1.7 can be a useful tool to deduce results about transcendental properties of Pellarin L-series as elements of Tate algebras.
1.4. Outline of the Paper. The outline of the paper can be given as follows: In §2 we cover some necessary notation and background for the rest of the paper and recall recent developments on power sums. We continue to §2 by proving Theorem 1.5. Basically our method is to modify Chang's ideas in the proof of [C14, Thm. 5.5.2] . The main difficulty in our case is to determine the radius of convergence of an infinite series defined in (2.23). This has been overcome in [C14] by using a property [ABP, Prop. 3.1 .1] of matrices satisfying a certain functional equation. In our setting, we are able to prove the same property (Theorem 2.33) after some analysis on the norm of a solution of a functional equation (Lemma 2.30) and determining the solution in terms of Anderson-Thakur elements (Proposition 2.31). We finish §2 by introducing multiple star polylogarithms and expressing multiple polylogarithms in terms of multiple star polylogarithms (Theorem 2.37).
In §3, we discuss Anderson A[t Σ ]-modules and introduce some properties of a special class of such modules defined as in (1.6). Furthermore, we define the notion of uniformizability and give an example. Finally, we finish the section by introducing Frobenius modules corresponding to Anderson A[t Σ ]-modules.
In §4, we give the definition of A[t Σ ]-module G and make some analysis on the coefficients of the logarithm function of G (see §3.5 for the details on logarithm function) using Chang and Mishiba's methods in [CM17] and [CM] . We continue with some properties of Frobenius module corresponding to G such as rigid analytic triviality. Using Theorem 4.17 we also prove the uniformizability of G. Finally we introduce the Anderson A[t Σ ]-module G C and show that G C is uniformizable (Theorem 4.47). Moreover we give the proof of Theorem 1.7 and discuss Example 4.50.
We conclude our paper with an Appendix including the proof of Theorem 4.17 which relates rigid analytic triviality to uniformizability. It is important to notice that similar result has been proved by the author and Papanikolas in [GP, Thm. 4.5 .5] for Anderson A[t Σ ]-modules of dimension 1 over Tate algebras using Anderson's ideas in his unpublished work. Here we modify those techniques for Anderson A[t Σ ]-module G of higher dimension.
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Multiple Polylogarithms
2.1. Preliminaries and Notation. We define |U i | and |Σ| to be the cardinality of U i and Σ respectively.
We define its corresponding valuation ord ∞ by
Note that T Σ is complete with respect to · ∞ . Moreover the Tate algebra T Σ,t and the Gauss norm can be defined similarly. For more details on Tate algebras, we refer the reader to [BGR] and [FrVPut] .
We also define the Frobenius automorphism τ : T Σ → T Σ by τ (f ) = µ∈N |Σ| f q µ t µ Σ and we set f (n) := τ n (f ) for any integer n ∈ Z. The extension of the homomorphism τ to T Σ,t can be defined similarly.
For any matrix M = (M ij ) ∈ Mat k×d (T Σ ), we define M (n) by applying the automorphism τ n to each entry of M. We define
Moreover we set Mat k×d (T Σ ) [[τ ] ] for the noncommutative ring of power series in τ with coefficients in Mat k×d (T Σ ) such that for any element
Finally, we set Mat k×d (T Σ )[τ ] for the subring of polynomials in Mat k×d (T Σ ) [[τ ] ]. Now we start to define some special elements which will be in use throughout the paper.
Note that one can also define b i (t) for any i ∈ Z similarly. We now state the following properties of elements b i (t j ).
After fixing a (q − 1)-st root of (−θ), we define the function Ω(t) as the following infinite product
One can observe that Ω(t) has infinite radius of convergence and that
Moreover for any n ∈ Z ≥1 , we have
.
Note also that (2.5) Ω(θ) =π −1 whereπ ∈ C × ∞ is the Carlitz period (see [Goss96, Sec. 3] for more details on the Carlitz periodπ). Let β be a unit in T Σ . Following the notation in [APTR16, Sec. 6] we define the Anderson-Thakur element 
Now for any U ⊂ Z ≥1 , let us set ω U := i∈U ω i . We can note that for any n ∈ Z, ω (n)
Recall from Section 1 that Σ = ∪U i . For any 1 ≤ i ≤ r, we define α i := i∈U i (t i − θ). Thus we see that α i ∞ = q |U i | . We also set α k := 1 and ω U k := 1 if U k = ∅. One can obtain that Let z be an indeterminate over C ∞ . Following the notation in [APTR18] , for any N ∈ Z and s ∈ Z ≥1 , we define L(N, s, z) by
Let us set exp
. Therefore for some m ∈ Z ≥0 we can let exp z (L(1, s, z)) = m i=0 σ s,i (t)z i so that σ s,i (t) ∈ A[t 1 , . . . , t s ] for any i ∈ {0, . . . , m}.
Proposition 2.8. [APTR18, Prop. 5.6] We have
We further define log N,z by
Let us fix N ∈ Z, n ∈ Z ≥1 and set r ∈ Z ≥1 as the smallest positive integer so that N ≤ q r . Moreover we set s := q r − N + n. Thus by Proposition 2.8 we see that the z-degree of exp z (L(1, s, z)) only depends on integers N and n. For any i, j ≥ Z ≥0 , we have the elements
One can observe from the definition of g i,j that 0 ≤ i ≤ m and 0 ≤ j ≤ B where B := (q r − N)(r − 1 + m).
By [APTR18, Thm. 6 .2] we obtain
If we analyze the coefficients of z d on both sides of (2.9) we get for any d ≥ 0,
(2.10)
We now define the polynomial Q n,
Let T Σ [t] be the set of polynomials in t with coefficients from T Σ . A priori the polynomial Q n,N (t) seems to be an element in
Note that
Thus by (2.12) we have
Using Lemma 2.2(ii) and (2.13) we see that
Combining (2.10) with (2.14), we see that
Observe that L(N, s, z) converges for z = 1. Thus we have by (2.15) that
as d → ∞. Note that as d arbitrarily large, we have that Q (d) n,N (t) |t=θ ∞ = Q n,N (t) q d ∞ + ǫ d where ǫ d ∈ R is a constant depending on d such that lim d→∞ ǫ d /q d = 0. Thus, after calculating the norm of the terms in the left hand side of (2.16), we see that for some constant C ∈ R, we obtain
as d goes to infinity. This can only happen if Q n,N (t) ∞ < q Nq−n q−1 . Now for any d, N ∈ Z ≥0 , we denote the power sum S d (U, N) by
and state the following theorem.
Theorem 2.17. [D15, Thm. 3.3.6, Lem. 3.3.9 ] Let N ∈ Z ≥0 and r ∈ Z ≥1 be such that r is the smallest positve integer satisfying N ≤ q r . Let U be a non-empty set. Then there exists a unique polynomial Q U,
Proof. Due to above discussion, only remaining part is to prove uniqueness. Suppose there exist two polynomials Q U,N (t) and Q ′ U,N (t) in T Σ [t] satisfying (2.18). Then we have
For the completeness of this section, we also state Anderson and Thakur's result on power sums using our notation as follows.
2.3. Multiple Zeta Values over Tate algebras. Throughout this section we assume that (s 1 , s 2 , . . . , s r ) ∈ N r and Σ = ∪ r i=1 U i unless otherwise stated. Definition 2.20. Let C be a composition array defined as in (1.3). We define multiple zeta values over Tate algebras in the sense of the definition of Pellarin [P16] , [Pel17] as the following object:
(2.21)
Our aim is to find a suitable choice of the multiple polylogarithm in this new setting of Pellarin. In order to do that for an r-tuple (f 1 , . . . , f r ) ∈ T r Σ , we set
as our candidate for the multiple polylogarithms over Tate algebras. We define n l := |U l | and consider the set D ′ C ⊂ T r Σ given by
Using the definition of elements b i (U) and ℓ i , we note that Li
Let us fix a composition array C of depth r as in (1.3) and let C i be the t-degree of the polynomial Q U i ,s i (t) = j≥0 u ij t j ∈ T Σ [t]. Then consider the index set I = {0, . . . , C 1 } × · · · × {0, . . . , C r }.
For each (i 1 , . . . , i r ) ∈ I, we set u i := (u 1i 1 , . . . , u rir ). Furthermore, we set a i := θ i 1 +···+ir .
Theorem 2.22. Let I 1 be the set of indices i such that U i = ∅ and I 2 be the set of i such that U i = ∅. Then we have
The next section is to give a proof for Theorem 2.22. The main idea is to modify Proposition 3.1.1 of [ABP] and to combine it with the idea of the proof of Theorem 5.5.2 of Chang in [C14] .
2.4. Proof of Theorem 2.22. For any 1 ≤ l < j ≤ r + 1, we define the following objects:
(2.23)
DEFORMATION OF MULTIPLE ZETA VALUES AND THEIR LOGARITHMIC INTERPRETATION IN POSITIVE CHARAC
Moreover we set L j,l (t) := 1 if j = l. Observe that for some ǫ i > 0 we have by Theorem 2.17 and Theorem 2.19 that
Proposition 2.24. For any 1 ≤ l < j ≤ r + 1, we have
Therefore using properties of the elements ω U i and Ω(t) together with the above equation, we see that the equality in (2.25) holds.
We recall the polynomials Q U i ,s i (t) ∈ T Σ [t] from Theorem 2.17 and Theorem 2.19, and consider the matrix
. and the matrix Ψ l defined by
Lemma 2.28. We have Ψ
Proof. By (2.7), we have
Using Proposition 2.24 we have that
. . .
In order to prove that the function L j,l (t) has infinite radius of convergence, we need to state a technical lemma.
Proof. We define the potential solution F as the following infinite sum
One can see that F satisfies the desired equality in the lemma. We need to show that F is a well-defined element in T Σ . In other words, we need to show that the infinite sum in the definition converges. By the assumptions on elements G, H and Q, for some ǫ > 0 and r → ∞, we have the following estimate.
Thus we can conclude that as r → ∞, the norm of the general term of the sum approaches to 0. Therefore the sum is well defined and since T Σ is a complete normed space, F is in T Σ . On the other hand, by the assumptions and the properties of the non-archimedean norm
By the assumption, we have the following estimate.
Thus, in this case we have that
By the analysis of these two cases and the fact that
Now recall the matrix Φ l from (2.26) and let us define
Proof. Without loss of generality let us take l = 1. To avoid heavy notation let
Let the matrix U = (a i,j ) be defined as a potential solution of the equation in the proposition. Therefore the ith row R i of the matrix U (−1) b 0 appears as
(2.32) Now our aim is to pick elements a i,j ∈ T Σ in a way that the desired equality would be satisfied. First for 1 ≤ i ≤ r, we set a i,j = 0 when j > i. In order to see how we can pick the other elements let us analyze the kth row of U where 1 ≤ k ≤ r. By the above setting, we know a k,k+1 =0. Then by (2.32), in order to give the desired equality we want to have
by Lemma 2.30. The other elements of the kth row of U can be found by using the same idea together with Lemma 2.30. Thus, we determine the kth row of U recursively when 1 ≤ k ≤ r and conclude that all elements in the k-th row is in T Σ .
To determine the last row, we let s r+1 = 0 and U r+1 = ∅. Then if we apply the same idea above we see that we let β r+1 = (−θ) qs r+1 α (−1) r+1 = 1 and therefore we can pick a r+1,r+1 = 1. We can now pick the other elements of the last row from T Σ by again using Lemma 2.30.
According to our selection for the elements a i,j we now see that
Since U is a lower triangular matrix, one can obtain
Thus, we conclude that U ∈ GL r+1 (T Σ ).
Theorem 2.33. The function Ψ l (t) := Ψ l has infinite radius of convergence. In particular the function L j,l (t) is well defined for any values of t ∈ T Σ .
Proof. We modify the ideas of the proof of Proposition 3.1.3 of [ABP] .
Therefore for all n ≥ 1, we have that
Note thatg n also converges for all sufficiently large n and we have that lim n→∞ g n ∞ = 0. We also have thatg
When n ≫ 0, we see thatg n − g ′ n is invariant under twisting, thus by [GP, Lem. 2.5 .1], we have thatg n − g n ∈ F q [t Σ ]. But for sufficiently large n the norm ofg n − g ′ n is arbitrarily small. Therefore we conclude thatg n − g ′ n = 0. Therefore for n ≫ 0 and a fixed real number C > 1 we have that
where the last inequality comes from the fact that
and it implies that all entries of Ψ ′ l = UΨ l has infinite radius of convergence. Multiplying the column matrix Ψ ′ l containing functions with infinite radius of convergence with U −1 from the left then implies that functions in the entries of Ψ l have also infinite radius of convergence.
Proof of Theorem 2.22. The proof uses the ideas from the proof of Theorem 5.5.2 of [C14] . Let C be the composition array as in (1.3) so that I 1 is the set of indices i such that U i = ∅ and I 2 is the set of i's such that U i = ∅. We denote L r+1 (t) := L r+1,1 (t). By Theorem 2.33 we have that the function L r+1 (t) has infinite radius of convergence. Recall that
Since L r+1 (t) is well-defined at t = θ, by Theorem 2.17, Theorem 2.19 and the equalities (2.4), (2.5) and (2.6), we obtain
Applying t = θ to both sides of (2.35) and combining it with (2.34) by using (2.5), we get that
where the last equality is justified by the fact that
for any j ∈ {1, . . . , r} and therefore Li C (u) converges for any u ∈ S.
2.5. Multiple Star Polylogarithms. Let C be a composition array as in (1.3) such that r > 1. Inspired by the work of Chang and Mishiba in [CM, Sec. 2.2] , for u = (u 1 , . . . , u r ), we define the multiple star polylogarithm Li * C (u) corresponding to the composition array C by the infinite series
Recall that n l = |U l | for 1 ≤ l ≤ r. We define the subset D ′′
be a composition array for all 1 ≤ i ≤ r. We define the addition '+' between composition array C i and C j by
Now similar to [CM, Sec. 5 .2], we define the set S whose elements are symbols ',' and '+' and the set S × containing symbols ',' and '×'. We define the map f : S r−1 → S ×r−1 in a way that f fixes the symbol ',' and sending '+' to '×'. As an example, if v = (v 1 , v 2 ) ∈ S 2 so that v 1 = ',' and v 2 = '+' then f
where v ′ 1 = ',' and v ′ 2 = '×'. We continue with further definition. For any v = (v 1 , . . . , v r−1 ) ∈ S r−1 and any composition array C = (C 1 , . . . , C r ), we define v(C) = (C 1 v 1 C 2 v 2 . . . v r−1 C r ). For any u = (u 1 , . . . , u r ) ∈
). We also set γ(v) to be the number of '+' in v. As an example, let v = (v 1 , v 2 , v 3 ) be such that v 1 =',', v 2 ='+' and v 3 = ','. Let
and v × (u) = (u 1 , u 2 u 3 , u 4 ). Note also that γ(v) = 1.
Observe that by the properties of non-archimedean geometry if u ∈ D ′ C (D ′′ C resp.) then v × (u) is also in D ′ C (D ′′ C resp.) for any v = (v 1 , . . . , v r−1 ). Finally for r = 1 we define S r−1 = S 0 and for any v ∈ S 0 we have v(C) := C, v × (u) := u and γ(v) := 0. Now using the inclusion-exclusion principle on the set {i 1 ≥ i 2 ≥ . . . i r ≥ 0} as in [CM, Prop. 5.2.3] we have that
Theorem 2.37 (cf. Chang-Mishiba, [CM, Thm. 5.2.5] ). Let C be a composition array of depth r as in (1.3). Let I 1 be the set of indices i such that U i = ∅ and I 2 be the set of i such that U i = ∅. Then there exist composition arrays C l such that wght(C) = wght(C l ) and
where r s i ≥ 1 is the smallest integer such that s i ≤ q rs i for i ∈ I 1 .
Proof. Using Theorem 2.22 and (2.36) we observe that i∈J 2
where the last line follows from the fact that γ(V ) + dep(V (C)) = r for V ∈ S r−1 . Thus we can define the tuple (a l , C l , u l ) by
for i ∈ I and V ∈ S r−1 . 
Higher Dimensional Drinfeld
Remark 3.2. We note that any t-module in the sense of Anderson [And86] can be also seen as an Anderson
Let φ 1 and φ 2 be Anderson A[t Σ ]-modules of dimension n 1 and n 2 respectively. Then we say the map ϕ :
. We now discuss the exponential and logarithm function of some class of Anderson A[t Σ ]modules. It is important to point out that one can define an exponential and logarithm function corresponding to any Anderson A[t Σ ]-module using methods of Anderson [And86] but concerning the purpose of the present paper, we only analyze special cases.
Let φ be an Anderson
for some N ∈ Mat n (F q ) such that N n = 0 and E ∈ Mat n (T Σ ). For any square matrices X 1 and X 2 , we first define [X 1 , X 2 ] = X 1 X 2 − X 2 X 1 . Then we set ad(X 1 ) 0 (X 2 ) := X 2 and for j ≥ 1, ad(X 1 ) j (X 2 ) := [X 1 , ad(X 1 ) j−1 (X 2 )].
Lemma 3.4. [P, Lem. 3.2 .9] Let Y, N ∈ Mat n (T Σ ). Then we have
Moreover, if N is a nilpotent matrix so that N n = 0, then ad(N) j (Y ) = 0 for j > 2n − 2.
Proof. Using the definition of ad(N) j (Y ) and an induction argument imply the above formula. Now assume that N is a nilpotent matrix such that N n = 0. Thus for j > 2n − 2 and 0 ≤ m ≤ j, we have N m Y N j−m is 0 as either m ≥ n or j − m ≥ n and therefore we have either N m = 0 or N j−m = 0.
be the infinite series such that β 0 = Id n and
]. Then we have
By comparing the coefficients of τ in (3.6) we see that
After some arrangement we see that (3.8) can be rewritten as
By [AndTh90, Eq. 2.2.3] , we see that the formula for β i+1 in (3.7) holds. Now we claim that
We do induction on i. If i = 0, then β 0 = Id n and the claim holds. Assume it also holds for i. Then by the induction hypothesis and (3.7) we have
We call the infinite series exp φ = β i τ i in Proposition 3.5 the exponential series of φ.
Moreover by Proposition 3.5 we see that the function exp φ converges everywhere on Mat n×1 (T Σ ).
Using a similar argument as in the proof of Theorem 3.3.2 of [GP] together with Proposition 3.5 we deduce the following lemma. 
Let P 0 = Id n . We define the power series
as the formal inverse of exp φ in Mat n (T Σ ) [[τ ] ] such that exp φ log φ = log φ exp φ = Id n and it also satisfies
which has a finite radius of convergence by Lemma 3.9 which also implies that exp φ is an automorphism with its inverse log
Note that the Anderson A[t Σ ]-module defined as in (3.3) has the same type with the Anderson t-module defined in [CM17, Eq. (3.1.1)] only with the difference that E ∈ Mat n (T Σ ). Therefore by [CM17, Eq. (3.2.4) ] we see that
3.2. Uniformizability. We now discuss the uniformizability of Anderson A[t Σ ]-modules. We can refer the reader to [APTR16, Sec. 3, 6] and [GP] for more details about uniformizability of Anderson A[t Σ ]-modules of dimension 1.
Definition 3.12. We call an Anderson
Example 3.13. Assume that Σ = {1, . . . , s} for some s ∈ N and let f
, the n-th tensor power of the Carlitz module by
By [BP, Sec. 4 .3] we know that exp C ⊗n : Mat n×1 (C ∞ ) → Mat n×1 (C ∞ ) is surjective. Indeed we can show that exp C ⊗n : Mat n×1 (T Σ ) → Mat n×1 (T Σ ) is also surjective as follows. Let
for some a j,µ ∈ C ∞ where 1 ≤ j ≤ n and µ ∈ Z |Σ| ≥0 . Then for any µ, there exists x µ = [x 1,µ , . . . , x n,µ ] ⊺ ∈ C ∞ such that
Note that the entries of y are elements in T Σ . Thus by Lemma 3.9, for any j, there exists N j ∈ N such that a j,µ is in the radius of convergence of log C ⊗n for any s-tuple µ whose sum of the entries is bigger than N j . Thus for such tuple (a 1,µ , . . . , a n,µ ) ⊺ , we can choose x µ = log C ⊗n ((a 1,µ , . . . , a n,µ ) ⊺ ) such that (a 1,µ , . . . , a n,µ ) ⊺ ∞ = x µ ∞ . Therefore we guarantee that the element
. .
x n,µ t µ Σ   lives in Mat n×1 (T Σ ). Furthermore, by the F q [t Σ ]-linearity of exp C ⊗n , we have exp C ⊗n (x) = y.
. Inspired by Demeslay's work in [D14, Sec. 4 .1], we define the Anderson
Note that if Σ = ∅, then C ⊗n α = C ⊗n for any n ∈ N. As an example, when k = 1, n = 1 and Σ = U 1 = {1, . . . , s}, we have that
and when k = 1, n = 2 and U 1 = {1, 2} we have
3.3. Frobenius Modules. We now investigate the idea of Frobenius modules in our setting. Alert reader might notice that the terminology was also used in [CPY, Sec. 2.2] and [GP, Sec. 4] . For any n ∈ N, we define the non-commutative polynomial ring Mat 
We call the left T Σ [t, σ]-module H(φ) the Frobenius module corresponding to φ.
Example 3.17. Let α = i∈Σ (t i − θ). We define the Carlitz module C :
For any n ≥ 1, the Frobenius module H(C ⊗n α ) corresponding to C ⊗n α can be given by the tensor product
which σ acts diagonally. It is easy to see that H(C ⊗n α ) is free of rank 1 over T Σ [t] with the basis element v 1 := 1 ⊗ T Σ [t] · · · ⊗ T Σ [t] 1. In particular we have
In other words, the elements 1 ⊗
, where σ appears in the j-th place for 1 ≤ j ≤ n − 1, are the same and
Using above identities, we see that a T Σ [σ]-basis {v 1 , . . . , v n } for H(C ⊗n α ) can be given by
where σ appears in the first (i − 1)-st place for i ≥ 2 and the rest is equal to 1. Moreover we have that
For the rest of the paper, for any matrix M ∈ Mat k (T Σ ) of the form
Let C be a composition array as in (1.3) and (u 1 , . . . , u r ) ∈ T Σ \ {0}. For any 1 ≤ j ≤ r we set d j := s j + · · · + s r and k = d 1 + · · · + d r . For each j, we define the following matrices:
For any U i ⊂ Z ≥1 such that Σ = ∪U i , we recall the definition of α i from Section 2.1 and set 
Finally we define the Anderson
Set a j := r i=j α i . Then we can also write the Anderson A[t Σ ]-module G corresponding to C and (u 1 , . . . , u r ) as
The Frobenius module H(G) of G is given by
also carries a T Σ [t, σ]-module structure such that for any x ∈ H(G) the t-action is given by (4.6)
t · x = xG(θ) * .
We now claim that H(G) is also free of rank r over T Σ [t]. If r = 1, then we see that G = C ⊗d 1 a 1 and the Frobenius module H(G) is free of rank 1 over T Σ [t] by Example 3.17. Suppose that r = 2. We consider the short exact sequence (4.7) 0
-modules such that for any x = (x 1 , . . . , x d 1 ) ∈ H(C ⊗d 1 ) and y = (y 1 , . . . , y d 2 ) ∈ H(C ⊗d 2 ), we have ρ 1 (x) = (x, 0, . . . , 0) and ρ 2 (x, y) = y. Note that
On the other hand, we have ρ 2 (t · (x, y)) = ρ 2 ((θx 1 + x 2 , . . . , x 1 a (−1) 1 σ + θx d 1 − y 1 a (−1) 2 u (−1) 1 σ, θy 1 + y 2 , . . . , y 1 a (−1) 2 σ + θy d 2 )) = (θy 1 + y 2 , . . . , y 1 a (−1) 2 σ + θy d 2 )
= yC ⊗d 2 a 2 (θ) * = t · ρ 2 ((x, y) ).
Thus the maps ρ 1 and ρ 2 are compatible with the t-action of T Σ [t]-modules H(C ⊗d 1 a 1 ), H(C ⊗d 2 a 2 ) and H(G). Therefore the short exact sequence in (4.7) is also a short exact sequence of T Σ [t]-modules. Since H(C ⊗d 1 a 1 ) and H(C ⊗d 2 a 2 ) are free over T Σ [t] of rank 1, H(G) is also free of rank 2 over T Σ [t] with the basis {m 1 , m 2 } such that under the projection map proj i :
-basis for H(C ⊗d i a i ) when i = 1, 2. To show the claim for any r, we just replace the short exact sequence in (4.7) with 0
and apply the same argument above.
Remark 4.8. One can observe from the above discussion and Example 3.
Furthermore, by the change of basis, we can identify each p ij with e ij = ( * , . . . , 0, 1, 0, . . . , * ) where 1 appears in the (d 1 + · · · + d i−1 + j)-th place and the other entries are zero.
We let m := [m 1 , . . . , m r ] ⊺ ∈ Mat r×1 (H(G)) be the column vector containing T Σ [t]-basis elements of H(G) and consider the matrix Φ ∈ GL r (T Σ [t]) defined by
Proposition 4.10. We have σm = Φm.
Proof. Let p ij and e ij be as in Remark 4.8. Set c · m j := 0 ∈ H(G) for any c ∈ T Σ [t] and j ≤ 0. Claim that for any 1 ≤ i ≤ r we have (4.11) u
We do induction on i. First we see that t · p 11 = t · e 11 = (1, 0, . . . , 0)G(θ) * = (θ, . . . , a where a (−1) 1 σ appears in the d 1 -th place. Since p 11 = (t − θ) d 1 −1 · m 1 , it follows from (4.12) that σm 1 = (t−θ) d 1 a (−1) 1 · m 1 .
DEFORMATION OF MULTIPLE ZETA VALUES AND THEIR LOGARITHMIC INTERPRETATION IN POSITIVE CHARAC
Assume that the equality in (4.11) holds for i − 1. By using the induction hypothesis and the t-action defined in (4.6) we obtain 
by ι(h) = h · m = h 1 · m 1 + · · · + h r · m r where the action · is given by the t-action on H(G). We now recall the matrix Φ in (4.9) and prove the following lemma.
Lemma 4.14. We have
Proof. To prove the first part we observe by Proposition 4.10 that
On the other hand, we have by (4.6) that
which proves the second part.
We call the tuple (ι, Φ) a t-frame of G.
Before we state the definition of rigid analytic triviality, for any f ∈ T Σ , we define the ring T Σ {t/f } by Then we call (ι, Φ, Ψ) a rigid analytic trivialization of G.
Remark 4.16. We recall Example 3.17. Note that the σ-action on H(C ⊗n α ) can be given by the element Φ = (t−θ) n α (−1) . By (2.3) and (2.6) we see that Ψ = ω α Ω(t) satisfies the equality Ψ (−1) = ΦΨ. Moreover since Ω(t) ∈ T Σ {t/θ} by [GP, Cor. 6.2 .10] so is Ψ. Thus, C ⊗n α is rigid analytically trivial. Now we finish this section with a fundamental theorem which will be useful to prove one of our main results which is Theorem 1.7. As an immediate corollary of Remark 4.16 and Theorem 4.17, we deduce the following.
Corollary 4.18. The Anderson A[t Σ ]-module C ⊗n α defined in (3.14) is uniformizable. We now discuss the rigid analytic triviality of the Anderson A[t Σ ]-module G whose corresponding Frobenius module H(G) given as in (4.5). We prove the following proposition.
Proposition 4.19. The Anderson A[t Σ ]-module G defined as in (4.4) has a rigid analytic trivialization (ι, Φ, Ψ). In particular, the exponential function exp G is surjective.
Proof. Let Φ be given as in (4.9). For any 1 ≤ l < j ≤ r + 1, we recall the definition of the elements L j,l (t) and define the matrix Ψ ∈ Mat r (T Σ,t ) by
Since Ω(t) and ω U i are invertible in T Σ,t , by [GP, Cor. 6.2 .10] and Theorem 2.33, we see that Ψ ∈ GL r (T Σ {t/θ}). Thus the proposition follows from Proposition 2.24.
4.3.
Analysis on the Coefficients of The Logarithm Function. We continue with the notation from §4.1 and furthermore for any 1 ≤ i ≤ r, we define E i ∈ Mat k (T Σ ) so that its (i, i)-th block matrix is E[ii] and the rest is zero matrix. We denote the logarithm function log G by
. . . 
Proof. We follow the ideas of Chang and Mishiba in [CM17, Prop. 3.2.1] . By the functional equation (3.6) of log G , we have
similar to the identity (2.1.3) in [AndTh90] . Note that the upper bound of j in (4.22) is determined by the fact that N d 1 = 0. Moreover, we have by (4.22) and the definition of the matrix E and N that (4.23) P i [lm] = 0 for l > m.
Observe that for a block matrix Y ∈ Mat k (T Σ ) of the form (4.1), if y is the element in the lower most right corner of the (l, m)-th block matrix, then E ⊺ l Y E m has all entries zero except the upper most left corner of the (l, m)-th block matrix which is y r j=l α j r j=m α j . Note that E ⊺ l N = 0. On the other hand, for any j, we can write ad(N) j (P i E (i) ) = NM + (−1) J P i E (i) N j for some M ∈ Mat k (T Σ ). Thus, using [CM17, Eq. (3.2.6) ] we see that
Observe that E (i) N j−1 E m = 0 if j = d m − 1 and E (i) N dm−1 E m has all zero columns except the (d 1 + · · · + d m−1 + 1)-st to (d 1 + · · · + d m )-th columns which are of the form
Moreover E ⊺ l P i has all zero rows except the (d 1 + · · · + d l−1 + 1)-th row which is of the form r j=l α j [ * , . . . , y i [l1], . . . , y i [l2], . . . , y i [lr]] where y i [lw] appears in the (d 1 + · · · + d w )-th place for 1 ≤ w ≤ r. Now comparing the upper most left corner of the (l, m)-th block matrix of both sides of (4.24) by using (4.23) we observe that if l = m we have 
We apply induction on i. Note that if m = l then the first part of (4.21) can be easily shown by using (4.25) as y 0 [lm] = 1 in this case. When m > l we assume (4.21) is true for y i [ln] where l ≤ n < m and i ≥ 0. Then using (4.26) we have that
(4.27)
Since y 0 [lm] = 0 we conclude that
(4.28)
Thus the equality in (4.21) follows from combining (4.27) and (4.28).
Lemma 4.29 (cf. Chang-Mishiba, [CM, Lem. 4.2.1] ). Let C be a composition array as in (1.3) and u = (u 1 , . . . , u r ) ∈ (T Σ \ {0}) r . Let also n l = |U l | be the nonnegative integer for 1 ≤ l ≤ r. If u l ∞ ≤ q s l q−n l q−1 for each 1 ≤ l < r, then (4.30)
Proof. We note that the matrix P i N d l −j E l has all zero columns except the (d 1 +· · ·+d l−1 +1)th column which is r j=l α j multiple of the (d 1 + · · · + d l−1 + j)-th column of P i . If i = 0 then the lemma holds. Assume by induction that the inequality (4.30) hold for i and we show that it also holds for i + 1. By (4.22) we have that (4.31)
We observe that E (i) N n+d l −j E l = 0 for n = j − 1. Moreover by the definition of N we have that N m−n = 0 for m − n ≥ d 1 . Therefore using the definition of the matrices E l and E we have
where we define the matrix P ′ i,l,n as the matrix whose (d 1 + · · · + d l−1 + 1)-th column is the (d 1 + · · · + d n−1 + d n )-th column of P i and all the other columns are zero. Thus taking l = n and j = d n in the inequality (4.30) and using induction hypothesis we see that
(4.32)
Thus using (4.31) and (4.32) we see that
which concludes the proof. 
. Then log G converges at x in T k Σ . Proof. The proof follows standard estimation in non-archimedean analysis. In particular since E l ∞ = q (n l +···+nr) , by Lemma 4.29 we have
(4.34)
But by the assumption on the element x when i goes to infinity, the last term in (4.34) approaches to 0 and that proves the statement in the proposition.
We define the special point v C,u corresponding to a composition array C and u = (u 1 , . . . ,
where the entry (−1) r−j u j . . . u r for 1 ≤ j ≤ r appears in (d 1 + · · · + d j )-th place. We continue with some notation. For any composition array
Furthermore, for any u = (u j , . . . , u i ) ∈ (T Σ \ {0}) j−i+1 , we defineũ := (u i , u i−1 , . . . , u j ).
Theorem 4.37 (cf. [CM17, Thm. 3.3.3] ). Let C be a composition array of depth r defined as in (1.3) and u = (u 1 , . . . , u r ) ∈ T r Σ . Assume further thatũ ∈ D ′′ C . Let G and v be defined as in (4.4) and (4.35) respectively corresponding to C and u. Then log G converges at v. Moreover for any 1 ≤ l ≤ r, the element in (d 1 + · · · + d l )-th place of log G (v) is equal to (−1) r−l Li * C l (ũ l ) where C l = σ U l ,...,σ Ur s l ,...,sr and u l = (u l , . . . , u r ).
Proof. We follow the technique in [CM17, Thm. 3.3.3] . By the assumption on the element u, the norm of the (d 1 + · · · + d l−1 + d l )-th coordinate of v is
Then by Proposition 4.33 we see that log G converges at v. Using Proposition 4.20 and the definition of v we see that the
4.4. The Construction of the Anderon A[t Σ ]-module G C . Let C be a composition array as in (1.3) such that wght(C) = w, dep(C) = r and type σ U i , and let u = (u 1 , . . . , u r ) ∈ (T Σ \ {0}) r for some r ∈ N. We recall the tuples (a l , C l , u l ) from Theorem 2.37 and without loss of generality for 1 ≤ l ≤ s, let C l be a composition array such that dep(C l ) = 1 and for s + 1 ≤ l ≤ n, let C l be a composition array whose depth is bigger than 1. Assume that dep(C l ) = m l . Let G l be the Anderson A[t Σ ]-module corresponding to the tuple (C l ,ũ l ) defined as in (4.4). We also recall the notation from §4.1 and set k ′ l = m l j=2 d lj for any 1 ≤ l ≤ n. It is easy to see from the definition that w = d l1 for 1 ≤ l ≤ n. Now define
Let us set k C := w + n l=1 k ′ l . Then we define the Anderson
Using the definitions of matrices G ′ l and G ′′ l we see that the Anderson A[t Σ ]-module G C can be rewritten as in (3.3) and therefore it has an exponential function exp G C : Mat k C (T Σ ) → Mat k C (T Σ ) which is everywhere convergent by Proposition 3.5.
Throughout the end of this section we aim to prove that exp G C is a surjective function. Now let k l := m l j=1 d lj = w + k ′ l for 1 ≤ l ≤ n. First we give the definition of the following map λ :
where the matrix Λ ∈ Mat k C × n l=1 k l (T Σ ) defined by the block matrix
is the i × j zero matrix. Before we prove our next lemma, it should be noted that we define the Anderson A[t Σ ]-module ⊕ n l=1 G l by (4.41)
Moreover its exponential function exp ⊕ n l=1 G l : Mat sw+ n l=1 k l (T Σ ) → Mat sw+ n l=1 k l (T Σ ) is given by
Lemma 4.42. We have
In other words, the morphism λ is an Anderson
Proof. Using the matrices given in (4.38), (4.40) and (4.41), we immediately see that
which proves the lemma.
Our next lemma introduces the relation between the matrix Λ and the functions exp G C and exp ⊕ n l=1 G l . Lemma 4.43. We have the following equality over Mat n l=1 k l ×k
. By the definition of ⊕ n l=1 G l we know that N w 2 = 0. Since Λ is invariant under the automorphism τ , by Lemma 4.42 we have that
Since Λθ Id k l = θ Id k C Λ, comparing coefficients of τ 0 and τ above, we see that Now let exp G C = i≥0 β 1,i τ i and exp ⊕ n l=1 G l = i≥0 β 2,i τ i . We claim that β 1,i Λ = Λβ 2,i for all i ≥ 0. We do induction on i. For i = 0, the claim holds. Assume that it is true for i. By (3.7) we have that
Moreover by the induction argument, (4.44), (4.45) and Lemma 3.4, for any 0 ≤ j ≤ 2w − 2 we have
2,i ). Thus the claim follows from (4.46)
Proof. Let G 1 , . . . , G s , G s+1 , . . . , G n be the Anderson A[t Σ ]-modules that are used to construct G C such that for 1 ≤ j ≤ s, G j = C ⊗w and G j = C ⊗w when j ≥ s + 1. Let y = [y 1 , . . . , y w , y s+1,w+1 , . . . , y s+1,k s+1 , . . . , y n,w+1 , . . . , y n,kn ] ⊺ be an arbitrary element in Mat k C ×1 (T Σ ). Let E ij ∈ Mat k i ×1 (F q ) be the column matrix such that j-th entry is 1 and the other entries are zero. We now define elements Y j ∈ Mat k j ×1 for different cases. If n ≥ w ≥ s, then we set
If n ≥ s ≥ w, we set
Finally, if w ≥ n ≥ s, then we define
By Corollary 4.18 and Proposition 4.19, exp G j is surjective for all j. So there exist elements
Thus by the definition of the map λ and Lemma 4.43 we see that λ(exp ⊕ n l=1 G l (x)) = λ(Y ) = y = exp G C (λ(x)) which gives the surjectivity of exp G C . 4.5. Proof of Theorem 1.7. In this subsection we give the proof of our following result and introduce an example.
Theorem 4.48. Let C be a composition array as in (1.3) of weight w. Let also I 1 be the set of indices i such that U i = ∅ and I 2 be the set of i's such that U i = ∅. Then there exist a uniformizable Anderson
Proof. We recall the construction of the Anderson A[t Σ ]-module G C from Section 4.4 and elements a l ∈ A coming from the tuples (a l , C l , u l ) in Theorem 2.37. By Proposition 4.47, we know that G C is uniformizable. We set Z l := log G l (vC l ,ũ l ) and v l := exp G l (Z l ) ∈ Mat k l ×1 (T Σ ). We define
Note that by Proposition 4.37, the w-th coordinate of Z l is equal to
Thus, using the definition of the map λ, we see that the w-th coordinate of Z C is equal to l a l (−1) dep(C l )−1 Li * C l (u l ). But by Theorem 2.37, we see that the sum is equal to i∈I 1 ℓ q rs i −s i rs i −1 b rs i (U i ) i∈I 2 Γ s i ζ C (C) which proves the first part. To prove part (ii), we use the equality (3.6) and Lemma 4.43 to see that exp G C (Z C ) = exp G C (λ((∂ G 1 (a 1 ) · Z 1 , . . . , ∂ Gn (a n ) · Z n ) ⊺ )) = λ exp ⊕ n l=1 G l ((∂ G 1 (a 1 ) · Z 1 , . . . , ∂ Gn (a n ) · Z n ) ⊺ )) = λ((G 1 (a 1 ) · exp G 1 (Z 1 ), . . . , G n (a n ) · exp Gn (Z n )) ⊺ ) = λ((G 1 (a 1 ) · v 1 , . . . , G n (a n ) · v n ) ⊺ ) = v C .
. Remark 4.49. One can observe that we can capture Chang and Mishiba's result [CM, Thm. 1.4 .1] by defining the composition array C as in (1.4).
Example 4.50. Let Σ = U = {1, . . . , n} and let L(χ t 1 . . . χ tn , s) be the Pellarin L-series defined as in (1.2). By Theorem 2.17, for any d ≥ 0, there exists a polynomial
such that
where r ≥ 1 is the smallest integer satisfying q r ≥ s. Choose β = (t 1 − θ) . . . (t n − θ) and set G := C ⊗s β . For any l, we define v l := (0, . . . , 0, u l ) and Z l := log G (v l ) which is a well-defined element in T s Σ by Theorem 2.17 and Proposition 4.33. Finally we set v := l≥0 G(θ l )·v l ∈ T s Σ and Z := l≥0 ∂ G (θ l ) · Z l ∈ T s Σ . Thus by the proof of Theorem 4.48, we see that
Appendix: Proof of Theorem 4.17
Throughout this section we let G be the Anderson A[t Σ ]-module defined as in (4.4). We should also mention that unlike the rest of the paper we use the notation G θ for the matrix G(θ) in (4.4) and G θ (f ) for G(θ)·f for any f ∈ Mat 1×k (T Σ ) in this section to avoid confusing notation.
5.1. Operators. We define the operators δ 0 and δ 1 which will be useful to prove our main result in this section.
Let
Furthermore for any f = a i τ i ∈ Mat k×d (T Σ [τ ]) we recall the definition of f * in §3.3 and define the map f * :
Then we state the following lemma whose proof can be given similar to the proof of [GP, Lem. 4 
diagram commutes with exact rows:
In particular, we have G θ δ 1 = δ 1 G * θ . 5.2. Division Towers. We start with a definition.
We now give the following theorem whose proof uses similar ideas as in the proof of [GP, Thm. 4.3.2] .
Theorem 5.3 (cf. G.-Papanikolas [GP, Thm. 4.3.2] ). Let x ∈ Mat k×1 (T Σ ) Then there exists a canonical bijection
Proof. Note that by the functional equation (3.6) we have
and G θ (exp G (∂ G (θ) −1 ζ)) = exp G (ζ) = x. We also see by Lemma 3.9 that for arbitrarily large n, we have exp G (∂ G (θ) −n ζ) ∞ = ∂ G (θ) −n ζ ∞ . So the sequence given as F (ζ) converges to 0 and is actually a θ-division sequence above x. Thus the map F is well-defined. For the injectivitiy, let us assume that exp G (∂ G (θ) −(n+1) ζ 1 ) = exp G (∂ G (θ) −(n+1) ζ 2 ) for some ζ 1 , ζ 2 ∈ Mat k×1 (T Σ ) and any n ∈ Z ≥0 . Then we have exp G (∂ G (θ) −(n+1) (ζ 1 − ζ 2 )) = 0. But by Lemma 3.9 we see that ∂ G (θ) −(n+1) (ζ 1 − ζ 2 ) should be equal to zero matrix for sufficiently large n. Thus, one can deduce by the invertibility of ∂ G (θ) that ζ 1 = ζ 2 .
We prove the surjectivity as follows. Let {f n } ∞ n=0 be a convergent θ-division tower above x. By the convergence of the sequence, there exists N ∈ N such that for any n ≥ N, f n is in the radius of convergence of log G . Now we set ζ = ∂ G (θ n+1 ) log G (f n ) for any n ≥ N. Then by (3.6) we have
Thus, our choice for ζ is independent of n. Therefore we have f n = exp G (∂ G (θ n+1 ) −1 ζ). Then for any n < N, we obtain by using (3.7) that f n = G θ N−n (f N ) = G θ N−n (exp G (∂ G (θ N +1 ) −1 ζ)) = exp G (∂ G (θ n+1 ) −1 ζ).
Thus we see that F (ζ) = {f n } ∞ n=0 . For the last assertion, we observe that for any n ≥ 0, ζ − ∂ G (θ n+1 ) exp G (∂ G (θ n+1 )ζ) = ∂ G (θ) n+1 j 1 β j ∂ G (θ) −q j (n+1) ζ (j) where exp G = j≥0 β j τ j .
Notice that for each j, ∂ G (θ n+1 )β j ∂ G (θ) −q j (n+1) ζ (j) ∞ → 0 as n → ∞ because by Proposition 3.5 we see that lim j→∞ β j ∞ R q j = 0 for any R ∈ R >0 . This implies that lim n→∞ ζ − ∂ G (θ n+1 )f n ∞ = 0.
Remark 5.4. We recall the definition of the row matrix m from Section 4.1 and Proposition 4.10. For any 1 ≤ j ≤ r, we have
We now consider the map δ 0 • ι : (Mat 1×r (T Σ [t], · θ ) → (Mat k×1 (T Σ , · ∞ ). Let h = [h 1 , . . . , h r ] ∈ Mat 1×r (T Σ [t]) be such that h i = ∞ j=0 h ij (t − θ) j and h ij = 0 for j ≫ 0. By the identification of T Σ [σ]-basis of G as vectors e ij as in Remark 4.8 and (5.5) we see that δ 0 • ι(h) = δ 0 (h 1 · m 1 + · · · + h r · m r ) = (h 1(d 1 −1) , . . . , h 10 , . . . , h r(dr−1) , . . . , h r0 ). (5.6) Lemma 5.7. Let h ∈ T Σ [t] be such that h = l j=0 h j (t − θ) j for some l ∈ N. Then h θ = sup{ h i ∞ θ i ∞ | i ∈ Z ≥0 }. Proof. Assume that h = l j=0 h j (t − θ) j = l j=0 g j t j for some g j ∈ T Σ . By the assumption on g j and h j , we see that g j = h j − j+1 j h j+1 θ j+1−j + · · · − l j h l θ l−j . Thus we obtain
On the other hand, again by the assumption, we have that h j = l i=j i j g i θ i−j . Thus similarly we have
which completes the proof.
Thus, using (5.6) and Lemma 5.7, we obtain δ 0 • ι(h) ∞ ≤ h θ . Therefore the map δ 0 • ι is bounded. By the fact that Mat 1×r (T Σ [t]) is · θ -dense in Mat 1×r (T Σ {t/θ}), we extend the map δ 0 • ι to a map D : (Mat 1×r (T Σ {t/θ}), · θ ) → (Mat k×1 (T Σ ), · ∞ ) of complete normed modules.
Theorem 5.8 (cf. G.-Papanikolas [GP, Thm. 4.4.6] ). Let G be the Anderson A[t Σ ]-module defined as in (4.4) and let (ι, Φ) be a t-frame for G. Moreover let h ∈ Mat 1×r (T Σ [t]) and assume that there exists a matrix g ∈ Mat 1×r (T Σ {t/θ}) such that g (−1) Φ − g = h. If v = δ 1 (ι(h)) ∈ Mat k×1 (T Σ ) and ζ = D(g + h), then we have exp G (ζ) = v.
Proof. The proof follows the ideas of the proof of Theorem 4.4.6 of [GP] . We first let g = ∞ i=0 where g i ∈ Mat 1×r (T Σ ) and define g ≤n = i≤n g i t i and g >n = i>n g i t i for n ≥ 0. Furthermore we set (5.9) h n := h + g ≤n − g (−1)
∈ Mat 1×r (T Σ ).
Observe that since g (−1) Φ − g = h, the second expression in (5.9) is a power series in t and divisible by t n+1 . But since deg t (g ≤n ) ≤ n, h n should be a polynomial in t. Moreover, deg t (h n ) ≤ max{deg t (h) − n − 1, 0}. Thus the degree of h n in t does not depend on n and therefore h n can be seen as an element of a free and finitely generated T Σ -module M of Mat 1×r (T Σ [t]). We now prove several claims. Claim 1 : The sequence {δ 1 (ι(h n ))} ∞ n=0 is a convergent θ-division tower above δ 1 (ι(h)).
Proof. Using Lemma 4.14 and Lemma 5.1, we see that δ 1 (ι(h n )) − G θ (δ 1 (ι(h n+1 ))) = δ 1 (ι(h n )) − δ 1 (G * θ (ι(h n+1 ))) = δ 1 (ι(h n )) − δ 1 (ι(h n+1 )G * θ ) = δ 1 (ι(h n ) − th n+1 ).
(5.10) From the definition of h n and using Lemma 4.14 we obtain δ 1 (ι(h n − th n+1 )) = δ 1 ι g n+1 t n+1
(−1) − g n+1 t n+1
= δ 1 σι g n+1 t n+1 − ι g n+1 t n+1
= δ 1 (σ − 1)ι g n+1 t n+1 = 0 (5.11)
where the last equality follows from Lemma 5.1(b). Thus (5.10) and (5.11) imply that δ 1 (ι(h n )) = G θ (δ 1 (ι(h n+1 ))) for n ≥ 0. Similar calculation as above also shows that G θ (ι(h 0 )) = v = δ 1 (ι(h)).
Recall the definition of the norm · σ from Section 3.3 and the norm · 1 from Section 4.2 to observe that since g n ∞ → 0 as n → ∞, we obtain g >n 1 → 0 as n → ∞. Moreover we have h n 1 ≤ max{ g (−1) >n Φ 1 , g >n 1 } = max{ g >n 1/q 1 Φ 1 , g >n 1 }.
Thus h n 1 → 0 as n → ∞. By [GP, Lem. 2.2.2] , the norms · 1 and ι(·) σ are equivalent on M and therefore ι(h n ) σ → 0 when n → ∞. Since the t-degree of h n is bounded indepedent of n, we can also see that the σ-degree of ι(h n ) is also bounded and say for arbitrarily large n, ι(h n ) = N j=0 a j σ j such that a j σ < 1. Thus we have (5.12)
Thus (5.12) implies that δ 1 (ι(h n )) ∞ → 0 as n → ∞ and therefore the sequence {δ 1 (ι(h n ))} ∞ n=0 is a convergent θ-division tower above v = δ 1 (ι(h)).
Claim 2 : We have lim n→∞ ∂ G (θ n+1 ) ∞ h n θ = 0.
Proof. Let us set h n = N 0 i=0 c i t i where c i ∈ Mat 1×r (T Σ ) and by the discussion in the beginning of the proof we know the existence of some N 0 ∈ N which is independent of n. We have from the definition of h n that
(5.13) But observe that g ∈ Mat 1×r (T Σ {t/θ} so g >n θ → 0 as n → ∞ which implies the claim together with (5.13).
Claim 3 : We have lim n→∞ ∂ G (θ n+1 )δ 1 (ι(h n )) = ζ.
Proof. Using the definition of h n , Lemma 4.14 and Lemma 5.1, observe that ζ = lim n→∞ δ 0 (ι(g ≤n + h)) = lim n→∞ δ 0 (ι(t n+1 h n + g (−1) ≤n Φ)) = lim n→∞ δ 0 (ι(t n+1 h n )) + δ 0 (σ(g ≤n )) = lim n→∞ δ 0 (ι(h n )G * θ n+1 ) = lim n→∞ ∂ G (θ n+1 )G * θ n+1 (ι(h n )) = lim n→∞ ∂ G (θ n+1 )δ 0 (ι(h n )) Therefore we need to show that lim n→∞ ∂ G (θ n+1 )(δ 1 (ι(h n )) − δ 0 (ι(h n ))) = 0. Observe that (5.14) δ 1 (ι(h n )) − δ 0 (ι(h n )) ∞ ≤ N j=1 a ⊺(j) j ∞ ≤ sup{ a j q j ∞ } ≤ ι(h n ) q σ .
Thus (5.14) implies that the claim is equivalent to showing that lim n→∞ ∂ G (θ n+1 ) ι(h n ) q σ = 0. Since for sufficiently large n, ι(h n ) σ ≤ 1, we have to show that lim n→∞ ∂ G (θ n+1 ) ι(h n ) σ . By the equivalance of of the norms · θ and ι(·) σ on M, the claim follows from Claim 2. Now by Claim 1, Claim 3 and Theorem 5.8 we see that exp G (ζ) = δ 1 (ι(h)) = v. Since Mat 1×r (T Σ [t]) is · θ -dense in Mat 1×r (T Σ {t/θ}), we can write hΨ = u + h so that u ∈ Mat r×1 (T Σ [t]) and h θ < 1. We also have that h (n) θ ≤ h q n θ holds for all n ≥ 0. Then the series H := ∞ n=1 h (n) converges to an element of Mat r×1 (T Σ {t/θ}) because h θ < 1.
