SUMMARY Image Registration can be seen as an optimization problem to find a cost function and then use an optimization method to get its minimum. Normalized mutual information is a widely-used robust method to design a cost function in medical image registration. Its calculation is based on the joint histogram of the fixed and transformed moving images. Usually, only a discrete joint histogram is considered in the calculation of normalized mutual information. The discrete joint histogram does not allow the cost function to be explicitly differentiated, so it can only use nongradient based optimization methods, such as Powell's method, to seek the minimum. In this paper, a parzen-window based method is proposed to estimate the continuous joint histogram in order to make it possible to derive the close form solution for the derivative of the cost function. With this help, we successfully apply the gradient-based optimization method in registration. We also design a new kernel for the parzen-window based method. Our designed kernel is a second order polynomial kernel with the width of two. Because of good theoretical characteristics, this kernel works better than other kernels, such as a cubic B-spline kernel and a first order B-spline kernel, which are widely used in the parzen-window based estimation. Both rigid and non-rigid registration experiments are done to show improved behavior of our designed kernel. Additionally, the proposed method is successfully applied to a clinical CT-MR non-rigid registration which is able to assist a magnetic resonance (MR) guided microwave thermocoagulation of liver tumors. key words: parzen-window method, normalized mutual information, medical image registration, optimization
Introduction
Given two medical images, fixed and moving images, denoted by f F and f M respectively, and a spatial transformation T(u) governed by the transformation parameter u, medical image registration is to seek a set of parameters u that is able to align the fixed and moving images. An optimization framework is usually applied to find the underlying alignment. A cost function I is firstly designed according to the assumption that it can achieve the minimum when the two images are registered. Then an optimization method is utilized to seek the optimal parameter u opt that is able to approach the minimum. Eq. (1) describes such an optimization framework.
During the past twenty years, there has been a lot of efforts on the research of image registration [1] , [2] . A lot of research have shown that mutual information is a good similarity measurement to design the cost function in image registration [3] , [4] . Since this information-theoretic method depends on the underlying probability information of the images rather than some specific assumed relationships on the image intensities, it is widely used for both the monomodal and multi-modal image registration. Although mutual information has good results in registration, the drawback of this method is that it is sensitive to the size of the overlapping region. If the overlapping region is small, mutual information may lead to mis-registration. A more robust similarity measurement, normalized mutual information is proposed to overcome this drawback in [5] . Normalized mutual information is calculated from the joint histogram of the fixed images and transformed moving images. In the current existing methods, only a discrete joint histogram is considered. The discrete joint histogram does not allow the explicit form of the derivative of the cost function to be available, so it is only possible to use some non-gradient based methods for the optimization in registration, such as hill climbing [5] and Powell's method [6] . In this paper, a parzen-window method is proposed to estimate a continuous joint histogram in order to make the normalized mutual information differentiable and make it possible to apply gradient-based methods for the optimization.
The parzen-window method [7] is able to estimate a continuous function from a set of discrete samples. Perhaps it was firstly applied to image registration by [16] , [17] . This method is widely known as the partial volume distribution (PV) method which can actually be considered as the parzen-window method using the first order B-spline kernel to estimate the joint histogram for mutual information. The close form solution of derivative for this method is given by [19] . Gaussian kernel is also used in the parzen-window based mutual information and the statistical gradient descent is adopted for the optimization in [8] . Cubic B-spline kernel is another method that can be applied to mutual informaCopyright c 2008 The Institute of Electronics, Information and Communication Engineers tion [9] ; and this method is applied to the non-rigid registration for CT and PET chest images in [10] . Although the parzen-window method has already been applied to mutual information, we find nobody who has applied it to the normalized mutual information.
Another contribution of this paper is that a second order polynomial kernel with a width of two is designed for this parzen-window based method. This kernel has good theoretical characteristics. Compared to Gaussian kernel, it has limited range and obeys partition of unity constraint [11] . Compared to cubic B-spline kernel, the designed kernel is an interpolator rather than an approximator [11] . Compared to the first order B-spline kernel, the smoothness of our kernel function is better. Because of these good characteristics, the designed kernel is able to make the parzen-window based normalized mutual information perform better, which is demonstrated by experiments of both rigid registration and non-rigid registration.
Additionally, the proposed method is successfully applied into a clinical case where the non-rigid CT-MR registration is done to assist of magnetic resonance (MR) guided microwave thermocoagulation of liver tumors. The organization of the paper is as follows. The parzen-window based normalized mutual information algorithm is described in Sect. 2 and the derivative is also given in this section. The second order polynomial kernel adopted in our algorithm is proposed in Sect. 3 and theoretical analysis is given to show the reason why it can make the parzen-window based normalized mutual information perform better. In Sect. 4, both of rigid registration and non-rigid registration are done to show the improved performance of our designed kernel in registration. The results of application of the proposed method to the clinical case are given in Sect. 5 . The details of the application and evaluation for this clinical case can be found in another paper of ours [18] . The last section is the conclusion.
Parzen-Window Based Normalized Mutual Information
Normalized mutual information is an entropy-based similarity measurement which is calculated from the joint histogram of a fixed image f F and a transformed moving image f M (T(u)). In this paper, a parzen-window method is proposed to estimate a continuous joint histogram in order to make the normalized mutual information differentiable. In this section, we first give the mathematical definition of the parzen-window method and then we describe how to use the parzen-window method to estimate the joint histogram. We also derive the derivative of the normalized mutual information in this section; however kernel selection of our method is described in Sect. 3.
Definition of Parzen-Window Method
Given a kernel function h(t), where h(t) ≥ 0, t ∈ R, h(t) dt = 1, and a set of N samples {x i } of a random variable X with the probability density function p(x), the parzen-window based estimate of p can be given by Eq. (2) [9] .
where ε is a strictly positive scaling factor that controls the width of the parzen-window h. It can be seen that the value of p es (x) is the summation of its surrounding samples weighted by the kernel h. If the surrounding samples are dense, p es (x) has a large value; while contrarily if the surrounding samples are sparse, p es (x) has a small value. Here, the constraint of h(t) ≥ 0 is to ensures that p es (x) does not have a negative value and we will observe this constraint throughout this paper. The underlying principle of parzenwindow method is as follows. When N is large (many samples are available), ε is made small, which leads to the scaling parzen window
to be a Dirac delta function. In this situation, the contribution of samples is local and p es (x) reflects more details. When N is small (few samples are available), ε is made large. In this situation, each sample supports a large region and p es (x) is smoothed.
In this paper, ε is set to be 1, since the 3D images provide enough samples. Additionally, we does not require the kernel to satisfy the constraint of h(t) dt = 1. In the parzen-window method, this constraint is to ensure p es (x) dx = 1, so we use a normalized coefficient to replace it here. Here, we rewrite the parzen-window method as Eq. (3).
where α is a coefficient which ensures p es (x) dx = 1.
Parzen-Window Based Estimation of Joint Histogram
Suppose the intensity of a pixel on fixed and moving images can be expressed by f F (x) and f M (x). Since the intensities of fixed and moving images usually have different magnitudes and dynamic ranges, especially for the multi-modal medical images, a linear scaling is used to first normalize the intensities to the same valid range. The joint histogram based on the parzen-window method can be expressed by Eq. (4).
where m and n are the normalized bins of the fixed and moving images respectively, α is a coefficient which ensures m n p(m, n|u) = 1 and it can be calculated by Eq. (5), x ∈ V means a set of sample pixels that can contribute for the estimation of the joint histogram in the overlapping region, h(x) is a kernel function and the method of choosing a proper kernel is described in Sect. 3, T is the transformation and its parameter is u, f L F and f L M are the least intensity values on the fixed and moving images respectively. Δb F and Δb M are the scaling factors of intensity on the fixed and moving images respectively. For normal medical data, Δb F and Δb M are set to the values that are able to normalize both of the ranges of intensities to 64 bins. The value of 64 was selected by experiment. If the normalized discrete bins are too few, the estimated joint histogram will be not accurate enough; however if the bins are too many, the computing cost is increased. Therefore, 64 bins are a good tradeoff for us. In a normal situation, 10-15% pixels inside the overlapping region are enough for the estimation of the joint histogram.
The fixed and moving marginal histogram, p F (m) and p M (n), can be calculated respectively by summing up the joint histogram with respect to the other intensity bins, shown by Eq. (6) and Eq. (7).
An unfortunate consequence of using the parzenwindow method is that the fixed marginal histogram p F (m) is explicitly relative to the transformation parameter u. The fixed image does not change with the variation of the parameter; however p F (m) is sensitive to u because of the coupling introduced by the separable parzen window h(x) [9] . One way to avoid this effect is to introduce the partition of unity constraint [9] , [11] , whose definition is given by Eq. (8) .
where Z is the set of integers.
With the partition of unity constraint, the fixed and moving marginal histogram can be simplified [9] , shown by Eq. (9) and Eq. (10) .
Based on the partition of unity, the coefficient can also be simplified as [9] , shown by Eq. (11) .
where num(V) means the number of the pixels used in the estimation of the joint histogram. Substituting Eq. (11) into Eq. (9) and Eq. (10), the fixed and marginal joint histogram can be calculated by Eq. (12) and Eq. (13) .
From Eq. (12), it can be seen that the fixed marginal histogram is not relative to the transformation parameter u with the help of partition of unity constraint.
Normalized Mutual Information and Its Derivative
According to [5] , the normalized mutual information is calculated from three entropies, shown by Eq. (14).
where H() is the Shannon's entropy. Given p(m) is the histogram of an image f , the entropy of the image can be cal-
Substituting the joint and marginal histogram to Eq. (14), the normalized mutual information can be rewritten in Eq. (15) .
Given the dimension of transformation parameter is n, the derivative of normalized mutual information can be expressed by Eq. (16) .
Each component of the derivative is given by Eq. (17) .
If the kernel used in the estimation of joint histogram obeys partition of unity, Eq. (17) can be simplified according to the fixed marginal histogram and the coefficient α does not depend on the parameter u. Eq. (18) can be obtained.
The detailed derivation from Eq. (17) to Eq. (18) can be found in Appendix A. The last term in Eq. (18) is the derivative of Eq. (4) with respect to a component of the parameters. After the successful applications of the chain rule, Eq. (19) can be obtained.
where
dt is the 1st order derivative of the kernel h and
is the gradient of the moving image. The last term in Eq. (19) is the partial derivative of the transformation.
It should be noted that the normalized mutual information is at maximum when the two images are aligned, so the negative normalized mutual information is actually used in registration in order to use it in the optimization framework, seeking the minimum of the cost function. Therefore, the negative sign is added to all the equations from Eq. (14) to Eq. (19) in an actual registration.
Analysis of Kernel Selection
Gaussian kernel [8] , cubic B-spline kernel [9] , [10] and the first order B-spline kernel [16] , [17] are applied to the parzen-window based mutual information in current literature; however, we find these kernels are not suitable in the parzen-window based normalized mutual information. A second order polynomial kernel function with the width of two is designed in this paper. We describe how to design it in Appendix B. It is found that this kernel has good characteristics, in theory, to ensure that the parzen-window based normalized mutual information works better. The definitions of the cubic B-spline kernel (β (3) (x)), the first order B-spline kernel (β (1) (x)) and our designed kernel (h(x)) are given by Eq. (20), Eq. (21) and Eq. (22) respectively. Their shapes are also shown in Fig. 1 . The Gaussian kernel is well known, so here its definition and shape are not given. It should be noticed that both of the first order B-spline kernel and our designed kernel are not differentiable at the three positions where x = 0 and x = ±1, since their left-and rightderivatives are not equal. Here, we define the derivatives of these two kernels to be left-continuous in order to make their derivatives exist at all positions.
In order to select a proper kernel for this method, four factors should be considered, which requires that the kernel should obey partition of unity constraint, has limited range, be an interpolator and smoothness. The first factor is that the kernel need obey the partition of unity. According to Sect. 2.2, the parzen-window based method for the estimation of joint histogram causes that the fixed marginal histogram is relative to the transformation parameter. This drawback can be eliminated by adopting a kernel with partition of unity constraint. Additionally, a kernel obeying partition of unity is also able to simplify the derivative of normalized mutual information, as what is shown in Sect. 2.3.
Second, it is better that the kernel has a limited range. Actually, the continuous joint histogram is generated by convolving the samples with a kernel in the parzen-window method. If the kernel has an unlimited tail, the computing cost is huge. Therefore, a kernel with the limited range is able to reduce calculations in the parzen-window method. Gaussian kernel has an unlimited tail. Although this drawback can be overcome by cutting off the tail with small values, Gaussian kernel does not obey partition of unity. This results in the Gaussian kernel not being used in our proposed parzen-window based normalized mutual information. The cubic B-spline kernel, the first order B-spline kernel and our designed kernel have the two above-mentioned properties. Although the cubic B-spline kernel is adopted for the parzen-window based mutual information in [9] , [10] , a drawback is that the cubic B-spline kernel does not satisfy the Eq. (23).
From the viewpoint of image interpolation, the Eq. (23) can distinguish interpolators and approximators [11] . A kernel obeying the Eq. (23) is called an interpolator; and it is called an approximator contrariwise. For image interpolation, an interpolator can guarantee that if the interpolated (continuous) image is resampled on the same image grid the result is the same as the original (discrete) image [11] . In other words, an interpolator prevents a bias to be added at the grid position during the interpolation.
This property is also important for our parzen-window based normalized mutual information. Although a continuous joint histogram is estimated in order to make the normalized mutual information differentiable everywhere, this continuous joint histogram should be resampled at bins grid for the calculations of both normalized mutual information and its derivatives. Just like image interpolation, if an approximator, such as the cubic B-spline kernel, is adopted in the parzen-window based method, the bias is added into the estimated (continuous) joint histogram at the bins grid. This causes the normalized mutual information to lose its original characteristics, invariance to the overlapping region.
In [5] , the authors used a simple model of rotation alignment (shown by Fig. 6 in [5] ) to demonstrate that the normalized mutual information was more robust than mutual information; and here we use the same model to demonstrate that in our parzen-window based method an approximator is not suitable. The detailed description of the model can be found in the appendix of the paper [5] . Figure 2 gives the response of the cost function with respect to the rotation angle when the overlapping region varies. Fov (Filed of View) is the parameter to show the variance of the overlapping region and its definition can be found in [5] . In Fig. 2, (a) is the response of the mutual information. It can be seen that when the overlapping region is small (Fov with a large value), mutual information can not achieve the maximal value when there is no rotated difference. Therefore, mutual information has failed in this situation. (b) gives the response of the normalized mutual information (NMI) when an interpolator is used as the kernel in the parzen-window based estimation. It can be seen that NMI calculated by an interpolator is able to overcome the drawback of the mutual information. (c) gives the response of the normalized mutual information when the cubic B-spline kernel is used. It can be seen that the cost function has the similar response as the mutual information. Therefore, we conclude that only an interpolator will make the parzen-window based normalized mutual information hold the overlapping-region-invariance characteristics and an approximator, such as cubic B-spline kernel, is not suitable for this method. The first order Bspline kernel and our designed kernel are interpolators.
Until now, both of the first order B-spline kernel and our designed kernel have the above-mentioned three characteristics. Is it possible to choose a better one from them? The answer is yes. We need choose the kernel that is able to make the normalized mutual information smooth enough to facilitate the gradient-based optimization method. The performance of gradient-based optimization methods is highly relative to the smoothness of the cost function. A smoothing function is able to help the gradient-based optimizer easier seek the global minimum and harder to be trapped into a local minima. The smoothness of our designed kernel function is better than the first order B-spline kernel function, so it can make the cost function smoother, which can be demonstrated by Fig. 3 . Figure 3 gives the negative responses of the parzenwindow based normalized mutual information with the translational misalignment when our designed kernel and the first order B-spline kernel are adopted respectively. A 2D proton density weighted (PDW) MR image is used in this simulated translational misalignment experiment. It can be seen that the cost function is smooth when our designed kernel is used; however the cost function has a lot of fluctuating peaks when the first order B-spline kernel is used.
The designed second order polynomial kernel may not the best one in the whole kernel-family; however it is simple and has better characteristics in theory, compared to Gaussian kernel, cubic B-spline kernel and the first order B-spline kernel. Therefore, we choose it for our proposed parzenwindow based normalized mutual information.
(a) Our designed kernel.
(b) The first order B-spline kernel. Fig. 3 Negative response of the parzen-window based normalized mutual information with the translational misalignment.
Experiments of Registration
Some registration experiments are given in this section. In Sect. 4.1, the T 1 -weighted (T 1 W) MR to T 2 -weighted (T 2 W) MR rigid registration experiments are done to compare the registration accuracy and time, when the three kernels, our designed kernel, cubic B-spline kernel and the first order B-spline kernel, are adopted in the parzen-window based normalized mutual information. We also compare the performances of Powell's optimization method [15] and regular step gradient descent [12] when our designed kernel is used for the normalized mutual information. In Sect. 4.2, a simple non-rigid registration experiment is given to show how the smoothness of a kernel can affect the results of registration. The first order B-spline kernel and our designed kernel are compared. The non-rigid transformation is the cubic B-spline based free-form deformation [10] , [13] and the optimization method is also the regular step gradient descent method.
T 1 W MR to T 2 W MR Rigid Registration
The First, we compare the registration accuracy and time when our designed kernel, cubic B-spline kernel and the first order B-spline kernel is adopted in the normalized mutual information. In the experiment, the intensities of the MR images are normalized to 64 bins, trilinear interpolation method is adopted and 15% pixels in the overlapping regions are used for estimation of joint histogram. Additionally, a three-level Gaussian pyramid is used in the registration and the initial values for all the registration are the same (0 mm for all the translations and 0 o for all the rotation angles). Regular step gradient descent method is used as the optimization method [12] , which is based on the traditional gradient descent method. It searches the minima along the opposite direction of the gradient. It differs from gradient descent in that the searching step length will be halved when the angle formed by the two consequent gradients is larger than 90 degree. This adaptive strategy makes the regular step gradient descent easier to find the minima. The detailed description of this method can be found in [12] . The experiment is done on a desktop with Pentium 4 3.0 GHz CPU and 1 G Bytes RAM memory. The codes are based on the ITK framework [12] , and the program is run using Visual C++ 6.0.
The registration results are given in Table 1 . Here, we list the mean and deviation values for each component of the translations (T x , T y , T z ) and rotations (θ x , θ y , θ z ). It can be found that our designed kernel is able to achieve the best registration accuracy and need less registration time. All the 25 rigid registrations are successful when our designed kernel is used; however there are one and three failure registrations respectively for the cubic B-spline kernel and the first order B-spline kernel. Here, we define the registration fails when it can not achieve the sub-pixel accuracy. Compared to the cubic B-spline kernel, our designed kernel obeys Eq. (23) and its range is less. These two theoretical advantages ensure the normalized mutual information work properly and faster. Compared to the first order B-spline kernel, the smoothness of our designed kernel is better. This property ensures the cost function is smoother and makes the optimization hard to be trapped in local minimum, so our designed kernel is able to obtain more accurate results than the first order B-spline kernel. Although the computing cost of each iteration is the same for the two methods in theory since the two kernels have the same range, the fluctuating cost function needs more iterations to converge. Therefore, the first order B-spline based normalized mutual information requires more time to finish registration. Additionally, it also can be seen that the cubic B-spline kernel performs better than the first order B-spline kernel from Table 1 . Although the cubic B-spline is not considered to be a suitable kernel, it can still make the normalized mutual information achieve the maximal value at the registered position when the overlapping region is not very small (See Fig. 2 (c) , when Fov is not very large). In this experiment, the overlapping region is not very small. Although registration failure also exists for the cubic B-spline kernel, it still performs better than the first order B-spline kernel since it makes the cost function smoother.
Another experiment for these data is that we compare the performances of Powell' method and regular step gradient descent method when our designed kernel is used. The experiment conditions are the same as the experiment of comparing the three kernels. The registration results are listed in Table 2 .
It can be seen that both of the methods can achieve similar registration accuracy from Table 2 , since the registration for all the data are successful; however the computing cost for Powell's method is more than two times than the regular step gradient descent. Powell's method only needs to evaluate the cost function rather than its gradient. It uses 1-dimension linear searching to seek the minimum along the mutually conjugate directions. But the Powell's method needs N iterations of 1-dimensional linear searching to construct one conjugate direction every time (N is the dimension of the parameter). This direction construction makes the Powell's method run slowly, especially when the transformation parameter has large dimension. It should also be noted that here we only use a very simple gradient-based method and if some advanced gradient-based method, such as conjugate gradient descent [15] , the computing cost of the registration can be further reduced.
Non-rigid Registration
In this section, a simple non-rigid registration is done to show how the smoothness of the kernel is able to affect the result of registration. In this experiment, a cubic Bspline kernel based free form deformation (FFD) [10] , [13] is adopted as the transformation. The 2D FFD model is parameterized by the coefficients of a set of sparse, uniformlyspaced control points.
T be the spacing of the control points along each axis, the position of a control point can be expressed by
T , where i and j are the sequence numbers of the control points. Given the coefficients of the control points denoted as
T , the deformation of each point can be calculated from these coefficients by cubic B-spline interpolation, according to Eq. (24). , for the calculation of the gradient of normalized mutual information.
T(x)
Two simulated simple 2D images with the 128 × 128 pixels are used for the non-rigid registration, shown by Fig. 5 . The rectangle is tried to be deformed to the "C" shape. The parzen-window based normalized mutual information is used as the similarity measurement. Here, we The first row: the first order B-spline kernel. The second row: our designed second order polynomial kernel.
Fig. 6
Non-rigid registration results for parzen-window based normalized mutual information using the first order B-spline kernel and our designed second order polynomial kernel.
compare the first order B-spline kernel and our designed kernel. Three levels of uniform-spacing grids are used. The resolutions of the grids are 5 × 5, 10 × 10 and 15 × 15. Registration is first done from the coarse grids to the fine grids. Results on the coarse grids are used as the initial values for the registration on the following fine girds [10] . Since the simulated image size is too small, all the pixels are used to estimate the joint histogram to ensure the estimation is accurate. The optimization method is still the regular step gradient descent and the terminating parameters for the optimizer are all the same. Figure 6 gives the non-rigid registration result for the parzen-window based normalized mutual information using the first order B-spline kernel and our designed second order polynomial kernel respectively. All the results of the three-level non-rigid registration are given. Although both of the methods are able to give satisfactory deformation results, our designed kernel based registration is able to give larger deformation on all levels of the grids. Since our designed kernel is smoother, the parzen-window normalized mutual information is smoother. This smoothness allows it to avoid the local minima in optimization. Therefore, this experiment illustrates that a smoothing similarity measurement is important for image registration.
Application on Real Clinical Case
The proposed parzen-window based normalized mutual information is successfully applied on a real clinical case. It is applied to the CT-MR non-rigid registration which is able to assist the MR guided microwave thermocoagulation of liver tumors. In this interventional therapy, a 0.5T open-MR scanner is utilized to collect abdominal 3D images. Because of the lower magnetic field and various different surgical conditions, sometimes tumors can not be visualized clearly on MR images. From some pre-operative high-contrast images, such as CT, tumors can be easily identified. A registration is desirable to align these two images together in order to transform the tumors on the pre-operative image to the MR image for the assistance of the MR-guided surgery. In this registration, the proposed parzen-window based normalized mutual information is adopted as the similarity measurement. The kernel of this parzen-window method is our designed second order polynomial kernel. Since different conditions of the two image acquisitions cause significant non-rigid motions of livers, a transformation model combined both rigid transformation and cubic B-spline kernel based FFD is used to estimate the non-rigid motion. The rigid registration is done first and the result is the initial value for the following FFD-based non-rigid registration. The regular step gradient descent method is adopted as the optimization method for the rigid registration and L-BFGS-B [20] method is for the optimization of the non-rigid registration. Some pre-processing should be done before registration. The data should be smoothed to eliminate noise and the liver should be segmented out from both MR and CT images. The segmentation is done manually. The detailed implement of the non-rigid registration is given by our other paper [18] . FOV; while the data for the other three patients (all of them belongs to Set 1) has 60 slices with 3 mm thickness and its in-plane dimension is 0.582 mm × 0.582 mm with a 300 × 300 mm 2 FOV. Figure 8 gives the registration results. The segmented liver on CT volumes is transformed back to the coordinate system of MR volumes according to different registration results, and then overlaid on MR volumes. (a) are the results based on rigid registration and (b) are the results based on non-rigid registration. It can be seen that liver transformed according to rigid registration differs a lot from its counterpart in MR volume; however for the non-rigid registration the transformed liver looks similar with the liver on MR image. We also use data Set 1 to objectively evaluate the registration accuracy. We calculate the boundary distance between the tumors on MR image and the transformed CT tumors. The average distances of the tumor boundaries for non-rigid and rigid registrations are 1.45 mm and 3.4 mm respectively. This registration accuracy is enough for the MR guided surgery. The detailed description of the evaluation can be found in our other paper [18] .
Conclusion
Normalized mutual information is a robust similarity measurement in image registration; however since only the discrete joint histogram is considered in the traditional calculation method, there is no close-form solution of the derivative and the gradient-based optimization methods can not be used. In this paper, a parzen-window based normalized mutual information algorithm is proposed. This method is able to estimate a continuous joint histogram, so the normalized mutual information is differentiable. The derivative of normalized mutual information is derived in this paper. We also design a new kernel for the parzen-window based method. Our designed kernel is a second order polynomial kernel with a width of two. This kernel has good properties on four aspects in theory. It obeys the partition of unity and has a limited range of only two. It is an interpolator and a smoothing kernel. Because of these properties, it can make the normalized mutual information perform better than the other kernels widely used in existing parzen-window based method, such as cubic B-spline kernel and the first order Bspline kernel. Experiments of both of the rigid registration and non-rigid registration demonstrate the better behaviors of our designed kernel. Rigid registration is done on the 25 sets of simulated T 1 W MR to T 2 W MR image pairs. Experiments show that our designed kernel is able to make the registration more accurate and faster compared to the cubic B-spline kernel and the first order B-spline kernel. In the FFD-based non-rigid registration, the experiment shows that our designed kernel is able to obtain better registration results than the first order B-spline kernel. We also compare the regular step gradient descent optimization with Powell's method on the 25 sets of data in rigid registration. It is found that the registration accuracy for the two optimization methods are similar but the gradient-based method can save more than 50% computing costs. The proposed parzenwindow based normalized mutual information is also successfully applied to a CT-MR non-rigid registration in order to assist the MR-guided microwave thermocoagulation of liver tumors. The detailed description of this application can be found in our other paper [18] . Additionally, it should be mentioned that it is also a good idea to use the third order polynomial function to design the kernel and we will do this in our future work.
We want to design a symmetrical, h(x) = h(−x), and nonnegative, h(x) ≥ 0, kernel function considering the four factors described in Sect. 3. Since the kernel is symmetrical, we can only consider the right-side part, where x ≥ 0.
First, we need to choose the kernel with a limited range. Here, we set its range to be 2, where |x| ≤ 1. This choice is because we hope the kernel's width is as narrow as possible in order to make the calculation of normalized mutual information more efficient. For example, kernels with the width of two can save nearly half of the computing cost compared to the kernels with the width of four in theory. Second, according to the factor that the kernel should be an interpolator, we get h(0) = 1 and h(±1) = 0. Third, the partition of unity constraint can be rewrite as h(d) + h(d − 1) = 1, where 0 ≤ d < 1, since we assume the kernel has a width of two. Considering h(x) = h(−x), we can further get Eq. (A· 6).
Substituting d = 0.5 into above equation, we get h(0.5) = 0.5. In the design, we divide the right side of the kernel h(x) into two parts, which are h 1 (x) and h 2 (x) shown by Fig. A· 1 . In the following, h(x) is denoted as the whole kernel, h 1 (x) is denoted as the partial kernel defined from 0 to 0.5, and h 2 (x) is for the other partial kernel from 0.5 to 1. Now, the partition of unity constraint can be rewritten further as Eq. (A· 7). It can be seen that if either h 1 (x) or h 2 (x) is determined the other one can be calculated according to Eq. (A· 7). So we only need design either of the two parts. Additionally, we can also obtain the boundary conditions of h 1 (x) and h 2 (x) from Eq. (A· 7). Calculating the derivatives with respective to d at both sides of either the equation of Eq. (A· 7), we can obtain Eq. (A· 8). In this paper, we use the second order polynomial to design h 1 (x), where h 1 (x) = ax 2 + bx + c, since its smoothness is better than the first order polynomial function. There are three unknown parameters; however until now we only explicitly know two boundary conditions which are h 1 (0) = 0 and h 1 (0.5) = 0.5, so we need one more condition. A common idea is to use the C1-continuity constraint to get the new boundary condition; however this can make the registration fail in some situations. We explain this problem as follows. Supposing the C1-continiity constraint is used, since the kernel already obeys C1-continuity at the position where x = 0.5, the constraint only need to be applied at the position where x = 0. Since the kernel is symmetrical, h 1 (0) should be 0 in order to satisfy this constraint. So the derivatives of the kernel h(x) are equal to be 0 at all the integral positions (x ∈ Z), considering that the kernel is symmetrical and h 1 (0) = h 2 (1). This causes disasters for registration in some extreme situations. In the calculation of the derivative of the normalized mutual information, the term f racdh(t)dt where t = n − . This causes the derivative for the normalized mutual information to always be 0. Therefore, the gradient-based optimization can not be started and registration fails. In order to avoid this kind of danger, we can not consider C1-continity at the position x = 0 to design the kernel.
Here, we let h 1 (0) = −0.1 to be the new boundary condition. This condition is determined based on experiments. So the partial kernel h 1 (x) = ax 2 + bx + c can be determined with the boundary conditions which are h 1 (0) = 0, h 1 (0.5) = 0.5 and h 1 (0) = −0.1. Then the other partial kernel h 2 (x) can be calculated by Eq. (A· 8) and the whole kernel h(x) can be determined.
It should be noticed that the kernel h(x) shown by Eq. (19), we let the derivatives to be the left-ones at these three positions. In other words, we define the derivative of the kernel h(x) to be left-continuous.
It is also a good idea to use the third order polynomial function to design the kernel since it may make the smoothness of the cost function better. In this paper, we choose the second order polynomial kernel function because it is simpler. Additionally, the second order polynomial kernel achieves good results in the experiments, so we think it is enough for our problems. 
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