Experimental studies have revealed that the refinement of early, imprecise connections in the developing visual system involves activity in the retina before the onset of vision. We study the evolution of initially random unidirectional connections between two excitable layers of FitzHughNagumo neurons with simulated spontaneous activity in the input layer. Lateral coupling within the layers yields synchronous neural wave activity that serves as a template for the Hebbian learning process, which establishes topographically precise interlayer connections. © 2001 American Institute of Physics. ͓DOI: 10.1063/1.1345726͔
I. INTRODUCTION
During the development of the brain, genetically encoded chemical markers provide the initial guidance for neural connections, which produces a diffuse distribution of synapses that only broadly overlaps the locations necessary for normal neural function. 3 The onset of synaptic activity coincides with a rapid reorganization of the connections into a topographically precise neural network. 2 In the visual pathway, for example, the unscrambling of initially imperfect connections in the optic nerve requires some form of visual input. 4, 5 Before the onset of vision, such input is likely provided by spontaneous, endogenous wave activity in the retina. 6 Retinal waves 7 and excited LGN domains 2,8 define regions of correlated activity. Together with ''coincidencedetecting mechanisms,'' 9 which reinforce connections among coactive cells, these processes direct the organization of circuits in the brain and the refinement of the early connection scheme.
2 However, the exact mechanism by which neural activity is translated into long-term structural changes in the neural connections remains obscure.
2, 10, 11 In this paper, we introduce a simple idealized model to explore the evolution of neural topographic organization in light of recent findings in neurobiology on the developing visual system. Our model is comprised of two excitable layers of FitzHugh-Nagumo neurons, 12 with initially random unidirectional ͑synaptic͒ coupling between the layers and diffusive coupling within the layers. These two layers correspond to an idealization of the retina and the LGN. Spontaneous retinal waves move very slowly, which suggests that they arise from slow extracellular diffusion of excitatory substances or the diffusion of messenger molecules through intercellular junctions. 7 The activity of neighboring cells in the LGN relies on second messengers that diffuse through gap junctions. 2 We find that this lateral diffusive coupling within the layers, together with spontaneous activity in the source layer, yields synchronization of wave activity between the layers. We explore how these synchronous patterns of activity serve to direct the topographic organization of the interlayer connections. The behavior found in this model resembles that observed in the developing visual system and, possibly, in other parts of the brain that involve topographic projections between neural layers.
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II. MODEL
Our model consists of two weakly coupled onedimensional layers of 128 FitzHugh-Nagumo neurons. 12 Within the input (I) layer and the output (O) layer, the model neurons are coupled diffusively. Synaptic transmission between the layers is introduced as unidirectional excitatory connections from each element I i to every element O j , i, jϭ1,2 . . . N, with the efficacy W i j and the Heaviside function ⌰(•) as the activation criterion
The dynamical variables u ͑U͒ of the input ͑output͒ layer can be roughly identified with the membrane potential, and v ͑V͒ accounts for the recovery processes. The model parameters a I , a O , and b regulate the excitability of the source and target layers, ⑀ determines the time scale of the recovery process, and c controls the coupling strength. Activation from the input layer facilitates wave propagation in the output layer; we therefore decrease the excitability in O, with a O Ͼa I , in order to obtain wave propagation with similar velocities in both layers. The diffusion constants in both layers, D I and D O , are assumed to be equal, and the corresponding Laplacian operator ⌬ acts on u j as ⌬u j ϭu jϩ1 ϩu jϪ1 Ϫ2u j .
Initially, the normalized distribution of weights,
, is chosen randomly with a controlled bias toward the topographically correct locations, reflecting the nature of the initial scheme of connections in the biological system
where i j , i, jϭ1,2 . . . N, represents a random number, uniformly distributed in the interval ͓0,1͔, and n j is the normalization factor. The parameter s controls the width of the weight distribution, and the function g( j) determines the distortion in the initial layout of neural connections. We arbitrarily choose g( j)ϭ10sin(2j/N), which yields an asymmetric weight distribution around the diagonal, as shown in the first panel of Fig. 1 . In additional numerical studies designed to yield insights into the unscrambling process of interlayer neural connections, we also consider a perfect initial weight distribution corresponding to one-to-one connections, with W i j 0 ϭ␦ i j , where ␦ i j , i, jϭ1,2 . . . N, represents the Kronecker delta function, as well as a completely random distribution of white noise, with
Sporadic spontaneous activity in the input layer I is simulated by the excitation of a randomly located I neuron every initiation time . For any initial distribution W i j 0 there exists a critical coupling strength c K , determined numerically, such that a wave in the input layer can initiate a wave in the output layer for cуc K . We subsequently refer to this type of wave initiation as dynamical initiation.
Plasticity of the neural connections is assumed to follow a Hebbian learning rule
which is realized by a small constant increase k in the connection efficacy W i j during simultaneous excitations of neurons I i and O j . The normalization of the weights is maintained by an exponential decay of W i j , represented by the second term of ͓Eq. ͑3͔͒. Normalization accounts for the ''unlearning'' and other negative feedback processes that are not explicitly incorporated into the model. 13 In our simulations, different types of normalizations did not reveal any qualitative changes in the organization process.
III. RESULTS
The evolution of the connection efficacies W i j , according to Eqs. ͑1͒-͑3͒, is shown in Figs. 1͑a͒-1͑f͒ . After about 50 wave initiations, the initially imprecise distribution of interlayer neural connections converges to a roughly continuous line in the weight matrix, which dominates the connection architecture due to its connection strength. The maximum efficacy increases from an initial value of 0.04 to about 0.10 after 50 wave initiations and stabilizes around an asymptotic value of 0.16 after 200 initiations. A representative cross section of the weight matrix, W 64,j and j ϭ1,2 . . . 128, for an input neuron, iϭ64, before and after topographic organization is shown in Fig. 2 . This figure shows the change in the distribution of weights W i j of the connections originating from a single source neuron. The convergence, together with the global coupling strength ͓Eqs. ͑1͔͒, determines the saturation of the excitation reaching the output layer and, correspondingly, of the asymptotic velocity of the O wave.
The convergence of efficacies to a topographically ordered scheme of connections can also be characterized by the average width of the weight distribution converging to a single output neuron. The normalized entropy of the connections, HϭϪ͚ i, jϭ1 N W i j logW i j /(NlogN), decreases from H ϭ0.94 to an asymptotic value of 0.68, around which it fluctuates. ͑This rather large value of entropy for the asymptotic connection distribution is due to the numerous connections with a comparatively small efficacy-in addition to the pre- ferred connections.͒ If the weight distribution is approximated with a Gaussian profile, then these entropies correspond to ϭ24 and ϭ6.5, respectively.
The unscrambling process of the interlayer neural connections is also demonstrated in the projected photographic images, Figs. 1͑g͒-1͑l͒. A known pattern, Fig. 1͑m͒ , is applied to the I layer and the excitation reaching the O layer is calculated. Individual lines of a photographic image are used as input patterns, and the output is reassembled into a twodimensional array, allowing a visual determination of the extent of scrambling in the transmission from I to O. The rapid initial convergence of the connection matrix is accompanied by a striking increase in image quality. With further wave initiations, the image is stretched due to a steepening of the preferred line in the connection matrix. We note that a dynamical adjustment of excitability in the output layer with increasing topographical order ͑for example, decreasing the coupling strength c with an increase in the maximum connection strength͒ can reduce the stretching such that the scale of the original image is preserved. Figure 3 shows the weight matrices and the corresponding projected images of a calculation analogous to that shown in Fig. 1 but with no lateral coupling in the output layer, i.e., D O ϭ0. In contrast to the case with lateral coupling, the weight matrices are now characterized by disconnected line segments along the initial structure of preferred connections in W i j 0 . These line segments arise from localized excitations in O, which exist for a short time but are unable to propagate. The convergence of the unscrambling process is much slower than in the case with lateral coupling, Fig. 1 , and no clear asymptotic image is exhibited, although the scale of the projected image is preserved.
A comparison of Figs. 1 and 3 demonstrates the importance of lateral coupling. Without lateral coupling, we observe the selection of the strongest connections from the initial distribution. With lateral coupling, the final connections do not necessarily correspond to the strongest initial connections or even to the locations of the maxima in the original distribution.
We further contrast the unscrambling process with and without lateral coupling by considering a completely random initial weight distribution. With no lateral coupling, the disconnected line segments in the weight matrix do not align along the diagonal but are randomly distributed over the entire matrix, which yields no convergence of the image. With lateral coupling, we find multiple structures of preferred efficacies that are caused by the random connection neighborhoods of excited neurons in I and by multiple dynamical initiations in O during the I wave propagation. These multiple structures interact in a complex way to merge to a small number of surviving structures. The tendency for multiple structures in the weight matrices decreases for less random initial distributions W i j 0 ͓Eq. ͑2͔͒. We further note that the unscrambling process is robust over a range of dynamical parameters. However, if the initiation time is reduced such that multiple waves can coexist in the input layer, we find a complex interaction ͑generation and annihilation͒ of preferred structures, which is not considered here.
IV. DISCUSSION
A. Single initiation
The effect of the excitatory input on wave propagation in O depends on the location of the I wave and the corresponding local interlayer connectivity. Figures 4͑a͒-4͑d͒ show the change in the weight matrix for different coupling strengths when a wave is externally initiated in both I and O. The update matrix,
reflects the interlayer connections, which are updated due to the propagation of these waves, Figs. 4͑e͒-4͑h͒. With no coupling, cϭ0, the independently propagating waves in I and O give rise to changes in connections that are aligned in the form of crosses in the weight and update matrices. The center of the cross corresponds to the wave initiation locations, and the angles between the arms depend on the ratio of the propagation velocities in the layers. For weak coupling, cϭ1, which is much smaller than the critical coupling strength c K for dynamical initiation, the excitatory input gives rise to waves propagating farther in O with a slightly higher propagation velocity, reflected by the steeper arms of the corresponding crosses in the weight and update matrices. When the coupling strength is increased to cϭ6, the stronger excitatory input clearly influences the wave propagating in O to the left, Fig. 4͑k͒ . This wave exhibits a sharp increase in velocity close to the initiation due to the strong connections between I and O activated by the propagating input wave. This is reflected in the update matrix by an almost vertical shift in the upper arms of the cross, Fig.  4͑g͒ . The accelerated wave then relaxes to a constant propagation velocity with the comparatively smaller excitatory inputs and continues its motion in apparent synchronization with the wave in I. This propagation velocity is slightly higher than the velocity of the wave propagating to the right, since the average excitatory input is larger for the leftpropagating wave. This can be seen by comparing the weight and the update matrices, Figs. 4͑c͒ and 4͑g͒. For an even higher coupling strength, cϭ9, which is larger than c K for these wave initiation locations, the left-hand region of the medium quickly becomes excited and a secondary wave, initiated in O near the left medium boundary, is annihilated, Fig. 4͑l͒ . For this coupling strength, there is no regular wave propagation to the left, although wave propagation to the right remains relatively unaffected. This is reflected by the distorted cross-like structure in the weight and update matrices, Figs. 4͑d͒ and 4͑h͒.
These outcomes demonstrate the existence of a small range in the coupling strength for which the waves in O can be entrained by the waves in I. Connection strengths below this regime do not have a significant influence on the motion of O waves, and higher connection strengths result in simultaneous excitations in O that disrupt orderly wave propagation.
The unscrambling process of interlayer connections in Figs. 1 and 3 is determined by a sequence of single, randomly located wave initiations in I and the corresponding dynamically initiated waves (cϾc K ) in O. Consequently, the distortions in the update matrices described above often prevent the asymptotic formation of a single topographically ordered structure ͑a straight line͒ in the weight matrix. The splitting of a single structure is observed, where multiple initiations occur during the transient time such that structures with different slopes ͑propagation velocities͒ develop. The tendency for multiple structures in the weight matrix becomes more pronounced with flatter initial distributions of the weights W i j 0 , i.e., for larger distribution widths s in Eq. ͑2͒. Nevertheless, we often find a rapid convergence of the weight distribution to a straight line ͑as in Fig. 1͒ arising from an interplay of the two mechanisms discussed below.
B. Synchronization by dynamical initiation
The asymptotic weight matrix is generated by a sequence of single, random wave initiations in I and is therefore determined by a superposition of the associated update matrices. This topographic organization is governed by the local connection scheme, which favors dynamical wave initiations in O at locations j with a comparatively large efficacy W i j . Consequently, a feedback loop arises from an enhancement of active connections due to Hebbian reinforcement and dynamical initiation of O waves along preferred structures in the weight matrix, which together yield synchronization of the O wave initiations with the I wave.
As an example, consider the extreme situation where the evolution occurs with a completely random initial weight distribution and no interlayer coupling (cϭ0). We also assume that the randomly excited input neuron I i activates the output neuron O j with the largest connection strength W i j . After a single initiation, a preferred cross structure appears in the weight matrix, and further wave initiations occur on this structure with a much higher probability than elsewhere. Generally, the location of the initial cross structure and the final preferred structure in the weight matrix depends on the noise realization. Initial correlations in the weight matrix can strongly influence the location of the final structure, while the weak interlayer coupling ͑for cϽc K ͒ affects only the slope of the final structure. For initial distributions of Eq. ͑2͒ with different widths, s͓0.001,20͔, and different couplings, c͓0,5͔, we find two preferred structures in the transient time, which arise from the two humps of the initial sinusoidal correlation. Since one structure is enhanced at the expense of the other, due to normalization of the weight matrix, a single preferred line-like structure typically survives. We also note that curved transient structures in the weight matrix are straightened as a consequence of the superposition of the update matrices, each of which exhibits a cross-like preferred structure. Further, the maximum connection strength saturates at a value significantly smaller than unity, which reflects a high degree of complexity in the asymptotic connection architecture. Simulations also reveal that an increase or decrease in the learning rate k yields less stable preferred structures, since connections on the transverse arms or in the background become relatively strong. 
C. Focusing by wave-to-wave entrainment
Propagating waves in O are accelerated by the excitatory input from the source waves in I, giving rise to entrainment of the wave activity in the two layers, 14 and consequently to the unscrambling of the interlayer neural connections. Waveto-wave entrainment is particularly relevant for wave initiations close to a preferred structure in the weight matrix. As an illustration, we consider an initial connectivity that is oneto-one (W i j 0 ϭ␦ i j , i, jϭ1,2 . . . N͒ and exclude synchronization by dynamical initiation. We assume a coupling strength smaller than the critical value for dynamical initiation, c Ͻc K , and initiate the I and O waves randomly, but close to the preferred structure in the weight matrix.
The entrainment of wave activity in I and O gives rise to ''focusing'' in the weight matrix, as shown in Figs. 5͑a͒ and 5͑b͒. Compared to the case with no interlayer coupling, c ϭ0 in Fig. 5͑a͒ , weak coupling yields convergence in the connectivity, Fig. 5͑b͒ , and a significantly better output image, Fig. 5͑f͒ . This holds when the wave initiations are close to the preferred structure, where the displacement of the randomly chosen initiation locations in I and O is smaller than 5 and 10, respectively. For ϭ10, we find convergence to a double line-like preferred structure, Fig. 5͑d͒ , that corresponds to an image and its shadow, Fig. 5͑h͒ . The double structure evolves into a single structure when increasing the coupling strength above the critical value c K to cϭ1. If we do not restrict the random locations of the wave initiations in O, we find an increasingly homogeneous distribution of weights, reflecting an increasingly imprecise connection topography. Figure 6 shows representative examples of the weight matrices following the propagation of a single wave in both layers for cases where the initiation locations are close to each other, р10. If both waves are initiated at the same location in each layer, ϭ0 in Fig. 6͑a͒ , the weak interlayer coupling yields a localized excitatory input that moves synchronously with the I wave and alters the O wave velocity such that the waves become entrained. In this case, the crosslike structure in the update matrix coincides with the diagonal in the weight matrix. For a small initial displacement of both waves, ϭ5 in Fig. 6͑b͒ , the wave-to-wave entrainment becomes more apparent. After the waves propagate over a distance of about 10 neurons, they become locked together. For a larger initial displacement, ϭ10 in Fig.   6͑c͒ , the interaction distance where entrainment becomes possible is attained after a comparatively longer propagation time, during which both waves propagate independently, each with its own velocity. Initiations can generate substructures in the weight matrix that are close to the diagonal but exhibit a slope that is determined by uncoupled wave propagation. These substructures are enhanced during the evolution of the weight matrix due to the Hebbian learning such that the structure along the diagonal becomes distorted at the upper and lower ends, which eventually gives rise to a splitting into two line-like structures, Fig. 5͑d͒ . This double structure, however, yields a clearer image than in the case of no coupling, cϭ0 in Fig. 5͑c͒ .
A numerical stability analysis of the wave-to-wave entrainment is shown in Fig. 7 . For different initial displacements of the source and target waves, the target wave velocity as a response to the excitatory input is calculated during the wave propagation between two neighboring neurons. The entrainment is characterized by a stable (s) and an unstable (u) steady state, at which the velocities of the source and target waves are the same. An O wave is accelerated if it is slightly behind the I wave ( j͓iϪ5,iϩ1͔) and decelerated if it is slightly in front of the I wave N) at time tϭ after a single wave initiation at I 50 and at O j , where jϭ50 ͑a͒, jϭ55 ͑b͒, and j ϭ60 ͑c͒. In the right panel, the O wave, propagating to the left, is annihilated by the excitatory input of the I wave, propagating to the right. All of the other parameters are the same as in Fig. 1, except cϭ0.5.   FIG. 7 . Stability analysis of wave-to-wave entrainment. The instantaneous velocity v of the O wave as a function of the displacement between the input and output waves for different coupling strengths, cϭ0.3 ͑dashed line͒ and cϭ0.5 ͑full line͒. The horizontal line corresponds to the velocity of the I wave. The arrows mark the unstable (u) and stable (s) steady states of the wave-to-wave entrainment. Negative displacements correspond to the source wave propagating ahead of the target wave, and positive displacements to the source wave trailing behind the target wave. All other parameters are the same as in Fig. 1. ( j͓iϩ1,iϩ5͔) . Hence, in this entrainment range, the system is attracted to the stable steady state s, and both waves are locked. Outside of the range, both waves propagate independently of each other. The distance between the two steady states determines the critical range where entrainment is robust with respect to random perturbations. This range is also relatively independent of the coupling strength, as shown in Fig. 7 . Since the velocity of the I wave is higher than that of the O wave, waves at distances larger than the entrainment range, j -iϾ5, can still become locked if the I wave is behind the O wave and the medium is sufficiently large for the waves to reach the range of entrainment.
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V. SUMMARY
The vital role of spontaneous neural activity in the development of precise neural connections has been demonstrated experimentally in the visual 6 and auditory 16 systems as well as other neural subsystems. 17 We have studied the organization process of interlayer neural connections between two unidirectionally coupled, one-dimensional layers of FitzHugh-Nagumo neurons. 12 We find that lateral, diffusive coupling within the layers, together with spontaneous activity in the source layer, gives rise to a rapid convergence of initially imperfect interlayer connections to a topographically ordered state. This convergence is a consequence of synchronized wave activity in the layers and feedback arising from the Hebbian learning. Lateral coupling allows the propagation of neural activity through the layers, which gives rise to a correlated initiation neighborhood in each layer that is mapped onto the connection architecture by the Hebbian rule. This correlated activity between both layers is crucial for the organization process; its existence, however, is independent of the particular model of neuron dynamics and the specific means of lateral coupling, provided that the layers are excitable. We expect that the underlying synchronization mechanisms also hold for a less idealized model of developing neural topography, or when the lateral coupling is synaptic, which might be more realistic in certain systems.
Synchronization in activity occurs with respect to the mutual location of wave initiation in both layers as well as wave-to-wave entrainment. This synchronization and the Hebbian learning form a positive feedback loop that gives rise to a rapid convergence of the initial scheme of connections to a topographically ordered state. As a consequence of the lateral coupling and the dynamically generated topographical order in the connectivity, neural connections can be added to the system and perturbed or destroyed connections can be repaired by the synchronization and learning mechanisms. An extension of this study by the use of a more realistic neuron model, the generalization to two-dimensional neural layers, and the inclusion of structural details in the connectivity may offer the opportunity for comparisons with real neural circuits.
