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Kapitel 1
Einleitung
Die Problemstellung
In der vorliegenden Arbeit bescha¨ftigen wir uns mit einer Fragestellung, die
in einem von W. Pohlers entwickelten Zweig der impra¨dikativen Beweis-
theorie auftritt, na¨mlich mit der Konstruktion von totalen Kollabierungs-
funktionen.
Diese spielen bei der beweistheoretischen Analyse von Mengensystemen, Teil-
systemen der Zahlentheorie der zweiten Stufe bzw. Theorien induktiver Defi-
nitionen mit dem von W. Pohlers entwickelten Schnitteliminationsverfah-
ren der lokalen Pra¨dikativita¨t eine zentrale Rolle.
Denn ist es gelungen, zu einem vorgegebenen impra¨dikativen System S das
zugeho¨rige Ordinalzahlbezeichnungssystem OT (S) zu konstruieren und hat
man auf OT (S) totale Kollabierungsfunktionen definiert, die eine fu¨r S spe-
zifische Kollabierungsaxiomatik erfu¨llen, so liefert das Pohlerssche Verfah-
ren, zumindest in den bisher bekannten Fa¨llen, eine durchsichtige beweis-
theoretische Analyse von S.
Dieser Sachverhalt wird in [Pohlers 1989b] umfassend dargestellt. Hier findet
man ferner eine ausfu¨hrliche Einfu¨hrung in die Thematik der Kollabierungs-
funktionen, die an dieser Stelle nicht wiederholt werden soll. Wir wollen hier
auch nicht erla¨utern, wie man zu einem vorgegebenen formalen System S das
charakteristische Ordinalzahlbezeichnungssystem OT (S) entwickelt, da dies
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nicht der Gegenstand unserer Untersuchung ist.
Trotzdem wollen wir betonen, daß mit der Konstruktion von OT (S) der wohl
wichtigste Teil der beweistheoretischen Analyse von S erbracht ist. Ist aber
erst einmal OT (S) konstruiert, so besteht die verbleibende Aufgabe darin,
nachzuweisen, daß OT (S) eine Ordinalzahlanalyse von S ermo¨glicht. Dies
ist leider nicht so einfach, wie man es sich wu¨nschen ko¨nnte. Insbesonde-
re beno¨tigt man fu¨r die Anwendung des Pohlersschen Verfahrens die zu
OT (S) geho¨renden Kollabierungsfunktionen.
Mit unserer Arbeit wollen wir diesem technischen Problem zu Leibe ru¨cken.
Dies erscheint uns eine wichtige Aufgabe zu sein, da die bislang in der
Literatur zu findenden Darstellungen u¨ber Kollabierungsfunktionen (siehe
[Buchholz, Schu¨tte 1983] oder [Pohlers 1981]) wohl technisch nachvollzieh-
bar sind, aber kaum verstandesma¨ßig durchdrungen werden ko¨nnen. Dem-
entsprechend findet man in [Pohlers 1981], p. 274:
The collapsing functions, however, are still mysterious and the
worst understood part of local predicativity.
Ein Hauptanliegen der vorliegenden Arbeit besteht darin, diese verwickelten
Sachverhalte vollsta¨ndig aufzukla¨ren.
Ein weiteres Ziel unserer Arbeit sehen wir darin, unseren Untersuchungen
ein mo¨glichst umfassendes Bezeichnungssystem zugrundezulegen, um eine
gro¨ßtmo¨gliche Allgemeinheit der erhaltenen Ergebnisse zu gewa¨hrleisten. Das
weitestreichende Ordinalzahlbezeichnungssystem, fu¨r das bislang Kollabie-
rungsfunktionen definiert wurden, ist das in [Buchholz, Schu¨tte 1983] darge-
stellte Bezeichnungssystem T (I), mit dessen Hilfe die Theorie KPi beweis-
theoretisch analysiert werden konnte.
Fu¨r das von G. Ja¨ger in [Ja¨ger 1984] entwickelte sta¨rkere Bezeichnungssy-
stem T , war die Definition von Kollabierungsfunktionen bislang ein offenes
Problem.
Das urspru¨ngliche Ziel unserer Arbeit bestand darin, Kollabierungsfunktio-
nen fu¨r das zuletztgenannte System T zu definieren.
Im Jahre 1989 entwickelte M. Rathjen das zur Zeit weitestreichende Be-
zeichnungssystem T (M) (vgl. [Rathjen 1990]). Hiermit gelang es ihm (siehe
[Rathjen 1989]), vermo¨ge einer von ihm verfeinerten Buchholzschen Analy-
semethode, die keine totalen Kollabierungsfunktionen verwendet, die Theorie
KPM, die ein rekursives Mahlo-Universum formalisiert, zu analysieren.
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In dieser Arbeit definieren wir jetzt totale Kollabierungsfunktionen fu¨r T (M)
und zeigen, daß diese eine fu¨rKPM spezifische Kollabierungsaxiomatik erfu¨llen.
Insbesondere erhalten wir damit auch Kollabierungsfunktionen fu¨r das Ja¨gersche
System T und fu¨r die anderen bislang bekannten Bezeichnungssysteme.
Als unmittelbare beweistheoretische Anwendung unserer Arbeit ergibt sich
ein alternativer Beweis der in [Rathjen 1989] erhaltenen Resultate mit der
Pohlersschen Methode. Unsere Arbeit erhebt bezu¨glich dieser Resultate
natu¨rlich keinerlei Anspru¨che auf Originalita¨t. Wir zeigen lediglich, daß das
Pohlerssche Verfahren bezu¨glich der Theorie T (M) das gleiche leistet wie
das Buchholz-Rathjensche Verfahren.
Organisation der Arbeit
Im ersten Kapitel stellen wir das Bezeichnungssystem T (M) und die Theo-
rie KPM vor. Hierbei u¨bernehmen wir die in [Rathjen 1989, Rathjen 1990]
gegebenen Darstellungen.
Im zweiten Kapitel skizzieren wir die beweistheoretische Analyse von KPM.
Hierzu stellen wir zuna¨chst in Abschnitt 2.1 eine geeignete Axiomatik fu¨r
die totalen Kollabierungsfunktionen zusammen. Im zweiten Abschnitt for-
mulieren wir das zu KPM geho¨rige halbformale System RS(M). Im letzten
Abschnitt skizzieren wir die Schnittelimination fu¨r RS(M), die dann die be-
weistheoretische Analyse von KPM erlaubt. Da sich diese Vorgehensweise
vo¨llig kanonisch aus den in der Literatur vorhandenen Vorbildern ergibt, ha-
ben wir hier auf detaillierte Ausfu¨hrungen verzichtet.
Im dritten Kapitel bescha¨ftigen wir uns mit der Konstruktion eines Mo-
dells fu¨r die im zweiten Kapitel formulierte Kollabierungsaxiomatik. Im er-
sten Abschnitt geben wir zuna¨chst eine kurze Beschreibung der Mahlo-
Kollabierungsfunktion, deren Definition keinerlei Probleme bereitet. Der darauf-
folgende Teil beinhaltet nun den eigentlichen Kern der Arbeit. Zuna¨chst
werden in Abschnitt 3.2 die Hilfsfunktionen fu¨r die Kollabierung konstru-
iert. Mit den in 4.2.12 definierten Hilfsfunktionen verla¨uft die Definition der
Kollabierungsfunktionen und der τ -Relation analog zu dem von uns in
[Weiermann 1989] vorgeschlagenen Konzept. Im anschließenden Abschnitt
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weisen wir elementare Eigenschaften dieser Relation nach. Der darauffol-
gende Abschnitt ist der nichttrivialen Kollabierungsliftungseigenschaft der
τ -Relation gewidmet. Hier wird unsere Konstruktion ihrem eigentlichen
Ha¨rtetest unterzogen. Insbesondere zeigt sich hier die fundamentale Bedeu-
tung der in 4.4.1 definierten R-Mengen. Im Abschnitt 3.6 behandeln wir die
-Relation fu¨r Funktionen. Dies erweist sich als leicht.
In Kapitel 4 verallgemeinern wir die Kollabierungsfunktionen aus
[Buchholz, Schu¨tte 1983] auf T (M) und zeigen, daß auch diese ein Modell
fu¨r die in Abschnitt 4.2 aufgestellte Axiomatik sind. Hier wird dem Leser
deutlich vor Augen gefu¨hrt, warum die Konstruktion von Kollabierungsfunk-
tionen bislang ein dunkles Kapitel in der Geschichte der Beweistheorie war.
Im Anschluß daran vergleichen wir die beiden Ansa¨tze. Hier wird insbesonde-
re die mysterio¨se Definition der Funktionen hµ aus [Buchholz, Schu¨tte 1983]
bzw. [Pohlers 1981] nachtra¨glich motiviert. Wir beweisen ferner, daß dieτ -
Relation primitiv rekursiv ist. Zum Schluß dieses Kapitels zeigen wir, daß
dieτ -Relation nicht eindeutig durch die Kollabierungsaxiomatik festgelegt
wird.
Es sei abschließend noch einmal bemerkt, daß unsere Darstellung alle bislang
bekannten Konzepte von totalen Kollabierungsfunktionen umfaßt. Insbeson-
dere la¨ßt sich unser Ansatz auch auf Bezeichnungssysteme anwenden, die an-
stelle der ψ- die bekannten θ¯- Funktionen (siehe [Buchholz 1974], [Pohlers 1981],
[Weiermann 1987] bzw. [Weiermann 1990c]) verwenden.
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Kapitel 2
Pra¨liminarien
2.1 Das Bezeichnungssystem T(M)
In diesem Abschnitt stellen wir alle von uns verwendeten Definitionen und aus
[Rathjen 1989, Rathjen 1990] u¨bernommenen Definitionen, Lemmata und
Sa¨tze zusammen. Fu¨r Beweise der hier zitierten Aussagen verweisen wir auf
die Vorlage.
Wir legen in diesem Abschnitt die Zermelo-Fraenkel Mengenlehre mit
Auswahlaxiom zugrunde und nehmen die Existenz einer schwachenMahlo-
Kardinalzahl an. Mit M bezeichnen wir die kleinste solche. Zudem treffen wir
die folgenden Konventionen.
Mit kleinen griechischen Buchstaben bezeichnen wir wie u¨blich Ordinalzah-
len. Fu¨r die Klasse der Ordinal- bzw. Kardinalzahlen schreiben wir ON bzw.
CARD. Die griechischen Buchstaben κ, µ, ν, pi, %, σ, τ benutzen wir ausschließ-
lich zur Bezeichnung von regula¨ren, u¨berabza¨hlbaren Kardinalzahlen unter-
halb von M.
Fu¨r X ⊆ ON seien definiert
cl(X) := X ∪ {λ : λ = sup(X ∩ λ)}
clM(X) := X ∪ {λ < M : λ = sup(X ∩ λ)}
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Zudem sei Enum(X) die eindeutig bestimmte streng monoton wachsende
Funktion F , die auf einer Ordinalzahl oder ganz ON definiert ist und deren
Bild X ist.
Weiterhin gelte fu¨r X,Y ⊆ ON
X ≤ Y :⇐⇒ ∀ξ ∈ X∃η ∈ Y (ξ ≤ η)
X < α :⇐⇒ ∀ξ ∈ X(ξ < α)
X ≤ α :⇐⇒ ∀ξ ∈ X(ξ ≤ α)
Zudem sei
AP := {α : 0 < α ∧ ∀ξ, η < α(ξ + η < α)}
die Klasse der additiven Hauptzahlen.
Definition 2.1.1
(a) ϕα := Enum({ξ ∈ AP : ∀η < α(ϕη(ξ) = ξ)}) und ϕαβ := ϕα(β)
(b) Φα := Enum({λ ∈ CARD : ∀η < α(Φη(λ) = λ)}) und Φαβ := Φα(β)
Lemma 2.1.2
(a) ϕαβ ∈ AP ∧ Φαβ ∈ CARD
(b) β < γ =⇒ ϕαβ < ϕαγ ∧ Φαβ < Φαγ
(c) α ≤ ϕα0 ∧ α ≤ Φα0
Lemma 2.1.3
Sei f eine der Funktionen ϕ oder Φ. Es gilt genau dann fαβ < fγδ, wenn
einer der folgenden Fa¨lle vorliegt:
(a) α < γ ∧ β < fγδ
(b) α = γ ∧ β < δ
(c) γ < α ∧ fαβ < δ
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Definition 2.1.4
(a) SC := {α : ϕα0 = α}
(b) SK := {α : Φα0 = α}
Die Elemente von SC bezeichnen wir als starkkritische Ordinalzahlen.
Lemma 2.1.5
(a) Zu jedem α /∈ AP ∪ {0} gibt es eindeutig bestimmte α1, . . . , αn ∈ AP
mit α = α1 + · · ·+ αn und α > α1 ≥ . . . ≥ αn.
(b) Zu jedem γ ∈ AP \ SC gibt es eindeutig bestimmte α, β < γ mit γ =
ϕαβ.
(c) Zu jedem λ ∈ CARD \ SK gibt es eindeutig bestimmte α, β < λ mit
λ = Φαβ.
Definition 2.1.6
(a) α =
NF
α1 + · · ·+ αn :⇐⇒ α = α1 + · · ·+ αn ∧ α1, . . . , αn ∈ AP ∧
α > α1 ≥ . . . ≥ αn
(b) γ =
NF
ϕαβ :⇐⇒ γ = ϕαβ ∧ α, β < γ
(c) λ =
NF
Φαβ :⇐⇒ λ = Φαβ ∧ α, β < λ
Definition 2.1.7
MΓ := min{α > M : α ∈ SC}
Definition 2.1.8
Fu¨r α < MΓ sei SCM(α) wie folgt rekursiv definiert:
(a) SCM(0) := SCM(M) := ∅
(b) SCM(α) := {α}, falls α < M ∧ α ∈ SC
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(c) SCM(α) := SCM(α1) ∪ . . . ∪ SCM(αn), falls α =NF α1 + · · ·+ αn
(d) SCM(α) := SCM(γ) ∪ SCM(δ), falls α =NF ϕγδ
Ferner sei α∗ := max(SCM(α) ∪ {0}). Wir schreiben auch SCMα anstelle
von SCM(α).
Lemma 2.1.9
α∗ < M
Definition 2.1.10
Wir definieren induktiv fu¨r β < M und α < MΓ die Mengen B(α, β) und
die Funktionen χα :
(B1) β ∪ {0,M} ⊆ Bn(α, β)
(B2) γ =
NF
γ1 + · · ·+ γk ∧ γ1, . . . , γk ∈ B
n(α, β) =⇒ γ ∈ Bn+1(α, β)
(B3) γ =
NF
ϕδη ∧ δ, η ∈ Bn(α, β) =⇒ γ ∈ Bn+1(α, β)
(B4) pi ∈ Bn(α, β) ∩ κ ∧ γ < pi ∈ R =⇒ γ ∈ Bn+1(α, β)
(B5) δ, η ∈ Bn(α, β) ∧ δ < α ∧ η ∈ dom(χδ) =⇒ χδ(η) ∈ B
n+1(α, β)
(B6) B(α, β) :=
⋃
{Bn(α, β) : n < ω}
(B7) χα := Enum(clM({κ : κ /∈ B(α, κ) ∧ α ∈ B(α, κ)}))
Wir schreiben χαβ anstelle von χα(β).
Lemma 2.1.11
Fu¨r jedes α < MΓ ist χα :M −→M eine Normalfunktion mit dom(χα) =M.
Insbesondere folgt aus β < δ < M auch χαβ < χαδ.
Definition 2.1.12
λ =
NF
χαβ :⇐⇒ λ = χαβ ∧ β < λ
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Lemma 2.1.13
χαβ = χγδ ∧ β, δ < χαβ =⇒ α = γ ∧ β = δ
Lemma 2.1.14
Seien λ = χαβ und ζ =
NF
χγδ. Dann gilt λ < ζ genau dann, wenn einer der
folgenden Fa¨lle vorliegt:
(a) α < γ ∧ β < ζ ∧ α∗ < ζ
(b) α = γ ∧ β < γ
(c) γ < α ∧ (λ ≤ δ ∨ λ ≤ γ∗)
Lemma 2.1.15
Es gelte λ =
NF
Φαβ < M und 0 < α, sowie ζ =
NF
χγδ. Dann gilt:
(a) λ 6= ζ
(b) λ < ζ ⇐⇒ (γ = 0 ∧ λ < δ) ∨ (0 < γ ∧ α, β < ζ)
Definition 2.1.16
(a) R := {χα0 : α < MΓ} ∪ {χα(β + 1) : α < MΓ ∧ β < M}
(b) Fu¨r κ ∈ R sei κ− :=
{
χαβ falls κ = χα(β + 1)
α∗ falls κ = χα0
.
Konvention
Von nun an bezeichnen wir mit κ, µ, ν, pi, %, σ, τ (auch mit Indizes) ausschließ-
lich Elemente von R.
Lemma 2.1.17
(a) κ− < κ
(b) κ =
NF
χαβ =⇒ α∗ ≤ κ−
5
Definition 2.1.18
Wir definieren induktiv Cκ(α) und ψκ(α) fu¨r α < M
Γ durch Rekursion nach
α :
(C1) κ− ∪ {κ−,M} ⊆ Cnκ (α)
(C2) γ =
NF
γ1 + · · ·+ γk ∧ γ1, . . . , γk ∈ C
n
κ (α) =⇒ γ ∈ C
n+1
κ (α)
(C3) γ =
NF
ϕδη ∧ δ, η ∈ Cnκ (α) =⇒ γ ∈ C
n+1
κ (α)
(C4) γ =
NF
Φδη ∧ δ, η ∈ Cnκ (α) ∧ 0 < δ ∧ δ, η < M =⇒ γ ∈ C
n+1
κ (α)
(C5) pi ∈ Cnκ (α) ∩ κ ∧ γ < pi ∈ R =⇒ γ ∈ C
n+1
κ (α)
(C6) γ =
NF
χδη ∧ δ, η ∈ Cnκ (α) =⇒ γ ∈ C
n+1
κ (α)
(C7) β < α ∧ pi, β ∈ Cnκ (α) ∧ β ∈ Cpi(β) =⇒ ψpi(β) ∈ C
n+1
κ (α)
(C8) Cκ(α) :=
⋃
{Cnκ (α) : n < ω}
(C9) ψκ(α) := min{ξ : ξ /∈ Cκ(α)}
Wir schreiben ψκα anstelle von ψκ(α).
Lemma 2.1.19
κ− < ψκα < κ
Lemma 2.1.20
(a) α < β ∧ α ∈ Cκ(α) =⇒ ψκα < ψκβ
(b) ψκα ∈ SC
(c) ζ =
NF
χξη =⇒ ζ 6= ψκα
(d) λ =
NF
Φξη =⇒ λ 6= ψκα
Lemma 2.1.21
ψκα = ψpiβ ∧ α ∈ Cκ(α) ∧ β ∈ Cpi(β) =⇒ κ = pi ∧ α = β
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Lemma 2.1.22
Seien α ∈ Cκ(α) und β ∈ Cpi(β). Dann gilt ψpiβ < ψκα genau dann, wenn
einer der folgenden Fa¨lle vorliegt:
(a) pi < κ ∧ pi < ψκα
(b) pi = κ ∧ β < α
(c) κ < pi ∧ ψpiβ < κ
Definition 2.1.23
γ =
NF
ψκα :⇐⇒ γ = ψκα ∧ α ∈ Cκ(α)
Lemma 2.1.24
(a) Fu¨r β < χαβ gilt: χαβ < ψκξ ⇐⇒ χαβ < κ ∧ χαβ ∈ Cκ(ξ).
(b) Es sei λ =
NF
Φαβ. Dann gilt: λ < ψκξ ⇐⇒ α, β < ψκξ ∧ λ < κ.
Lemma 2.1.25
Es sei β < M. Dann gelten:
(a) β /∈ SC =⇒ β < χαβ
(b) β =
NF
χγδ =⇒ (β < χαβ ⇐⇒ γ ≤ α ∨ β ≤ α∗)
(c) β =
NF
ψζξ ∧ ζ =
NF
χγδ =⇒ (β < χαβ ⇐⇒ γ ≤ α ∨ ζ <
α∗ ∨ α /∈ Cζ(ξ))
(d) β =
NF
Φγδ ∧ 0 < γ =⇒ (β < χαβ ⇐⇒ 0 < α)
Definition 2.1.26
Wir definieren induktiv die Menge T(M) und Gγ < ω fu¨r γ ∈ T (M) :
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(T1) 0,M ∈ T (M) ∧ G0 := GM := 0
(T2) γ =
NF
γ1 + · · · + γn ∧ γ1, . . . , γn ∈ T (M) =⇒ γ ∈ T (M) ∧ Gγ :=
max{Gγ1, . . . , Gγn}+ 1
(T3) γ =
NF
ϕδη < M ∧ δ, η ∈ T (M) =⇒ γ ∈ T (M) ∧ Gγ :=
max{Gδ,Gη}+ 1
(T4) γ =
NF
ϕ0η ∧ M < η ∈ T (M) =⇒ γ ∈ T (M) ∧ Gγ := Gη + 1
(T5) γ =
NF
χδη ∧ δ, γ ∈ T (M) =⇒ γ ∈ T (M) ∧ Gγ := max{Gδ,Gη}+ 1
(T6) γ =
NF
Φδη < M ∧ 0 < δ ∧ δ, η ∈ T (M) =⇒ γ ∈ T (M) ∧ Gγ :=
max{Gδ,Gη}+ 1
(T7) γ =
NF
ψκα ∧ κ, α ∈ T (M) ∧ α < M =⇒ γ ∈ T (M) ∧ Gγ :=
max{Gκ,Gα}+ 1
Jede Ordinalzahl γ ∈ T (M) besitzt nach den vorhergehenden Lemmata eine
eindeutig bestimmte Entstehungsgeschichte. Der Grad Gγ von γ ist somit
wohldefiniert.
Konvention
Von nun an bezeichnen wir mit kleinen griechischen Buchstaben ausschließ-
lich Elemente aus T(M).
Lemma 2.1.27
Es seien α, β ∈ T (M) und γ, δ, κ ∈ T (M) ∩M. Dann gelten:
(a) α+ β, α#β, ϕ0α ∈ T (M)
(b) ϕγδ, χαγ,Φγδ ∈ T (M)
(c) α∗ ∈ T (M) ∧ Gα∗ ≤ Gα
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(d) κ− ∈ T (M) ∧ Gκ− ≤ Gκ
Hierbei bedeute in (a) α#β die natu¨rliche Summe von α und β, wie sie etwa
in [Pohlers 1989a] definiert wird.
Definition 2.1.28
Wir definieren induktiv Kκγ fu¨r γ ∈ T (M) :
(K1) Kκ0 := KκM := ∅
(K2) Kκγ := Kκγ1 ∪ . . . ∪Kκγn, falls γ =NF γ1 + · · ·+ γn
(K3) Kκγ := Kκδ ∪Kκη, falls γ =NF ϕδη ∨ γ =NF χδη ∨ γ =NF Φδη
(K4) Kκγ :=

∅ falls γ ≤ κ−
Kκpi falls κ
− < γ ∧ pi < κ
{β} ∪Kκpi ∪Kκβ falls κ
− < γ ∧ κ ≤ pi
,
falls γ =
NF
ψpiβ
Konvention
Wir wollen (wie bereits in (K3) und (K4) getan) von nun an voraussetzen,
daß die Schreibweisen γ =
NF
ϕδη, γ =
NF
χδη , γ =
NF
Φδη bzw. γ =
NF
ψκα
implizieren, daß γ vermo¨ge (T3)-(T7) ein Element von T(M) ist, d. h. daß
die eventuell vorhandenen Nebenbedingungen fu¨r δ, η, κ, α immer erfu¨llt sind.
Ebenso setzen wir bei der Bildung der Terme ϕαβ, Φαβ, und χαβ fu¨r α, β ∈
T (M) voraus, daß diese Objekte gema¨ß Lemma 2.1.27 Elemente von T(M)
sind, d. h. α und β den dort formulierten Bedingungen genu¨gen.
Lemma 2.1.29
γ ∈ Cκ(ξ) ⇐⇒ Kκγ < ξ
Satz 2.1.30
T (M) und < ∩T (M)× T (M) sind primitiv rekursiv.
Definition 2.1.31
Cˆκ(ξ) := {η ∈ T (M) : Kκη < ξ}
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Lemma 2.1.32
Cˆκ(ξ) = T (M) ∩ Cκ(ξ)
Lemma 2.1.33
γ ∈ T (M) =⇒ Kκγ ∈ T (M) ∩M
Zum Abschluß stellen wir noch einige an spa¨terer Stelle beno¨tigte Definitio-
nen zusammen.
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Definition 2.1.34
Sei α < M.
(a) α+ := min{pi ∈ R : pi > α}
(b) Sβ :=
{
(β+)− falls β < M
M sonst
(c) Ω := 0+ = χ00
(d) Ω1+α := χ0α
(e) Λ0 := ψ(χM0)0
(f) ωξ := ϕ0ξ
Lemma 2.1.35
Die Abbildung + : T (M) ∩M −→ T (M), +(α) := α+ ist primitiv rekursiv.
Definition 2.1.36
Fu¨r Abbildungen P,Q : ON −→ {S : S ⊆ ON ∧ S endlich } sei
PQ(α) :=
⋃
{P (β) : β ∈ Q(α)}.
Definition 2.1.37
Mit ~κ, ~pi, ~σ bezeichnen wir im folgenden endliche Sequenzen von Elementen
aus R. Fu¨r ~κ = (κ0, . . . , κn) definieren wir
µ < ~κ :⇐⇒ ∀i ≤ n (µ < κi)
und
~κ ≤ β :⇐⇒ ∀i ≤ n(κi ≤ β).
Fu¨r P ⊆ ON gelte:
~κ ∈ P :⇐⇒ ∀i ≤ n(κi ∈ P ).
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2.2 Das formale System KPM
KPM ist eine Theorie der Mengenlehre, die ein rekursivesMahlo-Universum
beschreibt. Wir erhalten sie im wesentlichen aus der TheorieKP (siehe [Barwise 1975]),
indem wir zusa¨tzlich fordern, daß sich jede Π02-Formel an einer zula¨ssigen
Menge reflektiert. Die fu¨r beweistheoretische Anwendungen optimale Formu-
lierung entnehmen wir aus [Rathjen 1989].
Die Theorie KPM wird in der Sprache LAd formuliert, die neben den freien
Variablen a0, a1, . . . , den gebundenen Variablen x0, x1, . . . , dem Pra¨dikatszei-
chen ∈ und den logischen Symbolen ¬,∧,∨,∀,∃ auch das Pra¨dikatszeichen
Ad fu¨r zula¨ssige Mengen beinhaltet.
Auf das Gleichheitszeichen wird zuna¨chst verzichtet. Wie in der Literatur
u¨blich, verwenden wir a, b, c, . . . x, y, z, . . . A,B,C, F,G, . . . als Metava-
riablen fu¨r freie Variablen, gebundene Variablen bzw. Formeln.
Als atomare Formeln bezeichnen wir Ausdru¨cke der Gestalt (a ∈ b) und
Ad(a). Die Formeln von LAd werden nun wie folgt definiert.
• Ist A eine atomare Formel, so sind A und ¬A Formeln.
• Sind A,B Formeln, so auch (A ∧B) und (A ∨B).
• Ist A(b) eine Formel, so sind ∀x A(x), ∃x A(x), (∀x ∈ a) A(x) und
(∃x ∈ a) A(x) Formeln.
Die Quantoren ∀x,∃x heißen im Gegensatz zu ∀x ∈ a,∃x ∈ a nicht-be-
schra¨nkte Quantoren.
Die Negation ¬A einer Formel A wird wie u¨blich unter Beachtung der de
Morganschen Regeln definiert. Zudem wird A → B als Abku¨rzung fu¨r
¬A ∨B verwendet.
Wir verwenden die Schreibweise ~a,~b,~c und ~x, ~y, ~z um endliche Folgen von frei-
en und gebundenen Variablen mitzuteilen und schreiben demgema¨ß
∀~z −−− anstelle von ∀z1 . . . ∀zn −−−, wenn ~z = (z1, . . . , zn) ist.
Wir schreiben F [a1, . . . , an] (im Gegensatz zu F (a1, . . . , an)) fu¨r eine Formel,
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deren freie Variablen in {a1, . . . , an} enthalten sind. Die Formel
(∀x ∈ a) (x ∈ b ∧G(x)) ∧ (∀x ∈ b)(G(x)→ x ∈ a)
ku¨rzen wir durch a = {x ∈ b : G(x)} ab.
Fu¨r jede Formel A sei die auf a beschra¨nkte Formel Aa dadurch definiert,
daß die in A auftretenden nicht beschra¨nkten Quantoren ∀x und ∃x durch
die beschra¨nkten Quantoren ∀x ∈ a und ∃x ∈ a ersetzt werden.
Die Klasse der ∆0-Formeln von LAd entha¨lt sa¨mtliche Formeln, die keine un-
beschra¨nkten Quantoren enthalten. Die Σ-Formeln von LAd sind die Formeln,
die keine unbeschra¨nkten Allquantoren enthalten.
Weiterhin benutzen wir die folgenden Abku¨rzungnen.
a = b :≡ (∀x ∈ a) (x ∈ b) ∧ (∀x ∈ b) (x ∈ a)
a 6= b :≡ ¬(a = b)
a =
⋃
b :≡ (∀x ∈ b)(∀y ∈ x) (y ∈ a) ∧ (∀y ∈ a)(∃x ∈ b) (y ∈ x)
Tran(a) :≡ (∀x ∈ a)(∀y ∈ x) (y ∈ a)
Zudem bezeichne (TC) die Formel
∀x∀y∃z (Tran(z) ∧ x ∈ z ∧ y ∈ z)
und (Inf) bezeichne
∃x (∃z (z ∈ x) ∧ (∀y ∈ x)(∃z ∈ x) (y ∈ z)).
Wir betrachten also die Gleichheit als ein u¨ber die Extensionalita¨t definiertes
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Pra¨dikatszeichen. Als vorla¨ufige Axiomenschemata definieren wir
Extensionalita¨t a = b→ (F (a)→ F (b))
fu¨r alle Formeln F (a)
Fundierung ∀x [(∀y ∈ x) G(y)→ G(x)]→ ∀x G(x)
fu¨r alle Formeln G(a)
∆0-Separation ∀x∃y (y = {u ∈ x : F (u)})
fu¨r alle ∆0-Formeln F (a)
∆0-Kollektion ∀x [(∀u ∈ x)∃y G(u, y)→ ∃w(∀u ∈ x)(∃y ∈ w) G(u, y)]
fu¨r alle ∆0-Formeln G(a, b)
Zur Formulierung der Theorie KPM verwenden wir einen Tait-Kalku¨l. KPM
leitet also endliche Formelmengen, bezeichnet durch Γ,∆,Λ,Θ,Ξ, . . . her.
Wir schreiben Γ, A anstelle von Γ ∪ {A} und Γ,∆ fu¨r Γ ∪∆.
Es sei
Ax (KPM ) := {A : A ist Instanz von Extensionalita¨t}
∪ {A : A ist Instanz von Fundierung}
∪ {Ad(a) ∧ Ad(b)→ a ∈ b ∨ a = b ∨ b ∈ a}
∪ {Ad(a)→ Aa : A ≡ Tran(a) oder A ≡ (Inf)}
∪ {Ad(a)→ Aa : A ≡ (TC)}
∪ {Ad(a)→ Aa : A ist Instanz von ∆0-Separation}
∪ {Ad(a)→ Aa : A ist Instanz von ∆0-Kollektion}
Die Axiome von KPM haben definitionsgema¨ß die Gestalt Γ,¬B,B bzw.
Γ, A, wobei A ∈ Ax (KPM ). Die Schlußregeln von KPM sind die folgenden.
(∧)
Γ, A0 Γ, A1
Γ, A0 ∧ A1
(∨)
Γ, Ai
Γ, A0 ∨ A1
falls i ∈ {0, 1}
(b∀)
Γ, a ∈ b→ F (a)
Γ, (∀x ∈ b) F (x)
(b∃)
Γ, a ∈ b ∧ F (a)
Γ, (∃x ∈ b) F (x)
(∀)
Γ, F (a)
Γ,∀x F (x)
(∃)
Γ, F (a)
Γ,∃x F (x)
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(Mahlo)
Γ,∃y G(a, y)
Γ,∃z (Ad(z) ∧ (∀x ∈ z)(∃y ∈ z) G(x, y))
falls G(a, b) eine ∆0-Formel ist
(cut)
Γ, A Γ,¬A
Γ
Hierbei gelte, daß in den Regeln (b∀), (∀) und (Mahlo) die freie Variable a
nicht in der Konklusion auftritt. Herleitungen in KPM werden wie u¨blich
definiert. Gibt es eine KPM-Herleitung von Γ, so schreiben wir KPM ` Γ.
Lemma 2.2.1
KPM ` ∀x∃y(Ad(y) ∧ x ∈ y)
Beweis:
Die Behauptung folgt leicht aus einer Anwendung der (Mahlo)-Regel. 2
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Kapitel 3
Eine Anwendung der Theorie
der Kollabierungsfunktionen
3.1 Die Axiomatik der totalen Kollabierungs-
funktionen
Eine ausfu¨hrliche Einfu¨hrung in die Thematik der totalen Kollabierungsfunk-
tionen, auch wenn sich diese nur auf das zu KPi geho¨rige halbformale System
RS bezieht, wird, wie bereits in der Einleitung erwa¨hnt, in [Pohlers 1989b]
gegeben. Insbesondere wird dort die Axiomatik dieser Funktionen ausfu¨hrlich
motiviert. Die in der Folge angegebene Axiomatik ergibt sich in natu¨rlicher
Weise aus den in [Pohlers 1989b] und [Rathjen 1989] gegebenen Darstellun-
gen.
Axiome fu¨r die Mahlo-Kollabierungsfunktion
(a) DM : T (M) −→ T (M) ∩M
(b) DM | T (M) ∩M = idT (M)∩M
(c) α ≥M =⇒ DMα ∈ R
Axiome fu¨r die restlichen Kollabierungsfunktionen
(a) Dµ : T (M) −→ T (M) ∩ µ
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(b) Dµ = Dµ ◦DM
(c) Dµ | µ = idµ
(d) DMα ≥ µ =⇒ Dµα ∈ SC
(e) α < εM+1 =⇒ DΩα < ψΩ(ψ(χεM+10)0)
Axiome fu¨r die τ -Relation
Ordnungstheoretische Axiome
(a) ατ β =⇒ α < β
(b) ατ β τ γ =⇒ ατ γ
(c) ατ β ∧ pi ≥ τ =⇒ αpi β
Intrinsische Eigenschaften
(a) ατ β =⇒ DMατ DMβ
(b) ατ β =⇒ ∀~κ ≥ τ (D~κατ D~κβ)
(c) αΩ β ∧ µΩ β =⇒ ∃~κ > µ (DµD~καΩ β)
(Kollabierungsliftungseigenschaft)
(d) ∃~κ > µ (DµD~καΩ α#µ)
Monotonieaxiome der τ -Relation
(a) δ =
NF
ϕβα ∨ δ =
NF
Φβα ∨ δ =
NF
χβα =⇒ ατ δ
(b) β 6= 0 =⇒ ατ α#β
(c) Sα < α =⇒ Sατ α
(d) κτ κ
+
(e) Ist ατ β, so gelten
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(1) α#γ τ β#γ
(2) ωα τ ω
β
(3) δ =
NF
ϕγβ =⇒ ϕγατ δ
(4) δ =
NF
Φγβ =⇒ Φγατ δ
(5) δ =
NF
χγβ =⇒ χγατ δ
(6) α · nτ β · n
(7) n · ατ n · β
(f) Ist ατ β und α
+ ≤ ν, so gelten
(1) Sατ β#ν
(2) α+ τ β#ν
(3) ωDMα+5 τ DMβ.
(g) α, β τ γ#ν ∧ S(α#β) < ν =⇒ ϕα(α#β)τ γ#ν
(h) δ < γ ∧ δ, ετ ϕγ(γ#α) =⇒ ϕδετ ϕγ(γ#α)
Axiomatik der -Relation fu¨r Funktionen
Ontologische Axiome fu¨r die -Relation
(a) ⊆ {f : ∃N ⊆ T (M) ∩M (f : N → T (M))} × T (M)
(b) Es gelten:
(1) λ ∈ LIM =⇒ id(λ+1)\LIM  λ
(2) λ /∈ LIM =⇒ id(λ+1)\LIM  λ+ 1.
(c) f  α =⇒ ∀ξ ∈ dom(f) (f(ξ) < α)
Intrinsische Eigenschaften der -Relation
(a) f  α ≥M ∧ f : T (M) ∩M −→ T (M) =⇒ DMf | T (M) ∩DMα
DMα
In dieser Eigenschaft spiegelt sich offenbar dieMahlo-Eigenschaft von
M bzgl. T (M) wider.
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(b) Gelten f  α, wobei dom(f) in M∩T (M)beschra¨nkt ist, σf = min{β :
β ∈ R ∩M ∧ β > sup dom(f)} und ~κ ≥ σf , so gilt
D~κf  D~κα ∧ ∀ξ ∈ dom(f) (f(ξ)σf α)
Diese Eigenschaft reflektiert die Regularita¨t von σ bzgl. T (M).
(c) f  α =⇒ ∀ξ ∈ dom(f) (f(ξ)#ξ  ξ#α)
Dies besagt, daß sich die Bildwerte von f uniform in den Argumenten
von f und der Ordinalzahl α wesentlich majorisieren lassen.
Das Monotonieverhalten der -Relation
Es sei f  α. Dann gelten:
(a) f#β  α#β
(b) δ =
NF
ϕγα =⇒ ϕγf  δ
(c) δ =
NF
Φγα =⇒ Φγf  δ
(d) δ =
NF
χγα =⇒ χγf  δ
(e) n · f  n · α
(f) f · n α · n
(g) g : dom(f) −→ T (M) ∧ ∀ξ ∈ dom(f) (g(ξ)  f(ξ)) ∧ α  β =⇒
g  β
Ein wichtiges Ziel der vorliegenden Arbeit besteht darin, ein Modell fu¨r die
angegebene Axiomatik zu finden. Hierunter verstehen wir die Konstruktion
von Funktionen Dµ, DM und Relationenτ ,, die die angegebene Axioma-
tik erfu¨llen.
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3.2 Das halbformale System RS(M)
Die Sprache von RS(M) umfasse LAd und beinhalte zusa¨tzlich fu¨r jedes α ∈
T (M) ∩ (M + 1) eine Konstante LLα.
Definition 3.2.1
Wir definieren die Terme von RS(M) und deren Schichten.
(a) LLα ist ein Term der Schicht α+ 1 fu¨r jedes α ∈ T (M) ∩ (M + 1).
(b) Ist F [a, b1, . . . , bn] eine LAd-Formel und sind t1, . . . , tn Terme mit
Schichten  α < M, so ist {x ∈ LLα : F [x, t1, . . . , tn]
LLα} ein Term
der Schicht α+ 1.
Hierbei bezeichne F [x,~t]LLα die auf LLα beschra¨nkte Formel F [x,~t].
Schreiben wir im folgenden {x ∈ LLα : B(x)}, so setzen wir voraus, daß B(x)
die Gestalt F [x, t1, . . . , tn]
LLα hat, wobei F [a, b1, . . . , bn] eine LAd-Formel ist
und t1, . . . , tn Terme sind mit Schichten  α < M. Mit sch(t) bezeichnen
wir die Schicht eines RS(M)-Termes t.
Die Formeln von RS(M) sind Ausdru¨cke der Gestalt B[t1, . . . , tn], wobei
B[b1, . . . , bn] eine ∆0-Formel von LAd ist und t1, . . . , tn Terme von RS(M)
sind. Die Negation ¬B[t1, . . . , tn] einer RS(M)-Formel B[t1, . . . , tn] ist die
RS(M)-Formel C[t1, . . . , tn], wobei C[b1, . . . , bn] ≡ ¬B[b1, . . . , bn] gilt.
Eine RS(M) Formel B[t1, . . . , tn] heiße ∆0(LLα)-Formel, falls fu¨r 1 ≤ i ≤ n
sch(ti) ≤ α gilt. Eine RS(M)-Formel B[t1, . . . , tn] heiße Σ(LLα)-Formel, falls
es eine Σ-Formel C[a1, . . . , an] gibt, so daß B[t1, . . . , tn] ≡ C[t1, . . . , tn]
LLα ist
und fu¨r 1 ≤ i ≤ n sch(ti) ≤ α gilt. Fu¨r eine RS(M)-Formel B[t1, . . . , tn]
schreiben wir B[t1, . . . , tn]  α, falls fu¨r 1 ≤ i ≤ n sch(ti)  α gilt.
Aus schreibtechnischen Gru¨nden vereinbaren wir die folgenden Abku¨rzungen.
∅ :≡ LL0
s∈˙t :≡
{
B(s) falls t ≡ {x ∈ LLα : B(x)}
∅ = ∅ falls t ≡ LLα
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Definition 3.2.2
Wir definieren den Rang rn(A) einer RS(M)-FormelA induktiv. Seien sch(s) =
α und sch(t) = β.
(a) rn(s ∈ t) := rn(s /∈ t) := ω ·max(3α− 1, 3β − 2)
(b) rn(Ad(s)) := ω · (3α− 1)
(c) rn(A ∧B) := rn(A ∨B) := max(rn(A), rn(B)) + 1
(d) rn((∀x ∈ LLα)F (x)) := rn((∃x ∈ LLα)F (x)) := max(ω · 3α, rn(F (∅))
+ 1)
(e) rn((∀x ∈ t)F (x)) := rn((∃x ∈ t)F (x)) := rn(∅ ∈ t ∧ F (∅)) + 2, falls t
nicht die Gestalt LLβ hat.
Definition 3.2.3
Wir definieren nun induktiv RS(M)
α
% ∆.
(
∧
) • Gelten
RS(M)
α1
% ∆, ϕ und RS(M)
α2
% ∆, ψ,
sowie α1, α2  α, so gelte
RS(M)
α
% ∆, ϕ ∧ ψ.
• Gilt fu¨r alle Terme s mit sch(s) < sch(t)
RS(M)
f(sch(s))
% ∆, s 6= u ∨ ¬s∈˙t
fu¨r ein f : sch(t) −→ T (M) mit f  α, so gelte
RS(M)
α
% ∆, u /∈ t.
• Gilt fu¨r alle Terme s mit sch(s) < sch(t)
RS(M)
f(sch(s))
% ∆,¬s∈˙t ∨ ϕ(s)
fu¨r ein f : sch(t) −→ T (M) mit f  α, so gelte
RS(M)
α
% ∆, (∀x ∈ t) ϕ(x).
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• Gilt fu¨r all κ ∈ R ∩ sch(t)
RS(M)
f(κ)
% ∆, t 6= LLκ
fu¨r ein f : R ∩ sch(t) −→ T (M) mit f  α, so gelte
RS(M)
α
% ∆,¬Ad(t).
• (Mahlo) Gilt fu¨r alle Terme s mit sch(s) < M
RS(M)
f(sch(s))
% ∆, (∃y ∈ LLM) ϕ(s, y)
fu¨r eine ∆0(LLM)-Formel ϕ(∅, ∅) und fu¨r ein f :M −→ T (M) mit
f  β ≥M und ∀ξ < M (ξ  f(ξ)), so gilt fu¨r alle α mit β  α
RS(M)
α
% ∆, (∃z ∈ LLM) (Ad(z) ∧ (∀x ∈ z)(∃y ∈ z) ϕ(x, y)).
(
∨
) • Gilt fu¨r ein i ∈ {0, 1}
RS(M)
αi
% ∆, ϕi,
so gilt fu¨r alle α mit αi  α
RS(M)
α
% ∆, ϕ0 ∨ ϕ1.
• Gilt fu¨r ein s mit sch(s) < sch(t)
RS(M)
α0
% ∆, s = v ∧ s∈˙t,
so gilt fu¨r alle α mit sch(s), α0  α
RS(M)
α
% ,∆, v ∈ t.
• Gilt fu¨r ein s mit sch(s) < sch(t)
RS(M)
α0
% ∆, s∈˙t ∧ ϕ(s),
so gilt fu¨r alle α mit sch(s), α0  α
RS(M)
α
% ,∆, (∃x ∈ t) ϕ(x).
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• Gilt fu¨r ein κ ∈ R ∩ sch(s)
RS(M)
α0
% ∆, s = LLκ,
so gilt fu¨r alle α mit κ+ 1, α0  α
RS(M)
α
% ∆, Ad(s).
(Clκ) Gilt
RS(M)
α0
% ∆, (∀x ∈ s)(∃y ∈ LLκ) ϕ(x, y)
fu¨r eine ∆0(LLκ)-Formel ϕ(∅, ∅), so gilt fu¨r alle α mit α0  α
RS(M)
α
% ∆, (∃z ∈ LLκ)(∀y ∈ s)(∃y ∈ z) ϕ(x, y).
(Cut) Gelten
RS(M)
α1
% ∆, ϕ und RS(M)
α2
% ∆,¬ϕ,
sowie rn(ϕ) < %, so gilt fu¨r alle α mit ϕ,¬ϕ, α1, α2  α
RS(M)
α
% ∆.
Im Unterschied zu [Rathjen 1989] beno¨tigen wir fu¨r die beweistheoretische
Analyse von KPM lediglich ein halbformales Herleitungssystem.
3.3 Beweistheoretische Analyse von KPM
Die beweistheoretische Analyse von KPM la¨ßt sich nun in bekannter Ma-
nier durchfu¨hren (vgl. auch dazu [Pohlers 1989b], [Ja¨ger, Pohlers 1982] bzw.
[Rathjen 1989]). Im einzelnen zeigt man das folgende.
Satz 3.3.1 (Einbettungssatz)
Seien Γ[a1, . . . , an] eine Menge von LAd-Formeln und s1, . . . , sn RS(M)-Terme
mit Schichten < M und es gelte KPM ` Γ[a1, . . . , an]. Dann gibt es ein
k < ω, derart daß RS(M)
M · k#sch(s1)# · · ·#sch(sn)
M + k Γ[s1, . . . , sn]
LLM .
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Satz 3.3.2 (Beschra¨nkungssatz)
Sei λ ∈ R ∪ {M}. Dann folgt aus RS(M)
α
% Γ, (∃x ∈ LLλ)F (x) und F (∅) ∈
∆0(LLλ) fu¨r α ≤ γ ≤ λ : RS(M)
4α
% ,Γ, (∃x ∈ LLγ)F (x).
Satz 3.3.3 (Kollabierungssatz)
Sei λ ∈ R ∪ {M}. Gilt dann RS(M)
α
% Γ und Γ ⊆ Σ(LLλ) und ist % ≤ λ, so
folgt RS(M)
Dλα
% Γ.
Lemma 3.3.4 (Pra¨dikatives Eliminationslemma)
Sei % = rn(A) /∈ R ∪ {M} und A  β. Dann folgt aus RS(M)
α
% Γ, A und
RS(M)
β
% Λ,¬A auch RS(M)
α#β
% Γ,Λ.
Satz 3.3.5 (Erster pra¨dikativer Eliminationssatz)
Ist % /∈ R ∪ {M}, so folgt aus RS(M)
α
%+ 1 Γ auch RS(M)
ωα
% Γ.
Satz 3.3.6 (Zweiter pra¨dikativer Eliminationssatz)
Gilt β /∈ R ∪ {M} und β + ω% ≤ β+, so folgt aus RS(M)
α
β + ω% Γ auch
RS(M)
ϕ%(%#α)
β Γ.
Lemma 3.3.7 (Impra¨dikatives Eliminationslemma)
Sei λ ∈ R ∪ {M}. Unter den Voraussetzungen
• RS(M)
α
λ Γ, {(∀x ∈ LLλ)Fi(x) : 1 ≤ i ≤ m}, (∃y ∈ LLλ)G(y)
• RS(M)
β
λ Λ, (∀y ∈ LLλ)¬G(y)
• Γ ⊆ Σ(LLλ) und {G(∅), F1(∅), . . . , Fm(∅)} ⊆ ∆0(LLλ)
gilt RS(M)
α#β#λ · (m+ 1)
λ Γ,Λ, {(∀x ∈ LLλ)Fi(x) : 1 ≤ i ≤ m}.
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Satz 3.3.8 (Erster impra¨dikativer Eliminationssatz)
Sei λ ∈ R ∪ {M}. Dann folgt aus RS(M)
α
λ+ 1 Γ und Γ ⊆ Σ(LLλ) schon
RS(M)
ωα
λ Γ.
Satz 3.3.9 (Zweiter impra¨dikativer Eliminationssatz)
Sei λ ∈ R ∪ {M}. Dann gelten:
(a) Aus RS(M)
α
λ Γ und Γ ⊆ Σ(LLµ+) folgt RS(M)
α#λ
µ+ 1 Γ.
(b) Aus RS(M)
α
λ Γ und Γ ⊆ Σ(LLκ) folgt RS(M)
α#λ
Dκα Γ.
Beweis:
Der Beweis von (a) verla¨uft fast wo¨rtlich wie in [Pohlers 1989b]. Beim Beweis
von (b) orientiere man sich an [Rathjen 1989] und beachte, daß fu¨r ν  α
nicht Dκα ≤ ν < κ gelten kann. 2
Korollar 3.3.10
‖ KPM ‖ ≤ ψΩ(ψ(χεM+10)0)
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Kapitel 4
Die Konstruktion der
Kollabierungsfunktionen
4.1 DieMahlo-Kollabierung und dieM-Relation
Die Definition der Funktion DM : T (M) −→ T (M) ∩ M ist durch
[Rathjen 1989] vorgegeben und bereitet keinerlei Probleme.
Definition 4.1.1
DMα :=
{
χα0 falls M ≤ α
α sonst
Diese Funktion induziert nun in natu¨rlicher Weise die M -Relation.
Definition 4.1.2
(a) αM β :⇐⇒ α < β ∧ DMα < DMβ
(b) α M β :⇐⇒ αM β ∨ α = β
Aus [Rathjen 1989] erha¨lt man nun leicht die folgenden Resultate.
Folgerung 4.1.3
(a) DMα < M
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(b) β < M =⇒ (α < β ⇐⇒ αM β)
(c) αM β M γ =⇒ αM γ
(d) α ≥M =⇒ DMα ∈ R ∧ SCMα < DMα 2
Lemma 4.1.4
(a) DMα = min{α, χα0}
(b) αM β ⇐⇒ α < β ∧ α ∈ B(β, χβ0)
(c) αM β ⇐⇒ α < β ∧ SCMα < DMβ
(d) αM β =⇒ χα0 < χβ0 2
Korollar 4.1.5
(a) M < α =⇒M M α
(b) α M α#β
(c) α M ω
α
(d) αM β =⇒ ω
α M ω
β ∧ α#γ M β#γ
(e) β < M =⇒ χ0β M χβ0
(f) αM β < M =⇒ χγαM χγβ
(g) α#DMαM α#M 2
4.2 Hilfsfunktionen fu¨r die restliche Kollabie-
rung
In diesem Abschnitt wird das fu¨r die Definition der Kollabierungsfunktionen
Dµ : T (M) −→ µ ∩ T (M) (µ ∈ R)
notwendige technische Ru¨stzeug bereitgestellt.
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Heuristische Voru¨berlegungen
In [Weiermann 1989] haben wir ein kanonisches Konzept fu¨r die Definition
von Kollabierungsfunktionen
Dµ : T (I) −→ µ ∩ T (I) (µ ∈ R ∩ I ∪ {I}, I := χ10)
und der durch diese Funktionen induzierten τ Relationen (τ ∈ R ∩ I) ent-
wickelt, das fu¨r eine beweistheoretische Analyse der Theorie KPi mit der von
W. Pohlers entwickelten Methode der lokalen Pra¨dikativita¨t geeignet ist.
Leider la¨ßt sich dieser Ansatz nicht unmittelbar auf unsere Situation u¨bertra-
gen, da das Bezeichnungssystem T(I) nicht kanonisch in dem Bezeichnungs-
system T(M) eingebettet liegt. Dies liegt daran, daß bei der Entwicklung des
Bezeichnungssystems T(M) die Funktionen
ψµ (µ ∈ R ∩ I) und ψI
simultan und nicht nach Unerreichbarkeitsgraden getrennt definiert werden.
Zu Illustrationszwecken wollen wir untersuchen, welche Effekte man beach-
ten muß, wenn man auf T (M) ∩ I+ Kollabierungsfunktionen definieren will,
die zumindest eine erneute Analyse von KPi erlauben. Die hieraus resul-
tierenden Erkenntnisse sind zum Versta¨ndnis des weiteren Vorgehens sehr
nu¨tzlich. In Analogie zu [Weiermann 1989] definieren wir zuna¨chst fu¨r µ ∈
R ∩ I+ und α ∈ T (M) ∩ I+
hµα := max(Kµα ∪ {0}) + ω
α
Dµα :=
{
α falls α < µ
ψµhµα falls α ≥ µ.
Fu¨r beweistheoretische Anwendungen bezu¨glich KPi beno¨tigt man in jedem
Fall eine Aussage der Gestalt
∀µ ∈ R ∩ I ∀α ∈ T (M) ∩ I+ (DµDIα < Dµ(I#α)).
Setzt man aber zum Beispiel
µ := (ψI(ωI+I+I))+,
α := ψI(ωI+I+I)#I,
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so gilt
Dµ(α#I) = ψµω
α#I
und
DµDIα = ψµ(ω
I+I+I#ωα#ωDIα) > Dµ(α#I).
Unser Ansatz wa¨re also schon fu¨r eine beweistheoretische Analyse von KPi
unzureichend. Es wird jetzt aber ein Detail deutlich, woran unsere Konstruk-
tion scheitert. Die Beziehung
µ ≤ κ =⇒ Kµα ≤ Kκα
gilt na¨mlich lediglich fu¨r κ < I. Zur Sicherstellung der obigen Relation
beno¨tigt man in der Definition von hµα in notwendiger Weise die Koeffi-
zientenmenge KIα. Definiert man etwa
hˆµα := max(Kµα ∪KIα ∪ {0}) + ω
α
Dˆµα :=
{
α falls α < µ
ψµhˆµα falls α ≥ µ,
so la¨ßt sich mit diesen Kollabierungsfunktionen die Analyse von KPi nach
bekanntem Muster durchfu¨hren. Hierzu sei angemerkt, daß man die Bezie-
hung
Dµ = Dµ ◦DI ,
die in [Weiermann 1989] fu¨r T (I) realisiert wird und zum Beispiel in
[Ja¨ger, Pohlers 1982] verwendet wird, in keinerlei Form beno¨tigt. Mu¨ßte man
diese Forderung aus intrinsischen Gru¨nden realisieren, so erwiese sich die De-
finition der Kollabierungsfunktionen auf T(M) als a¨ußerst kompliziert.
Wir wollen noch am Rande erwa¨hnen, daß die Funktion hˆµ eine kanonische
Einbettung von T(I) in T(M) induziert (siehe [Weiermann 1990b]).
Natu¨rlich reicht fu¨r unsere Zwecke die Definition von hˆµ nicht aus. Es er-
scheint aber nun zumindest plausibel, daß man bei den noch zu definieren-
den Funktionen hµ alle Koeffizientenmengen Kνα mit ν ≥ µ beru¨cksichtigen
muß. Daß sich diese Idee verwirklichen la¨ßt, wird sich aber erst spa¨ter nach
einiger Rechnung herausstellen.
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4.2.1 Die Mengen K?
µ
α
Zuna¨chst bemerken wir das folgende Lemma.
Lemma 4.2.1
Kνα ⊆ KΩα
Beweis durch Induktion nach dem Grad von α. 2
Da KΩα eine endliche Teilmenge von T(M) ist, du¨rfen wir daher die folgende
Definition treffen.
Definition 4.2.2
(a) K?µα :=
⋃
{Kνα : ν ≥ µ}
(b) k?µα := max(K
?
µα ∪ {0})
(c) kµα := max(Kµα ∪ {0})
Damit erhalten wir als Folgerung das folgende Lemma.
Lemma 4.2.3
(a) k?µα = min{η : ∀ν ≥ µ (α ∈ Cˆν(η + 1))}
(b) µ ≤ ν =⇒ K?µα ⊇ K
?
να ∧ k
?
µα ≥ k
?
να 2
In der Folge werden wir zeigen, daß die Mengen K?µα die wesentlichen Eigen-
schaften der Mengen Gµ aus [Buchholz, Schu¨tte 1983] besitzen.
Lemma 4.2.4
Kµα = KµSCMα
Beweis durch Induktion nach dem Grad von α. 2
Es ist klar, daß ein Ordinalterm ψpiα komplizierter als sein Teilterm pi struk-
turiert ist. Dies a¨ußert sich in dem folgenden Lemma.
Lemma 4.2.5
Kµpi ⊆ Kµψpiα
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Beweis:
Man kann den Beweis aus [Rathjen 1990], vgl. etwa Lemma 5.12 (v) und (vi),
extrahieren. Trotzdem wollen wir ihn hier ausfu¨hren.
1. Fall ψpiα ≤ µ−
Es sei pi = χβγ.
Fu¨r pi ≤ µ− gilt die Behauptung. Es sei also pi > µ−.
1.1. Fall γ = δ + 1
Dann gilt mit pi− < ψpiα ≤ µ−
Kµpi = Kµχβγ = Kµχβδ = Kµpi
− = ∅.
1.2. Fall γ = 0
Hier gilt Kµpi = Kµβ = KµSCMβ. Nach 2.1.17 und 2.1.19 gilt
SCMβ ≤ β
∗ = pi− < ψpiα ≤ µ−.
Somit gilt Kµpi = ∅.
2. Fall µ− < ψpiα < pi < µ
Nun folgt Kµpi = Kµψpiα.
3. Fall µ− < ψpiα ∧ µ ≤ pi
In diesem Fall gilt schließlich Kµpi ⊆ Kµψpiα. 2
Wir notieren ferner das folgende Lemma.
Lemma 4.2.6
α < β < µ =⇒ Kµα ≤ Kµβ
Beweis:
Aufgrund von kµβ < kµβ + 1 gilt β ∈ Cˆµ(kµβ + 1) ∩ µ und daher β ⊆
Cˆµ(kµβ + 1). Somit folgt α ∈ Cˆµ(kµβ + 1). Dieses liefert kµα < kµβ + 1, also
kµα ≤ kµβ. 2
Die folgenden zwei Lemmata stellen eine Beziehung zwischen den Mengen
Cˆpi(β) und Cˆµ(β) her und sind fu¨r das weitere Vorgehen von entscheidender
Bedeutung.
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Lemma 4.2.7 (Erstes Inklusionslemma)
Kpiα < β ∧ ψpiβ ≤ µ
− =⇒ Kµα < β
Beweis durch Induktion nach dem Grad von α.
Es sei ohne Einschra¨nkung α =
NF
ψνγ, da sonst die Behauptung trivialer-
weise oder aus der IV folgt.
1. Fall α < pi
Mit Kpiα < β folgt α ∈ Cˆpi(β) ∩ pi ⊆ ψpiβ ≤ µ
− und somit
Kµα = ∅ < β.
2. Fall ν > α ≥ pi
Aufgrund von Kpiα < β folgt Kpiν ∪ Kpiγ < β sowie γ < β. Nach IV
gilt Kµν ∪Kµγ < β. Es folgt Kµψνγ < β. 2
Lemma 4.2.8 (Zweites Inklusionslemma)
Kpiα < β ∧ ν
− < ψpiβ < pi < ν =⇒ Kνα ≤ Kνpi ∪ {β}
Beweis durch Induktion nach dem Grad von α.
Es sei ohne Einschra¨nkung α =
NF
ψ%γ, da sonst die Behauptung trivialer-
weise oder aus der IV folgt.
1. Fall α < pi < ν
Dann gilt Kνα ≤ Kνpi ≤ Kνpi ∪ {β} aufgrund von Lemma 4.2.6.
2. Fall α > pi
Dann gilt Kpiα = Kpi% ∪Kpiγ ∪ {γ} < β. Die IV impliziert nun Kνα ⊆
Kν% ∪Kνγ ∪ {γ} ≤ {β} ∪Kνpi. 2
Lemma 4.2.9 (Fundamentallemma)
(a) % ≤ pi =⇒ K?%β ≤ K
?
%ψpiβ
(b) µ ≤ ν =⇒ K?µKνα ≤ K
?
µα
Beweis:
(a) Sei K?%β = Kµβ fu¨r ein µ ≥ %.
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1. Fall ψpiβ ≤ µ−
Aufgrund von Kpiβ < β gilt mit dem ersten Inklusionslemma
Kµβ < β ∈ Kpiψpiβ ⊆ K
?
%ψpiβ.
2. Fall µ− < ψpiβ < pi < µ
Wir erhalten mit dem zweiten Inklusionslemma wegen Kpiβ < β
Kµβ ≤ {β} ∪Kµpi ⊆ Kpiψpiβ ∪Kµψpiβ ⊆ K
?
%ψpiβ.
3. Fall µ− < ψpiβ und µ ≤ pi
Hier gilt schließlich Kµβ ⊆ Kµα ⊆ K
?
%α.
(b) Wir fu¨hren Induktion nach dem Grad von α.
Es sei ohne Einschra¨nkung α =
NF
ψpiγ, da sonst die Behauptung tri-
vialerweise oder aus der IV folgt.
1. Fall ψpiγ ≤ ν−
Dann gilt Kνα = ∅.
2. Fall ν− < ψpiγ < pi < ν
Nach IV gilt hier aufgrund von Lemma 4.2.5
K?µKνψpiγ = K
?
µKνpi ≤ K
?
µpi ≤ K
?
µψpiγ.
3. Fall ν− < ψpiγ und ν ≤ pi
Hier gilt nach (a) und der IV
K?µKνψpiγ = K
?
µKνγ ∪K
?
µKνpi ∪K
?
µγ
≤ K?µγ ∪K
?
µpi ≤ K
?
µψpiγ. 2
Wir fassen unsere Erkenntnisse in dem folgenden Lemma zusammen und
erhalten gema¨ß der nach 4.2.3 gemachten Bemerkung die folgenden Aussagen.
Satz 4.2.10 (Fundamentale Eigenschaften der K?µ-Mengen)
(a) µ ≤ ν =⇒ K?µα ⊇ K
?
να
(b) K?µα = K
?
µSCMα
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(c) K?µpi ⊆ K
?
µψpiα
(d) α < β < µ =⇒ k?µα ≤ k
?
µβ
(e) µ ≤ ν =⇒ K?µK
?
να ≤ K
?
µα
(f) % ≤ pi =⇒ K?%β ≤ K
?
%ψpiβ
(g) K?µα = K
?
µDMα
Beweis :
Die Behauptung folgt unmittelbar aus 4.2.3, 4.2.4, 4.2.5, 4.2.6 und 4.2.9.
2
Zuna¨chst sei bemerkt, daß die Aussagen 4.2.10(e) und 4.2.10(f) fu¨r die Kµ-
Mengen i. a. falsch sind. Andererseits stellt sich heraus, daß gerade diese
Aussagen bei der spa¨teren Betrachtung iterierter Kollabierungen von enormer
Bedeutung sind, da sie die Kontrolle vonK?µ-Mengen von gewissen Subtermen
eines betrachteten Termes durch dessen K?µ-Menge ermo¨glicht.
4.2.2 Die Funktionen h?
µ
Wir wollen uns nun der Konstruktion der Kollabierungsfunktionen zuwenden.
Als geeignete Kandidaten bieten sich natu¨rlich die Funktionen
ψµ : T (M) ∩M −→ µ ∩ T (M)
an. Da diese Funktionen leider nicht u¨berall definiert sind, vergro¨ßern wir
daher ein vorgegebenes α < M zu einem h?µα < M derart, daß insbesondere
ψµh?µα definiert ist und h
?
µα die in den Subtermen von α enthaltene Infor-
mationsstruktur nur marginal vera¨ndert.
Fu¨r den ein wenig mit Kollabierungsfunktionen vertrauten Leser ist aufgrund
von Satz 4.2.10 klar, wie die Hilfsfunktionen fu¨r die Kollabierung anzusetzen
sind.
Definition 4.2.11 (Definition der Funktionen h?µ)
h?µα := k
?
µα+ ω
α
Daß diese Definition fu¨r unsere Zwecke sinnvoll ist, ergibt sich aus dem fol-
genden Lemma.
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Lemma 4.2.12
k?µh
?
µα < h
?
µα
Beweis :
Es gelte k?µα = kpiα fu¨r ein pi ≥ µ. Dann gilt nach Teil (b) des Fundamental-
lemmas
k?µh
?
µα = k
?
µ(kpiα+ ω
α) ≤ {k?µα} < h
?
µα. 2
Definition 4.2.11 ist eine Verallgemeinerung der urspru¨nglich auf T(I) bezo-
genen Definition von h?µα. Aus Lemma 4.2.12 folgen nun unmittelbar:
Lemma 4.2.13
µ ≤ ν =⇒ kνα < h
?
µα ∧ h
?
να ≤ h
?
µα 2
Lemma 4.2.14
α < β < µ =⇒ h?µα < h
?
µβ
Beweis :
Die Behauptung folgt aus 4.2.10(d). 2
Lemma 4.2.15
α < M =⇒ h?µα < M ∧ ψµh
?
µα↓ 2
4.2.3 Definition derτ -Relation und der Kollabierungs-
funktionen Dµ
Die Definition der Funktionen Dµ und der Relation τ verla¨uft nun analog
zu [Weiermann 1989].
Definition 4.2.16
(a) hµα := h
?
µDMα
(b) Dµα :=
{
DMα falls DMα < µ
ψµhµα sonst
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(c) ατ β :⇐⇒ αM β ∧
∀n∀µ1 ≥ τ . . . ∀µn ≥ τ (Dµ1 · · ·Dµnα < Dµ1 · · ·Dµnβ)
(d) α τ β :⇐⇒ α = β ∨ ατ β
(e) α β :⇐⇒ αΩ β
Definition 4.2.17
Fu¨r ~κ = (κ1, . . . , κn) definieren wir lh(~κ) := n und D~κα := Dκ1 · · ·Dκnα.
Ferner sei D<>α := α. Fu¨r P ⊆ ON definieren wir
P τ α :⇐⇒ ∀ξ ∈ P (ξ τ α).
Folgerung 4.2.18
(a) ατ β ⇐⇒ DMατ DMβ ∧ α < β
(b) ατ β =⇒ ∀µ ≥ τ (Dµατ Dµβ)
(c) Dµ = Dµ ◦DM 2
Die Definition 4.2.16 ist so angelegt, daß 4.2.18(b) trivialerweise gilt. Die
Erfu¨llung dieser Aussage stellte bislang ein Hauptproblem dar. Desweiteren
erscheinen die in der Kollabierungsaxiomatik angegebenen Eigenschaften (bis
auf die Liftungseigenschaft) zumindest sehr plausibel.
4.3 Semantische Charakterisierung der τ-
Relation
In der Folge leiten wir unabha¨ngig voneinander zwei vollsta¨ndige Charak-
terisierungen der τ -Relation her, die eine bequeme Handhabung der τ -
Relation ermo¨glichen. Im Gegensatz zu der spa¨ter betrachteten, klassischen
Vorbildern entsprechenden, syntaktischen Charakterisierung beno¨tigt die zuna¨chst
entwickelte, semantisch orientierte Charakterisierung keine neuen Konzepte.
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Lemma 4.3.1 (Iteriertes Fundamentallemma 1)
µ < κn+1 < . . . < κm =⇒ K
?
µα ≤ K
?
µDκn+1 · · ·Dκmα
Beweis durch Induktion nach m− n.
Fu¨r m − n = 0 ist die Behauptung klar. Sei also n − m > 0. Nach IV gilt
dann
K?µDMα = K
?
µα ≤ K
?
µDκn+2 · · ·Dκmα.
Mit µ < κn+1 gilt in jedem Fall nach dem Fundamentallemma 4.2.9(a) die
Behauptung. 2
Lemma 4.3.2 (Iteriertes Fundamentallemma 2)
Fu¨r µ < κn+1 < . . . < κm gilt
K?µDκn+1 · · ·Dκmα ≤ K
?
µκn+1 ∪ . . . ∪K
?
µκm ∪K
?
µα
∪ {hκn+1Dκn+2 · · ·Dκmα} ∪ . . . ∪ {hκmα}.
Beweis durch Induktion nach m− n.
Ist m− n = 0, so ist die Behauptung richtig. Sei also m− n > 0. Im Fall
DMDκn+2 · · ·Dκmα < κn+1
folgt die Behauptung aus der IV. Sei also
Dκn+1 · · ·Dκmα = ψκn+1hκn+1Dκn+2 · · ·Dκmα.
Sei weiterhin
K?µDκn+1 · · ·Dκmα = K%Dκn+1 · · ·Dκmα
fu¨r ein % ≥ µ. Dann folgt im Fall Dκn+1 · · ·Dκmα < % die Behauptung.
Ansonsten gilt
K?µDκn+1 · · ·Dκmα = K%κn+1 ∪ K%(k
?
κn+1
(Dκn+2 · · ·Dκmα)
+ωDκn+2 ···Dκmα)
∪ {hκn+1Dκn+2 · · ·Dκmα}
≤ K?µκn+1 ∪ . . . ∪ {hκmDκmα}
nach IV und 4.2.10(e). 2
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Definition 4.3.3
r(α) :=
{
αn falls α =NF α1 + · · ·+ αn und α /∈ AP
α falls α ∈ AP
Folgerung 4.3.4
(a) α < β ∧ γ < r(β) =⇒ α+ γ < β
(b) r(h?µα) = ω
α
2
Lemma 4.3.5 (Semantisches One-Step-Lemma 1)
∀µ ≥ τ (Dµα < Dµβ) =⇒ ∀µ ≥ τ (k
?
µα < hµα < hµβ)
Beweis:
Sei k?µα = kνα fu¨r ein ν ≥ µ ≥ τ. Dann gilt
hµα = k
?
µDMα+ ω
DMα = kνα+ ω
DMα = hνα > k
?
µα.
1. Fall ν > DMβ
Fu¨r DMα < ν folgt nach Voraussetzung DMα = Dνα < Dνβ = DMβ.
Mit 4.2.14 folgt hier die Behauptung. Fu¨r DMα ≥ ν folgt nach Voraus-
setzung
ψνh?νDMα = Dνα < Dνβ = DMβ < ν.
Mit 4.2.4 folgt hνα ∈ KνDνα ≤ KνDMβ < hνβ ≤ hµβ.
2. Fall ν ≤ DMβ
2.1. Fall DMα ≥ ν
Dann folgt nach der Voraussetzung
ψνh?νDMα = Dνα < Dνβ = ψνh
?
νDMβ.
Also gilt kνα < hµα = h
?
νDMα < h
?
νDMβ = hνβ ≤ hµβ.
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2.2. Fall DMα < ν ≤ DMβ
Hier gilt nach Voraussetzung
DMα = Dνα < Dνβ = ψνh
?
νDMβ ⊆ Cν(h
?
νDMβ).
Also gilt kνα = k
?
µDMα < h
?
νDMβ ≤ hµβ und damit hµα < hµβ
nach 4.3.4(a). 2
Korollar 4.3.6
ατ β =⇒ ∀µ ≥ τ∀~κ > µ (hµD~κα < hµD~κβ) 2
Lemma 4.3.7 (Semantisches One-Step-Lemma 2)
αM β ∧ ∀µ ≥ τ (kµα < hµβ) =⇒ ∀µ ≥ τ (Dµα < Dµβ)
Beweis:
Sei µ ≥ τ .
1. Fall DMβ < µ
Dieser Fall ist elementar.
2. Fall DMα < µ < DMβ
Dann ist KµDMα = kµα < h
?
µDMβ und somit
DµDMα = DMα ∈ Cˆµ(h
?DMβ) ∩ µ ≤ ψµh
?
µDMβ = DµDMβ.
3. Fall µ ≤ DMα
Dann gilt hµα = h
?
µDMα = k
?
µDMα+ ω
DMα. Es ist fu¨r ein ν ≥ µ
k?µDMα = kνDMα = kνα < hνβ ≤ hµβ
und ωDMα < ωDMβ = r(hµβ). Also gelten hµα < hµβ und DµDMα <
DµDMβ. 2
Damit haben wir eine vorla¨ufige Charakterisierung der τ -Relation.
ατ β ⇐⇒ αM β ∧ ∀µ ≥ τ∀~κ ≥ τ (KµD~κDMα < hµD~κDMβ).
Diese Charakterisierung bringen wir in dem folgenden Satz auf die endgu¨ltige
Gestalt.
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Satz 4.3.8 (Semantische Charakterisierung der τ -Relation)
ατ β ⇐⇒ α < β ∧ SCMα < DMβ ∧
∀µ ≥ τ∀~κ > µ (D~κβ ≥ µ =⇒ kµα < hµD~κβ)
Beweis:
”
⇒ “ Es gelte ατ β. Dann gelten zuna¨chst α < β und SCMα < DMβ. Fu¨r
~κ ≥ τ gilt ferner D~κατ D~κβ. Also gilt
∀µ ≥ τ (DµD~κα < DµD~κβ)
und damit nach dem ersten semantischen One-Step-Lemma und dem
ersten iterierten Fundamentallemma
kµα ≤ k
?
µα ≤ k
?
µD~κα < hµD~κβ.
”
⇐ “ Zuna¨chst gilt nach Voraussetzung DMα < DMβ. Wir zeigen durch
vollsta¨ndige Induktion
∀m ≥ 0 ∀µ ≥ τ∀~κ ≥ τ (lh(~κ) = m =⇒ K?µD~κα < hµD~κβ).
Mit dem zweiten semantischen One-Step-Lemma folgt dann die Be-
hauptung. Sei ~κ = (κ1, . . . , κm) und κ1 < . . . < κm.
1. Fall lh(~κ) = 0
Dann folgt die Behauptung direkt aus der Voraussetzung bzw.
nach Lemma 4.2.6.
2. Fall lh(~κ) > 0
Nach dem zweiten One-Step-Lemma folgt mit der IV fu¨r 1 ≤ i ≤
m und alle ~σ = (σ1, . . . , σm) ≥ τ
Dσi · · ·DσmDMα < Dσi · · ·DσmDMβ. (4.1)
Insbesondere folgt D~κα < D~κβ. Im Fall D~κβ < µ folgt nach
4.2.10(d) K?µD~κα ≤ K
?
µD~κβ und damit die Behauptung. Es sei
also D~κβ ≥ µ. Ohne Einschra¨nkung der Allgemeinheit sei nach
IV
Dκ1 · · ·DκmDMβ = ψκ1hκ1 . . . ψκmhκmDMβ
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angenommen, da fu¨r Dκi+1 · · ·DκmDMβ < κi auch
Dκi+1 · · ·DκmDMα < κi folgt. Aufgrund von D~κβ ≥ µ gilt µ < κ1.
Mit κ1 < . . . < κm folgt fu¨r 1 ≤ i ≤ m
K?µκi ≤ K
?
µD~κDMβ < hµD~κβ.
Sei ferner K?µα ≤ Kνα fu¨r ein ν ≥ µ. Dann gilt nach Vorausset-
zung
K?µα = Kνα < hνD~κβ ≤ hµD~κβ.
Desweiteren gilt fu¨r 1 ≤ i ≤ m nach (4.1), dem ersten iterier-
ten Fundamentallemma und dem ersten semantischen One-Step-
Lemma
hκiDκi+1 · · ·Dκmα < hκiDκi+1 · · ·Dκmβ
∈ K?µψκihκiDκi+1 · · ·Dκmβ
≤ K?µD~κDMβ < hµD~κβ.
Mit dem zweiten iterierten Fundamentallemma folgt die Behaup-
tung. 2
Korollar 4.3.9
αM β ∧ ∀µ ≥ τ (Kµα ≤ K
?
µβ) =⇒ ατ β 2
Korollar 4.3.10
(a) α τ α#β
(b) α τ ω
α
(c) γ < M =⇒ γ τ ϕβγ,Φβγ, χβγ
(d) γ =
NF
ϕαβ =⇒ ατ γ
(e) γ =
NF
Φαβ =⇒ ατ γ
(f) γ =
NF
χαβ ∧ α < Λ0 =⇒ ατ γ
Beweis mit Korollar 4.3.9. 2
41
Satz 4.3.11
Es gelte ατ β. Dann gelten:
(a) α#γ τ β#γ
(b) ωα τ ω
β
(c) n · ατ n · β ∧ α · nτ β · n
(d) δ =
NF
ϕγβ =⇒ ϕγατ δ
(e) δ =
NF
Φγβ =⇒ Φγατ δ
(f) β < M ∧ δ =
NF
χγβ =⇒ χγατ δ
(g) β < Λ0 ∧ δ =NF χβγ =⇒ χαγ τ χβγ
Beweis:
(a) Sei γ 6= 0. Aus α M β folgt zuna¨chst nach Korollar 4.1.5 α#γ M
β#γ. Wegen β 6= 0 gilt nach Korollar 4.3.10
ατ β τ β#γ und γ τ β#γ. (4.2)
Es seien nun µ ≥ τ und ~κ > µ beliebig gewa¨hlt. Dann gilt mit (4.2)
kµ(α#γ) ≤ max({kµα, kµγ} < hµD~κ(β#γ).
Also folgt nach 4.3.8 die Behauptung.
Die restlichen Behauptungen folgen analog. 2
Satz 4.3.12
(a) pi  pi+
(b) Sα  α
(c) α β ∧ α+ ≤ ν =⇒ Sα β#ν ∧ α+  β#ν ∧ ωDMα+5  DMβ
(d) α, β  γ#ν ∧ S(α#β) < ν =⇒ ϕα(α#β) γ#ν
(e) δ < % ∧ δ, ε ϕ%(%#α) =⇒ ϕδε ϕ%(%#α) 2
Die Aussagen von 4.3.10, 4.3.11 und 4.3.12 entsprechen der folgenden, ver-
einfachten Philosophie der τ -Relation:
α τ β ⇐⇒ α < β und die in β enthaltene Terminformation
u¨berdeckt die Terminformation von α.
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4.4 Syntaktische Charakterisierung der τ-
Relation
Obwohl die in 4.3 gegebene Charakterisierung derτ -Relation vo¨llig zufrie-
denstellend ist, wollen wir hier eine davon unabha¨ngige, syntaktische Dar-
stellung herleiten. Zum einen ermo¨glicht diese Konstruktion ein vertieftes
Versta¨ndnis der τ -Relation, zum anderen wird eine erste Beziehung zu
den klassischen Konstruktionen hergestellt. Diese ist fu¨r das Versta¨ndnis
der im na¨chsten Kapitel gegebenen Darstellung von Nutzen. Schließlich sei
erwa¨hnt, daß man bei der Behandlung von Ordinalzahlbezeichnungssyste-
men, die im Gegensatz zu den ψ-Funktionen auf sogenannte θ¯-Funktionen
aufbauen, auf den syntaktischen Zugang zuru¨ckgreifen muß. Dies liegt insbe-
sondere daran, daß bei solchen Bezeichnungssystemen die <-Relation unter
Bezugnahme auf Koeffizientenmengen von starkkritischen Subtermen der be-
trachteten Ordinalzahlen definiert ist (siehe [Buchholz 1974], [Pohlers 1981]
und [Weiermann 1987]).
Voru¨berlegungen
Wir wenden uns nun der syntaktischen Charakterisierung der τ - Relation
zu. Als Orientierungshilfe dient uns dabei die in [Weiermann 1989] gegebene
Darstellung. Wie dort untersuchen wir zuna¨chst die Beziehung
α < β ∧ DMα < DMβ ∧ ∀µ (Dµα < Dµβ).
Ein neues, effektives Kriterium fu¨r diese Relation liefert uns dann die ange-
strebte Charakterisierung. Fu¨r das Ordinalzahlbezeichnungssystem T(I) aus
[Buchholz, Schu¨tte 1983] hatte man fu¨r α, β ∈ T (I) mit DIα < DIβ und
α < β
∀µ ≥ τ (Dµα < Dµβ) ⇐⇒ ∀µ ≥ τ (SCµα < Dµβ).
Hierbei bezeichnete die Menge SCµα die Menge der fu¨r α relevanten stark-
kritischen Teilterme von α einer Stufe < µ. (Urspru¨nglich wurde diese Menge
mit Kµα bezeichnet.)
Wir wollen den in [Weiermann 1989] gegebenen Beweis zu Illustrationszwecken
kurz rekapitulieren.
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Mit Y α sei die (endliche) Menge der fu¨r den Aufbau von α als Ordinalterm
wichtigen kardinalen Teilterme von α bezeichnet. Ferner sei
µ+(α) :=
{
min{ν ∈ Y α : ν ≥ µ} falls ∃ν ≥ µ (ν ∈ Y α)
µ sonst
Desweiteren seien Dµ und hµ wie in [Weiermann 1989] definiert. Es ist leicht
zu sehen, daß gilt
∀µ ≥ τ (Dµα < Dµβ) =⇒ ∀µ ≥ τ (SCµα < Dµβ).
Fu¨r die andere Richtung haben wir zu zeigen, daß gilt
∀µ ≥ τ (SCµα < Dµβ) =⇒ ∀µ ≥ τ (hµα < hµβ).
Es sei nun µ ≥ τ beliebig. Wir fu¨hren Induktion nach der Anzahl der Ele-
mente in Y α \ (µ + 1). Fu¨r pi := µ+(α) gilt im Fall µ < pi, den wir ohne
Einschra¨nkung annehmen, aufgrund der IV hpiα < hpiβ. Aus SCµα < Dµβ
folgt fu¨r den nichttrivialen Fall β ≥ µ: KµSCµα < hµβ. Fu¨r die Kµ-Mengen
gelten nun die folgenden wichtigen Eigenschaften.
Kµα = Kµ+α ∪KµSCµα (4.3)
Kµ+α = Kµ+(α)α (4.4)
Aus Kpiα < hpiα < hpiβ ≤ hµβ folgt nach (4.3) und (4.4) hµα < hµβ und
damit Dµα < Dµβ.
Dieser Beweis la¨ßt sich mit einigem Aufwand auf die jetzt vorliegende Situati-
on u¨bertragen, obwohl das Bezeichnungssystem T(I) nicht kanonisch in T(M)
eingebettet liegt. Die erste Hauptschwierigkeit besteht darin ein Analogon fu¨r
die Beziehung (4.4) zu finden, da die Beziehung (4.4) fu¨r die Kµ-Mengen in
unserer Situation nicht uneingeschra¨nkt richtig ist.
4.4.1 Die R-Mengen
Wir definieren nun die Menge Rα, die die fu¨r den Aufbau von α als Ordinal-
term wesentlichen regula¨ren Teilterme entha¨lt. Die Begriffsbildung entspricht
der in der Literatur (siehe [Pohlers 1981] und [Weiermann 1989]) verwende-
ten Definition der Y-Menge von α.
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Definition 4.4.1 (Induktive Definition von Rα)
(R1) R0 := RM := ∅
(R2) α =
NF
α1 + · · ·+ αn =⇒ Rα := Rα1 ∪ . . . ∪Rαn
(R3) α =
NF
ϕβγ =⇒ Rα := Rβ ∪Rγ
(R4) α =
NF
Φβγ =⇒ Rα := Rβ ∪Rγ
(R5) α =
NF
χβγ ∈ R =⇒ Rα := Rβ ∪Rγ ∪ {α}
α =
NF
χβγ /∈ R =⇒ Rα := Rβ ∪Rγ
(R6) α =
NF
ψpiβ =⇒ Rα := Rpi ∪ (Rβ ∩ pi)
Wu¨rde man in (R6) definieren Rα := Rpi ∪ Rβ, so wu¨rde die Menge Rα
alle regula¨ren Teilterme von α beinhalten. Dies wa¨re aber fu¨r unsere Zwecke
ungu¨nstig, da sich dann die in K?µRα enthaltene Information nicht mehr
durch K?µα u¨berdecken ließe, was sich spa¨ter beim Beweis der Liftungseigen-
schaft als sehr wesentlich erweisen wird (siehe auch 4.5.1(a)).
Folgerung 4.4.2
(a) Rα ⊆ R
(b) pi ∈ R =⇒ pi ∈ Rpi
(c) pi ∈ Rψpiβ 2
Die Begiffsbildung Rα ist durch 4.4.2(a) motiviert. Ein erstes Indiz der Be-
deutung der Menge Rα fu¨r die Struktur von α findet man in dem folgenden
Lemma.
Lemma 4.4.3
Rα < ν =⇒ Kνα = ∅
Beweis durch Induktion nach dem Grad von α.
Es sei ohne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung trivialer-
weise oder aus der IV folgt. In diesem Fall gilt Rα = Rpi ∪ (Rβ ∩ pi). Nach
IV gilt Kνpi = ∅.
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1. Fall α ≤ ν−
Hier gilt Kνα = ∅.
2. Fall ν− < ψpiβ < pi < ν
Sodann folgt Kνα = Kνpi = ∅.
3. Fall ν− < ψpiβ ∧ ν ≤ pi
Aufgrund von pi ∈ Rα < ν tritt dieser Fall nicht auf. 2
Definition 4.4.4
µ+(α) :=
{
min{ν ∈ Rα : ν ≥ µ} falls ∃ν ≥ µ (ν ∈ Rα)
µ sonst
In dem folgenden Lemma tritt die fundamentale Bedeutung der Mengen Rα
fu¨r unsere Konstruktion u¨beraus deutlich zutage. Wir erhalten na¨mlich fu¨r
beliebiges ν eine effektive Majorisierung der Menge Kνα durch Mengen der
Gestalt Kpiα mit pi ∈ Rα. Dies bedeutet, daß in gewissen Sinne die Menge
Rα, die fu¨r den Aufbau von α charakteristischen regula¨ren Teilterme entha¨lt.
Lemma 4.4.5 (Majorisierungslemma)
(a) Kµ+α ⊆ Kµα
(b) Kµα ≤
⋃
{Kνα : ν ∈ Rα ∧ ν ≥ µ}
(c) µ < ν ≤ µ+(α) =⇒ k?να = k
?
µ+(α)α
Der Beweis erfolgt in allen Fa¨llen durch Induktion nach dem Grad von α.
(a) Es sei ohne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung tri-
vialerweise oder aus der IV folgt.
1. Fall ψpiβ ≤ µ
Hier gilt offenbar Kµ+α = ∅.
2. Fall µ < ψpiβ
In diesem Fall gilt nach IV
Kµ+α = Kµ+β ∪Kµ+pi ∪ {β} ⊆ Kµβ ∪Kµpi ∪ {β} = Kµβ.
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(b) Es sei ohne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung tri-
vialerweise oder aus der IV folgt. Dann ist Rα = Rpi ∪ (Rβ ∩ pi). Sei
V :=
⋃
{Kνα : ν ∈ Rα ∧ ν ≥ µ}.
1. Fall α ≤ µ−
In diesem Fall ist die Behauptung klar.
2. Fall µ− < α < pi < µ
Dann gilt nach Lemma 4.2.5 und der IV
Kµα = Kµpi ≤
⋃
{Kνpi : ν ∈ Rpi ∧ ν ≥ µ}
⊆
⋃
{Kνψpiβ : ν ∈ Rpi ∧ ν ≥ µ} ⊆ V.
3. Fall µ− < α ∧ µ ≤ pi
Dann ist Kµα = Kµpi ∪Kµβ ∪ {β}. Es ist pi ∈ Rα und β ∈ Kpiα,
sowie pi ≥ µ. Also ist β ∈ V. Ferner ergibt sich nun nach IV und
4.2.5
Kµpi ≤
⋃
{Kνpi : ν ∈ Rpi ∧ ν ≥ µ}
⊆
⋃
{Kνψpiβ : ν ∈ Rα ∧ ν ≥ µ} = V.
Schließlich gilt nach IV Kµβ ≤
⋃
{Kνβ : ν ∈ Rβ ∧ ν ≥ µ}. Sei
ν ∈ Rβ und ν ≥ µ.
3.1. Fall α ≤ ν−
Es gilt Kpiβ < β und somit nach dem ersten Inklusionslemma
Kνβ < β ∈ Kpiα ≤ V.
3.2. Fall ν− < α < pi < ν
Nach IV und 4.2.5 gilt dann
Kνpi ≤
⋃
{Kσpi : σ ∈ Rpi ∧ σ ≥ ν}
≤
⋃
{Kσpi : σ ∈ Rα ∧ σ ≥ µ} ≤ V.
Aufgrund des zweiten Inklusionslemmas gilt mit Kpiβ < β
Kνβ ≤ {β} ∪Kνpi ≤ V.
3.3. Fall ν− < α ∧ ν ≤ pi
Hier gilt schließlich Kνβ ≤ Kνα ⊆ V . Denn es ist ν = pi ∈
Rpi ⊆ Rα oder ν < pi und ν ∈ Rβ ∩ pi ⊆ Rα.
(c) Folgt leicht aus (b). 2
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Wir erhalten somit unmittelbar das folgende Korollar.
Korollar 4.4.6
µ < µ+(α) =⇒ k?µ+α = k
?
µ+(α)α 2
Faßt man µ+ als semantische Nachfolgerkardinalzahl von µ auf, so la¨ßt sich
im Fall µ < µ+(α) µ+(α) als syntaktische, durch das Termmaterial von α ge-
gebene Nachfolgerkardinalzahl von µ bzgl. α auffassen. Korollar 4.4.6 stellt
eine wichtige Beziehung zwischen diesen Konzepten her und ist das in 4.4
angestrebte Analogon zu (4.4).
Aus dem Beweis von 4.4.5 wird deutlich, weshalb die entsprechende Aussa-
ge fu¨r die Kµ-Mengen nicht zutrifft. I.a. hat na¨mlich µ
+(α) einen anderen
Unerreichbarkeitstypus als µ+.
4.4.2 Die SCµ-Mengen
In diesem Abschnitt bescha¨ftigen wir uns mit den SCµ-Mengen. Zuna¨chst
definieren wir diese und zeigen dann das Analogon zu (4.4). Weiterhin stellen
wir die in der Folge beno¨tigten Eigenschaften dieser Mengen zusammen.
Definition 4.4.7 (Induktive Definition von SCµα)
(SCµ1) SCµ0 := SCµM := ∅
(SCµ2) α ∈ SC ∩ µ =⇒ SCµα = {α}
(SCµ3) α =NF α1 + · · ·+ αn =⇒ SCµα = SCµα1 ∪ . . . ∪ SCµαn
(SCµ4) α =NF ϕβγ =⇒ SCµα = SCµβ ∪ SCµγ
(SCµ5) α =NF Φβγ ≥ µ =⇒ SCµα = SCµβ ∪ SCµγ
(SCµ6) α =NF χβγ ≥ µ =⇒ SCµα = SCµβ ∪ SCµγ
(SCµ7) α =NF ψβγ ≥ µ =⇒ SCµα = SCµβ ∪ SCµγ
Die Begriffsbildung ist durch das folgende Lemma motiviert.
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Lemma 4.4.8
SCµα ⊆ T (M) ∩ SC ∩ µ.
Beweis durch Induktion nach dem Grad von α. 2
Korollar 4.4.9
SCµα ≤ α 2
Definition 4.4.10
Fu¨r Mengen P,Q ⊆ T (M) sei definiert P ∼ Q :⇐⇒ P ≤ Q ∧ Q ≤ P.
Es gilt nun das folgende Lemma.
Lemma 4.4.11 (Erstes Fundamentallemma fu¨r die SCµ-Mengen)
(a) Kµα = Kµ+α ∪KµSCµα
(b) K?µSCµα ≤ K
?
µα
(c) K?µα = K
?
µ+α ∪KµSCµα
(d) K?µα ∼ K
?
µ+α ∪K
?
µSCµα
(e) K?µα ∼ K
?
µ+(α)α ∪K
?
µSCµα ∼ K
?
µ+(α)α ∪KµSCµα
Der Beweis von (a) und (b) erfolgt jeweils durch Induktion nach dem Grad
von α.
(a) 1. Fall α = 0 ∨ α =M
Dieser Fall ist trivial.
2. Fall α /∈ SC
In diesem Fall folgt die Behauptung unmittelbar aus der IV.
3. Fall α ∈ SC
3.1. Fall α < µ
Dann gilt mit 4.4.5(a) die Behauptung.
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3.2. Fall α ≥ µ
Es sei ohne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung
trivialerweise oder aus der IV folgt. Es gelte also α =
NF
ψpiβ >
µ = (µ+)−. Hier gelten nun
Kµα = Kµpi ∪Kµβ ∪ {β}
Kµ+α = Kµ+pi ∪Kµ+β ∪ {β}
KµSCµα = KµSCµpi ∪KµSCµβ.
Eine Anwendung der IV impliziert die Behauptung.
(b) Wir betrachten den einzig nichttrivialen Fall α =
NF
ψpiβ und α > µ.
Hier gilt nach dem Fundamentallemma 4.4.5(b) und der IV
K?µSCµα = K
?
µSCµpi ∪K
?
µSCµβ ≤ K
?
µpi ∪K
?
µβ ≤ K
?
µψpiβ.
(c) Folgt nun einfach aus (a) und K?µα = K
?
µ+α ∪Kµα.
(d) Folgt aus (b) und (c).
(e) folgt mit dem Majorisierungslemma aus (c) und (d). 2
Lemma 4.4.12
(a) µ ≤ pi < M =⇒ SCµα ≤ SCpiα ≤ SCMα
(b) µ ≤ pi ∧ Kpiβ < α =⇒ SCµβ < ψpiα
(c) µ ≤ pi =⇒ SCµα < ψpiα
(d) µ ≤ pi =⇒ SCµpi < ψpiα
(e) µ ≤ pi =⇒ SCµpi ≤ SCµψpiα
Beweis:
(a) Die Behauptung wird durch Induktion nach α bewiesen. Wir betrachten
die kritischen Fa¨lle:
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1. Fall α ∈ SC ∩ pi
In diesem Fall gilt SCµα ≤ {α} = SCpiα nach 4.4.9.
2. Fall α =
NF
ψνβ > pi
Aus der IV folgt
SCµα = SCµν ∪ SCµβ ≤ SCpiν ∪ SCpiβ = SCpiα.
Schließlich gilt in beiden Fa¨llen SCµα ≤ {α} = SCMα.
(b) Aus KpiSCpiβ ⊆ Kpiβ < α folgt nach (a)
SCµβ ≤ SCpiβ ⊆ Cˆpi(α) ∩ pi ⊆ ψpiα.
(c) Folgt aus (a) und (b).
(d) Aus KpiSCpipi ⊆ Kpipi = ∅ folgt nach (a)
SCµpi ≤ SCpipi ⊆ Cˆpi(α) ∩ pi ⊆ ψpiα.
(e) Folgt aus (d). 2
Lemma 4.4.13 (Zweites Fundamentallemma fu¨r die SCµ-Mengen)(a) µ < M ≤ α =⇒ SCµα < DMα
(b) µ < M ≤ α =⇒ SCµα ≤ SCµDMα
(c) µ < M ≤ α =⇒ SCµα < DµDMα
(d) µ ≤ α < M =⇒ SCµα < DµDMα
(e) α < µ < M =⇒ SCµα = SCµDµα = SCµDµDMα ≤ α = Dµα
(f) α < µ < M ∧ α 6∈ SC =⇒ SCµα < Dµα
(g) µ < κ =⇒ SCµα ≤ SCµDκα
(h) µ < ~κ =⇒ SCµα ≤ DµD~κα
(i) µ < ~κ ∧ µ ≤ D~κα =⇒ SCµα < DµD~κα
(j) µ < ~κ ∧ α 6∈ SC =⇒ SCµα < DµD~κα
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Beweis:
(a) Man hat nach 2.1.17 SCMα < DMα = χα0. Mit 4.4.12(a) folgt die
Behauptung.
(b) Die Behauptung folgt aus (a).
(c) Fu¨r DMα < µ folgt die Behauptung aus (a). Im Fall µ ≤ DMα = χα0
gilt mit 4.4.12(b) und 4.2.12.
SCµα = SCµχα0 ⊆ SCµhµχα0 < ψµhµχα0 = DµDMα.
(d) Mit 4.2.12 und 4.4.12(b) folgt hier
SCµα ⊆ SCµhµα < ψµhµα = DµDMα.
(e) Die Behauptung folgt aus SCµα ≤ α.
(f) Mit α /∈ SC folgt SCµα < α und somit die Behauptung.
(g) Nach (b) du¨rfen wir DMα ≥ κ annehmen. Mit 4.4.12(a) folgt im Fall
Dκα < µ nach (d)
SCµα ≤ SCκα = SCκDMα ≤ {Dκα} = SCµDκα.
Fu¨r Dκα ≥ µ folgt aber SCµα ⊆ SCµhκα ⊆ SCµDκα.
(h) Mit (c)–(e) und iterierter Anwendung von (g) folgt
SCµα ≤ SCµD~κα ≤ DµD~κα.
(i) Nach Voraussetzung gilt D~κα ≥ µ. Mit (c), (d) und (g) folgt
SCµα ≤ SCµD~κα < DµD~κα.
(j) Nach (i) du¨rfen wir D~κα < µ annehmen. Sei ~κ = (κ1, . . . , κn) und
D~κα = ψκ1hκ1 · · ·ψκnhκnα. Fu¨r n = 0 folgt die Behauptung aus (f).
Ansonsten folgt nach (i) und 4.4.12(a)
SCµα ≤ SCκ1α < D~κα = DµD~κα. 2
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Dieses Fundamentallemma zeigt sehr scho¨n, daß die Menge SCµα durch alle
mo¨glichen iterierten Kollabierungen DµD~κDMα mit µ < ~κ majorisiert wird.
Anschaulich klar wird das Lemma durch die Aussage (b) aus Lemma 4.4.12.
Die Tatsache, daß ψpiα in Normalform ist, impliziert insbesondere, daß in α
keine Subterme auftreten, die komplizierter als ψpiα sind.
Lemma 4.4.14 (Syntaktisches One-Step-Lemma 1)
∀µ ≥ τ (SCµα < Dµβ) =⇒ ∀µ ≥ τ (K
?
µα < hµβ = h
?
µDMβ)
Beweis durch Induktion nach der Anzahl der Elemente in Rα \ (µ+ 1).
(Diese Induktion bezeichnen wir in der Folge mit R-Induktion.) Sei µ ≥ τ
beliebig gewa¨hlt.
1. Fall µ+(α) = µ
In diesem Fall gilt Rα < µ+ und damit K?µ+α = ∅. Sodann folgt
K?µα ∼ K
?
µ+α ∪KµSCµα = KµSCµα.
1.1. Fall DMβ ≥ µ
Aus SCµα ∈ ψµh
?
µDMβ ∩ T (M) ⊆ Cˆµ(h
?
µDMβ) folgt
KµSCµα < h
?
µDMβ. Alsdann folgt K
?
µα < h
?
µDMβ.
1.2. Fall DMβ < µ
Es gilt K?µDMβ < h
?
µDMβ. Nach Voraussetzung gilt somit
SCµα < DMβ ∈ Cˆµ(h
?
µDMβ) ∩ µ ⊆ ψh
?
µDMβ
und daher Kµα = KµSCµα < h
?
µ(DMβ).
2. Fall µ+(α) > µ
Nach IV gilt fu¨r ν = µ+(α) nun K?να < h
?
ν(DMβ). Weiterhin gilt
K?µα ∼ K
?
µ+(α)α ∪ K
?
µSCµα nach dem ersten Fundamentallemma fu¨r
die SCµ-Mengen. Es folgt K
?
µ+(α)α < h
?
ν(DMβ) ≤ h
?
µ(DMβ).
2.1. Fall DMβ ≥ µ
Hier gilt nach Voraussetzung
SCµα < DµDMβ = ψµh
?
µ(DMβ).
Also gilt KµSCµα < h
?
µ(DMβ). Es folgt K
?
µα < h
?
µ(DMβ).
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2.2. Fall DMβ < µ
Es gilt KµDMβ < h
?
µ(DMβ). Aufgrund der Voraussetzung gilt
jetzt
SCµα < DµDMβ = DMβ ∈ Cˆµ(h
?
µ(DMβ)).
Wiederum gilt KµSCµα < h
?
µ(DMβ). Alsdann erha¨lt man K
?
µα <
h?µ(DMβ). 2
Korollar 4.4.15 (Syntaktisches One-Step-Lemma 2)
Unter den Voraussetzungen
• α < β
• DMα < DMβ
• ∀µ ≥ τ (SCµα < Dµβ)
gilt ∀µ ≥ τ (hµα < hµβ ∧ Dµα < Dµβ)
Beweis :
Es sei µ ≥ τ . Wir zeigen zuerst h?µ(DMα) < h
?
µ(DMβ). Es sei h
?
µ(DMα) =
k?µDMα+ ω
DMα. Mit 4.4.14 erha¨lt man
k?µDMα = k
?
µα < h
?
µ(DMβ) = hµβ.
4.3.4 impliziert nun h?µ(DMα) < h
?
µ(DMβ). Fu¨r die zweite Behauptung haben
wir DµDMα < DµDMβ zu zeigen.
1. Fall DMβ < µ
Hier gilt die Behauptung trivialerweise.
2. Fall DMα ≥ µ
Aus h?µ(DMα) < h
?
µ(DMβ) folgt
DµDMα = ψµh
?
µ(DMα) < ψµh
?
µ(DMβ) = DµDMβ.
3. Fall DMα < µ ≤ DMβ
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3.1. Fall α < M
Nach dem ersten syntaktischen One-Step-Lemma giltKµα < h
?
µ(DMβ).
Damit gilt
DµDMα = α ∈ Cˆµ(h
?
µ(DMβ)) ∩ µ ≤ ψµh
?
µ(DMβ) = DµDMβ.
3.2. Fall α ≥M
Jetzt gilt DMα = χα0 < µ. Nach dem ersten syntaktischen One-
Step-Lemma gilt Kµα < h
?
µ(DMβ). Sodann folgt
DµDMα = χα0 < ψµh
?
µDMβ = DµDMβ. 2
Lemma 4.4.16
µ ≤ pi =⇒ SCµDMα ⊆ SCµhpiα
Der Beweis ist offensichtlich. 2
In der Folge zeigen wir, daß in 4.4.16 im wesentlichen auch die umgekehrte
Inklusion gilt.
Lemma 4.4.17
pi =
NF
χβγ =⇒ {β∗, γ} ≤ pi− + 1
Beweis:
Nach Lemma 2.1.17 gilt β∗ ≤ pi−. Im Fall γ = 0 ist nichts zu zeigen. Sei
γ = δ + 1. Da χβ eine Normalfunktion ist, gilt δ ≤ χβδ = pi
−. Somit gilt die
Behauptung. 2
Lemma 4.4.18 (Drittes Fundamentallemma fu¨r die SCµ-Mengen) µ ≤
pi =⇒ SCµKpiα ≤ SCµα
Beweis durch Induktion nach dem Grad von α.
1. Fall α = 0 ∨ α =M
Die Behauptung ist hier offenbar richtig.
2. Fall α /∈ SC
Die Behauptung folgt unmittelbar aus der IV.
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3. Fall α =
NF
Φβγ
Mit der IV erha¨lt man zuna¨chst
SCµKpiα = SCµKpiβ ∪ SCµKpiγ ≤ SCµβ ∪ SCµγ.
Fu¨r α ≥ µ gilt SCµα = SCµβ ∪ SCµγ und damit die Behauptung. Im
Falle α < µ gilt hingegen
SCµβ ∪ SCµγ ≤ max{β, γ} ≤ {Φβγ} = SCµα
und es folgt auch hier die Behauptung.
4. Fall α =
NF
χβγ
Aus der IV erha¨lt man
SCµKpiα = SCµKpiβ ∪ SCµKpiγ ≤ SCµβ ∪ SCµγ.
Gilt nun α ≥ µ, so folgt
SCµα = SCµβ ∪ SCµγ
und hiermit die Behauptung. Es sei daher α < µ angenommen. Zuna¨chst
gilt dann SCµγ ≤ γ < {χβγ} = SCµα. Weiterhin hat man nach
4.4.12(a)
SCµβ ≤ SCMβ < {χβγ} = SCµα.
Die Behauptung gilt daher ebenfalls.
5. Fall α =
NF
ψνβ
Ist α ≤ pi−, dann gilt Kpiα = ∅.
5.1. Fall pi− < ψνβ < ν < pi
5.1.1. Fall µ ≤ ν
In diesem Fall gilt mit 4.4.12 und der IV
SCµKpiα = SCµKpiν ≤ SCµν ≤ SCµψνβ = SCµα.
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5.1.2. Fall ν < µ
Sodann gilt SCµα = {ψνβ}. Es sei ν =NF χδγ. Dann gilt
nach 4.4.12(a) und 4.4.17, sowie der IV
SCµKpiα = SCµKpiν = SCµKpiβ ∪ SCµKpiγ
≤ SCµβ ∪ SCµγ
≤ SCMβ ∪ {γ} ≤ ν
− + 1 < ψνβ.
5.2. Fall pi− < ψνβ ∧ pi ≤ ν.
5.2.1. Fall α ≥ µ
Die IV impliziert hier
SCµKpiψνβ = SCµKpiβ ∪ SCµKpiν ∪ SCµβ
≤ SCµβ ∪ SCµν = SCµψνβ.
5.2.2. Fall α < µ
Wir haben µ ≤ pi ≤ ν. Aus Kνβ < β folgt nach 4.4.12(c)
SCµβ < ψνβ. Mit 4.4.12(d) ergibt sich ferner SCµν < ψνβ.
Also folgt schließlich mit der IV
SCµKpiα = SCµKpiβ ∪ SCµKpiν ∪ SCµβ
≤ SCµβ ∪ SCµν < {ψνβ} = SCµα. 2
Lemma 4.4.19
µ ≤ pi =⇒ SCµhpiα ∼ SCµDMα
Beweis :
Nach 4.4.16 gilt SCµDMα ⊆ SCµhpiDMα. Es sei nun hpiα = k%DMα+ ω
DMα
fu¨r ein % ≥ pi. Dann folgt mit dem dritten Fundamentallemma fu¨r die SCµ-
Mengen
SCµhpiα = SCµ(k%DMα+ ω
DMα) ≤ SCµDMα. 2
Korollar 4.4.20
DMα ≥ pi ∧ Dpiα ≥ µ =⇒ SCµDpiα ∼ SCµpi ∪ SCµα
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Beweis :
Die Behauptung folgt aus Lemma 4.4.19. 2
Lemma 4.4.21 (Syntaktisches One-Step-Lemma 3)
αM β =⇒ (∀µ ≥ τ (Dµα < Dµβ) ⇐⇒ ∀µ ≥ τ (SCµα < Dµβ))
Beweis:
Es gelte αM β.
”
⇒ “ Die Behauptung folgt aus dem zweiten syntaktischen One-Step-Lemma.
”
⇐ “ Es sei µ ≥ τ . Mit 4.4.13 erha¨lt man SCµα ≤ DµDMα < DµDMβ
aufgrund der Voraussetzung. 2
Mit dem dritten One-Step-Lemma haben wir bereits eine vollsta¨ndige Cha-
rakterisierung der τ -Relation, denn es gilt das folgende Lemma.
Lemma 4.4.22
ατ β ⇐⇒ (α < β ∧ SCMα < DMβ ∧
∀µ ≥ τ∀~κ ≥ τ(SCµD~κα < DµD~κβ)) 2
Diese Charakterisierung la¨ßt sich wie folgt vereinfachen.
Satz 4.4.23
ατ β ⇐⇒ (α < β ∧ SCMα < DMβ ∧
∀µ ≥ τ∀~κ > µ(D~κβ ≥ µ =⇒ SCµα < DµD~κβ))
Beweis:
”
⇒ “ Man hat fu¨r τ ≤ µ ≤ ~κ nach Voraussetzung, 4.4.22 und 4.4.13(h)
SCµα ≤ DµDκα < DµDκβ.
Weiterhin gelten α < β und SCMα < DMβ.
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”
⇐ “ Aus SCMα < DMβ folgt mit α < β zuna¨chst DMα < DMβ. Es seien
nun µ ≥ τ und ~κ = (κ1, . . . , κn) > τ beliebig. Wir zeigen DµD~κα <
DµD~κβ durch Induktion nach der La¨nge von ~κ. Die Behauptung ist
dann offensichtlich gezeigt.
1. Fall lh(~κ) = 0
Hier gilt die Behauptung aufgrund des zweiten syntaktischen One-
Step-Lemmas, da ∀µ ≥ τ (SCµα < DµDMβ) gilt.
2. Fall lh(~κ) > 0
Nach IV du¨rfen wir ∀~σ ≥ τ (lh(~σ) ≤ lh(~κ) =⇒ D~σα < D~σβ)
annehmen. Es sei ohne Einschra¨nkung
D~κβ = ψκ1hκ1 · · ·ψκnhκnDMβ.
Nach dem dritten syntaktischen One-Step-Lemma genu¨gt es, fu¨r
σ ≥ τ noch
SCσD~κDMα < DσD~κDMβ
zu zeigen. Da fu¨r D~κDMβ < σ nun
SCσD~κDMα ≤ D~κDMα < D~κDMβ
folgt, du¨rfen wir D~κDMβ ≥ σ und damit ~κ > σ annehmen.
2.1. Fall D~κDMα < σ
Hier gibt es die folgenden drei Fa¨lle.
2.1.1. Fall D~κDMα = α
Dann gilt nach Voraussetzung
SCσD~κDMα = SCσα < D~κDMβ.
2.1.2. Fall D~κDMα = χα0
In diesem kritischen Fall kommt uns nun, wie in 4.4.15,
das erste syntaktische One-Step-Lemma zu Hilfe. Mit der
Voraussetzung folgt na¨mlich aus 4.4.14
Kσα < hσD~κDMβ
und damit
SCσD~κDMα = {χα0} < DσD~κDMβ.
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2.1.3. Fall D~κDMα = ψκihκiDκi+1 · · ·DκnDMα fu¨r ein i mit 1 ≤ i ≤
n
Nach 2.1.22 folgt mit D~κDMα < σ
SCσD~κDMα = {D~κDMα} < DσD~κDMβ.
2.2. Fall D~κDMα ≥ σ Hier gilt nach 4.4.20
SCσD~κDMα ∼ SCσκ1 ∪ . . . ∪ SCσκn ∪ SCσα.
Nach Voraussetzung erha¨lt man SCσα < DσD~κDMβ. Deswei-
teren gilt fu¨r i ∈ {1, . . . , n}
SCσκi ≤ SCσDκiDκi+1 . . . Dκnβ
≤ SCσD~κDMβ < DσD~κDMβ
nach 4.4.12 und 4.4.13. Es folgt die Behauptung. 2
Diese Charakterisierung bringen wir auf die endgu¨ltige Form.
Satz 4.4.24 (Syntaktische Charakterisierung der τ -Relation)
ατ β ⇐⇒ α < β ∧ ∀µ ≥ τ∀~κ > µ (D~κβ ≥ µ =⇒ SCµα < DµD~κβ)
Beweis:
”
⇒ “ Diese Richtung folgt aus 4.4.23.
”
⇐ “ Nach 4.4.23 bleibt SCMα < DMβ zu zeigen. Offenbar gilt
SCMα ≤
⋃
µ<M
⋂
µ<pi<M
SCpiα.
Es sei also SCMα ≤ SCpiα fu¨r ein pi mit pi > DMβ. Dann gilt
SCMα ≤ SCpiα < DpiDMβ = DMβ
und somit die Behauptung. 2
Korollar 4.4.25
αM β ∧ ∀µ ≥ τ (SCµα ≤ SCµβ) =⇒ ατ β
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Beweis:
Es seien µ > 0 und ~κ > µ beliebig. Nach 4.4.23 haben wir zu zeigen: SCµα <
DµD~κβ.
1. Fall D~κDMβ ≥ µ
Dann gilt mit 4.4.13(i) und der Voraussetzung SCµα ≤ SCµβ < DµD~κβ.
2. Fall D~κDMβ < µ
Sei ~κ = (κ1, . . . , κn).
2.1. Fall n = 0
Fu¨r α ≥M gilt nach 4.4.13
SCµα < DMα < DMβ = DµD~κβ.
Im Falle α < M gilt
SCµα ≤ α ≤ DMα < DMβ = DµD~κβ.
2.2. Fall n > 0
Es gelte ohne Einschra¨nkung
D~κβ = ψκ1hκ1Dκ2 · · ·Dκnβ.
Es gilt nun nach 4.4.12(a) und 4.4.13(i)
SCµα ≤ SCµβ ≤ SCκ1β ≤ SCκ1hκ1Dκ2 · · ·Dκnβ < D~κβ.
2
Dies Kriterium entspricht Korollar 4.3.9 bei der semantischen Charakterisie-
rung. Es gilt sogar
∀µ ≥ τ (SCµα ≤ SCµβ) =⇒ ∀µ ≥ τ (k
?
µα ≤ k
?
µβ) (4.5)
Dieses folgt durch R-Induktion nach Rα.
1. Fall Rα ≤ µ
Dann gilt k?µα = k
?
µSCµα. Es gilt nach Lemma 4.4.12(b)
SCµα ≤ SCµβ < ψµ(k
?
µβ + 1)
und somit k?µSCµα ≤ k
?
µβ.
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2. Fall µ < µ+(α)
Nach IV gilt k?
µ+∗ (α)
α ≤ k?µ+(α)β ⊆ k
?
µβ. Ferner gilt wie im ersten Fall
kµSCµα ≤ k
?
µβ und damit nach 4.4.11 die Behauptung.
Die Umkehrung in (4.5) gilt natu¨rlich nicht.
Wir erhalten nun erneut alle bereits bewiesenen Eigenschaften derτ -Relation.
Diese listen wir noch einmal auf.
Korollar 4.4.26
(a) α τ α#β
(b) α τ ω
α
(c) γ τ ϕβγ,Φβγ, χβγ
(d) γ =
NF
ϕαβ ∨ γ =
NF
Φαβ =⇒ ατ γ
(e) α < Λ0 =⇒ ατ χαγ
Beweis:
Die Behauptung folgt mit 4.4.25. 2
Satz 4.4.27
Es gelte ατ β. Dann gelten:
(a) α#γ τ β#γ
(b) ωα τ ω
β
(c) n · ατ n · β ∧ α · nτ β · n
(d) δ =
NF
ϕγβ =⇒ ϕγατ δ
(e) δ =
NF
Φγβ =⇒ Φγατ δ
(f) δ =
NF
χγβ =⇒ χγατ δ
Beweis:
Die Behauptung folgt aus 4.4.23. 2
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Satz 4.4.28
(a) pi  pi+
(b) Sα  α
(c) α β ∧ α+ ≤ ν =⇒ Sα β#ν ∧ α+  β#ν ∧ ωDMα+5  DMβ
(d) α, β  γ#ν ∧ S(α#β) < ν =⇒ ϕα(α#β) γ#ν
(e) δ < % ∧ δ, ε ϕ%(%#α) =⇒ ϕδε ϕ%(%#α) 2
Zum Abschluß wollen wir die Gleichwertigkeit der beiden Ansa¨tze erneut
beweisen.
Lemma 4.4.29
Die semantische Charakterisierung der τ -Relation impliziert die syntakti-
sche.
Beweis:
Die Behauptung ergibt sich aus
κn < . . . < κm ∧ k
?
κn
α < hκnDκn+1 · · ·Dκmβ =⇒ SCκnα < Dκn · · ·Dκmβ,
was wir mit Induktion nach m− n beweisen.
1. Fall n−m = 0
Aus k?κmα < hκmβ folgt fu¨r β ≥ κm
K?κmSCκmα ≤ k
?
κm
α < h?κmβ
und damit SCκmα < ψκmhκmβ = Dκmβ. Ist hingegen β < κm, so gilt
SCκmα ≤ α < β = Dκmβ.
2. Fall m− n > 0
Nach IV gilt SCκnα ≤ SCκn+1α < Dκn+1 · · ·Dκmβ. Im FalleDκn+1 · · ·Dκmβ <
κn folgt also die Behauptung. Es sei daher Dκn+1 · · ·Dκmβ ≥ κn. Mit
k?κnα < h
?
κn
Dκn+1 · · ·Dκmβ folgt
K?κnSCκnα ≤ k
?
κn
α < h?κnDκn+1 · · ·Dκmβ.
Also gilt SCκnα < ψκnh
?
κn
Dκn+1 · · ·Dκmβ. 2
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Lemma 4.4.30
Die syntaktische Charakterisierung der τ -Relation impliziert die semanti-
sche.
Beweis:
Die Behauptung folgt aus der syntaktischen Charakterisierung mit Hilfe des
ersten syntaktischen One-Step-Lemmas. 2
4.5 Die Kollabierungsliftungseigenschaft der
τ-Relation
In der Folge bescha¨ftigen wir uns mit der bei der impra¨dikativen Schnitteli-
mination beno¨tigten Kollabierungsliftungseigenschaft. Die Kollabierungslif-
tungseigenschaft besagt im wesentlichen, daß man zu vorgegebener Ordinal-
zahl α und zu vorgegebener Stufe µ eine iterierte Kollabierung unterhalb
von µ konstruieren kann, die lediglich durch die in α und µ enthaltene In-
formation wesentlich majorisiert wird. Diese Kollabierung kann also im we-
sentlichen auf ihre Argumente zuru¨ckgeliftet werden. In der Folge geben wir
zwei voneinander unabha¨ngige Beweise der Liftungseigenschaft an, die auf
den verschiedenen Charakterisierungen der τ -Relation beruhen.
4.5.1 Fundamentale Eigenschaften der R-Mengen
Zuna¨chst mu¨ssen wir noch einige technische Voraussetzungen zusammenstel-
len.
Lemma 4.5.1 (Fundamentallemma fu¨r die R-Mengen)
(a) KµRα ≤ K
?
µα
(b) µ < % ∈ Rα =⇒ SCµ% ≤ SCµα
(c) Rµ+ ⊆ Rµ ∪ {µ+}
(d) RKµα ∩ µ ⊆ Rα
(e) RDµα ⊆ Rα ∪Rµ
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(f) µ < ν ≤ µ+(α) =⇒ k?να = k
?
µ+(α)α
(g) µ < ν ≤ µ+(α) =⇒ h?να = h
?
µ+(α)α
(h) Rα < µ =⇒ K?µα = ∅
Beweis:
(a) Wir zeigen die Behauptung durch Induktion nach dem Grad von α. Es
sei ohne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung trivia-
lerweise oder aus der IV folgt. Zuna¨chst gilt Rα = Rpi ∪ (Rβ ∩ pi).
1. Fall ψpiβ ≤ µ−
1.1. Fall pi ≤ µ−
Dann gilt Kµ(Rβ ∩ pi) = ∅. U¨berdies gilt nach IV und 4.2.5
KµRpi ≤ K
?
µpi ≤ K
?
µα. Also gilt in diesem Fall die Behaup-
tung.
1.2. Fall ψpiβ ≤ µ− < µ < pi
Nun gilt KµRpi ≤ K
?
µpi ⊆ K
?
µψpiβ. Weiterhin gilt mit 4.2.9
nach IV
Kµ(Rβ ∩ pi) ⊆ K
?
µβ ≤ K
?
µψpiβ.
Somit gilt auch hier die Behauptung.
2. Fall µ− < ψpiβ < pi < µ
Zuna¨chst hat man nach IV
KµRpi ⊆ K
?
µpi ⊆ K
?
µψpiβ.
Ferner gilt fu¨r % ∈ Rβ ∩ pi wegen % < pi < µ nach 4.2.6
Kµ% ≤ K
?
µpi ≤ K
?
µψpiβ.
3. Fall µ− < ψpiβ ∧ µ ≤ pi
Mit der IV ergibt sich aus 4.2.9(b) wegen µ ≤ pi
KµRα ⊆ K
?
µβ ∪K
?
µpi ⊆ K
?
µψpiβ.
(b) Wir fu¨hren erneut Induktion nach dem Grad von α.
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1. Fall α = 0 ∨ α =M
Hier ist die Behauptung klar.
2. Fall α =
NF
α1 + · · ·+ αn ∨ α =NF ϕβγ
Die Behauptung folgt hier unmittelbar aus der IV.
3. Fall α =
NF
Φβγ
3.1. Fall α ≥ µ
Es sei etwa % ∈ Rβ. Dann folgt nach IV SCµ% ≤ SCµβ ⊆
SCµα. Der Fall % ∈ Rγ wird ebenso behandelt.
3.2. Fall α < µ
Nun gilt mit IV
SCµ% ≤ SCµβ ∪ SCµγ ≤ β ∪ γ ≤ {α} = SCµα.
4. Fall α =
NF
χβγ
4.1. Fall % = α
Hier ist nichts mehr zu zeigen.
4.2. Fall % ∈ Rβ
4.2.1. Fall α < µ
Jetzt gilt mit IV und Lemma 4.4.13(a)
SCµ% ≤ SCµβ ≤ SCMβ < {α} = SCµα.
4.2.2. Fall α ≥ µ
Die IV impliziert hier SCµ% ≤ SCµβ ⊆ SCµα.
4.3. Fall % ∈ Rγ
4.3.1. Fall α < µ
Dann ist auch γ < µ und es gilt nach IV
SCµ% ≤ SCµγ ≤ γ < {α} = SCµα.
4.3.2. Fall α ≥ µ
Hier folgt nach IV SCµ% ≤ SCµγ ⊆ SCµα.
5. Fall α =
NF
ψpiβ
Dies ist der kritische Fall.
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5.1. Fall α ≥ µ
Eine Anwendung der IV ergibt hier
SCµ% ≤ SCµpi ∪ SCµβ = SCµα.
5.2. Fall α < µ
5.2.1. Fall pi ≥ µ
Hier folgt mit Lemma 4.4.12(c), (d) und der IV
SCµ% ≤ SCµpi ∪ SCµβ < {ψpiβ} = SCµα.
5.2.2. Fall pi < µ
Es gilt nun % ∈ Rpi∪ (Rβ ∩pi).Wir unterscheiden nun die
Fa¨lle
5.2.2.1. % ∈ Rβ ∩ pi
Dies widerspricht pi < µ < %.
5.2.2.2. % ∈ Rpi
Hier gelte % > µ > pi = χγδ.
5.2.2.2.1. % = pi
Dieser Fall ist ausgeschlossen.
5.2.2.2.2. % ∈ Rδ
Hier folgt nach IV SCµ% ≤ SCµδ ≤ δ ≤ pi
− < ψpiβ.
5.2.2.2.3. µ ∈ Rγ
Hier gilt nach IV und 2.1.17
SCµ% ≤ SCµγ ≤ SCMγ ≤ pi
− < ψpiβ.
(c) Der Beweis ist trivial.
(d) Die Behauptung folgt durch Induktion nach dem Grad von α. Es sei oh-
ne Einschra¨nkung α =
NF
ψpiβ, da sonst die Behauptung trivialerweise
oder aus der IV folgt.
1. Fall ψpiβ ≤ µ−
Hier gilt Kµψpiβ = 0.
2. Fall µ− < ψpiβ < pi < µ
Mit der IV erha¨lt man hier
RKµψpiβ ∩ µ = RKµpi ∩ µ ⊆ Rpi ⊆ Rψpiβ.
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3. Fall µ− < ψpiβ ∧ pi ≥ µ
Sodann impliziert die IV
RKµψpiβ ∩ µ = (RKµpi ∪RKµβ ∪Rβ) ∩ µ
⊆ (Rpi ∪Rβ) ∩ pi
⊆ Rpi ∪ (Rβ ∩ pi) = Rψpiβ.
(e) Der Beweis folgt mit (d).
(f) und (g) sind klar nach dem Majorisierungslemma 4.4.5 und (h) folgt aus
4.4.3. 2
Bemerkung 4.5.2
Beim Beweis von 4.5.1(a) wird im 2. Fall die Bedeutung von (R7) offenbar.
Voru¨berlegungen
Wir untersuchen vorab die Frage, ob man auf die ~κ-Tupel in der Formulierung
der Liftungseigenschaft verzichten kann.
Dieses ist nicht der Fall, wie das folgende (willku¨rlich gewa¨hlte) Beispiel
darlegt.
Es seien
α := ψΩ(χ30)#χ10,
β := ψΩ(χ30)#χ20.
Dann gilt α β. Es gilt aber weder DΩα β, noch gibt es µ ∈ [Ω
++, χ10]
mit DΩDµα β, denn es gilt fu¨r µ ∈ [Ω
++, χ10]
DΩDΩ+β = ψΩ(χ30#DΩ+β) < ψΩ(χ30#Dµα)
= DΩDµα < DΩα = ψΩ(χ30 + ω
α).
Glu¨cklicherweise gilt aber DΩDΩ+α β.
Um das Versta¨ndnis fu¨r unser weiteres Vorgehen zu erleichtern, beweisen
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wir den folgenden Spezialfall der Liftungseigenschaft, der die wesentlichen
Schwierigkeiten schon beinhaltet. Im Anschluß daran beweisen wir die Lif-
tungseigenschaft in voller Allgemeinheit.
Lemma
Unter den Voraussetzungen
• Ω+ ≤ α β < M
• ∀ν ≥ Ω+ (h?να = h
?
Ω+α)
gelten DΩDΩ+α β und DΩ+α β.
Beweis:
Es genu¨gt fu¨r β ≥ ~σ = (σ1, . . . , σn) > Ω mit σ1 < . . . < σn
DΩDΩ+α < DΩD~σβ
zu zeigen. Sei zuna¨chst n = 0. Dann gilt DΩ+α ≤ α < β ≤ r(hΩβ). Ferner
gilt mit α < β
K?ΩDΩ+α = K
?
Ωα ∪ {h
?
Ω+α} ≤ hΩα < hΩβ.
Also gilt hΩDΩ+α < hΩβ und damit DΩDΩ+α < DΩβ. Es sei nun n > 0.
Wiederum gilt
K?ΩDΩ+α ≤ K
?
Ωα ∪ {h
?
Ω+α}.
Mit α β gilt K?Ωα < h
?
ΩD~σβ. Es gilt nun nach der zweiten Voraussetzung
wegen α β
h?Ω+α = h
?
σn
α < h?σnβ ∈ KΩD~σβ < h
?
ΩD~σβ
und damit
K?ΩDΩ+α < h
?
ΩD~σβ.
Wir zeigen nun
DΩ+α < D~σβ. (4.6)
(Man beachte, daß hierbei wegen der zweiten Voraussetzung der im Aus-
gangsbeispiel beschriebene Defekt nicht auftreten kann.) Fu¨r σ1 > Ω
+ ist
(4.6) klar. Ansonsten gilt
h?Ω+α = h
?
σn
α < h?σnβ ≤ h
?
σ1
Dσ2 · · ·Dσnβ
und damit (4.6). Insgesamt folgt h?ΩDΩ+α < h
?
Ω(D~σβ) und damit die erste
Behauptung. Die zweite Behauptung ist implizit mitgezeigt worden. 2
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4.5.2 Nichtiterierte Liftung
Definition 4.5.3
α pi-homogen :⇐⇒ ∀τ (pi ≤ τ ≤ α =⇒ k?piα ≤ k
?
τα)
Lemma 4.5.4
Unter den Voraussetzungen
• α < M
• pi < κn+1 < . . . < κm
• α pi-homogen
folgt hpiα ≤ hpiDκn+1 · · ·Dκmα.
Beweis durch Induktion nach m-n.
Ist m − n = 0, so gilt die Behauptung. Sei also m − n > 0. Es sei ohne
Einschra¨nkung
Dκn+1 · · ·Dκmα = ψκn+1hκn+1Dκn+2 · · ·Dκmα.
Da α pi-homogen ist, ist α auch κn+1-homogen und mit der IV folgt
hpiDκn+1 · · ·Dκmα ≥ hκn+1Dκn+2 · · ·Dκmα ≥ hκn+1α.
Aufgrund von pi < κn+1 ≤ α und der pi−Homogenita¨t von α folgt hpiα ≤
hκn+1α. Es folgt die Behauptung. 2
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Lemma 4.5.5
Unter den Voraussetzungen
• α < M
• α, pi  β
• Dpiα < κn+1 < . . . < κm
• α pi-homogen
folgt Dpiα < Dκn+1 · · ·Dκmβ.
Beweis:
Wegen Dpiα < κn+1 du¨rfen wir α ≥ pi annehmen. Wir zeigen die Behauptung
durch Induktion nach m-n.
Ist m−n = 0, so folgt mit α β sofort die Behauptung. Sei also m−n > 0.
Die IV impliziert Dpiα < Dκn+2 · · ·Dκmβ. Es sei κn+1 ≤ Dκn+2 · · ·Dκmβ. Wir
haben zu zeigen
ψpihpiα < ψκn+1hκn+1Dκn+2 · · ·Dκmβ.
1. Fall pi = κn+1
Mit α  β folgt Dκn+2 · · ·Dκmα  Dκn+2 · · ·Dκmβ und daraus mit
Lemma 4.5.4
hpiα ≤ hpiDκn+2 · · ·Dκmα < hpiDκn+2 · · ·Dκmβ.
Also gilt hier die Behauptung.
2. Fall pi < κn+1
Mit pi  β erha¨lt man dann
pi = Dκn+1 · · ·Dκmpi < Dκn+1 · · ·Dκmβ.
Sodann gilt die Behauptung.
3. Fall pi > κn+1
Mit Dpiα < κn+1 ist dann auch
ψpihpiα < ψκn+1hκn+1Dκn+2 · · ·Dκmβ. 2
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Lemma 4.5.6
Unter den Voraussetzungen
• α < M
• α β
• µ ≤ pi
• µ < κn+1 < . . . < κm
• α pi-homogen
folgt h?piα < hµDκn+1 · · ·Dκmβ.
Beweis: durch Induktion nach m− n.
Ist m− n = 0, so hat man aufgrund von ατ β
h?piα ≤ hµα < hµβ.
Sei also m− n > 0. Nach IV du¨rfen wir
Dκn+1 · · ·Dκmβ = ψκn+1hκn+1 . . . ψκmhκmβ
annehmen.
1. Fall pi ≥ κm
Dann gilt
h?piα ≤ h
?
κm
α < hκmβ ≤ K
?
µDκn+1 · · ·Dκmβ < hµDκn+1 · · ·Dκmβ.
2. Fall pi < κn+1 < . . . < κm
In diesem Fall gilt nach 4.5.4
h?piα ≤ hpiDκn+1 · · ·Dκmα < hpiDκn+1 · · ·Dκmβ
≤ hµDκn+1 · · ·Dκmβ.
3. Fall κn+1 ≤ pi < κm
Sei i minimal mit pi < κi und n+2 ≤ i ≤ m. Alsdann folgt nach 4.5.4,
4.3.6 und dem ersten iterierten Fundamentallemma
h?piα ≤ hpiDκi · · ·Dκmα < hpiDκi · · ·Dκmβ
≤ hκi−1Dκi · · ·Dκmβ ∈ K
?
µDκi−1 · · ·Dκmβ
≤ K?µDκn+1 · · ·Dκmβ < hµDκn+1 · · ·Dκmβ. 2
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Lemma 4.5.7 (Nichtiterierte Liftung)
α < M ∧ α, pi  β ∧ α pi-homogen =⇒ Dpiα β
1. Beweis (semantisch)
Wir haben fu¨r µ < ~κ k?µDpiα < hµD~κβ zu zeigen. Es sei α ≥ pi, da sonst die
Behauptung trivialerweise gilt. Ferner gelte k?µDpiα = kνDpiα fu¨r ein ν ≥ µ.
1. Fall Dpiα ≤ ν
−
Hier ist nichts zu zeigen.
2. Fall ν− < Dpiα < pi < ν
Aufgrund von pi  β folgt KνDpiα = Kνpi ≤ K
?
µpi < hµD~κβ.
3. Fall ν− < Dpiα ∧ pi ≥ ν
Jetzt gilt KνDpiα = Kνpi ∪ Kνhpiα ∪ {hpiα}. Nach 4.5.6 gilt h
?
piα ≤
hµD~κβ. Mit α, pi  β folgt die Behauptung. 2
2. Beweis (syntaktisch)
Seien µ > 0 und ~κ > µ beliebig. Weiterhin gelte α ≥ pi.
1. Fall Dpiα ≥ µ
Dann gilt mit pi, α β nun SCµDpiα ≤ SCµα ∪ SCµpi < DµD~κβ.
2. Fall Dpiα < µ < ~κ
Hier gilt mit 4.5.5 SCµDpiα = {Dpiα} < DµD~κβ. 2
Bemerkung 4.5.8
Auf die pi-Homogenita¨t von α kann man in 4.5.7 nicht verzichten. Die Phi-
losophie beim Beweis der allgemeinen Liftungseigenschaft besteht nun darin,
ein ~κ zu finden derart, daß D~κα pi-homogen ist und D~κα durch β wesentlich
majorisiert wird.
4.5.3 Allgemeine Liftung
Lemma 4.5.9
% < α < M ∧ % ∈ Rα ∧ % < κn+1 < . . . < κm =⇒ % < Dκn+1 · · ·Dκmα
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Beweis durch Induktion nach m− n.
Ist m− n = 0, dann ist die Behauptung hier klar. Sei also m− n > 0. Nach
IV gilt % < Dκn+2 · · ·Dκmα. Wir du¨rfen
Dκn+1 · · ·Dκmα = ψκn+1hκn+1Dκn+2 · · ·Dκmα
annehmen. Es gilt % < κn+1. Nach Lemma 4.5.1(a) und Lemma 4.3.1 gilt
kκn+1% ≤ k
?
κn+1
α ≤ k?κn+1Dκn+2 · · ·Dκmα < hκn+1Dκn+2 · · ·Dκmα.
Also gilt die Behauptung. 2
Lemma 4.5.10
α < M =⇒ Rα ∩ α α
1. Beweis (semantisch)
Seien µ,~κ beliebig mit Ω ≤ µ < ~κ gewa¨hlt. Dann gilt nach 4.5.1
k?µ(Rα ∩ α) ≤ k
?
µD~κα < hµD~κα. 2
2. Beweis (syntaktisch)
Es seien µ > 0 und ~κ > µ.Wir haben fu¨rD~κα ≥ µ zu zeigen SCµ% < DµD~κα.
1. Fall µ ≤ %
Hier gilt nach Lemma 4.5.1(b) SCµ% ≤ SCµα < DµD~κα.
2. Fall % < µ
Die Behauptung folgt hier nach Lemma 4.5.9. 2
Definition 4.5.11
R+(α) := {κ+ : κ ∈ Rα}
Lemma 4.5.12
α < M ∧ α β =⇒ R+(α) ∩ (α+ 1) β 2
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Lemma 4.5.13 (Homogenita¨tslemma)
Unter den Voraussetzungen
• α < M
• µ ≤ ν < κn+1 < . . . < κm ∧ κn+1, . . . , κm ∈ R
+(α)
• k?µα ≤ k
?
να
gilt k?µDκn+1 · · ·Dκmα ≤ k
?
νDκn+1 · · ·Dκmα
Beweis durch Induktion nach m-n.
Ist m − n = 0, so ist nichts zu zeigen. Sei also m − n > 0. Es sei ohne
Einschra¨nkung Dκn+1 · · ·Dκmα = ψκn+1hκn+1Dκn+2 · · ·Dκmα. Hier gilt dann
K?µψκn+1hκn+1Dκn+2 · · ·Dκmα ≤ K
?
µκn+1 ∪K
?
µhκn+1Dκn+2 · · ·Dκmα∪
{hκn+1Dκn+2 · · ·Dκmα}.
Mit ν < κn+1 ist hκn+1Dκn+2 · · ·Dκmα ∈ K
?
νDκn+1 · · ·Dκmα. Ferner gilt auf-
grund von 4.5.1(a) und κn+1 ∈ R
+(α)
K?µκn+1 = K
?
µκ
−
n+1 ≤ K
?
µα ≤ k
?
να ≤ k
?
νDκn+1 · · ·Dκmα.
Schließlich gilt mit 4.2.9 und der IV
K?µhκn+1Dκn+2 · · ·Dκmα ≤ K
?
µDκn+2 · · ·Dκmα ≤
k?νDκn+2 · · ·Dκmα ≤ k
?
νDκn+1 · · ·Dκmα.
Alsdann folgt die Behauptung. 2
Lemma 4.5.14 (Iterationslemma)
Unter den Voraussetzungen
• α < M
• α β
• R+(α) ∩ (α+ 1) = {κ1, . . . , κm} ∧ κ1 < . . . < κm
gilt Dκn+1 · · ·Dκmα β
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Beweis durch Induktion nach m− n.
Ist m − n = 0, so ist nichts zu zeigen. Sei also m − n > 0. Nach IV gilt
zuna¨chst Dκn+2 · · ·Dκmα  β. Mit κn+1 ∈ R
+(α) ∩ α + 1 folgt κn+1  β.
Nach Lemma 4.5.7 haben wir fu¨r τ mit κn+1 ≤ τ ≤ Dκn+2 · · ·Dκmα
k?κn+1Dκn+2 · · ·Dκmα ≤ k
?
τDκn+2 · · ·Dκmα
zu zeigen. Dazu genu¨gt es nach dem Homogenita¨tslemma k?κn+1α ≤ k
?
τα zu
zeigen. Es sei nun κn+1 = σ
+ mit σ ∈ Rα.
1. Fall n+ 2 ≤ m
Mit τ ≤ Dκn+2 · · ·Dκmα < κn+2 ist τ < κn+2 = (σ
+(α))+. Also gilt τ ≤
σ+(α). Mit dem Majorisierungslemma 4.4.5 erha¨lt man k∗κn+1α ≤ k
?
τα.
2. Fall σ = max Rα
Dann gilt k?κn+1α = 0.
3. Fall n+ 1 = m ∧ σ < α < (σ+(α))+
Mit τ ≤ α ist τ ≤ σ+(α) und mit dem Majorisierungslemma folgt
k?κn+1α ≤ h
?
τα. 2
Lemma 4.5.15 (Allgemeie Liftung)
Unter den Voraussetzungen
• α < M
• α, pi  β
• R+(α) ∩ (α+ 1) = {κ1, . . . , κm} ∧ κ1 < . . . < κm
• (R+(α) ∩ (α+ 1)) \ (pi + 1) = {κn+1, . . . , κm}
gilt DpiDκn+1 · · ·Dκmα β.
Beweis:
Nach Lemma 4.5.14 gilt Dκn+1 · · ·Dκmα  β. Nach Lemma 4.5.7 haben wir
fu¨r τ mit pi ≤ τ ≤ Dκn+1 · · ·Dκmα nun
k?piDκn+1 · · ·Dκmα ≤ k
?
τDκn+1 · · ·Dκmα
76
zu zeigen. Aufgrund von Lemma 4.5.13 haben wir dazu noch k?piα ≤ k
?
τα zu
zeigen. Nach dem Majorisierungslemma gilt nun
k?piα ≤
⋃
{Kνα : ν ∈ Rα ∧ ν ≥ pi}
Es gebe nun ein ν ∈ Rα mit τ > ν ≥ pi. Mit τ ≤ α gilt dann ν+ ∈ R+(α) ∩
α + 1. Somit ga¨lte ν+ ≤ τ < κn+1. Dies widerspricht der Definition von n.
Es folgt k?piα ≤ k
?
τα und damit die Behauptung. 2
Satz 4.5.16 (Kollabierungsliftungseigenschaft)
α β ∧ µ β =⇒ ∃~κ > µ (DµD~κα β)
Beweis:
Aus α β folgt DMα β. Mit 4.5.15 folgt dann die Behauptung. 2
Korollar 4.5.17
∃~κ > µ (DµD~κα α#µ) 2
4.6 Die -Relation fu¨r Funktionen
Die -Relation fu¨r Funktionen, deren Definitionsbereich in T (M) ∩M be-
schra¨nkt ist, definieren wir analog zu [Ja¨ger, Pohlers 1982].
Definition 4.6.1
Sei f eine Funktion deren Definitionsbereich in T (M)∩M beschra¨nkt ist und
σf := min{ξ : ξ ∈ R ∧ ξ > sup(dom(f))}. In dieser Situation definieren wir
f  α :⇐⇒
• ∀ξ ∈ dom(f) (f(ξ)σf α)
• ∀~κ∀β∀ξ ∈ dom(f) (~κ ≥ σf ∧ ξ  β ∧ D~κα  β =⇒ D~κf(ξ) β)
Folgerung 4.6.2
(a) Es gelte f  α. Dann gelten:
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(1) f#γ  α#γ
(2) ωf  ωα
(3) δ =
NF
ϕγα =⇒ ϕγf  δ
(4) δ =
NF
Φγα =⇒ Φγf  δ
(5) δ =
NF
χγα =⇒ χγf  δ, falls Bild(f) ⊆M
(6) n · f  n · α
(7) f · n α · n
(8) D~κf  D~κα fu¨r ~κ ≥ σf
(9) f(ξ)#ξ  α#ξ
(b) Es gelten:
(1) λ ∈ LIM =⇒ id(λ+1)\LIM  λ
(2) λ /∈ LIM =⇒ id(λ+1)\LIM  λ+ 1.
Beweis:
Die Behauptungen (a) (1)-(5) folgen aus dem folgenden Lemma. Die anderen
Behauptungen sind leicht einzusehen. 2
Lemma 4.6.3
Sei ~κ ≥ σ. Dann gelten:
(a) α#γ σ β#γ ∧ D~κ(β#γ)  δ ∧ D~κα δ =⇒ D~κ(α#γ) δ
(b) ωα σ ω
β ∧ D~κω
β  δ ∧ D~κα δ =⇒ D~κω
α  δ
(c) ϕγασ η =NF ϕγβ ∧ D~κη  δ ∧ D~κα δ =⇒ D~κϕγα δ
(d) Φγασ η =NF Φγβ ∧ D~κη  δ ∧ D~κα δ =⇒ D~κΦγα δ
(e) χγασ η =NF χγβ ∧ D~κη  δ ∧ D~κα δ =⇒ D~κχγα δ
Beweis:
Wir zeigen (a). Die Aussagen (b),(c),(d) und (e) folgen analog.
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1. Beweis (semantisch)
Aufgrund von α#γ σ β#γ gilt D~κ(α#γ)σ D~κ(β#γ). Daher gilt
D~κ(α#γ) < δ und SCMD~κ(α#γ) < DMδ.
Wir haben nach 4.3.8 K%D~κ(α#γ) σ h%D~piδ zu zeigen. Aufgrund von
α#γ σ β#γ du¨rfen wir
D~κ(β#γ) = ψκ1hκ1 · · ·ψκnhκn(β#γ)
annehmen. Im Fall D~κ(β#γ) < % folgt mit D~κ(α#γ) < D~κ(β#γ)  δ
K%D~κ(α#γ) ≤ K%D~κ(β#γ) < h%D~piδ.
Es gelte daher D~κ(β#γ) ≥ %. Fu¨r D~κ(α#γ) = DM(α#γ) folgt die Behaup-
tung aus α#γ < β#γ ≤ δ, α  δ und γ  β#γ  δ. Wir du¨rfen daher
DM(α#γ) 6= D~κ(α#γ) ≥ %
− annehmen. Es gelte
D~κ(α#γ) = ψκjhκjDκj+1 · · ·Dκnα
fu¨r ein j mit 1 ≤ j ≤ n. Fu¨r %− < D~κ(α#γ) < κj < % folgt aus D~κ(β#γ) 
δ
K%D~κ(α#γ) = K%κj ⊆ K
?
%D~κ(β#γ) < h%D~piδ.
Sei also %− < D~κ(α#γ). Dann gilt
K%D~κ(α#γ) ≤ K
?
%κ1 ∪ . . . ∪K
?
%κn ∪K
?
%α ∪K
?
%γ
∪ {hκiDκi+1 · · ·Dκn(α#γ) : 1 ≤ i ≤ n}.
Mit D~κ(β#γ)  δ folgen
K?%κi ⊆ K
?
%D~κ(β#γ) < h%D~piδ
K?%γ ≤ K
?
%D~κ(β#γ) < h%D~piδ.
Aus D~κα δ folgt ferner
K?%α ≤ K
?
%D~κα < h%D~piδ.
Weiterhin gilt mit α#γ σ β#γ fu¨r 1 ≤ i ≤ n nach Korollar 4.3.6
hκiDκi+1 · · ·Dκn(α#γ) < hκiDκi+1 · · ·Dκn(β#γ).
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Aufgrund von D~κ(β#γ)  δ gilt nun D~piD~κ(β#γ)  D~piδ und
hκiDκi+1 · · ·Dκn(α#γ) < hκiDκi+1 · · ·Dκn(β#γ)
∈ K?%D~κ(β#γ) ≤ K
?
%D~piD~κ(β#γ)
≤ h%D~piD~κ(β#γ) ≤ h%D~piδ
fu¨r alle 1 ≤ i ≤ n und damit die Behauptung. 2
2. Beweis (syntaktisch)
Es gelte µ < ~pi und D~piδ ≥ µ. Wir haben
SCµD~κ(α#γ) < DµD~piδ
zu zeigen. Es sei ~κ = (κ1, . . . , κn) und ohne Einschra¨nkung γ 6= 0.
1. Fall DM(α#γ) < κ1
1.1. Fall DM(α#γ) = α#γ ∨DM(α#γ) = χ(α#γ)0 ≥ µ
Dann gilt SCµD~κ(α#γ) = SCµα ∪ SCµγ. Mit DMα < κ1 gilt
DMα = D~κα  δ und damit SCµα < DµD~piδ. Mit DMγ < κ1
gilt DMγ = D~κγ  D~κ(β#γ)  δ und deshalb SCµγ < DµD~piδ.
Insgesamt folgt hier die Behauptung.
1.2. Fall DM(α#γ) = χ(α#γ)0 < µ
Wir haben hier
χ(α#γ)0 < ψµhµD~piδ
zu zeigen. Mit DMα < DM(α#γ) < κ1 folgt DMα = D~κα  δ
und somit Kµα < hµD~piδ. Ebenso folgt Kµγ < hµD~piδ und damit
insgesamt in diesem Fall SCµD~κ(α#γ) < DµD~piδ.
2. Fall DM(α#γ) ≥ κ1
2.1. Fall D~κ(α#γ) < µ
Fu¨r µ < κ1 gilt dann
SCµD~κ(α#γ) = {D~κ(α#γ)} < DµD~piδ.
Es sei daher µ ≥ κ1. Aufgrund vonD~κ(α#γ)  δ undD~κ(α#γ) <
D~κ(β#γ) < µ gilt dann
KµD~κ(α#γ) ≤ KµD~κ(β#γ) < hµD~piδ
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und somit
SCµD~κ(α#γ) = {D~κ(α#γ)} < DµD~piδ.
2.2. Fall D~κ(α#γ) ≥ µ
Hier erha¨lt man
SCµD~κ(α#γ) ≤
⋃
{SCµκi : Dκi+1 · · ·Dκnα ≥ κi}
∪SCµα ∪ SCµγ.
Es gilt zudem ⋃
{SCµκi : Dκi+1 · · ·Dκnα ≥ κi} ⊆⋃
{SCµκi : Dκi+1 · · ·Dκnβ ≥ κi} ⊆
SCµD~κ(β#γ).
Ferner gilt nach 4.4.13(g) mit D~κα δ
SCµα ≤ SCµD~κα < DµD~piδ.
Nach 4.4.13(j) gilt
SCµγ ≤ SCµ(β#γ) < DµD~piD~κ(β#γ) ≤ DµD~piδ. 2
Die Definition der -Relation fu¨r Funktionen mit Definitionsbereich
T (M) ∩M ist so angelegt, daß sich das nachfolgende Lemma in einfacher
Weise beweisen la¨ßt.
Definition 4.6.4
Es sei f : T (M) ∩M → T (M). Dann sei definiert f  α :⇐⇒
• ∀ξ ∈ dom(f) (f(ξ) < α)
• ∀β∀ξ ∈ dom(f) (α  β ∧ ξ M β =⇒ f(ξ)M β)
• ∀β∀ξ ∈ dom(f) (DMα  β ∧ ξ  β =⇒ DMf(ξ) β)
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Lemma 4.6.5
(a) Sei f wie in 4.6.4 und gelte f  α. Dann gelten:
(1) ωf  ωα
(2) f#γ  α#γ
(3) ∀ξ < M (f(ξ)#ξ  α#ξ)
(b) idM M
(c) f  α =⇒ DMf | DMα DMα
Beweis:
(a) (1) Mit f(ξ) < α erha¨lt man zuna¨chst ωf(ξ) < ωα. Seien nun ωα 
β und ξ M β. Dann gilt α  β. Also gilt f(ξ) M β. Somit
folgt SCMω
f(ξ) = SCMf(ξ) < DMβ. Mit ω
f(ξ) < ωα ≤ β folgt
dann nach 4.1.4(c) ωf(ξ) M β. Insbesondere gilt dannDMω
f(ξ) <
DMω
α. Wir zeigen nun die letzte, noch ausstehende Beziehung aus
Definition 4.6.4. Seien dazu ξ  β und DMω
α  β. Alsdann folgt
DMα  β. Mit f  α folgt DMf(ξ) β. Also gilt fu¨r µ < ~κ
k?µDMω
f(ξ) = k?µDMf(ξ) < hµD~κβ.
Mit DMω
f(ξ) < DMω
α ≤ β folgt DMω
f(ξ)  β.
(2) Wegen f(ξ) < α hat man f(ξ)#γ < α#γ. Seien nun α#γ 
β und ξ M β. Mit α  β folgt dann f(ξ) M β. Wie in
(1) folgt mit f(ξ)#γ < α#γ ≤ β auch f(ξ)#γ M β. Speziell
gilt DM(f(ξ)#γ) < DM(α#γ). Seien schließlich DM(α#γ) 
β und ξ  β. Dann gilt DMα  β. Somit gilt DMf(ξ)  β.
Mit DM(f(ξ)#γ) < DM(α#γ) ≤ β und DMγ  DM(α#γ)  β
erha¨lt man DM(f(ξ)#γ) β.
(3) Fu¨r ξ = 0 folgt die Behauptung leicht aus den Bedingungen fu¨r
f  α. Sei also ξ 6= 0. Dann gelten DMα  α#ξ und ξ  α#ξ.
Somit gilt DMf(ξ)  α#ξ. Mit f(ξ) < α#ξ folgt f(ξ)  α#ξ.
Daher gilt f(ξ)#ξ  α#ξ.
(b) Der Beweis ist trivial.
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(c) Aus ξ < DMα folgt DMf(ξ) < DMα nach den Bedingungen fu¨r f  α.
Also gilt DMf(ξ) (DMα)+ DMα. Es gelten nun ~κ ≥ (DMα)
+ und
D~κDMα  β  ξ. Dann gilt D~κDMα = DMα  β  ξ. Also gilt
DMf(ξ) β und damit D~κDMf(ξ) β. 2
Erst an dieser Stelle stellt sich endgu¨ltig heraus, daß unsere zu Anfang ge-
troffenen Defintionen geeignet gewa¨hlt wurden. Es sei hier betont, daß in
dieser Wahl eine der Hauptschwierigkeiten bei der angegebenen Konstrukti-
on bestand. Die konkrete Verifikation der Kollabierungsaxiomatik erwies sich
dann als relativ elementar.
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Kapitel 5
Der klassische Zugang zur
τ -Relation
Die nachfolgende Konstruktion ist nicht so einfach zu motivieren wie diejeni-
ge im vorangegangenen Kapitel. Dies liegt daran, daß die Definition der Hilfs-
funktion h?µ fu¨r die Kollabierung so angelegt ist, daß neben den elementaren
Eigenschaften der τ -Relation auch die Kollabierungsliftungseigenschaft in
ihrer scha¨rfstmo¨glichen Form erzwungen wird. Dieser Ergeiz fu¨hrt dazu, daß
man die verschiedenen Aspekte der τ -Relation nicht mehr trennen kann
und zu einer a priori schwer versta¨ndlichen, auf die R-Mengen zuru¨ckgreifen-
den, rekursiven Definition gezwungen ist.
Am Schluß dieses Kapitels zeigen wir
h?µα = min{hµD~κα : ~κ > µ} = min{hµD~κα : ~κ > µ ∧ ~κ ∈ R
+(α)}.
Diese a posteriori Einsicht liefert eine anschauliche Motivation fu¨r den klas-
sischen Ansatz und ermo¨glicht dem Leser ein gewisses Versta¨ndnis von dem,
was nun folgt.
5.1 Die Funktionen h?µ
Konvention
In diesem Abschnitt bezeichnen wir mit α und β Elemente aus T (M) ∩M.
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Aus schreibtechnischen Gru¨nden vereinbaren wir zuna¨chst zwei Definitionen.
Definition 5.1.1
µ+∗ (α) :=
{
µ+(α) falls µ < µ+(α)
µ+ sonst
Definition 5.1.2
(a) α <R µ :⇐⇒ α < µ ∨ Rα < µ
−
(b) α ≥R µ :⇐⇒ ¬α <R µ
Definition 5.1.3
h?µα :'

k?µα+ ω
α falls α <R µ
+
h?
µ+∗ (α)
α falls h?
µ+∗ (α)
α↓ ∧α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
k?µα+ ψµ
+h?
µ+∗ (α)
α falls h?
µ+∗ (α)
α↓ ∧α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
↑ sonst
Die gerade getroffene Definition stellt die dem Bezeichnungssystem ange-
paßte klassische Definition der Hilfsfunktionen fu¨r die Kollabierung (sie-
he [Buchholz, Schu¨tte 1983]) dar. Die Fallunterscheidung nach den Fa¨llen
α <R µ
+ und α ≥R µ
+ beru¨cksichtigt hierbei die Tatsache, daß aus α ≥ µ+
nicht notwendig Rα ≥ µ folgt.
Im folgenden zeigen wir, daß die Funktion h?µ total ist und ein geeigneter
Kandidat fu¨r eine Kollabierungsfunktion ist, d. h. fu¨r α ∈ T (M)∩M ist h?µα
definiert und es gilt ψµh?µα↓ .
Lemma 5.1.4
Rα ≤ µ =⇒ h?µα↓ ∧ h
?
µ+∗ (α)
α = ωα
Beweis:
Nach Voraussetzung gilt Rα < µ+ = µ+∗ (α). Also gilt K
?
µ+α = ∅ und
h?
µ+∗ (α)
α = ωα. Ferner gilt Kµ+h
?
µ+∗ (α)
α < h?
µ+∗ (α)
α und damit ist h?µα in jedem
Fall definiert. 2
Lemma 5.1.5
h?µα↓=⇒ k
?
µα < h
?
µα
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Beweis:
1. Fall α <R µ
+
Hier ist die Behauptung klar.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Hier gilt h?µα = h
?
µ+∗ (α)
α und damit die Behauptung.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
In diesem Fall ist die Behauptung wiederum klar. 2
Korollar 5.1.6
h?
µ+∗ (α)
α↓ ∧ α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α =⇒ µ ∈ R(α)
Beweis:
Es gilt k?µ+α = k
?
µ+∗ (α)
α < h?
µ+∗ (α)
α nach 5.1.5. Ferner hat man nach dem
Majorisierungslemma
kµα ≤
⋃
{K%α : % ∈ R(α) ∧ % ≥ µ}.
Also gilt die Behauptung. 2
Lemma 5.1.7
h?σα↓ ∧ ν ≤ σ =⇒ k
?
νh
?
σα ≤ k
?
να
Beweis durch R-Induktion.
1. Fall α <R σ
+
Aufgrund von k?νk
?
σα ≤ k
?
να gilt hier die Behauptung.
2. Fall α ≥R σ
+ ∧ k?σα < h
?
σ+∗ (α)
α
Hier gilt nach IV bzw. 5.1.4
k?νh
?
σα = k
?
νh
?
σ+∗ (α)
α ≤ k?να.
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3. Fall α ≥R σ
+ ∧ k?σα ≥ h
?
σ+∗ (α)
α
Jetzt erha¨lt man nach IV bzw. 5.1.4
K?νh
?
σα = K
?
ν (k
?
σα+ ψσ
+h?
σ+∗ (α)
α)
≤ K?να ∪K
?
νσ
+ ∪ k?νh
?
σ+∗ (α)
α ∪ {h?
σ+∗ (α)
α}
≤ K?να ∪K
?
νσ
+ ∪K?να ≤ K
?
να ∪K
?
νσ
+.
Mit K?νRα ≤ K
?
να und Korollar 5.1.6 folgt die Behauptung. 2
Lemma 5.1.8
h?να↓=⇒ k
?
νh
?
να ≤ k
?
να < h
?
να
Beweis:
Die Behauptung folgt aus 5.1.5 und 5.1.7. 2
Lemma 5.1.9
h?
µ+∗ (α)
α↓=⇒ h?µ+α = h
?
µ+∗ (α)
α
Beweis:
Es gelte µ+ < µ+∗ (α).
1. Fall α <R µ
++
Hier gilt h?µ+α = k
?
µ+α+ω
α.Wegen α <R (µ
+
∗ (α))
+ gilt ferner h?
µ+∗ (α)
α =
k?
µ+∗ (α)
α+ ωα. Die Behauptung folgt mit k?µ+α = k
?
µ+∗ (α)
α.
2. Fall α ≥R µ
++ ∧ k?µ+α < h(µ+)+∗ (α)α
Mit µ+ < µ+∗ (α) ist (µ
+)+∗ (α) = µ
+
∗ (α) und somit h
?
µ+α = h
?
µ+∗ (α)
α. Der
Fall k?µ+α ≥ h
?
µ+∗ (α)
α ist wegen k?µ+α = k
?
µ+∗ (α)
α < h?
µ+∗ (α)
α ausgeschlossen. 2
Lemma 5.1.10
h?
µ+∗ (α)
α↓=⇒ K?µ+h
?
µ+∗ (α)
α < h?
µ+∗ (α)
α
Beweis:
Die Behauptung folgt aus 5.1.8 und 5.1.9. 2
Lemma 5.1.11
h?σα↓ ∧ ν ≤ σ =⇒ k
?
να ≤ k
?
νh
?
σα
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Beweis durch R-Induktion.
1. Fall α <R σ
+
Hier ist die Behauptung klar.
2. Fall α ≥R σ
+ ∧ k?σα < h
?
σ+∗ (α)
α
Hier gilt nach IV bzw. Lemma 5.1.4 k?να ≤ k
?
νh
?
σ+∗ (α)
α = k?νh
?
σα.
3. Fall α ≥R σ
+ ∧ k?σα ≥ h
?
σ+∗ (α)
α
Nun gilt nach IV, dem Fundamentallemma und Lemma 5.1.4
k?να ≤ k
?
νh
?
σ+∗ (α)
α ≤ k?νψσ
+h?
σ+∗ (α)
α ≤ k?νh
?
σα. 2
Lemma 5.1.12
h?µα↓ ∧ h
?
µα < M
Beweis durch R-Induktion.
1. Fall α <R µ
+
Hier ist die Behauptung klar.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Hier folgt die Behauptung unmittelbar aus der IV bzw.Lemma 5.1.4.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Nach Lemma 5.1.4 sei ohne Einschra¨nkung µ+(α) = µ+∗ (α). Nach IV
gilt h?
µ+∗ (α)
α↓ und h?
µ+∗ (α)
α < M. Nach Lemma 5.1.10 gilt k?µ+h
?
µ+∗ (α)
α <
h?
µ+∗ (α)
α. Damit ist auch h?µα ∈ T (M) ∩M. 2
Somit gelten alle in diesem Kapitel bewiesenen Aussagen ohne die Definiert-
heitsvoraussetzungen (falls die Argumente von h?µ kleiner als M sind).
Der Beweis von 5.1.9 liefert ferner (falls man µ+ durch ν ersetzt) das folgende
Lemma.
Lemma 5.1.13
ν ∈]µ, µ+∗ (α)] =⇒ h
?
να = h
?
µ+∗ (α)
α 2
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Lemma 5.1.14
ψµh?µα ∈ T (M)
Beweis mit Lemma 5.1.12 und Lemma 5.1.8. 2
Damit ist es uns erlaubt, die folgende Definition zu treffen.
Definition 5.1.15
Dµγ =
{
DMγ falls DMγ < µ
ψµh?µDMγ sonst
Aufgrund von 5.1.8 und 5.1.11 gilt fu¨r µ ≤ ν auch k?µh
?
να = k
?
µα. Entspre-
chend gilt das folgende Lemma.
Lemma 5.1.16
% < µ =⇒ SC%h
?
µα ∼ SC%α
Beweis durch R-Induktion.
1. Fall α <R µ
+
Hier ist die Behauptung klar nach dem zweiten Fundamentallemma fu¨r
die SCµ-Mengen 4.4.18.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
In diesem Fall folgt die Behauptung unmittelbar aus der IV bzw. Lem-
ma 5.1.4.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Mit Korollar 5.1.6 ist µ ∈ Rα. Mit den Lemmata 4.4.18 und 4.5.1 folgt
nach IV bzw. Lemma 5.1.4
SC%h
?
µα = SC%(k
?
µα+ ψµ
+h?
µ+∗ (α)
α)
≤ SC%α ∪ SC%µ ∪ SC%h
?
µ+∗ (α)
α < SC%α
≤ SC%ψµ
+h?
µ+∗ (α)
α ≤ SC%h
?
µα. 2
Lemma 5.1.17
ωα ≤ h?µα
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Beweis durch R-Induktion.
1. Fall α <R µ
+
Hier ist die Behauptung klar.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
In diesem Fall folgt die Behauptung unmittelbar aus der IV bzw. Lem-
ma 5.1.4.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Sodann gilt nach IV bzw. Lemma 5.1.4 und 5.1.5 ωα ≤ h?
µ+∗ (α)
α ≤
k?µα < h
?
µα 2
Lemma 5.1.18
h?µ+α ≤ h
?
µα
Beweis durch R-Induktion.
1. Fall α <R µ
+
Dann gilt α <R µ
++ und h?µ+α = k
?
µ+α+ ω
α ≤ k?µα+ ω
α = h?µα.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Hier gilt h?µα = h
?
µ+∗ (α)
α = h?µ+α nach Lemma 5.1.9.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Man erha¨lt nach 5.1.9 und 5.1.5 h?µ+α = h
?
µ+∗ (α)
α ≤ k?µα < h
?
µα. 2
Korollar 5.1.19
µ ≤ ν =⇒ h?µα ≥ h
?
να
Beweis:
Die Behauptung folgt aus 5.1.4, 5.1.13 und 5.1.18 durch R-Induktion. 2
Lemma 5.1.20
µ ≤ α =⇒ µ ≤ r(h?µα)
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Beweis durch R-Induktion.
1. Fall α <R µ
+
Hier gilt r(h?µα) = r(k
?
µα+ ω
α) = ωα ≥ α ≥ µ.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Fu¨r α ≥ µ+∗ (α) gilt nach IV bzw. Lemma 5.1.4
µ < µ+∗ (α) ≤ r(h
?
µ+∗ (α)
α) = r(h?µα).
Im Falle α < µ+∗ (α) gilt hingegen h
?
µ+∗ (α)
α = k?
µ+∗ (α)
α + ωα. Also gilt
µ ≤ α ≤ ωα ≤ r(h?
µ+∗ (α)
α) = r(h?µα).
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Hier gilt µ < ψµ+h?
µ+∗ (α)
α = r(h?µα). 2
Lemma 5.1.21
α < β < µ =⇒ h?µα < h
?
µβ
Beweis:
Die Behauptung folgt aus k?µα ≤ k
?
µβ. 2
Nach diesen Vorbereitungen ko¨nnen wir die folgenden zentralen vier Aussa-
gen beweisen, mit denen sich relativ leicht ein Modell fu¨r die Kollabierungs-
axiomatik konstruieren la¨ßt. Bei der Beweisfu¨hrung orientieren wir uns an
[Buchholz, Schu¨tte 1983].
Lemma 5.1.22
h?µ+α = h
?
µ+β =⇒ h
?
µα = h
?
µβ
Beweis:
1. Fall α <R µ
+
1.1. Fall α < µ+
Zuna¨chst gilt h?µ+α = k
?
µ+α+ω
α = h?µ+β.Wa¨re β ≥ µ
+, so wu¨rde
gelten ωα = r(h?µ+β) ≥ µ
+ im Widerspruch zu 5.1.20. Also ist
β < µ+ und es gilt h?µ+β = k
?
µ+β + ω
β = k?µ+α + ω
α = h?µ+α.
Aus der Eindeutigkeit der Cantor-Normalform folgt α = β und
damit die Behauptung.
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1.2. Fall Rα < µ ∧ α ≥ µ+
Dann gelten K?µα = ∅ = K
?
µ+α. Also h
?
µα = ω
α = h?µ+α = h
?
µ+β.
1.2.1. Fall β <R µ
+
Dann gilt β <R µ
++ und ωα = h?µ+α = h
?
µ+β = k
?
µ+β + ω
β.
Also gilt β = α.
1.2.2. Fall β ≥R µ
+
Es gilt k?µβ ≤ k
?
µh
?
µ+β = k
?
µω
α = 0 < h?
µ+∗ (β)
β. Also gilt
h?µβ = h
?
µ+∗ (β)
β = h?µ+β = ω
α = h?µα.
2. Fall α ≥R µ
+
Dann gilt r(h?µ+β) = r(h
?
µ+α) ≥ µ
+. Wa¨re β < µ+, so ga¨lte r(h?µ+β) =
r(k?µ+β + ω
β) < µ+. Also gilt β ≥ µ+. Im Fall Rβ < µ gilt h?µβ =
h?µ+β = ω
β = h?µ+α. Dann folgt k
?
µα ≤ k
?
µh
?
µ+β = k
?
µω
β = 0 < h?
µ+∗ (α)
α
und h?µα = h
?
µ+α = h
?
µβ. Wir du¨rfen daher β ≥R µ
+ annehmen.
2.1. Fall k?µα < h
?
µ+∗ (α)
α = h?µ+α
Es gilt nach 5.1.16 k?µh
?
µ+α = k
?
µα < h
?
µ+α. Also folgt mit h
?
µ+α =
h?µ+β nun k
?
µβ ≤ k
?
µh
?
µ+β < h
?
µ+β und damit h
?
µα = h
?
µ+α =
h?µ+β = h
?
µβ.
2.2. Fall k?µα ≥ h
?
µ+∗ (α)
α = h?µ+α
Dann erha¨lt man nach 5.1.7 und 5.1.11 k?µβ ≥ k
?
µh
?
µ+β = k
?
µh
?
µ+α ≥
k?µα ≥ h
?
µ+α = h
?
µ+β. Also gilt nach 5.1.16
h?µα = k
?
µα+ ψµ
+h?µ+α = k
?
µh
?
µ+α+ ψµ
+h?µ+α
= k?µh
?
µ+β + ψµ
+h?µ+β = k
?
µβ + ψµ
+h?µ+β
= h?µβ. 2
Lemma 5.1.23
α < β ∧ h?µ+α < h
?
µ+β ∧ K
?
µα < h
?
µβ =⇒ h
?
µα < h
?
µβ
Beweis:
1. Fall β <R µ
+
1.1.Fall β < µ+
Dann gilt k?µα < h
?
µβ = k
?
µβ + ω
β und mit ωα < ωβ folgt die
Behauptung.
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1.2. Fall Rβ < µ ∧ β ≥ µ+
1.2.1. Fall α <R µ
+
Dann folgt wie im 1.1. Fall die Behauptung.
1.2.2. Fall α ≥R µ
+
1.2.2.1. k?µα < h
?
µ+∗ (α)
α
Nun gilt h?µα = h
?
µ+α < h
?
µ+β ≤ h
?
µβ.
1.2.2.2. k?µα ≥ h
?
µ+∗ (α)
α
Dann gilt h?µα = k
?
µα + ψµ
+h?
µ+∗ (α)
α. Es gilt ωβ ≥ µ+ >
ψµ+h?
µ+∗ (α)
α. Mit k?µα < h
?
µβ folgt wiederum die Behauptung.
2. Fall β ≥R µ
+
2.1. Fall k?µβ ≥ h
?
µ+∗ (β)
β
Dann gelten h?µ+β = h
?
µ+∗ (β)
β und h?µβ = k
?
µβ + ψµ
+h?µ+β.
2.1.1. Fall α < µ+
Hier gilt h?µα = k
?
µα + ω
α. Mit k?µ+α < h
?
µ+α < h
?
µ+β folgt
also
α ∈ Cˆµ+(h
?
µ+β) ∩ µ
+ ⊆ ψµ+h?µ+β.
Damit gilt ωα < r(h?µβ) und mit k
?
µα < h
?
µβ folgt h
?
µα < h
?
µβ.
2.1.2. Fall α ≥ µ+ ∧ Rα < µ
Dann ist K?µα = ∅ = K
?
µ+α und
h?µα = k
?
µα+ ω
α = ωα = h?µ+α < h
?
µ+β ≤ h
?
µβ.
2.1.3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Hier gilt h?
µ+∗ (α)
α = h?µ+α < h
?
µ+β = h
?
µ+∗ (β)
β. Es folgt
ψµ+h?µ+α < ψµ
+h?µ+β = r(h
?
µβ).
Mit k?µα < h
?
µβ folgt erneut die Behauptung.
2.1.4. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
In diesem Fall gilt
h?µα = h
?
µ+∗ (α)
α = h?µ+α < h
?
µ+β ≤ h
?
µβ.
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2.2. Fall k?µβ < h
?
µ+∗ (β)
β
Hier gilt zuna¨chst h?
µ+∗ (β)
β = h?µ+β = h
?
µβ.
2.2.1. Fall α < µ+
Dann gilt h?µα = k
?
µα + ω
α. Mit β ≥ µ+ folgt nach Lemma
5.1.20 ωα < µ+ ≤ r(h?µ+β) = r(h
?
µβ). Mit k
?
µα < h
?
µβ folgt
die Behauptung.
2.2.2. Fall α ≥ µ+ ∧ Rα < µ
Dann gilt h?µα = ω
α = h?µ+α < h
?
µ+β ≤ h
?
µβ.
2.2.3. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Hier gilt h?µα = h
?
µ+∗ (α)
α = h?µ+α < h
?
µ+β = h
?
µβ.
2.2.4. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Jetzt folgt h?µα = k
?
µα + ψµ
+h?
µ+∗ (α)
α. Mit β ≥ µ+ folgt
ψµ+h?
µ+∗ (α)
α < µ+ ≤ r(h?µβ). Also folgt aus k
?
µα < h
?
µβ wie-
derum die Behauptung. 2
Lemma 5.1.24
µ < ν ∧ h?µ+α ≤ h
?
µ+ψνh
?
να =⇒ h
?
µα ≤ h
?
µ(ψνh
?
να)
Beweis:
Sei β := ψνh?να. Nach 5.1.22 sei ohne Einschra¨nkung h
?
µ+α < h
?
µ+β. Ferner
gilt α 6= β und
K?µα ≤ K
?
µh
?
να ≤ K
?
µψνh
?
να < h
?
µβ.
1. Fall α <R µ
+ ∧ β <R µ
+
Mit µ < ν ∈ Rβ folgt β < µ+. Wa¨re β < α, so folgt fu¨r α < µ+
nach 5.1.21 h?µ+β < h
?
µ+α. Also gilt hier α < β und mit 5.1.23 folgt die
Behauptung.
Es sei daher Rα < µ. Dann gilt
h?µα = ω
α = h?να ∈ K
?
µψνh
?
να < h
?
µβ.
2. Fall β ≥R µ
+
2.1. Fall k?µβ ≥ h
?
µ+∗ (β)
β
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2.1.1. Fall α <R µ
+
2.1.1.1. α < µ+
Hier folgt k?µ+α < h
?
µ+α < h
?
µ+β und somit
α ∈ Cˆµ+(h
?
µ+∗ (β)
β) ∩ µ+ ⊆ ψµ+h?
µ+∗ (β)
β ∈ SC.
Also ωα < r(h?µβ) und mit k
?
µα < h
?
µβ folgt die Behauptung.
2.1.1.2. α ≥ µ+ ∧ Rα < µ
Dann gilt K?µα = K
?
µ+α = ∅ und
h?µα = k
?
µα+ ω
α = h?µ+α < h
?
µ+β ≤ h
?
µβ.
2.1.2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Alsdann folgt h?µα = h
?
µ+α < h
?
µ+β ≤ h
?
µβ.
2.1.3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Nun ergibt sich
ψµ+h?
µ+∗ (α)
α = ψµ+h?µ+α < ψµ
+h?µ+β = r(h
?
µβ).
Mit k?µα < h
?
µβ folgt die Behauptung.
2.2. Fall k?µβ < h
?
µ+∗ (β)
β
2.2.1. Fall α ≥ µ+ ∧ Rα < µ
Dann gilt h?µα = ω
α = h?µ+α < h
?
µ+β ≤ h
?
µβ.
2.2.2. Fall h?µα = k
?
µα+ γ mit γ < µ
+
Dann gilt nach 5.1.20 γ < µ+ ≤ r(h?µ+β) = r(h
?
µβ). Mit
k?µα < h
?
µβ folgt die Behauptung.
2.2.3. Fall α ≥ µ+ ∧ k?µα < h
?
µ+∗ (α)
α
Dann gilt h?µα = h
?
µ+α < h
?
µ+β ≤ h
?
µβ.
3. Fall β <R µ
+ ≤R α
Dann gilt zuna¨chst wie im 1. Fall β < µ+. Man hat h?µβ = k
?
µβ +
ωβ und h?µ+α < h
?
µ+β = k
?
µ+β + ω
β. Ferner gilt mit Lemma 5.1.20
ωβ < µ+ ≤ r(h?µ+α). Wa¨re h
?
µ+α > k
?
µ+β, so folgte h
?
µ+β < h
?
µ+α. Also
gilt h?µ+α ≤ k
?
µ+β und damit β ≥ ψµ
+h?µ+α.
3.1. Fall k?µα < h
?
µ+∗ (α)
α
Dann folgt h?µα = h
?
µ+α < h
?
µ+β ≤ h
?
µβ.
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3.2. Fall k?µα ≥ h
?
µ+∗ (α)
α
Dann gilt µ ∈ Rα.Wa¨re µ+ < ν, so folgt mit Kνµ
+ ≤ K?να < h
?
να
nun µ+ < ψνh?να. Dies widerspricht β < µ
+. Also ist mit µ < ν
nun µ+ = ν. Mit
k?µα ≤ k
?
µh
?
µ+∗ (α)
α ≤ k?µψµ
+h?
µ+∗ (α)
α = k?µβ
folgt h?µα = k
?
µα+ ψµ
+h?
µ+∗ (α)
α ≤ k?µβ + ω
β. 2
Lemma 5.1.25 (Doppelkollabierungseigenschaft)
µ ≤ ν ≤ α < M =⇒ h?µα ≤ h
?
µψνh
?
να ∧ ψµh
?
µα ≤ ψµh
?
µψνh
?
να
Beweis durch R-Induktion nach β := ψνh?να.
1. Fall µ = ν
Hier gilt h?µα = h
?
να ∈ K
?
νβ < h
?
µβ.
2. Fall µ < ν
Dann gilt µ < µ+∗ (β) ≤ µ
+
∗ (α) und µ
+
∗ (β) ≤ ν. Die IV impliziert fu¨r
σ := µ+∗ (β) = µ
+(β) nach 5.1.13
h?µ+α = h
?
σα ≤ h
?
σβ = h
?
µ+β.
Ferner gilt k?µα ≤ k
?
µh
?
να ≤ k
?
µβ < h
?
µβ. Nach Lemma 5.1.24 gilt h
?
µα ≤
h?µβ. 2
Fu¨r die Funktion h?µ ist die Lemma 5.1.25 entsprechende Aussage falsch.
Dies zwang uns bei der Definition der τ -Relation dazu, u¨ber die ~κ-Tupel
zu quantifizieren. Ebenso beno¨tigt man aus diesem Grund die ~κ-Tupel bei
der Formulierung der Liftungseigenschaft (siehe 5.3.17).
Lemma 5.1.26
(a) Kµα < h
?
µβ =⇒ SCµα < ψµh
?
µβ
(b) k?µ+α < h
?
µ+β ∧ SCµα < ψµh
?
µβ =⇒ K
?
µα < h
?
µβ
Beweis:
96
(a) Die Behauptung folgt aus Lemma 4.4.12.
(b) Gilt k?µα ≤ k
?
µ+α, so folgt k
?
µα < h
?
µ+β ≤ h
?
µβ. Ansonsten gilt
K?µα ≤ K
?
µ+α ∪KµSCµα ≤ KµSCµα.
Nach Voraussetzung gilt SCµα < ψµh
?
µβ. Also gilt KµSCµα < h
?
µβ,
was die Behauptung ergibt. 2
5.2 Weitere Charakterisierungen der τ-Re-
lation
Wir definieren nun eine auf T(M) zugeschnittene Verallgemeinerung der klas-
sischen τ -Relation aus [Buchholz, Schu¨tte 1983] und zeigen, daß wir wie-
derum ein Modell fu¨r unsere Kollabierungsaxiomatik erhalten. Im na¨chsten
Abschnitt zeigen wir, daß diese Definition mit der bisherigen u¨bereinstimmt.
Die folgende Definition sei nur fu¨r diesen Abschnitt getroffen.
Definition 5.2.1
ατ β :⇐⇒ αM β ∧ ∀µ ≥ τ (Dµα < Dµβ)
Diese Relation wollen wir im folgenden syntaktisch und semantisch charak-
terisieren. Aus schreibtechnischen Gru¨nden fu¨hren wir zuna¨chst die folgende
Definition ein.
Definition 5.2.2
µ+(α, β) := min{µ+(α), µ+(β)}
Lemma 5.2.3
α < β < M ∧ ∀µ ≥ τ (SCµα < Dµβ) =⇒ ∀µ ≥ τ (h
?
µα < h
?
µβ)
Beweis durch Induktion nach Anzahl der Elemente in (Rα ∪Rβ) \ (µ+ 1).
Es sei µ ≥ τ.
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1. Fall µ+(α, β) = µ
Fu¨r β < µ folgt h?µα < h
?
µβ nach Lemma 5.1.21. Es sei daher µ ≤ β.
Aufgrund von Rα ∪Rβ < µ+ gilt
Kµ+α = ∅ < h
?
µ+β.
Nach 5.1.26(b) folgt K?µα < h
?
µβ und mit Rα ∪Rβ < µ
+ folgt h?µ+α <
h?µ+β. Also gilt h
?
µα < h
?
µβ nach 5.1.23.
2. Fall ν := µ+(α, β) > µ
Fu¨r β < µ folgt h?µα < h
?
µβ nach 5.1.21. Es sei β ≥ µ und Dµβ =
ψµh?µβ. Nach IV gilt zuna¨chst h
?
να < h
?
νβ. Daraus folgt nach 5.1.13
h?µ+α < h
?
µ+β. Inbesondere gilt alsoK
?
µ+α < h
?
µ+β. Mit Lemma 5.1.26(b)
folgt aus SCµα < ψµh
?
µβ nun K
?
µα < h
?
µβ. Mit Lemma 5.1.23 folgt
h?µα < h
?
µβ. 2
Lemma 5.2.4
ατ β =⇒ ∀µ ≥ τ (SCµα < Dµβ)
Beweis:
Es sei µ ≥ τ.
1. Fall DMα < µ
Hier gilt SCµα ≤ SCµDMα ≤ {Dµα} < Dµβ.
2. Fall DMα ≥ µ
Aus ψµh?µDMα < ψµh
?
µ(DMβ) folgt nach Lemma 4.4.12(b)
SCµα = SCµDMα ≤ SCµh
?
µDMα < ψµh
?
µDMα = Dµα < Dµβ.
2
Lemma 5.2.5
α < µ ∧ SCµα < γ ∈ SC =⇒ α < γ 2
Lemma 5.2.6
Sei α < β < M. Dann gilt: ατ β ⇐⇒ ∀µ ≥ τ (SCµα < Dµβ)
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Beweis:
Es bleibt
”
⇐=“ zu zeigen. Es sei µ ≥ τ beliebig.
1. Fall α < µ ≤ β
Mit SCµα < ψµh
?
µβ ∈ SC folgt nach 5.2.5 Dµα = α < ψµh
?
µβ = Dµβ.
2. Fall α < β < µ
Hier ist nichts zu zeigen.
3. Fall µ ≤ α < β
Mit Lemma 5.2.3 folgt Dµα = ψµh
?
µα < ψµh
?
µβ = Dµβ. 2
Satz 5.2.7
ατ β < M ∧ µ ≥ τ =⇒ Dµατ Dµβ
Beweis:
Es sei ohne Einschra¨nkung β ≥ µ. Ferner sei σ ≥ τ beliebig. Wir haben
SCσDµα < DσDµβ zu zeigen.
(a) o¨[1.Fall] α < µ
Dann gilt Dµα = α.
1.1. Fall Dµβ ≥ σ
Nun erha¨lt man µ > σ und SCσDµα = SCσα < Dσβ ≤ DσDµβ
nach den Lemmata 5.1.24 und 5.2.4.
1.2. Fall Dµβ < σ
Dies impliziert DσDµβ = Dµβ. Aus ατ β folgt
SCσDµα = SCσα ≤ SCµα < ψµh
?
µβ.
2. Fall α ≥ µ
Jetzt gilt Dµα = ψµh
?
µα.
2.1. Fall Dµα < σ
Also gilt SCσDµα = {Dµα}. Fu¨r Dµβ < σ folgt dann Dµα <
Dµβ = DσDµβ. Im Falle Dµβ ≥ σ folgt DσDµβ = ψσh
?
σDµβ
und µ > σ. Mit Dµα < σ folgt nach Lemma 2.1.22
Dµα < ψσh
?
σDµβ = DσDµβ.
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2.2. Fall Dµα ≥ σ
Alsdann folgt
SCσDµα = SCσµ ∪ SCσh
?
µα ∼ SCσµ ∪ SCσα.
Ferner gelten µ > σ undDµβ ≥ σ. Aus den folgenden Beziehungen
folgt die Behauptung:
SCσα < Dµβ ≤ DσDµβ
SCσµ ⊆ SCσDµβ < DσDµβ 2
Lemma 5.2.8
∀µ ≥ τ (SCµα < Dµβ) =⇒ ∀µ ≥ τ (Kµα < h
?
µDMβ)
Beweis durch R-Induktion.
1. Fall µ+(α) = µ
Dann gilt Kµα = KµSCµα.
1.1. Fall DMβ ≥ µ
Aus SCµα < ψµh
?
µDMβ folgt KµSCµα < h
?
µDMβ.
1.2. Fall DMβ < µ
Mit SCµα < DMβ ∈ Cˆµ(h
?
µDMβ) folgt wiederum die Behauptung.
2. Fall µ+(α) > µ
Nach IV und dem Majorisierungslemma gilt
K?µ+α ≤ K
?
µ+(α)α < h
?
µ+(α)(DMβ) ≤ h
?
µDMβ.
Wir haben noch zu zeigen KµSCµα < h
?
µDMβ.
2.1. Fall DMβ ≥ µ
Aus SCMα < DµDMβ = ψµh
?
µDMβ ergibt sich KµSCµα < h
?
µDMβ.
2.2. Fall DMβ < µ
Mit SCµα < DMβ und k
?
µDMβ < h
?
µDMβ folgt erneut die Be-
hauptung. 2
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Satz 5.2.9
ατ β ⇐⇒ α < β ∧ SCMα < DMβ ∧ ∀µ ≥ τ (SCµα < Dµβ)
Beweis:
”
⇒ “ Zuna¨chst gelten α < β und SCMα < DMβ. Es gelte nun DMα τ
DMβ und es sei µ ≥ τ beliebig. Hier folgt nach Lemma 4.4.12
SCµα ≤ SCµDMα ≤ DµDMα < DµDMβ.
”
⇐ “ Zuna¨chst folgt DMα < DMβ. Sei µ ≥ τ. Im Falle SCµα = SCµDMα
folgt SCµDMα < DµDMβ. Sei daher DMα = χα0 < µ. Wir haben
DMα < DµDMβ zu zeigen. Dies ist fu¨r DMβ < µ trivial. Es sei also
DMβ ≥ µ. Mit Lemma 5.2.8 und Lemma 5.2.6 folgt die Behauptung.
2
Es gilt offenbar sogar: ατ β ⇐⇒ α < β ∧ ∀µ ≥ τ (SCµα < Dµβ).
Satz 5.2.10
ατ β ∧ µ ≥ τ =⇒ Dµατ Dµβ
Beweis:
Die Behauptung folgt aus Satz 5.2.7 mit DMατ DMβ. 2
Mit der klassischen syntaktischen Charakterisierung der τ -Relation la¨ßt
sich leicht einsehen, daß wir wiederum ein Modell fu¨r die Kollabierungsaxio-
matik erhalten, wenn wir  wie in 4.6 definieren.
Wie zuvor erhalten wir auch eine semantische Charakterisierung der τ -
Relation.
Satz 5.2.11
ατ β ⇐⇒ α < β ∧ SCMα < DMβ ∧ ∀µ ≥ τ (K
?
µα < h
?
µDMβ)
Beweis durch R-Induktion und unter Verwendung von Lemma 5.1.26. 2
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Korollar 5.2.12
(a) ατ β ∧ ν ≥ τ =⇒ Dνατ Dνβ
(b) pi, ατ β =⇒ Dpiατ β
Beweis:
(a) Seien DMβ ≥ ν und µ ≥ τ.
1. Fall µ ≤ ν
Dann gilt KµDνα ≤ Kµν ∪K
?
µα∪ {h
?
νDMα}. Mit DMατ DMβ
folgt mit Lemma 5.2.3 und 5.1.25
h?νDMα < h
?
νDMβ ≤ h
?
µDMβ ≤ h
?
µDνβ.
Ferner gilt K?µα < h
?
µβ ≤ h
?
µDνβ und K
?
µν ≤ K
?
µDνβ < h
?
µDνβ.
2. Fall ν < µ
Hier gilt KµDνα ≤ Kµν ≤ k
?
µDνβ < h
?
µDνβ.
(b) Seien α ≥ pi und µ > 0.
1. Fall µ ≤ pi
Dann gilt K?µDpiα ≤ Kµpi ∪ K
?
µα ∪ {h
?
piα}. Mit α τ β folgt
h?piα < h
?
piβ ≤ h
?
µβ. Ferner gilt Kµpi ∪ K
?
µα < h
?
µβ aufgrund von
pi, ατ β.
2. Fall pi < µ
Dann KµDpiα = Kµpi < h
?
µβ, da pi τ β. 2
5.3 Semantische Charakterisierung der Funk-
tion h?µ
Ein Studium des vorangegangenen Abschnittes sollte eine alternative und
transparente Beschreibung der Funktion h?µ sinnvoll erscheinen lassen, da die
rein syntaktisch angelegte Konstruktion und Beweisfu¨hrung auch dem mit
diesen Dingen vertrauten Leser ein gewisses Unbehagen bereiten du¨rfte. Ein
sich irgendwo in der Beweisfu¨hrung verborgener Fehler ko¨nnte das gesamte
Konzept ins Wanken bringen und eine geringfu¨gig erscheinende Modifikation
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in der Definition der Funktion h?µ hat i.a. fatale Konsequenzen. Um diese
Unsicherheiten vollsta¨ndig zu beseitigen, stellen wir eine natu¨rliche Verbin-
dung mit dem vorangegangenen Kapitel her und zeigen, wie bereits gesagt,
fu¨r α < M
h?µα = min{h
?
µD~κα : ~κ > µ}.
Zuerst zeigen wir aber das syntaktische Pendant zu dieser Aussage, na¨mlich,
daß fu¨r α < M gilt:
h?µα = min{h
?
µD~κα : ~κ > µ ∧ ~κ ∈ R
+(α)}
Wir beno¨tigen zuna¨chst das folgende Lemma.
Lemma 5.3.1
α < β + ωγ =⇒ α+ ωγ ≤ β + ωγ
ZumBeweis betrachte man die Cantor-Normalformen von α und β. 2
Lemma 5.3.2
α < M =⇒ h?µα ∈ {h
?
µD~κα : ~κ ∈ R
+(α) ∧ ~κ > µ}
Beweis durch R-Induktion.
1. Fall α <R µ
+
Dann setzt man ~κ :=<> und erha¨lt
h?µα = h
?
µD<>α = k
?
µα+ ω
α.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Es gelte zuna¨chst Rα ≤ µ. Dann gilt nach 5.1.4 aufgrund von k?µα <
h?
µ+∗ (α)
α
h?µα = h
?
µ+∗ (α)
α = ωα = k?µα+ ω
α = hµα
und wir du¨rfen ~κ =<> setzen.
Es gelte nun µ+∗ (α) = µ
+(α) > µ. Nach IV gibt es ~pi ∈ R+(α),
~pi > µ+(α) mit
h?
µ+∗ (α)
α = h?µ+(α)D~piα.
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Gilt hier ~pi =<>, so du¨rfen wir aufgrund von Lemma 5.3.1 ~κ =<>
setzen.
Es gelte nun ohne Einschra¨nkung
D~piα = ψpi1hpi1 · · ·ψpinhpinα, n ≥ 1.
Es gilt nun
K?µD~piα ≤
K?µα ∪K
?
µpi1 ∪ . . . ∪K
?
µpin ∪ {hpiiDpii+1 · · ·Dpinα : 1 ≤ i ≤ n}.
Mit µ+(α) < pi1 gilt fu¨r i ∈ {1, . . . , n}
hpiiDpii+1 · · ·Dpinα ∈ Kµ+(α)D~piα < hµ+(α)D~piα.
Aufgrund von pii ∈ R
+(α) gilt ferner fu¨r 1 ≤ i ≤ n
K?µpii ≤ K
?
µα < h
?
µ+(α)α.
Also gilt K?µD~piα < hµ+(α)D~piα und somit nach Lemma 5.3.1
h?µD~piα = K
?
µD~piα+ ω
D~piα = h?µ+(α)D~piα.
Wir du¨rfen daher ~κ = ~pi setzen.
3. Fall α ≥R µ
+ ∧ k?µα ≥ h
?
µ+∗ (α)
α
Dann gilt µ ∈ R(α). Es gelte zuna¨chst R(α) ≤ µ. Nach 5.1.4 gilt dann
h?µα = k
?
µα+ ψµ
+ωα. Ferner gilt
K?µψµ
+ωα ≤ K?µµ
+ ∪K?µα ∪ {ω
α}.
Aufgrund von ωα ≤ h?
µ+∗ (α)
α ≤ k?µα und µ ∈ Rα folgt h
?
µDµ+α = h
?
µα
und daher du¨rfen wir ~κ =< µ+ > setzen.
Es gelte nun µ+(α) = µ+∗ (α) > µ. Nach IV gibt es ~pi ∈ R
+(α),
~pi > µ+(α) mit h?
µ+∗ (α)
α = h?µ+(α)D~piα. Aufgrund des Homogenita¨ts-
lemmas gilt wegen K?µ+α ≤ K
?
µ+(α)α nun K
?
µ+D~piα ≤ K
?
µ+(α)D~piα und
somit
h?µ+D~piα = h
?
µ+(α)D~piα = h
?
µ+∗ (α)
α ≥ α ≥ µ+.
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Daher gilt Dµ+D~piα = ψµ
+h?
µ+∗ (α)
α. Ferner folgert man mit µ ∈ Rα
und dem Fundamentallemma
K?µDµ+D~piα ≤ K
?
µµ
+ ∪K?µh
?
µ+D~piα ∪ {h
?
µ+D~piα}
≤ K?µα ∪Kµh
?
µ+∗ (α)
α ∪ {h?
µ+∗ (α)
α}
≤ K?µα ∪ {h
?
µ+∗ (α)
α} ≤ K?µα ≤ K
?
µDµ+D~piα.
Schließlich folgt
h?µα = k
?
µα+ ψµ
+h?
µ+∗ (α)
α = k?µDµ+D~piα+ ω
Dµ+D~piα = h?µDµ+D~piα.
Wir du¨rfen also ~κ = 〈µ+, ~pi〉 setzen. 2
Lemma 5.3.3
α < M ∧ ~κ ∈ R+(α) ∧ ~κ > µ =⇒ h?µα ≤ h
?
µD~κα
Beweis durch R-Induktion.
Sei ~κ = (κ1, . . . , κn).
1. Fall α <R µ
+
Dann gibt es kein ~κ ∈ R+(α) mit <> 6= ~κ > µ. Ferner gilt
h?µα = k
?
µα+ ω
α = h?µD<>α.
2. Fall α ≥R µ
+ ∧ k?µα < h
?
µ+∗ (α)
α
Es gelte zuna¨chst Rα ≤ µ. Dann sind die Fa¨lle ~κ =< µ+ > und ~κ =<>
zu betrachten.
Fu¨r ~κ =<> gilt nach 5.1.4
hµα ≥ h
?
µ+α = k
?
µ+α+ ω
α = ωα = h?
µ+∗ (α)
α = h?µα.
Es sei daher ~κ =< µ+ > . Dann gilt mit α ≥ µ+
h?µDµ+α = h
?
µψµ
+h?µ+α ≥ h
?
µ+α
= k?µ+α+ ω
α = ωα = h?
µ+∗ (α)
α = h?µα.
Wir nehmen daher µ+(α) = µ+∗ (α) > µ an.
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2.1. Fall µ+(α) < κ1 ∨ n = 0
Hier gilt nach IV
h?µD~κα ≥ h
?
µ+∗ (α)
D~κα ≥ h
?
µ+(α)α = h
?
µα.
2.2. Fall κ1 ≤ µ
+(α)
Ferner sei ohne Einschra¨nkung D~κα = ψκ1hκ1Dκ2 · · ·Dκnα ange-
nommen. Wegen κ1 ∈ R
+(α) ∧ µ < κ1 ≤ µ
+(α) gilt κ1 = µ
+ und
(κ2, . . . , κn) > µ
+(α). Somit folgt nach IV, k?µ+α ≤ k
?
µ+∗ (α)
α und
dem Homogenita¨tslemma
h?µD~κα > K
?
µD~κα ≥ h
?
µ+Dκ2 · · ·Dκnα
= h?µ+(α)Dκ2 · · ·Dκnα
≥ h?
µ+∗ (α)
α = h?µα
3. Fall α ≥R µ
+ ∧ k?µα ≥ hµ+∗ (α)α
Dann gilt µ ∈ Rα. Zuna¨chst gelte Rα ≤ µ. Dann gilt ~κ =<> oder
~κ =< µ+ > . Im ersten Fall gilt mit α ≥ µ+
hµα = k
?
µα+ ω
α > k?µα+ ψµ
+h?
µ+∗ (α)
α.
Im zweiten Fall erha¨lt man wegen K?µ+α = ∅
h?µDµ+α = k
?
µψµ
+ωα + ψµ+ωα ≥ k?µα+ ψµ
+h?
µ+∗ (α)
α = h?µα.
Es gelte nun µ+(α) = µ+∗ (α) > µ.
3.1. Fall κ1 > µ
+
∗ (α) ∨ n = 0
Wegen α ≥ µ+ > ψµ+h?
µ+∗ (α)
α sei n ≥ 1 und α ≥ κ1 angenommen.
Dann gilt µ+ ∈ R+(α) ∩ α  α und daher µ+ < D~κα. Aufgrund
von K?µα ≤ K
?
µD~κα folgt
h?µD~κα > h
?
µα = k
?
µα+ ψµ
+h?
µ+∗ (α)
α.
3.2. Fall κ1 ≤ µ
+(α) ∧ n > 0
Ohne Einschra¨nkung sei D~κα = ψκ1hκ1 · · ·Dκnα. Ferner gilt κ1 =
µ+, da µ ∈ Rα und (κ2, . . . , κn) > µ
+
∗ (α). Nach IV gilt
h?µ+Dκ2 · · ·Dκnα ≥ h
?
µ+∗ (α)
Dκ2 · · ·Dκnα ≥ h
?
µ+∗ (α)
α
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und somit folgt
h?µD~κα = K
?
µD~κα+ ω
D~κα ≥ K?µα+ ψκ1h
?
µ+∗ (α)
α = h?µα. 2
Korollar 5.3.4
α < M =⇒ h?µα = min{h
?
µD~κα : ~κ > µ ∧ ~κ ∈ R
+(α)} 2
Lemma 5.3.5
M > α ≥ µ ∧ ~κ ∈ R+(α) ∧ ~κ > µ =⇒ D~κα ≥ µ
Beweis:
Aus κ ∈ R+(α) und κ > µ folgt µ ≤ κ− < Dκα < κ. 2
Korollar 5.3.6
Dµα = min{DµD~κα : ~κ ∈ R
+(α) ∧ ~κ > µ}
Beweis:
Es sei ohne Einschra¨nkung α ≥ µ. Sei nun ~κ ∈ R+(α) und ~κ > µ. Dann gilt
nach Lemma 5.3.5 und Korollar 5.3.4
Dµα = ψµh
?
µα ≤ ψµhµD~κα = DµD~κα.
Also gilt
”
≤ “.
Sei nun ~κ ∈ R+(α) und ~κ > µ derart, daß DµD~κα minimal ist. Ferner sei
h?µα = h
?
µD~piα mit ~pi ∈ R
+(α) und ~pi > µ. Dann gilt wegen D~piα ≥ µ
DµD~κα ≤ DµD~piα = ψµh
?
µD~piα = Dµα. 2
Folgerung 5.3.7
ατ β < M =⇒ ∀µ ≥ τ (Dµα < Dµβ)
Beweis:
Es gelte Dµα = DµD~κα und Dµβ = DµD~piβ fu¨r gewisse ~pi,~κ ∈ R
+(α), die
gema¨ß 5.3.6 gewa¨hlt seinen. Nach 5.3.6 gilt DµD~κα ≤ DµD~piα. Mit α τ β
folgt DµD~piα < DµD~piβ. Also folgt Dµα < Dµβ. 2
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Lemma 5.3.8 (Minorisierungslemma)
pi  α < M ∧ pi < κ ≤ α ∧ hpiα = hκα =⇒ Dpiα Dκα
Beweis:
Aus pi  α folgt Dpiα < pi = Dκpi  Dκα. Es seien % < ~σ beliebig vor-
gegeben. Dann haben wir nach der semantischen Charakterisierung der τ
Relation
k%Dpiα < h
?
%D~σDκα
zu zeigen. Aufgrund von pi  Dκα du¨rfen wir %
− < Dpiα = ψpihpiα und
% ≤ pi annehmen. Dann gilt
K%Dpiα = K%pi ∪K%h
?
piα ∪ {h
?
piα}.
Es gelten K%pi < h%D~σD~κα und
K?%h
?
piα ≤ k
?
%α ≤ K
?
%D~σDκα < h
?
%D~σDκα
aufgrund von pi  Dκα, % < κ und dem Fundamentallemma. Schließlich gilt
nach Voraussetzung
hpiα = hκα ∈ K
?
%Dκα ≤ K
?
%D~σDκα < h
?
%D~σDκα 2
Lemma 5.3.9 (Iteriertes Minorisierungslemma)
Unter den Voraussetzungen
• µ < σ1 < . . . σs < κn+1 < . . . < κm ≤ α < M
• {σ1, . . . , σs} ⊆ R
+(α)
• Dκn+1 · · ·Dκmα ≥ max{σs, µ}
gibt es pi ∈ R+(α) ∪ {<>} mit
• pi > max{σs, µ}
• DµDσ1 · · ·DσsDpiDκn+2 · · ·Dκmα ≤ DµDσ1 · · ·DσsDκn+1 · · ·Dκmα
• Dκn+2 · · ·Dκmα ≥ max{µ, σs, pi}
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Beweis durch Induktion nach m− n.
Istm−n = 0, so ist nichts zu zeigen. Sei alsom−n > 0. Ohne Einschra¨nkung
sei
Dκn+1 · · ·Dκmα = ψκn+1hκn+1 · · ·ψκmhκmα
angenommen. Im Fall κn+1 ∈ R
+(α) gilt die Behauptung fu¨r pi = κn+1. Es
sei also κn+1 /∈ R
+(α).
1. Fall (s = 0 ∧ R+(α)∩]µ, κn+1] 6= ∅) ∨ (s 6= 0 ∧ R
+(α)∩]σs, κn+1] 6= ∅)
Wir wa¨hlen pi ∈ R+(α) maximal mit pi < κn+1. Dann gilt wegen κn+1 /∈
R+(α) nun k?piα ≤ k
?
κn+1
α. Mit dem Homogenita¨tslemma folgen
k?piDκn+2 · · ·Dκmα ≤ k
?
κn+1
Dκn+2 · · ·Dκmα
und
hpiDκn+2 · · ·Dκmα = h
?
κn+1
Dκn+2 · · ·Dκmα.
Ferner gilt pi < κn+1 ≤ Dκn+2 · · ·Dκmα und man hat aufgrund von
pi ∈ R+(α)∩α auch pi  α, also pi = Dκn+2 · · ·Dκmpi  Dκn+2 · · ·Dκmα.
Also gilt nach dem Minorisierungslemma 5.3.8
DpiDκn+2 · · ·Dκmα Dκn+1 · · ·Dκmα.
Es folgt nun somit
DµDσ1 · · ·DσsDpiDκn+2 · · ·Dκmα<DµDσ1 · · ·DσsDκn+1 · · ·Dκmα.
2. Fall s 6= 0 ∧ R+(α)∩]σs, κn+1] = ∅
Es folgt k?σsα ≤ k
?
κn+1
α und damit
hσsDκn+2 · · ·Dκmα = h
?
κn+1
Dκn+2 · · ·Dκmα.
Mit σs ∈ R
+(α) ∩ α  α folgt wie im 1. Fall die Behauptung, wenn
wir pi =<> setzen.
3. Fall s = 0 ∧ R+(α)∩]µ, κn+1] = ∅
Wie im 2. Fall folgt h?µDκn+2 · · ·Dκmα = hκn+1Dκn+2 · · ·Dκmα. Damit
gilt
h?µDκn+2 · · ·Dκmα ≤ K
?
µψκn+1h
?
κn+1
· · ·ψh?κmα
< h?µDκn+1 · · ·Dκmα.
109
Ferner hat man µ ≤ Dκn+1 · · ·Dκmα < Dκn+2 · · ·Dκmα und es folgt
DµDκn+2 · · ·Dκmα < DµDκn+1 · · ·Dκmα
und wir du¨rfen pi =<> setzen. 2
Korollar 5.3.10 (Minimalkollabierungseigenschaft der R-Mengen) Ist
α < M , so gilt
∀µ∀~κ > µ (D~κα ≥ µ =⇒ ∃~pi∈R
+(α) ∪ {<>}(~pi > µ ∧ DµD~piα ≤ DµD~κα)).
Beweis:
Die Behauptung folgt durch lh(~κ)-maliges Anwenden des iterierten Minori-
sierungslemmas. 2
Definition 5.3.11
minclpseµα := min{DµD~κα : ~κ 6=<>=⇒ D~κα ≥ µ}
Folgerung 5.3.12
minclpseµα = Dµα
Der Beweis ergibt sich aus 5.3.10 und 5.3.6. 2
Folgerung 5.3.13
h?µα = min{hµD~κα : ~κ 6=<>=⇒ D~κα > µ} 2
Satz 5.3.14
h?µα = min{hµD~κα : ~κ > µ}
Beweis:
Sei hµD~κα minimal fu¨r ~κ > µ. Es sei ~κ = (κ1, . . . , κn) und
D~κα = ψκ1hκ1Dκ2 · · ·Dκnα
und ohne Einschra¨nkung n > 0.
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1. Fall κ1 ∈ R
+(α)
Dann gilt D~κα > µ.
2. Fall ]µ, κ1] ∩R
+(α) 6= ∅
Aufgrund von R+(α) ∩ α α folgt D~κα > µ.
In beiden Fa¨llen folgt die Behauptung aus 5.3.13.
3. Fall ]µ, κ1] ∩R
+(α) = ∅
Dann gilt k?µα ≤ k
?
κ1
α und somit
k?µDκ2 · · ·Dκnα ≤ k
?
κ1
Dκ2 · · ·Dκnα,
also
hµDκ2 · · ·Dκnα = hκ1Dκ2 · · ·Dκnα.
Also hat man im Widerspruch zu Wahl von ~κ
hµDκ2 · · ·Dκnα = hκ1Dκ2 · · ·Dκnα ∈ K
?
µD~κα < hµD~κα. 2
Satz 5.3.15
Es sei α < β < M. Dann gilt: ∀µ ≥ τ (Dµα < Dµβ) =⇒ ατ β.
Beweis:
Nach Satz 5.2.11 folgt ∀µ ≥ τ(k?µα < h
?
µβ.) Es sei nun ~κ > µ beliebig mit
D~κβ ≥ µ. Dann gilt fu¨r β ≥ µ
Dµβ = minclpseµβ = DµD~σβ ≤ DµD~κβ
fu¨r ein ~σ. Damit gilt h?µβ = hµD~σβ ≤ hµD~κβ. Also gilt k
?
µα < hµD~κβ. Fu¨r
β < µ folgt k?µα ≤ k
?
µβ < hµD~κβ. 2
Korollar 5.3.16
ατ β ⇐⇒ αM β ∧ ∀µ ≥ τ (Dµα < Dµβ) 2
Damit ist die Wahl der Definition 5.2.1 gerechtfertigt.
Korollar 5.3.17 (2. Beweis der Kollabierungsliftungseigenschaft) α, pi 
β =⇒ ∃~κ > pi (DpiD~κα β)
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Beweis:
Aus α, pi  β folgt nach 5.3.16 Dpiα  β und es gilt fu¨r ein ~κ > pi zudem
Dpiα = DpiD~κα. 2
Korollar 5.3.18
Sei α < β < M. Dann gilt
ατ β ⇐⇒ ∀µ ≥ τ (Dµα < Dµα)
⇐⇒ ∀µ ≥ τ (minclpseµα < minclpseµβ) 2
Dies liefert uns erneut ein semantisch orientiertes Modell fu¨r die Kollabie-
rungsaxiomatik. Man definiere
Dµα := minclpseµα und α ≺≺τ β :⇐⇒ α < β ∧ ∀µ ≥ τ (Dµα < Dµβ).
5.4 Rekursionstheoretische Eigenschaften der
τ-Relation
In diesem Abschnitt zeigen wir, daß die durch
W (α, β, τ) :⇐⇒ ατ β
definierte Relation primitiv rekursiv ist. Diese Aussage ergibt sich aus dem
folgenden Satz.
Satz 5.4.1
ατ β ⇐⇒ ∀~κ ∈ Rα ∪R
+(β) (κ ≥ τ =⇒ D~κα < D~κβ)
Auf den aufwendigen Beweis dieses Satzes wollen wir verzichten. Stattdessen
stu¨tzen wir uns auf die in diesem Kapitel gezeigte Charakterisierung der
τ -Relation.
Satz 5.4.2
Seien α < β < M. Dann gilt
ατ β ⇐⇒ ∀µ ≥ τ (µ ∈ {τ} ∪Rα ∪Rβ =⇒ h
?
µα < h
?
µβ.
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Beweis:
”
⇒ “ Diese Richtung folgt aus 5.3.16 und 5.2.3.
”
⇐ “ Wir zeigen ∀µ ≥ τ (h?µα < h
?
µβ). Daraus folgt mit 5.2.11 die Behaup-
tung. Sei also µ ≥ τ beliebig. Ohne Einschra¨nkung sei µ /∈ {τ} ∪Rα ∪
Rβ.
1. Fall Rα ∪Rβ < µ
Dann gilt
h?µα = k
?
µα+ ω
α = ωα < ωβ = h?µβ.
2. Fall Rα ≥ µ ∧ Rβ ≥ µ
Dann gilt µ < pi := µ+(α, β) ≤ µ+(α), µ+(β) und nach 5.1.3 und
Voraussetzung
h?µα = h
?
piα = h
?
piβ = h
?
µβ.
3. Fall Rα < µ ∧ Rβ ≥ µ
Dann gilt µ < pi := µ+(β) und mit 5.1.10 folgt
h?µα = k
?
µα+ ω
α = ωα = h?piα < h
?
piβ = h
?
µβ.
4. Fall Rα ≥ µ ∧ Rβ < µ
Hier folgt h?µα < h
?
µβ wie im 3. Fall. 2
Korollar 5.4.3
W ist primitiv rekursiv.
Beweis
Die Behauptung folgt aus dem Satz 5.4.2. 2
5.5 Kollabierung entlang der R+-Mengen
Wir untersuchen nun die in Lemma 4.5.15 auftretenden iterierten Kollabie-
rungen als eigensta¨ndige Objekte und erhalten erneut ein Modell fu¨r die Kol-
labierungsaxiomatik. Es stellt sich heraus, daß dieτ -Relation nicht notwen-
dig durch Kollabierungsfunktionen des Kollabierungsmodells induziert wird.
Ferner zeigt sich, daß die τ -Relation nicht eindeutig bestimmt ist.
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Definition 5.5.1
Sei R+(α) ∩ (α + 1) \ (µ + 1) = {κn+1, . . . , κm} mit κn+1 < . . . < κm. Dann
sei µ(α) := (µ, κn+1, . . . , κm).
Definition 5.5.2
R+− clpseµα := Dµ(α)α
Folgerung 5.5.3
µ, α β =⇒ R+− clpseµα β 2
Satz 5.5.4
Ist ατ β < M und µ ≥ τ , so gelten
(a) R+− clpseµατ R
+− clpseµβ
(b) R+− clpseµατ minclpseµβ
Beweis:
Sei R+− clpseµα = DµD~κα mit ~κ = (κ1, . . . , κn), n ≥ 0 und ~κ > µ,
κ1 < . . . < κn. Dann gilt D~κα τ β. Sei µ(β) = (µ, pi1, . . . , pim),m ≥ 0,
µ < pi1 < . . . < pim. Wir haben fu¨r τ ≤ σ < ~% und D~%DµD~piβ ≥ σ
K?σDµD~κα < hσD~%DµD~piβ
zu zeigen. Ohne Einschra¨nkung sei µ ≤ β und ~% < µ. Zuna¨chst gilt
K?σDµD~κα ≤ K
?
σµ ∪K
?
σhµD~κα ∪ {h
?
µD~κα}.
Wir erhalten somit
K?σµ ≤ K
?
σψµh
?
µDpi1 · · ·Dpimβ = K
?
σDµDpi1 · · ·Dpimβ < hσD~%DµD~piβ
und wegen D~κατ β
K?σhµD~κα ≤ K
?
σD~κα < hσD~%DµDpi1 · · ·Dpimβ.
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Es genu¨gt daher
h?µD~κα < h
?
σD~%DµDpi1 · · ·Dpimβ
zu zeigen. Wir zeigen nun
h?µD~κα = h
?
µD~κα. (5.1)
Dann folgt wegen Dpi1 · · ·Dpimβ ≥ µ
h?µD~κα = h
?
µD~κα < h
?
µβ = min{h
?
µD~piβ : µ =<>=⇒ D~piβ > µ}
≤ hµDpi1 · · ·Dpimβ
∈ K?σDµDpi1 · · ·Dpimβ
≤ K?σD~%DµDpi1 · · ·Dpimβ
< h?σD~%DµDpi1 · · ·Dpimβ.
Offenbar folgt (5.1) aus DµD~κα = minclpseµD~κα. Sei nun ~σ > µ beliebig
und minclpseµD~κα = DµD~σD~κα. Nach dem Minorisierungslemma und der
Defintion von ~κ la¨ßt sich ~σ als leere Sequenz wa¨hlen, was die Behauptung
impliziert. Die zweite Behauptung ist implizit mitgezeigt worden. 2
Definiert man nun D˜µα := R
+− clpseµα und u¨bernimmt die τ -Relation,
so erha¨lt man wiederum ein Modell fu¨r die Kollabierungsaxiomatik. Dieses
zeichnet sich dadurch aus, daß die τ -Relation nicht direkt durch die Kol-
labierungsfunktionen D˜µ induziert wird, wie aus der folgenden Feststellung
folgt.
Feststellung 5.5.5
(a) α < β ∧ ∀~µ (D˜~µα < D˜~µβ) 6=⇒ α β
(b) α < β ∧ ∀~µ (minclpse~µα < D˜µβ) 6=⇒ α β
Beweis:
Sei β := Ω2#Ω3 und α := DΩDΩ2β. Dann gilt fu¨r alle ~µ
minclpse~µα = D˜~µα = DΩDΩ2β.
Fu¨r ~µ > Ω gilt D˜~µβ ≥ Ω > α. Ferner gilt D˜~µβ ≥ D˜Ωβ = ψΩ(ω
β#DΩ3β) > α.
Es gilt aber nicht α β. 2
Es gilt aber das folgende Korollar.
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Korollar 5.5.6
ατ β ⇐⇒ ∀µ ≥ τ (R
+− clpseµα < minclpseµβ)
Beweis:
”
⇐ “ Fu¨r µ ≥ τ gilt minclpseµα ≤ R
+− clpseµα < minclpseµβ.
”
⇒ “ Die Behauptung folgt aus Satz 5.5.4. 2
Es stellt sich die Frage, ob dieτ -Relation durch die Kollabierungsaxiomatik
eindeutig bestimmt ist. Dies ist natu¨rlich nicht der Fall. Zum einen lassen sich
aus [Gordeev 1989] Kollabierungsfunktionen und eine τ -Relation, die auf
einem Teilsystem von T(M), dessen Ordnungstyp aber gleich dem von T(M)
ist, definieren, die sich deutlich von unserem Konzept unterscheiden (siehe
[Weiermann 1990a]). Bei diesem Ansatz spielen insbesondere die R-Mengen
keine Rolle mehr. Zum anderen fu¨hrt (wie zum Abschluß der Arbeit gezeigt
wird) die Definition
α?τ β :⇐⇒ α < β ∧ ∀µ ≥ τ (D˜µα < D˜µβ) (5.2)
zu einem neuen Modell fu¨r die Kollabierungsaxiomatik, fu¨r welchesτ⊆
?
τ
und τ 6=
?
τ gilt. Es zeigt sich also, daß man auch bei der Definition der
Funktion h?µ gema¨ß dem klassischen Ansatz eine gewisse Wahlfreiheit hat.
Man hat lediglich zu beachten, daß man bei der Definition der Funktion
h?µ genu¨gend oft die dritte Rekursionsvorschrift anwendet. Diese Tatsache
zeigt ferner an, wie groß die Wahlfreiheit bei der Definition der Funktion h?µ
mindestens ist (vgl. [Pohlers 1981], p. 347, Bemerkung 3.16). Ist na¨mlich Rˆα
eine beliebige endliche Menge von Ordinalzahlen mit kµRˆα ≤ k
?
µα und
k?µα ≤
⋃
{K?να : ν ∈ Rˆα ∧ ν ≥ µ}
so liefert, wie man einem Beweis der vorangegangenen Bemerkung entnehmen
kann, (D̂µ, DM , ̂τ ) definiert durch
D̂µα := Rˆ
+− clpseµα := DµDκ1 · · ·Dκnα fu¨r Rˆ
+(α) ∩ α = {κ1, . . . , κn}
α̂τβ :⇐⇒ α < β ∧ ∀µ ≥ τ (D̂µα < D̂µβ)
ein Modell fu¨r die Kollabierungsaxiomatik. So genu¨gt etwa die semantisch
definierte Menge
Rˆα := {µ : k?µα > k
?
µ+α}
den genannten Bedingungen. Hierzu haben wir zu zeigen
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Lemma 5.5.7
Kµα > K
?
µ+α =⇒ K%µ ≤ K
?
%α
Beweis:
Aus Kµα > K
?
µ+α folgt nach dem Majorisierungslemma µ ∈ Rα und damit
gilt die Behauptung. Wir geben nun einen Beweis, der nicht auf die syntak-
tisch definierten R-Mengen zuru¨ckgreift und zeigen die Behauptung durch
Induktion nach dem Grad von α.
1. Fall α =M ∨ α = 0
Dann ist nichts zu zeigen.
2. Fall α =
NF
α1 + · · ·+ αn
Es sei kµα = kµαi. Dann gilt kµαi > k
?
µ+αi und damit nach der IV
K%µ ≤ K
?
%α.
3. Fall α =
NF
ϕα1α2 ∨ α =NF Φα1α2 ∨ α =NF χα1α2
Hier folgt die Behauptung wie im 2. Fall.
4. Fall α =
NF
ψpiβ
Dann gilt α ≥ µ−.
4.1. Fall µ− < α < pi < µ
Dann giltKµα = Kµpi. Fu¨r ν ≥ µ
+ gilt pi < ν. Also giltK?µ+ψpiβ ≤
K?µ+pi ≤ K
?
µ+α und damit Kµpi > K
?
µ+pi. Nach IV gilt wiederum
die Behauptung.
4.2. Fall µ− < α ∧ µ ≤ pi
4.2.1. Fall µ+ ≤ pi
Es gilt Kµα = Kµpi ∪ Kµβ ∪ {β} und K
?
µ+ψpiβ ≤ K
?
µ+pi ∪
K?µ+β ∪{β} ≤ K
?
µ+ψpiβ. Nach der IV folgt leicht die Behaup-
tung.
4.2.2. Fall µ = pi Dann gilt K%µ = K%pi ≤ K
?
%ψpiβ. 2
Jede Obermenge R˜α von Rˆα mit kµR˜α ≤ k
?
µα leistet ebenfalls das gleiche.
Dies zeigt, daß es mindestens abza¨hlbar unendlich viele verschiedene Modelle
der Kollabierungsaxiomatik gibt.
117
Wir geben nun abschließend eine Beweisskizze fu¨r die im Anschluß an Ko-
rollar 5.5.6 behaupteten Eigenschaften der ?τ -Relation.
Definition 5.5.8
Fu¨r α < M sei definiert
hµα :'

hµα falls α <R µ
+
hµ+∗ (α)α falls hµ+∗ (α)α↓ ∧ α ≥R µ
+ ∧ µ /∈ Rα
hµψµ
+hµ+∗ (α)α falls hµ+∗ (α)α↓ ∧ α ≥R µ
+ ∧ µ ∈ Rα
↑ sonst
Zudem sei h˜µγ := hµDMγ.
Dann zeigt man der Reihe nach
Lemma 5.5.9
Sei α < M.
(a) Rα ≤ µ =⇒ hµ+α = ω
α ∧ hµα↓
(b) hµ+∗ (α)α↓ ∧ ν ∈]µ, µ
+
∗ (α)] =⇒ hνα↓ ∧ hνα = hµ+∗ (α)α
(c) µ ≤ % ∧ h%α↓=⇒ k
?
µα ≤ k
?
µh%α
(d) hµα↓=⇒ k
?
µα < h
?
µα
(e) hµα↓=⇒ ∀ν ≥ µ (hνα↓ ∧ hµα ≥ hνα)
(f) µ ≤ % ∧ hµα↓=⇒ k
?
µh%α < hµα
(g) hµα↓
(h) α ≤ hµα
(i) ψµhµα↓
(j) µ ≤ % =⇒ K?µh%α ≤ k
?
µα ∪ {h%+α}
(k) µ ≤ % =⇒ Rα ∩ % ⊆ Rhµα ∩ %
(l) hµβ ≥ µ =⇒ D˜µβ = ψµh˜µβ
(m) α ≥ µ =⇒ r(hµα) ≥ µ
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(n) SCµα ≤ D˜µα
(o) α < β < M ∧ hµ+α < hµ+β ∧ k
?
µα < hµβ =⇒ hµα < hµβ
(p) α < β < M =⇒ (α?τ β ⇐⇒ ∀µ ≥ τ (k
?
µα < hµβ))
(q) α < β < M =⇒ (α?τ β ⇐⇒ ∀µ ≥ τ (SCµα < D˜µβ))
(r) α < β < M =⇒ (α?τ β ⇐⇒ ∀µ ≥ τ (hµα < hµβ))
(s) α < β < M ∧ ∀µ ≥ τ (kµα ≤ k
?
µβ) =⇒ α
?
τ β
(t) α < β < M ∧ ∀µ ≥ τ(SCµα < D˜µβ) =⇒ α
?
τ β
(u) µ ≤ ν ∧ hµ+(ψνhνα) ≥ hµ+α =⇒ hµ(ψνhνα) ≥ hµα
(v) α, pi ?τ β =⇒ D˜piα
?
τ β
(w) α?τ β ∧ pi ≥ τ =⇒ D˜piα
?
τ D˜piβ
(x) (?τ (τ ∈ R), D˜pi (pi ∈ R), DM) bildet ein Modell der Kollabierungs-
axiomatik.
(y) τ⊆
?
τ
(z) τ 6=
?
τ
Um den Leser nicht u¨berma¨ßig zu ermu¨den, wollen wir die Ausfu¨hrung des
Beweises in der Schublade unseres Schreibtisches belassen.
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