Abstract Emphasis plays an important role in expressive speech synthesis in highlighting the focus of an utterance to draw the attention of the listener. We present a hidden Markov model (HMM)-based emphatic speech synthesis model. The ultimate objective is to synthesize corrective feedback in a computer-aided pronunciation training (CAPT) system. We first analyze contrastive (neutral versus emphatic) speech recording. The changes of the acoustic features of emphasis at different prosody locations and the local prominences of emphasis are analyzed. Based on the analysis, we develop a perturbation model that predicts the changes of the acoustic features from neutral to emphatic speech with high accuracy. Further based on the Multimed Tools Appl (2014) perturbation model we develop an HMM-based emphatic speech synthesis model. Different from the previous work, the HMM model is trained with neutral corpus, but the context features and additional acoustic-feature-related features are used during the growing of the decision tree. Then the output of the perturbation model can be used to supervise the HMM model to synthesize emphatic speeches instead of applying the perturbation model at the backend of a neutral speech synthesis model directly. In this way, the demand of emphasis corpus is reduced and the speech quality decreased by speech modification algorithm is avoided. The experiments indicate that the proposed emphatic speech synthesis model improves the emphasis quality of synthesized speech while keeping a high degree of the naturalness.
Introduction
Multimodal information processing plays an important role in computer-aided pronunciation training (CAPT), which uses speech technologies to facilitate pronunciation training for language learners. Pronunciation training should emphasize both perceptual training (i.e., developing the learner's skills to perceive and discriminate different sounds of the language) and productive training (i.e., training the learner's ability to produce speech and providing feedback on the learner's pronunciation). In this regard, multimodality plays a significant role in enhancing the learner's speech perception to assist with speech production.
It has been shown that the availability of corrective feedback in CAPT is very effective in reducing pronunciation errors [16] . Text-to-audio-visual speech (TTAVS) synthesis technologies have much to offer for the multimodal corrective feedback [5, 26] . For example, for the segments that are easily to be confused with other sounds, emphatic speech can be generated in both audio and visual modalities with the objective of highlighting such important segments to draw the attention of the learner. As of the two modalities, audio (or acoustic speech) serves more direct information for the pronunciation training in providing discriminations between different sounds of the language. This work targets the main communicative function of emphasis and tries to synthesize acoustic emphatic speech that could be integrated in the multimodal corrective feedback for CAPT.
State-of-the-art speech synthesis technologies can synthesize speech with high degree of naturalness. However effective human-computer interaction needs the generation of expressive speech to properly convey the message, e.g., synthesizing emphasis to highlight important words [18] . Emphasis is necessary for the expression of spoken language and emphasis synthesis can be useful in many human-computer interaction scenes, e.g., Computer-Aided Pronunciation Training system [13] .
Emphasis is an important feature of prosody. It has been studied for a long time in phonetics. Many acoustic features, such as pitch variables (maximum, minimum, range and contour), intensity, speech rate and pause have already been analyzed [21, 22] . And it has been found that the acoustic features of the emphatic speeches are affected by many factors, such as the location of emphasis [9, 20, 28] , the relationship between the acoustic features [17, 27] , the intonation [11] and so on.
There are also some implementations in emphasis generation. With the framework of waveform concatenation synthesis, Li [8] analyzed the duration pattern of emphasis and proposed a rule-based emphasis synthesis model. Zhu [31] proposed an acoustic feature prediction model with decision tree and Gaussian mixture model to supervise the process of unit selection. However, the emphasis quality and the speech quality of the synthesized speeches are restricted by the corpus in waveform concatenation synthesis. Some basic works [12, 15] added emphasis-related questions in traditional HMM framework [24] to synthesize emphasis. To improve the performance of the HMM-based emphasis synthesis system, Yu [29] proposed the methods of the two-pass decision tree and the factorial decision tree. Yu also proposed an HMM adaptation model, in which the corpus was partitioned into emphasis and non-emphasis regions and the former regions were used to adapt a neutral HMM model to the emphasis HMM model. As there are only a few words in a sentence, the data limitation remains one of the major problems for HMM-based emphatic speech synthesis. Some other emphatic speech synthesis systems are realized by adding emphatic speech perturbation models at the back-end of neutral speech synthesis systems [10, 30] . Bou-Ghazale [1, 2] used the linear prediction model and the hidden Markov model to model the differences between the features of the neutral speeches and the emphatic speeches. Li [9, 10] analyzed the acoustic features of emphasis at different prosody boundaries and built a rule-based linear modification model. The previous works on the perturbation model of emphasis haven't made full use of the contributions of the analysis of data, e.g., post-focus pitch suppression, decreasing the emphasis quality of the converted speeches. And the modification amplitude is oversize sometimes, decreasing the speech quality and the naturalness of the generated speeches.
This paper seeks to realize the emphasis synthesis with the HMM framework. Different from the previous work, we try to synthesize emphasis with the HMM model which is trained with neutral corpus. The basic idea is based on the local prominence characteristics of emphasis [23] . That is, syllables with f0, duration and energy greater than their neighboring syllables are likely to be emphasized, even if their values are not large on average. And further if a syllable is perceived as emphasis may be different when it is put in different contexts. Hence, emphasis could be generated from neutral corpus considering different contexts. The problem could be divided into two parts: 1) How to predict the acoustic features of the emphatic speeches from the texts with emphasis annotations? 2) How to supervise the HMM model to synthesize the speeches with the target acoustic features?
For the first sub-problem, we analyze the changes of the acoustic features from neutral speech to emphatic speech considering three factors separately: 1. The location of the syllables relative to emphasis; 2. The prosody location of emphasis; 3. The local prominences of the features of neutral speech. Based on the analysis, we develop a perturbation model which predicts the feature changes from neutral to emphatic speech. The training data including emphatic speeches and the corresponding neutral speeches are first clustered according to the locations of emphasis and the prosody locations of the syllables in the sentence. As the data of emphasis are much less than those of non-emphasis, to make full use of the data and avoid the data sparseness problem, a decision tree is adopted to cluster the data using the questions with the best discriminations. And then to solve the problem of the oversize prediction, the data of each leaf node are modeled considering the local prominence of emphasis and the relationship between the acoustic features to improve the prediction accuracy of the models. We use this perturbation model and a neutral speech synthesis HMM model to predict the parameters of emphatic speech. In relation to the second sub-problem, we discretize the acoustic features of the neutral corpus. New acoustic-feature-related labels and corresponding questions on the discretized acoustic features are added for HMM modeling. In the synthesis stage, the features predicted by the perturbation model are converted to the labels. And the labels are used to supervise the HMM model to synthesize the speeches with the features similar to the emphatic speeches. We hope to incorporate the proposed emphatic speech synthesis model in automatic feedback generation on a CAPT platform.
The rest of the paper is: Section 2 presents the corpora used for data analysis and model training. Section 3 does the feature analysis of English emphatic speech. Section 4 builds a perturbation model from neutral to emphatic speech based on the analysis. Section 5 gives details of the model for emphatic speech synthesis. Section 6 describes the perceptual evaluations of the outputs of the models. Finally, Section 7 lays out conclusions.
Corpora

Emphasis corpus with contrastive speech recordings
We design a set of 350 text prompts for recording the emphasis corpus. These text prompts are carefully designed by considering the factors affecting the expression of emphasis. Each text prompt may contain one or more emphasized words, with each emphasized word located at different positions in the sentences. These words may be mono-or polysyllabic, with the primary stressed syllables at different places. Furthermore, the phones with all kinds of pronunciation mechanisms are covered by the text prompts. The contexts of the phones are also covered as many as possible. One example text prompt is shown as follows (with emphasized words capitalized):
Two contrastive speech utterances are recorded for each text prompt -one with neutral intonation throughout the utterance and the other with emphasis placed on the emphasized words. A female speaker with a high level of English proficiency is invited to record in a sound proof studio. Hence we have 700 recorded utterances, saved in the wav files (16 bit mono, sampled at 16 kHz).
Neutral corpus
To obtain well trained HMM models for generating speech with a high degree of naturalness, the CMU US ARCTIC clb corpus [6] with neutral speech recordings is used as the neutral corpus. It has 1132 phonetically balanced utterances recorded by an US female speaker, stored in the 16bit mono format as wav files with 16 kHz sampling rate.
Data preprocessing
Both emphasis corpus and neutral corpus are automatically annotated by FestVox [4] . The phone, syllable and word boundaries are then generated from the annotation result. The context features related to phone, syllable, word, position, lexical stress, etc. are also derived. The fundamental frequencies (i.e., f0s) of the corpora are extracted by STRAIGHT [23] . To ensure the accuracy of data analysis, the f0s of contrastive speech recordings of the emphasis corpus are manually checked and corrected before data analysis.
Acoustic analysis of emphasis
This section provides the analysis of acoustic correlations of emphasis based on the contrastive speech recordings of the emphasis corpus. To perform the analysis, we first extract seven acoustic features related to fundamental frequency, intensity and speaking rate.
Detailed analysis is then provided about the correlations between the acoustic feature variations from neutral to emphatic speech and three kinds of contexts, 1) the location of the syllables in relation with the stressed syllables in emphasized word, 2) the position of the syllables in prosody phrase and word, and 3) the local prominences of the features in neutral speech.
Extraction of acoustic features
The objective is to analyze how emphatic words are realized in acoustic speech signal. Acoustic features that are commonly associated with emphasis include fundamental frequency (f0), intensity and speaking rate. Hence we choose to extract the following acoustic features to capture the acoustic correlations of emphasis:
& maximum f0 (P Max , in Hz), & minimum f0 (P Min , in Hz), & f0 range (P Range , in Hz), & mean f0 (P Mean , in Hz), & absolute value of f0 slope (P S , in Hz/ms), & duration per phone (D, in ms), and & mean of RMS energy (E, in dB).
Measurements are taken from the contrastive recordings (neutral versus expressive) of each prompt in the emphasis corpus for the above acoustic features.
We first compute the ratio (in %) between the measurements of the corresponding emphasized and neutral syllable units, and the variances of the ratios. Let F i,neu be the measurement of a certain feature of syllable i of the neutral speech recording, and F i,emp be the measurement of the feature of the corresponding syllable of the emphatic speech recording. Let n be the number of the syllables. The change ratio ΔF of the acoustic feature F is then calculated as:
Additionally, we also compute the local prominence (LP) of the acoustic feature for a particular syllable in the neutral speech recording. The LP of a particular syllable is defined as the ratio (in %) between the acoustic measurements of that syllable and the average acoustic measurements of all the syllables in the same prosody phrase. Let F i,neu be the measurement of a certain feature of syllable i of the neutral speech recording, and syllables i 1 …i k are in the same prosody phrase to which syllable i belongs. Let b F i;neu be the LP of the feature F for syllable i. b F i;neu is calculated as:
3.2 Acoustic analysis of emphasis for the syllables at different locations in relation with stressed syllables in emphasized word
In emphatic speech, emphasized words will often effect the changes of the acoustic features of their neighboring words. For example, the speaker tends to decrease the f0s of the post-emphasized words [3] . In this section, we classify the syllables into six classes based on the location of the syllable in relation with the nearest emphasized word and its stressed syllables: A syllable is assigned the class with the lowest class number if it falls into more than one class. Figure 1 illustrates this method of syllable classification. "PETERSON" and "OCCA-SION" are the emphasized words in the sentence. Table 1 shows the changes of the acoustic features from neutral speech to emphatic speech for the above different class of syllables. For each syllable class, the first row shows the change ratios of the acoustic features from neutral speech to emphatic counterpart, and the second row shows the variances of the change ratios.
For the primary stressed syllables of the emphasized words (P-E), the maximum f0 increases substantially. However, the f0 minimum and energy remain largely the same. The slope and duration both increase substantially.
For the syllables before the primary stressed syllables of the emphasized words (B-P-E), the f0 maximum and the slope decrease. The energy stays largely the same. And the duration increase much. Because most syllables of B-P-E are unstressed syllables, e.g., the first syllable of the word "apartment", the speaker tends to reduce the f0 and increase the duration to highlight the latter stressed syllables.
For the syllables after the primary stressed syllables of an emphatic word (A-P-E), almost all the features increase, especially for f0 maximum, f0 range, f0 slope and duration.
The features of the syllables of the words before and after the emphatic words (N-B and N-A) don't change much. The only difference is that the f0 of N-B is a bit higher than that of N-A caused by post-pitch suppression.
For the syllables of all other words (R), the f0 increases slightly, while the f0 slope decrease much, leading to the f0 envelope plat and the speech sounds plain to highlight the emphasis.
Acoustic analysis of emphasis at different prosody positions
The measurements of the acoustic features of the syllables at different prosody positions in the neutral speech recordings are different. For example, there will be duration lengthening for the last syllables of the prosody phrases. Pitch resets are also recognized at prosody phrase boundaries. Furthermore, the changes of the acoustic features from neutral to emphatic speech are also different at different prosody positions. In this section, we classify the syllables of emphasized words into 3×3 classes according to their prosody positions at prosody phrase and word layer. We use "L Phrase _L Word " to represent the classes of syllables. For instance, the class "LP-FW" means the syllables are in the first word of the last prosody phrase. Table 2 shows the changes of the acoustic features from neutral to emphatic speech and their corresponding variances for the stressed syllables of the emphasized words.
The feature changes of P s and P Range increase in all cases, but the variances are very large. For P Max , P Min and P Mean , the feature changes become larger when the syllables are more close to the end of the phrase. For instance, the changes of the P Mean of the syllables in class "FP-MW" (syllables in the word in the middle of the first prosody phrase) are larger than those of the syllables in class "FP-FW" (syllables in the first word of the first prosody phrase), but lower than those of the syllables in class "FP-LW" (syllables in the last word of the first prosody phrase). This is mainly due the pitch declination. The closer the syllables are to the end of the phrase, the smaller the f0s of the syllables are. Hence, to realize emphasis close to the end of the prosody phrase, the speaker has to increase f0s more.
In addition, there are no significant differences between the features changes of the syllables in the same word locations of different phrase. For instance, the changes of the mean f0s of the syllables in class "FP-FW" (syllables in the first word of the first prosody phrase) are similar to those of the syllables in class "LP-FW" (syllables in the first word of the last prosody phrase). This is because the f0s are reset at the boundaries of the prosody phrases and the perception of emphasis is mainly due to the feature differences between the emphasized words and the nearby words. Hence, feature changes of the syllables in different prosody phrases are similar. The changes of duration show opposite pattern compared to f0. This is because the f0 cannot increase unlimitedly due to the physical limitation. When the intrinsic f0s are high, the speaker could not increase f0 much and the speaker tends to increase the durations for emphasis generation. The changes of energy are similar to those of f0. Table 3 shows the changes of the acoustic features from neutral to emphatic speech and their corresponding variances for the unstressed syllables of the emphasized words.
The feature changes of unstressed syllables of emphasized words from neutral to emphatic speech are similar to those of the stressed syllables. It should be noted that as the intrinsic features of stressed syllables are higher than those of unstressed syllables, similar feature changes will make the differences between the features of stressed syllables and the features of unstressed syllables increase.
Correlation analysis of feature changes of emphasized words and local prominences of neutral speech
The f0s of the syllables in neutral speech are not only affected by their prosody positions, but also the intrinsic f0 of the voiced phones, the intonations and so on. In this section, we focus on the local prominence (LP) of the syllables in neutral speech, and try to analyze the pattern of the influences of different LPs of the features on the changes of the acoustic features of emphasis from neutral to emphatic speech. Table 4 shows the correlations between the changes of the acoustic features of the stressed syllables of the emphasized words from neutral to emphatic speech and the LPs of the features of neutral speech. For a certain feature, the feature change has negative correlation with the corresponding LP. For instance, the correlation between ΔP Max and b P Max is −0.71. This indicates that the changes of the acoustic features from neutral to emphatic speech are negatively correlated to the LPs of the features in the neutral speech. The higher the LPs are, the lower the feature changes are. Besides, the changes of a certain feature are also correlative to the LPs of other features. For example, ΔP Max , ΔP Min and ΔP Mean have positive correlations with b D , while ΔD have positive correlations with b P Max , b P Max and b P Mean . This indicates that when the f0s of neutral speech are high, the speaker tends to increase the durations more to generate emphasis, which is consistent to the analysis in Section 3.3. Table 5 shows the correlations between the changes of the acoustic features of the unstressed syllables of the emphasized words from neutral to emphatic speech and the LPs of the features of neutral speech. The correlation pattern of unstressed syllables is similar to that of stressed syllables. The main difference is that ΔP Max , ΔP Min and ΔP Mean have no significant correlation with b D . This is because the intrinsic f0s of unstressed syllables are low, and the speaker could increase f0s as required by generating emphasis and do not need to increase the durations additionally.
The LPs are important to the perception of emphasis. The LPs of the features of the emphatic speech could be calculated according to the changes of the acoustic features from neutral to emphatic speech and the LPs of the features of the neutral speech. Hence, the LPs of the features of the neutral speech should be involved in the perturbation model from neutral to emphatic speech. For example, the neutral speech is "there is a star in the bar." The LPs of the acoustic features of "star" are higher than those of "in" in the neutral speech. The modification amplitude of the acoustic features of "star" to be emphasized will be higher than those of "in" to be emphasized. 4 Decision tree based perturbation model from neutral to emphatic speech Based on the above acoustic analysis, a perturbation model based on decision tree is proposed in this section. This perturbation model captures the above correlations between the acoustic feature variations from neutral to emphatic speech and the three contexts, and can be used to generate acoustic features for emphatic speech synthesis given the contexts and the acoustic features of the neutral speech.
Feature selection for modeling
We observe that the variances of acoustic feature P Range and P S are approximately 100 times of the other features in Tables 1, 2 , and 3. These two features are not stable. Regardless of these two features, feature P Max changes the most at emphasized words. Hence, we choose P Max and P Min to control f0 range. In addition, feature D and E are also chosen for modeling.
Decision tree for feature clustering
As analyzed in Section 3, the changes of the acoustic features from neutral to emphatic speech are affected by different contexts. Data clustering is necessary to improve the accuracy of the model to predict the values of the acoustic features for emphatic speech from neutral speech. Decision tree provides an efficient way to associate the contexts with Table 4 Correlations between the changes of the acoustic features (ΔF) of the stressed syllables of emphasized words from neutral to emphatic speech and the local prominences (LP, b F ) of the features of neutral speech, where F is the measurement of a certain acoustic feature in Section 3.1 Table 5 Correlations between the changes of the acoustic features (ΔF) of the unstressed syllables of emphasized words from neutral to emphatic speech and the local prominences (LP, b F ) of the features of neutral speech clusters and can select most discriminative context questions to split data clusters. Hence, decision tree is used in this work for data clustering. We design 12 questions for decision-tree-based data clustering. These questions are classified into four classes and there are three questions for each class, as shown in Table 6 . As there are only a few emphasized words in a sentence, the data of emphatic speech are much less than those of non-emphatic in the training data of the emphasis corpus. Due to this reason, the discriminative powers of emphasis-related questions are lower than those of nonemphasis-related questions. To avoid clustering the data of emphatic speech and those of non-emphatic into the same leaf node, the emphasis-related questions are used prior to the non-emphasis-related questions.
The distance measurement used for decision tree in splitting nodes is represented by the average Euclidean distance between all the data in the node and the center of the data in the node. Let V i be the feature vector composited of the changes of the features of syllable i from neutral to emphatic speech and the LPs of the features of the corresponding syllable of the neutral speech. V i is represented as:
Let L be the current node, and the syllable indices in the node be l 1 ,l 2 ,…,l n . n is the number of syllables in the current node. Then the distance of node L is calculated as:
where f(.) denotes the algorithm of Euclidean distance. Let Q be the question set used for decision tree clustering. Let L ql and L qr be the sub-nodes of the node L split by question q.
The question q 0 which decreases the distance the most is then used to split the current node:
Two conditions are used to stop the data clustering process: 1) there aren't any questions which could decrease the distance; or 2) the number of the data in the current node is below a threshold value. Figure 2 shows the top part of the decision tree for feature clustering. The Table 6 The question set for growing decision tree
Question classes Questions Answers
The questions about the relative positions between the current word and the emphasized words
If the current word is emphasized word/ before emphasized word/after emphasized word?
Yes/no
The questions about the relative positions between the current syllables and the stressed syllables within the same word
If the current syllable is stressed syllable/ before stressed syllable/after stressed syllable?
The questions about the positions of the current word (where the current syllables located) in the phrase If the current word is the first word/the middle word/the last word in the prosody phrase?
The questions about the positions of the current phrase (where the current syllables located) in the sentence
If the current phrase is the first phrase/the middle phrase/the last phrase in the sentence?
Yes/no questions about the relative positions between the current word and the emphasized words are firstly used to cluster the data and then other questions related to the prosody positions of pronunciation units are used for further splitting nodes.
Linear perturbation model of the changes of the acoustic features from neutral to emphatic speech
As the questions with the minimum distances are used during data clustering, the feature vectors in the same leaf node are similar to each other. A basic prediction method is to calculate the average values of the feature changes in the same leaf node, and use the average values as the prediction results from the contexts of the leaf node. But without considering the LPs of the features of the neutral speeches, the emphasis quality and the naturalness of the generated speeches will decrease as has been detailed in Section 3.4. To improve the prediction accuracy of the model, we assume that there are linear relations between the changes of the acoustic features from neutral to emphatic and the LPs of the features of neutral speech. Then we have:
As described in Section 3.4, the changes of a certain feature may be affected by different LPs of other features. Considering such correlations between the changes of different acoustic features, the above formula can be extended as: In our work, nonlinear least squares regression is used to estimate the parameter matrixes A and B for each leaf node of the decision tree.
Realization of the perturbation model
The inputs of the perturbation model are the measurements of the acoustic features (maximum f0, minimum f0, duration and energy) of the neutral speech, and the outputs are the measurements of corresponding acoustic features of the emphatic speech. During generation process, text analysis is first performed and the parameter matrixes A and B of the syllables are got from the decision tree according to the contexts. At the meantime, the acoustic features of the neutral speech are extracted and the LPs are calculated. Then the changes of the acoustic features could be calculated according to the LPs and the parameter matrixes. The f0s and durations of the neutral speeches are modified by the perturbation model and the energies are adjusted and smoothed by Hamming window.
Assume that there are N syllables in the neutral speech. Let P i (n), E i (n) and D i (n) be the f0 vector, energy vector and the corresponding time vector of the ith syllable, which begins at time step b i and ends at time step e i .
The LPs of the neutral speech are calculated according to the result of the text analysis and the extracted features using the formula (2) . Then the changes of the acoustic features (ΔP Max,i , ΔP Min,i , ΔD i and ΔE i ) of the syllables could be calculated with the LPs and the parameter matrixes A and B using formula (7) .
Predicting the f0s and the durations: The target f0 vector P i ′ (n) are calculated as follows:
Predicting the energies: the energy vector of E i (n) are adjusted with ΔE i and smoothed by Hamming window H i,k (n) of which window length is L, window shift is M/2.
5 Two-stage HMM-based English emphatic speech synthesis
In Section 3, we analyze the correlations between the changes of the acoustic features from neutral to emphatic speech and three different kinds of contexts. Based on the analysis, a decision tree based perturbation model is proposed in Section 4 that can be used to generate acoustic features for emphatic speech given the contexts and acoustic features of neutral speech. In this section, we propose a two-stage HMM-based emphatic speech synthesis method to ensure both the naturalness and quality of the synthetic emphatic speech.
Two-stage HMM-based emphatic speech synthesis
There are two typical methods for emphatic speech synthesis. One method is to synthesize a neutral speech first followed by modifying the acoustic features of the synthetic neutral speech according to the perturbation model, and then to regenerate the emphatic speech according to the perturbed acoustic features. The problem of this method is that the speech quality may degrade a lot when the perturbation ratios are larger than a threshold. The other method is parametric speech synthesis, for example, using HMM. However in the case of emphatic speech synthesis, as there are only a few emphasized words in one sentence, the data for emphatic speech are much less than those for non-emphatic. It remains the biggest problem on how to derive a well-train HMM with very limited amount of emphatic speech data for HMM-based emphatic speech synthesis. Considering the above issues, a two-stage HMM-based emphatic speech synthesis method is proposed, as shown in Fig. 3 . Different from the previous work, two HMMs are involved in our work at different stages. The first HMM is called the neutral HMM model (N-HMM), and the second HMM is called the emphatic HMM model (E-HMM). The two HMMs will take effect sequentially at two stages in our method to synthesize emphatic speech.
During training, the N-HMM is trained from the neutral speech data (i.e., the speech recordings from both neutral corpus and emphasis corpus) with the standard context questions (details will be elaborated in Section 5.2). The trained N-HMM is then used to synthesize neutral utterances for all the text prompts from both neutral and emphasis corpora. The synthetic neutral speech utterances from the text prompts of emphasis corpus, together with the emphasis speech recordings of the emphasis corpus, form a new pseudo corpus and are used to train the perturbation model (details elaborated in Section 5.3). Instead of modifying the synthetic neutral speech with the perturbation model directly, a new E-HMM is trained from the synthetic neutral speeches with additional acoustic-feature-related labels for decision tree growing. The additional acoustic-feature-related labels are extended by the prediction of the perturbation model. These extended labels ensure the variations of the desired acoustic features of the emphatic speech are captured by the E-HMM (details in Section 5.4).
During synthesis, three steps are involved to predict the acoustic features of the emphatic speech. In the first step, the input text is first converted to emphasis-related labels and nonemphasis-related labels by text analysis module. The latter are provided to the N-HMM model to predict the acoustic features of the neutral speech. In the second step, the acoustic features of the neutral speech and the emphasis-related labels are then provided to the perturbation model to predict the acoustic features of the emphatic speech. The acoustic features of the emphatic speech are then descretized and converted to the additional acoustic-feature-related labels and added to the non-emphasis-relate labels. Details on how perturbation model functions can be found in Section 4.4. Finally, the E-HMM model is used to predict the acoustic features according to the new extended labels. These predicted acoustic features are generated from the E-HMM models trained from the large amount of intermediate synthetic speech, and can ensure the naturalness of the synthetic result. Furthermore, the values of predicted acoustic features are also similar to those of the target emphatic speech, due to the introduction of the additional acoustic-feature-related labels. In this way, the quality of the emphasis can also be affirmed. Finally the emphatic speech is synthesized with the predicted parameters.
Training the neutral N-HMM model
As our neutral corpus and emphasis corpus are recorded by two different speakers. The train of the neutral N-HMM model in fact involves two steps. The basic HMM model is first trained using the speech data of the neutral corpus. This basic HMM model is then adapted with the neutral speech recordings of the emphasis corpus while ignoring the emphasis labels to derive the final neutral N-HMM model. The standard maximum likelihood linear regression (MLLR) [7] is used for the adaptation.
For both training of the basic HMM model and adaptation to derive the N-HMM model, the 1,488 standard context questions are used for growing decision trees. These context questions are extracted from the official HTS toolkit [25] , and are related to phones, positions, syllables, words, lexical stress, pitch accent, etc. Examples include: "Is the current phone [ey]?", "Is the number of the syllables in the next word equal to 1?", etc.
Training the perturbation model
As the features of the neutral speech utterances synthesized by the neutral N-HMM model may be different from the neutral recordings, to improve the prediction accuracy, the perturbation Fig. 3 The training process of the emphatic speech synthesis model based on HMM model should be built by taking into account the new acoustic feature changes from the synthetic neutral speech to the original emphatic speech recordings. In doing so, the text prompts of the emphasis corpus are used to generate the neutral speech utterances with the N-HMM model. The changes of the acoustic features from the synthetic neutral speeches to the emphatic speech recordings are then calculated. The local prominences (LPs) of the acoustic features of the synthetic neutral speeches are also computed. These parameters are then used to train the perturbation model. The training process is detailed in Section 4.
Training the emphatic E-HMM model
As has been explained, generating emphatic speech from neutral speech by directly perturbing the acoustic features may degrade the speech quality a lot when the perturbation ratios are large. Hence, instead of modifying the features of the neutral speeches with the perturbation model directly, we choose to build another emphatic HMM model (E-HMM) which is supervised by the perturbation model. The purpose of the E-HMM model is to generate speech with acoustic features similar to the features of the emphatic speech predicted by the perturbation model. This is done by adding additional labels for the growing of the decision tree of E-HMM. We calculate the discretized acoustic features of the phones in the training corpus and add the discretized acoustic features to the labels of their corresponding phones. New questions related to the discretized acoustic features are then designed and added to the context question set. Then the corpus with the extended labels is used to grow the decision tree of E-HMM.
There are three steps for training E-HMM:
Preparing the neutral utterances
As there are only 350 neutral utterances in our emphasis corpus, the HMM will not be sufficiently trained with such small amount of data. All the text prompts from both the neutral corpus and the emphasis corpus (without emphasis label) are used to synthesize the neutral speech utterances with the N-HMM model. The synthetic neutral utterances have the same timbre as the emphasis corpus (i.e., sounds like from the same speaker). These synthetic speech utterances are used to train the E-HMM model later.
Preparing the labels and questions
In the process of traditional HMM-based speech synthesis, the inputs are the labels of the target phones, and the generated acoustic features cannot be controlled. To supervise the HMM model to generate acoustic features as required by emphatic speech (predicted by the perturbation model), additional labels and questions on acoustic features, including maximum f0, minimum f0 and durations, are designed and used to grow the decision trees. For a certain feature (maximum f0, minimum f0 or duration), we extract the features of all the phones in the corpus. For the phone whose acoustic feature value is F, let F Min be the minimum value of the feature of all the phones in the corpus. The value of the acoustic feature is discretized to generate the label L for this acoustic feature:
where w is the width of the discretization. It should be noted that the labels of maximum f0 and minimum f0 for voiceless phones are fixed to be 0. For instance, if the maximum f0 of a phone are 235Hz, the width of the discretization of the f0 maximum is 10Hz and the minimum value of the feature maximum f0 (excluding voiceless phones) in our corpus is 60, then the generated label for the maximum f0 is ⌊(235−60)/10⌋=17. These acousticfeature-related labels are added to the original context-related labels of the corpus. A set of questions is also added for each acoustic feature. The questions for a certain feature are to ask if the label for the feature of the current phone is equal to a special value. For example, the set of questions for maximum f0 is shown in Table 7 .
Training the E-HMM model
Finally, the E-HMM model is trained with all the speeches synthesized by N-HMM using all labels and all the questions. Figure 4 shows the top part of the decision tree of the E-HMM model for durations.
As emphatic speech recordings of the emphasis corpus are only used during the training of the perturbation model, which predicts the changes of the acoustic features of the syllables from neutral to emphatic speech, the requirement for emphatic corpus of our model is much less than that of the traditional HMM model for emphatic speech synthesis.
Experiments and discussions
To test our proposed approach, we conduct a set of experiments on the emphatic corpus and the neutral corpus. The experimental results validate the effectiveness of our approach. These experiments include two objective experiments and four subjective experiments. Three experiments of them are used to evaluate the emphatic speech perturbation model and others are used to evaluate the emphatic speech synthesis model.
For subjective evaluations, we invite ten participants. All of them are Ph.D or Master candidates in Tsinghua University.
Next, we first introduce our datasets used in the experiments. Then we evaluate the emphatic speech perturbation model, by comparing the mean absolute errors (MAE) and the root of the mean squared errors (RMSE) of the models with different parameters, and also two subjective experiments on the emphasis intensity and the naturalness of the converted speeches of the models. Finally, we evaluate the emphatic speech synthesis model, by comparing the prediction accuracy of the models with different discretization widths. Additionally two subjective experiments are carried to evaluate the emphasis intensity and the naturalness of the synthesized speeches of different models. The experimental results validate the effectiveness of our approach. Table 7 The extended acoustic-feature-related question set for growing decision tree of E-HMM (take maximum f0 as the acoustic feature example) 
Datasets
The emphasis corpus, detailed in Section 2.1, is used to evaluate the emphasis perturbation model, among which 20 texts and the 40 corresponding utterances are used for testing and the left are used for training. For the evaluation of the emphatic speech synthesis model, the neutral corpus, detailed in Section 2.2, is used for HMM training. And the neutral speeches in the emphasis corpus are used for HMM adaptation.
Evaluations of the emphatic speech perturbation model
To demonstrate the effectiveness of our proposed approach to emphatic speech perturbation model, three experiments are conducted in this section. As the input of these experiments are the neutral speechs. The STRAIGHT algorithm is used to extract the 39 Mel-frequency cepstral coefficients, log F0 and aperiodic components. The maximum f0, minimum f0, duration and energy of the neutreal speech are then derived from these parameters.
The experiment on the prediction accuracy of the perturbation model
This experiment is designed to compare the prediction accuracy of three models. The first model uses the decision tree to cluster the training data and then uses the Average of the Feature Vectors of each leaf node as the predicted values of the contexts (AFV). The second model uses the decision tree to cluster the training data and then uses the Local Prominences of the features of the neutral speech (LP) to predict the features of the emphatic speech using formula (6) . Based on the second model, additional parameters, the Correlations between the Changes of Acoustic Features (CCAF), are considered in the prediction process of the third model, using formula (7) .
MAE and RMSE are use to evaluate the prediction accuracy of the models. Let ΔF i j be the changes of feature j from neutral to emphatic speech of the ith sample, where j∈{P Max ,P Min ,E,D}, and ΔF i j be the predicted changes of feature j from neutral to emphatic speech of the ith sample. MAE and RMSE are calculated as:
No Is the label for duration of the current phone no more than 3?
Is the number of the syllable before the current syllable syllable in the phrase no more than 1?
Is the label for duration of the current phone 0?
Is the current phone plosive? Is the syllable the last syllable in the sentence?
Is the number of the phones after the current phone in the current syllable no more than 2?
Is the current phone"ih"?
No Fig. 4 The top part of the decision tree of the E-HMM model for durations
where N is the number of the samples. Table 8 shows the results of the experiment. MAE and RMSE of different models for both training set and testing set are shown. The prediction errors (MAE and RMSE) of the model using LP are significantly lower than those of the model using AFV. This is because the data distribution of the features changes from neutral to emphatic speech in a leaf node is related to the local prominences of the features in the corresponding neutral speech. The modeling of LP describes this special relation and improves the prediction accuracy. The prediction errors of the model using LP and CCAF are a bit lower than those of the model using only LP, which indicates that the changes of a certain feature from neutral to emphatic speech are related with other features and involving this effect could improve the accuracy of the models.
The experiment on the emphasis intensity of the generated speech by the perturbation model
This experiment is designed to evaluate the ability of generating emphasis of the models. Ten neutral speeches from testing set are provided to two models. Each prompt contains one or more emphasized word(s). One is the model using AFV to predict features and the other is the model using LP and CCAF to predict features. The 20 converted speeches together with the ten corresponding emphatic recordings and the raw texts are presented to the subjects. Each subject is asked to listen to the sentence and identify which word(s) are emphasized. The subject is also asked to indicate the confidence level of emphasis perceived for each of the identified emphasized word, based on five-point Likert scale: '1' (unclear); '2' (slight emphasis); '3' (emphasis); '4' (strong emphasis) and '5' (exaggerated emphasis).
Ten subjects participated in the experiment. Table 9 shows the results, where "Accuracy" is the rate of correctly identified emphasized words, "False Positive" is the rate of neutral words that are falsely identified as emphasized, and "False Negative" is the rate of emphasized words that are not detected. The accuracy rate of the converted speeches of the model using AFV is 85 %, while that of the converted speeches of the model using LP and CCAF is 97 %, which is equal to the accuracy rate of the recordings. Besides, the rate of "False Positive" of the converted speeches of the model using LP and CCAF is 5 %, a bit higher than recordings, while the rate of "False Negative" is 3 %, a bit lower than recordings. The results indicate that the model using LP and CCAF has stronger ability to generate emphasis than the model using AFV. It is because when the local prominences of the features in neutral speech are low, the model using LP and CCAF will give larger predicted changes than the model using AFV and the converted speech would be perceived more emphasized.
The experiment on the naturalness of the generated speech by the perturbation model
This experiment is designed to evaluate the naturalness of the converted speeches of the models. Another ten neutral speeches from testing set are provided to the same models in Section 6.2.2. Each sentence contains one or more emphasized word(s). The 20 converted speeches together with the ten corresponding emphatic recordings and the texts with emphasis annotations are presented to the subjects. The subjects are asked to give a 5-scaled MOS score according to the naturalness of the speech. Ten subjects participated in the experiment. The mean MOS scores of the recordings, the converted speeches of the model using AFV and the converted speeches of the model using LP and CCAF are 4.8, 3.8 and 4.4. The experiment results shows that when the local prominences of the features of the neutral speech is high, the predicted changes of the model using LP and CCAF and lower than those of the model using AFV, avoiding oversize modification and increasing the naturalness of converted speech.
Evaluations of the two-stage HMM-based emphatic speech synthesis model
To demonstrate the effectiveness of our proposed emphatic speech synthesis model, three experiments are conducted in this section. The systems for the experiments are built with the multi-space density HMMs (MSDHMM) provided by the HTS toolkit [25] using different ways for HMM modeling. The static feature set includes 39 Mel-frequency cepstral coefficients, log F0 and aperiodic components extracted by the STRAIGHT speech analysis system. The speech parameters are modeled by 7-state left-to-right HMM. Four models are built for the experiments:
The first model is the traditional HMM adaptation model denoted by "adapt". For emphasis speech synthesis, we add six emphasis-related questions according to the data analysis in Section 3. The six questions are:
(1) Is the phone In the Primary stressed syllable of an Emphasized word? (2) Is the phone Before the Primary stressed syllable of an Emphasized word? (3) Is the phone After the Primary stressed syllable of an Emphasized word? (4) Is the phone in the Neutral word Before an emphasized word? (5) Is the phone in the Neutral word After an emphasized word? and (6) Is the phone Excluded from the Previous five categories? Basic HMMs are first trained with all of the non-emphasis-related and emphasis-related questions using both neutral and emphasis corpora. MLLR [7, 19] is then used to adapt the parameters of the basic HMMs with the emphasis corpus to get the final HMMs for emphatic speech synthesis.
The second model is a hierarchical model based on HMM according to our previous work [14] , denoted by "hierarchical". In the model, the training data are clustered by a two-pass decision tree, in which the non-emphasis-related questions are used for tree growing first. Based on the HMM model, we use a method based on cost calculation to select suitable HMM to predict parameters, and additional a compensation model is used to adjust the predict parameters.
The third model is the proposed model detailed in Section 5, denoted by "convertmodel".
The fourth model is to add an emphatic speech perturbation model at the back end of a neutral speech synthesis model, denoted by "model-convert". We build the neutral speech synthesis model with the neutral corpus and the emphasis perturbation model using the method detailed in Section 4.
The experiment on the prediction accuracy of the emphatic speech synthesis models
This experiment is designed to compare the prediction accuracy of the models. Ten texts of the testing set are selected and provided to the four models. The features (P Max , P Min and D) of the syllables of the emphasized words in the 40 synthesized sentences are compared with those in the corresponding emphatic recordings.
The prediction accuracy A for a certain feature is calculated as:
where F i j is the value of feature j of the ith sample of emphatic speech recordings, while F ′ i j is the predicted value of feature j of the ith sample. N is the number of the samples.
The experiment results are shown in Table 10 . The prediction accuracy of the model "hierarchical", "convert-model" and "model-convert" are significantly higher than that of the model "adapt". The accuracy of the model "convert-model" is a bit higher than that of the model "hierarchical", while that of the "model-convert" is the highest. It is because the model "hierarchical" uses the parameter distribution of global data to evaluate the parameter distribution of local data, involving in errors, while the model convert-model uses the perturbation model with high prediction accuracy to supervise the HMM model to predict parameters, increasing the prediction accuracy. But as the HMM model clusters the samples with similar features (among the discretization width) into one leaf node, the predicted value cannot be exactly the same as the target. Hence, the prediction accuracy of the model "convert-model" is lower than that of the model "model-convert".
The experiment on the emphasis intensity of the synthesized speeches of the models
This experiment is designed to compare the ability of generating emphasis of the models.
Ten prompts from the test set were provided to each system. Each prompt contains one or more emphasized word(s). The resulting 40 sentences, together with the raw text prompts without emphasis annotation, are presented to the subjects in random order. Each subject is asked to listen to the sentence and identify which word(s) are emphasized. The subject is also asked to indicate the confidence level of emphasis perceived for each of the identified emphasized word, based on five-point Likert scale:
'1' (unclear); '2' (slight emphasis); '3' (emphasis); '4' (strong emphasis) and '5' (exaggerated emphasis).
Ten subjects participated in the experiment. Table 11 shows the results, where "Accuracy" is the rate of correctly identified emphasized words, "False Positive" is the rate of neutral words that are falsely identified as emphasized, and "False Negative" is the rate of emphasized words that are not detected. The model "adapt" has the lowest "Accuracy" and the highest "False Positive" and "False Negative". The results of the model "hierarchical" are similar to those of the model "convert-model" and a bit higher than those of the model "model-convert". This is because the features (P Max , P Min and D) of the emphasized words of the synthesized sentences of the model "model-convert" are similar to those of the model "convert-model", but the spectrums are not adjusted when the pitches and durations are modified, lowering the naturalness of the synthesized speeches, affecting the perception of emphasis.
The experiment of the naturalness of synthesized speech
This experiment is designed to evaluate the naturalness of the synthesized speeches of the models. Another ten prompts from testing set are provided to the four models. Each prompt contains one or more emphasized word(s) The 40 synthesized speeches together with the texts with emphasis annotations are presented to the subjects. The subjects are asked to give a 5-scaled MOS score according to the naturalness of the speech.
Ten subjects participated in the experiment. The average MOS scores of different models are shown in Table 12 . The synthesized speeches of the model "adapt" have the highest MOS score, while those of the model "model-convert" have the lowest MOS score. The MOS score of the model "hierarchical" and the model "convert-model" are the same. This is because the model "hierarchical" and the model "convert-model" involve additional emphasis/feature related questions, which will make more leaf nodes have less data. As a result, the naturalness of the synthesized speeches decreases. But as the HMM model of the model "convert-model" are trained with neutral corpus, we believe that as using more neutral speeches (which could be collected much more economic than emphatic speeches), the naturalness of the synthesized speeches of the model "convert-model" could be improved while keeping the emphasis intensity of the synthesized speeches in a high degree.
As the spectrums are not fit for the pitches, the synthesized speeches of the model "modelconvert" have the lowest MOS score.
Conclusion
In this paper, we analyzed the acoustic features changes from neutral to emphatic speeches in different prosody locations, and unveiled the relationship between the features changes and the local prominences of the features in the neutral speeches. Based on the analysis, we proposed a emphatic speech perturbation model considering the prosody locations of the syllables, the local prominences of the features in the neutral speeches, and the correlations between the changes of acoustic features. Experiments showed that the proposed perturbation model can generate emphatic speech with both high emphasis intensity and high naturalness. The collection of emphasis corpus is a big problem for emphatic speech synthesis, as there are only a few emphasized words in a sentence. Aiming at this problem, this paper proposed an emphatic speech synthesis model, in which the HMM model was trained with neutral corpus. We used the proposed perturbation model to supervise the HMM model to synthesize the emphatic speeches. Experiments show that the proposed synthesis model could generate emphatic speech with high emphasis intensity and high naturalness. We believe that as the training data (neutral speeches) increases, the synthesized speeches could be improved further. Future work will incorporate this emphatic speech synthesis model into an interactive CAPT platform, where synthesized emphasis aims to draw the learner's attention to segments of the system's feedback. 
