Many-tier systems are the future of 3D integration. In this work we explore power delivery system design for these large scale devices. We have developed a scalable many-tier design that contains one tier of processors and eight tiers of DRAM. These nine tiers comprise a 'set' that can be stacked any number of times. Previously, we have examined the dynamic and static power noise scaling behavior of various components of this system. Now, we present studies on two key aspects of power system architecture in these systems and their impact on power supply noise. First, we examine the addition of a dynamic noise-limiting turn-on policy and show that it can reduce dynamic power supply noise by 37% with almost no impact on system performance. Next, we present interesting results comparing different power/ground TSV topologies and show that a spread TSV distribution can lower both DC and dynamic power supply noise in the case that the many-tier stack contains low power tiers, such as memory tiers. We also show that ignoring TSV inductance when calculating dynamic noise can result in a 14.8% underestimate.
Introduction
Performance scaling in microprocessors has reached a major barrier because of the disparity between wire and transistor size scaling. 3D integration has emerged as a potential solution to this problem. However, there are many unresolved design issues related to 3D integration. In this work we explore power distribution network design for largescale 3D systems and present two techniques that reduce power supply noise for these large-scale systems.
The largest factor creating transient noise is the so-called "first droop" noise that results from the interaction between inductance in the package and the on-and off-chip decoupling capacitance (decap) during sleep transitions. Modern microprocessors experience frequent power gating and sleep transition events as a result of aggressive power reduction techniques. These power gating events cause large transient changes in the current demand in the power supply network. For 3D systems the through silicon vias (TSVs) add inductance to that already in the package, exacerbating the power noise problem. In this work we use "dynamic noise" to refer to the first droop noise caused by power gating events and "IR-drop" to refer to the voltage drop in the power network during normal operation.
Thermal impacts are another major factor that must be considered when designing 3D systems. Air-cooled heatsinks will be unable to cope with the power density of large-scale 3D systems. Recent work has focused on implementing micro-fluidic channels [1] onto the backs of 3D stacked ICs to remove heat using liquid-phase fluids. The heat removal capacity of these systems is very promising. In this work we assume micro-fluidic heatsinks are used to dissipate heat and design our power distribution models around this assumption.
Figure 1. Wires and TSVs in a 3D P/G network.
Previous work on power supply issues related to 3D stacking has examined the problem mainly from a packaging perspective [2] . Other works that have investigated the impact of 3D stacking have limited their scope to systems with only a small number of tiers [3] . The scaling behavior of power distribution networks for many-tier systems has been examined before [4] , with the conclusion that power-bumppitch is the most critical factor influencing IR-drop and dynamic noise. In this work we examine two techniques for limiting the dynamic noise of many-tier systems. Our main contributions are as follows:  We present an examination of power delivery network design in large-scale 3D systems focusing on the impact of TSV parasitics and TSV topology. We also calculate parasitic scaling behavior for different TSV topologies.  We identify simultaneous power gating of separate tiers as a major source of power supply noise that can create an untenable demand on the power distribution grid.
3D and Flip-Chip Power Networks
High performance 3D systems will generally use flip-chip style packaging to increase off-chip interconnect density and reduce parasitics. Flip-chip power distribution systems are commonly laid out as grids. High-level metal layers are reserved for laying out a coarse-grained grid with large wires that connect a regular array of power and ground C4 bumps. A fine-grained mesh provides local distribution and connects to lower-level-metal power rings or standard-cell row distribution wiring. Most commercial products today have C4 bump pitches around 100 to 200µm, however, researchers have demonstrated micro-bumps with pitches below 10µm.
For 3D systems the TSVs will fill the role of the C4 bumps for intermediate tiers. Each tier will contain its own power distribution network. Figure 1 shows the general topology of a 3D power distribution network without the C4 bumps. To maintain reliable power and ground voltages in large-scale 3D systems the vertical resistance between adjacent tiers should be close to that of the C4 bumps. The resistance of individual C4 bumps is on the order of 5mΩ. Additionally, TSVs should be smaller than the C4 bumps or large amounts (25% or more) of die area will become unusable. Accordingly, power delivery TSVs should be continuous and should not be connected serially with local vias.
TSVs can be manufactured in many different sizes. Diameters of less than 1µm have been shown in the literature. Power ground TSVs should be large to have low resistance, but signal TSVs should be small to increase interconnect density and reduce parasitic capacitance. Manufacturing multiple TSV sizes on a single die would increase cost and reduce yield. Therefore, it may be necessary to use a single TSV size for both power distribution and signal wiring.
There are several potential combinations of TSV size and distribution that could be used to deliver power. Figure 2 shows some of the basic choices. The figure depicts three TSV topologies for a single cell in the power/ground network. This cell is tiled all over the chip. In the single topology one large TSV is centered over the C4 pads for both power (red) and ground (green) distribution. The clustered topology clusters multiple small TSVs around the C4 pad. Finally, the distributed topology spreads small TSVs evenly throughout the die. For each of the topologies the combined resistance of all the TSVs is the same, because to total cross-sectional area of the TSVs is the same.
TSV Topology Comparison
There are four main metrics that we use to compare the TSV topology options. They are area overhead, inductance, capacitance, and power supply noise performance. Our baseline power grid dimensions use a power-to-power C4 pitch of 400µm. The ground bumps are offset from the power bumps by 200µm in both the x and y direction. The baseline single TSV size is 40×40µm. The area overhead of the single topology with this size TSV is therefore 2%. The clustered topology uses 13×13µm TSVs with an area overhead of just over 7%. Finally, the distributed topology has an area overhead of around 3.3%. We simulated the inductance of the three topologies using Synopsys' inductance extractor, Raphael [5] . We consider the mutual inductance between the power and ground TSVs along with their self inductance to measure the effective inductance of the individual TSVs as well as the effective inductance for each tile. Table 1 shows the effective inductance values obtained from our simulations. In general, smaller TSVs have higher inductance; however the clustered and distributed topologies include multiple TSVs in parallel, which results in a lower effective inductance. The large distance between the TSVs in the single topology cause it to have the highest effective inductance. The clustered topology has a larger footprint that results in smaller loop area between the power and ground arrays. Additionally, the outer members of the cluster provide inductive shielding to the inner members, again lowering inductance. In the distributed topology there are much closer return paths between power and ground TSVs, which results in the lowest inductance of the three topologies.
We again use Raphael to simulate the capacitance of the three topologies. Here we are most concerned with the coupling capacitance between the power/ground TSVs and nearby signal TSVs. In this case the clustered topology creates the largest coupling capacitance. This is a result of the increased sidewall area exposed to the signal TSVs in the worst case. The distributed and single topologies have similar capacitance, with the single topology having slightly higher values. Finally, we examine the power supply noise performance of the three topologies using a simple uniform power distribution model. We simulate dynamic and DC per-tier uniform power distributions on a single tile of the power grid. Figure 3 shows a comparison of the noise values for the three topologies. Our simulations show that there are two main considerations. For dynamic noise, which has the largest magnitude, the reduced inductance of the clustered and distributed topologies result in the lowest noise values. Secondarily, for systems with low power tiers it is possible for the distributed topology to deliver power through their distribution networks to the high power tiers, which results in lower noise values. However, for uniform or nearly-uniform stacks the clustered topology always results in lower noise than the distributed topology. Results for full-chip simulations of the three TSV topologies are presented in the experimental results section.
TSV RLC Parasitic Modeling
The focus in this work is on TSV parasitics as they apply to the power distribution network. Typical dimensions for power distribution TSVs must be much larger than for signal TSVs. In the power distribution network it is more important to reduce parasitic inductance and resistance than to save space. For our base case, and the scaling study that is to follow, we assume copper TSVs with a square cross-section of 40×40μm. For scaling, we consider TSVs that range in size from 20×20μm to 80×80μm. The length of the conducting path for our TSVs, equivalent to the thickness of the die through which they pass, is assumed to be 15μm for thinned dies and 150μm for high-power-consuming dies that contain micro-fluidic channels.
Inductance Scaling
The main cause of low-frequency first-droop powersupply noise is the interaction between the inductance of the package and the capacitance on-die. By adding large, vertical TSVs for power delivery there is the chance that the powersupply noise problem may be exacerbated. The TSVs in the power-supply network have a much larger pitch than length, so the mutual-inductance of neighboring TSVs is dominated by the self-inductance of the TSVs. Figure 4 shows a plot of the total inductance seen by the top tier for different numbers of stackings of our scalable prototype system (discussed in the experimental results section). Each colored line represents a TSV of a different dimension. The inductances values are computed by Synopsys' inductance extractor, Raphael [5] , and include the contributions from both self and mutual inductance. The solid black bar across the graph represents the inductance of the package apportioned to one bump in our simulations. The graph shows that TSVs in large stacks can more than double the inductance value seen by tiers that are furthest from the bumps. Table I 
Resistance and Capacitance Scaling
The resistance of a metal interconnect is calculated assuming a uniform current density. This assumption is valid in the power supply grid because there is no high-frequency oscillation that would cause skin-effects to become dominant, as could be the case in signal TSVs. The resistance of a TSV, RTSV, is calculated as: where, l is the conducting path length, ρ is the resistivity of the TSV material, and A is the cross-sectional area of the conducting path. We assume that TSVs are made from copper and we use a conservative estimation of the resistivity, 21nΩm. This value should account for any thermal effects.
Capacitive parasitics in the TSVs will only improve dynamic noise response; however, we calculate and present them here for completeness. We again use both the capacitance extractor Raphael [5] as well as capacitance formulas [6] to generate values. Table II shows the values for the resistance and capacitance of some typical TSVs in the power distribution networks we simulate. The table shows that the resistance values for the thinned die can be very low, less than one milliohm. For comparison, the resistance of the thick lines connecting neighboring power TSVs is about 840mΩ. 
Many-Tier Prototype System
The system targeted by this work consists of a multi-core processor with system memory (DRAM) integrated onto the same 3D stack. This also implies the integration of a memory controller. We chose to use the Intel Penryn [7] architecture as a baseline. In the past, scaling of system memory followed processor speed. In the multi-core era system memory scaling will likely follow number of processors instead. Taking this into account we assume a constant ratio of 2 GB of DRAM per processor core. Using the next-gen memory-density assumptions of Loh [3] we create a "set" of our scalable prototype system that consists of a single tier of processors and 8 tiers of DRAM. Each tier of processors contains four cores and each tier of DRAM contains 1 GB of storage. This "set" can be stacked any number of times along with memory controllers to create a scalable many-tier system. This system is assumed to have a footprint of approximately 300mm 2 . Figure 5 shows a representation of 5 sets stacked. Processor tiers are represented by red, the memory controller tier is yellow, and the DRAM tiers are green.
Our system design target contains a large number of components that dissipate a large amount of power. Combined with the stacked nature of 3D technology the heat removal path through a standard air-cooled heatsink would be far too poor to support full-speed operation of the system. Accordingly, we assume the use of efficient micro-fluidic heatsinks [1] . For our scalable prototype each set contains micro-fluidic channels fabricated onto the back of the processor tier. 3D stacking technology requires dies that are thinned to very small thicknesses, in the range of 5 to 20μm. However, to accommodate the size and mechanical stresses of micro-fluidic channels the tiers that contain them are assumed to have a 150μm thickness, while others have a 15μm thickness.
An important consideration when designing a large-scale 3D system is the organization of the different types of tiers. Various tiers have differing power consumption, noisegeneration, and decoupling capacitor distribution profiles. All of these factors affect the thermal and noise profiles in various ways. In this work we consider three simple organization styles. These organization styles are detailed in Figure 5 . In the cores-first and cores-last organization styles the processor tiers are all placed next to the bumps or heatsink, respectively. For the cores-spread organization style the processor tiers are separated by the memory tiers associated with each set.
Modeling
Our scaling studies are targeted at a combination multicore processor and DRAM system. There are several major sections of the final power-supply-noise model. This model includes the power supply grid and the power consumption maps for the processor, memory, and memory-controller tiers. We also include decoupling capacitors (decaps) in a uniform distribution. The decaps on the memory tiers are assumed to have one quarter the density of those on the processor or memory controller tiers.
Power Maps
The processor power map used in this work is based on the Intel Penryn architecture. To create this map we examined a publicly released die photo of the 45nm Penryn and produced a floorplan based on the work from Puttaswamy and Loh [8] . We then divided the logical pipeline stages of the floorplan by area and generated a power distribution. This distribution was created by dividing a total power dissipation of 54 watts for a dual-core version into the component stages for two processors. The percentage breakdowns for each stage are based on the numbers published by Intel's George et al. [7] .
The power map for the DRAM tiers is broken into two parts. For worst-case noise behavior we model the IDD07 condition [9] , all banks interleaved read current, which is widely acknowledged as the condition generating the most power-supply noise. For static IR-drop calculations we use an average system power value generated from Micron's system design power calculation spread-sheet. In both cases the values used are projected from currently available DDR3 data to the size of the memory modeled in our targeted processor + DRAM system. The values used in this work for the DRAM tiers are provided in Table 3 . The power map for the memory controller tier is based on data sheets released for various north bridge chips. There is very little power consumption information available for just memory controllers. We conservatively estimated that 50% of the average power consumption for a north bridge is from the memory controller. We also estimate that the area of a single memory controller is about 50% of the total chip size. The values used in this work for the memory controller tier are also shown in Table 3 . 
Power Grids
The description of the power grids in this section represents the baseline case. Figure 1 shows the form of our power grid. The power grid for the processor tiers contains two levels of granularity. We assume a flip-chip package with ball grid array chip connections. The power/ground TSVs are connected directly to the power/ground balls. The TSVs are connected to one another using thick 10μm wires. Within this coarse mesh is a fine-grained mesh for local power delivery. There are 20 small 5μm wires for each of the power and ground grids in each direction. The power to power pitch of the bumps, TSVs, and coarse grid is 400μm. The ground grid is offset from the power grid by 200μm in each direction. This pitch accommodates the size and pitch of the micro-fluidic channels. The memory controller tiers have the same power distribution grid as the processor tiers. The DRAM tiers share the same coarse grid design of the processor tiers. However, their fine-grained distribution wires are at half the density. Thus, the DRAM tiers effectively have one quarter the power distribution metallization of the processor tiers.
Circuit Models
To model the 3D power distribution grid, we assume that TSVs and package bumps have parasitic resistance, capacitance, and inductance. The 2D distribution grid that exists on each tier of our system is purely resistive. A capacitor (representing decap) and a current source (representing the current demand of the transistors) connects the power and ground grids at each node. The current sources are simulated as a ramp from 0 to the current demand of the particular module that covers that area of the floorplan. The rise-time of the current source ramp is dependent on the type of tier (processor, memory) that the current source is located on. Figure 6 shows a representation of our circuit model. Our package model is a hybrid of lumped and distributed. The distribution nodes under the C4 bumps are connected to a 5mΩ resistance, a 500pH inductance, and a parallel 30fF capacitance. These values represent both the bump impedance and the package distribution impedance. This impedance model is connected directly to an ideal 1V supply. Our package model was derived from previous work [2] on 3D power delivery analysis.
Power Noise Simulation Simulation of power grids is a major topic of study because of their large size. Typical power grids contain on the order of millions of nodes. Most commercial and free circuit simulation tools cannot efficiently simulate circuits of this size. To deal with this problem we created a custom circuit simulator. This simulator is based on Modified Nodal Analysis (MNA). We also add a modification based on Domain Decomposition [10] (DD).
Using these methods we have simulated networks containing up to 11 million nodes. Unfortunately, our full-size 46-tier system contains over 25 million nodes. To efficiently simulate our largest-size system we therefore limit our studies to 25% of the die area. This area contains one core per processor tier as well as one memory controller and the active areas of the DRAM tiers. Our experiments indicate that this introduces a small amount of error, approximately 5%. This error comes from the change in the ratio of active area to decap, due to reduced whitespace. We add a buffer area around the simulated area to reduce edge-effect errors. However, the error is systematic in nature and should not affect the conclusions of the scaling studies.
This work focuses on a conservative approximation of the power-noise of a given system. Accordingly, our dynamic noise simulations are of an extremely worst-case scenario. We simulate the power noise generated from all processors in the system being powered on from a sleep state at one time at the same time that every tier of DRAM is continuously in the interleaved-read state.
Text about the next steps in your analysis Figure 7 shows the % error introduced by not considering the TSV inductance during dynamic power noise analysis. The error is generally low when there are a small number of tiers stacked together. However, as the tier count of the stack becomes larger the % error becomes much larger too, with the largest case examined here reaching an error of 14.8%. For the tight noise constraints of modern power-supply networks this error may cause unexpected failures resulting in multiple design respins. Figures 8 and 9 show the dynamic noise and IR-drop results for the various TSV topologies discussed in Section II. The reduced effective inductance for both the clustered and distributed topologies is included. The single topology uses the baseline TSV dimensions of 40×40μm. The graphs show that the use of the distributed topology in conjunction with the large number of low power tiers represented by the DRAM and memory controller tiers can effectively lower the noise values of the processor tiers. In the best case the distributed sets of our scalable prototype stacked together. topology reduces dynamic noise for the 1 set stacked case by 25.6% and IR-drop by 51.1%. Examination of Figure 9 shows that the higher C4-to-TSV resistance for the clustered topology can cause an increase in DC IR-drop for higher numbers tiers stacked together. However, only with more than 50 tiers stacked together is the IR-drop for the distributed TSV topology likely to be higher than that of the single TSV topology.
Experimental Results

Effect of TSV Inductance
TSV Topology
Staggered Turn-On Policy Given the worst-case nature of the previous results and the fact that the dynamic noise is above the 10% noise threshold for stackings of 2 or more sets on our default power grid dimensions we examine adding a staggered turn-on policy in this section. Our staggered turn-on policy prevents processor tiers from coming out of the sleep state at the same time. Figure 10 shows the dynamic noise results for adding various delays between the sleep transitions of successive processor tiers. The 0 added delay points show the default case, where all tiers activate simultaneously. The graph shows that for the 5 sets case adding a 30ns delay reduces dynamic noise by over 37%. This turn-on policy reduces the noise below the 10% noise threshold. The performance impact of our turn-on policy is essentially negligible. Sleep transitions occur at the frequency of the operating system's scheduling interval. This interval is generally on the order of milliseconds, while our turn-on policy delays a processor from becoming active for at most 120 nanoseconds in the 5 sets case, an overhead of only 0.01%. Figure 11 shows the voltage drop for the noisiest point in each tier as a function of time when a staggered turn-on policy is used for the 2-sets stacked case. The delay between the activation of the first set of processors and the second set of processors is 22ns.
Best Combined TSV Topology and Turn-On Policy
The addition of a turn-on policy is independent of the TSV topology chosen when designing the power distribution network. In Figure 12 we show the improvement of the best possible design over the baseline case for our scalable system by combining these two techniques. The best improvement is seen for the 2 sets stacked case with a 48.5% decrease in dynamic noise. The large improvement seen when moving to the 2 sets case is a result of the fact that for 1 set stacked the dynamic noise is already quite low. The data point representing 1 set stacked essentially has no turn-on policy and therefore is simply the same as the distributed TSV topology result. 
Other Core Organization Styles
All the organization styles show roughly the same trend for the scaling studies. The cores-last organization always has worse noise performance than the others. The cores-spread style shows better dynamic noise than cores-first due to the amount of decap available in the DRAM tiers. However, it has worse IR-drop due to the current flow through more TSVs. The clustered and distributed TSV topologies cause the results for the cores-spread and cores-first organization styles to be almost identical. The addition of our turn-on policy also brings the results for the cores-spread organization style closer to that of the cores-first style.
Conclusions
Many-tier 3D ICs will present power supply planners with many challenges. Current deep sub-micron process technologies and the required low supply voltages have cut noise margins to the bare minimum. Including consideration of TSV inductance will only complicate matters further. In this work we have focused on providing designers of these future systems with some basic guidelines for minimizing power supply noise. We use a scalable prototype system, composed of nine tiers and including four high-performance processor cores and eight gigabytes of DRAM, to demonstrate the effectiveness of these approaches.
Our results show that ignoring TSV inductance leads to 14.8% underestimation of dynamic power supply noise in the largest system we examine. We also present two basic design techniques for reducing power supply noise. Implementing a distributed arrangement of small (signal-sized) TSVs results in the lowest TSV inductance, and, when used in a system with both high-power and low-power tiers, can result in the lowest dynamic noise and IR-drop of any of the alternatives examined. Second, the addition of a staggered turn-on policy for neighboring cores can significantly reduce the noise generated by sleep transitions. Combining distributed TSVs with a staggered turn-on policy reduces dynamic noise in our simulations by up to 48.5% and IR-drop by up to 51.1% compared to the baseline case.
