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signal from those of the other users. When binary phase shift keying (BPSK) is the method of modulation employed, each symbol in the code sequence is of the form (-l)r where c E (0, l}. It is common to use the term code sequence to denote both the {kl} and (0, l} sequences. Tl pically, the code sequences are periodic with period L . Each user ierives his distinguishing code signal by multiplying a common radio-frequency carrier with the {kl} code sequence. Data is mounted orto the code signal by multiplication with a {kl} datu sequence. Traisitions in the data sequence are allowed to occur only once every A? code symbol durations.
In military situations where jamming is a threat, one typically chooses hi <C L to prevent the threat of repeater jamming (see [23, p. 281 for instance). The linear .;pan of a periodic sequence is the length of the shortest linear-feedback shift register that can be used to generate the sequence [7] , [23] , [8] . 4s a further precaution both against jamming as well as of interception by an unfriendly receiver, the code sequences should be chosen to lave large linear span I , with 1 > M. This is because, by using an algorithm such as the continued-fraction algorithm, it is possible to determine the linear recursion of a code sequence having linear span 1,. ust from observing 21 consecutive bits of the sequence. This linear resursion can then be used to configure a replica of the code sequence: generator for jamming andor eavesdropping purposes. This issue is discussed in greater detail in [18, p. 8631, [23, pp. 278-279 and 3051, [8, p. 8551, and [19] .
To facilitate synchronization as well as to minimize interference due to other isers, the nontrivial auto and cross correlation values of the code sequence family must be kept small. Because M << L and since the data sequence of the incoming signal can undergo a change in sign in the midst of a correlation interval (equal to hi code symbol durations) at the receiver end, both the so-called odd (when the data does change sign) and even (when the data does not change sign) partial-period ( p p ) auto and cross correlations of the sequence family will affect system performance [20] . However, designing for low p p correlation is well known to be an extremely hard problem (see [23, p. 294-2951 for a discussion of previous work on the problem and [ 1 11 for some recent results). To date, there exists no design thai claims to be even near-optimal with respect to the p-p correlation requirement. It is common practice to design based on fullperiod correlations even if the application is for a p p situation. The resulting design is then analyzed for its p-p correlation properties. This can heuristically be justified by arguing that correlation is essentially a iiieasure of randomness. There is some analytical support for this. For instance, the mean-square (even) p-p autocorrelation of a sequence depends only on the full-period autocorrelation of the sequence (see, for example, [13] , [9] , [19] ). A further property of the code sequence family that affects system vulnerability to jamming, is the relative imbalance between the 1's and 0's per pc:riod of the code sequence (see [19] ). This family may be viewed as being derived from a pair of elementary symmetric functions operating on r-tuples over GF(2') comprised of successive powers of a primitive element in the field together with its conjugates under the Galois group of GF(2")/GF(2).
The family of Gold sequences has the property that when one adds two distinct sequences within the family, one obtains some cyclic shift of a third member in the family. As pointed out by a referee, this property could make the Gold family more susceptible to the threat of intelligent jamming. The new design is nonlinear and hence does not share this weakness.
The connection with quaternary sequences can be exploited to provide an easy implementation of the new design using a quatemary shift register in conjunction with a simple, nonlinear, quatemary-tobinary map. By a quatemary shift-register we mean that the contents of the individual registers are now elements of Z4 and that all recursion arithmetic is carried out modulo 4. The sequences in the new design are also strongly related to the binary, nonlinear Kerdock code (see [I61 and [5] ).
Sequences identical to m -sequences in terms of their autocorrelation function but having larger linear span are described in [21] .
Families of sequences having the same family size and C,,,,, as the small set of Kasami sequences, see 161, [23] , [20] , may be found in [I81 and [17] . Large families of sequences with low correlation are described in [lo] .
The new family is defined in Section I1 and the correlation distribution determined. The connection with elementary symmetric functions is made at the end of this section. Section III discusses the linear span of these sequences, an example, as well as implementation of the sequence family via the link with quaternary sequences.
DEFINITION AND CORRELATION DISTRIBUTION
Let T = 2s + 1 be an odd integer 2 3. To simplify notation, we use E and F to denote the finite fields GF(2') and GF (2) 
(i-) ) e i t h e r i # j o r~# O ) .
The correlation values as well as their distribution will now be determined by considering 5 cases separately. is precisely the same as the list
We emphasiye that AT is to be regarded as a list (rather than a set) in which elements can occur with multiplicity greater than I. We now rewrite (5) This rank can be determined from examining the function ~~( r ,
We first note that B, can be put into the form
1=1
which can further be simplified to
B,(I, z ) = t r ( x z ) + t r ( z ) t r ( z ) .
(10)
To find the rank of the symplectic, it is sufficient to determine the number of elements x E E such that B,(r, z ) = OVz E E ,
i.e., the number of x E E such that t r { z [ t r ( x ) +XI} = OVz E E, and since this is evidently 2, it follows that the symplectic form associated to P(.) has rank equal to r -1 = 2s. Now, Dickson's theorem (see [ 16, ch. 151) tells us that via an affine transformation of the form in (7), P ( -) can be put into the form P(. ) = 2 1 z x t + s .
*=1
The and therefore, C,,,(T) = -1 always.
Case E) Finally, consider the case r # 0, 1 5 T 5 L -1 and1 5 i, j : I 2' : Under these conditions
s z ( t a 3 T ) + S J ( t ) = a ( t fI3 T ) + a ( t ) + Waf [ V * L y , + U,]).
We define and i ( X ) = ( -l ) q ( z ) + t r ( z ' ) ,
VX E E. = € E
It can be shown that even here, the Boolean function in T binary variables assoziated with q ( . ) is a quadratic form and we therefore proceed as in Case C.
Let i , r be fixed. Then it follows that the lists B, = {CZ,J(T) 1 1 I j 5 2') and {i(X) -1 I E E ) are identical. it is shown in the Appendix from an examination of 
The linear span of T corresponds of course, to the m-sequence contained within the family. 
C. A Quaternary Implementation
The sequences in the new design can be simply implemented using a quatemary shift-register in conjunction with a simple, nonlinear, quatemary to binary mapping.
Let CY be i. primitive element of GF(2') as before. Let f ( z ) = Er=, ftzL be the minimum polynomial of LY over GF(2).
Let F ( z ) =
F,x" E & [ T I
with fz = F, (when both are regarded as integers in 2). Let F, ( T ) and F,(T) be the polynomials correspondini: to the even and odd exponents of F ( s ) , respectively.
B. An example of S primitive element cy that satisfies
Then it is known (see [ 5 ] ) that G ( T ) is the unique polynomial in
24[z1 satisfying the following:
Let T = 5, and let the Galois field GF(32) be generated by the G(z) is irreducible, thesmallestintegereforwhichG(z) dividesz'-l i s e = 2'-1 and I u ( t ) E 2 4 ) denote the quater-
s , ( t ) = nary sequenc 2 satisfying the linear recurrence whose characteristic polynomial it, G(z), i.e., if where the { u p } vary over all of GF(32) as i ranges between 1 and 32. Using the finite-field table given in [16, p. IO], for example, one finds that as t varies over 0 5 t 5 2' -2, { t r ( c t t ) } = io010 11001 iiiio 00110 11101 om00 0 { t T ( C k 3 9 + t T ( c y 5 " } = 00010 01100 01111 10101 01111 11111 1.
(17) then
The top sequence is s 3 3 ( t ) . By adding various cyclic shifts ofthe top sequence to the bottom sequence one obtains 31 additional sequences s2 (t). The bottom sequence then by itself, completes the family.
The correlation distribution of this example family was experimentally verified to conform with Theorem 1 above. This distribution is Further vt 2 0, let u ( t ) = 7 / 1 ( t ) + 21fo(t), 7 f d ( t ) E (0. I}, i = 1. 2 , be the 2-adic expansion of u(t). We will refer to the component uz (t) in this expansion as the most significant bit (MSB) component. A quaternary implementation of the new design S for r = 5. Different sequences within the family can be generated simply by changing
7-
The output of the quaternary shift-register naturally depends upon the initial contents of the shift register. As it turns out (see [5] or [2] ), this output is always a quaternary periodic sequence having period 2' -1 (except of course for the case when the initial contents of the shift register are all zero). Since there are 4' -1 possible distinct nonzero initializations of the shift register, it follows that the shift register generates 2' + 1 sequences which are pairwise, cyclically distinct (i.e., one sequence is not a cyclic shift of the second). In fact, as shown below, the binary MSB components of these 2' + 1 quaternary sequences, correspond precisely, to the 2' + 1 binary sequences in the new design S.
Let J denote the subset of 2; of size 2' consisting of all the r-tuples in Z;, all of whose components are either 0 or 1, i.e., denote the initial contents of the quaternary shift register. Then 3 has the unique decomposition
It is shown in [2] (see also [ 5 ] ) that the 2-adic components u l ( t ) , u z ( t ) of the output u ( t ) of the quaternary shift register are always of the form
where p ( . ) is as defined in (2) and where the constants y, q lying in GF(2') depend upon the initial contents g of the shift register in the following way:
(both y = 0 and q = 0) iff g = 0,
for fixed E,, as gz varies over all of J, q varies over all of From this it is clear how to generate the sequences in the new 1) given length 2' -1, pick a primitive element cy in GF(2'); 2) let f(z) be the minimum polynomial of n and "lift" f(x) to a basic irreducible G(z) E &[z] as described above,
3) set up a quaternary shift register having characteristic polynomial G(s) 4) to generate szP+1, choose initial condition g # 0, having 2-adic components g,, g2, with g1 = 0 and gz # 0; GF( 2 9 . design as follows:
5) to generate sl(t). 1 5 i 5 2', choose 2 with -el # 0 and vary
As an example, Fig. 1 shows the circuitry needed to generate S for the case H hen T = 5 and cy is a primitive element with minimum polynomial gz ovei all of J .
f(2) = x5 + E 2 + 1.
Then Graeffe s method applied to f ( z ) yields G(z) = r5 + 32' + 22 + 3.
This leads to the quaternary linear recursion
To generate t i e binary m-sequence s33(t) E S one can choose for example, the initial condition 
B q ( z , i) = t r ( y 2 s z ) + t r ( y z ) t r ( y z ) + t r ( z z ) + t r ( s ) t r ( i ) . (24)
To find the rank of the quadratic form q ( z ) it is sufficient to find the number of elements T E E such that B q ( z , i ) = 0 for all z E E. To determine the number of 2 E E that satisfy (27), we will need a simple result on finite fields. Recall that y = aT and T # 0 implies that y # 1, y # 0. Given any element 0 E E, 8 # 1, we have There are four cases to be considered: a) t r ( s ) = tr(yT) = 0: In this case, (27) becomes z + zy' = 0 or z(1 + yz) = 0, which implies that P = 0, since y $? F implies that (1 + y') # 0. b) t r ( x ) = 1, t r ( s y ) = 0: We now have s + zy2 + 1 = 0, or z(1 + y 2 ) = 1, or z = ( 1 / ( 1 + y')). This value of z is a valid solution to (27) iff t r ( l / ( l + y ) ) = 1. Note that by (28), the condition t r ( x y ) = 0 provides no additional information. c) t r ( x ) = 0, t r ( x y ) = 1: We now have T + zy' + y = 0, or z = ( y / ( l + y')). Similar to the previous case, this value of s is a valid solution to (27) iff t r ( 1/(1 + y ) ) = 0. Hence the cases b) and c) are mutually exclusive and depending on the value of y, only one of them can occur. d) tr(;c) = 1, tr(xy) = 1: We now have s + zy' + 1 + y = 0, or z(1 + y') = 1 + y. or P = (1/(1 + y)). This is possible only if t r ( l / ( l + y ) ) = 1 and t r ( y / ( l + y)) = 1. However, these two equations are contradictory since r is odd. Hence this case can never occur.
Therefore, for every value of y, y # 0, there are precisely two solutions to (27) and therefore, the rank of the symplectic associated to q ( . ) is 2s = r -1.
