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INTRODUCTION 
Let T be any set, and denote by T* the free monoid generated by T. By definition, 
T* is characterized by the property that, for any function f from the set T into the 
carrier of any monoid M, there exists a unique monoid homornorphism f*  : T* -+ M 
whose underlying function is an extension of the function f. This property of the 
free monoids is very useful in many applications where free monoids are encountered. 
Another property of the free monoids follows immediately from this definition. 
Namely, for any homomorphism h : T* -+ M 2 and any surjective homomorphism 
f : M 1 -~ M 2 there exists at least one homomorphism g : T* ~ M 1 such that 
m ~ Ylh 
M l ~ M a 
f 
commutes. This paper will be concerned with the following issues: 
(i) The above-mentioned derived property of the free monoids characterizes 
the free monoids in the category M of all monoids. This property should not be 
confused with either the defining property of the free monoids or with the property 
of the projective objects in 19I. On the other hand, our method of proof yields the 
analogous characterization f the free Abelian monoids in the category of Abelian 
monoids. 
(ii) Since every monoid is a homomorphic mage of a free monoid, the above- 
derived property leads us to consider idempotent endomorphisms of free monoids. 
Furthermore, the derived property characterizes the free monoids iff the image of 
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any indempotent endomorphism of a free monoid is a free submonoid. An independent 
proof of this characterization f the free monoids (namely, being the images of 
idempotent endomorphisms of free monoids), is also given here. A characterization 
of the idempotent endomorphisms of the free monoids in terms of their values for 
the generators of the free monoids is given as well. 
(iii) Since the derived characterization f the free monoids is used implicitly 
in the proof of the basic theorems of Krohn and Rhodes' prime decomposition theory 
of finite automata (Krohn and Rhodes, [1]), a reformulation of this proof is given 
here to show that "arrow-minded" proofs, when applicable, are more transparent 
than the usual type of proof. Furthermore, our approach raises the problem of whether 
the free-input monoids are necessary for the prime decomposition theory of abstract 
machines. A preliminary discussion of this problem is presented in Section 4. 
The reader must be acquainted with the theory of monoids (e.g., Chevalley [2], 
Clifford and Preston [3]), and with Krohn and Rhodes's theory of prime decomposition 
of machines ([1]; also, Arbib [4]). Some acquaintance with the basic notions of 
categorical gebra (such as: category, epic and monic morphisms, initial and terminal 
objects, functors) is also assumed (Freyd [5], Give'on [6], MacLane [7], [8]). 
1. THE CHARACTERIZATION OF THE FroZE MONOIDS AS 
THE S-PROJECTIVE OBJECTS IN M 
Denote by M the category of monoids with monoid homomorphisms a  its mor- 
phisms, and by S the category of sets and functions. The forgetful functor of 1~I is 
the functor S which assigns to each monoid M its carrier S(M) (which is the set of 
elements of M) and to each monoid homomorphism h : M 1 ~ M 2 its underlying 
function S(h) : S(M1)--~ S(M2). In practice, one does not distinguish between the 
notation of a homomorphism and that of its underlying function. Here, however, 
this distinction must be borne both in mind and in notation, especially at the earlier 
stages of the discussion of the free monoids. 
The defining property of the free monoids, known also as the universality property 
of the free monoids, can be formulated in the following manner (cf. MacLane [8]): 
Denote by V* the free monoid generated by the (not necessarily finite) set V and by 
ev : V--+ S(V*), 
the function that identifies the elements of V as generators of V*. Then we have that, 
for any monoid M and any function 
f :  V--~ S(M), 
there exists a unique monoid homomorphism 
f *  : V*--+ M, 
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such that 
f = S( f * )ev .  
In particular, the identity function i : S (M)  --+ S(M)  determines a homomorphism 
i* : (S(M))*--+ M, 
which must be surjective because 
S(i*)es(M) = i 
and i is surjective. Note that for any monoid homomorphism h : M---, N, we have 
S(hi*)esiM) = S(h)(S(i*)es(M)) = S(h)i = S(h), 
and since (S(h))*es(~) = S(h), the universality property implies that 
hi* ---- (S(h))*. 
DEFINITION Let C be a category with a functor S defined on C with values, say, 
in S. An object P of C is said to be S-projective iff for any morphism h : P -+ B and 
any morphism f : A --* B of C such that S( f )  : S(A) --* S(B) is epic in S, there 
exists a morphism g : P --* .4 in C such that 
P yh 
A ~B 
f 
commutes. 
Here we want to prove 
THEOaEM 1. A monoid F is free iff it is S-projective with respect to the forgetful 
functor S : M ~ S. 
Remark. A morphism e in an arbitrary category C is epic iff fxe = fee implies 
./'1 = f2 for any morphisms fx and f~ in C. Thus, a morphism f of S, the category of 
sets, is epic iff f is a surjective function. In many categories with forgetful functors 
(e.g., the category of groups, the category of Abelian groups, the category of 
R-modules, etc.), the epic morphisms are those homomorphisms whose underlying 
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functions are surjective. This is not true for the category M of monoids (or for the 
category of Ahelian monoids). For example, the inclusion homomorphism of the 
additive monoid of the nonnegative integers into the additive monoid of all integers 
is an epic morphism in M (or also in the category of Abelian monoids). Thus, with 
respect o M (or to the category of Abelian monoids), projectivity and S-projectivity 
have different conotations. In fact, Theorem 1 implies that every projective object 
in M must be a free monoid, and, as one can easily prove, the only projective-free 
monoid is the trivial monoid. The same holds true for the category of Abelian monoids. 
On the other hand, if we restrict our attention to the category of monoids (or of 
Abelian monoids) with surjective homomorphisms a morphisms, then obviously, 
the S-projective monoids are projective objects in these categories. As we shall see 
later (cf. Section 4, Prop. 14), the projective objects of these categories are precisely 
the S-projective monoids. 
The significant part of the proof of Theorem 1 is in proving that every S-projective 
monoid is free. The converse is trivial and well known. So assume that F is an 
S-projective monoid and consider the surjective homomorphism 
i *  : 
which is determined by the identity function i on S(F) according to the universality 
property of the free monoid (S(F))*. SinceF is S-projective, the identity homomorphism 
i r  : F--~ F of F and the surjective homomorphism i* imply the existence of a homo- 
morphism j : F--~ (S(F))* such that 
F 
(S (F ) )~ F 
I 
commutes; i.e., 
i * j  = 
Hence, in particular, j :F--~ (S(F))* is an injective homomorphism ofF  into the free 
monoid (S(F))* generated by S(F), the carrier of F. It follows, therefore, that F is 
isomorphic to a submonoid of a free monoid. 
We recall a well-known property of the submonoids of the free monoids: if W is 
a submonoid of a free monoid, then all the subsets of S(W) which generate W have 
an intersection which also generates W; furthermore, this intersection (which is the 
basis of W) does not contain elements of W which are nontrivial products of other 
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elements of W. In fact, the set B of all elements of W which are not nontrivial products 
of other elements of W must be included in any generating set of W, and furthermore, 
it generates W. For let w be an element of W of a minimal ength such that w $ B 
and yet w is not a product of elements of B, then w must be a nontrivial product, 
say w =- WlW 2 , of elements w1 and wz of W such that neither Wl nor w 2 is the identity. 
Since both w 1 and w z are shorter than w, they are products of elements of B, and 
therefore, w itself is a product of elements of B. 
For the proof of Theorem 1 we need the following reformulation ofthis property of 
the submonoids ofthe free monoids. First, we define an injective functiong : T -~ S(W)  
to be a generating set of W iff the induced homomorphism g* : T* --+ W is surjective. 
Next, assume that F is a monoid with an injective homomorphism into a free monoid; 
then, by the property of the submonoids of the free monoids, we know that there 
exists a generating set b : B ~ S(F)  of F with the property that for any x E S(B*)  
and any y ~ B, 
(S(b*))(x) = b(y) iff x ---- e~(y). 
Now, by assuming that F is S-projective, we know that there exists an injective 
homomorphism of F into a free monoid. Hence, there exists a generating set 
b : B --+ S(F)  with the above-mentioned property. Since b* : B* --+F is a surjeetive 
homomorphism and F is S-projective, there exists a homomorphism j : F - -+B*  
such that 
b*j = iF, 
and therefore, 
S(b*)(S(j)b) = b. 
Now, let x be any element of B, then we have 
S(b*)[S(j)b(x)] = b(x), 
which, by the property of b, implies 
This equation implies 
S(j)b ---- eB. 
eB -~ S( j )b ---- S(j)(S(b*)eB) = S(jb*)eB, 
and therefore, by the universality property, jb* is the identity homomorphism of B*. 
Since b*j is the identity homomorphism of F, we conclude that B* and F are iso- 
morphic, and in particular, F is a free monoid. This concludes the proof of Theorem 1. 
Remark. Note that our proof of Theorem 1 implies also that an Abelian monoid 
is Abelian-free iff it is an S-projective object in the category of Abelian monoids. 
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2. THE CHARACTERIZATION OF THE IDEMPOTENT ENDOMORPHISMS 
OF THE FREE MONOIDS 
In our attempt o prove that every S-projective monoid is free we observed that 
if F is S-projective then there exists monoid homomorphisms F--+ T* and T* ~ F, 
where T* is some free monoid, such that 
F--+ T*---,F = i,~; 
that is, every S-projective monoid is a retract of a free monoid. In fact, one can easily 
prove that a monoid F is S-projective iff it is a retract of a free monoid. On the other 
hand, if F---~ T*---~F is the identity homomorphism ofF ,  then T*---~F--+ T* is an 
idempotent endomorphism of T* whose image is isomorphic to F. Hence, as one can 
easily prove, a monoid F is S-projective iff it is isomorphic to an image of a idempotent 
endomorphism of a free monoid. 
In this section we provide a characterization f the idempotent endomorphisms of
a free monoid T* in terms of their values on T. As a corollary we deduce again 
Theorem 1. 
THEOREM 2. Let e: T---~ S(T*) be any function. The endomorphism e* : T*--+ T* 
is idempotent (i.e., e'e* = e*) iff for any t ~ T, e(t) is one of the following types: 
type 1: e(t) = 1; 
type 2: e(t) = wxtw 2where e*(wl) = e*(w2) = 1; 
type 3: e(t) is a product of elements of T* of type 2. 
Proof. Obviously, if for any t ~ T, e(t) is of either type 1, type 2, or type 3, then 
e* is an idempotent endomorphism of T*. To prove the converse, assume that e* 
is an idempotent endomorphism of T*, and let t e T. We distinguish between two 
cases: 
Case 1: e(t) = wltw 2 for some w 1 , w 2 c T*. Since e* is idempotent, we have 
e*(wl)wdwze*(w2) = wttw2, 
and therefore *(wl) = e*(w2) = I; i.e., e(t) is of type 2. 
Case 2: t does not occur in e(t). I f  e*(e(t)) = 1 then e(t) = 1, and therefore (t) 
is of type 1. Assume, therefore, that e*(e(t)) :# 1, hence there exists t o ~ T such that 
e(to) :# 1 and t o occurs in e(t). So let 
e( t )  = go l tow , 
FREE MONOIDS WITH APPLICATIONS TO AUTOMATA THEORY 143 
where e*(wl) = 1, t o ~ t and e(to) ~: 1. Since e* is idempotent, we have 
e(t) = WltoW = e*(wl)e(to)e*(w ) = e(to)e*(w); 
that is, wltow = e(to)e*(w ). But e(to) ~ 1, and therefore (to) = WttoW 2 and w = w2w a 
for some w 2 , w a ~ T*. Hence, by Case I, e(to) is of type 2, and by induction on the 
length of e(t), e(t) is of type 3. This concludes the proof of Theorem 2. 
COROLLARY 3. Let e : 7" --+ S( T*) be a function such that e* : T* --+ T* is idempotent. 
Denote by T~ the subset of all elements t of T such that e(t) is of type 2, and by 
L : T , -~ S(T*) the restriction of e on Te (that is, L(t) = e(t)). The homomorphism 
* ~ T* is injective and its image isprecisely the image ore*; i.e., j*~: T ,  - 
j , (7  ) = e*(T*). 
Proof. The equality of the images of e* and j* follows directly from Theorem 2. 
To show that j2 is injective, denote byF  the image of e* and define the homomorphism 
r :F -~ T* 
for which r(t) = 1 for any t ~ T that occurs in the elements of F and for which 
e(t) = 1. Clearly rj* is the identity homomorphism of 2/'* and therefore j~* is 
injective. 
Thus, the characterization of the idempotent endomorphisms of the free monoids 
yields an independent proof of Theorem 1. 
3. APPLICATIONS TO TIlE DIVISION THEOREMS OF AUTOMATA 
The main purpose of the exposition in this section is to show again how appropriate 
is the use of categorical algebra notions and methods in the framework of automata 
theory. In particular, we show that the proofs of basic results linking the notions of 
machines, normal forms of machine, division of machines and of monoids (Arbib [4], 
Krohn and Rhodes [1]), are reduced to trivial exercises in commutative diagrams. 
Following [1] we define an abstract machine to be any function 
f :  W--+A 
from (the carrier of) an arbitrary monoid W (the input monoid of f )  into an arbitrary 
set A (the output set of f ) .  
A morphism 
(H, h) : A--+f2 
144 GIVE'ON 
of abstract machines (from fl to f2) is defined as an ordered pair (H, h), where H is 
a monoid homomorphism from the input monoid W 1 off1 to the input monoid W 2 
off2, and h is a function from the output set -//2 offz to the output set -//1 off1 such 
that 
fl 
Wt 
fz 
A I 
>- A 2 
commutes. We shall say sometimes that f l  divides f2 iff there exists a morphism of 
abstract machines from f l  to f2 , and in this case, we write fl--+f2 9 The two abstract 
machines f l and f2 are said to be weakly equivalent iff bothfl--+fz and f2---~fl 9 
Remarks. 1. One should not confuse this notion of abstract machines with 
Ginsburg's notion of abstract machines (Ginsburg [9]), yet one can easily establish 
the relationship that exists between Ginsburg's quasi machine ([9], p. 83) and the 
notion of abstract machine as defined here. 
2. The class of all abstract machines together with their morphisms determine, 
of course, a category which is still unexplored. For the purposes of Krohn and 
Rhodes's theory of decomposition of machines we are concerned only with a quotient 
category of this category; namely, with the class of abstract machines partially ordered 
by the division relationship. 
3. In what follows we return to the traditional customs of notation, and often 
we will not distinguish, in notation, between a monoid W and its carrier. Frequently, 
we will have to compose functions with homomorphisms. However, in order to 
remind the reader that we use the same symbol for a homomorphism of monoids 
as for its underlying function, we will use the symbol " 9 whenever a "hybrid" 
composition is referred to. That is, the (set-theoretic function) composition of a 
function h with a homomorphism H will be denoted by h o H. 
The introduction of the normal form of an abstract machine f "  W---~ A, or of its 
transition monoid, amounts to measuring the deviation of the function f from being 
a homomorphism of W. Thus, any decomposition o f f  : W--+ A of the form 
f =hoH,  
where H is a surjective homomorphism of W and h is a function from the (carrier of) 
the range of H to A, is said to be an M-decomposition off. We denote the class of all 
M-decompositions o f f  by D(f).  D(f) is never empty because f - - - - fo  iw is always 
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an M-decomposition ff. We will denote sometimes an M-decompositionf = h o H, 
where M is the range of H, by 
or simply by 
f :W H,M h,A ,  
H h 
W ,M ,A .  
There is a natural way to partially order the class D(f) by defining morphisms of 
M-decompositions. Let 
W HI hi M a ,A  and W~M 2 h2,A 
be two M-decompositions of f : W--+ A. A monoid homomorphism H : M 1 --~ M 2 
is said to determine the D-morphism 
H:(W s--~ M~ hx, A) , (W ~L.M 2 h~ A) 
iff 
commutes (hence H must be surjective). It is easy to verify that, with the evident 
rule of composition, D(f) becomes a category with the following properties: 
(i) for any two objects ~, fl of D(f), the class D(f)(c~, fl) of all the D-morphisms 
-~ fl is a set which contains at most a single morphism. That is, D(f) is partially 
ordered by the D-morphisms. Hence, whenever ~-+ fl and fl--~ ~ both hold, these 
D-morphisms are isomorphisms in the category D(f) and they are determined by 
isomorphism of monoids. 
(ii) The category (or, in this case equivalently, the partially-ordered class) 
D(f )  has an initial object (or equivalently, a least element) which is the trivial 
iW 
M-decomposition f :  W ~ Wt-f-~A. It also has a terminal object (a greatest 
element) which we will denote by 
f : W Ht, M t hl, A. 
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This terminal element is derived from the coarsest congruence r lation on W which 
is a refinement of the partition of W determined by f :  W-+ .4. Both initial and 
terminal objects of D(f), like in any other category, are unique only up to an isomor- 
phism in D(f). This is suificient for the abuse of language in referring to the initial 
object and the terminal object of D(f). 
The terminal object W HI) M I ht) A of D(f )  is the most useful algebraic tool 
for the study of "state transition" machines and it was introduced in automata theory 
literature under various disguises. In particular, the monoid M 1 is called the transition 
monoid of f (or more often, the term semigroup of the machine f is used), and 
hi: 3/I--* ` 4, which is an abstract machine, is called the normal form of f :  W--+`4, 
and it will be denoted by NF(f).  In the theory of finite-state machines only machines 
with finite transition monoids are studied and these are called finite-state machines. 
The main results linking these notions are as follows. 
PROPOSITION. 4. I f  (H, h) : f l  --+f2 is a morphism of abstract machines, then there 
exist a monoid Mn , an injective monoid homomorphism JR : Mn ~ M& , and a surjective 
monoid homomorphism ER : Mn -*- Mq such that 
hf~ 
E H ~ A I ~'*" M fl 
MH I h 
dH Mf z ~ Az 
hf 2 
commutes. 
Proof. Combining the morphism (H, h) with NF(f2) yields 
(hh1~) o (H&H) = h(hl, o His ) H = f l "  
Let Mn be the image of HI H : W 1--+ MI,, then there exist an injective homomorphism 
JR : MR--+ M G and a surjective homomorphism Es : Wx --~ MH, such that JHE = 
H&H. Furthermore, let hs : MR--~ .41 be the restriction of hh& to MH the image of 
HI H. Then, we have an M-decomposition 
fl : W1 ES, M R I'I, A 1 
and a D-morphism from this M-decomposition to f l  = htl o HI~ determined by 
some surjective monoid homomorphism E~:Mn---~ Mr .  In particular, we have 
hit o ER ----- hj = hht, o JR. 
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The converse of Proposition 4 holds in the case where the input monoid of f t  is 
a free monoid, as follows: 
PROPOSZTION. 5. Let .[1 and f2 be two abstract machines. I f  the input monoid of f l  
is free and if there exist an injective monoid homomorphism ] : M ~ Mt~ , a nlrjective 
monoid homomorphism E : M ~ MIz , and a function h : A 2 --+ A a , such that 
hfj 
E,#,, Mr, ~-- A I 
M h 
J '~Mf  z ,~_ A z 
hf z 
commutes, then there exists a monoid homomorphism H : W 1 --+ W 2 such that (H, h) : f l  --+ f2 
is a morphism of abstract machines. 
Proof. Consider in the following diagram (el. Fig. 1) the homomorphism 
H11 : W 1 --+ Mq and the surjective homomorphism E : M --+ 3//I1. Since W 1 is 
S-projective (by Theorem 1), there exists a homomorphism H x : W a ~ M such that 
EH 1 = Hq.  Now consider the homomorphism J tt l  : W 1--+ Mq and the surjective 
Hfj hfl 
7, H, ~ ,Mf ,  - A, 
"4 I 
W z ~ Mfz ~ A 2 
Hf z hf z 
FIG. 1 
homomorphism H&: W 2~ MI.,, and deduce that there exists a homomorphism 
H : W a -+ W 2 such that HI H == J t t  1 . In conclusion we have 
hf2 o H = hh& o HI H = hhl, o JH  x; 
but hh& o J = hi1 o E, and therefore 
hf~ ~ H = hll o EH = htl o H11 = f l .  
That is, (H, h) : f l  -*]'2 is a morphism of abstract machines. 
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I f  we introduce finiteness conditions, then by means of cardinality arguments, 
Proposition 4 implies the following corollaries. 
COROLLARY 6. l f  f l  is an abstract machine that divides a finite-state machine f , ,  
then f l is finite-state. 
COROLLARY 7. I f  f l  and f2 are two weakly equivalent finite-state machines then 
Mq and M12 are isomorphic. In particular, if f l  and f~ are also both surjective, then 
NF(fl) and NF(f~) are isomorphic abstract machines. That is, there exist an isomorphism 
J : Mq --+ Mr2 ofmonoids and a bijectionj : A 2 ~ A 1 such that 
(L J) : NF(f~) --*. NF(f2) 
is a morphism of abstract machines (and, in fact, an invertible morphism in the category 
of abstract machines). 
Next we study a method of associating abstract machines with free input monoids 
with a given abstract machine. For any monoid W we denote by W* the free monoid 
generated by the carrier of W [i.e., according to our previous notation in Section 1, 
W* ---- (S(W))*]. In Section 1 we noted the existence of a surjective homomorphism 
~w'* : W* --,- W, 
which is determined by the identity function iw on the carrier of W. Now, i f f  : W ~ A 
is an abstract machine with W as its input monoid, by composing f with i*rv, we get 
an abstract machine 
f ,  : W*--+A 
where f .  ----- f o i * .  
LEMMA 8. Let f : W--+ A be an abstract machine and E : Wx -+ W be any surjective 
monoid homomorphism, then NF( f  o E) and NF(f)  are isomorphic abstract machines. 
In particular, there exists an isomorphism J : MIo ~ ~ M I of monoids uch that, for the 
identity function iA on A, 
(J, ia) : NF(f  o E) --+ NF(f)  
is an invertible morphism of abstract machines. 
Proof. Let W n l  MIo~ ha A be a terminal M-decomposition of f 9 E [i.e., 
NF( f  o E )= (hx : Mfo~--~ A)]. Since hf o (HIE) is also an M-decomposition of 
f 9 E, hence there exists a n-morphism, determined by, say, J : M1o E--* ml ,  from 
hf o (HIE) to h 1 9 H 1 and we have the following commutative diagram. 
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E f 
W I ~ W ~A 
Mf 
Mf~' E 
FIG. 2 
Hence h 1 o J t l IE  = h I o HIE, which implies h 1 o JH  = h I o H I because E is 
surjective and, therefore, epic in M, the category of monoids. Thus J itself determines 
a D-morphism from h I o H l to h 1 o JH I ,  and therefore, since h I o H I is terminal 
in D(f),  J must be an isomorphism. Since J determines a D-morphism, we have 
h I 9 J .... hs, which concludes the proof of Lemma 8. 
COROLLARY 9. For any abstract machine f,  NFOr), and NF( f , )  are isomorphic. 
Proof. f .  = f o i * .  
COROLLARY 10. 1f f :  W---, A is an abstract machine with a free input monoid then 
f and f .  are weakly equivalent. 
Proof. Apply Proposition 5. 
Remark. Note that for any abstract machine f :  W---~ A we have that 
iA 
is a morphism of abstract machines. On the other hand, if W is a free monoid then 
it is S-projective and this implies f - -+f ,  without the use of Proposition 5, as follows: 
for the identity homomorphism iw:W- -~ W and the surjective homomorphism 
i'w: W*--~ W there exists a homomorphism J :  W--+ W* with i * J  = i~v, and 
therefore 
(J, iA) : f - -~f ,  
is a morphism of abstract machines. 
Note also that Lemma 8 implies that for any abstract machine f, the machines 
NF( f )  and NF(NF( f ) )  are isomorphic. 
We associate now with a given abstract machine f :  W-+ A the machine 
(hA,  : M7 -* A 
57x/x/2-3 
150 GIVE'ON 
derived now from NF( f )  by setting 
(hA, = hA*/. 
We denote it by FNF( f )  and call it the free normal form off. 
As an additional corollary to Lemma 8 we derive (including Corollary 9): 
COROLLARY 1 1. For any abstract machine f, the abstract machines 
NF( f ) ,  NF(NF( f ) ) ,  NF( f , ) ,  and NF(FNF( f ) )  
are isomorphic. 
We conclude this section with the proof that for any abstract machine f, the machines 
f .  and FNF( f )  are weakly equivalent. Hence, by Corollary 10, if the input monoid 
o f f  is free, then f and FNF( f )  are weakly equivalent. If, however, the input monoid 
o f f  is not free, we still can infer that FNF( f )  divides f. We prove first the following 
lemma. 
LEMMA 12. Let (H, h) :F  1 --~f~ be a morphism of abstract machines where 
H : W 1 --+ W~ is surjective and h : A s --+ A 1 is bijective. Let also Ei : F~ --~ Wi ,  for 
i = 1, 2, be two surjective homomorphisms where both Fi are free monoids. Then the 
machines fx o E a and f2 9 E 2 are weakly equivalent. 
Proof. In the diagram 
El 
F, ~W, 
Hi[ H 
I 
F 2 F2 =W,  
fl 
A I 
A z 
fz 
consider the left square. Since F 1 is S-projective, there exists a homomorphism 
H1 : F1 ~ F2 with E~H 1 = HE 1 , which implies 
hf2 o E2H x = hf2 o HE 1 = f l  o E l ,  
and therefore 
(H,, h) :A o E1 ~A o E~ 
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is a morphism of abstract machines. On the other hand, in the diagram 
F, 
He I 
I 
E l  Wl fl 
H 
Ez ~ W2 f2 
A I 
l h l 
A 2 
consider again the left square. Since F 2 is S-projective, there exists a homomorphism 
H 2 : F~ --+F x with HE1H ~ --- E2, which implies 
h-if1 o E I I t  2 = h-lh f2 o HEzH ~ ----- f~ o E~ 
and therefore 
(He,  h- l)  : f2 o Ez- -+fz o E 1 
is a morphism of abstract machines. In conclusion, f l  o E z and fz o E 2 are weakly 
equivalent. 
Remark. The equalities EoH z = HEI and I IFqH 2 -----E 2 imply E2H1H z = E,,, 
and since E 2 is epic (by being surjective), the last equality implies that HIH 2 is the 
identity homomorphism of F 2 . In particular, it follows that H 1 is surjective and H z 
is injective. 
COROLLARY 13. For any abstract machine f ,  the machines f , and FNF( f )  are weakly 
equivalent. 
Proof. In Lemma 12 letfl bef, f2 be h t , etc. 
4. MUST THE INPUT MONOID B~ FREE? 
By Theorem 1 we know that a monoid W is not free iff there exist a homomorphism 
H : W--* N 2 and a surjective homomorphism E : N a - ~ N2 such that, for any homo- 
morphism G : W--+ Na, we have EG ~ H. We prove now a stronger property of 
the monoids which are not free. 
PROPOSITION 14. I f  W is a monoid which is not free then there exist two surjective 
monoid homomorphisms E 2 : W--+ M 2 and E 1 : M] -~ M 1 such that, for any monoid 
homomorphism H : W-~ M 1 , we have EzH @ E 2 . 
Proof. I f  Wis not free, then by Theorem I there exist a homomorphism H:  W-+ N z 
and a surjective homomorphism E:N1- -~ N2 such that, for any homomorphism 
G:  W~Ni ,wehaveEG# H. 
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Let M 2 be the image of H : W---~ N s and E 2 : W--+ M s be the surjective homo- 
morphism for which JsEs = H, where J2:M~--+ N s is the inclusion M 2 _C N~. 
Let M 1 = E-I(Ms) and E 1 : M 1 --+ M2 be the restriction of E : N1 --+ N2 to M 1 and 
M s appropriately. That is, if I x :M1- -+ N 1 is the inclusion M 1 = E-I(M2)C_ N1,  
then 
M I 
N, 
F I 
M z 
Ja 
~," N a 
E 
is a commutative diagram. Assume that for some homomorphism GI :  W--+ M~ 
we have E1G 1 = E2; then for G = ]1G1 we have 
EG = EJ~Gt = ]~EIG ~ = LE2 = H, 
contrary to our assumption on E and H. This concludes the proof of Proposition 14. 
Remark. Proposition 14 implies that, in the category of monoids (or in the category 
of Abelian monoids) with surjective homomorphisms a  morphisms, the projective 
objects are precisely the free objects. 
From Proposition ]4 we can conclude that Proposition 5 does not hold without 
the assumption of W 1 being a free monoid in the following sense: 
COROLLARY 15. For any monoid W which is not free, there exist an abstract machine f 
with W as its input monoid and an abstract machine f '  such that there exist an injective 
monoid homomorphism J : M ~ 3/1i, a surjective monoid homomorphism E : M ~ M~ 
and a function h : A '  -~ A, such that 
V 
M 
A 
Mf' 
commutes and yet f does not divide f ' .  
hf 
Mf ~ A 
-A '  
hf' 
Proof. By Proposition 14 we know that there exist two surjective homomorphisms 
of monoids / / i :  W- -+M 1 and E:M/ - - .  M I such that, for any monoid homo- 
morphism H:  W-+ M/  , we have EH =/= H I . Let hs : M1- ,  A be any function 
such that h I o H I is a terminal M-decomposition of f = h t o H I . (Such a function 
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always exists; e.g., let A = M I and h I be the identity function on M 1 .) Let 
h f  : 3//i,--~ A '  be any function such that NF(hf) -~ hf and such that there exists 
a function h : A '  --~ A with h I o H s = hhf (e.g., let A '  = A = Mr ,  h f  = E and h 
be the identity function on 3//i; i.e., h = hi). Now, if M = Mf  and J is the identity 
homomorphism of M 1, , then obviously 
M 
/•,, Mf 
Mf'- 
hf 
A 
h 
hf' 
is a commutative diagram. Finally, define W' = Mf  and f '  = hf ;  then NF(f')  --- 
NF(hf) = h f .  Assume now that there exists a homomorphism H : W---~ W' such 
that 
(H, h) :f---,.f' 
is a morphism of abstract machines. Then, by our choice we must have EH = HI, 
contrary to our assumptions. This concludes the proof of Corollary 15. 
Next we want to prove that if W is not a free monoid, then there exists an abstract 
machine f with input monoid W which does not divide f . ,  and therefore, by Corol- 
lary 13, f does not divide FNF(f). In the proof of Theorem 1 we observed that i f F  
is S-projective, then F is a retract of (S(F))* and in Section 2 we stated without proof 
that a monoid F is S-projective iff it is a retract of a free monoid. Hence, we can infer 
now that a monoid F is free iffF is a retract ofF* [i.e., (S(F))*] itself. 
PROPOSITION 16. I f  W is not a free monoid then there exists an abstract machine f, 
with input monoid W, such that f does not divide either f ,  or FNF(f). 
Proof Let f  : W--~ W be the identity function on W and assume that 
(1t, h) : f---~ f .  
is a morphism of abstract machines. Hence, 
h o ( i 'H)  = iw 
and therefore, i~H : W---~ W is an automorphism of W. So let H '  be the inverse 
automorphism of i~H (i.e., the underlying function of H '  is h) and we have that 
H zw H W*--- -~ W W 9 
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is a factorization of in, through W*, and therefore, W must be a free monoid. This 
concludes the proof of Proposition 16. 
From Corollary 15 and from Proposition 16 we must conclude that Krohn and 
Rhodes's theory of prime decomposition of machines [1] cannot be applied to the 
class of all abstract machines nor to the class of all abstract machines with finite 
input monoids. On the other hand, our counterexamples cannot convince the finite- 
state machine (with infinite but not free input monoid) theorist of the inapplicability 
of the prime decomposition theory. Furthermore, our results do not preclude the 
possibility of applying Krohn and Rhodes's prime decomposition theory for finite 
semigroups to a decomposition theory of finite input monoid (and therefore, finite- 
state) abstract machines. 
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