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あらまし 本論文はグラフの各点の媒介中心性を求
める計算手法を提案する．それは次数が 1である点を
グラフから除き，圧縮されたグラフで計算する．提案
手法が，従来の手法の次数が 1である点が存在するグ
ラフで生じる冗長な計算を回避し，計算量を削減する
ことを示す．
キーワード 媒介中心性，グラフ解析，グラフ圧縮，
通信ネットワーク
1. ま え が き
現実世界には，インターネット，道路網，電力網，
ソーシャルコミュニティなど，多数のネットワークが
存在する．それらの構造や特性を把握し，通信をコン
トロールすることは常に求められている．Freeman [1]
が定義した媒介中心性 (betweenness centrality) は，
現実のネットワークグラフを解析するときに用いられ
る基本的な指標の一つとされている．
与えられた静的なグラフから各頂点の媒介中心性の
厳密解を求める手法として，Brandes [2]の手法があ
る．この手法は，グラフ内の各点を始点とする最短経
路の集合を求めて，媒介中心性を計算する．これは，
一つのグラフに対して，複数回の最短経路の探索をし
ているため，経路木が同一であった場合に，冗長な計
算をしている．これに対して，Wangらは，グラフを
関節点で分割し，分割された各部分グラフで最短経路
探索を行い，媒介中心性を計算する手法を導入した [3]．
Wangの手法は，最短経路の探索領域を小さくするこ
とで，Brandes の手法の冗長な計算部分を削減する．
この削減効果は発見された関節点の位置と数に依存す
る．グラフ内のある点の次数が 1であるとき，その点
の接続先の点は関節点であるので，次数が 1である点
とそれ以外の点にグラフが分割される．次数が 1であ
る点の媒介中心性は一意に 0であるので，次数が 1で
ある点が含まれた部分グラフの経路を探索し，媒介中
心性を計算することは冗長である．
一方，媒介中心性の近似解を求める手法 [4] や，辺
の挿入が起きる動的なグラフにおいて，媒介中心性の
厳密解を求める手法 [5]が開発されている．文献 [4]で
は，グラフの幾つかの点をサンプリングして得られ
る最短経路の集合から近似解を求める．文献 [5]では，
各点の媒介中心性が既知であるグラフにおいて，ある
辺の挿入が起きたとき，その挿入部分を含めた最短経
路の集合を得ることで，全ての点の媒介中心性の再計
算を行わずに求める．本論文では，静的なグラフにお
いて，近似計算を行わずに，高速に媒介中心性の厳密
解を求めることに着目する．グラフの解析に，厳密解
と近似解のどちらを採用するかは，近似解と厳密解の
計算時間と近似解の精度から，用途に応じて判断さ
れる．
本論文は，グラフ圧縮を用いた媒介中心性の計算手
法を提案する．提案手法は，与えられたグラフから次
数が 1である点を除くことでグラフを圧縮し，圧縮さ
れたグラフで媒介中心性を求める．提案手法が，次数
が 1 である点が存在するグラフで生じる従来手法 [2]
の冗長な計算を回避し，計算量を削減することを計算
時間の漸近的上界から示す．計算機実験により，提案
手法は従来手法より計算時間を削減することを示す．
Wangの手法 [3]では，関節点でグラフを分割し，計
算を行うことで，従来手法の冗長な計算を回避するが，
次数が 1である点が含まれた部分グラフの経路を探索
するという冗長性がある．これに対して，提案手法は，
グラフの圧縮により従来手法の冗長な計算を回避する．
提案手法は，Wangの手法における次数が 1である点
が含まれた部分グラフの経路を探索するという冗長な
計算を回避する．
2. 準 備
辺に重みのない連結な無向グラフを G = (V,E)で
表す．V はサイズが n の点集合であり，E はサイズ
がmの辺集合である．任意の 2点 i, j ∈ V について，
(i, j) は点 i と点 j を結ぶ辺を表す．点 i ∈ V から幾
つかの点と辺を経由して点 j ∈ V まで到達するとき，
経由した辺の本数を li(j)で表す．di(j)は考えられる
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li(j)で最も小さい値を表す．di(j)は点 iから点 j ま
での最短経路の距離である．σij は点 iから点 j まで
の最短経路の本数を表す．σij(v)は式 (1)で定義する．
σij(v) = σiv · σvj (1)
σij(v)は σij のうち点 vを経由する経路の本数である．
媒介中心性 CB(v) は Freeman [1] によって以下の式
で定義されている．
CB(v) =
∑
i,j∈V \{v}:i=j
σij(v)
σij
(2)
CB(v)はグラフ内の各 2点間の最短経路の本数に対す
る，点 v を含むグラフ内の各 2点間の最短経路の本数
の割合の総和である．
3. 従 来 手 法
従来手法である Brandesの手法 [2]について，概要，
計算時間，及び，問題点について説明する．
3. 1 従来手法の概要とアルゴリズム
従来手法の概要について説明する．点 v ∈ V につい
て，v と点 v でない異なる 2 点 i, j ∈ V の δij(v) は
式 (3)で定義される．
δij(v) =
σij(v)
σij
(3)
δij(v)は σij に対する，σij(v)の割合である．式 (2)，
(3)から CB(v)は式 (4)で表される．
CB(v) =
∑
i,j∈V \{v}:i=j
δi,j(v) (4)
CB(v) を求めるには，点 v と点 v でない異なる各 2
点 i, j ∈ V に対して，σij と σij(v)を求める必要があ
る．ある異なる 2 点 i, j ∈ V について，Pi(j) は点 i
と点 j 間の最短経路上で点 iから点 j に到達する一つ
手前の点の集合を表す．従来手法は，各点 s ∈ V を始
点とする幅優先探索をして点 sを端点とする最短経路
の集合を得る．得られた最短経路から各点 v に対して
δsv(Ps(v))を求めることで，G内の点 iでない各 2点
t, vの δst(v)をまとめて計算する．式 (4)より，δst(v)
の総和をとり媒介中心性を求める．
従来手法のアルゴリズムの擬似コードを付録の Al-
gorithm 1に示す．
3. 2 従来手法の計算時間
1回の幅優先探索の走査には O(m)かかる．n個の
点をそれぞれ始点として幅優先探索を走査させるので，
図 1 次数が 1 の点が存在するグラフの例（最短経路の探
索の様子）
Fig. 1 Conventional method with graph one-degree
vertices.
従来手法の計算時間は，与えられた G = (V,E)に対
して O(nm)である．
3. 3 従来手法の問題点
グラフに次数が 1である点が存在するとき，従来手
法は冗長な計算をしている．図 1で示されるグラフは，
次数が 1である 2点 v1, v2 が同一の点 v3 につながり，
点 v3 がある部分グラフ G′ に繋がっている．このグ
ラフ内の各点の媒介中心性を求めるとき，従来手法は
グラフ上の各点を始点とした最短経路を探索する．点
v1, v2, v3 を始点とする最短経路の集合は部分グラフ
G′ 内において同一のものを得るので，3 点 v1, v2, v3
が部分グラフ G′ 内の各点に与える媒介中心性の加算
は同じになる．よって，従来手法は次数が 1である点
が存在するグラフで冗長な計算をしている．
4. 提 案 手 法
提案手法は Step 1 と Step 2 から構成される．
Step 1 で与えられたグラフ G = (V,E) を圧縮し
て G′ = (V ′, E′)を生成する．Step 2で G′ 内で最短
経路を探索し，媒介中心性を計算する．
4. 1 Step 1
与えられたグラフGから次数が 1である点 v ∈ V を
除き G′ を生成する．このとき除かれる点 v の CB(v)
は一意に 0である．それは点 vがグラフ内の点 vを除
いた任意の 2点間の最短経路上に存在しないからであ
る．D(v)は点 v の次数を表す．以下の手順に従って，
与えられたグラフ Gからサイズ nの配列 Aと次数が
1である点を除いた G′ = (V ′, E′)を得る．
（ 1） 各点 v ∈ V について，A(v) = 0とする．
（ 2） 各点 v ∈ V に対して，D(v) = 1ならば以下
の処理を行う．
（ a） (v, w) ∈ E である点 w について，A(w)を 1
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増加させる．
（b） CB(v)を 0とする．
（ c） V から点 v 除き，E から (v, w)を除く．
（ 3） G = (V,E)を G′ = (V ′, E′)とする．
A(v)は点 v ∈ V に繋がっている次数が 1である点の
個数を表す．
4. 2 Step 2
Step 2 は計算式の導出と計算手順から構成される．
4. 2. 1で，G′ と配列 Aから媒介中心性を得られる計
算式 (12)，(18)を導出する．4. 2. 2で，Step 1から
得た G′ と A から，導出した計算式 (12)，(18) を用
いて媒介中心性を計算する．
4. 2. 1 計算式の導出
G′ と配列 Aから媒介中心性を得られる計算式 (12)，
(18)を導出する．異なる 2点 i, v ∈ V に対して，δi(v)
を式 (5)で定義する．
δi(v) =
∑
j∈V \{i,v}
δij(v) (5)
δi(v)は各点 j ∈ V \{i, v}の δij(v)の総和である．式
(2)，(3)，(5)より，式 (6)を得る．
CB(v) =
∑
i∈V \{v}
δi(v) (6)
S(v)はグラフ Gで点 v ∈ V に繋がっている次数が 1
である点の集合を表す．従って A(v) は集合 S(v) の
サイズになる．点 v ∈ V について，S(v) ⊂ V かつ
v /∈ S(v) であることから，式 (6) より式 (7) が得ら
れる．
CB(v) =
∑
i∈S(v)
δi(v)+
∑
i∈S(v)\{v}
δi(v) (7)
式 (7)の右辺の第 1項について説明する．任意の点
i ∈ S(v)について，点 iと点 j ∈ V \ {i, v}の最短経
路上に必ず点 v が存在する．V のサイズが n である
から，式 (8)が成り立つ．
δi(v) = n− 2 (8)
S(v)のサイズが A(v)であることから，式 (7)の右辺
の第 1項は式 (9)になる．
∑
i∈S(v)
δi(v) = A(v)(n− 2) (9)
式 (7) の右辺の第 2 項について説明する．ある点
i ∈ S(v) \ {v}の A(i)が 1以上であるとする．このと
き，点 ∀w ∈ S(i)と点 ∀j ∈ V \ {i, w}について，点
w から点 j に到達する最短経路上で点 w から次の点
は必ず点 iになる．σwj = σij であるため，式 (5)か
ら式 (10)が成り立つ．
δw(v) = δi(v) (10)
任意の異なる 2点 a, b ∈ V ′ \ {v}について，S(a)と
S(b)は独立な集合なので，各点 i ∈ S(v) \ {v}は，V ′
または点 v でない各点 aの S(a)のいずれかの要素と
なる．したがって，式 (7)の右辺の第 2項は式 (10)よ
り式 (11)となる．
∑
i∈S(v)\{v}
δi(v) =
∑
i∈V ′\{v}
(δi(v) +
∑
w∈S(i)
δw(v))
=
∑
i∈V ′\{v}
δi(v)(1 +A(i)) (11)
まとめると，式 (7)，(9)，(11) から式 (12) が得ら
れる．
CB(v) = A(v)(n− 2) +
∑
i∈V ′\{v}
δi(v)(1+A[i])
(12)
式 (12)の右辺の第 2項の δi(v)について説明する．
式 (5)は式 (13)になる．
δi(v) =
∑
j∈S(v)
δij(v) +
∑
j∈S(v)\{v}
δij(v) (13)
異なる 3点 i, v, w ∈ V とある点 j ∈ V \ {i, v}につい
て，δij(v, w)は式 (14)で定義される．
δij(v, w) =
σiv · σwj
σij
(14)
δij(v, w) は，点 i と点 j の最短経路の本数に対する，
点 i と点 j の最短経路で辺 (v, w) を通る経路の本数
の割合である．点 j によって δij(v)は式 (14)より式
(15)の場合分けが考えられる．
δij(v)=
⎧⎨
⎩
1 (j∈S(v))
∑
w∈V ′:v∈Pi(w) δij(v, {v, w}) (j∈S(v)\{v})
(15)
よって，式 (13)，(15)から式 (16)を得る．
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δi(v) = A(v)+
∑
j∈S(v)
∑
w∈V ′:v∈Pi(w)
δij(v, {v, w})
(16)
δij(v, {v, w})は以下の場合分けになる．
δij(v, {v, w}) =
⎧⎨
⎩
σiv
σij
(j = w)
σiv
σiw
· σij(w)
σij
(j = w)
(17)
したがって，式 (1)，(5)，(16)，(17)から式 (18)が導
出できる．
δi(v) =A(v)+
∑
w∈V ′:v∈Pi(w)
∑
j∈S(v)
δij(v, {v, w})
=A(v)+
∑
w∈V ′:v∈Pi(w)
(
σiv
σiw
+
∑
j∈S(v)\w
σiv
σiw
· σij(w)
σij
)
=A(v)+
∑
w∈V ′:v∈Pi(w)
σiv
σiw
(1+ δi(w)) (18)
第 1 の等号は式 (16) の和の順序を交換している，第
2 の等号は式 (17) を代入している．第 3 の等号は式
(1)，(5)の代入し，因数分解で式 (18)を得る．
導出した式 (18)，(12)は，V ′ と Aから媒介中心性
を求める式である．従来手法の計算式と異なる点は計
算式に V ′ と Aを用いている点である．
4. 2. 2 計 算 手 順
式 (12)で表現される CB(v)を計算する手順を説明
する．式 (12)は，Step 1で求めたG′ と A，及び，式
(18) で求めた δi(v) を含む．G′ 内で各点を始点とす
る最短経路探索を行う．ある点 s ∈ V ′ を始点とする
最短経路探索を行うとき．各点 j ∈ V ′ に対して，σsj ,
Ps(j)を得る．点 sを始点とする最短経路で辺の本数が
最も大きい経路の点 sでない端点 tについて，δs(t)は
0である．点 tから順々に最短経路上の一つ手前の点
v に対して，式 (18)を用いて δs(v)を計算する．ここ
で得た任意の点 v ∈ V ′ \ {s}に対する δs(v)を式 (12)
の右辺の第 1項に従い CB(v)に加算する．式 (12)の
右辺の第 1項に従い，始点 sの CB(v)に A(s)(n− 2)
を加算する．
アルゴリズムの擬似コードを付録の Algorithm 2に
示す．
4. 3 提案手法の計算時間
G内の次数が 1である点を cとする．次数が 1以上
の点の数を n′ とする．提案した計算手法は，グラフ内
の辺を全て調べることで，次数が 1である点を全て取
り除くので，圧縮にかかる時間は O(m)である．圧縮
されたグラフに対して n′ 個の点をそれぞれ始点とす
る幅優先探索を行うので，圧縮後の計算には O(n′m)
かかる．O(n′m)は O(m)に支配的であるので，提案
手法は圧縮と計算を合わせて O(n′m)かかる．次数が
1である点が存在するグラフにおいて n > n′ なので，
O(nm) > O(n′m)となる．
5. 計算機実験
従来のアルゴリズムと提案したアルゴリズムを計算
機で走査させ，二つの計算時間を比較した．評価で用
いるネットワークは Barabasi-Albert モデル [6] であ
る．Barabasi-Albert モデル（BA モデル）は，現実
世界に存在するネットワークの多くがもつスケールフ
リー性をモデル化したグラフである．
n個の点の BAモデルを 10回生成し，従来手法と
提案手法を走査させ，それぞれの計算時間を測定した．
計算時間は 10回の平均をとっている．点数 nは 250
から 10000 まで 250 ずつ増加させた．計算環境とし
て，CPUは Core i5 1.8，GHz，OSはWindows R©10，
メモリは 4.0 GB，使用言語は Java 1.8.0を用いた．
実験結果を図 2に示す．提案手法の計算時間は従来
手法に対して平均 65% 短縮している．このとき生成
されたグラフは平均して全体の 40% の点の次数が 1
であった．
6. む す び
グラフ圧縮を用いる媒介中心性の計算手法を提案し
た．提案手法は，与えられたグラフから次数が 1であ
る点を取り除き，圧縮されたグラフで媒介中心性を求
図 2 計算時間の比較
Fig. 2 Comparison of computation times.
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める．提案手法は従来手法で次数が 1である点が存在
するグラフで生じる冗長な計算を回避し，計算量を削
減することを計算時間の漸近的上界から示した．計算
機実験により，提案手法が従来手法より計算時間が短
くなることを確認した．
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付 録
Algorithm 1 Conventional method
Require: G = V,E
Ensure: CB [v], v ∈ V
CB [v]⇐ 0, v ∈ V
for s ∈ V do
S ⇐ empty stack
P [w]⇐ empty list, w ∈ V
σ[t]⇐ 0, t ∈ V
σ[s]⇐ 1
d[t]⇐ −1, t ∈ V
d[s]⇐ 0
Q ⇐ empty queue
enqueue s ⇒ Q
while Q not empty do
dequeue v ⇐ Q
push v ⇒ S
for neighbor w of v do
if d[w] < 0 then
enqueue w ⇒ Q
d[w]⇐ d[v] + 1
end if
if d[w] = d[v] + 1 then
σ[w]⇐ σ[w] + σ[v]
append v ⇒ P [w]
end if
end for
end while
δ[v]⇐ 0, v ∈ V
while S not empty do
pop w ⇐ S
for v ∈ P [w] do
δ[v]⇐ δ[v] + σ[v]σ[w] (˙1 + δ[w])
end for
if w = s then
CB [w]⇐ CB [w] + δ[w]
end if
end while
end for
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Algorithm 2 Proposed method
Require: G = {V,E}
Ensure: CB [v], v ∈ V
CB [v]⇐ 0, v ∈ V
A[v]⇐ 0, v ∈ V
V ′ ⇐ ∅
for v ∈ V do
if D(v) = 1 then
A[w]⇐ A[w] + 1, (v, w) ∈ E
else
V ′ ⇐ V ′ ∨ {v}
end if
end for
for s ∈ V ′ do
S ⇐ empty stack
P [w]⇐ empty list, w ∈ V
σ[t]⇐ 0, t ∈ V
σ[s]⇐ 1
d[t]⇐ −1, t ∈ V
d[s]⇐ 0
Q ⇐ empty queue
enqueue s ⇒ Q
while Q not empty do
dequeue v ⇐ Q
push v ⇒ S
for neighbor w of v, w ∈ V ′ do
if d[w] < 0 then
enqueue w ⇒ Q
d[w]⇐ d[v] + 1
end if
if d[w] = d[v] + 1 then
σ[w]⇐ σ[w] + σ[v]
append v ⇒ P [w]
end if
end for
end while
δ[v]⇐ 0, v ∈ V
while S not empty do
pop w ⇐ S
δ[w]⇐ δ[w] + A[w]
for v ∈ P [w] do
δ[v]⇐ δ[v] + σ[v]σ[w] (˙1 + δ[w])
end for
if w = s then
CB(w)⇐ CB(w) + δ[w]
end if
end while
CB(s)⇐ CB(s) + A[s](n− 2)
end for
（平成 29 年 3 月 30 日受付，6 月 17 日再受付，
7 月 4 日早期公開）
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