We study the existence, uniqueness and rate of decay of correlation of equilibrium measures associated to robust classes of non-uniformly expanding local diffeomorphisms and Hölder continuous potentials. The approach used in this paper is the spectral analysis of the Ruelle-PerronFrobenius transfer operator. More precisely, we combine the expanding features of the eigenmeasures of the transfer operator with a Lasota-Yorke type inequality to prove the existence of an unique equilibrium measure with fast decay of correlations.
Introduction
The thermodynamical formalism of uniformly expanding local diffeomorphisms developed by Ruelle, Sinai, Bowen (among others) in the seventies is a major example of applications of ideas of statistical mechanics into the ergodic theory of dynamical systems. Indeed, the dictionary between one-dimensional lattices and expanding systems (in particular, Gibbs distributions and equilibrium measures) established via Markov partitions permits to translate results in statistical mechanics into relevant theorems in the ergodic theory of uniformly expanding systems.
However, the extension of this theory beyond the uniformly expanding context reveals fundamental difficulties, even if we are restricted to the non-uniformly expanding realm (i.e., abundance of positive Lyapounov exponents). In fact, when dealing with such problem, a major trouble is the ausence of generating finite Markov partitions: in general, being very optmistic, one can expect only Markov partitions with infinitely many symbols, leading us to consider the thermodynamical formalism of gases with infinitely many states, a hard subject not yet completely understood (see e.g. [BS] for a recent progress).
On the other hand, some substantial advance was made by Alves, Bonatti and Viana [ABV] concerning the existence and uniqueness of SRB measures 1 h η is equivalent to ν from the results of section 4. Then, by ergodicity, it follows that η = hν = µ, as desired. Finally, in section 6, we include some ergodic properties of the equilibrium states constructed here: spectral gap, stochastic stability and large deviations. The proof of these results are simple modifications of their analogous in the uniformly expanding context (based on the lemmas proved in this article) and they were included only to illustrate the power of the machinary developed in the previous sections. To make the exposition more self-contained, we included also three appendices containing some facts used along the proof of the main result (but not showed in the text in order to do not interrupt the argument).
To close the introduction, we would like to say that this article is only starts a program to understand the ergodic theory of non hyperbolic systems. Indeed, some questions motivated by our theorems are:
• Is it possible to extend our existence, uniqueness and decay of correlations results for more general potentials?
• What about analogous theorem for robust classes of non-uniformly hyperbolic diffeomorphisms (e.g., pitch-fork bifurcation of the expanding direction of a periodic saddle-point of an Anosov diffeomorphism) and/or non-uniformly expanding local diffeomorphims with critical points (e.g., Viana maps)?
Preliminaries
Let f : M → M be a continuous transformation on a compact space M and φ : M → R be a continuous function. An f -invariant measure is an equilibrium state of f for the potential φ if it maximizes the functional η → h η (f ) + φdη, among all f -invariant probabilities η.
The class of transformations and potentials
We consider f : M → M is a C 1 local diffeomorphism on a compact boundaryless manifold M such that (H1) There exists connected closed sets (with finite inner diameter) R = {R 1 , . . . , R q , R q+1 , . . . , R p+q } whose interiors are pairwise disjoint such that diam(R) < ε for some ε > 0, i R i = M , f is injective on each R i and, for some constants σ 1 < 1 and δ 0 > 0,
• f is expanding at every x ∈ R q+1 ∪ · · · ∪ R p+q : Df (x) −1 ≤ σ −1 1 ; • f is never too contracting: Df (x) −1 ≤ 1 + δ 0 for every x ∈ M ;
• R is a transitive Markov partition: the image f (R i ) of every atom is the union of some atoms R j and there exists N such that f N (R i ) = M , i = 1 . . . , p + q;
It is worth to point out that the partition R is not required to be generating, i.e., the diameters of the cylinders of lenght n do not need to decrease to zero when n → ∞.
We denote by k the number of pre-images of any point x under f . This number does not depend on x because f is a local diffeomorphism. We assume that k > q (i.e., every point has some pre-image in a good rectangle R i , i = q + 1 . . . , p + q). Moreover, the potential φ : M → R is supposed to verify (H2) φ is α-Hölder-continuous and its variation max φ − min φ is sufficiently small, i.e., max φ − min φ < ǫ 0 (f ).
Remark 2.1. By the definition of equilibrium states, it is not difficult to see that any equilibrium state η of φ is also an equilibrium state of the potential φ + c, for every constant c ∈ R. So, up to consider φ − inf φ instead of φ, we can assume that inf φ = 0 and, in particular, φ ≥ 0.
Statement of the main theorems
The main theorems of this paper concerns the existence, uniqueness, fast mixing (exponential decay of correlations) and the oscillation of the Birkhoff sums of Hölder observables around the expected value (central limit theorem). Unfortunately, it turns out that our techniques only can be applied if some extra control of the contraction of the derivative of f is assumed. In this article, we deal with two different candidates to be the extra condition, both of them ensuring the necessary control of the contration for the application of our method.
The first candidate is:
(H3) max x∈M log Λ d−1 Df (x) < log k, where d is the dimension of M and Λ k is the k-th exterior power of Df .
Morally speaking, (H3) means that the (d − 1)-dimensional volume is not expanded too much.
Our first main result is related with the ergodic theory of equilibrium states of the class of transformations verifying (H1), (H2) and (H3):
Theorem A. Under the hypothesis (H1), (H2) and (H3) above, if δ 0 is sufficiently small, then f has an unique equilibrium state µ for the potential φ. Moreover, µ has exponential decay of correlations for Hölder observables: there exists some constants 0 < τ < 1 and
and the central limit theorem property: for all u Hölder continuous, the random variable
converges to a Gaussian law. More precisely, let u be a α-Hölder continuous function and
The second candidate is:
, f is volume-expanding everywhere) and there exists a set
where m 1 , m 2 are the infimum and the supremum of log det Df on V , resp. and M 1 , M 2 are the infimum and the supremum of log det Df on M − W , resp.
Informally, (H4) says that f is volume-expanding everywhere, i.e., f can not contract all the directions at the same time, so that the basins of sinks are not allowed as a region where f can eventually contract. Also, the expansion of volume near the region of Df -contraction is close to be constant and, furthermore, the volume is expanded more strongly outside the region of contraction than inside of it.
Our second main result is related with the ergodic theory of equilibrium states of the class of transformations verifying (H1), (H2) and (H4):
Under the hypothesis (H1), (H2) and (H4) above, if β and δ 0 are sufficiently small, then f has an unique equilibrium state µ for the potential φ. Moreover, µ has exponential decay of correlations for Hölder observables: there exists some constants 0 < τ < 1 and
Let us comment about our conditions on the constants δ 0 , β and ǫ 0 (f ). We start with three conditions which should hold in the context of both theorems:
Most of the arguments of this paper strongly relies on the non-uniform expansion property. A natural way to find it is to count the number of itineraries with frequent visit to B = R 1 ∪. . . , R q . Before doing this, we recall the following lemma (which is a direct corollary of Stirling's formula).
Lemma 2.2. Given γ ∈ (0, 1), let I γ,n be {(i 0 , . . . , i n−1 ) ∈ {1, . . . , q, q + 1, . . . , p + q} n ; #{0 ≤ j < n; i j ≤ q} > γn} and c γ = lim sup n→∞ 1 n log #I γ,n . Then, c γ → log q when γ → 1.
Proof. See the appendix I for a proof.
We fix some γ close to 1 such that c γ < log k (which is possible since q < k) and take δ 0 small depending on σ 1 and γ satisfying
for some constant c > 0.
1 Denote c 0 (f ) = c γ and consider ǫ 0 (f ) such that
Also we assume that ǫ 0 (f ) verifies
Clearly it is satisfied if ǫ 0 (f ) is small depending only on σ 1 , k, q, α, since k > q.
3
Now we turn to the specific conditions of the main theorems:
• Precise conditions on the constants in theorem A. Here, the hypothesis (H1), (H2), (H3) and the restrictions (1), (2), (3) are almost sufficient and, in fact, it is necessary only to complement the restriction (2) with
• Precise conditions on the constants in theorem B. Besides the hypothesis (H1), (H2), (H4) and the restrictions (1), (2), (3) above, we need two more conditions. First of all, in the appendix of [ABV] , Alves, Bonatti and Viana proved that there exists some γ 0 > 0 depending only on σ 2 , p, q such that the orbit of Lebesgue almost every point x ∈ M spends a fraction γ 0 of the time in R q+1 ∪ · · · ∪ R p+q :
for every large n.
We take γ 0 < γ < 1 close to 1 such that
where d is the dimension of M . Note that by the hypothesis (H4), m 2 < M 1 and m 2 − m 1 < β. Hence, this condition can be verified if δ 0 , β are sufficiently small (depending only on γ 0 , i.e., σ 2 , p, q, and M 1 − m 2 ). In particular, our condition "1 − γ is small" above depends only on σ 2 , p, q and M 1 − m 2 .
So, we get that β is small depending only on σ 2 , p, q, M 1 − m 2 and δ 0 is small depending on σ 1 , σ 2 , p, q, M 1 − m 2 . Now we turn our attention to what does "ǫ 0 (f ) is small" in hypothesis (H2) means. We take any 0 < ρ such that
Note that ρ < 1 by (5). The last condition on ǫ 0 (f ) is
Finally, in the case of theorem B, we impose all the conditions above on the parameters β, δ 0 and ǫ 0 (f ).
For future reference, we recall that Oliveira proved Theorem 2.3 (Oliveira [O] After this preparation, we are ready to study the Ruelle-Perron-Frobenius transfer operator and its spectral properties.
3 The Ruelle-Perron-Frobenius operator
In general, Jacobians do not exist but, if f is countable to one then J µ f does exists for any measure µ.
As a first job, let us compute the Jacobian of the eigenmeasure ν:
Proof. Let A be any measurable set such that f | A is injective. Take a sequence g n of continuous functions satisfying g n → χ A ν-a.e. and sup |g n | ≤ 2 for all n. By definition,
Since the right-hand of this equation is ν-a.e. converging to χ f (A) (x), applying the dominated convergence theorem and the hypothesis L ⋆ φ ν = λν, we get
However, the left-hand of the last equation converges to A λe −φ dν. Thus,
In other words,
Next, we will show how the explicit formula for the Jacobian of ν can be used to get some non-trivial information about the dynamics of f -orbits of ν generic points.
Non-uniform expansion and its consequences
Standing hypothesis of this subsection. For the proof of the results of the present subsection, we assume only (H1), (H2) and the conditions (1), (2).
Note that (2) and lemma 3.1 lead us to
Hence, we can find some κ > c 0 (f ) such that
From this lower bound on J ν f , we will derive a relevant combinatorial result about the visit of ν-generic f -orbits to the bad region B of eventual contraction:
Proof. Consider any cylinder R n ∈ R n . Since f is injective on each element of R, it follows that f n is injective on each element of R n . Hence, by the definition of Jacobian and the inequality (7),
Recall the terminology of the lemma 2.2. The cardinality of I γ,n grows with n at the exponential rate c γ . Note that we have κ > c γ . So, for some C > 0,
i.e., ν(A(n)) → 0 exponentially fast. Then, by Borel-Cantelli lemma, for every x in a full ν-measure set and for every n large enough, we have x / ∈ A(n). This finishes the proof, since x / ∈ A(n) means exactly that
To convert this combinatorial result into useful information, we recall the definition of hyperbolic times: Definition 3.3. We say that n ∈ N is an c-hyperbolic time for x ∈ M if
for every 1 ≤ j ≤ n, and n ∈ N is an hyperbolic time for a cylinder R n ∈ R n if n is a hyperbolic time for all x ∈ R n . We denote by R n h the set of cylinder R n ∈ R n with n as an hyperbolic time.
Hyperbolic times are interesting objects because of the following key properties:
Lemma 3.4. There exists δ > 0 depending only on f and c, such that given any hyperbolic time n ≥ 1 for a point x ∈ M , and given any 1 ≤ j ≤ n, there is an inverse branch f −j x,n of f j defined on the whole ball of radius δ around f n (x), which sends f n (x) to f n−j (x) and satisfies
for every z, w in the ball B(f n (x), δ).
Proof. See [ABV] .
Corollary 3.5. There exists C > 0 depending on R and δ > 0 such that if
for every x, y ∈ R n .
Proof. It suffices to cover the atoms R 1 , . . . , R p+q with a finite number of balls of radius δ and the claim follows from a direct application of the lemma 3.4 and the fact that the inner diameter of each R i is finite.
Corollary 3.6. Given any α-Hölder continuous function φ : M → M , there exists a constant A such that for all R n ∈ R n h and x, y ∈ R n holds
Proof. Since φ is α-Hölder continuous,
By the corollary 3.5 we
, f n (y)) for every j = 0, . . . , n − 1. These two facts together implies
Corollary 3.7. There exists K such that if R n ∈ R n h and x, y ∈ R n then Snφ(x) . Therefore, the corollary 3.6 implies
which gives the claimed result for K = e One of the main features of the measures considered here is contained in the definition in the sequel: Definition 3.8. We say that a measure η is expanding if η(H) = 1, where
To study the expansiveness properties of measures we need the following classical lemma:
On the other hand, the definitions means that
Therefore, it remains only to show that l > θn. Observe that the defintion of S(m) implies
This completes the proof.
At this point, the combinatorial result of lemma 3.2 permit us to show that any eigenmeasure of the dual of the transfer operator is expanding:
Lemma 3.10. Let ν be a probability measure such that L ⋆ φ ν = λν. Then, there exists θ > 0 depending only on f and c such that
In particular, ν is expanding.
Proof. From the proof of the lemma 3.2, we know that, if we define A(n) as the union of the n-cylinders R n = [i 0 , . . . , i n−1 ] such that 1 n #{0 ≤ j < n; i j ≤ q} > γ, then the sequence ν(A(n)) decreases exponentially with n. Take any x / ∈ A(n). Then, if (i 0 , . . . , i n−1 ) is the itinerary of x,
in lemma 3.9, we obtain that there exists
and l > θn, where θ = c A−2c . These two facts finishes the proof. An interesting consequence of a measure η being expanding is:
Lemma 3.11. Let η be an expanding measure. Then, for any measurable set E and any ǫ > 0, there exists hyperbolic cylinders C 1 , . . . , C k such that
Proof. Take K 1 ⊂ E and K 2 ⊂ E c compact sets such that η(E∆K 1 ) < ǫ/3, η(E c ∆K 2 ) < ǫ/3 and define r := dist(K 1 , K 2 ). Note that if n is a hyperbolic time for some cylinder C, then diam(C) ≤ Ke −cn (see corollary 3.5). Hence, if C ∈ R n h and n > n 0 (with n 0 large enough), we have diam(C) ≤ Ke −cn ≤ r. Since η is expanding (i.e., η(G) = 1), we can choose C i ∈ R ni h intersecting K 1 with n i > n 0 and
On the other hand,
Another useful consequence of expansiveness is the weak Gibbs property for the eigenmeasures of
where P = log λ.
Proof. By the lemma 3.1,
By the corollary 3.7, there exists K 1 (not depending on n) such that for every
It follows that
So, in order to conclude the proof, it suffices to verify that η(f (R i )) > 0 for every i. Indeed, from the previous estimate, we have
By the third condition in the hypothesis (H1), we know that there exists some N satisfying f N (R i ) = M for every i. Since η has a Jacobian and M has total probability, a decomposition of f (R i ) into finitely many pieces where Proof. Using lemma 3.12, we have for each R ∈ R n h ,
The proof is completed by applying lemma 3.11 and lemma 3.10.
The discussion of this subsection closes the study of the dual L ⋆ φ of the transfer operator and its eigenmeasures (when the local diffeomorphisms f fits our assumptions). Now, we are going to prove some good spectral properties of the trasnfer operator L φ itself.
Invariant cones for the transfer operator
Standing hypothesis of this subsection. For the proof of the results of the present subsection, we assume only (H1), (H2) and the condition (3).
We define the norm |||g||| α := sup Ri ||g| Ri || α , where
In order to prove the main results, we obtain the following Lasota-Yorke type inequality:
where
is the normalized Ruelle-Perron-Frobenius operator and
Here p(x) is the number of pre-images of x belonging to p+q i=q+1 R i and q(x) is the number of pre-images of x belonging to q i=1 R i . This completes the proof because the condition (3) implies Θ < 1.
The Lasota-Yorke type inequality above ensures the existence of a strictly L φ -invariant family of cones of positive Hölder continuous functions 4 In fact, if we put Λ L := {g ∈ C(M ) : g > 0 and |||g||| α ≤ L · inf g}, it is not hard to prove that
for any L sufficiently large (depending only on Θ and C).
Proof. Let g ∈ Λ L . By the lemma 3.14 and the definition of Λ L ,
Taking σ = Θ 0 · e max φ and using the condition (3), we conclude the proof. Now, we compute the projective metric of Λ L (see the appendix II for precise definitions):
, where
,
.
Proof. By definition, Ah g iff
I.e.,
h(x0) , then it is not hard to verify
Hence,
In a similar way,
The explicit formula of the projective metric of Λ L allow us to prove that:
Proof. From the definition of Λ L , we have for any g ∈ Λ σL , |||g||| α ≤ σL inf g.
In particular, we get
However, the lemma 3.16 says that
Putting these facts together, we obtain
From these results, it is quite standard to construct a f -invariant measure which is absolutely continuous with respect to ν whose density is Hölder continuous:
Theorem 3.18. There exists an unique f -invariant probability µ absolutely continuous with respect to ν whose Radon-Nikodym derivative h is positive and Hölder continuous.
Proof. Before starting the proof, we show a simple lemma relating some Banach norms and the partial orderings induced by the cones Λ L :
Proof of lemma 3.19. The relation −ϕ ψ ϕ means that ϕ ± ψ ∈ Λ L . In particular, ψ ≤ ϕ and −ψ ≤ ϕ. So, |ψ|dν ≤ |ϕ|dν and sup
To ensure that |||ψ||| α ≤ L sup M |ϕ|, we take two points x, y ∈ R i in the same rectangle R i with ψ(x) > ψ(y) and observe that
Combining these inequalities, we obtain
Now, the corollary 3.15 says: there exists σ < 1 such that, for all
Applying the theorem 8.1 (see appendix II below) and propostion 3.17, we obtain, for
where ∆ < ∞ is the diameter of Λ σL with respect to the Λ L -cone metric. Since 
This implies that µ = hν is an invariant probability. Indeed, for a test function u,
The uniqueness part of the statement of the theorem follows by taking a fixed point ϕ ∈ Λ L with ϕdν = 1 and using the estimate (8).
Finally, the Lasota-Yorke type inequality of lemma 3.14 implies that the f -invariant probability µ just obtained has fast decay of correlations:
Theorem 3.20. µ has exponential decay of correlations for Hölder observables: there exists some constants 0 < τ < 1 and
and µ satisfies the central limit theorem: for all u Hölder continuous, the random variable
Proof. The plan of the proof is, firstly, to prove the exponential decay of correlations and, then, to use this information to get the central limit theorem. We note that the correlation function
can be rewritten as
Suppose first that vh ∈ Λ L , for some sufficiently large L. It is no restriction to assume that vhdν = 1. Then, denoting u 1 := |u|dµ,
To estimate the term 
In particular, 
where K 0 is independent of u, v. In fact, the first part of the proof gives
and the claim follows since
This concludes the proof of the exponential decay of correlations. Now we are going to use this information to show the central limit theorem. But, before performing the argument, we introduce some notation. Let F be the Borel sigma-algebra of M and F n := f −n (F ). Recall that a function ξ : M → R is F n -measurable iff ξ = ξ n • f n for some (F -, i.e., Borel) measurable ξ n . Note that F i ⊃ F i+1 for every i ≥ 0. Also, an f -invariant measure µ is exact iff the sigma-algebra
Coming back to the proof of the central limit theorem, a direct corollary of the exponential decay of correlations is the exactness of µ:
By definition, there are ψ n Borel measurable functions with ψ = ψ n • f n . Obviously, ψ n 1 = ψ 1 < ∞.
Therefore, our previous discussion concernig the asymptotics of the correlation function allows us to obtain, for any α-Hölder continuous function ϕ,
So, (ψ − ψdµ)ϕdν = 0 and, in particular, ψ = ψdµ almost everywhere. In other words, µ is exact.
. Another easy consequence of the exponential decay of correlations is:
Lemma 3.22. For every α-Hölder continuous function u with udµ = 0 there is
Proof.
since ψ 1 ≤ ψ 2 and udµ = uhdν = 0. Now the proof of the central limit theorem can be derived from the lemmas 3.21, 3.22 and the following abstract lemma (whose proof can be found in [V, p. 28-33] 
Lemma 3.23. Let (M, F , µ) be a probability space, f : M → M be a measurable map such that µ is f -invariant and ergodic. Consider u ∈ L 2 (µ) such that udµ = 0 and denote by F n the non-increasing sequence of sigma-algebras
Then, the number σ ≥ 0 defined by
This completes the proof of the theorem.
At this stage, we can prove that the f -invariant measure µ constructed above is an equilibrium state for (f, φ).
Existence of the equilibrium states
We denote by g : M → (0, ∞) the function
where h > 0 is the eigenfunction of L φ with eigenvalue λ. In particular, we have, for every x ∈ M ,
For later reference, we state the following elementary calculus lemma:
Lemma 4.1. Let p i , x i , i = 1, . . . , n be positive real numbers such that
and the equality holds if and only if the numbers x i are all equal.
We are ready to prove the main result of this section, namely the existence of an equilibrium measure: Proposition 4.2. µ is an equilibrium state of φ, P = log λ is the pressure P (f, φ). Moreover, if η is any equilibrium state of φ, then
• h η (f ) + log g dη = 0;
• J η f (y) = 1/g(y) for η-a.e. y ∈ M , either in the case of theorem A or in the case of thereom B.
Proof of proposition 4.2 in the context of theorem A.
Since µ is expanding, by the lemma 3.11 we know that R is a generating partition for µ. KolmogorovSinai's theorem implies h µ (f ) = h µ (f, R). The equality h µ (f ) + φ dµ = log λ = P follows from the lemma 3.12. Now let η be an invariant measure such that h η (f ) + φdη ≥ log λ, and hence
Applying Rokhlin's formula (see appendix III, corollary 9.5 below)
into the previous estimate, we get
where g η := 1/J η f . However, in view of (9) and lemma 4.1, we get
at η-a.e. x. From this discussion, we conclude that
gη (y) is a non-positive function with non-negative integral (with respect to η). Hence it vanishes at η-a.e. x. Thus, we have the equality P (f, φ) = h η (f )+ φdη = log λ.
From the lemma 4.1, we also obtain that the values log g(y)
gη (y) coincides for all y ∈ f −1 (x). I.e., for η-a.e. x ∈ M , there exists a number c(x) such that
Since η is an invariant measure,
for η-a.e. x. These two facts together with (9) gives
at η-a.e. x. This implies g(y) = g η (y) for every y on the pre-image of a set of full η measure. By invariance of η, this set also has full η measure. This completes the proof.
Proof of proposition 4.2 in the context of theorem B.
The proof in this case is very similar to the previous one, except for the class of invariant measures satisfying the Roklhin's formula. Again, since µ is expanding, by the lemma 3.11 we know that R is a generating partition for µ. Kolmogorov-Sinai's theorem implies h µ (f ) = h µ (f, R). The equality h µ (f ) + φ dµ = log λ = P follows from the lemma 3.12. Now let η be an ergodic equilibrium measure. In particular, h η (f ) + φdη ≥ λ, and hence
Proceeding as before, an application of Rokhlin's formula (see appendix III, corollary 9.6 below)
into the previous estimate still gives
To end this section, we show that equilibrium states are closely related to the eigenmeasures of L ⋆ :
Proof. Given any continuous function ξ,
From the definition of g and the proposition 4.2,
Combining these two equations, we have
Proof of the theorems A and B
Once the previous results about the properties of the Ruelle-Perron-Frobenius transfer operator are established, it is now an easy matter to put the proposition 4.2, lemma 4.3 and theorem 3.20 together to get the proof of our main theorems. The proposition 4.2 and theorem 3.20 says that the measure µ constructed in the subsection 3.2 is an equilibrium measure with exponential decay of correlations and the central limit theorem property (in both the contexts of theorem A and B). So, it remains only to prove that µ is the unique equilibrium state of f .
By the lemma 4.3, any ergodic equilibrium measure η satisfies L
φ with eigenvalue λ. However, the corollary 3.13 implies that µ and η are equivalent measures, that is, η = ξµ for some µ-integrable function ξ. Since η and µ are invariant measures, η = f * η = (ξ • f )µ. It follows that ξ • f = ξ and, by the ergodicity of η, we get that ξ is constant. Using that η and µ are probability measures, we obtain that ξ = 1, i.e., η = µ. So, µ is the unique equilibrium state of f .
This completes the proof of theorems A and B.
Final comments
As a matter of fact, the machinery developed in the previous sections can be applied to obtain further nice ergodic properties of the equilibrium states just constructed. To illustrate the power of these tools, we take this last section to do three remarks:
• First, we show that the transfer operator can be approximated by finite rank operator; thus, the transfer operator has the spectral gap property and this produces a new proof of the exponential decay of correlations for the equilibrium states considered here.
• Second, we prove that the estimates of Lasota-Yorke type in lemma 3.14 are robust under small random perturbations; consequently, using the work of Baladi and Young, we get that our equilibrium measures are stochastically stable.
• Third, we prove that the abundance (positive density) of hyperbolic times for generic points (of the equilibrium states in theorems A, B) and the uniqueness of the equilibrium measures µ φ are sufficient to conclude, along the lines of the work of Young, that µ φ has the large deviation property.
Since these three remarks are simple modifications (based in the lemmas proved here) of the standard arguments of the thermodynamical formalism of uniformly expanding maps, we only sketch the proof of the claimed results by pointing out the relevant changes of the well-known arguments of the literature.
Spectral Gap
The outline of this subsection is: we start with a new construction of the equilibrium measures for the robust classes of maps (and potentials) considered above; in the sequel, we show that these equilibrium measures are exact; finally, we approximate the transfer operator by compact operators. The conclusion is a new proof of the exponential mixing of these equilibrium states.
It is clear that the construction of the equilibrium states depends only on the existence of an eigenfunction h for the transfer operator L φ with eigenvalue λ. To accoplish this objective, we closely follow the approach of Oliveira and Viana [OV2] : take the sequence of functions (y) and the sequence of numbers
Lemma 6.1. There exists a constant K 1 > 0 such that
for all n ≥ 0.
Proof. Since the reference measure ν is a non-lacunary weak Gibbs measure (see lemma 3.12), we know that
for every y ∈ R n , R n ∈ R n h . So, if H n is the union of all R n ∈ R n h , it follows
This proves the first part of the lemma λ −n Z n ≤ K since ν is a probability measure. For the second part, note that we have
Therefore, it suffices to obtain an uniform lower bound on the left hand side quantity, which can be written as
where m n is the normalized counting measure of {1, . . . , n}. Because ν generic points have a positive density θ > 0 of hyperbolic times (see lemma 3.10), we have 1 n n−1 j=0 χ Bj (x) > θ for ν almost every x ∈ M and all n large enough (depending on x). Taking n large so that the set X of points x ∈ M verifying this inequality has ν measure bigger than 1/2, we can apply Fubini theorem to conclude
This completes the proof of the lemma.
A direct consequence of this lemma is Corollary 6.2. The sequence λ −n g n is uniformly bounded.
Next, we control the Holder norm of the sequence g n :
Lemma 6.3. There exists a constant K 2 > 0 such that
Proof. Let R n be an atom of R n h with f n (R n ) = R i . Then, x 1 and x 2 have unique f n pre-images y 1 and y 2 inside R n . By corollary 3.6, there exists a constant A > 0 such that
Then,
is large depending on the constant A and the diameter of M , we proved the lemma.
Corollary 6.4. The sequence λ −n g n is equicontinuous.
Proof. This is easy from the previous lemma which says that the sequence λ −n g n has uniformly bounded Hölder norm.
Applying the theorem of Arzela-Ascoli, we conclude that
has some subsequence converging uniformly on M to an Hölder function h. We claim that the function h is an eigenfunction of the transfer operator (with eigenvalue λ):
Lemma 6.5. L φ h = λh and h is bounded away from zero and infinity.
Proof. Since λ −n g n ≤ K 1 and
goes to zero. Thus, the lemma is proved if we are able to obtain that 1 n
converges to zero. To begin with, denote by E n+1 the set of cylinders
for all large n. Hence,
for any large j. Since λ > e max φ+c0 ,
where η < 1 and j large. This completes the proof.
Next, we prove that the f -invariant measure µ = hν is mixing:
Lemma 6.6. µ is exact.
Proof. We begin with the following abstract claim:
Claim 6.7. Let X be a compact metric space, µ a measure and P = {P 1 , . . . , P l } a measurable partition of X. } satisfying
is the union of atoms of C m ;
Proof of the claim 6.7. Fix ε > 0 and let K 1 , . . . , K l compact sets with
Note that any C ∈ C m intersects at most one of the compact sets K i (and if it does not intersect one of them, we include C arbitrarily into some E
if m is large enough so that µ(X − C∈Cm C) < ε. This proves the claim. Now, we are ready to show that µ is exact. If µ is not exact, there is A ∈ n≥0 f −n (F ) (where F is the Borel sigma-algebra) such that µ(A) > 0 and µ(M − A) > 0. Using the claim 6.7, we have that for all ε > 0, there exists
for some [i 0 , . . . , i n−1 ] = R n ∈ R n h whenever n ≥ N (ε) (since the hyperbolic n-cylinders forms a collection of sets fitting the hypotheisis of the claim 6.7 by the corollary 3.5 and lemma 3.11).
By definition, A = f −n (A n ) where A n ∈ F. Because the distortion on hyperbolic cylinders is bounded (see the corollary 3.7), it holds
Since the hypothesis (H1) ensures that R is a transitive partition, there is a
In particular, the image Q i of the rectangle R i under some inverse branch of f N is contained in R 1 for all i. Take δ < 1/2K and ε such that
, the bounded distortion result of the corollary 3.7 implies
Summing up these estimates, we get 1 > 2 − 2δK, a contradiction.
To proceed further, we introduce the compact operators T n given by
gdν. Note that π n is well-defined since ν(R n ) > 0 for any R n ∈ R n , 9 and T n has finite dimensional rank since R n is a finite partition.
In the sequel, we show the following result about the approximation of L φ by compact operators:
Lemma 6.8. There are constants C > 0 and 0 < θ < 1 such that
Proof. Given g and R n i ∈ R n , we fix z i ∈ R n i with π n g(z) = g(z i ) for all z ∈ R n i . Also, given x ∈ M , we denote by y i the pre-image of x under f n such that
where A(n) is the collection of n-cylinders R n = [i 0 , . . . , i n−1 ] with 1 n #{0 ≤ j < n; i j ≤ q} > γ.
for some 0 < θ < 1 (if δ 0 and max φ are sufficiently small). Similarly,
Finally, the spectral gap property of the normalized transfer operator
where 1 is a simple eigenvalue and Σ 0 is contained in a disc of radius θ < 1) is a direct corollary of the two previous lemmas. Indeed, the lemma 6.8 implies that λ −n L n φ − T n α ≤ Cθ n for some θ < 1, where T n are compact operators. Hence, the spectral radius of L φ is θ < 1 at most. So, we can write spec( L) = {1 = β 0 , . . . , β m } ∪ Σ 0 with Σ 0 contained in a disk of radius θ < 1 and β i are eigenvalues with norm 1. Now, the lemma 6.6 allow us to prove that m = 0, i.e., there are no eigenvalues with norm 1 other than β 0 = 1. In fact, if there exists some non-zero Hölder function v i with L φ v i = β i v i and |β i | = 1, then the exactness property of µ (see lemma 6.6) implies
This proves that 1 is the only eigenvalue of L φ with norm 1 and its eigenspace is one-dimensional. Furthermore, its algebraic multiplicity is one since, otherwise there is u 0 with L φ n u 0 = h+nu 0 , a contraction with the boundedness of L φ n α . Note that the spectral splitting of L φ is Rh ⊕ X 0 , where X 0 := {u : udν = 0}.
To close this subsection, we show that the spectral gap property implies that µ is exponentially mixing:
Corollary 6.9. µ has exponential decay of correlations.
Proof. Clearly,
where π 0 (ϕ) := ϕ − ϕdν is the spectral projection onto X 0 = {u : udν = 0}. Since
Stochastic Stability
The objective of this subsection is to prove the stability of the equilibrium measures under small random perturbations of the maps and potentials considered here. By small random pertubations of a fixed map f 0 we mean that a metric space Ω, a transformation ω ∈ Ω → f ω with f ω → f ω0 = f 0 in the C 1+α topology as ω → ω 0 for some ω 0 ∈ Ω and a family of probabilities θ ε on Ω such that supp(θ ε ) → {ω 0 } as ε → 0 are given. In a similar fashion, we can define random perturbations of the potential φ.
To handle this problem, we mainly use the works of Baladi and Young [B] , [BY] . Namely, it follows from these papers that the stochastic stability of the equilibrium states for the transformations f 0 and potentials φ in our hypothesis is guaranteed if we can prove the fundamental lemma: Lemma 6.10. If δ 0 in hypothesis (H1) is sufficiently small, there are constants C > 0, 0 < θ < 1 and, for each n, some ε(n) > 0 such that for any 0 < ε < ε(n),
Here L = L φ is the transfer operator of (f 0 , φ) and L ε is the random version of the transfer operator when the random noise has level ε.
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Proof. The first part of the lemma follows from a simple modification of the arguments in the lemma 3.14 using that the random noise is small. Also, the second part is quite similar. Indeed, if the random noise is small, for every x ∈ M and y with f n (y) = x, there exists a unique y ε close to y such that f
where θ, ξ ∈ (0, 1) satisfies
λ n e n max φε e −4cn k n and 1 > ξ n > 2 λ n e n max φ n max φ with σ 1 (ε), δ 0 (ε) such that σ 1 (ε) → σ 1 , δ 0 (ε) → δ 0 as ε → 0. Of course, the smallness of the random noise (f ε , φ ε ) was used to get this estimate. This finishes the proof since our hypothesis (besides the facts f ε → f and φ ε → φ as ε → 0) ensures the existence of θ, ξ < 1 as above.
Remark 6.11. In connection with the results of Arbieto, Matheus and Oliveira, the stochastic stability theorem proved here implies that the quenched equilibrium states of [AMO] are unique and exponentially mixing.
Large Deviations
Given a transformation f : M → M and an invariant measure µ, we say that (f, µ) has the large deviations property if for any continuous observable ϕ and
The goal of this subsection is to prove the following result:
10 See [B] for the precise definitions.
Theorem 6.12. The equilibrium states µ of the (f, φ) in both theorems A and B have the large deviation property:
To aleviate the notation during the proof of this theorem, we set
Since ϕ is continuous, we can find E ⊂ U ⊂ B n such that U is open and ν(B n −E) < 1 2n ν(B n ). Using the lemma 3.11, there is a family
Note that each P ∈ E i there is x ∈ M and h i an hyperbolic time for x such that P = R hi (x), where i = 1, . . . , k and n < h 1 < h 2 < · · · < h k . Define C n the set of all such pairs (x, h i ), one for each element of F n . Let (x) and ξ = φ − P.
Using the lemma 9.9 in [W] , we obtain
where l(x) is the unique integer l such that (x, l) ∈ C n . Since max φ < P , it follows that S l(x)−n ξ(x) < 0 whenever l(x) > n. Therefore,
Putting η n = 1 n n i=0 f i * σ n and η any accumulation point of η n , we can repeat the arguments in p. 220 of [W] to derive that lim sup
Observe that η n is a convex combination of measures of the form
In particular,
So, ϕdη ≥ ρ since ϕ is continuous. Also, the definition of C n and the non-lacunary weak Gibbs property of ν (see the lemma 3.12) implies
Hence, we constructed an invariant measure η with ϕdη ≥ ρ and
This estimate allows us to prove the large deviations property for our equilibrium state µ. Indeed, since µ = hν with h (Hölder) continuous, we showed that for any continuous function ϕ and any fixed number ρ > 0,
Thus, our task is to show that the right-hand side of this estimate is strictly negative. Note that we have shown in the proof of proposition 4.2 that h η (f ) + φdη−P ≤ 0 for any f -invariant measure η. If the supremum in the right side is zero, there exists a sequence of f -invariant measures η n with | ϕdη n − ϕdµ| ≥ ρ and h ηn (f ) + φdη − P → 0. The proof of the Rokhlin's formula in the appendix III (see corolaries 9.5 and 9.6 below) says that the η n are expanding measures for sufficiently large n, so that the lemma 9.4 can be used to give that any partition with small diameter is generating for any such η n . Taking any accumulation point η of the sequence η n , then we have h ηn (f ) → h η (f ). Therefore, since the potential φ is continuous,
In particular, η is an equilibrium measure. By uniqueness, the measures η and µ coincides. But this a contradiction since ϕdη = lim ϕdη n / ∈ ( ϕdµ − ρ, ϕdµ + ρ). This completes the proof of the large deviations property of µ.
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Appendix I: a combinatorial lemma
Consider the set I γ,n := {(i 0 , . . . , i n−1 ) ∈ {1, . . . , q, . . . , q + p} n ; #{0 ≤ j < n; i j ≤ q} > γn} By definition,
The general plan of the proof of lemma 2.2 is: our goal is to estimate the rate of exponential growth of I γ,n (when n → ∞) for γ close to 1. A natural way to do this is to use the Stirling's formula to compare the binomial numbers with exponentials functions, in order to get some good asymptotics. Now, let us see how this strategy works. A direct consequence of Stirling's formula is the existence of a universal constant B > 0 such that:
Since the right-hand side of this inequality goes to log q when k → ∞, this completes the proof of lemma 2.2.
Appendix II: positive operators and cones
This appendix presents some results of the theory of projective metrics on cones and positive operators (due to Garrett Birkhoff) used in the subsection 3.2.
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Let B be a Banach space with the topology of the norm. A subset Λ ⊂ B−{0} is a cone if r · v ∈ Λ for all v ∈ Λ and r ∈ R + . The cone Λ is closed if Λ ∪ {0} and Λ is convex if v + w ∈ Λ for all v, w ∈ Λ.
A convex cone Λ with Λ ∩ (−Λ) = ∅ determine a partial ordering on B:
In the sequel, our cones Λ are assumed to be closed, convex and Λ∩(−Λ) = ∅. Given a cone Λ and two vectors v, w ∈ Λ, we define Ψ(v, w) = Ψ Λ (v, w) by
where A Λ (v, w) = sup{r ∈ R + : r · v w} and B Λ (v, w) = inf{r ∈ R + : w r · v}. The (pseudo-)metric Ψ is called the projective metric of Λ (or Λ-metric for brevity).
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A key result of this appendix is:
for any v, w ∈ Λ.
Proof. Take 
Hence, there are r, s ≥ 0 such that
with log s r ≤ ∆. Thus,
This finishes the proof. Then, for all v, w ∈ Λ with v (1) = w (1) , we have
Proof. Ψ(v, w) = log B A , where Av w Bv. In particular, −w 0 Av w and, hence, A v (1) ≤ w (1) . Since v (1) = w (1) , we have A ≤ 1. Similarly, it is not hard to obtain B ≥ 1. Thus,
As a consequence, we have
This concludes the proof of the lemma.
Appendix III: Rokhlin's formula
This appendix has a lot of non-trivial intersection with the recent work of Oliveira and Viana [OV1] . In particular, the proposition 9.1 (and the lemmas 9.2, 9.3 used in its proof) and the lemma 9.4 below were borrowed from [OV1] . We start with an abstract criterion concerning Rokhlin's formula for certain measures with generating partitions.
Let f : M → M be a measurable transformation and µ an invariant probability. Suppose that there exist a finite or countable partition P such that
• (a) f is locally injective (i.e., f is injective on every atom of P);
• (b) P is f -generating with respect to µ (i.e., diam (P n (x)) → 0 for µ almost every x, where P n (x) is the atom of x in the partition P n := n−1 j=0 f −j (P)). 
On the other hand, P is generating means that P ∞ (x) = {x}, and so
Denote by E µ (ϕ|N ) the (µ-) conditional expectation of a function ϕ : M → R relative to a partition N , i.e., the essentially unique N -measurable function E µ (ϕ|N ) such that B E µ (ϕ|N )dµ = B ϕdµ, for every N -measurable set B.
At this point we prove the following lemma:
Jµf (y) ϕ(y) for µ-a.e. x.
Proof of the lemma 9.2. It is clear that the right-hand side is Q ∞ -measurable. Let B be any Q ∞ -measurable set, that is, B consists of entire atoms of Q ∞ . From the definitions, there exists a measurable set C such that B = f −1 (C). Hence, the f -invariance of µ implies This proves the lemma.
Recall that the conditional entropy of the partition P with respect to the partition N is defined as
See [W, definition 4.8] . Using the previous lemma, we can calculate the conditional entropy of P with respect to Q ∞ in terms of the Jacobian of µ as follows:
H µ (P|Q ∞ ) = log J µ f dµ.
Proof of lemma 9.3. The lemma 9.2 says that
Observe that if z ∈ f (A), then ψ A (z) = 1/J µ f (y A ), where y A = (f |A) −1 (z) and if z / ∈ f (A), then ψ A (z) = 0. In particular,
Since f is injective on A, the definition of Jacobian implies
log J µ f (y)dµ(y) = log J µ f (y)dµ(y).
This concludes the proof. Now, it is an easy matter to complete the proof of the proposition 9.1. Indeed, since P is generating, h µ (f ) = h µ (f, P). On the other hand, it is wellknown that h µ (f, P) = H µ (P|Q ∞ ) (see [W, Theorem 4.14] ). Therefore, the lemma 9.3 allow us to conclude h µ (f ) = log J µ f dµ.
For later use, we show the following abstract lemma relating positive Lyapounov exponents and hyperbolic times: Lemma 9.4. Given any ergodic measure η whose Lyapounov exponents are all bigger than 8c then there exists some N ∈ N such that f N has infinitely many c-hyperbolic times for η almost every point.
Proof. Since the Lyapounov exponents of η are all bigger than 8c, for almost every x ∈ M , there exists n 0 (x) ≥ 1 such that Df n (x)w ≥ e 6cn w , for all w ∈ T x M and n ≥ n 0 (x).
In other words, Df n (x) −1 ≤ e −6cn for every n ≥ n 0 (x). Define α n = η({x : n 0 (x) > n}). Because f is a local diffeomorphism, we may also fix K > 0 such that Df (x) −1 ≤ K for all x ∈ M . Then, M log Df n (x) dη ≤ −6cn + Knα n = −(6c − Kα n )n.
Since α n → 0 when n → ∞, by choosing N large enough, we guarantee that
Hence, the ergodicity of η implies
Now, the proof of the lemma is completed by taking A = sup x∈M − log Df (x) −1 , c 1 = 2c, c 2 = 3c and b j = − log Df N (f N j (x)) −1 in lemma 3.9.
Corollary 9.5. Under the hypothesis of theorem A, any measure η with h η (f )+ φ dη ≥ log λ satisfies Rokhlin's formula:
Proof. The proposition 9.1 says that it suffices to prove that any η with h η (f ) + φdη ≥ log λ admits a f -generating partition. Without loss of generality, we can assume that η is ergodic.
The first step is to show that the Lyapounov exponents λ 1 (η) ≥ · · · ≥ λ d (η) of η are positive.
We claim that λ d (η) ≥ log k − max x∈M log Λ d−1 Df (x) − ǫ 0 (f ) := κ 0 whenever h η (f ) + φdη ≥ log λ. Indeed, this is an immediate consequence of Ruelle's inequality:
Finally, the conclusion of the proof of the corollary 9.5 is: we know that the Lyapounov exponents of any ergodic measure η are all bigger than κ 0 ; so, the lemma 9.4 above means that η-almost every point has infinitely many hyperbolic times with respect to f N , for some N ∈ N. Hence, we can use the lemma 3.4 to obtain that any partition P with diameter sufficiently small is generating. This completes the proof.
Corollary 9.6. Under the hypothesis of theorem B, any equilibrium measure η satisfies Rokhlin's formula:
Proof. We give two proofs of this result.
The first proof is based on the positivity of all Lyapounov exponents of any ergodic equilibrium state η (see theoerem 2.3). So, the abstract lemma 9.4 can be used to conclude the existence of generating partitions, and then, the Rokhlin's formula is a consequence of the abstract proposition 9.1.
The second proof consists in a transference of the problem of Rokhlin's formula for measures on M to the same problem in some subshift of finite type, where this formula is known to be true.
13 Consider the partition R and define Π : M → Σ + a map over a subshift of finite type Σ + by Π(x) = (i 0 , . . . , i n , . . . ) such that f n (x) ∈ R in .
Observe that this map is an ergodic conjugacy with respect to any measure η such that [x] = {x} at η-almost every x. Here, if (i n ) is the itinerary of x (i.e., f n (x) ∈ R in ), then
[x] := [i 0 , . . . , i n , . . . ] := {y ∈ M : f n (y) ∈ R in } Note that any measure with infinitely many hyperbolic times at almost every point satisfies [x] = {x} at generic points. So, any equilibrium measure η can be transported to shift as Π * η. Therefore, η satisfies Rokhlin's formula, since Π * η verifies it (see [BS] for more details).
