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Abstract. Weyl group multiple Dirichlet series are Dirichlet se-
ries in r complex variables, with analytic continuation to Cr and
a group of functional equations isomorphic to the Weyl group of a
reduced root system of rank r. Such series may be defined for any
global field K, but in the case when K is an algebraic function field
they are expected to be, up to a variable change, rational functions
in several variables. We verify the rationality of these functions in
the case when K = Fq(T ), and describe the denominators and
support of the numerators.
1. Introduction
1.1. Overview. To n a positive integer, K a global field containing
the 2nth roots of unity, and Φ a reduced root system of rank r, one
may associate a Weyl group multiple Dirichlet series. These objects are
Dirichlet series in r complex variables, with analytic continuation to Cr
and a group of functional equations isomorphic to the Weyl group of Φ.
They arise, for example, as Fourier-Whittaker coefficients of Eisenstien
series on metaplectic groups and have applications in analytic number
theory [9, 11, 18,20,25].
In this paper we consider the case when K = Fq(T ) is the field of
rational functions over the finite field Fq with q elements. In this case
— in fact, if K is any algebraic function field — Weyl group mul-
tiple Dirichlet series are expected to be rational functions in several
variables. The first one to note the rationality of these series was Hoff-
stein, who in [19] obtained a Weyl group multiple Dirichlet series of type
Φ = A2 as the Mellin transform of a half-integral weight Eisenstein se-
ries. In [16], Fisher and Friedberg also obtain an analytic continuation
for and prove the rationality of type A2 series (and provide explicit
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2 HOLLEY FRIEDLANDER
examples for K the rational function field and the function field associ-
ated to a specific genus one curve — for similar A3 examples, see [15];
for more A2 and K genus one, see [27]), but with a different construc-
tion that avoids the use of metaplectic Eisenstien series. Our methods
are more in line with the latter construction. However, in the time
since that publication, a more cohesive theory of Weyl group multiple
Dirichlet series has developed, cf. [3,4,6,8,12]. For A2 and A3 examples
illustrative of this newer approach, see [9]; for Ar and n r, see [13].
Our work expands on the previous literature in two ways. First,
we work with Φ and n arbitrary. Second, we consider “twisted” Weyl
group multiple Dirichlet series over the rational function field. Twisted
series are essentially twists of the original series by nth order characters.
In this sense, one may think of twisted Weyl group multiple Dirichlet
series as analogue to L-functions. Just as in the case of the zeta func-
tion associated to an algebraic function field, we expect the coefficients
of these twisted series to encode information about the arithmetic of
the defining curve. The first step is to determine the support of the
series, we which we address in Theorem 4.4. Specifically, we prove that
such series are in fact rational functions and show that after a variable
change, Weyl group multiple Dirichlet series over the rational function
field can be expressed as finite weighted sums of “local” series, which
act analogue to Euler factors in the construction of the global object.
This result generalizes observations from [9, 13] that note a similarity
between the local and global series in certain special cases. It also
provides a roadmap to compute families of examples.
1.2. Series construction. To better understand Theorem 4.4, it is
helpful to have an idea of how one constructs Weyl group multiple
Dirichlet series in the rational function field case. We give a brief
overview here, with full details appearing in Section 2. Let n ≥ 1 be
an integer such that q ≡ 1 mod 2n. Let O = Fq[T ] and let Omon ⊂ O
denote the set of monic polynomials. For f ∈ O, the norm of f is |f | :=
qdeg f . Choose r-tuples s = (s1, . . . , sr) of complex variables and m =
(m1, . . . ,mr) of elements inO×. We call m a twisting parameter. When
m = (1, . . . , 1), we say that the series is untwisted. Now define the
degree n Weyl group multiple Dirichlet series of type Φ with twisting
parameter m by
Z(s; m,Φ, n,Fq(T )) = Z(s; m) :=
∑
c∈(Omon)r
H(c; m)
|c1|s1 · · · |cr|sr . (1)
For fixed p ∈ Omon irreducible and ` = (l1, . . . , lr) ∈ (Z≥0)r, the
p-part of Z(s; m) is a generating function in |p|−s1 , . . . , |p|−sr for the
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p-power coefficients H(pk1 , . . . , pkr ; pl1 , . . . , plr). Although Z(s; m) is
not Eulerian in general, the p-parts completely determine the coeffi-
cients H(c1, . . . , cr; m) via a twisted multiplicativity relation that acts
analogue to an Euler product (see Section 2.5).
The p-parts are built out of Gauss sums using combinatorial data
from Φ. We will follow the Chinta–Gunnells construction (see Section
2.3), which defines the p-parts via an averaging technique analogous to
the Weyl character formula. This method yields global series with the
desired analytic properties of analytic continuation and Weyl group of
functional equations for all Φ and n [12]. There are other methods to
define the p-parts, notably the crystal graph technique of Brubaker,
Bump, and Friedberg [3, 5–7]. Equivalence of the Brubaker–Bump–
Friedberg and Chinta–Gunnells constructions has been shown in several
cases [10, 14,17,24].
As previously mentioned, the series Z(s; m) are expected to be ra-
tional in q−s1 , . . . , q−sr . It was noticed in [9, 13] that in the untwisted
case when Φ is type A and n  r, up to a rational factor, a simple
change of variables transforms the p-parts into the global series. This
correspondence parallels the relationship between the Euler factors of
the zeta function associated to the projective line and the global series.
Indeed, Chinta and Gunnells [12] use this correspondence as a basis for
their combinatorial construction of the p-parts. Our results generalize
previous case-by-case observations: first, Theorem 4.1 proves that the
global series are indeed rational functions. Proposition 4.3 then shows
that in the untwisted case, a simple change of variables transforms a
modified p-part into the global series, and Theorem 4.4 shows that in
the twisted case, this same variable change allows us to express the
the global series as a finite weighted sum of modified p-parts. (The
modified p-parts are simply p-parts multiplied by a prefixed rational
factor.) Moreover, after normalizing by a product of zeta functions,
the weights are coefficients of the original series Z(s; m).
This paper is organized as follows. In Section 2 we introduce rel-
evant notation and review the Chinta–Gunnells construction of the
p-parts and their combinatorial properties [10, 12, 17]. In Section 3
we use the functional equations stated in [12] for K any number field
to derive explicit functional equations for the case when K = Fq(T ).
In Section 4, we prove the rationality of the series and describe the
relationship between the p-parts and the global series in detail. In
particular, Propositions 4.3 and Theorem 4.4 completely characterize
Weyl group multiple Dirichlet series associated to the rational function
field in terms of local p-parts. We also provide two low-rank examples.
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2. Preliminaries
Fix an integer n ≥ 1 and let q = pk, for p a rational prime and
k a positive integer, be such that q ≡ 1 mod 2n. We consider K =
Fq(T ) the field of rational functions in T over the finite field Fq with q
elements, where O = Fq[T ] denotes the associated polynomial ring and
Omon ⊂ O the subset of monic polynomials. The completion of K at
the place corresponding to pi∞ = T−1 is the field K∞ = Fq((T−1)) of
Laurent series in pi∞. We have O ⊂ K ⊂ K∞. For f =
∑∞
i=−k aipi
i
∞ ∈
K∞, the degree of f is the smallest i such that ai 6= 0, and the norm
| · | : O → C× is defined by |f | := qdeg f . For the remainder of the text,
we assume that P is a prime element of K, i.e. P ∈ Omon is irreducible.
2.1. Gauss sums. The coefficients of Weyl group multiple Dirichlet
series involve nth order Gauss sums. Before defining these generalized
Gauss sums, we first recall the traditional finite field Gauss sum defi-
nition. Let µn = {a ∈ Fq : an = 1} be the nth roots of unity in F×q ,
and fix an embedding  : µn → C. Consider the multiplicative char-
acter χ : F×q → µn defined by a 7→ a(q−1)/n and an additive character
e0 : F×p → C, which we will take as a 7→ exp 2piia/p. To extend e0 to
Fq, put e∗ = e0 ◦ TrFq/Fp . For t ∈ Z, define the Gauss sum
τ(t) =
∑
a∈F×q
(χ(a))te∗(a). (2)
A detailed listing of the properties of these sums see can be found
in [22, Section 8.2]. In particular, one can show that τ(t)τ(−t) = q.
We now extend the notion of Gauss sum to O. As we will no longer
need to refer explicitly to the characteristic of K, from now on we let
p := |P |. For a ∈ K∞, write a =
∑
i≥−N aipi
i
∞ and let ψ(a) = a−1 and
ψ∗(a) = ψ(T 2a). Define a global additive character e = e∗ ◦ ψ∗, where
e∗ is the additive character on Fq defined above. One can show that e
satisfies O = {x ∈ K∞ : e(xO) = 1}. Let m, c ∈ O. For t ∈ Z, define
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the generalized Gauss sum
g(m, c; t) = gt(m, c) :=
∑
y 6≡0 mod c

((
y
c
)
n
)t
e(my/c), (3)
where
(
y
c
)
n
is the nth order residue symbol for K. We note that for
a, b ∈ Omon, the nth order reciprocity law, cf. [26, Theorem 3.5] and
our assumption q ≡ 1 mod 2n imply(
a
b
)
n
=
(
b
a
)
n
.
After an appropriate identification of the residue field (O/cO)× of c
with the finite field Fqdeg c , one sees that gt(1, c) corresponds to the Fqdeg c
Gauss sum τ(t). Accordingly, the following properties of generalized
Gauss sums follow directly from the corresponding properties of finite
field Gauss sums [2, 9, 20], cf. [22, Section 8.2].
(1) If (c, c′) = 1, we have
gt(m, cc
′) =
(
c
c′
)t
n
(
c′
c
)t
n
gt(m, c)gt(m, c
′).
(2) If (a, c) = 1, we have
gt(am, c) =
(
a
c
)−t
n
gt(m, c).
(3) Let k, l ∈ Z≥0, and let φ(P l) = be the number of elements of
(O/P lO)×. Then
gt(P
l, P k) =
 p
lgtk(1, P ) if k = l + 1;
φ(P k) if n|tk and l ≥ k;
0 otherwise.
(4)
(4) If (t, n) = 1, then
gt(1, P )g−t(1, P ) = |P | = p.
In what follows, we denote gt(1, c) by gt(c).
2.2. Roots and weights. The p-parts are built using combinatorial
data from an irreducible, reduced root system Φ of rank r, see [21,
Chapter 9]. Any root of Φ can be written as a Z-linear combination of
the simple roots α1, . . . , αr. We say α ∈ Φ is positive (negative) if when
written as a sum of simple roots α =
∑
kiαi, all ki are nonnegative
(nonpositive). We have a decomposition Φ = Φ+ ∪ Φ− into positive
and negative roots. If α ∈ Φ+, we will write α > 0. Let Λ be the root
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lattice of Φ, i.e. the Z-span of the simple roots. Define the generalized
height function d : Λ→ Z by
d : λ =
r∑
i=1
λiαi 7→
∑
λi. (5)
Let W be the Weyl group of Φ, and fix a W -invariant symmetric,
bilinear, positive definite inner product (·, ·) on Λ⊗R normalized such
that the short roots all have length one. This implies that for any
α, β ∈ Λ, we have (α, β) ∈ 1
2
Z. In particular
‖α‖2 =

1 for all α in types A,D,E,
1 for α a short root in types B,C, F4, G2,
2 for α a long root in types B,C, F4,
3 for α a long root in type G2.
The Weyl group W is generated by the simple reflections
σj(αi) = αi − 〈αi, αj〉αj, (6)
where we define 〈αi, αj〉 := 2 (αi,αj)(αj ,αj) . We will denote the ij-entry of the
Cartan matrix by c(i, j) = 〈αi, αj〉. For w ∈ W, let l(w) be the number
of σj in any reduced expression for w, and put sgn(w) = (−1)l(w).
Define the simple coroots αˇi = 2αi/(αi, αi) for i = 1, . . . r. The fun-
damental weights {$1, . . . , $r} of Φ are the corresponding dual basis
with respect to (·, ·). In particular, we have 〈$i, αj〉 = δij and may
express each simple root αi =
∑
c(i, j)$j as a linear combination of
fundamental weights. Let L be the weight lattice of Φ generated by
the fundamental weights. There is a partial order on L: we say µ  ξ
if µ− ξ = ∑ ki$i with all ki nonnegative. We say µ ∈ L is dominant
if 〈µ, αi〉 ≥ 0 for all i = 1, . . . , r and regular dominant if the inequality
is strict. For example, ρ =
∑r
i=1$i is a regular dominant weight.
2.3. Chinta–Gunnells construction. Recall that P is a prime of
K = Fq(T ) of norm p = qdegP . Here we describe the Chinta–Gunnells
method [12] to construct, for each prime P , generating functions in
p−s1 , . . . , p−sr for the P -power coefficients of Z(s; m). These generating
functions are called p-parts. This construction involves a technique
analogous to the Weyl character formula to define an invariant rational
function by averaging over the Weyl group.
We first define an appropriate Weyl group action on rational func-
tions. Fix an r-tuple of nonnegative integers ` = (l1, . . . , lr). The ` we
choose will be determined by P and the twisting parameter m; hence,
we also call ` a twisting parameter. The tuple ` determines a regular
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dominant weight
θ = θ(`) :=
r∑
i=1
(li + 1)$i (7)
and a W -action on Λ:
w • λ := w(λ− θ) + θ. (8)
Note that when w = σj is a simple reflection, we have σj • λ = σjλ +
(lj + 1)αj.
Consider A = C[Λ], the ring of Laurent polynomials on Λ. The
ring A consists of all expressions f of the form f =
∑
β∈Λ cβx
β with
cβ ∈ C almost all zero. Multiplication in A is defined by addition
in Λ: xβxλ = xλ+β and we identify A with C[x1, x−11 . . . , xr, x−1r ] via
xαi 7→ xi.
Our goal is to define a Weyl group action on the field of fractions A˜
of A. First, define a change of variables action on A by
(σj(x))i = p
−cijxix
−cij
j . (9)
This action is essentially a reformulation of the standard action of
W on Λ. One can check that if fβ(x) = x
β is a monomial, then
fβ(wx) = p
d(w−1β−β)xw
−1β.
For α ∈ Φ, let n(α) = n/ gcd(n, ‖α‖2). Consider the sublattice Λ′ ⊂
Λ generated by the set {n(α)α}α∈Φ. Define A˜λ as the set of functions
f/g ∈ A˜ such that g lies in the kernel of the map ν : Λ→ Λ/Λ′ and ν
maps the support of f to λ. Then we have the decomposition
A˜ =
⊕
λ∈Λ/Λ′
A˜λ.
For f(x) ∈ Aβ, the Chinta-Gunnells action associated to the simple
reflection σk ∈ W is
(f |`σk)(x) = (Pβ,`,k(xk) +Qσ•β,`,k(xk))f(σkx), (10)
where P and Q are rational functions defined below in the following
way: fix k ∈ {1, . . . , r} and for λ ∈ Λ, define δ`,k = δk(λ) := d(σk •
λ− λ). For positive integers a and m, let (a)m := a−mba/mc be the
remainder of a upon division by m. We put (−a)m = 0 if (a)m = 0 and
(−a)m = m− (a)m otherwise. Then
Pβ,`,k(xk) = (pxk)lk+1−(δk(β))n(αk) 1− 1/p
1− (pxk)n(αk)/p, (11)
Qβ,`,k(xk) = −g∗−‖αk‖2δk(β)(P )(pxk)lk+1−n(αk)
1− (pxk)n(αk)
1− (pxk)n(αk)/p,
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where g∗t (P ) denotes the normalized Gauss sum
g∗t (P ) =
{ −1 if t ≡ 0 mod n,
gt(P )/p otherwise.
(12)
Note that action (10) satisfies the defining relations for W [12, Theorem
3.2] and hence it extends to all of W .
We are now ready to define the p-parts in terms of a W -invariant
rational function. Let j(w,x) = sgn(w)
∏
α∈Φ(w) x
α, ∆(x) =
∏
α>0(1−
pn(α)d(α)xn(α)α), and D(x) =
∏
α>0(1− pn(α)d(α)−1xn(α)α). Then
F (x; `) :=
1
∆(x)
∑
w∈W
j(w,x)(1|`w)(x), (13)
is invariant under (10) and F (x, `)D(x) is polynomial in the xi = p
−si
[12, Theorem 3.5]. For each `, the p-part is the polynomial N(x; `) :=
F (x, `)D(x). The ` we choose is determined by P and m in the follow-
ing way: let li be the largest nonnegative integer such that P
li divides
mi, denoted P
li ||mi. Then the coefficient H(P k1 , . . . , P kr ;P l1 , . . . , P lr)
of Z(s; m) is the xk11 · · ·xkrr coefficient of N(x; `). In other words, the
p-parts are generating functions for the P -power coefficients of Z(s; m).
We remark that the invariance of F (x; `) under the action (10) yields
a functional equation. Write F (x, `) =
∑
β∈Λ/Λ′ fβ(x) so that fβ(x) ∈
A˜β. Then F (x; `) =
∑
β∈Λ/Λ′(Pβ,`,k(xk) + Qσ•β,`,k(xk))fβ(σkx). One
checks that Pβ,`,k(xk)fβ(σkx) ∈ A˜β and Qσ•β,`,k(xk)fβ(σkx) ∈ A˜σk•β.
Since σk• is an involution, it follows from [12, Theorem 3.5] that
Fβ(x) = Pβ,`,k(xk)Fβ(σkx) +Qβ,`,k(xk)Fσk•β(σkx). (14)
2.4. Properties of p-parts. We will briefly review some structural
properties of the p-parts. Recall that θ =
∑r
i=1(li + 1)$i. Write
N(x; θ) = N(x; `) =
∑
aλx
λ, where it is understood that P is fixed
and for λ =
∑r
i=1 kiαi, we have aλ = H(P
k1 , . . . , P kr ;P l1 , . . . , P lr). Let
Πθ be the convex hull of θ − wθ for w ∈ W . More precisely, Πθ is the
weight polytope for the irreducible representation of lowest weight −θ,
shifted by θ. If Θ is the set of dominant weights in the representation
of highest weight θ, then all points of Πθ have the form θ − wξ where
w ∈ W and ξ ∈ Θ. Proof of the following results may be found in [17].
Theorem 2.1. The support of N(x; θ) is contained in Πθ. 
We will refer to the coefficients associated to the vertices of Πθ as
stable coefficients. When n  r, these are the only nonzero coeffi-
cients. The stable coefficients are completely determined by recurrence
relations on the coefficients of the p-parts (after setting the constant
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term to be 1). The unstable coefficients (those strictly inside of the
polytope Πθ) are also determined by the recurrence relations, as we see
in the following theorem.
Theorem 2.2. Define Θ+ to be the set of all regular dominant weights
in the representation of highest weight θ. Then the p-part N(x; θ) is
completely determined up to the coefficients aθ−ξ for ξ ∈ Θ+. 
In fact, the proof of [17, Theorem 5.4] shows that any polynomial
satisfying the recurrence relations of N(x; θ) can be written as a sum
of shifted p-parts.
Theorem 2.3. Define Θ+ to be the set of all regular dominant weights
in the representation of highest weight θ. Suppose that N (x) is any
polynomial satisfying the recurrence relations of N(x; θ). Then
N (x) =
∑
ξ∈Θ+
mξN(x; ξ)ξ
θ−ξ,
where mξ are complex numbers. 
Finally, multiplying the p-parts by the rational factor ∆(x)/D(x)
reflects the support over Πθ.
Theorem 2.4. The support of ∆(x)N(x; θ) lies outside the polytope
Πθ. 
As we shall see, these modified p-parts are related to the global series
up to a variable change.
2.5. Global series coefficients. Let us explain how to define the
coefficients of the global series Z(s; m). Recall that the p-parts are
generating functions for the coefficients H(P k1 , . . . , P kr ;P l1 , . . . , P lr).
Up to a product of residue symbols, the coefficient H(c; m) is the
product over all P dividing the ci of H(P
k1 , . . . P kr ;P l1 , . . . , P lr), where
ki and li satisfy P
ki ||ci and P li ||mi. The residue symbols required follow
from the twisted multiplicativity relation: for fixed (c1 · · · cr, c′1 · · · c′r) =
1, put
H(c1c
′
1, . . . , crc
′
r; m) = H(c1, . . . , cr; m)H(c
′
1, . . . , c
′
r; m)ϕ(c; c
′),
where
ϕ(c; c′) =
r∏
i=1
(
ci
c′i
)‖αi‖2(c′i
ci
)‖αi‖2∏
i<j
(
ci
c′j
)2c(i,j)∏
i<j
(
c′i
cj
)2c(i,j)
.
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In addition, if (c1 · · · cr;m′1 · · ·m′r) = 1, then
H(c1, . . . , cr;m1m
′
1, . . . ,mrm
′
r) =
r∏
j=1
(
m′j
cj
)−‖αj‖2
H(c1, . . . , cr;m1, . . . ,mr).
With this definition of H(c; m), we can make definition (1) explicit.
Define the degree n Weyl group multiple Dirichlet series of type Φ over
Fq(T ) with twisting parameter m by
Z(s; m) :=
∑
c∈Ormon
H(c; m)
|c1|s1 · · · |cr|sr . (15)
Also define the normalized series Z∗(s; m) = Ξ(s)Z(s; m), where
Ξ(s) :=
∏
α=
∑
kiαi>0
ζO(1 + n(α)
r∑
i=1
ki(si − 1)) (16)
and ζO denotes the zeta function ζO(s) :=
∑
c∈Omon |c|−s = (1−q1−s)−1.
Note that like Z(s; m), the product Ξ(s) depends on Φ and n.
3. Global Functional Equations
In this section we derive the functional equations of Weyl group
multiple Dirichlet series defined over Fq(T ). Our main reference is [12],
which derives the functional equations of Z∗(s; m, K,Φ, n) for K any
number field. Although it is understood that their arguments apply to
K any global field, we require explicit functional equations to discern
the structural properties of the global series in Section 4 and thus, we
include the specific details of the rational function field argument here.
To state the functional equations of Z∗(s; m), we first define a slightly
more general class of series. Let I = (I1, . . . , Ir) be an r-tuple of
integers such that Ij ∈ {0, . . . , n(αj)− 1}. Then define
Z(s; m, I) :=
∑
c∈Omon
deg cj≡Ij mod n(αj)
H(c; m)
|c1|s1 · · · |cr|sr
and
Z∗(s; m, I) = Ξ(s)Z(s; m, I).
Fix a simple reflection σi ∈ W . Define an action of σi on the r-tuple
s by
(σis)j = sj − c(j, i)(si − 1).
This action is consistent with the change of variables action (9) on
monomials. For m and I fixed, let Ji(m, I) = degmi −
∑
j 6=i c(j, i)Ij,
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and let σi • I be the tuple whose jth entry is the αj coefficient of
σi •
(∑r
i=1 Ijαj
)
. We will show that
Z∗(s; m, I) = |mi|1−siP ‖αi‖
2
Ii,Ji(m,I)
(si)Z
∗(σis; m, I) (17)
+ |mi|1−siQ‖αi‖
2
Ii,Ji(m,I)
(si)Z
∗(σis; m, σi • I),
where for integers i and j the functions P ti,j(sk) and Q
t
i,j(sk) are defined
by
P ti,j(sk) = −(q(q−sk))1−(j+1−2i)n(αk)
q − 1
1− qn(αk)+1(q−sk)n(αk) (18)
Qti,j(sk) = −τ(t(2i−j−1))(q(q−sk))1−n(αk)
1− qn(αk)(q−sk)n(αk)
1− qn(αk)+1(q−sk)n(αk) .
We note that our functional equations (17) agree with those appearing
in [9], which treats the untwisted case when K = Fq(T ) and Φ = A2.
Verifying (17) requires several steps. The crux of the argument uses
Kubota’s Dirichlet series, which is a rank-one Weyl group multiple
Dirichlet series. Specifically, we fix cj for j 6= i to obtain a new se-
ries E(si; cˆi; m, Ii) from Z∗(s; m, I) and show that it satisfies the same
functional equations as Kubota’s Dirichlet series. Writing Z∗(s; m, I)
in terms of E(si; cˆi; m, Ii), we obtain (17). We proceed as follows: first
we define Kubota’s Dirichlet series and state its functional equations.
Then we define E(si; cˆi; m, Ii) and explain how its functional equations
relate to that of Kubota’s Dirichlet series. Finally, we use the former
to obtain functional equations for Z∗(s; m, I).
3.1. Kubota’s Dirichlet series. Kubota’s Dirichlet series is a Weyl
group multiple Dirichlet series associated to Φ = A1. This series may
be defined for any global field K and has applications to higher order
reciprocity laws [2]. When K = Fq(T ) we have
D(s,m; t) =
∑
c∈Omon
gt(m, c)
|c|s . (19)
To state the functional equations, let 0 ≤ i ≤ n− 1 and m ∈ Omon and
define
D(s,m; t, i) =
∑
c∈Omon
deg c≡i mod n
gt(m, c)
|c|s . (20)
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It is shown in [20, Proposition 2.1] that the normalized seriesD∗(s,m; k, i) =
(1− qn−ns)−1D(s,m; k, i) satisfies the following functional equation:
D∗(s,m; t, i) = |m|1−sP ti,degm(s)D∗(2− s,m; t, i) (21)
+ |m|1−sQti,degm(s)D∗(2− s,m; t, degm+ 1− i),
where P ti,j and Q
t
i,j are defined in (18). Note that P
t
i,j and Q
t
i,j depend
only on the value of 2i− j mod n.
To compare our notation with that of [12], we now follow [9,25] and
express theD(s,m; t, i) as sums over equivalence classes ofK×∞/(K
×
∞)
n.
For c, η ∈ K×∞, we say that c ∼ η if and only if c/η ∈ (K×∞)n. For such
an η, define
D(s,m; t, η) =
∑
c∼η
gt(m, c)
|c|s . (22)
The following lemma shows D(s,m; t, pi−i∞ ) = D(s,m; t, i):
Lemma 3.1. Let c ∈ Omon ⊂ K×∞. Then c ∼ pi−i∞ if and only if
deg c ≡ i mod n.
Proof. Suppose that c/pi−i∞ ∈ (K×∞)n. Then c/pi−i∞ = (f(pi∞))n, where
we assume
f(pi∞) = a−kpi−k∞ + a−k+1pi
−k+1
∞ + · · ·+ a0 +
∞∑
j=1
ajpi
j
∞,
has degree −k. Clearing the denominator, we have c = pi−i∞ (f(pi∞))n
and deg c ≡ i mod n.
For the converse, suppose that deg c = k ≡ i mod n, and write
c = pi−i−kn∞ + a1pi
−i−kn+1
∞ + · · ·+ ai+kn.
Then
c/pi−i∞ = pi
−kn
∞ + a1pi
−kn+1
∞ + · · ·+ ai+knpii∞ = pi−kn∞ (1 +X),
where X = a1pi∞ + · · · + ai+knpii+kn∞ ∈ (pi∞). Define f(u) = un − (1 +
X) ∈ K×∞[u]. Then (1 + X) ∈ (K×∞)n if and only if f(u) = 0 has a
solution in K×∞. Note that u = 1 is a solution modulo (pi∞), and our
assumption q ≡ 1 mod 2n implies f ′(u) is a unit. By Hensel’s Lemma,
there is a unique K×∞ solution to f(u) = 0. 
Let 0 ≤ i ≤ n − 1 and let (·, ·)∞ be the Hilbert symbol at infinity.
Define
Ψi(c) =
 1 if c ∼ pi
−i
∞ and c ∈ Omon,
(c, )−t∞ if c ∼ pi−i∞ and c has leading coefficient ,
0 otherwise.
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Then we may also obtainD(s,m; t, pi−i∞ ) = D(s,m; t, i) fromD(s,m; t)
by replacing the coefficients gt(m, c) with gt(m, c)Ψi(c) in (21). We
claim that the effect of including Ψi in the coefficients is to restrict
the sum to the equivalence classes [pi−i∞ ] ∈ K×∞/(K×∞)n. To see this,
let Ω = F×q (K×∞)n. Note that Ω is maximal isotropic for the Hilbert
symbol in the sense that for any ε1, ε2 ∈ Ω, we have (ε1, ε2)∞ = 1.
Define Mt(Ω) as the space of functions Ψ : K×∞ → C that satisfy
Ψ(εc) = (c, ε)−t∞Ψ(c)
for all ε ∈ Ω. Then the set {Ψi : 0 ≤ i ≤ n−1} forms a basis forMt(Ω).
That is, any Ψ ∈Mt(Ω) is completely determined by its values on a set
of representatives for K×∞/Ω. Thus, dimM(Ω) = dimK×∞/Ω. Further,
Lemma 3.1 shows that the representatives of K×∞/Ω are exactly pi
−i
∞ ,
for i ∈ {0, . . . , n− 1}.
3.2. The series E(si; a; m, Ii). To obtain the functional equations for
Z∗(s; m) we consider a new single-variable series. Fix a = (a1, . . . , aˆi, . . . , ar) ∈
(Omon)r−1, where the hat means omit ai. For 0 ≤ j ≤ n(αi)− 1, define
E(si, a; m, pi−j∞ ) :=
∑
ci∈Omon
ci∼pi−j∞
H(a1, . . . , ci, . . . , ar; m)
|ci|si ,
and the normalized series
E∗(si, a; m, pi−j∞ ) = (1− qn(αi)(1−si))−1E(si, a; m, pi−j∞ ).
A special case of Theorem 5.8 of [12] shows that E∗ satisfies functional
equations of the same form as (20). We will sketch the proof.
Theorem 3.2. [12, Theorem 5.8] Fix a ∈ (Omon)r−1 and let A =∏
j 6=i a
−c(j,i)
j . Set E(si, a; m, j) = E(si, a; m, pi−j∞ ). Then
E∗(si, a; m, j) = |Ami|1−siP kj,degmiE∗(2− si, a; m, j) (23)
+ |Ami|1−siQkj,degmiE∗(2− si, a; m, degmi + 1− j).
Proof. Let P be prime and k = (k1, . . . , kr) an r-tuple of nonnegative
integers. Recall that i ∈ {1, . . . , r} is fixed. Set li = ordP mi and
n = n(αi). Writing β =
∑
kjαj, define a new tuple k
′ by setting∑
k′jαj = σi • β. Let
N (P ;k)(x; m, αi) =
∑
j≥0
H(P k1 , . . . , P jn+(ki)n , . . . , P kr ; m)xjn+(ki)n .
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Then define
f (P ;k)(x; m, αi) =
N (P ;k)(x; m, αi)
1− pn−1xn
− δmki,k′ig(m
−1
i P
li , P ; ‖αi‖
2(ki−k′i))p(ki−k
′
i−1)nx(ki−k
′
i)n
N (P ;k
′)(x; m, αi)
1− pn−1xn
where δmi,j is 0 if i ≡ j mod m and 1 otherwise. These functions satisfy
the following functional equations [12, Theorem 4.1]:
f (P ;k)(x; m, αi)
f (P ;k)(1/(p2x); m, αi)
=
{
(px)li+1−(k
′
i−ki)n if (k′i − ki)n 6= 0,
(px)li+1−n otherwise.
(24)
We will write E∗(si, a; m, j) in terms of Kubota series D(si,m; t, j)
and f (P ;k)(x; m, αi). To simplify notation, assume that i = 1. Let
P1, . . . , Pv be the prime divisors of a2 · · · arm1 · · ·mr, with pj = |Pj|.
Let S = {P1, . . . , Pv}. Write aj = P βj1 · · ·P βjv for j = 2, . . . , r and
Am1 = P
l1 · · ·P lr . One can show that
E(s1, a; m, j) = ξ
m−1∑
k1,...,kv=0
D(s1, P (l1−2k1)n · · ·P (lv−2kv)nv , ‖α1‖, P−k11 · · ·P−kvv pi−j∞ )
(25)
× C(k1, . . . , kr)
v∏
i=1
f (Pi;ki,b21,...,bri)(p−s1i ; m, α1),
where ξ and C(k1, . . . , kr) are products of residue symbols. In par-
ticular, for η′ ∼ P 2k1−l1−1 and Kj = lj − 2kj, we have [12, Lemma
5.9]
C(k1, . . . , kr)Ψ
(P
k1
1 ···Pkvv )
I1
C(l1 − k1 + 1, . . . , lr − kr + 1)Ψˆ(P
(l1+1−k1)n
1 ···P (lv+1−kv)nv )
η′
=
(
m1P
K2
2 · · ·PKvv
P 2k1−l1−11
)−‖α1‖2
,
(26)
where we define Ψ(a)(c) = Ψ(ac) and Ψˆη(c) = (η, c)
t
∞Ψ(ηc). It is clear
that Ψˆη ∈Mt(Ω) and depends only on the class of η ∈ K×∞/(K×∞)n.
The proof of (25) is a lengthy, but straightforward, computation
with residue symbols. The idea is to use twisted multiplicativity to
rewrite the coefficients H(c1, a2, . . . , ar) in terms of Gauss sums and
prime power coefficients. This follows from considering c1 = cc
′, where
we assume that (c, a2 · · · arm1 · · ·mr) = 1. Summing all relevant c,
up to a product of residue symbols we can write E(s1, a; m, j) as the
sum of the product of Kubota series of the form DS(s1,m; ‖α1‖2 , η) and
polynomials N (P ;k)(p−s1i ; m, α1). Here DS(s,m; t, η) is a generalization
MULTIPLE DIRICHLET SERIES OVER THE RATIONAL FUNCTION FIELD15
of (22); for a finite set of primes S, it is defined exactly the same as
(22) except that we restrict the sum to those c relatively prime to the
elements of S.
To obtain D(s1,m; ‖α1‖2 , η) from DS(s1,m; ‖α1‖2 , η), we use the fol-
lowing result of [25] (see also [12, Lemma 5.4]) to “remove” primes from
S one at a time.
DS∪{P}(s,mP i; t, pi−j∞ ) =
DS(s,mP
i; t, pi−j∞ )
1− pn−1−ns (27)
− g(mP
i, P i+1; t)
p(i+1)s
DS(s,mP
n−i−2; t, pi−i−j−1∞ )
1− pn−1−ns ,
Making a change of variables and applying (26), we put the two terms
on the left-hand side of (27) together to obtain (25) after v iterations.
It remains to see that (25) satisfies (23). For this, we first apply
the functional equations of D∗. Assume k = (k1, . . . , kr), where each
kj ∈ {0, . . . , n(α1)− 1}, and let
E = E(k) = P (l1−2k1)n · · ·P (lv−2kv)mv
F = F (k) = P−k1 · · ·P−kvv .
Set e = degE and f = degF . It follows from (21) that
D∗(s1, E; ‖α1‖
2
, i− f) = |E|1−s1P ‖α1‖2i−f,e (s1)D∗(2− s1, E; ‖α1‖
2
, i− f)
+Q
‖α1‖2
i−f,e (s1)D
∗(2− s1, E; ‖α1‖2 , e+ 1− (i− f)).
Recall that P
‖α1‖2
i,j and Q
‖α1‖2
i,j depend only on the value of 2i−j modulo
n(α1). We have
2i− 2f − e = 2i−
v∑
j=1
degPj(−2kj − (lj − 2kj)n)
≡ 2i− n+
v∑
j=1
degPj(lj)n
≡ 2i− degAm1 mod n.
Therefore Pi−f,e(s1) = Pi,degAm1(s1) and Qi−f,e(s1) = Qi,degAm1(s1) do
not depend on k. The result now follows from [12] using (24). 
3.3. Functional Equations for Z∗(s; m). We now derive the func-
tional equations for Z∗(s; m). Fix a simple reflection σi ∈ W and let
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n = n(αi). We have the following decomposition:
Z∗(s; m, I) =Ξ(s)
∑
c=(Omon)r
cj≡Ij mod n(αj)
H(c1, . . . , ci, . . . , cr; m)
|c1|s1 · · · |cr|sr (28)
=
Ξ(s)
ζ(nsi − n+ 1)
∑
c=(Omon)r−1
cj≡Ij mod n(αj)
1∏r
j=1,j 6=i |cj|sj
E∗(si, cˆi; m, Ii).
Let C =
∏
j 6=i c
c(j,i)
j . Applying (23) to E∗(si, cˆi; m, Ii, i), we see (28)
equals
Ξ(s)
ζ(nsi − n+ 1)
∑
c=(Omon)r−1
cj≡Ij mod n(αj)
1∏r
j=1,j 6=i |cj|sj
|Cmi|1−si (29)
×
(
P
‖αi‖2
Ii,degCmi
(si)E∗(2− si, cˆi; m, Ii) +Q‖αi‖
2
Ii,degCmi
(si)E∗(2− si, cˆi; m, degCmi + 1− Ii)
)
.
Substituting degCmi = degmi −
∑
j 6=i c(j, i) deg cj into (29), we have
Ξ(s)
ζ(nsi − n+ 1) |mi|
1−si
∑
c=(Omon)r−1
cj≡Ij mod n(αj)
1∏r
j=1,j 6=i |cj|sj−c(j,i)(si−1)
×
(
P
‖αi‖2
Ii,degmi−
∑
j 6=i c(j,i)Ij
(si)E∗(2− si, cˆi; m, Ii)
+Q
‖αi‖2
Ii,degmi−
∑
j 6=i c(j,i)Ij
(si)E∗(2− si, cˆi; m, degmi −
∑
j 6=i
c(j, i)Ij + 1− Ii)
)
.
Recall that σi permutes the positive roots of Φ other than αi. It follows
that
Ξ(s)
ζ(nsi − n+ 1) =
Ξ(σis)
ζ(n(2− si)− n+ 1) .
Thus we have achieved the desired result.
It will be convenient to express (17) in a slightly different way. Sum-
ming Z∗(s; m, I) over all I, we have
Z∗(s; m) = |mi|1−si
∑
I
(
P
‖αi‖2
Ii,degmi−
∑
j 6=i c(j,i)Ij
+Q
‖αi‖2
(σi•I)i,degmi−
∑
j 6=i c(j,i)Ij
)
Z∗(s; m; I).
(30)
We remark on the similarity between the p-part functional equations
(14) and the global functional equations (30).
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4. The Support of Z∗(s; m)
In this section we prove the rationality of and describe the support
of Z∗(s; m). Let Xi = q−si and X = (X1, . . . , Xr). Under this identifi-
cation, we put Z∗(X; m) = Z∗(s; m).
4.1. Rationality of Z∗(X; m). The key to understanding the rela-
tionship between the global series and its p-parts is to note that both
F (x; `) and Z∗(X; m) are rational functions that, up to a change of
variables, satisfy the same functional equations. Thus, we first show
that Z∗(X; m) is indeed a rational function.
Theorem 4.1. Write
∑
α∈Φ+ α =
∑r
i=1 ρiαi so that ρi is the coeffi-
cient of αi in the sum of positive roots of Φ. For a fixed choice of
reduced expression w0 = σitσit−1 · · ·σi1, let βj for j = 1, . . . , t be the
positive root corresponding to σij . That is, βj = σitσit−1 · · ·σij+1(αij)
cf. [1, VI: Corollary 2 to Proposition 17]. For fixed l, write
∑
ij=l
βl =∑r
k=1 clkαk.
Finally, set D(X) =
∏
α>0(1− qn(α)d(α)+1Xn(α)α). Then N (X; m) =
D(X)Z∗(X; m) is polynomial in X1, . . . , Xr of degree at most ρi +∑r
k=1 cki degmk in each Xi.
Our proof requires the following root-theoretic statement.
Theorem 4.2. Fix a reduced expression w0 = σitσit−1 · · ·σi1, where
necessarily t = #Φ+. Let βj for j = 1, . . . , t be the positive roots
corresponding to σij . That is, βj = σitσit−1 · · ·σij+1(αij) cf. [1, VI:
Corollary 2 to Proposition 17]. Then∑
ij=k
βk = $k − w0$k. (31)
Remark. If w0 = −1, then the right-hand side of (31) becomes 2$k.
If we sum (31) over all k, we get the two standard expressions for 2ρ:∑
α∈Φ+ α = 2
∑r
i=1$i. Thus Theorem 4.2 can be seen as a refinement
of the two different ways of computing 2ρ.
Proof of Theorem 4.2. Our proof of Theorem 4.2 for the classical cases
utilizes a specific good choice of reduced decomposition for w0 due
to Littelmann [23]. The exceptional cases G2, F4, E6, E7, and E8
were checked via computer computation with LiE. In what follows,
(1, . . . , r) is the canonical basis on Rr (see [1, VI, 4.]). Below we
use nonstandard terminology and refer to the positive roots βk corre-
sponding to the simple reflections σk in the reduced expression for w0
as k-roots.
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Let Φ = Ar. The simple roots are α1 = 1 − 2, . . . , αr = r − r+1.
For A1, w0 = −1 and (31) is easily verified. For r ≥ 2, w0 is the
automorphism of Φ that transforms αi to −αr+1−i. In this case the
fundamental weights are$i = 1+· · ·+i− ir+1
∑r+1
j=1 j (see for example,
[1, Plate I]). Following [23], the good decomposition of the long word
is
w0 = σ1(σ2σ1)(σ3σ2σ1)(. . .)(σrσr−1 · · ·σ2σ1),
and the corresponding enumeration of the positive roots is
β1 = 1 − 2; β2 = 1 − 3; β3 = 2 − 3; β4 = 1 − 4, . . . , β6 = 3 − 4; . . . ;
βR−r+1 = 1 − r+1; . . . ; βR = r − r+1,
where R = 1
2
r(r + 1). One readily checks that the k-roots are of the
form i − j such that 1 ≤ i < j ≤ r + 1 and j − i = k. It follows
that
∑
ij=k
βj =
∑
ij=r−k+1 βj. Therefore, we assume without loss of
generality that k ≤ r/2. It follows from our definition of $k that
$k − w0$k = $k +$r−k+1 = (1 + · · ·+ r−k+1)− (k+1 + · · ·+ r+1).
Clearly this agrees with the sum of the k-roots.
Let Φ = Br or Φ = Cr. As in [23], we label the simple roots αr = 1−
2, . . . , α2 = r−1 − r, α1 = r for Br and respectively α1 = 2r for Cr.
(This is different from the usual enumeration in [1]!) With this labeling,
we have $k =
∑r−k+1
i=1 i for k = 2, . . . r and $1 =
1
2
(1 + 2 + · · ·+ r)
for Br and respectively $1 = 1 + 2 + · · · + r for Cr. Note that in
both cases w0 = −1.
The good decomposition of the long word is
w0 = σ1(σ2σ1σ2)(. . .)(σr−1 . . . σ1 . . . σr−1)(σrσr−1 . . . σ1 . . . σr−1σr),
and the corresponding enumeration of the positive roots for Br is
β1 = r; β2 = r−1 + r, β3 = r−1, β4 = r−1 − r; . . . ;
βR−2r+2 = 1 + 2, . . . , βR−r+11; . . . βr = 1 − 2;
where R = r2. The enumeration for Cr is
β1 = 2r; β2 = r−1 + r, β3 = 2r−1, β4 = r−1 − r; . . . ;
βR−2r+2 = 1 + 2, . . . , βR−r+121; . . . βr = 1 − 2.
One easily checks (31) holds in all cases. That is, the k-roots sum to
2$k.
Let Φ = Dr. As in [23], we label the simple roots αr = 1 −
2, . . . , α2 = r−1 − r and α1 = r−1 + r. (This is different from
the usual enumeration in [1]!) With this labeling, we have $1 =
1
2
(1 + 2 + · · ·+ r−2 + r−1 + r); $2 = 12(1 + 2 + · · ·+ r−2 + r−1− r);
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and $i = 1 + 2 + · · · + r−i+1 for 3 ≤ i ≤ r. In this case we have
w0 = −1 if r is even and w0 = −ε if r is odd, where ε is the auto-
morphism of Φ that interchanges α1 and α2 and leaves the other αi
fixed.
The good decomposition of the long word is
σ1σ2(σ3σ1σ2σ3)(σ4σ3σ1σ2σ3σ4)(. . .)(σr . . . σ4σ3σ1σ2σ3σ4 . . . σr),
and the corresponding enumeration of the positive roots is
β1 = r−1 + r, β2 = r−1 − r; β3 = r−2 + r−1, β4 = r−2 − r
β5 = r−2 + r, β6 = r−2 − r−1; . . .
βR−2r+3 = 1 + 2, . . . , βR−r = r + r−1, βR−r+1 = 1 − r
βR−r+2 = 1 + r, βR−r+3 = 1 − r−1, . . . , βR = 1 − 2;
where R = r2 − r. With this labeling, Equation (31) is easily verified.

Proof of Theorem 4.1. Our arguments generalize that of Theorem 5.1
of Fisher–Friedberg [16] and Proposition 4.1 of Chinta [9], which treat
the case Φ = A2 and m = (1, 1). First note that Theorem 6.1 of [12]
shows Z∗(X; m) is meromorphic and its set of polar hyperplanes is con-
tained in the W -translates of the hyperplanes si = 1±1/ gcd(n, ‖αi‖2).
Thus, by arguments similar to the proof of Theorem 2 in [3], the func-
tion N (X; m) is entire. To prove that it is polynomial, we bound the
degree. We consider two cases, dependent on the action of w0 on Φ.
• Case 1: A1, Φ = Br, Cr, Dr with r even, E7, E8, F4, or G2.
• Case 2: Φ = Ar with r ≥ 2, Dr with r odd, or E6.
We first address Case 1. In this case, we have w0 = −1. For now,
assume that gcd(n, ‖α‖) = 1 for all positive roots α and m = (1, . . . , 1).
Let ~Z∗(X; m) be the column vector consisting of all Z∗(X; m, I) with
I = (I1, . . . , Ir) satisfying Ij ∈ {0, . . . , n− 1}. In matrix notation, the
functional equation (17) can be expressed as
~Z∗(X; m) = Aσi(Xi) ~Z∗(σiX; m) (32)
where Aσi(Xi) is an n
r×nr matrix whose coefficients are the functions
P ti,j(Xi) and Q
t
i,j(Xi). We note that by definition, each Aσi(Xi) 
X1−ni . Let t = #Φ
+ and fix a reduced expression w0 = σi1σi2 · · ·σit .
Let Aw0(X) be the matrix product corresponding to repeated appli-
cation of the functional equations for this this choice. Indeed we can
write Aw0(X) explicitly as
∏t
j=1 Aσij (σitσit−1 · · · σij+1x
αij ). Note that
by Bourbaki VI Corollary 2 to Proposition 17, the σitσit−1 · · ·σij+1xαij
correspond to the distinct positive roots of Φ, with some extraneous q
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powers. Thus, we can express the functional equation (17) in matrix
form as
~Z∗(X; m) = Aw0(X) ~Z∗(
1
q2X1
, . . . ,
1
q2Xr
; m). (33)
Multiplying both sides by D(X)D( 1
q2X1
, . . . , 1
q2Xr
) yields
D(
1
q2X1
, . . . ,
1
q2Xr
) ~N (X; m) = D(X)Aw0(X) ~N (
1
q2X1
, . . . ,
1
q2Xr
; m)
(34)
where ~N (X; m) is the vector with components D(X) ~Z∗(X; m, I). It
suffices now to show that each entry of ~N (X; m) is of degree at most
ρi in each Xi. Let Xi → ∞ in (34). The terms D( 1q2X1 , . . . , 1q2Xr ) and
~N ( 1
q2X1
, . . . , 1
q2Xr
; m) remain bounded, while
D(X) = O(|
r∏
i=1
Xρini |) and Aw0(X) = O(|
r∏
i=1
Xρi−ρini |).
Therefore the right hand side is O(
∏r
i=1 X
ρi
i ). Thus, N (X; m) is a
polynomial of degree at most ρi in each Xi.
If gcd(n, ‖α‖) > 1 for some α ∈ Φ, then our vector ~Z∗(X,m) has
length
∏r
i=1 n(αi). Still, we derive (34) is the same way, and we readily
check that as Xi → ∞, D(X) = O(|
∏r
i=1X
ρin(αi)
i | and Aw0(X) =
O(|∏ri=1Xρi−ρin(αi)i |).
For general m, we have Aσi(Xi)  X1−n(αi)+degmii . In the notation
of theorem, we write Aw0(X) =
∏t
j=1Aσij (q
∗Xθj), where q∗ represents
some extraneous q powers. It follows that
Aw0(X) = O(|
r∏
i=1
X
ρi−ρin(αi)+
∑r
k=1 cki degmk
i |).
The same strategy as above shows that N (X; m) is polynomial in
X1, . . . , Xr of degree at most ρi +
∑r
k=1 cki degmk in each Xi. Note
that this expression is independent of our choice of reduced expression
for w0 by Theorem 4.2.
In Case 2 it is not true that w0 = −1. However, here we have
additional automorphisms of Φ (see [1, VI]) that yield extra functional
equations (in addition to that of (17)), which correspond to relabeling
the variables X1, . . . , Xr. In each case, let B represent the matrix
corresponding to the functional equation as follows: for Φ = Ar and r ≥
2, the functional equation that interchanges si and sr−i+1; for Φ = Dr
and r odd, the functional equation that interchanges sr−1 and sr; and
for E6, the functional equation that exchanges s1, s2, s3, s4, s5, s6 with
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s6, s2, s5, s4, s3, s1, respectively. Now for each case separately, replace
(33) with
~Z∗(X; m) = BAw0(X) ~Z∗(
1
q2X1
, . . . ,
1
q2Xr
; m).
The remainder of the argument for Case 1 now follows in the exact
same way. 
4.2. The Variable Change. In what follows, we abuse terminology
and refer to both F (x; θ) = F (x; `) and N(x; θ) = N(x; `) as p-parts.
(Previously, we referred to F (x; `) as modified p-parts.) Recall that we
say Z(s; m) is untwisted when m = (1, . . . , 1). Similarly, we say that
the p-part F (x; `) is untwisted when ` = (0, . . . , 0). It was noticed in [9],
for Φ = A2, and [13], for Φ = Ar and n  r, that a variable change
transforms F (x; 0) to Z∗(X; 1). We now generalize this observation to
all Φ and n.
Proposition 4.3. Let F˜ (X; 0, . . . , 0) denote F (x; 0, . . . , 0) after the
variable change  si 7→ 2− sip = |P | 7→ 1/q
g∗k(P ) 7→ τ(k)
, (35)
where τ(k) and g∗k(P )are the Gauss sums defined by (2) and (3), re-
spectively. Then Z∗(X; 1, . . . , 1) = F˜ (X; 0, . . . , 0).
Proof. Let β =
∑r
j=1 βjαj and let (σi • β)j denote the αj coefficient of
σi • β. One computes
(σi • β)j =
{
βj if i 6= j,
1− βi −
∑
j 6=i βjc(j, i) if i = j.
It follows that δi(β) = 1 −
∑
j 6=i c(j, i)βj − 2βi. Put I = βi and
J = −∑j 6=i c(j, i)βj. Then the transformation (35) takes Pβ,0,i(xi)
and Qβ,0,i(xi) of (11) to P ‖αi‖
2
I,J (si) and Q
‖αi‖2
I,J (si) of (18), under the
assumption m = (1, . . . , 1). Thus the functional equations (14) of
F (x; 0, . . . , 0) and (30) of Z∗(X; 1, . . . , 1) coincide up to this change of
variables.
Next, notice that Z∗(X; 1, . . . , 1) and F˜ (X; 0, . . . , 0) have the same
polar behavior. This follows from Theorem 4.1 and the observation
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that substituting ζO(s) = (1− q1−s)−1 we can rewrite
Ξ(X) =
∏
α=
∑
kiαi>0
ζO(1 + n(α)
r∑
i=1
ki(si − 1))
=
∏
α=
∑
kiαi>0
(1− q1−(1−n(α)d(α)+n(α)
∑r
i=1 kisi))−1
=
∏
α>0
(1− qn(α)d(α)Xn(α)α)−1.
Then (35) takes pnxni to q
nXni and hence ∆(x)
−1 to Ξ(X).
Finally, both Z∗(X; 1, . . . , 1) and F˜ (X; 0, . . . , 0) have constant term
equal to one. Applying Theorem 2.2, both functions are uniquely de-
termined by their functional equations; thus, they must be equal. 
4.3. The Support of Z∗(s; m). We can now describe the support of
Z∗(s; m) for any m.
Theorem 4.4. Fix m ∈ Or and put ` = (degm1, . . . , degmr). Define
θ according to (7), and let F˜ (X; θ) denote F (x; θ) after applying (35).
Let Θ be the set of dominant weights in the representation of highest
weight θ, and let Θ+ ⊂ Θ be the subset of regular dominant weights.
Then
Z∗(X; m) =
∑
ξ∈Θ+
Mθ−ξF˜ (X; ξ)Xθ−ξ,
where for λ =
∑r
i=1 λiαi, the coefficients Mλ are the character sums
Mλ =
∑
c∈(Omon)r
deg ci=λi
H(c; m).
Remark. The Mλ are the X
λ coefficients of Z(s; m) — the original
series, without the normalizing factors — expressed as a power series
in Xi = q
−si .
Proof. Let F(X) = N (X)/D(x) be any rational function with the same
polar behavior as Z∗(X; m) and that satisfies (30). Write N (X) =∑
λ bλX
λ. By the proof of Proposition 4.3 and Theorem 2.2, the polyno-
mialN (X) is completely determined by the coefficients bθ−ξ for ξ ∈ Θ+.
Since both F(X) and F˜ (x; ξ) share the same denominator, Theorem
2.3 yields
F(X) =
∑
ξ∈Θ+
mξF˜ (X; ξ)X
θ−ξ, mξ ∈ C. (36)
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It remains to identify the coefficients Mλ. For this we let f(x; `) :=
∆(x)F (x; `). Let mξ = Mθ−ξ, where Mλ is the Xλ coefficient of
Z(s; m), written as a power series in the Xi = q
−si . For each ξ ∈ Θ+,
we have F˜ (X; ξ) = f˜(X; ξ)/∆˜(X). It follows that∑
ξ∈Θ+
mξF˜ (X; ξ)X
θ−ξ =
1
∆˜(X)
∑
ξ∈Θ+
mξf˜(X; ξ)X
θ−ξ. (37)
Since Z∗(X; m) = Ξ(s)Z(s; m) and Ξ(s) = ∆˜(X)−1, from (37) we have
Z(s; m) :=
∑
λ
Mλx
λ =
∑
ξ∈Θ+
mξf˜(X; ξ)X
θ−ξ.
Writing both sides as power series in the Xi, the constant coefficient of
every series on the right-hand side is one. To equate mξ with Mθ−ξ, we
induct on ξ. It is clear that mθ = M0 = 1. Choose ξ ≺ θ, and suppose
that m′ξ = Mθ−ξ′ for all ξ
′  ξ. By Theorem 2.4, the f˜(X; ξ′)Xθ−ξ′
are supported outside or on the boundary of the Π′ξ. Thus scaling
f˜(X; ξ′)Xθ−ξ
′
by Mθ−ξ′ does not affect the coefficients of f˜(X; ξ)Xθ−ξ.
Since the constant coefficient of f˜(X; ξ)Xθ−ξ is one, we must have mξ =
Mθ−ξ′ . 
4.4. Examples. We now apply Theorem 4.4 to two low rank examples.
First we consider Φ = A2. We take n = 3 and q = 7, and choose
m = (T 3 + 5T + 2, 1). Note that T 3 + 5T + 2 is irreducible over F7.
Put θ = 4$1 + $2. One can show Θ
+ = {θ, 2($1 + $2), $1 + $2}
and {θ − ξ : ξ ∈ Θ+} = {0, α1, 2α1 + α2}. Let X = (X1, X2) where
Xi = q
−si . Theorem 4.4 implies that
Z∗(X; m) = M0F˜ (X; 3, 0) +Mα1F˜ (X; 1, 1)X1 +M2α1+α2F˜ (X; 0, 0)X21X2,
(38)
where
M0 = H(1, 1; m) = 1,
Mα1 =
∑
c1 deg 1
H(c1, 1; m),
M2α1+α2 =
∑
c1 deg 2
∑
c2 deg 1
H(c1, c2; m).
Using Magma, we find that Mα1 = τ()(−0.5 + 2.598i) and M2α+α2 ≈
τ()3(6.5 + 2.598i). Figure 1 shows the support of the numerator
of the global series Z∗(X; m), expressed in terms of the shifted p-
parts. The support of N˜(X; 3, 0) is shown in light gray, the support of
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Mα1N˜(X; 1, 1)X1 is shown in gray, and the support ofM2α1+α2N˜(X; 0, 0)X
2
1X2
is shown in black.
Remark. To simplify the computation of the Gauss sums, we used the
following useful fact: For c ∈ A, let µ(c) denote the Mo¨bius function.
Then [25, Theorem 2.1]
g(1, c) = µ(c)
((
c′
c
)
3
)
(−τ())deg c.
Remark. We note that Mα1 and M2α1+α2 are algebraic. In fact, they
live in the compositum of Q(ζ3) and Q(ζ7 + ζ−17 ), where ζa denotes a
primitive ath root of unity.
Figure 1. Support of the numerator of Z∗A2(X;T
3 +
5T + 2, 1), in terms of the N˜(X; ξ).
Next we consider Φ = B2. We take n = 2 and q = 5, and choose
m = (1, T 2 + 2). To apply Theorem, we put θ = $1 + 3$2. One can
show that Θ+ = {ρ,$1 + 3$2, 2$1 + $2} and {θ − ξ : ξ ∈ Θ+} =
{0, α2, α1 + 2α2}. Thus
Z∗(X; m) = M0F˜ (X;$1+3$2)+Mα2F˜ (X; 2$1+$2)X2+Mα1+2α2F˜ (X; ρ)X1X
2
2 ,
where
M0 = H(1, 1; m) = 1,
Mα2 =
∑
c2 deg 1
H(1, c2; m),
Mα1+2α2 =
∑
c1 deg 1
∑
c2 deg 2
H(c1, c2; m).
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Using Magma, we compute thatM0 = 1, Mα2 = −τ(), andMα1+2α2 =
q2. Figure 2 shows the support of the numerator of the global series
Z∗(X; m), expressed in terms of the shifted p-parts. The support of
N˜(X; 0, 2) is shown in light gray, the support of Mα1N˜(X; 1, 0)X2 is
shown in gray, and the support of Mα1+2α2N˜(X; 0, 1)X1X
2
2 is shown in
black.
Figure 2. Support of the numerator of Z∗B2(X; 1, T
2 +
2), in terms of the N˜(X; ξ).
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