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SCHUR DUALITY IN THE TOROIDAL SETTING
M.Varagnolo
1
, E.Vasserot
2
The classical Frobenius-Schur duality gives a correspondence between finite dimensional
representations of the symmetric and the linear groups. The goal of the present paper is to extend
this construction to the quantum toroidal setup with only elementary (algebraic) methods. This
work can be seen as a continuation of [J], [D1] and [C2] (see also [CP] and [GRV]) where the
cases of the quantum groups Uq (sl (n)), Y (ŝl (n)) (the Yangian) and Uq (ŝl (n)) are given. In the
toroidal setting the two algebras involved are a deformation of Cherednik’s double affine Hecke
algebra introduced in [C1] and the quantum toroidal group, as given in [GKV]. Indeed, one should
keep in mind the geometrical construction in [GRV] and [GKV] in terms of equivariant K-theory
of some flag manifolds. A similar K-theoretic construction of Cherednik’s algebra has motivated
the present work. At last, we would like to lay emphasis on the fact that, contrary to [J], [D1]
and [C2], the representations involved in our duality are infinite dimensional. Of course, in the
classical case, i.e. q = 1, a similar duality holds between the toroidal Lie algebra and the toroidal
version of the symmetric group.
1. Definition of the toroidal Hecke algebra.
For any non-negative integer k set
[k] = {0, 1, 2, ..., k} and [k]
×
= [k] \ {0}.
1.1. Definition. The toroidal Hecke algebra of type gl (l), H¨A , is the unital associative algebra
over A = C[x
±1
,y
±1
,q
±1
] with generators
Ti
±1
, X
±1
j , Y
±1
j , i ∈ [l− 1]
×
, j ∈ [l]
×
and the following relations :
Ti · T
−1
i = T
−1
i · Ti = 1, (Ti + 1) · (Ti − q
2
) = 0,
Ti · Ti+1 · Ti = Ti+1 · Ti · Ti+1,
Ti · Tj = Tj · Ti if |i− j| > 1,
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X0 ·Y1 = x · Y1 ·X0, Xi · Xj = Xi ·Xj , Yi ·Yj = Yj · Yi,
Xj · Ti = Ti ·Xj , Yj · Ti = Ti ·Yj , if j 6= i, i+ 1
Ti ·Xi · Ti = q
2
·Xi+1, T
−1
i · Yi · T
−1
i = q
−2
· Yi+1,
X2 · Y
−1
1 ·X
−1
2 ·Y1 = q
−2
· y · T
2
1,
where X0 = X1 · X2 · · ·Xl.
1.2. Remarks. (i) When x is taken to be 1 the toroidal Hecke algebra is nothing but the double
affine Hecke algebra introduced by Cherednik (see [C1]).
(ii) Note that the map Ti 7→ T
−1
i , Xi 7→ Yi, Yi 7→ Xi, x 7→ x
−1
, y 7→ y
−1
, q 7→ q
−1
,
extends to an automorphism, Ξ, of H¨A over C.
1.3. Given 1 ≤ i ≤ j < l set T
i,j
= Ti · Ti+1 · · ·Tj and Tj,i = Tj · Tj−1 · · ·Ti. Then, put
Q = X1 · T1,l−1 ∈ H¨A . Clearly, Ti
±1
, Y
±1
j , Q
±1
(i ∈ [l − 1]
×
, j ∈ [l]
×
) is a system of
generators of H¨A . Besides, for any i ∈ [l − 1]
×
a direct computation gives Q ·Yi ·Q
−1
= y
−1
·Yi+1,
and Q · Yl ·Q
−1
= x · y
l−1
· Y1. Indeed we have (see [C1])
Proposition. The toroidal Hecke algebra H¨A admits an equivalent presentation in terms of
generators
Ti
±1
, Y
±1
j , Q
±1
, i ∈ [l − 1]
×
, j ∈ [l]
×
,
with relations :
Ti · T
−1
i = T
−1
i · Ti = 1, (Ti + 1) · (Ti − q
2
) = 0,
Ti · Ti+1 · Ti = Ti+1 · Ti · Ti+1,
Ti · Tj = Tj · Ti if |i− j| > 1,
Yi · Yj = Yj · Yi, Ti
−1
· Yi · Ti
−1
= q
−2
·Yi+1,
Yj · Ti = Ti · Yj , if j 6= i, i+ 1
Q · Ti−1 ·Q
−1
= Ti (1 < i < l − 1), Q
2
· Tl−1 ·Q
−2
= T1,
Q · Yi ·Q
−1
= y
−1
· Yi+1 (1 ≤ i ≤ l − 1), Q · Yl ·Q
−1
= x · y
l−1
· Y1.
1.4. Let H˙
(1)
A
, H˙
(2)
A
⊂ H¨A be the subalgebras generated respectively by Ti
±1
, Y
±1
j and Ti
±1
, X
±1
j
(i ∈ [l − 1]
×
, j ∈ [l]
×
). Thus, H˙
(1)
A
and H˙
(2)
A
are isomorphic to the affine Hecke algebra over A of
type gl (l), simply denoted H˙A .
1.5. Let HA ⊂ H¨A be the subalgebra generated by Ti
±1
(i ∈ [l − 1]
×
). Thus, HA is the Hecke
algebra over A of finite type gl (l).
1.6. Given complex numbers q, x, y ∈ C×, letM
x,y,q
⊂ A be the maximal ideal generated by q−q,
x− x and y − y. Then, put C
x,y,q
= A/M
x,y,q
and
H¨ = H¨A ⊗A Cx,y,q , H = HA ⊗A Cx,y,q ,
2
H˙
(1)
= H˙
(1)
A
⊗A Cx,y,q , H˙
(2)
= H˙
(2)
A
⊗A Cx,y,q .
2. Definition of the toroidal quantum group.
2.1. Definition. The toroidal quantum group of type sl (n + 1), U¨B , is the unital associative
algebra over B = C[c
±1
,d
±1
,q
±1
] with generators
ei,k, fi,k, ki,k, k
−1
i,0, i ∈ [n], k ∈ Z.
The relations are expressed in term of the formal series
ei(z) =
∑
k∈Z
ei,k · z
−k
, fi(z) =
∑
k∈Z
fi,k · z
−k
, k
±
i (z) = k
±1
i,0 +
∑
l∈N
ki,±l · z
∓l
,
as follows
(2.1.1) k
−1
i,0 · ki,0 = ki,0 · k
−1
i,0 = 1, [k
±
i (z),k
±
j (w)] = 0,
(2.1.2) θaij (c
−2
d
mij
· z/w) · k
+
i (z) · k
−
j (w) = θaij (c
2
d
mij
· z/w) · k
−
j (w) · k
+
i (z),
(2.1.3) k
±
i (z) · ej(w) = θaij (c
±1
d
mij
· z/w) · ej(w) · k
±
i (z),
(2.1.4) k
±
i (z) · fj(w) = θ−aij (c
∓1
d
mij
· z/w) · fj(w) · k
±
i (z),
(2.1.5) (q− q
−1
)[ei(z), fj(w)] = δij
(
δ(c
−2
· z/w) · k
+
i (c · w)− δ(c
2
· z/w) · k
−
i (c · z)
)
,
(2.1.6) ei(z) · ej(w) = θaij (d
mij
z/w) · ej(w) · ei(z),
(2.1.7) fi(z) · fj(w) = θ−aij (d
mij
z/w) · fj(w) · fi(z),
(2.1.8) {(ei(z1) · ei(z2) · ej(w)− (q + q
−1
) · ei(z1) · ej(w) · ei(z2) + ej(w) · ei(z1) · ei(z2)}+
+{z
1
↔ z
2
} = 0, if |i− j| = 1,
(2.1.9) {fi(z1) · fi(z2) · fj(w) − (q+ q
−1
) · fi(z1) · fj(w) · fi(z2) + fj(w) · fi(z1) · fi(z2)}+
+{z
1
↔ z
2
} = 0, if |i− j| = 1,
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where δ(z) =
∑∞
n=−∞
zn, θm(z) =
q
m
·z−1
z−q
m and aij , mij , are the entries of the following [n] × [n]-
matrices
A =

2 −1 0 0 −1
−1 2 −1 · · · 0 0
0 −1 2 0 0
...
. . .
...
0 0 0 2 −1
−1 0 0 · · · −1 2
 , M =

0 −1 0 0 1
1 0 −1 · · · 0 0
0 1 0 0 0
...
. . .
...
0 0 0 0 −1
−1 0 0 · · · 1 0
 .
2.2. Remark. Note that, given a ∈ C×, the map ei,k 7→ a
k
ei+1,k, fi,k 7→ a
k
fi+1,k, ki,k 7→
a
k
ki+1,k en,k 7→ a
k
e0,k, fn,k 7→ a
k
f0,k, kn,k 7→ a
k
k0,k (i ∈ [n − 1], k ∈ Z), extends to an
automorphism, Ψa, of the B-algebra U¨B .
2.3. Let U˙
(1)
B
, U˙
(2)
B
⊂ U¨B be the subalgebras generated respectively by ei,k, fi,k, ki,k, k
−1
i,0 (i ∈ [n]
×
,
k ∈ Z), and ei = ei,0, fi = fi,0, k
±1
i = k
±1
i,0 (i ∈ [n]). The relations involving the Fourier coefficients
of ei(z d
−i
), fi(z d
−i
) and k
±
i (z d
−i
) (i ∈ [n]
×
) are precisely the relations in Drinfeld’s “new
presentation” of the affine quantum group of type ŝl (n + 1) (see [D1]). In another hand the
relations involving ei, fi and k
±
i are the quantum analogue of the Kac-Moody relations of type
A
(1)
n . Thus U˙
(1)
B
and U˙
(2)
B
are both isomorphic to the affine quantum group of type ŝl (n+1), simply
denoted by U˙B (see [B]).
2.4. Let UB ⊂ U¨B be the subalgebra generated by ei, fi, k
±1
i (i ∈ [n]
×
). Then UB is the quantum
enveloping algebra of sl (n+ 1).
2.5. Given complex numbers c, d, q ∈ C× let N
c,d,q
⊂ B be the maximal ideal generated by c− c,
d− d, q− q. Then, put C
c,d,q
= B/N
c,d,q
and
U¨ = U¨B ⊗B Cc,d,q , U = UB ⊗B Cc,d,q ,
U˙
(1)
= U˙
(1)
B
⊗B Cc,d,q , U˙
(2)
= U˙
(2)
B
⊗B Cc,d,q .
We say that a U¨-module M is integrable if
M =
⊕
λ∈Z
[n]
M
λ
, where M
(λ0,λ1,...,λn)
= {m ∈M |ki ·m = q
λi
m, ∀i ∈ [n]},
and the ei,k’s and fi,k’s are locally nilpotent on M . Moreover, a U¨-module is said to have trivial
central charge if its restrictions both to U˙
(1)
and U˙
(2)
have (in particular, c = 1).
2.6. Fix q ∈ C×, and suppose that l ≤ n. Following [CP, 2.5], a U-module is said to be of level l
if its irreducible components are isomorphic to irreducible components of V
⊗l
. Then a U˙-module
or a U¨-module is said to be of level l if it is of level l as a U-module.
3. Definition of the duality functor.
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Fix c, d, x, q ∈ C× and set y = 1.
3.1. Let V be the fundamental representation of U. It has a basis {v
i
}
i∈[n+1]
× on which the action
of ei, fi,ki (i ∈ [n]
×
) is the following
ei(vr ) = δr,i+1 vr−1 , fi(vr ) = δr,i vr+1 , ki(vr ) = q
δi,r−δi+1,r v
r
.
Then, V⊗l is a left U-module for the induced action given by the following coproduct
∆(ei) = ei⊗ki + 1⊗ ei, ∆(fi) = fi⊗1 + k
−1
i ⊗ fi, ∆(ki) = ki⊗ki.
This action commutes with the leftH-action given by Ti = 1
⊗i−1
⊗T⊗1
⊗l−i−1
, where T ∈ EndV
⊗2
verifies
T(v
r
⊗v
s
) =
 q
2
v
r
⊗v
s
if r = s,
qv
s
⊗v
r
if r < s,
qv
s
⊗v
r
+ (q
2
− 1)v
r
⊗v
s
if r > s.
3.2. For any i ∈ [n+ 1]
×
define t′i to be the automorphism of the algebra U˙ given on the Kac-
Moody generators by the formula
t′i(ei) = −fi · ki, t
′
i(ej) =
−aij∑
s=0
(−1)
s−aij
q
−s
e
(−aij−s)
i · ej · e
(s)
i (i 6= j),
t′i(fi) = −k
−1
i · ei, t
′
i(fj) =
−aij∑
s=0
(−1)
s−aij
q
s
f
(s)
i · fj · f
(−aij−s)
i (i 6= j),
t′i(kj) = ksi(j),
where e
(j)
i , f
(j)
i are the usual quantum divided powers (see [L1, 3.1.1]) and si ∈ Sn+1 is the
transposition (i i + 1). Let M ′ be an integrable U˙-module. Set t′′i ∈ AutC (M
′) (i ∈ [n+ 1]
×
) to
be the braid operator defined by
t′′i (m
′) =
∑
r−s+t=−k
(−1)
s+k
q
s−rt
e
(r)
i · f
(s)
i · e
(t)
i ·m
′,
where m′ ∈ M ′ and k ∈ N are such that ki ·m′ = q
k
m′ (see [L1, 5.2.1 and 5.2.3]). We have (see
[L1, chapters 5 and 37])
(3.2.1) ∀m′ ∈M ′, ∀u ∈ U˙, t′′i (u ·m
′) = t′i(u) · t
′′
i (m
′).
Similarly, denote by τ the automorphism of the affine Dynkin diagram A
(1)
n (with vertices indexed
by 1, . . . , n, n+1) given by τ(i) = i+1 (i ∈ [n]
×
), τ(n+1) = 1. Let τ ′ be the automorphism of the
algebra U˙ given, in terms of its Kac-Moody generators ei, fi,ki, (i ∈ [n+ 1]
×
), by the following
rule
τ ′(ei) = eτ(i), τ
′(fi) = fτ(i), τ
′(ki) = kτ(i).
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Put t′ω1 = τ
′ ◦ t′n ◦ t
′
n−1 ◦ · · · ◦ t
′
1 ∈ Aut(U˙). Take a right H˙-module M . In particular, M is a right
H-module and we can consider the dual left U-module M⊗
H
V
⊗l
. This module is endowed with a
structure of left U˙-module such that for any m ∈M and v ∈ V
⊗l
(see [CP])
en+1(m⊗v) =
l∑
j=1
m ·Y
−1
j ⊗ fθ,j (v), fn+1(m⊗v) =
l∑
j=1
m ·Yj⊗ eθ,j (v),
kn+1(m⊗v) = m⊗ (k
−1
θ
)
⊗l
(v),
where e
θ
, f
θ
,k
θ
∈ End
C
(V) are defined by means of
e
θ
· vr = δr,n+1 v1, fθ · vr = δr,1 vn+1, kθ · vr = q
δ1,r−δn+1,r vr,
and f
θ,j
= 1
⊗j−1
⊗ f
θ
⊗ (k
−1
θ
)
⊗l−j
, e
θ,j
= k
⊗j−1
θ
⊗ e
θ
⊗1
⊗l−j
. Until the end of section 3.2 take M ′ =
M⊗
H
V
⊗l
. Define τ ′′ ∈ Aut(M ′) such that
τ ′′(m⊗vj) = m · Y
δn+1,j1
1 · Y
δn+1,j2
2 · · ·Y
δn+1,jl
l ⊗vj1+1⊗vj2+1⊗ · · ·⊗vjl+1
where vn+2 stands for v1 and j = (j1, . . . , jl) is an l-tuple of integers in [n+ 1]
×
. A direct compu-
tation gives
(3.2.2) ∀m′ ∈M ′, ∀u ∈ U˙, τ ′′(u ·m′) = τ ′(u) · τ ′′(m′).
Put t′′ω1 = τ
′′ ◦ t′′n ◦ t
′′
n−1 ◦ · · · ◦ t
′′
1 ∈ Aut(M
′). As a consequence of (3.2.1) and (3.2.2),
(3.2.3) ∀m′ ∈M ′, ∀u ∈ U˙, t′′ω1(u ·m
′) = t′ω1(u) · t
′′
ω1
(m′).
Example. If l = 1 we find
(3.2.4) t′′i (m⊗vj) = (−1)
δi+1,j
q
δij
m⊗vsi(j) i ∈ [n]
×
, j ∈ [n+ 1]
×
,
(3.2.5) t′′ω1(m⊗vj) = −m · (−q
n
Y1)
δ1,j
⊗vj .
For any l-tuple j ∈ ([n+ 1]
×
)l set vj = vj1⊗ · · · ⊗vjl .
Lemma. Let j be non decreasing, and set Y1,s = Y1 ·Y2 · · ·Ys, with j
−1
(1) =]0, s]. Then
t
′′
ω1
(m⊗vj) = (−1)
l+s
q
ns
m · Y
1,s
⊗vj.
Proof. From [L1, 5.3.4], for all integrable U˙-modules N1, N2 and for all n1 ∈ N1, n2 ∈ N2
(3.2.6) ei(n1)⊗fi(n2) = 0 =⇒ t
′′
i (n1⊗n2) = t
′′
i (n1)⊗t
′′
i (n2)
(note that Lusztig uses the opposite coproduct in [L1]). Put j1 = (j1, . . . , jl−1) and for any
permutation σ ∈ Sn+1, set σ(j) = (σ(j1), . . . , σ(jl)). We first compute t′′n ◦ t
′′
n−1 ◦ · · · ◦ t
′′
1 . Note
6
that t′′n ◦ t
′′
n−1 ◦ · · · ◦ t
′′
1(m⊗vj) = m⊗t
′′
n ◦ t
′′
n−1 ◦ · · · ◦ t
′′
1(vj). We have e1(vj1) 6= 0 if and only if
j1
−1
(2) 6= ∅ and f1(vjl ) 6= 0 if and only if jl = 1. Since j is non decreasing, using (3.2.6) and (3.2.4)
we find
t′′1(vj) = t
′′
1 (vj1)⊗t
′′
1 (vjl) = · · · =
l⊗
k=1
t′′1(vjk ) = (−1)
a2
q
a1
vs1(j),
where ai is the cardinality of j
−1
(i). Suppose that
t′′k ◦ · · · ◦ t
′′
1 (vj) = (−1)
a2+···+ak+1
q
ka1
vsk···s1(j).
Now ek+1(vsk···s1(j1))⊗fk+1(vsk···s1(jl)) 6= 0 if and only if (sk · · · s1(j1))
−1
(k + 2) 6= ∅ and jl = 1,
that is if and only if j1
−1
(k+2) 6= ∅ and jl = 1. Since j is non decreasing, using (3.2.6) and (3.2.4)
we get the same formula as above for t′′k+1 ◦ · · · ◦ t
′′
1 (vj). Then, finally
t′′n ◦ · · · ◦ t
′′
1(m⊗vj) = (−1)
l−s
q
ns
m⊗v
j1−1
⊗ · · ·⊗v
jl−1
,
where v
0
stands for v
n+1
. Applying τ ′′ we find the result. ⊓⊔
3.3. Take now a right H˙
(1)
-module M and consider its dual left U˙
(1)
-module M⊗
H
V
⊗l
. Since
U˙
(1)
≃ U˙ (see 2.3) we can use all the constructions of the section 3.2 for the U˙
(1)
-moduleM⊗
H
V
⊗l
.
In particular, the formulas for en+1, fn+1 and kn+1 write as follows
en+1(m⊗v) = d
−1
l∑
j=1
m ·Y
−1
j ⊗ fθ,j (v), fn+1(m⊗v) = d
l∑
j=1
m ·Yj⊗ eθ,j (v),
kn+1(m⊗v) = m⊗ (k
−1
θ
)
⊗l
(v).
The U˙
(1)
-module structure on M⊗
H
V
⊗l
is given in terms of Drinfeld generators by (see [GRV]) :
Theorem. If j is non decreasing and i ∈ [n]
×
we have
ei(z)(m⊗vj) = q
1−t+s
m · (1 +
t−1∑
k=s+1
T
k,s+1
) · δ(q
n+1−i
d
i
zYs+1)⊗vj−
s+1
,
fi(z)(m⊗vj) = q
1−s+r
m · (1 +
s−1∑
k=r+1
T
k,s−1) · δ(q
n+1−i
d
i
zYs)⊗vj+s ,
k
±
i (z)(m⊗vj) = m ·
∏
jk=i
θ
±
1 (q
n+2−i
d
i
zYk) ·
∏
jk=i+1
θ
±
−1(q
n−i
d
i
zYk)⊗vj,
where ]r, s] = j−1(i), ]s, t] = j−1(i + 1),{
vj−
s+1
= 0 if j−1(i + 1) = ∅,
j−s+1 = (j1, . . . , js, i, js+2, . . . , jl) else,{
vj+s = 0 if j
−1(i) = ∅,
j+s = (j1, . . . , js−1, i+ 1, js+1, . . . , jl) else,
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and θ
±
m stands for the Taylor expansion of θm respectively at ∞ and 0.
Proof. Let us prove the formula involving ei,h. We know that e1,h = (−d)
−h
t
′−h
ω1
(e1) (see [B, 4.6]
and 2.3). So (3.2.3) gives
(3.3.1) e1,h ◦ t
′′−h
ω1
(m⊗vj) = (−d)
−h
t
′′−h
ω1
◦ e1(m⊗vj).
First of all note that formulas in section 3.1 give (with j
−1
(1) =]0, s] and j
−1
(2) =]s, t])
e1(m⊗vj) = q
1−t+s
m · (1 +
t−1∑
k=s+1
T
k,s+1
)⊗vj−
s+1
.
We have
t
′′−h
ω1
◦ e1 (m⊗vj) = q
1−t+s
t
′′−h
ω1
◦ (1 +
t−1∑
k=s+1
T
k,s+1
) (m⊗vj−
s+1
) =
= q
1−t+s
(1 +
t−1∑
k=s+1
T
k,s+1
) ◦ t
′′−h
ω1
(m⊗vj−
s+1
),
since Ti and t
′′
ω1
commute. Thus, using lemma 3.2, the right hand side of (3.3.1) is
(−1)
h(s+1+l)
(−d)
−h
q
1−t+s−h(s+1)n
(1 +
t−1∑
k=s+1
T
k,s+1
) (m ·Y
−h
1,s+1
⊗vj−
s+1
).
A similar computation for the left hand side of (3.3.1) gives
(−1)
h(s+l)
q
−hsn
e1,h (m ·Y
−h
1,s
⊗vj) = (−1)
h(s+l)
q
−hsn
Y
−h
1,s
· e1,h (m⊗vj),
since Yi commutes to e1,h. Now Yi commutes also with Tk,s+1 if i ∈ [s]
×
. Thus we finally obtain
e1,h (m⊗vj) = d
−h
q
1−t+s−hn
(1 +
t−1∑
k=s+1
T
k,s+1
) ·Y
−h
s+1 (m⊗vj−
s+1
).
For the other cases we proceed in a similar way. Namely, since the i-th fundamental weight ωi
verifies ωi = τ
i
·(sn ·sn−1 · · · s1)
i
, define τ ′′ωi = τ
′′i
◦(t′′n◦t
′′
n−1◦· · ·◦t
′′
1)
i
. Then ei,h = (−d)
−ih
t
′′−h
ωi
(ei).
⊓⊔
Remark. The relations (2.1.3) give in particular
e1 · k2,1 − q k2,1 · e1 = (q − q
−1
)c
−1
d
−1
e1,1 · k2.
Moreover, for any non-decreasing l-tuple j one gets
ki(m⊗ vj) = q
♯j
−1
(i)−♯j−1(i+1)
m⊗ vj,
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ki,1(m⊗ vj) = q
i−n+♯j−1(i)−♯j−1(i+1)
(1− q
−2
)d
−i
m · (q
−1 ∑
jk=i
Y
−1
k − q
∑
jk=i+1
Y
−1
k )⊗ vj,
Thus, the evaluation of the above formula on a non-zero vector of type m⊗ v1⊗ v2⊗ · · · ⊗ vl gives
c = 1. In other words, on the dual module M⊗
H
V
⊗l
the central element c is trivial, even if M is
not finite dimensional.
3.4. In the two next sections set c = 1 and take a right H¨-module M . In particular M is a right
H˙
(1)
-module and thus M⊗
H
V
⊗l
is endowed with a U˙
(1)
-module structure. Let ψ : M⊗
H
V
⊗l
→
M⊗
H
V
⊗l
be the linear map defined for any l-tuple j = (j1, j2, ..., jl) and any m ∈M by
ψ(m⊗ vj) = m ·X
−δn+1,j1
1 ·X
−δn+1,j2
2 · · ·X
−δn+1,jl
l ⊗ v1+j1 ⊗ v1+j2 ⊗ · · · ⊗ v1+jl
where v
n+2 stands for v1 .
Proposition. Given i ∈ [n] \ {0, 1}, we have the following identities in End(M⊗
H
V
⊗l
)
ψ
−1
◦ ei(z) ◦ ψ = ei−1(q
−1
dz), ψ
−2
◦ e1(xz) ◦ ψ
2
= en(q
n−1
d
1−n
z),
ψ
−1
◦ fi(z) ◦ ψ = fi−1(q
−1
dz), ψ
−2
◦ f1(xz) ◦ ψ
2
= fn(q
n−1
d
1−n
z),
ψ
−1
◦ ki(z) ◦ ψ = ki−1(q
−1
dz), ψ
−2
◦ k1(xz) ◦ ψ
2
= kn(q
n−1
d
1−n
z).
In order to prove this proposition we need the following
Lemma. For any 1 ≤ i ≤ j < l put Q
i,j
= Xi · Ti,j ∈ H¨A . Then, if i ≤ r ≤ j and i < t < j
Q
i,j
· Yr ·Q
−1
i,j
= y
−1
· Yr+1, Qi,j · Tt−1 ·Q
−1
i,j
= Tt.
Proof. We prove the first equality, the second being similar. First, suppose that i = 1 and use a
decreasing induction on j. If j = l − 1 we get the relation Q · Yr ·Q
−1
= y
−1
· Yr+1. Take r such
that 1 ≤ r ≤ j − 1, then r ≤ j and by induction we get
X1 · T1,j−1 · Tj · Yr · T
−1
j · T
−1
1,j−1
· X
−1
1 = y
−1
·Yr+1.
Since r 6= j, j + 1, we have Tj · Yr = Yr · Tj and we are done.
Fix now j and make induction on i, the case i = 1 being proved before. Consider i + 1 ≤ r ≤ j.
Then i ≤ r and by induction we have
Xi · Ti · Ti+1,j ·Yr · T
−1
i+1,j
· T
−1
i · X
−1
i = y
−1
· Yr+1.
Now Xi · Ti = q
2
T
−1
i ·Xi+1, then we find
T
−1
i · (Xi+1 · Ti+1,j ·Yr · T
−1
i+1,j
·Xi+1) · Ti = y
−1
· Yr+1,
i.e.,
Q
i+1,j
· Yr ·Q
−1
i+1,j
= y
−1
· Ti · Yr+1 · T
−1
i .
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Since 1 + r 6= i, i+ 1 we have Ti ·Yr+1 = Yr+1 · Ti and we are through. ⊓⊔
Proof of the proposition. We prove the relation involving ei. Suppose first that i 6= 0, 1. Take a
non decreasing l-tuple j. Put
j
−1
(i− 1) =]r, s], j
−1
(i) =]s, t], j
−1
(n+ 1) =]p, l],
j1 = (j1 + 1, j2 + 1, . . . , jp + 1, 1, . . . , 1), j2 = (1, . . . , 1, j1 + 1, j2 + 1, . . . , jp + 1).
Thus j2
−1
(i) =]l − p + r, l − p + s] and j2
−1
(i + 1) =]l − p + s, l − p + t]. Set Rp = q
p(p−l)
T
p,1 ·
T
p+1,2 · · ·Tl−1,l−p . Then
ei(z) ◦ ψ(m⊗vj) = ei(z)(m ·X
−1
p+1 ·X
−1
p+2 · · ·X
−1
l ⊗vj1) = ei(z)(m ·X
−1
p+1 ·X
−1
p+2 · · ·X
−1
l ·Rp⊗vj2) =
= q
1−t+s
m ·X
−1
p+1 · · ·X
−1
l ·Rp · (1 +
l−p+t−1∑
k=l−p+s+1
T
k,l−p+s+1) · δ(q
n+1−i
d
i
zYl−p+s+1)⊗vj3 ,
where j3 = (j2)
−
l−p+s+1. On the other side
ψ ◦ ei−1(q
−1
dz)(m⊗vj) = ψ
(
q
1−t+s
m · (1 +
t−1∑
k=s+1
T
k,s+1
) · δ(q
n+1−i
d
i
zYs+1⊗vj−
s+1
)
)
=
= q
1−t+s
m · (1 +
t−1∑
k=s+1
T
k,s+1
) · δ(q
n+1−i
d
i
zYs+1) · X
−1
p+1 · · ·X
−1
l · Rp⊗vj3 .
Now, R
−1
p · Xl · Xl−1 · · ·Xp+1 = q
p(p−l)
Pp, where Pp = Ql−p,l−1 · · ·Q2,p+1 · Q1,p . Thus the relation
follows from
Pp · (1 +
t−1∑
k=s+1
T
k,s+1
) · δ(Ys+1) · P
−1
p = (1 +
l−p+t−1∑
k=l−p+s+1
T
k,l−p+s+1) · δ(Yl−p+s+1),
which is a consequence of preceding lemma (note that 1 ≤ s + 1 ≤ p and 0 < k < p − 1 for any
k ∈]s, t[).
Suppose now that i = 1. Set
j
−1
(n) =]r, s], j
−1
(n+ 1) =]s, l],
j1 = (1, . . . , 1, 2, . . . , 2, j1 + 2, . . . , jr + 2), j1
−1
(1) =]0, s− r], j1
−1
(2) =]s− r, l − r],
j2 = (1, . . . , 1, 2, . . . , 2, j1 + 2, . . . , jr + 2), j2
−1
(1) =]0, s− r + 1], j2
−1
(2) =]s− r + 1, l− r],
j3 = (j1, . . . , jr, n, . . . , n, n+ 1, . . . , n+ 1), j3
−1
(n) =]r, s+ 1], j3
−1
(n+ 1) =]s+ 1, l],
j4 = (j1 + 2, . . . , jr + 2, 1, . . . , 1, 2, . . . , 2), j4
−1
(1) =]r, s+ 1], j4
−1
(2) =]s+ 1, l].
Then
e1(xz) ◦ ψ
2
(m⊗vj) = e1(xz)(m ·X
−1
r+1 · · ·X
−1
l · Rr⊗vj1) =
10
= q
1−l+s
m · X
−1
r+1 · · ·X
−1
l ·Rr · (1 +
l−r−1∑
k=s−r+1
T
k,s−r+1) · δ(q
n
dxzYs−r+1)⊗vj2 .
In another hand,
ψ
2
◦ en(q
n−1
d
1−n
z)(m⊗vj) = ψ
2
(
q
1−l+s
m · (1 +
l−1∑
k=s+1
T
k,s+1
) · δ(q
n
dzYs+1)⊗vj3
)
=
= q
1−l+s
m · (1 +
l−1∑
k=s+1
T
k,s+1
) · δ(q
n
dzYs+1) ·X
−1
r+1 · · ·X
−1
l ⊗vj4 =
= q
1−l+s
m · (1 +
l−1∑
k=s+1
T
k,s+1
) · δ(q
n
dzYs+1) ·X
−1
r+1 · · ·X
−1
l · Rr⊗vj2 .
Thus it suffices to prove that
(3.4.1) Pr · (1 +
l−1∑
k=s+1
T
k,s+1
) · δ(Ys+1) · P
−1
r = (1 +
l−r−1∑
k=s−r+1
T
k,s−r+1) · δ(xYs−r+1).
Formula (3.4.1) follows from
Lemma. For any r < l set Pr = Ql−r,l−1 · · ·Q2,r+1 ·Q1,r ∈ H¨A . Then, if r < s+ 1 and r < k < l,
Pr ·Ys+1 · P
−1
r = x · y
r
·Ys−r+1, Pr · Tk · P
−1
r = Tk−r.
Proof. By definition of Pr one gets
X0 · P
−1
r = q
2r(l−r)
X1 · X2 · · ·Xr · Tr,1 · Tr+1,2 · · ·Tl−1,l−r .
Then a direct computation gives Pr = q
2r(r−l)
Q
−1
1,l−r
·Q
−1
2,l−r+1
· · ·Q
−1
r,l−1
· X0, and the result follows
from the preceding lemma. ⊓⊔
3.5. Take e0(z), f0(z),k0(z) ∈ End(M⊗HV
⊗l
)[[z
±1
]] such that
e0(z) = ψ
−1
◦ e1(qd
−1
z) ◦ ψ, f0(z) = ψ
−1
◦ f1(qd
−1
z) ◦ ψ, k0(z) = ψ
−1
◦ k1(qd
−1
z) ◦ ψ.
The operators are thus defined in such a way that if i ∈ [n] and x = d
−n−1
q
n+1
,
(3.5.1) ψ
−1
◦ ei(z) ◦ ψ = ei−1(q
−1
dz), ψ
−1
◦ fi(z) ◦ ψ = fi−1(q
−1
dz),
ψ
−1
◦ k
±
i (z) ◦ ψ = k
±
i−1(q
−1
dz),
where e−1(z), f−1(z) and k
±
−1(z) stand for en(z), fn(z) and k
±
n (z).
Remark. Let e
θ
, f
θ
,k
θ
∈ End
C
(V) and f
θ,j
, e
θ,j
be defined as in 3.2. A direct computation gives,
for any v ∈ V
⊗l
and m ∈M ,
e0(m⊗v) =
l∑
j=1
m · Xj⊗ fθ,j (v), f0(m⊗v) =
l∑
j=1
m · X
−1
j ⊗ eθ,j (v),
11
k0(m⊗v) = m⊗ (k
−1
θ
)
⊗l
(v).
In particular k0 · k1 · · ·kn(m⊗v) = m⊗v.
The main result of this section is the following theorem :
Theorem. Suppose that x = d
−n−1
q
n+1
and c = y = 1. Then for any right H¨-module M , the
preceding formulas give a left integrable U¨-module structure on M⊗
H
V
⊗l
. Moreover M⊗
H
V
⊗l
has trivial central charge.
Proof. By construction, the formulas for ei(z), fi(z),k
±
i (z) ∈ End(M⊗HV
⊗l
)[[z
±1
]], i ∈ [n]
×
,
written in theorem 3.3 give a representation of U˙
(1)
. In order to verify all the relations 2.1, just
notice that it’s sufficient to verify the relations involving the generators Ψ
k
qd
−1
(ei(z)), Ψ
k
qd
−1
(fi(z))
and Ψ
k
qd
−1
(k
±
i (z)) of the subalgebras Ψ
k
qd
−1
(U˙
(1)
) for k = 1, 2, ..., n (see remark 2.2). But from
(3.5.1) these generators are equal respectively to ψ
k
◦ei(z)◦ψ
−k
, ψ
k
◦fi(z)◦ψ
−k
and ψ
k
◦k
±
i (z)◦ψ
−k
(i ∈ [n+ 1]
×
). Thus we are done. The integrability of M⊗
H
V
⊗l
follows from the integrability of
the U-module V. For the central charge see remarks 3.3 and 3.5.
⊓⊔
4. Definition of an inverse functor.
Fix c, d, q ∈ C×, l, n ∈ N, and set y = 1.
4.1. Remarks. (i) Suppose that q is not a root of unity. Then H-modules and integrable U-
modules are direct sums of finite dimensional modules (see [L1, 6.3.6] for the U-case). Thus, if
l ≤ n, the Schur duality in the finite case (see [J]) gives indeed an equivalence between the category
of H-modules and the category of integrable U-modules of level l.
(ii) Similarly, if q is not a root of unity and l ≤ n, the affine Schur duality gives indeed an
equivalence between the category of H˙-modules and the category of integrable U˙-module with
trivial central charge and level l.
4.2. Theorem. Suppose that x = d
−n−1
q
n+1
, c = y = 1, l + 1 < n and q is not a root of unity.
Let M ′ be an integrable U¨-module with trivial central charge and level l. Then there exists a
H¨-module, M , such that M ′ ≃M⊗
H
V
⊗l
as U¨-modules.
Proof. Given i = 1, 2, the restriction of M ′ to U˙
(i)
is integrable with trivial central charge and
level l. Thus, by affine Schur duality (see remark 4.1 (ii)) one gets an H˙
(i)
-module, M
(i)
, such that
M ′ ≃ M
(i)
⊗
H
V
⊗l
as U˙
(i)
-modules. Moreover, the M
(i)
are isomorphic as H-modules. So just
denote them by M . By construction the action of e0, f0,k0 is as in remark 3.5 and the formulas in
theorem 3.3 are valid, where the action of Xj ,Yj ∈ H¨ on M is given by the H˙
(2)
-module and the
H˙
(1)
-module structure of M . In order to prove that these actions extend to a H¨-module structure
it’s sufficient to verify that for any m ∈M ,
(4.2.1) m ·Q · Y1 ·Q
−1
= m · Y2 and m ·Q · Yl ·Q
−1
= xm ·Y1
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where Q = X1 · T1,l−1 (see 1.3). But M 7→ M⊗HV
⊗l
is an equivalence from the category of H-
modules to the category of integrable U-modules of level l (since q is not a root of unity, see 4.1).
Thus, if v ∈ V
⊗l
is a generator of V
⊗l
, i.e. V
⊗l
= U · v, the map M ∋ m 7→ m⊗v ∈M⊗
H
V
⊗l
is
injective for any H-module M .
(i) Set v = v
1
⊗v
2
⊗ · · · ⊗v
l
and w = v
2
⊗v
3
⊗ · · ·⊗v
l
⊗v
n+1
. Then,
e0(m⊗v) = q
1−l
m ·Q⊗w.
Since w is a generator of V the first relation in (4.2.1) follows from e0 · k
±
2 (z) = k
±
2 (z) · e0, which
gives
e0(m · θ
±
1 (q
n
d
2
zY2)⊗v) = k
±
2 (z) · (m ·X1⊗vn+1⊗v2⊗ · · · ⊗vl),
i.e.,
q
1−l
m · θ
±
1 (q
n
d
2
zY2) ·Q⊗w = q
1−l
m ·Q · θ
±
1 (q
n
d
2
zY1)⊗w.
(ii) Set v = v
1
⊗v
3
⊗v
4
⊗ · · · ⊗v
l+1
and w = v
3
⊗v
4
⊗ · · · ⊗v
l+1
⊗v
n+1
. Suppose now that n > l + 1.
Relations (2.1.3) give
d
−1
(e0 · k1,−1 − q
−1
k1,−1 · e0) · k1 = (q
−1
− q)e0,−1 = d(e0 · kn,−1 − q
−1
kn,−1 · e0) · kn.
When evaluated on m⊗v it writes
d
−1
e0 · k1,−1 · k1(m⊗v) = −q
−1
dkn,−1 · e0 · kn(m⊗v),
i.e.,
d
n+1
m ·Q · Yl⊗w = q
n+1
m · Y1 ·Q⊗w.
Thus, since w is a generator of V, we get the second relation in (4.2.1). ⊓⊔
5. Conclusion.
Using the theorems 3.5 and 4.2 we get the duality theorem :
Theorem. Suppose that q is not a root of unity, x = d
−n−1
q
n+1
, c = y = 1 and l + 1 < n. Then
the functor M 7→ M⊗
H
V
⊗l
is an equivalence between the category of right H¨-modules and the
category of left integrable U¨-modules with trivial central charge and level l.
Remark. By duality, since H¨ admits finite dimensional representations if and only if x = 1, the
toroidal quantum group U¨ admits finite dimensional representations if and only if d
n+1
= q
n+1
.
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