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Abstract
In this paper we investigate algebraic properties of big Ramsey
degrees in arbitrary categories satisfying some mild conditions. As
the first nontrivial consequence of the generalization we advocate in
this paper we prove that small Ramsey degrees are the minima of the
corresponding big ones. We also prove that big Ramsey degrees are
subadditive and show that equality is enforced by an abstract property
of objects we refer to as self-similarity. Finally, we apply the abstract
machinery developed in the paper to show that if a countable relational
structure has finite big Ramsey degrees, then so do its quantifier-free
reducts. In particular, it follows that the reducts of (Q, <), the random
graph, the random tournament and (Q, <, 0) all have finite big Ramsey
degrees.
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1 Introduction
Generalizing the finite version of Ramsey’s Theorem [27], the structural
Ramsey theory originated at the beginning of 1970s in a series of papers
(see [20] for references). We say that a class K of finite structures has the
Ramsey property if the following holds: for any number k > 2 of colors and
all A,B ∈ K there is a C ∈K such that
C −→ (B)Ak .
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The above is a symbolic way of expressing that no matter how we color the
copies of A in C with k colors, one can always find a monochromatic copy
B′ of B in C (that is, all the copies of A that fall within B′ are colored by
the same color).
Many natural classes of structures such as finite graphs and finite posets
do not have the Ramsey property. Nevertheless, many of these classes enjoy
the weaker property of having finite (small) Ramsey degrees first observed
in [6]. An integer t > 1 is a (small) Ramsey degree of a structure A ∈ K if
it is the smallest positive integer satisfying the following: for any k > 2 and
any B ∈ K there is a C ∈ K such that
C −→ (B)Ak,t.
This is a symbolic way of expressing that no matter how we color the copies
of A in C with k colors, one can always find a t-oligochromatic copy B′ of B
in C (that is, there are at most t colors used to color the copies of A that
fall within B′). If no such t > 1 exists for an A ∈ K, we say that A does not
have finite (small) Ramsey degree. For example, finite graphs, finite posets
and many other classes of finite structures are known to have finite (small)
Ramsey degrees [6, 7, 8].
The infinite version of Ramsey’s Theorem [27] claims that given a finite
chain n, no matter how we color the copies of n in the chain ω = {0, 1, 2, . . .}
with k colors, one can always find a monochromatic copy of ω inside ω. In-
terestingly, the same is not true for Q. One can easily produce a Sierpin´ski-
style coloring of two-element subchains of Q with two colors and with no
monochromatic copy of Q. However, for every coloring of two-element sub-
chains of Q with k colors one can always find a 2-oligochromatic copy of Q
[9, 10]. This result was then generalized in [5] where for each m a positive
integer Tm was computed so that for every coloring of m-element subchains
of Q one can always find a Tm-oligochromatic copy of Q. The integer Tm is
referred to as the big Ramsey degree of m in Q.
Following [13] where the study of this general notion was explicitly sug-
gested for the first time, an integer T > 1 is a big Ramsey degree of a finite
structure A in a countably infinite structure U if it is the smallest positive
integer such that for every coloring χ :
(
U
A
)
→ k one can always find a Tm-
oligochromatic copy of U inside U . (Here,
(
U
A
)
denotes the set of all the
substructures of U isomorphic to A.) If no such T exists, we say that A
does not have big Ramsey degree in U . We denote the big Ramsey degree
of A in U by T (A,U), and write T (A,U) = ∞ if A does not have the big
Ramsey degree in U . We say that a countably infinite structure U has finite
big Ramsey degrees if T (A,U) <∞ for every finite substructure A of U .
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As the structural Ramsey theory evolved, it has become evident that the
Ramsey property for a class of objects depends not only on the choice of
objects, but also on the choice of morphisms involved (see [11, 21, 19, 23, 26,
29]). This is why we believe that category theory is a convenient ambient
to consider Ramsey-theoretic notions. It was Leeb who pointed out already
in 1970 [14] that the use of category theory can be quite helpful both in
the formulation and in the proofs of results pertaining to structural Ramsey
theory. However, instead of pursuing the original approach by Leeb (which
has very fruitfully been applied to a wide range of Ramsey-type problems
[11, 14, 22]), we proposed in [17] a systematic study of a simpler approach
motivated by and implicit in [19, 24, 29]. We have shown in [17] that the
Ramsey property is a genuine categorical property by proving that it is
preserved by categorical equivalence.
Another observation that crystallized over the years is the fact that we
can and have to distinguish between the Ramsey property for structures
(where we color copies of one structure within another structure) and the
Ramsey property for embeddings (where we color embeddings of one struc-
ture into another structure). In the categorical reinterpretation of these no-
tions we shall, therefore, consider the Ramsey property for objects and the
Ramsey property for morphisms. Consequently, we shall have to introduce
small and big Ramsey degrees for both objects and morphisms. Although
Ramsey degrees for objects are true generalizations of Ramsey degrees for
structures, it turns out that Ramsey degrees for morphisms are easier to
calculate with. Fortunately, the relationship between the two is straightfor-
ward, as demonstrated in [29, 30], and it carries over to the abstract case of
Ramsey degrees in categories (see Propositions 3.1 and 3.2). In this paper
we put together and generalize several ideas from [4, 24, 29, 30] to obtain
several purely categorical results. We then use this more abstract setting to
offer new insights into the relationship between the small and big Ramsey
degrees.
In Section 2 we give a brief overview of standard notions of category
theory and in particular reflect on the observation from [4] that expansions
of classes of structures as introduced in [13, 24] are nothing but special
forgetful functors.
In Section 3 we present a reinterpretation of the various notions of struc-
tural Ramsey theory in the language of category theory. We conclude the
section by proving a multiplicative property for small Ramsey degrees.
It was proved in [30] in the context of relational structures that small
Ramsey degrees are not larger than the coresponding big ones. As the first
nontrivial benefit of the generalization we advocate in this paper we prove
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in Section 4 that more is true. It turns out that small Ramsey degrees are
the minima of the corresponding big ones in the following sense: for every
category D satisfying certain mild conditions and every object A in that
category we have that
tD(A) = min
S,S
TS(A,S),
where the minimum is taken over all the categories S that contain D as a
full subcategory, and all the objects S of S which are universal for D. (The
nonstandard notions will be specified below, of course.) The intuition behind
the construction the proof relies on is that computing the small Ramsey
degree of an object A within a category D is analogous to computing the
big Ramsey degree of the same object A in the category D considered as an
object of a larger category (which contains both A and D as its objects).
In Section 5 we generalize several facts about the monotonicity of Ramsey
degrees which were first observed in [29, 30] in the context of relational struc-
tures. We show that in some cases the big Ramsey degrees are monotonous
in the first argument. The fact that small Ramsey degrees are the minima of
the corresponding big Ramsey degrees immediately yields the monotonicity
of the small Ramsey degrees (which was proved directly in [30] for relational
structures). This result is intriguing because we end up with a proof of a
property of small Ramsey degrees that follows from the analogous property
of the big Ramsey degrees.
In Section 6 we generalize a result from [4] about the additivity of big
Ramsey degrees. Given an expansion U : C∗ → C satisfying certain mild
conditions we prove that
TC(A,S) 6
∑
TC∗(A
∗, S∗),
where the sum is taken over all the expansions A∗ of A. We then identify
an abstract property of objects we refer to as self-similarity and prove that
the equality holds in the above identity involving the big Ramsey degrees
whenever S∗ is self-similar.
In Section 7 we apply the abstract machinery developed in the paper to
show that if a countably infinite relational structure has finite big Ramsey
degrees, then so do its quantifier-free reducts. Moreover, we prove that
if an ultrahomogeneous countably infinite structure has finite big Ramsey
degrees, then so does the structure obtained from it by adding finitely many
constants. In particular, it follows that the reducts of (Q, <), the random
graph, the random tournament and (Q, <, 0) all have finite big Ramsey
degrees.
4
2 Preliminaries
In this section we provide a brief overview of elementary category-theoretic
notions. For a detailed account of category theory we refer the reader to [1].
In order to specify a category C one has to specify a class of objects
Ob(C), a set of morphisms homC(A,B) for all A,B ∈ Ob(C), the identity
morphism idA for all A ∈ Ob(C), and the composition of morphisms · so
that idB · f = f = f · idA for all f ∈ homC(A,B), and (f · g) · h = f · (g · h)
whenever the compositions are defined. Sets of of the form homC(A,B)
are usually referred to as hom-sets. We write A
C
−→ B as a shorthand for
homC(A,B) 6= ∅. If f ∈ homC(A,B) then we write dom(f) = A and
cod(f) = B.
A morphism f ∈ homC(B,C) ismonic or left cancellable if f ·g = f ·h im-
plies g = h for all g, h ∈ homC(A,B) where A ∈ Ob(C) is arbitrary. A mor-
phism f ∈ homC(B,C) is invertible if there is a morphism g ∈ homC(C,B)
such that g · f = idB and f · g = idC . By isoC(A,B) we denote the set of all
the invertible morphisms A → B, and we write A ∼= B if isoC(A,B) 6= ∅.
Let Aut(A) = iso(A,A). An object A ∈ Ob(C) is rigid it Aut(A) = {idA}.
A category C is directed if for all A,B ∈ Ob(C) there is a C ∈ Ob(C) such
that A
C
−→ C and B
C
−→ C. A category C has amalgamation if for all
A,B,C ∈ Ob(C) and all f1 ∈ homC(A,B) and g1 ∈ homC(A,C) there is a
D ∈ Ob(C) and morphisms f2 ∈ homC(B,D) and g2 ∈ homC(C,D) such
that the following diagram commutes:
C D
A B
g2
f1
g1 f2
A category D is a subcategory of a category C if Ob(D) ⊆ Ob(C) and
homD(A,B) ⊆ homC(A,B) for all A,B ∈ Ob(D). A category D is a
full subcategory of a category C if Ob(D) ⊆ Ob(C) and homD(A,B) =
homC(A,B) for all A,B ∈ Ob(D). We say that a full subcategory D of C
is cofinal in C if for every C ∈ Ob(C) there is a D ∈ Ob(D) with C
C
−→ D.
For categories C and D, the objects of the product category C ×D are
all the pairs (C,D) where C is an object of C and D is an object of D. The
morphisms in C×D are all the pairs (f, g) where f is a morphism inC and g
is a morphism inD and id(C,D) = (idC , idD), dom(f, g) = (dom(f),dom(g)),
cod(f, g) = (cod(f), cod(g)) and (f1, g1) · (f2, g2) = (f1 · f2, g1 · g2) whenever
the compositions are defined.
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A functor F : C→ D from a category C to a category D maps Ob(C)
to Ob(D) and maps morphisms of C to morphisms of D so that F (f) ∈
homD(F (A), F (B)) whenever f ∈ homC(A,B), F (f ·g) = F (f) ·F (g) when-
ever f · g is defined, and F (idA) = idF (A).
A functor U : C → D is forgetful if it is injective on hom-sets in
the following sense: for all A,B ∈ Ob(C) the mapping homC(A,B) →
homD(U(A), U(B)) : h 7→ U(h) is injective. In this setting we may actually
assume that homC(A,B) ⊆ homD(U(A), U(B)) for all A,B ∈ Ob(C). The
intuition behind this point of view is that C is a category of structures, D is
the category of sets and U takes a structure A to its underlying set A (thus
“forgetting” the structure). Then for every morphism f : A → B in C the
same map is a morphism f : A → B in D. Therefore, we shall always take
that U(f) = f for all the morphisms in C. In particular, U(idA) = idU(A)
and we, therefore, identify idA with idU(A).
Following the model-theoretic notation, a forgetful functor U : C∗ → C
which is surjective on objects will be referred to as expansion (cf. [4, 16]). We
shall also say that C∗ is an expansion of C if U is obvious from the context.
Clearly, if U : C∗ → C is an expansion and S∗ ∈ Ob(C∗) is universal for C∗
then U(S∗) ∈ Ob(C) is universal for C. For A ∈ Ob(C) let
U−1(A) = {A∗ ∈ Ob(C∗) : U(A∗) = A}.
An expansion U : C∗ → C is reasonable (cf. [13, 16]) if for all A,B ∈
Ob(C), all f ∈ homC(A,B) and all A
∗ ∈ Ob(C∗) with U(A∗) = A there is
a B∗ ∈ Ob(C∗) such that U(B∗) = B and f ∈ homC∗(A
∗, B∗):
A∗ B∗
A B
f
U U
f
An expansion U : C∗ → C has restrictions [16] if for all A,B ∈ Ob(C),
all f ∈ homC(A,B) and all B
∗ ∈ Ob(C∗) with U(B∗) = B there is an
A∗ ∈ Ob(C∗) such that U(A∗) = A and f ∈ homC∗(A
∗, B∗).
A∗ B∗
A B
f
U U
f
If such an A∗ is always unique we say that U : C∗ → C has unique restric-
tions. We then write A∗ = B∗↾f .
The proofs of the following three lemmas are straightforward:
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Lemma 2.1. Let U : C∗ → C be an expansion with unique restrictions.
(a) Let A ∈ Ob(C) and A∗, A∗1 ∈ U
−1(A). Let f : A∗1 → A
∗ be a
morphism. If U(f) = idA then A
∗ = A∗1 and f = idA∗ .
(b) Let A,B ∈ Ob(C) and let f : A→ B be an isomorphism in C. Take
any B∗ ∈ U−1(B) and let A∗ = B∗↾f . Then f : A
∗ → B∗ is an isomorphism
in C∗.
Lemma 2.2. (a) The expansion U : C∗ → C is an expansion with restric-
tions if and only if for all A ∈ Ob(C) and all B∗ ∈ Ob(C∗) we have that
homC(A,U(B
∗)) =
⋃
A∗∈U−1(A) homC∗(A
∗, B∗).
(b) The expansion U : C∗ → C is an expansion with unique restric-
tions if and only if for all A ∈ Ob(C) and all B∗ ∈ Ob(C∗) we have that
homC(A,U(B
∗)) =
⋃
A∗∈U−1(A) homC∗(A
∗, B∗) and this is a disjoint union.
Lemma 2.3. Let U : C∗ → C be an expansion with unique restrictions.
For A ∈ Ob(C) let A∗ ∈ U−1(A) be arbitrary, and let {A∗i : i ∈ I} be all
the objects in C∗ isomorphic to A∗ such that U(A∗i ) = A, i ∈ I.
(a) AutC(A) =
⋃
i∈I isoC∗(A
∗
i , A
∗) and this is a disjoint union.
(b) Suppose that I is finite and that Aut(A) is finite. Then |AutC(A)| =
|I| · |AutC∗(A
∗)|.
An expansion U : C∗ → C has the expansion property (cf. [24]) if for
every A ∈ Ob(C) there exists a B ∈ Ob(C) such that A∗
C∗
−→ B∗ whenever
U(A∗) = A and all U(B∗) = B.
3 Ramsey degrees in a category
For a k ∈ N, a k-coloring of a set S is any mapping χ : S → k, where, as
usual, we identify k with {0, 1, . . . , k − 1}.
Let C be a category and A,B ∈ Ob(C). Define ∼A on hom(A,B)
as follows: for f, f ′ ∈ hom(A,B) we let f ∼A f
′ if f ′ = f · α for some
α ∈ Aut(A). Then (
B
A
)
= hom(A,B)/∼A
corresponds to all subobjects of B isomorphic to A. For an integer k > 2
and A,B,C ∈ Ob(C) we write
C −→ (B)Ak,t
to denote that for every k-coloring χ :
(
C
A
)
→ k there is a morphism w :
B → C such that |χ(w ·
(
B
A
)
)| 6 t. (Note that w · (f/∼A) = (w · f)/∼A for
f/∼A ∈
(
B
A
)
.) Instead of C −→ (B)Ak,1 we simply write C −→ (B)
A
k .
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Analogously, we write
C
mor
−→ (B)Ak,t
to denote that for every k-coloring χ : hom(A,C) → k there is a morphism
w : B → C such that |χ(w · hom(A,B))| 6 t. Instead of C
mor
−→ (B)Ak,1 we
simply write C
mor
−→ (B)Ak .
A category C has the Ramsey property for objects if for every integer
k > 2 and all A,B ∈ Ob(C) there is a C ∈ Ob(C) such that C −→ (B)Ak .
A category C has the Ramsey property for morphisms if for every integer
k > 2 and all A,B ∈ Ob(C) there is a C ∈ Ob(C) such that C
mor
−→ (B)Ak .
Let N = {1, 2, 3, . . .} be the positive integers and let N∞ = N∪{∞}. The
usual linear order on the positive integers extends to N∞ straightforwardly:
1 < 2 < . . . <∞.
Ramsey degrees, both big and small, will take their values in N∞, so when
we write t1 > t2 for some Ramsey degrees t1 and t2 then
• t1, t2 ∈ N and t1 > t2, or
• t1 =∞ and t2 ∈ N, or
• t1 = t2 =∞.
For notational convenience, if A is an infinite set we shall simply write
|A| = ∞ regardless of the actual cardinal |A| stands for. Hence, if t is a
Ramsey degree and A is a set, by t > |A| we mean the following:
• t ∈ N, |A| ∈ N and t > |A|, or
• t =∞ and |A| ∈ N, o
• A is an infinite set and t =∞.
On the other hand, if A and B are sets then |A| > |B| has the usual meaning.
For A ∈ Ob(C) let tC(A) denote the least positive integer n such that
for all k > 2 and all B ∈ Ob(C) there exists a C ∈ Ob(C) such that
C −→ (B)Ak,n, if such an integer exists. Otherwise put tC(A) =∞.
Analogously let tmor
C
(A) denote the least positive integer n such that
for all k > 2 and all B ∈ Ob(C) there exists a C ∈ Ob(C) such that
C
mor
−→ (B)Ak,n, if such an integer exists. Otherwise put t
mor
C
(A) =∞.
The following result was proved for relational structures in [29] and gen-
eralized to this form in [16]:
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Proposition 3.1. ([16]) Let C be a category such that all the morphisms
in C are mono and let A ∈ Ob(C). Then tmor
C
(A) is finite if and only if both
tC(A) and Aut(A) are finite, and in that case
tmorC (A) = |Aut(A)| · tC(A).
For A,S ∈ Ob(C) let TC(A,S) denote the least positive integer n such
that for all k > 2 we have that S −→ (S)Ak,n, if such an integer exists.
Otherwise put TC(A,S) =∞.
Analogously, let Tmor
C
(A,S) denote the least positive integer n such that
for all k > 2 we have that S
mor
−→ (S)Ak,n, if such an integer exists. Otherwise
put Tmor
C
(A,S) =∞.
In full analogy to Proposition 3.1 we now have (see [30] for the proof in
case of relational structures):
Proposition 3.2. Let C be a category and let A,S ∈ Ob(C) be chosen so
that all the morphisms in homC(A,S) are mono. Then T
mor
C
(A,S) is finite
if and only if both Aut(A) and TC(A,S) are finite, and in that case
TmorC (A,S) = |Aut(A)| · TC(A,S).
Proof. Assume, first, that |Aut(A)| =∞. Let us show that Tmor
C
(A,S) =∞
by showing that Tmor
C
(A,S) > n for every n ∈ N. Fix an n ∈ N and
X ⊆ Aut(A) such that |X| = n. Let
(
S
A
)
= hom(A,S)/∼A = {Hi : i ∈ I}
for some index set I. For each i ∈ I choose a representative hi ∈ Hi. Then
Hi = hi ·Aut(A). Fix an arbitrary ξ ∈ X and define χ
′ : hom(A,S)→ X as
follows:
if g = hi · α for some i ∈ I where α ∈ X then χ
′(g) = α;
otherwise χ′(g) = ξ.
Take any w : S → S. Let f ∈ hom(A,S) be arbitrary. Then:
|χ′(w · hom(A,S))| > |χ′(w · f ·Aut(A))|.
Clearly, w · f ·Aut(A) = hi ·Aut(A) for some i ∈ I, so
|χ′(w · hom(A,S))| > |χ′(hi · Aut(A))| = n.
This completes the proof in case Aut(A) is infinite.
Let us now move on to the case when Aut(A) is finite.
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Let TC(A,S) = n for some n ∈ N. Take any k > 2. Since TC(A,S) = n
we have that S −→ (S)A
2k ,n
. Let χ : hom(A,S)→ k be an arbitrary coloring.
Construct χ′ :
(
S
A
)
→ P(k) as follows:
χ′(f/∼A) = χ(f/∼A)
(here, χ is applied to a set of morphisms to produce a set of colors, which
is an element of P(k)). Then S −→ (S)A
2k ,n
implies that there exists a
w : S → S such that |χ′(w ·
(
S
A
)
)| 6 n. But then it is easy to see that
|χ′(w ·
(
S
A
)
)| 6 n implies |χ(w ·hom(A,S))| 6 n · |Aut(A)|, proving thus that
Tmor
C
(A,S) 6 n · |Aut(A)| = TC(A,S) · |Aut(A)|.
For the other inequality note that TC(A,S) = n also implies that there
is a k > 2 and a coloring χ :
(
S
A
)
→ k with the property that for every
w ∈ hom(S, S) we have that |χ(w ·
(
S
A
)
)| > n. Let ℓ = k · |Aut(A)|. Let(
S
A
)
= hom(A,S)/∼A = {Hi : i ∈ I} for some index set I. For each i ∈ I
choose a representative hi ∈ Hi. Then Hi = hi · Aut(A). Since all the
morphisms in homC(A,S) are mono, for each f ∈ hom(A,S) there is a
unique i ∈ I and a unique α ∈ Aut(A) such that f = hi · α. Let us denote
this α by α(f). Consider the following coloring:
ξ : hom(A,S)→ k ×Aut(A) : f 7→ (χ(f/∼A), α(f))
and take any w ∈ hom(S, S). Since |χ(w ·
(
S
A
)
)| > n, it easily follows that
|ξ(w · hom(A,S))| > n · |Aut(A)| proving that Tmor
C
(A,S) > n · |Aut(A)| =
TC(A,S) · |Aut(A)|.
Assume, finally, that TC(A,S) = ∞ and let us show that T
mor
C
(A,S) =
∞ by showing that Tmor
C
(A,S) > n for every n ∈ N. Fix an n ∈ N. Since
TC(A,S) = ∞, there is a k > 2 and a coloring χ :
(
S
A
)
→ k such that
for every w : S → S we have that |χ(w ·
(
S
A
)
)| > n. Then the coloring
χ′ : hom(A,S)→ k defined by
χ′(f) = χ(f/∼A)
has the property that |χ(w · hom(A,S))| > n.
This completes the proof.
As an immediate corollary we have the following:
Corollary 3.3. Let C be a category and let A,S ∈ Ob(C) be chosen so
that all the morphisms in homC(A,S) are mono. Then
(a) Tmor
C
(A,S) > |Aut(A)|;
(b) if Tmor
C
(A,S) 6 n then |Aut(A)| 6 n;
(c) if Tmor
C
(A,S) = 1 then A is rigid.
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Proof. (a) follows from Proposition 3.2, while (b) and (c) are direct conse-
quences of (a).
4 Small Ramsey degrees as minima of the big ones
It was shown in [30] that small Ramsey degrees are not greater than the
corresponding big Ramsey degrees. We shall prove a generalization of this
result as Proposition 4.3 below. However, by moving from classes of struc-
tures to general categories we can prove much more. We can show that small
Ramsey degrees are minima of the corresponding big ones. More precisely,
in this section we prove the following:
Theorem 4.1. Let C be a directed category whose morphisms are mono
and such that homC(A,B) is finite for all A,B ∈ Ob(C). Then for every
A ∈ Ob(C),
tmorC (A) = min
S, S
TmorS (A,S),
where the minimum is taken over all the categories S which contain C as a
full subcategory, and all S ∈ Ob(S) which are universal forC. Consequently,
for every A ∈ Ob(C),
tC(A) = min
S, S
TS(A,S),
where the minimum is taken as above.
We start off by showing that small Ramsey degrees are indeed smaller.
Let D be a full subcategory of C. An S ∈ Ob(C) is universal for D if for
every D ∈ Ob(D) the set homC(D,S) is nonempty and consists of monos
only. Note that if there exists an S ∈ Ob(C) universal for D then all the
morphisms in D are mono.
Let D be a full subcategory of C. An S ∈ Ob(C) is locally finite for
D if for every A,B ∈ Ob(D) and every e : A → S, f : B → S there are a
D ∈ Ob(D), r : D → S, p : A → D and q : B → D such that r · p = e and
r · q = f :
D S
A B
r
p
e
q
f
and for every H ∈ Ob(D), r′ : H → S, p′ : A → H and q′ : B → H such
that r′ · p′ = e and r′ · q′ = f there is an s : D → H such that the diagram
below commutes
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D S H
A B
r
s
r′
p
e
p′q
f
q′
The motivation for this notion comes from model theory where we say that
a first-order structure A is locally finite if every substructure generated by
a finite set has to be finite. The substructure generated by a subset of A
is the smallest substructure of A that contains the set. Now, think of D as
a category of objects of C that we think of as “finite”. Then S is locally
finite for D if every pair of “finite” subobjects of S is contained in a “finite”
subobject of S, and there is the smallest one with this property.
Lemma 4.2 ([16]). Let D be a full subcategory of C such that hom(A,B)
is finite for all A,B ∈ Ob(D), and let S ∈ Ob(C) be a universal and locally
finite object for D. Let k > 2 and t > 1 be integers and A,B ∈ Ob(D) such
that A
D
−→ B. There is a C ∈ Ob(D) such that C
mor
−→ (B)Ak,t if and only if
S
mor
−→ (B)Ak,t.
Proposition 4.3. Let D be a full subcategory of C such that hom(A,B) is
finite for all A,B ∈ Ob(D) and let S be a universal and locally finite object
for D. Then for every A ∈ Ob(D),
tmorD (A) 6 T
mor
C (A,S),
and consequently,
tD(A) 6 TC(A,S).
Proof. Let Tmor
C
(A,S) = n ∈ N. To show that tmor
D
(A) 6 n take any
B ∈ Ob(D) and any k > 2. Since S
mor
−→ (S)Ak,n i B
C
−→ S (because S is
universal for D) it easily follows that S
mor
−→ (B)Ak,n, and by Lemma 4.2 there
is a C ∈ Ob(D) such that C
mor
−→ (B)Ak,n.
The second statement is a consequence of Propositions 3.1 and 3.2 and
the fact that AutD(A) = AutC(A) because D is a full subcategory of C.
(Recall that the definition of the object universal for a subcategory im-
plies that all the morphisms in D are mono, and that all the morphisms in
homC(A,S) are mono, so the two propositions apply.)
Let us now present a construction that we refer to as the power construc-
tion for reasons that will become apparent immediately. For a directed cat-
egory C whose morphisms are mono let Sub(C) denote the category whose
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objects are all full subcategories of C and whose morphisms are defined as
follows. For full subcategories A and B of C a morphism fromA to B is any
family (fA)A∈Ob(A) of C-morphisms indexed by objects of A where each fA
is a C-morphism from A to some object in B. In other words, dom(fA) = A
and cod(fA) ∈ Ob(B). The identity morphism is idA = (idA)A∈Ob(A)
and the composition is straightforward: for (fA)A∈Ob(A) : A → B and
(gB)B∈Ob(B) : B → D the composition (hA)A∈Ob(A) : A → D is defined by
hA = gcod(f) · fA.
Each A ∈ Ob(C) gives rise to a subcategory 〈A〉 ∈ Sub(C) which is the
full subcategory of C spanned by the single object A. It is easy to see that
homSub(C)(〈A〉, 〈B〉) = {(f) : f ∈ homC(A,B)}
where on the right we have a set of one-element families of morphisms. The
functor
C→ Sub(C) : A 7→ 〈A〉 : f 7→ (f)
is clearly an embedding. Moreover it embeds C into Sub(C) “canonically”,
so in future we shall not distinguish between A and its image 〈A〉, and
between f and (f). We shall simply take that C is a full subcategory of
Sub(C) via the canonical embedding.
Note that C, being a full subcategory of itself, is also an object of
Sub(C). Moreover, C as an object of Sub(C) is universal for C as a
full subcategory of Sub(C) because all the hom-sets homSub(C)(A,C) are
nonempty and each morphism in homSub(C)(A,C) is a mono in Sub(C),
which is easy to check.
Let us now show that both big and small Ramsey degrees in C can be
represented by big Ramsey degrees in Sub(C) as follows.
Lemma 4.4. Let C be a category such that all the morphisms in C are
mono, and let A,S ∈ Ob(C). Then
TmorC (A,S) = T
mor
Sub(C)(A,S).
Consequently, if Aut(A) is finite then
TC(A,S) = TSub(C)(A,S).
Proof. The first statement is an immediate consequence of the fact that
homSub(C)(A,S) = homC(A,S) and homSub(C)(S, S) = homC(S, S). The
second statement is a consequence of Proposition 3.2 and the fact that
AutSub(C)(A) = AutC(A).
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Proposition 4.5. Let C be a directed category whose morphisms are mono
and let A ∈ Ob(C). Then
tmorC (A) = T
mor
Sub(C)(A,C).
Consequently, if Aut(A) is finite,
tC(A) = TSub(C)(A,C).
Proof. The second part of the statement is an immediate consequence of
the first part of the statement and Propositions 3.1 and 3.2. Let us show
that tmor
C
(A) = Tmor
Sub(C)(A,C) by showing that t
mor
C
(A) 6 n if and only if
Tmor
Sub(C)(A,C) 6 n, for all n ∈ N.
(⇒) Assume that tmor
C
(A) 6 n and let us show that Tmor
Sub(C)(A,C) 6 n.
Take any k > 2 and any coloring χ : homSub(C)(A,C)→ k. Then
χ :
⋃
C∈Ob(C)
homC(A,C)→ k,
so for each C ∈ Ob(C) let
χC = χ↾homC(A,C) : homC(A,C)→ k.
For ∅ 6= J ⊆ k letCJ be the full subcategory ofC spanned by all B ∈ Ob(C)
satisfying the following:
• A
C
−→ B, and
• there exists a C ∈ Ob(C) and an f ∈ homC(B,C) such that f ·
homC(A,B) ⊆ χ
−1(J).
Claim 1: Every B ∈ Ob(C) such that A
C
−→ B belongs to Ob(CJ) for
some J satisfying |J | 6 n.
Take any B ∈ Ob(C) such that A
C
−→ B. Since tC(A) 6 n there exists a
C ∈ Ob(C) such that C
mor
−→ (B)Ak,n, so there is a w ∈ homC(B,C) such that
|χC(w·homC(A,B))| 6 n. Hence, B ∈ Ob(CJ) for J = χC(w·homC(A,B)).
This completes the proof of Claim 1.
Claim 2: There is a J ⊆ k such that |J | 6 n and CJ is cofinal in C.
Suppose this is not the case. Then for every ∅ 6= J ⊆ k such that
|J | 6 n there exists an XJ ∈ Ob(C) such that homC(XJ , C) = ∅ for all
C ∈ Ob(CJ). Since C is directed, there exists a Y ∈ Ob(C) such that
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A
C
−→ Y and XJ
C
−→ Y for all ∅ 6= J ⊆ k with |J | 6 n. (Note that there
are finitely many such J ’s.) According to Claim 1 there is a J ′ ⊆ k such that
|J ′| 6 n and Y ∈ Ob(CJ ′). Then XJ ′
C
−→ Y ∈ Ob(CJ ′). Contradiction.
This proves Claim 2.
So, by Claim 2 there is a J0 ⊆ k such that |J0| 6 n and CJ0 is cofinal in
C. Let us now construct wˆ = (wB)B∈Ob(C) ∈ homSub(C)(C,C) as follows.
Take a B ∈ Ob(C).
• If homC(A,B) = ∅ put wB = idB.
• Assume, now, that A
C
−→ B. Since CJ0 is cofinal in C there is a
B0 ∈ Ob(CJ0) and an h : B → B0. Then by definition of CJ0 there is
a C ∈ Ob(C) and an f : B0 → C such that f ·homC(A,B0) ⊆ χ
−1(J0).
Clearly, h · homC(A,B) ⊆ homC(A,B0), so f · h · homC(A,B) ⊆ f ·
homC(A,B0) ⊆ χ
−1(J0). Therefore, in this case we put wB = f · h.
It is now easy to see that χ(wˆ · homSub(C)(A,C)) ⊆ J0, whence |χ(wˆ ·
homSub(C)(A,C))| 6 |J0| 6 n.
(⇐) Assume that tmor
C
(A) > n. Then there exist a k > 2 and a
B ∈ Ob(C) such that for every C ∈ Ob(C) one can find a coloring χC :
homC(A,C)→ k such that for every w ∈ homC(B,C) we have that
|χC(w · homC(A,B))| > n.
Define χˆ : homSub(C)(A,C)→ k by
χˆ(f) = χcod(f)(f).
Take any wˆ = (wD)D∈Ob(C) ∈ homSub(C)(C,C). Then
|χˆ(wˆ · homSub(C)(A,C))| =
∣∣∣χˆ( ⋃
D∈Ob(C)
wD · homC(A,D)
)∣∣∣
=
∣∣∣ ⋃
D∈Ob(C)
χcod(wD)(wD · homC(A,D))
∣∣∣
> |χC(wB · homC(A,B))| > n,
where C = cod(wB). This completes the proof that T
mor
Sub(C)(A,C) > n.
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Proof of Theorem 4.1. The second part of the statement is an immediate
consequence of the first part of the statement and Propositions 3.1 and 3.2.
Let us prove the first part of the statement.
If tmor
C
(A) = ∞ for some A ∈ Ob(C) then Proposition 4.3 implies that
Tmor
S
(A,S) =∞ for all S > C and all S ∈ Ob(S) which are universal for C.
Assume, therefore, that tmor
S
(A) is an integer. We already know from
Proposition 4.3 that
tmorC (A) 6 min
S, S
TmorS (A,S),
while from Proposition 4.5 we know that the minimum is attained for S =
Sub(C) and S = C.
It is important to stress that the proof of Theorem 4.1 relies on a “syn-
thetic example” to show that the minimum is attained. However, in case of
chains (= linearly ordered sets) we don’t need a synthetic example. From the
finite and the infinite version of Ramsey’s theorem we have that tChfin (n) = 1
and TCh(n, ω) = 1 for every finite chain n, where Chfin is the category of
finite chains together with embeddings, and Ch is the category of at most
countably infinite chains together with embeddings. It would be of inter-
est to identify examples of this phenomenon in categories of other types of
first-order structures. For example, is there a countable graph U such that
tGrafin (G) = TGra(G,U) for every finite graph G, where Grafin is the cate-
gory of finite graphs together with embeddings, and Gra is the category at
most countably infinite graphs together with embeddings?
5 Monotonicity of Ramsey degrees
In this section we are going to review a few facts about the monotonicity of
Ramsey degrees which have been considered in [15, 29, 30] but follow easily
from the above considerations. We are going to show that in some cases the
big Ramsey degrees are monotonous in the first argument. This immediately
implies the monotonicity of the small Ramsey degrees via Theorem 4.1.
Finally, we present a sufficient condition for the big Ramsey degrees to be
monotonous in the second argument.
Let C be a category and A,B, S ∈ Ob(C). Then S is weakly homoge-
neous for (A,B), if there exist f ∈ hom(A,B) and g ∈ hom(S, S) such that
g · hom(A,S) ⊆ hom(B,S) · f .
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Note that this is a weak form of weak homogeneity. An object S ∈ Ob(C)
is weakly homogeneous for a full subcategoryD ofC if for any A,B ∈ Ob(D),
any f ∈ homD(A,B) and any g ∈ homC(A,S) there is an h ∈ homC(B,S)
such that
B
A S
hf
g
Clearly, if S is weakly homogeneous for D then S is weakly homogeneous
for every pair (A,B) where A,B ∈ Ob(D) such that A
D
−→ B because
idS · homC(A,S) = homC(B,S) · f for any f ∈ homD(A,B).
Theorem 5.1. Let C be a category whose morphisms are mono and let
A,B ∈ Ob(C) be such that A
C
−→ B. Then Tmor
C
(A,S) 6 Tmor
C
(B,S) for
every S ∈ Ob(C) which is weakly homogeneous for (A,B).
Proof. Take any S which is weakly homogeneous for (A,B). Then there exist
f ∈ hom(A,B) and g ∈ hom(S, S) such that g · hom(A,S) ⊆ hom(B,S) · f .
Let Tmor
C
(B,S) = n ∈ N.
Take any k > 2 and let χ : hom(A,S) → k be a coloring. Define χ′ :
hom(B,S)→ k by χ′(h) = χ(h·f). Then there is a w ∈ hom(S, S) such that
|χ′(w · hom(B,S))| 6 n. The definition of χ′ then yields |χ(w · hom(B,S) ·
f)| 6 n. Therefore, |χ(w · g · hom(A,S))| 6 n because g · hom(A,S) ⊆
hom(B,S) · f .
Lemma 5.2. Let C be a category with amalgamation and A,B ∈ Ob(C).
If A
C
−→ B then C is weakly homogeneous for (A,B) in Sub(C).
Proof. Fix arbitrary f ∈ homC(A,B). Then f ∈ homSub(C)(A,B). We now
construct a morphism (gC)C∈Ob(C) : C → C by amalgamation. Take any
C ∈ Ob(C) and any h ∈ homC(A,C). Then there is a C
′ ∈ Ob(C) and
morphisms h′ ∈ homC(B,C
′) and f ′ ∈ homC(C,C
′) such that
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Put gC = f
′. Now it is easy to see that
(gC)C∈Ob(C) · homSub(C)(A,C) ⊆ homSub(C)(B,C) · f
having in mind that
homSub(C)(A,C) =
⋃
C∈Ob(C)
homC(A,C),
and the same for homSub(C)(B,C).
Theorem 5.3. Let C be a directed category with amalgamation whose
morphisms are mono. If A
C
−→ B then tmor
C
(A) 6 tmor
C
(B), for all A,B ∈
Ob(C).
Proof. (cf. [29]) By Proposition 4.5 it suffices to show that
Tmor
Sub(C)(A,C) 6 T
mor
Sub(C)(B,C).
From Lemma 5.2 we know that C is weakly homogeneous for (A,B) in
Sub(C). The claim now follows from Theorem 5.1.
Therefore, small Ramsey degrees are monotonous: A
C
−→ B implies
tmor
C
(A) 6 tmor
C
(B). We have also seen (Theorem 5.1) that under some rea-
sonable assumptions big Ramsey degrees are monotonous in the first argu-
ment: if A
C
−→ B and S is weakly homogeneous for (A,B) then Tmor
C
(A,S) 6
Tmor
C
(B,S). As the following example shows the big Ramsey degrees are not
necessarily monotonous in the second argument.
Example 5.1. Recall that a chain is a structure (A,<) where < is a linear
order on A. For the sake of this example let n denote the finite chain
0 < 1 < . . . < n− 1, let Q be the chain of the rationals with respect to the
usual ordering, and let ω be the first infinite ordinal. The infinite version
of Ramsey’s theorem actually claims that T (n, ω) = 1 for all n > 1. In an
attempt to generalize Ramsey’s theorem to other chains Galvin observed in
[9, 10] that T (2,Q) = 2. This observation was later generalized by Devlin
in [5] who showed that T (n,Q) <∞ for all n > 2, and was actually able to
compute the exact values of T (n,Q).
• • • B B B
• • • A A A
∆ C
f1
f2 f4f3 f5
f6
F
Figure 1: An (A,B)-diagram in C
In [18] the authors made another step towards computing the big Ramsey
degrees in various ordinals. For example, they were able to show that T (n, ω·
m) = mn, while T (n, ωω) = ∞ for all n > 2 (where ωω in this context
denotes the ordinal exponentiation; hence ωω is a countable chain).
Fix an n ∈ N and take m ∈ N so that mn > T (n,Q). Then ω ·m embeds
into Q but T (n, ω ·m) > T (n,Q). Moreover, for any n > 2 we have that ωω
embeds into Q but T (n, ωω) =∞ > T (n,Q).
Nevertheless, under certain assumptions the big Ramsey degrees are
monotonous in the second argument as well. One such situation was identi-
fied in [15] as follows and we shall get back to it in Section 7.
Consider an acyclic, bipartite, not necessarily finite digraph where all
the arrows go from one class of vertices into the other and the out-degree of
all the vertices in the first class is 2:
• • • . . .
• • • . . .
Such a digraph will be referred to as a binary digraph. Let C be a category.
For A,B ∈ Ob(C), an (A,B)-diagram in a category C is a functor F : ∆→
C where ∆ is a binary digraph, F takes the bottom row of ∆ onto A, and
takes the top row of ∆ onto B, Fig. 1.
Theorem 5.4. Let C be a category whose morphisms are monic and let B
be a (not necessarily full) subcategory of C. Let B ∈ Ob(B) be universal for
B and let C ∈ Ob(C) be universal for C. Take any A ∈ B and assume that
for every (A,B)-diagram F : ∆ → B the following holds: if F (which is an
(A,B)-diagram in C as well) has a commuting cocone in C whose tip is C,
then F has a commuting cocone in B, Fig. 2. Then TB(A,B) 6 TC(A,C).
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C C
• • • B B B D
• • A A B
∆ BF
Figure 2: The setup of Theorem 5.4
6 An additive property of big Ramsey degrees
In this section we refine a result from [4] about the additivity of big Ramsey
degrees. We prove that big Ramsey degrees for morphisms as well as big
Ramsey degrees for objects posses an additive property. Moreover, the re-
quirement that the expansion be reasonable may be omitted. This will have
significant consequences in Section 7.
Theorem 6.1. Let U : C∗ → C be an expansion with restrictions and
assume that all the morphisms inC are mono. Let S∗ ∈ Ob(C∗) be universal
for C∗ and let S = U(S∗). Then S is (clearly) universal for C and
TmorC (A,S) 6
∑
A∗∈U−1(A)
TmorC∗ (A
∗, S∗).
Consequently, if U−1(A) is finite and Tmor
C∗
(A∗, S∗) <∞ for all A∗ ∈ U−1(A)
then Tmor
C
(A,S) <∞.
Proof. If there is an A∗ ∈ U−1(A) with Tmor
C∗
(A∗, S∗) = ∞ then the in-
equality is trivially satisfied. The same holds if U−1(A) is infinite. Assume,
therefore, that U−1(A) = {A∗1, A
∗
2, . . . , A
∗
n} and let T
mor
C∗
(A∗i , S
∗) = Ti ∈ N
for each i.
For an arbitrary k > 2 let us show that
S
mor
−→ (S)Ak,T1+...+Tn .
Take any χ : homC(A,S)→ k. By Lemma 2.2 we know that
homC(A,S) =
n⋃
i=1
homC∗(A
∗
i , S
∗),
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so we can restrict χ to each homC∗(A
∗
i , S
∗) to get n colorings
χi : homC∗(A
∗
i , S
∗)→ k, χi(f) = χ(f), i ∈ {1, . . . , n}.
Let us construct
χ′i : homC∗(A
∗
i , S
∗)→ k and wi : S
∗ → S∗, i ∈ {1, . . . , n}
inductively as follows. First, put χ′n = χn. Given χ
′
i : homC∗(A
∗
i , S
∗) → k,
construct wi by the Ramsey property: since S
∗ mor−→ (S∗)
A∗i
k,Ti
, there is a
wi : S
∗ → S∗ such that
|χ′i(wi · homC∗(A
∗
i , S
∗))| 6 Ti.
Finally, given wi : S
∗ → S∗ define χ′i−1 : homC∗(A
∗
i−1, S
∗)→ k by
χ′i−1(f) = χi−1(wn · . . . · wi · f).
Let us show that
|χ(wn · . . . · w1 · homC(A,S))| 6 T1 + . . .+ Tn.
By Lemma 2.2 we know that homC(A,S) =
⋃n
i=1 homC∗(A
∗
i , S
∗), so
|χ(wn · . . . · w1 · homC(A,S))| = |χ(wn · . . . · w1 ·
n⋃
i=1
homC∗(A
∗
i , S
∗))|
= |χ(
n⋃
i=1
wn · . . . · w1 · homC∗(A
∗
i , S
∗))|
= |
n⋃
i=1
χ(wn · . . . · w1 · homC∗(A
∗
i , S
∗))|
6
n∑
i=1
|χ(wn · . . . · w1 · homC∗(A
∗
i , S
∗))|.
Clearly, wn · . . . · w1 · homC∗(A
∗
i , S
∗) ⊆ homC∗(A
∗
i , S
∗) so,
|χ(wn · . . . · w1 · homC∗(A
∗
i , S
∗))| = |χi(wn · . . . · w1 · homC∗(A
∗
i , S
∗))|
= |χ′i(wi · . . . · w1 · homC∗(A
∗
i , S
∗))|
6 |χ′i(wi · homC∗(A
∗
i , S
∗))| 6 Ti.
This completes the proof.
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Let U : C∗ → C be an expansion with unique restrictions. We say that
S∗ ∈ Ob(C∗) is self-similar if the following holds: for every w ∈ homC(S, S)
we have that S∗
C∗
−→ S∗↾w, where S = U(S
∗).
S∗ S∗↾w S
∗
S S
∃v w
U U
w
Lemma 6.2. Let U : C∗ → C be an expansion with unique restrictions
and assume that all the morphisms in C are mono. Let S∗ ∈ Ob(C∗) be
universal for C∗ and self-similar, and let S = U(S∗). (Then S is (clearly)
universal for C.) Let A ∈ Ob(C) be arbitrary, let A∗1, . . . , A
∗
n ∈ U
−1(A)
be distinct and assume that Ti = T
mor
C∗
(A∗i , S
∗) ∈ N, i ∈ {1, . . . , n}. Then
Tmor
C
(A,S) >
∑n
i=1 Ti.
Proof. Since Tmor
C∗
(A∗i , S
∗) = Ti, i ∈ {1, . . . , n}, for every i ∈ {1, . . . , n}
there exists a ki > 2 and a coloring χi : homC∗(A
∗
i , S
∗) → ki such that for
every u ∈ homC∗(S
∗, S∗) we have that |χi(u · homC∗(A
∗
i , S
∗))| > Ti.
Put k = k1+ . . .+ kn and construct χ : homC(A,S)→ k = k1+ . . .+ kn
as follows. Having in mind Lemma 2.2,
for f ∈ homC∗(A
∗
1, S
∗) put χ(f) = χ1(f);
for f ∈ homC∗(A
∗
2, S
∗) put χ(f) = k1 + χ2(f);
...
for f ∈ homC∗(A
∗
n, S
∗) put χ(f) = k1 + . . . + kn−1 + χn(f);
for all other f ∈ homC(A,S) put χ(f) = 0.
Let w ∈ homC(S, S) be arbitrary. Because U : C
∗ → C has unique
restrictions and because S∗ is self-similar there is a v : S∗ → S∗↾w. Let us
show that |χ(w · v · homC(A,S))| > T1 + . . .+ Tn. Note, first, that
|χ(w · v · homC(A,S))| > |χ(
n⋃
i=1
w · v · homC∗(A
∗
i , S
∗))|.
The sets w · v · homC∗(A
∗
i , S
∗), i ∈ {1, . . . , n}, are pairwise disjoint (since
w·v·homC∗(A
∗
i , S
∗) ⊆ homC∗(A
∗
i , S
∗)) and, by construction, on each of these
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sets χ takes disjoint sets of values (since homC∗(A
∗
1, S
∗) ⊆ {0, . . . , k1 − 1},
homC∗(A
∗
2, S
∗) ⊆ {k1, . . . , k1 + k2 − 1}, and so on). Therefore,
|χ(
n⋃
i=1
w · v · homC∗(A
∗
i , S
∗))| =
n∑
i=1
|χ(w · v · homC∗(A
∗
i , S
∗))|.
As another consequence of the construction of χ we have that
|χ(w · v · homC∗(A
∗
i , S
∗))| = |χi(w · v · homC∗(A
∗
i , S
∗))| > Ti
for all i ∈ {1, . . . , n}, which concludes the proof of the lemma.
Theorem 6.3. Let U : C∗ → C be an expansion with unique restrictions
and assume that all the morphisms in C are mono. Let S∗ ∈ Ob(C∗) be
universal for C∗ and self-similar, and let S = U(S∗). Then S is (clearly)
universal for C and for all A ∈ Ob(C) we have that
TmorC (A,S) =
∑
A∗∈U−1(A)
TmorC∗ (A
∗, S∗)
Consequently, Tmor
C
(A,S) < ∞ if and only if U−1(A) is finite and
Tmor
C∗
(A∗, S∗) <∞ for all A∗ ∈ U−1(A).
Proof. It suffices to show the following three facts:
(1) if U−1(A) = {A∗1, A
∗
2, . . . , A
∗
n} is finite and T
mor
C∗
(A∗i , S
∗) < ∞ for all
i, then Tmor
C
(A,S) =
∑n
i=1 T
mor
C∗
(A∗i , S
∗);
(2) if U−1(A) is infinite and Tmor
C∗
(A∗, S∗) < ∞ for all A∗ ∈ U−1(A)
Tmor
C
(A,S) =∞; and
(3) if there exists an A∗ ∈ U−1(A) such that Tmor
C∗
(A∗, S∗) = ∞ then
Tmor
C
(A,S) =∞.
(1) Assume that U−1(A) = {A∗1, A
∗
2, . . . , A
∗
n} is finite and that
Tmor
C∗
(A∗i , S
∗) < ∞ for all i. We have already seen (Theorem 6.1) that
Tmor
C
(A,S) 6
∑n
i=1 T
mor
C∗
(A∗i , S
∗), and that Tmor
C
(A,S) >
∑n
i=1 T
mor
C∗
(A∗i , S
∗)
(Lemma 6.2).
(2) Assume that U−1(A) is infinite and that Tmor
C∗
(A∗, S∗) < ∞ for
all A∗ ∈ U−1(A). Let us show that Tmor
C
(A,S) = ∞ by showing that
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Tmor
C
(A,S) > n for every n ∈ N. Fix an n ∈ N and take n distinct
A∗1, . . . , A
∗
n ∈ U
−1(A). Then, by Lemma 6.2,
TmorC (A,S) >
n∑
i=1
TmorC∗ (A
∗
i , S
∗) > n.
(3) Assume that there is an A∗ ∈ U−1(A) with Tmor
C∗
(A∗, S∗) = ∞. Let
us show that Tmor
C
(A,S) = ∞ by showing that Tmor
C
(A,S) > n for every
n ∈ N. Fix an n ∈ N. The proof is a modification of the proof of Lemma 6.2.
Since Tmor
C∗
(A∗, S∗) = ∞ there exists a k > 2 and a coloring χ′ :
homC∗(A
∗, S∗) → k such that for every u ∈ homC∗(S
∗, S∗) we have that
|χ′(u · homC∗(A
∗, S∗))| > n. Construct χ : homC(A,S)→ k as follows:
for f ∈ homC∗(A
∗, S∗) put χ(f) = χ′(f);
for all other f ∈ homC(A,S) put χ(f) = 0.
Let w ∈ homC(S, S) be arbitrary. Because S
∗ is self-similar there is a
v : S∗ → S∗↾w.
In order to show that |χ(w · v · homC(A,S))| > n note, first, that
|χ(w · v · homC(A,S))| > |χ(w · v · homC∗(A
∗, S∗))|.
Since w · v · homC∗(A
∗, S∗) ⊆ homC∗(A
∗, S∗) we have that
χ(w · v · homC∗(A
∗, S∗)) = χ′(w · v · homC∗(A
∗, S∗))
so, by the choice of χ′,
|χ(w · v · homC(A,S))| > |χ
′(w · v · homC∗(A
∗, S∗))| > n.
This concludes the proof.
Corollary 6.4. Let U : C∗ → C be an expansion with unique restrictions
and assume that all the morphisms in C are mono. Let S∗ ∈ Ob(C∗) be
universal for C∗ and self-similar, and let S = U(S∗) (then S is (clearly)
universal for C).
Let A ∈ Ob(C) be such that Aut(A) is finite.
(a) TC(A,S) is finite if and only if U
−1(A) is finite and TC∗(A
∗, S∗) <∞
for all A∗ ∈ U−1(A), and in that case
TC(A,S) =
∑
A∗∈U−1(A)
|Aut(A∗)|
|Aut(A)|
· TC∗(A
∗, S∗).
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(b) Assume that U−1(A) is finite and TC∗(A
∗, S∗) < ∞ for all A∗ ∈
U−1(A). Let A∗1, . . . , A
∗
n be representatives of isomorphism classes of objects
in U−1(A). Then
TC(A,S) =
n∑
i=1
TC∗(A
∗
i , S
∗).
Proof. (a) Since Aut(A) is finite, Proposition 3.2 implies that TC(A,S) is
finite if and only if Tmor
C
(A,S) is finite. Moreover, Aut(A∗) is finite for all
A∗ ∈ U−1(A) because Aut(A∗) ⊆ Aut(A).
(⇐) Assume, first, that TC(A,S) is not finite. Then T
mor
C
(A,S) is not
finite, so by Theorem 6.3, U−1(A) is not finite or there is an A∗ ∈ U−1(A)
such that Tmor
C∗
(A∗, S∗) is not finite. The remark at the beginning of the
proof then implies that U−1(A) is not finite or there is an A∗ ∈ U−1(A) such
that TC∗(A
∗, S∗) is not finite.
(⇒) Assume, now, that TC(A,S) is finite. Then T
mor
C
(A,S) is finite, so
by Theorem 6.3, U−1(A) is finite, say U−1(A) = {A∗1, . . . , A
∗
n}, and
TmorC (A,S) =
n∑
i=1
TmorC∗ (A
∗
i , S
∗).
By Proposition 3.2 we get:
|Aut(A)| · TC(A,S) =
n∑
i=1
|Aut(A∗i )| · TC∗(A
∗
i , S
∗),
whence the claim of the corollary follows after dividing by |Aut(A)|.
(b) By the assumption, U−1(A)/∼= = {A∗1/
∼=, . . . , A∗n/
∼=}. Then
TC(A,S) =
∑
A∗∈U−1(A)
|Aut(A∗)|
|Aut(A)|
· TC∗(A
∗, S∗) by (a)
=
n∑
i=1
|A∗i /
∼=| ·
|Aut(A∗i )|
|Aut(A)|
· TC∗(A
∗
i , S
∗)
=
n∑
i=1
TC∗(A
∗
i , S
∗) by Lemma 2.3.
7 Reducts of relational structures
In this section we apply the abstract machinery developed in the paper to
show that if a countably infinite relational structure has finite big Ramsey
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degrees, then so do its quantifier-free reducts. Moreover, we prove that
if an ultrahomogeneous countably infinite structure has finite big Ramsey
degrees, then so does the structure obtained from it by adding finitely many
constants. In particular, it follows that the reducts of (Q, <), the random
graph, the random tournament and (Q, <, 0) all have finite big Ramsey
degrees. The strategy we use is analogous to the one used in [4] to prove
that the local orders S(n) have finite big Ramsey degrees.
A relational language is a first-order language L consisting of finitary
relational symbols. An L-structure A = (A,LA) is a set A together with
a set LA of finitary relations on A which are the interpretations of the
corresponding symbols in L. An embedding f : A →֒ B between two L-
structures is an injective map f : A → B such that for every R ∈ L we
have that (a1, . . . , ar) ∈ R
A ⇔ (f(a1), . . . , f(ar)) ∈ R
B, where r is the arity
of R. We write A →֒ B to denote that A embeds into B, or f : A →֒ B to
indicate that f is an embedding. In this section embeddings are the only
structure maps we are interested in, so a structure U is universal for a class
K if A →֒ U for every A ∈ K.
A class K of L-structures is hereditary if the following holds: if A ∈ K
and B is an L-structure which embeds into A, then B ∈ K.
Let L = {Ri : i ∈ I}. An L-structure A is a substructure of an L-
structure B if A ⊆ B and the identity map a 7→ a is an embedding of A into
B. Let A be a structure and B ⊆ A. Then A[B] denotes the substructure of
A induced by B: A[B] = (B,RAi ↾B)i∈I . In case of B = {b1, . . . , bn} we also
write A[b1, . . . , bn].
An L-structure U is ultrahomogeneous if for every finite L-structure A
and every pair of embeddings f : A →֒ U and g : A →֒ U there is an
automorphism h ∈ Aut(U) such that f = h ◦ g.
Let L = {Ri : i ∈ I} and M = {Sj : j ∈ J} be relational languages. An
M -structure A = (A,SAj )j∈J is a reduct of an L-structure A
∗ = (A,RA
∗
i )i∈I
if there exists a set Φ = {ϕj : j ∈ J} of L-formulas such that for each j ∈ J
(where a denotes a tuple of elements of the appropriate length):
A |= Sj[a] if and only if A
∗ |= ϕj [a].
We then say that A is defined in A∗ by Φ.
A countably infinite relational structure may well have uncountably
many distinct reducts. However, many of those turn out to be one and
the same structure presented in different languages. Reducts A1 = (A,L
A1
1 )
and A2 = (A,L
A2
2 ) of a relational structure A = (A,L
A) are equivalent, in
symbols A1 ∼ A2, if Aut(A1) = Aut(A2). (The motivation comes from the
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fact that if A1 and A2 are ω-categorical structures with the same automor-
phism group then each can be defined in the other by a set of first-order
formulas.) We are interested in classifying reducts of a countably infinite
structure up to equivalence. Hence, representatives of equivalence classes of
reducts of A under ∼ will be referred to as the essential reducts.
Let K∗ be a class of L-structures and K a class of M -structures. We say
that A ∈ K is definable by Φ in K∗ if there is an A∗ ∈ K∗ such that A is
defined by Φ in A∗.
Theorem 7.1. Let L = {R1, . . . , Rn} be a finite relational language, let
M = {Sj : j ∈ J} be a relational language and let Φ = {ϕj : j ∈ J} be
a set of quantifier-free L-formulas. Let K∗ be a hereditary class of at most
countably infinite L-structures and let K be the class of all theM -structures
which are definable by Φ in K∗. Moreover, let S∗ ∈ K∗ be universal for K∗
and let S ∈K be the M -structure defined in S∗ by Φ. Then
• S is universal for K, and
• if S∗ has finite big Ramsey degrees, then so does S.
Proof. We shall start by a simple but important observation. Let A∗ and
B∗ be L-structures, let A be an M -structure defined in A∗ by Φ and let B
be an M -structure defined in B∗ by Φ. If f is an embedding A∗ →֒ B∗ then
f is also an embedding A →֒ B. This follows by a straightforward induction
on the complexity the formula in question. Consequently, S is universal for
K because S∗ is universal for K∗.
To show that S has finite big Ramsey degrees let us first note that we
can understand K and K∗ as categories of structures by taking embeddings
as morphisms. Define U : K∗ → K on objects by U(A∗) = theM -structure
defined in A∗ by Φ, and on morphisms by U(f) = f . This is clearly an
expansion. Let us show that U has restrictions.
Put I = {1, . . . , n}. Let A∗ = (A,RA
∗
i )i∈I ∈ K
∗ be arbitrary, let
U(A∗) = A = (A,SAj )j∈J , and let f : B →֒ A be an embedding in K where
B = (B,SBj )j∈J . By the definition of K there is a B
∗ = (B,RB
∗
i )i∈I ∈ K
∗
such that U(B∗) = B.
B∗1 = (B,R
B∗
1
i )i∈I B
∗ = (B,RB
∗
i )i∈I A
∗ = (A,RA
∗
i )i∈I
B1 = (B,S
B1
j )j∈J B = (B,S
B
j )j∈J A = (A,S
A
j )j∈J
U
f
U U
?
f
f
27
Define B∗1 = (B,R
B∗
1
i )i∈I as follows: b ∈ R
B∗
1
i iff f(b) ∈ R
A∗
i , i ∈ I. Then,
clearly, f : B∗1 →֒ A
∗ so B∗1 ∈ K
∗ because K∗ is hereditary. Let B1 =
(B,SB1j )j∈J = U(B
∗
1). In order to complete the proof it suffices to show
that B1 = B. But this is immediate: f is an embedding B1 →֒ A by the
remark we made at the beginning of the proof; therefore, f : B →֒ A and
f : B1 →֒ A whence B = B1.
For any finite A∗ ∈ K∗ we know that TK∗(A
∗,S∗) <∞ (by assumption),
whence Tmor
K∗
(A∗,S∗) <∞ by Proposition 3.2. Now take any finite A ∈ K.
By Theorem 6.1 we have that
TmorK (A,S) 6
∑
A∗∈U−1(A)
TmorK∗ (A
∗,S∗).
Since both L and A are finite, it follows that U−1(A) is finite, the sum
on the right is finite. Therefore, Tmor
K
(A,S) < ∞. Another application of
Proposition 3.2 yields that TK(A,S) <∞.
The fact that (Q, <) has finite big Ramsey degrees was established by
Devlin in [5] and the list of essential reducts of (Q, <) follows from a result of
Cameron presented in [3, Section 3.4]. The five essential reducts of (Q, <) are
(Q, <) itself, the trivial structure (Q,∅) and the three structures (Q,Betw),
(Q,Cyc) and (Q,Sep) where:
Betw(x, y, z) = x < y < z ∨ z < y < x,
Cyc(x, y, z) = x < y < z ∨ y < z < x ∨ z < x < y, and
Sep(x, y, u, v) = (Cyc(x, y, u) ∧Cyc(x, v, y)) ∨ (Cyc(x, u, y) ∧ Cyc(x, y, v)).
Since all the essential reducts of (Q, <) are defined in (Q, <) by quantifier-
free formulas, Theorem 7.1 applies and we have:
Corollary 7.2. All of the 5 essential reducts of (Q, <) have finite big Ram-
sey degrees.
Proof. Let us only show that (Q,Betw) has finite big Ramsey degrees. Let
K∗ be the class of all the finite and countably infinite chains, and let K be
the class of all the structures which are defined by Φ = {Betw} in K∗. Then
(Q, <) is universal for K∗ and (Q,Betw) is defined in (Q, <) by Φ. Since
(Q, <) has finite big Ramsey degrees [5], so does (Q,Betw).
Let R = (R,ER) be the random graph, the unique (up to isomorphism)
undirected countable ultrahomogeneous graph which is universal for the
class of all the finite and countably infinite undirected graphs. The fact that
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R has finite big Ramsey degrees was established by Sauer in [25] and the list
of its essential reducts is due to Thomas [28]. The five essential reducts of
R are R itself, the trivial structure (R,∅) and the three structures (R, ρ3),
(R, ρ4) and (R, ρ5) where ρn ⊆ R
n is an n-ary relation on R defined by
(v1, . . . , vn) ∈ ρn iff the number of undirected edges in the
subgraph of R induced by v1, . . . , vn is odd.
It is easy to see that each of the essential reducts of R is defined in R by a
quantifier-free formula. So Theorem 7.1 applies and we have:
Corollary 7.3. All of the 5 essential reducts of R have finite big Ramsey
degrees.
Let T = (T,→) be the random tournament, the unique (up to isomor-
phism) countable ultrahomogeneous tournament which is universal for the
class of all the finite and countably infinite tournaments. The fact that T
has finite big Ramsey degrees was established by Sauer in [25] and the list
of its essential reducts is due to Bennet [2]. The five essential reducts of T
are T itself, the trivial structure (T,∅) and the three structures (T,Betw′),
(T,Cyc′) and (T,Sep′) defined as follows. Let Sep′(x, y, u, v) be the first-
order formula which expresses the fact that |→ ∩ ({x, y} × {u, v})| is even,
and let
Betw′(x, y, z) = C(x, y, z) ∨C(z, y, x), and
Cyc′(x, y, z) = C(x, y, z) ∨D(x, z, y) ∨D(y, x, z) ∨D(z, y, x),
where
C(x, y, z) = x→ y ∧ y → z ∧ z → x, and
D(x, y, z) = x→ y ∧ y → z ∧ x→ z.
Since all the essential reducts of T are defined in T by quantifier-free for-
mulas, Theorem 7.1 applies and we have:
Corollary 7.4. All of the 5 essential reducts of T have finite big Ramsey
degrees.
Finally, we shall prove that (Q, <, 0) and all of its 116 essential reducts
have finite big Ramsey degrees. Since (Q, <, 0) is just (Q, <) with an addi-
tional constant, we shall start by showing that adding constants to count-
able ultrahomogeneous structures preserves the property of having finite big
Ramsey degrees.
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Theorem 7.5. Let L be a relational language, let c1, . . . , cn /∈ L be new
constant symbols and let L′ = L∪{c1, . . . , cn}. Let U = (U,L
U ) be a count-
ably infinite ultrahomogeneous L-structure and let U ′ = (U,LU , u1, . . . , un).
If U has finite big Ramsey degrees then so does U ′.
Proof. Let C be the class of all the finite and countably infinite structures
that embed into U = (U,LU ) and let D be the class of all the finite and
countably infinite structures that embed into U ′ = (U,LU , u1, . . . , un). We
treat C and D as categories of structures by taking embeddings as mor-
phisms. Assume that U has finite big Ramsey degrees. The main idea of
the proof is to use Theorem 5.4 to transport the property of having finite
big Ramsey degrees from C to D. Although D is not a subcategory of C,
it is easy to find a subcategory B of C which is isomorphic to D as follows.
For a structure A = (A,LA, a1, . . . , an) ∈ Ob(D) let G(A) ∈ Ob(C) be
the L-structure which simply encodes the constants into the names of the
elements of the structure as follows:
G(A) = (A× {(a1, . . . , an)}, L
G(A))
where for each R ∈ L we have that
RG(A) =
{(
(x1, a1, . . . , an), . . . , (xh, a1, . . . , an)
)
: (x1, . . . , xh) ∈ R
A
}
.
This simple trick ensures that G is injective on objects. Let us apply the
same trick to morphisms. ForA = (A,LA, a1, . . . , an), B = (B,L
B, b1, . . . , bn) ∈
Ob(D) and an embedding f : A →֒ B define G(f) : G(A) →֒ G(B) by
G(f)(x, a1, . . . , an) = (f(x), b1, . . . , bn).
Then G : D→ C is clearly a functor injective on both objects and hom-sets.
Let B be the subcategory of C whose objects are of the form G(A) for some
A ∈ Ob(D) and nothing else, and whose morphisms are of the form G(f)
form some morphism f in D and nothing else. Then B is a (not necessarily
full) subcategory of C isomorphic to D, so in order to complete the proof
it suffices to show that G(U ′) = U = (U,LU ) has finite big Ramsey degrees
in B.
Take any A′ = (A,LA, a1, . . . , an) ∈ Ob(D) and let G(A
′) = A =
(A,LA) ∈ Ob(B). Let F : ∆ → B be an (A,U)-diagram. Let ∆ = T ∪ B
where T is the top row of ∆ and B is the bottom row of ∆, and let
(ei : U → U)i∈T be a commuting cocone over F in C:
30
U C
U U . . . U U
A A . . . A
ei ej
v
w
To prove that the diagram F has a commuting cocone in B we have
to construct an object V ∈ Ob(B) and morphisms f i : U → V, i ∈ T , so
that the diagram analogous to the above one commutes. The idea we are
going to implement is straightforward: we shall start with a substructure
V = (V,LV) of U induced by V =
⋃
i∈T ei(U). We shall then identify some
convenient v1, . . . , vn ∈ V , prove that V
′ = (V,LV , v1, . . . , vn) ∈ Ob(D) and
put V = G(V ′) at the tip of the commuting cocone in B. The morphisms
f i : U → V will be appropriate modifications of the codomain restrictions of
ei, i ∈ T . The trickiest part in the entire construction is the identification of
v1, . . . , vn ∈ V that can act as constants in V
′. Since the cocone morphisms
f i are going to be the codomain restrictions of ei (modulo renaming of
elements), in order to identify the elements of U that can act as constants
in V ′ we have to ensure that
ei(um, u1, . . . , un) = ej(um, u1, . . . , un),
for all i, j ∈ S and 1 6 m 6 n. (Recall that (um, u1, . . . , un), 1 6 m 6 n,
are the constants of U ′ in disguise.) Once this is ensured we will take
vm = et0(um, u1, . . . , un), 1 6 m 6 n,
for an arbitrary but fixed t0 ∈ T .
In order to carry out this program we need the notion of the connected
component of a binary digraph (see the discussion preceding Theorem 5.4).
A walk between two elements x and y of the top row of a binary digraph
consists of some vertices x = t0, t1, . . . , tk = y of the top row, some vertices
s1, . . . , sk of the bottom row, and arrows sj → tj−1 and sj → tj , 1 6 j 6 k:
x = t0 t1 . . . tk−1 tk = y
s1 s2 . . . sk
A binary digraph is connected if there is a walk between any pair of distinct
vertices of the top row. A connected component of a binary digraph ∆ is
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a maximal (with respect to inclusion) set S of vertices of the top row such
that there is a walk between any pair of distinct vertices from S. (Note that
sj’s are not required to be distinct.)
Let S ⊆ T be a connected component of ∆ and let us show that
ei(um, u1, . . . , un) = ej(um, u1, . . . , un),
for all i, j ∈ S and 1 6 m 6 n. Take any i, j ∈ S. Since S is a connected
component of ∆, there exist i = t0, t1, . . . , tk = j in S, s1, . . . , sk in B and
arrows pj : sj → tj−1 and qj : sj → tj , 1 6 j 6 k:
i = t0 t1 . . . tk−1 tk = j
s1 s2 . . . sk
p1 q1
pk qk
Let F (pj) = wj and F (qj) = vj , 1 6 j 6 k. Then
ei(um, u1, . . . , un) =
= et0(um, u1, . . . , un) [i = t0]
= et0(w1(am, a1, . . . , an)) [w1(am, a1, . . . , an) = (um, u1, . . . , un)]
= et1(v1(am, a1, . . . , an)) [(ei)i∈T is a commuting cocone over F ]
= et1(um, u1, . . . , un) [v1(am, a1, . . . , an) = (um, u1, . . . , un)].
Analogously, et1(um, u1, . . . , un) = et2(um, u1, . . . , un) and so on. Thus,
ei(um, u1, . . . , un) = et0(um, u1, . . . , un) = . . .
. . . = etk(um, u1, . . . , un) = ej(um, u1, . . . , un).
In contrast to that, if S, S′ ⊆ T are two distinct connected components of
∆ we cannot guarantee that ei(um, u1, . . . , un) = ej(um, u1, . . . , un) for i ∈ S
and j ∈ S′. We shall now modify the commuting cocone (ei : U → U)i∈T so
as to ensure that this is always the case.
Let {Sα : α < λ} be the set of all the connected components of ∆, where
Sα ⊆ T , α < λ. Take any ordinal α such that 0 < α < λ. Let i ∈ S0 and
j ∈ Sα be arbitrary and let p : s→ i and q : s
′ → j be two arrows, one in the
part of ∆ determined by S0 and the other one in the part of ∆ determined
by Sα. Let w = F (p) and v = F (q):
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UU U U U
A S0 A Sα
ei
ej
w
v
Let A0 = {(am, a1, . . . , an) : 1 6 m 6 n} and let A0 = A[A0] be the
substructure of A induced by A0. Then ei ◦ w↾A0 : A0 →֒ U and ej ◦ v↾A0 :
A0 →֒ U are two distinct embeddings of the same finite structure A0 into U .
Since U ultrahomogeneous there is an hα ∈ Aut(U) such that ei ◦ w↾A0 =
hα ◦ ej ◦ v↾A0 . Put h0 = idU and let α(i) be the unique ordinal such that
i ∈ Sα(i). Analogously, let U0 = U [U0] where
U0 = {(um, u1, . . . , un) : 1 6 m 6 n}.
Then hα(i) ◦ ei↾U0 = hα(j) ◦ ej↾U0 for i, j ∈ T (this follows from the fact that
w(A0) = U0 = v(A0) and w↾A0 = v↾A0), so (hα(i) ◦ ei : U → U)i∈T is still a
commuting cocone over F in C:
U U U
U U U U
A S0 A Sα
h0=id hα
ei
ej
w
v
and for this commuting cocone we have that
hα(i) ◦ ei(um, u1, . . . , un) = hα(j) ◦ ej(um, u1, . . . , un),
for all i, j ∈ T and 1 6 m 6 n.
Hence, without loss of generality we can assume that (ei : U → U)i∈T is
a commuting cocone over F in C such that
ei(um, u1, . . . , un) = ej(um, u1, . . . , un) (7.1)
for all i, j ∈ T and 1 6 m 6 n. Let V =
⋃
i∈T ei(U ) and let V = U [V ] be
the substructure of U induced by V . Take an arbitrary but fixed t0 ∈ T and
put
vm = et0(um, u1, . . . , un) ∈ V, 1 6 m 6 n. (7.2)
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Let V ′ = (V,LV , v1, . . . , vn). To show that V
′ ∈ Ob(D) we have to show that
V ′ embeds into U ′. Recall, first, that U ∼= U and that U [U0] is isomorphic
to U [u1, . . . , un] where the isomorphism is ϕ : U0 → {u1, . . . , un} given by
ϕ(um, u1, . . . , un) = um, 1 6 m 6 n.
On the other hand, U [U 0] is isomorphic to V[v1, . . . , vn] where the isomor-
phism is et0↾U0 . Therefore, U [u1, . . . , un] and V[v1, . . . , vn] are isomorphic
and the isomorphism is ψ : {v1, . . . , vn} → {u1, . . . , un} : vi 7→ ui, 1 6 i 6 n.
Since U is ultrahomogeneous there is a ψˆ ∈ Aut(U) which extends ψ, so ψˆ↾V
is an embedding of V into U which takes vi to ui, 1 6 i 6 n. In other words,
ψˆ↾V : V
′ →֒ U ′ whence V ′ ∈ Ob(D).
Let us now construct a commuting cocone over F in B. Let V = G(V ′) ∈
Ob(B). To define the morphisms U → V consider, first, the mappings
fi : U
′ → V ′ in D, i ∈ T , defined by:
fi(x) = ei(x, u1, . . . , un).
Each fi is an embedding of U into V such that for 1 6 m 6 n:
fi(um) = ei(um, u1, . . . , un)
= et0(um, u1, . . . , un) by (7.1)
= vm. by (7.2)
Hence fi : U
′ →֒ V ′, i ∈ T , is a morphism in D. Finally, for each i ∈ T put
f i = G(fi) : U → V and let us show that(f i : U → V)i∈T is a commuting
cocone over F in B. Assume that in the original cocone over F we have
that ei ◦w = ej ◦ v where w = G(w) for some w : A
′ →֒ U ′ and v = G(v) for
some v : A′ →֒ U ′:
U C
U U . . . U U
A A . . . A
ei ej
v
w
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Then
f i ◦ w(x, a1, . . . , an) = f i(w(x), u1, . . . , un)
= (fi(w(x)), v1, . . . , vn)
= (ei(w(x), u1, . . . , un), v1, . . . , vn)
= (ei ◦ w(x, a1, . . . , an), v1, . . . , vn)
= (ej ◦ v(x, a1, . . . , an), v1, . . . , vn)
= (ej(v(x), u1, . . . , un), v1, . . . , vn)
= (fj(v(x)), v1, . . . , vn)
= f j(v(x), u1, . . . , un)
= f j ◦ v(x, a1, . . . , an).
This completes the proof.
Corollary 7.6. (Q, <, 0) has finite big Ramsey degrees.
Proof. Immediate from the fact that (Q, <) has finite big Ramsey degrees [5]
and Theorem 7.5.
All the essential reducts of (Q, <, 0), and much more, were classified by
Junker and Ziegler in [12]. It turns out that there are 116 of them and that
they are all defined by quantifier-free formulas in (Q, <, 0). So Theorem 7.1
applies and we have:
Corollary 7.7. All of the 116 essential reducts of (Q, <, 0) have finite big
Ramsey degrees.
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