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Abstract
It is well-established that a linear correlation exists between accessible surface areas and 
experimentally  measured  solvation  energies.  Combining  this  knowledge  with  an  analytic 
formula for calculating solvent accessible surfaces, we derive a simple model of desolvation 
energy as a differentiable function of atomic positions.
Additionally, we find that this algorithm is particularly well suited for hardware acceleration on 
graphics processing units (GPUs), outperforming the CPU by up to two orders of magnitude. 
We  explore  the  scaling  of  this  desolvation  algorithm  and  provide  implementation  details 
applicable to general pairwise algorithms.
Question
Can  we  apply  the  massively  parallel  computational  resources  of  modern  graphics 
processing  units  to  speedup  energy  evaluations  and  better  predict  near-native  protein 
structures?
Motivation
A well-studied approach for the computational prediction of folded and docked protein 
structures is the minimization of a free energy function [1,2,3]. Minimization algorithms can 
require tens of thousands of function evaluations to arrive at an answer, and free energy 
models often sacrifice fine detail in exchange for rapid evaluation.
Graphics Processing Units (GPUs) are emerging as high performance parallel coprocessors. 
Implementation of an energy function on the GPU would decrease energy evaluation time, 
allowing more accurate searches for possible structures.
Figure 1 - Comparison of maximum arithmetic throughput of Intel CPUs and NVIDIA GPUs 
over the past five years. Figure reproduced from Ref. [6].
Step One - Model Development
For our initial study, we decided to focus on a simple model of desolvation energy. Intuitively, 
desolvation energy is the energy cost of pushing solvent molecules out of the way during 
complex formation. 
We  chose  to  use  the  method  of  Eisenberg  and  McLachlan  [4],  which  uses  the  linear 
relationship  between  the  solvent  accessible  surface  area  (SASA)  buried  during  complex 
formation and the associated desolvation energy.
To  compute  the  applicable  solvent  accessible  surface  areas,  we  use  the  geometrically 
intuitive method of Hasel et. al. [5] which starts with an analytic SASA formula and then uses a 
knowledge-based factor to account for multiple overlaps.  
Figure 2 - Simplified hardware diagram of a CUDA capable NVIDIA GPU. The GPU contains 
many multiprocessors, each of which has a fast shared memory store. Designing an algorithm 
to make good use of shared memory allows significant runtime improvements.
Step Two - GPU Acceleration
Background
Over the past few years, GPU hardware has become increasingly capable. Designed for high 
throughput  processing  of  3D  graphics,  GPUs  evolved  impressive  parallel  floating  point 
performance.  Figure  1  shows  a  comparison  of  the  floating  point  arithmetic  throughput  of 
several generations of Intel CPUs and NVIDIA GPUs.
A major roadblock for the application of this hardware to general scientific problems was the 
lack of simple GPU programming tools.
In 2007, NVIDIA released CUDA, a C-like environment designed to specifically ease GPU use in 
general purpose computation. 
Figure  2  depicts  a  CUDA-capable  GPU.  The  programmer  writes  SPMD  (single  program, 
multiple  data)  kernels  that  are  distributed  onto  an  array  of  multiprocessors  for  parallel 
execution.  Each  multiprocessor  has  a  small  shared  memory  store  that  offers  very  fast 
read/write access.
Implementation
The SASA method of Hasel et. al. [5] is implemented as a pairwise atomic algorithm: for each 
atom we compute pairwise SASA contributions from all other atoms. We then combine the 
SASA  information  with  Eisenberg  and  McLachlan's  [4]  desolvation  energy  parameters  to 
obtain a final energy result.
On the GPU, we implement this with a kernel that computes SASA contributions for a single 
atom. For a complex with n atoms we create n of these threads to gather all the necessary 
accessibilities.
Although the GPU provides impressive arithmetic capability, memory access continues to be 
a performance bottleneck [6]. The best way to amortize the cost of main-memory access is 
to  make  use  of  each  multiprocessor's  shared  memory  store.  To  this  end,  we  borrow  a 
block-based iteration method developed by Schive et. al. [7] for use in a CUDA-accelerated 
pairwise astrophysical calculation.
This method iterates over the protein complex in blocks. For each block, threads on a given 
multiprocessor cooperatively load all the data required for SASA computation in that block 
into shared memory. This allows the subsequent intra-block SASA evaluations to operate on 
values stored exclusively in shared memory, greatly improving performance. 
Figure 3 - Average runtime comparison for multithreaded CPU and GPU desolvation routines 
computed  over  2000,  4000,  6000,  8000,  and  10000  randomly  generated  ligand 
conformations.
Results
To evaluate the potential speedup of our algorithm, we performed a timing analysis on a 
benchmark of 27 known protein complexes ranging from 2450 to over 13000 atoms in size. To 
simulate  the  large  amount  of  evaluations  occurring  in  an  energy  minimization  setting,  we 
measured  runtime  for  2000,  4000,  6000,  8000,  and  10000  randomly  generated  ligand 
conformations. 
The  timing  results  indicate  that  our  GPU  algorithm  substantially  outperforms  our  CPU 
implementation. Runtime speed improvements ranged from 26x to 201x, depending primarily 
on complex size. Figure 3 shows a graph of average runtimes versus complex sizes.
In the future, we plan to expand CUDE by adding electrostatic and VDW terms to our energy 
function and study the quality of the resulting predicted structures. 
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