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Abstract
The nuclear modification factor RAA measured in Pb+Pb collisions at the Large Hadron Col-
lider (LHC) suggests that the jet-medium coupling in a Quark-Gluon Plasma at LHC energies is
reduced as compared to energies reached at the Relativistic Heavy Ion Collider (RHIC). We esti-
mate the reduction factor using a simple generic energy-loss model and find that the jet-medium
coupling at the LHC is approximately 10% smaller than at RHIC. Moreover, we examine dif-
ferent jet-energy loss prescriptions with dE/dx ∼ Ea and show that the measured momentum
dependence of the nuclear modification factor at the LHC rules out any model with Ea>1/3.
1. Introduction
The nuclear modification factor RAA measured at the Large Hadron Collider (LHC) [1, 2]
suggests that the jet-medium coupling is weaker than expected from fixed-coupling extrapola-
tions [3] based on the data from the Relativistic Heavy Ion Collider (RHIC) [4]. While the rapid
increase of the nuclear modification factor with increasing transverse momentum pT can read-
ily be understood from generic perturbative physics [1], the reduced jet-medium coupling at the
LHC tends to overquench those models constrained to RHIC data [3].
To quantify the reduction of the jet-medium coupling, we consider a generic jet-energy loss
model [5]
dP
dτ (~x⊥, τ) = −κ[T (~x⊥, τ)]P
a(τ) τz T c=2−a+z(~x⊥, τ) , (1)
where the energy loss per unit length or momentum loss per unit time is proportional to a di-
mensionless coupling κ, the energy (momentum) dependence Pa, the path-length dependence τz,
and the local temperature dependence T c. The jet path ~x⊥(τ) = ~x0 + nˆ(φ)τ is perpendicular to
the beam axis from a production point ~x0 and moves in direction φ relative to the reaction plane.
Here we assume the simplest boost-invariant Bjorken hydrodynamics T 3(~x, τ) = T 3(~x, τ0)τ0/τ
down to a freeze-out temperature of T f ∼ 100 MeV. The initialization time is considered to be
τ0 = 1 fm.
To compare different initial conditions, we consider Glauber participant and binary initial
geometries using a Monte Carlo model introduced in Ref. [5]. For CGC-like initial conditions
however, we deform the Glauber initial geometry via [5]:
x →
√
〈x2〉CGC
〈x2〉Gl
x, y →
√
〈y2〉CGC
〈y2〉Gl
y . (2)
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Figure 1: The high-pT elliptic flow (upper panels) and the nuclear modification factor (lower panels) for RHIC (left) and
LHC energies (middle and right panel), considering different jet-energy loss prescriptions [5] explained in the text.
Here, 〈◦〉 denotes the geometric average at a given impact parameter b. The scaling factors
are determined by fitting tabulated Glauber and MC-KLN second moments. Assuming that the
ratios of eccentricities (ǫ = e2) for Glauber and CGC initial conditions can be expressed via
ǫCGC = f · ǫGl, we found that deformations with f = 1.2± 0.1 reproduce the numerical MC-KLN
tables very well [5]. Therefore, we refer to those CGC-like initial conditions as ’dcgc1.2’.
2. Results and Discussions
In the following, we are going to compare four different scenarios, see Eq. (1): I. (a=0, z=1,
Glauber), II. (a=1/3, z=1, Glauber), III. (a=1/3, z=1, dcgc1.2), IV. (a=1, z=2, ”Jia” dcgc1.2).
The first three scenarios are based on a geometry with 14% binary and 86% participant col-
lisions, while the last scenario is based on pure binary collisions as in Ref. [6]. Here, we do not
focus on the difference between the path-length dependencies as it was shown in a most recent
work [7] that z = 1 might be the correct description for both a pQCD and an AdS/CFT energy
loss prescription.
The first scenario (a = 0, z = 1) coincides with the deep Landau-Pomeranchuk-Migdal
(LPM) pQCD limit, while the prescription with (a = 1/3, z = 1) approximately describes both
a pQCD and an AdS/CFT falling string case [8]: The (a = 1/3) power law is predicted to be
the lower bound of the power a in a falling-string scenario. However, an (E/T )1/3 energy depen-
dence is numerically similar to the logarithmic log(E/T ) dependence predicted by fixed-coupling
pQCD energy loss also relevant at LHC energies.
Fig. 1 displays the comparison of the nuclear modification factor (lower panel) and the high-
pT elliptic flow (upper panel) as a function of centrality for RHIC (left panel) and LHC energies
(middle and right panel) for the four scenarios discussed above.
It can be seen from the lower left panel that once the coupling κ is fixed to reproduce the most
central RAA-data at RHIC energies, the nuclear modification factor can be described well for all
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Figure 2: The nuclear modification factor as a function of pT measured at RHIC (left panel) [4] and at LHC energies
(right panel) [1, 2]. The lines correspond to different jet-energy loss prescriptions [5] explained in the text.
four models. In contrast, the high-pT elliptic flow seems to be only well described by the model
with an energy loss of dE/dx ∼ E1.
Performing a straight extrapolation from RHIC to LHC energies (i.e. from the left to the mid-
dle panel), a clear oversuppression of the nuclear modification factor becomes visible. However,
reducing the jet-medium coupling (right panel), this oversuppression can be overcome. Please
note that the reduced jet-medium coupling does not have a big impact on the high-pT elliptic
flow in the upper panel.
To quantify the magnitude of reduction, we recall that for a pQCD radiative energy loss
κ ∝ α3. Thus, the strong coupling scales from RHIC to LHC as
αLHC = (κLHC/κRHIC)1/3 αRHIC , (3)
where αRHIC ∼ 0.3. Inserting all values used for the couplings κRHIC and κLHC [5], we obtain a
moderate reduction of the running coupling of κLHC ∼ 0.24 − 0.28. Note that due to the relation
κ ∝ α3, a jet-medium reduction at the LHC is directly coupled to a reduction in the coupling
constant κ.
Considering hwoever the effective jet-medium coupling in a falling-string scenario, κ ∝ √λ
is related to the square root of the t’Hooft coupling λ = g2YMNc. In this case,
λLHC = (κLHC/κRHIC)2 λRHIC (4)
yields to a reduction of the t’Hooft coupling κLHC up to a factor of four (κRHIC = 20) [5]. It is not
yet clear if the current models allow for such a strong breaking of the conformal symmetry.
Fig. 2 compares the nuclear modification factor as a function of pT for RHIC (left) and LHC
(right) energies. Both Figures show that the model with dE/dx ∼ E1 that best fit both the RAA
and the high-pT elliptic flow at RHIC (see left panel of Fig. 1) does not follow the trend of the
data at the LHC.
However, for those models with dE/dx ∼ E0 and dE/dx ∼ E1/3, there is a clear discrepancy
between the measured data for the elliptic flow v2 and the data at RHIC (see again upper left
panel of Fig. 1).
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The reason is that the RHIC data are considered for an intermediate pT = 7.5 GeV. As
demonstrated in Ref. [9], parton coalescence might enhance the measured elliptic flow in such an
intermediate pT -range by a factor of 2−3. Thus, one should not expect that pure jet fragmentation
and absorption models like the one discussed here fully describes the intermediate pT -range.
On the other hand, Fig. 2 clearly shows that the prescriptions with dE/dx ∼ E0 and dE/dx ∼
E1/3 describe the trend of the nuclear modification factor as a function of pT .
Additionally to the scenarios mentioned earlier, the right panel of Fig. 2 shows the results
based on (1) a temperture-dependent coupling as introduced in Ref. [10] by Shuryak and Liao
(SL) (dashed black line) and (2) on the CUJET code by Buzzatti and Gyulassy [11] (golden
diamonds) which is based on the Gyulasssy-Levai-Vitev (GLV) approach and includes a running
coupling. In the first case (SL model), it is assumed that the coupling is enhanced in a mixed
phase (κ2, 113 < T < 173 MeV) as compared to the QGP phase (κ1, T > 173 MeV) by a factor
of ζ = κ1/κ2 = 1/3.
As the figure shows, all models considering either dE/dx ∼ E0 or dE/dx ∼ E1/3 follow the
trend of the measured data up to pT ∼ 20− 50 GeV. However, none of the models discussed here
leads to a plateau-like structure of the nuclear modification factor for pT > 100 GeV as indicated
by the data [1, 2, 12].
3. Summary
Using a simple generic energy-loss model, we estimated the reduction factor of the jet-
medium coupling between RHIC and LHC and found a 10% moderate reduction of the running
coupling. Moreover, we showed that all models with dE/dx ∼ Ea<1/3 follow the trend of the
measured nuclear modification factor both at RHIC and LHC energies.
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