Using our previously developed system, we investigated the influence of training data on the facial expression accuracy using the training data of "taro" for the intentional facial expressions of "angry," "sad," and "surprised," and the training data of respective pronunciation for the intentional facial expressions of "happy" and "neutral." Using the proposed method, the facial expressions were discriminable with average accuracy of 72.4% for "taro," "koji" and "tsubasa", for the three facial expressions of "happy," "neutral," and "other".
Introduction
The present study investigates the first stage of the development of a robot that has the ability to visually detect human feelings or mental states. Although the mechanism for recognizing facial expressions has received considerable attention in the field of computer vision research, it still falls far short of human capability, especially from the viewpoint of robustness under widely varying lighting conditions. One reason for this lack of robustness is that nuances of shade, reflection, and local darkness influence the accuracy of facial expression recognition through the inevitable change of gray levels. In order to avoid this problem and develop a method for facial expression recognition that is applicable under widely varying lighting conditions, we used images produced by infrared rays (IR), which reveal the thermal distribution of the face. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] We adopted an utterance as the key to expressing human feelings or mental states because humans tend to express feelings vocally. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Although several studies on facial expression recognition using thermal image processing have been reported (See Refs. 1-17), only our research [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] has focused on the speaker. The present study also focuses on the speaker. In addition, we added a judgment function of a front-view face to the proposed method for facial expression recognition.
training data corresponding to the facial expressions of "happy" and "neutral" is practical. These two facial expressions are not only very common in our daily lives, but are also easier to express than other facial expressions. Furthermore, the classifications of "neutral," "happy," and "other" are efficient for facial expression recognition under the condition that updating the training data of facial expressions is not performed frequently.
In our previously developed method for facial expression recognition of a speaker, we prepared the training data for a pair of the first and last vowels pronounced by the speaker. 8 The number of pairs is 25 for the Japanese language. It is time-consuming and difficult for a subject to express facial expressions for each pair of vowels.
In the present study, we investigate the influence of training data on facial expression accuracy using the training data of "taro," the first and last vowels of which are /a/ and /o/, for the three intentional facial expressions of "angry," "sad," and "surprised," and the training data of 25 pairs of vowels for the two intentional facial expressions of "happy" and "neutral."
Image Acquisition
The principle behind thermal image generation is the Stefan-Boltzmann law, which is expressed as ), and T is the temperature (K). For human skin,  is estimated to range from 0.98 to 0.99. 18, 19 In the present study, the approximate value of 1 was used as  for human skin because the value of  for almost all substances is lower than that of human skin. 18 Consequently, the human face region is easily extracted from an image using the value of 1 for. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] In principle, IR temperature measurements do not depend on skin color 19 , darkness, or lighting condition, and so the face region and its characteristics are easily extracted from a thermal image. Figure 1 shows a flowchart of the proposed method, which consists of two modules. The first is a module for speech recognition and dynamic image analysis, and the second is a module for learning and recognition. In the module for learning and recognition, we embedded the module for front-view face judgment. 7 The proposed method is described in detail in our book. 
Method for Facial Expression Recognition

Speech recognition and dynamic image analysis
We use a speech recognition system called Julius 20 to obtain the timing positions of the start of speech and the first and last vowels in a WAV file.
6-12 Figure 2 shows an example of the waveform of the Japanese name "Taro." The timing position of the start of speech and the timing ranges of the first vowel (/a/) and the last vowel (/o/) are decided by Julius. Using the timing position of the start of speech and the timing ranges of the first and last vowels obtained from the WAV file, three image frames are extracted from an AVI file at the three timing positions. For the timing position just before speaking, we use the timing position of 84 ms before the start of speech, as determined in our previously study. 5 For the timing position of the first vowel, we use the position at which the absolute value of the amplitude of the waveform is the maximum while 
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Learning and recognition
For static images obtained from the extracted image frames, the process of erasing the area of the glasses, extracting the face area, and standardizing the position, size, and rotation of the face are performed according to the method described in our previous study. 5, 1 0 Next, we generate difference images between the averaged neutral face image and the target face image in the extracted face areas in order to perform a 2D discrete cosine transform (2D-DCT). The feature vector is generated from the 2D-DCT coefficients according to a heuristic rule. 4, 5 The facial expression is recognized by the nearest-neighbor criterion in the feature vector space with the rejection domain using the training data just before speaking and that while speaking the phonemes of the first and last vowels. 12 4. Experiments
Condition
The thermal image produced by the thermal video system (Nippon Avionics TVS-700) and the sound captured from an Electret condenser microphone (Sony ECM-23F5), as amplified by a mixer (Audio-Technica AT-PMX5P), were transformed into a digital signal by an A/D converter (Thomson Canopus ADVC-300) and were input into a computer (DELL Optiplex 780, CPU: Intel Core 2 Duo E8400 3.00 GHz, main memory: 3.21 GB, and OS: Windows 7 Professional (Microsoft) with an IEEE1394 interface board (I·O Data Device 1394-PCI3/DV6). We used Visual C++ 6.0 (Microsoft) as the programming language. In order to generate a thermal image, we set the condition such that the thermal image had 256 gray levels for the detected temperature range. The temperature range for generating a thermal image was decided so as to easily extract the face area on the image. We saved the visual and audio information in the computer as a Type 2 DV-AVI file, in which the video frame had a spatial resolution of 720×480 pixels and 8-bit gray levels, and the sound was saved in a stereo PCM format, 48 kHz and 16-bit levels.
Subject A, a male with glasses, performed in alphabetic order each of the intentional facial expressions of "angry," "happy," "neutral," "sad," and "surprised," while speaking the semantically neutral utterance of each of the Japanese first names listed in Table 1 .
In the experiment, Subject A intentionally maintained a front-view in the AVI files, which were saved as both training and test data. We assembled 20 samples as training data and 10 or less samples as test data, in which all facial expressions of the subject were judged as front-view faces by our reported method. 7 The number of test data was decided as a result of the frontview face judgment. From one sample, we obtained three images at the timing positions of just before speaking and while speaking the phonemes of the first and last vowels.
In the present study, we have investigated the influence of training data on the facial expression recognition accuracy. The method for facial expression recognition using the training data of "taro" (the first and last vowels of which are /a/ and /o/), for the three intentional facial expressions of "angry," "sad," and "surprised," and the training data of 25 pairs of vowels for the two intentional facial expressions of "happy" and "neutral" were selected. The method is hereinafter referred to as the efficient method. Then, as Table 1 . Japanese first names used in the experiment. pronunciations, "taro," "koji" (the first and last vowels of which are /o/ and /i/), and "tsubasa" (the first and last vowels of which are /u/ and /a/), were selected when applying the efficient method. For comparison with the efficient method, the method for facial expression recognition using the training data of the same pronunciations as those of test data was also applied to the data for "koji" and "tsubasa." This method is hereinafter referred to as the reference method. Figures 3 and 4 show examples of thermal images of the subject used for training by the efficient method and in the test, respectively. Tables 2 and 3 show the values of the recognition accuracy of the facial expressions obtained using the efficient method and the reference method, respectively.
Results and discussion
Using the efficient method, the average facial expression accuracies were 100%, 70.0%, and 47.2%, respectively, for "taro," "koji," and "tsubasa," for the three facial expressions of "happy," "neutral," and "other" when the speaker exhibited one of the five intentional facial expressions of "angry," "happy," "neutral," "sad," and "surprised." On the other hand, using the reference method, the average facial expression recognition accuracies were 90.6% and 85.7% for "koji" and "tsubasa," respectively. Accordingly, the influence of training data on the facial expression recognition accuracy might not be small.
Conclusion
We have investigated the influence of training data on facial expression accuracy using training data for "taro," the first and last vowels of which are /a/ and /o/, respectively, for the three intentional facial expressions of "angry," "sad," and "surprised," and the training data of 25 pairs of vowels for the two intentional facial expressions of "happy" and "neutral." Using the efficient Fig. 4 . Examples of thermal test images while speaking "tsubasa". Fig. 3 . Examples of thermal training images for speaking "tsubasa" in the efficient method. method, the facial expressions of one subject were discriminable with 100%, 70.0%, and 47.2% accuracy for "taro," "koji" (the first and last vowels of which are/o/ and /i/), and "tsubasa" (the first and last vowels of which are /u/ and /a/), respectively, for the three facial expressions of "happy," "neutral," and "other" when the speaker exhibited one of the five intentional facial expressions of "angry," "happy," "neutral," "sad," and "surprised." On the other hand, the facial expressions of one subject were discriminable with accuracies of 90.6% and 85.7% for "koji" and "tsubasa," respectively, when the reference method was used. In order to develop a practical method for facial expression recognition, we intend to investigate a method for reducing the influence of training data on facial expression accuracy. 
