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Abstract
Embeddings of 4-regular graphs into 3-space are examined by studying graph diagrams, i.e.,
projections of embedded graphs to an appropriate plane. An invariant of graph diagrams, first
introduced by Yokota, is re-formulated and used to show that reduced alternating diagrams have
minimal crossing number. The results presented here extend some of the so-called Tait Conjectures.
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Introduction
At the end of the 19th century P.G. Tait stated several famous conjectures on alternating
link diagrams. One of them says that an n-crossing link diagram D which is alternating
and reduced has minimal crossing number and, furthermore, if D is prime, then any
nonalternating diagram equivalent to D has more than n crossings [7, Theorems A, B].
This Tait Conjecture has been proved independently by Thistlethwaite [11], Murasugi
[7], and Kauffman [2] nearly a century later.
The purpose of this article is to prove a generalization of this conjecture to diagrams
of 4-regular graphs in R3, i.e., embeddings of 1-dimensional cell complexes into 3-space
where a cell complex corresponds to an abstract graph such that each graph vertex is
incident with four edges. Since in a diagram of a 4-regular graph a small neighbourhood
of each vertex can be replaced with a crossing such that the resulting object is a link
diagram, the notion of an alternating graph diagram can be introduced in a natural way.
1 E-mail: sawollek@math.uni-dortmund.de.
0166-8641/99/$ – see front matter Ó 1999 Elsevier Science B.V. All rights reserved.
PII: S0166-8641(97)0 02 68 -X
262 J. Sawollek / Topology and its Applications 93 (1999) 261–273
A generalization of the Tait Conjecture cited above is formulated in Section 1, after
some necessary definitions have been given and a theorem of Menasco has been extended
to 4-regular graphs in R3. In Section 2, a polynomial invariant of embedded graphs, first
introduced by Yokota [12], is re-formulated in a way that differs from Yokota’s. Here,
the invariant is defined recursively which makes it easier to handle. A short proof of
the well-definedness of the invariant is given, and some of its properties are verified.
Section 3 contains a proof of the generalized Tait Conjecture which uses the recursive
structure of Yokota’s invariant and some techniques concerning the calculation of the
bracket polynomial developed by Thistlethwaite [11]. Finally, in Section 4 it is explained
why the invariant defined in Section 2 is identical with Yokota’s invariant, a fact that
certainly is not obvious, and it is mentioned how further invariants can be constructed
in an analogous way.
1. 4-regular graphs in 3-space, and their diagrams
A topological graph is a 1-dimensional cell complex consisting of 0-cells v1, . . . , vk
and 1-cells e1, . . . , em which is related to an abstract graph with vertices v1, . . . , vk and
edges e1, . . . , em. A graph is said to be 4-regular if each vertex has degree four, i.e., a
vertex is incident with four (not necessarily different) edges. If G is a topological graph,
then a graph G in R3 is the image of an embedding of G into R3. Two graphs G1, G2 in
R3 are called equivalent if there exists an orientation preserving autohomeomorphism of
R3 which maps G1 onto G2. Embeddings of topological graphs in R3 can be examined
via regular graph diagrams, i.e., images under regular projections to an appropriate plane
equipped with over-under information at double points. Two graph diagrams D and D′
are called equivalent, D ∼ D′, if one can be transformed to the other by a finite number
of Reidemeister moves I–V (see Fig. 1) and an orientation preserving homeomorphism
of the plane to itself. The equivalence class of D is denoted by [D]. Two graphs in R3
are equivalent if and only if they have equivalent diagrams (see [3] or [13]).
Embedding graphs into R3 extends, in a natural way, the classical knot theoretical
problem of embedding one or more disjoint copies of the 1-sphere S1 into R3. Indeed,
one can interpret S1 as a topological graph without vertices, and thus, throughout this
article a link will be considered as 4-regular graph in R3 without vertices.
Classical knot theoretical definitions and results can be found in [1] or [8]. In the
following, some familiar definitions are extended to 4-regular graphs in R3.
Definition 1. Let G be a 4-regular graph in R3 with k > 0 vertices and set of vertices
{v1, . . . , vk} ⊂ R3.
(i) G is called split if there exists a 2-sphere in R3 which separates G. The uniquely
determined maximal nonsplit subgraphs of G in R3 are called split components
of G, and their number is called splitting number.
(ii) If G is nonsplit, then G is called vertex-split if there exists a 2-sphere S in R3 such
that ∅ 6= S ∩ G ⊂ {v1, . . . , vk} holds, where the intersection of S with a vertex
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Fig. 1. Reidemeister moves.
shall be “transverse”, i.e., each of the two components of R3 \S contains exactly
two out of four pieces of edges incident with the vertex, and the intersection of S
with each edge is transverse. The uniquely determined maximal subgraphs of G
in R3 that are not vertex-split are called vertex-split components of G, and their
number is called vertex-splitting number.
(iii) Let G be nonsplit and not vertex-split. Then G is called composite if there exists
a 2-sphere S in R3 such that S ∩ G only contains i graph vertices, 0 6 i 6 k,
and exactly two points that are not graph vertices, where the intersection shall
be transverse at each of these two points and “transverse” at each graph vertex;
otherwise G is called prime.
In the next definition, the properties of graphs defined above are carried over to graph
diagrams. See [10] for a discussion about the notion of primality.
Definition 2. Let D be a diagram of a 4-regular graph in R3 with k > 0 vertices and
set of vertices {v1, . . . , vk} ⊂ R2.
(i) D is called split if there exists a 1-sphere in R2 which separates D. The uniquely
determined maximal nonsplit subgraph diagrams of D in R2 are called split com-
ponents of D, and their number is called splitting number.
(ii) If D is nonsplit, then D is called vertex-split if there exists a 1-sphere S in R2
such that ∅ 6= S ∩ D ⊂ {v1, . . . , vk} holds, where the intersection of S with a
vertex shall be “transverse”, i.e., after replacing the vertex with a crossing ,
the curve S meets each of the two strings of the crossing transversely in exactly
one point, see Fig. 2. The uniquely determined maximal subgraph diagrams of D
in R2 that are not vertex-split are called vertex-split components of D, and their
number is called vertex-splitting number.
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Fig. 2. Transversality at a vertex.
Fig. 3. Cutting open vertices.
(iii) Let D be nonsplit and not vertex-split. Then D is called composite if there exists
a 1-sphere S in R2 such that S ∩D only contains i graph vertices, 0 6 i 6 k,
and exactly two points that are not graph vertices, where the intersection shall
be transverse at each of these two points and “transverse” at each graph vertex;
otherwise D is called prime.
From a given graph diagram D there can be obtained link diagrams by substituting
rational tangles for the graph vertices (see [9,10]). To do this in a well-defined way, it
is necessary to give an ordering to the k > 0 graph vertices, i.e., a bijection from the
set {1, . . . , k} to the set of graph vertices contained in D called vertex-enumeration, and
an orientation to each vertex, i.e., labeling an edge incident to the vertex with the letter
a. In the following, only the rational tangles 0 and ∞ will be needed, and substituting
them for graph vertices is done as depicted in Fig. 3, that is to say, vertices are cut open
in one of the two possible ways determined by the vertex-orientation.
Remark 3. For a diagram D of a 4-regular graph in R3, supplied with an arbitrarily
chosen vertex-enumeration and -orientation, the following holds:
(i) D is split if and only if D is not connected, and D is not connected if and only
if Di1,...,ik is not connected for all i1, . . . , ik ∈ {0,∞}.
(ii) If D is connected, then D is vertex-split if and only if Di1,...,ik is not connected
for (at least) one choice of i1, . . . , ik ∈ {0,∞}.
(iii) If D is connected, then the vertex-splitting number of D is the maximal number
of components of Di1,...,ik for i1, . . . , ik ∈ {0,∞}.
(iv) D is prime if and only if Di1,...,ik is prime for all i1, . . . , ik ∈ {0,∞}.
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Fig. 4. Nonreduced diagrams with minimal crossing number.
A link diagram is said to be alternating if over- and under-crossings are alternating
with each other while walking along any link component in the diagram. A link is
called alternating if it has an alternating diagram. Furthermore, a link diagram D is
called reduced if it contains no isthmus, i.e., a crossing p such that D \ {p} has more
components than D.
A remarkable relation between a reduced, alternating link diagram and the correspond-
ing link has been stated by Menasco [6, Theorem 1]:
Theorem 4. Let L be a link, and let D be a diagram of L that is alternating and reduced.
Then:
(a) D is connected if and only if L is nonsplit.
(b) D is prime if and only if L is prime.
Corollary 5. Let L be a link, and let D be a diagram of L that is alternating and
reduced. Then, the splitting numbers of D and L are identical.
Theorem 4 and Corollary 5 can be extended to 4-regular graphs in R3 and their
diagrams, provided that a suitable notion of the property “reducible” for graph diagrams
has been chosen.
Definition 6. A graph diagram D is said to be alternating/reduced if, corresponding to
an arbitrarily chosen vertex-enumeration and -orientation, all link diagrams Di1,...,ik are
alternating/reduced for i1, . . . , ik ∈ {0,∞}. A 4-regular graph in R3 is called alternating
if it has an alternating diagram.
Remark 7.
(i) In contrast to the case of link diagrams, a graph diagram that is not reduced may
be irreducible, i.e., the diagram’s crossing number is minimal. Fig. 4 (left) shows a
diagram of the (nonplanar) complete graph with five vertices which is not reduced
but has minimal crossing number. Indeed, this phenomenon can occur for planar
graphs as well: Fig. 4 (right) shows a nonreduced diagram of a graph with two
vertices that has minimal crossing number because the graph contains a Hopf link.
(ii) The definition of “alternating” for graph diagrams has been adapted to the defi-
nitions of “prime” and “reduced”. Of course, a graph diagram D is alternating if
and only if there is a choice of vertex-orientations such that D1,...,1 is alternating.
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Theorem 8. Let G be a 4-regular graph in R3 with k > 0 vertices, and let D be a
diagram of G that is alternating and reduced. Then:
(a) G is split if and only if D is split, and the splitting numbers of G and D are
identical.
(b) G is vertex-split if and only if D is vertex-split, and the vertex-splitting numbers
of G and D are identical.
(c) G is prime if and only if D is prime.
Proof. It can be assumed, without loss of generality, that the pieces of edges in a small
neighbourhood of each vertex of G are parallel to the projection plane, such that replacing
the corresponding vertex in D with the tangles 0 and ∞ can be carried over to G.
(a) If D is split, then G clearly is split. Conversely, if G is split and D is supplied with
an arbitrarily chosen vertex-enumeration and -orientation, then, for every i1, . . . , ik ∈
{0,∞}, Di1,...,ik is an alternating, reduced diagram of a split link, and thus is split
itself, by Theorem 4. Therefore D is split, too.
(b) If D is vertex-split, then surely G is vertex-split, too. Conversely, if G is vertex-
split, then there exists a 2-sphere S in R3 whose projection in the neighbourhood of a
vertex gives the picture shown in Fig. 2 (left). So, corresponding to an appropriately
chosen vertex-orientation, D0,...,0 is an alternating, reduced diagram of a split-link, and
thus is split itself, by Theorem 4. Therefore, D is vertex-split.
(c) Similar to part (b). 2
Now the main theorem which generalizes the Tait Conjecture can be stated:
Theorem 9. Let G be a 4-regular graph in R3, and let D be an n-crossing diagram of
G that is alternating and reduced. Then:
(a) There is no diagram of G having less than n crossings.
(b) If D is prime, then any nonalternating diagram of G has more than n crossings.
The proof of Theorem 9 will be given in Section 3. As a main tool, a polynomial
invariant of 4-regular graphs in R3 is introduced in the next section.
2. Yokota’s graph invariant
In [12] Yokota defines a polynomial invariant for arbitrary weighted graphs in R3.
In the following, this invariant is introduced for 4-regular graphs with constant weight,
using a slightly different description. A conjugation is defined on the ring R := Z[A±1]
by setting∑
αiAi :=
∑
αiA
−i,
and carried over to the R-module Rn, for n ∈ N, by applying the definition to each entry
of a vector. In the following, let
∆ := −(A2 +A−2) ∈ R.
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Yokota’s invariant is an extension of theR-valued bracket polynomial for link diagrams
which is defined by the following properties:
(i) = ∆c−1 for a crossing-free diagram with c components.
(ii) = A +A−1 .
The bracket polynomial is invariant with respect to Reidemeister moves II/III, and
applying Reidemeister move I gives:
= −A3 and = −A−3 .
Furthermore, if D#D′ and D t D′ denote, respectively, a connected and disconnected
sum of two link diagrams D, D′, then:
(i) 〈D#D′〉 = 〈D〉〈D′〉,
(ii) 〈D tD′〉 = ∆〈D〉〈D′〉.
For arbitrary matrices A ∈ M(m × n,R) and B ∈ M(p × q,R), the tensor product
A⊗B ∈M(mp× nq,R) is defined by:
A⊗B :=

a11B . . . a1nB
.
.
.
.
.
.
am1B . . . amnB
 .
Elementary properties of this tensor product can be found in [5], for instance.
For k > 0, define the matrix Mk ∈ M(2k × 2k, R) by the k-fold tensor product
Mk := M ⊗ · · · ⊗M where
M :=
 ∆ −1
−1 ∆
 .
In the case k = 0, this means M0 = 1. If D is a diagram of a graph in R3 with
k > 0 vertices, supplied with arbitrary vertex-enumeration and -orientation, then define
the vector vD ∈ Rn by
vD :=
(〈D0,...,0,0〉, 〈D0,...,0,∞〉, 〈D0,...,∞,0〉, 〈D0,...,∞,∞〉, . . . , 〈D∞,...,∞〉)
for n = 2k, where vD = 〈D〉 in the case k = 0.
Lemma 10. Using the above notations, Y (D) := vDMkvDt defines an invariant of
4-regular graphs in R3.
Proof. In the case k = 0, Y (D) = 〈D〉〈D〉 is well-defined and invariant under Reide-
meister moves I–III.
For k = 1,
Y (D) =
(〈D0〉, 〈D∞〉)
 ∆ −1
−1 ∆
 〈D0〉
〈D∞〉

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is well-defined since an exchange of the vertex-orientation corresponds to the following
transformation of the matrix M1: 0 1
1 0
 ∆ −1
−1 ∆
 0 1
1 0
 =
 ∆ −1
−1 ∆
 .
Considering the properties of the bracket polynomial, Y (D) obviously is invariant
under Reidemeister moves I–IV. Furthermore, if D is supplied with an appropriate vertex-
orientation:
Y
( )
=
(
,
)
M1


=
(
A−1〈D0〉+A〈D∞〉,−A3〈D∞〉
)
M1
A−1〈D0〉+A〈D∞〉
−A3〈D∞〉

=
(〈D0〉, 〈D∞〉)TM1T t
 〈D0〉
〈D∞〉

with
T =
(
A−1 0
A −A3
)
and TM1T t = M1.
Because of Y (D) = Y (D) = Y (D), where D denotes the mirror image of D, and the
invariance with respect to changes of vertex-orientation, invariance under an arbitrary
Reidemeister move of type V follows.
In the case k > 2, Y (D) does not depend on the vertex-enumeration since exchanging
the vertex numbers i and i+1, for 1 6 i 6 k−1, corresponds to a transformation matrix
S := Ei−1 ⊗ I2 ⊗Ek−i−1, where Es ∈M(2s × 2s, R) with 0 6 s 6 k denotes the unit
matrix, and
I2 :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 .
Using the identity I2M2I2 = M2, it follows that SMkSt = Mk. Therefore, Y (D) is
invariant under exchange of two neighboring vertex-numbers, and thus does not depend
on the vertex-enumeration. Invariance with respect to vertex-orientation and Reidemeister
moves easily follows from the case k = 1, using the tensor description of the occurring
matrices. 2
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The matrix Mk = M tk defines a Hermitian form Y (· , ·) :Rn × Rn → R with corre-
sponding quadratic form Y (·) :Rn → R. If D and D′ are diagrams of 4-regular graphs
having k > 1 vertices each, supplied with arbitrary vertex-enumerations and -orientations,
then, corresponding to the vertices with number 1 obviously, and thus for vertices with
arbitrary number, the following recursion formula holds:
Y (D,D′) = ∆
(
Y (D0, D
′
0) + Y (D∞, D
′
∞)
)− (Y (D0, D′∞) + Y (D∞, D′0))
and especially
Y (D) = ∆
(
Y (D0) + Y (D∞)
)− (Y (D0, D∞) + Y (D∞, D0)).
Observe that there is no “real” recursion formula for the quadratic form since the right
side of the latter formula depends on Y (· , ·). Therefore, it will be necessary to work with
the Hermitian form to make use of the recursive structure of the invariant. Unfortunately,
Y (D,D′) in general is no invariant of the pair of diagrams (D,D′).
Let D ∨ D′ denote a one-point union of two graph diagrams D and D′, i.e., the
quotient space of D tD′ by the equivalence relation identifying one point of D which
is no vertex with one nonvertex of D′. Then:
Lemma 11. Let C, C′, D, D′ be diagrams of 4-regular graphs in R3 where C and D
have the same number of vertices as C′ and D′, respectively. Then:
(a) Y (C tD,C′ tD′) = ∆2Y (C,C′)Y (D,D′).
In particular: Y (C tD) = ∆2Y (C)Y (D).
(b) Y (C#D,C′#D′) = Y (C,C′)Y (D,D′).
In particular: Y (C#D) = Y (C)Y (D).
(c) Y (C#D,C′ tD′) = Y (C tD,C′#D′) = ∆Y (C,C′)Y (D,D′).
In particular: Y (C#D,C tD) = Y (C tD,C#D) = ∆Y (C)Y (D).
(d) Y (C ∨D,C′ ∨D′) = ∆(∆− 1)2Y (C,C′)Y (D,D′).
In particular: Y (C ∨D) = ∆(∆− 1)2Y (C)Y (D).
Proof. Show parts (a)–(c) via induction on the number k > 0 of vertices of C t D.
If k = 0, then the statement immediately follows from well-known properties of the
bracket polynomial, and the induction step is done by applying the recursion formula for
the Yokota polynomial.
Part (d) follows from the first three parts by applying the recursion formula to Y (C∨D)
at the vertex of identification after supplying it with an appropriate vertex-orientation:
Y (C ∨D,C′ ∨D′) =∆(Y (C#D,C′#D′) + Y (C tD,C′ tD′))
− (Y (C#D,C′ tD′) + Y (C tD,C′#D′))
=∆
(
Y (C,C′)Y (D,D′) +∆2Y (C,C′)Y (D,D′)
)
− (∆Y (C,C′)Y (D,D′) +∆Y (C,C′)Y (D,D′))
=∆(∆− 1)2Y (C,C′)Y (D,D′). 2
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3. Proof of Theorem 9
The proof of Theorem 9 essentially is the same as Thistlethwaite’s proof of the Tait
Conjecture cited in the introduction, see [11]. The highest exponent E(D) of Y (D)
is estimated for an arbitrary graph diagram, and it is calculated for an alternating and
reduced graph diagram, as well as its leading coefficient, i.e., the coefficient belonging
to the monomial with highest exponent. If D is a link diagram, then E(D) is equal
to the span of the bracket polynomial 〈D〉, i.e., the difference between the highest and
lowest exponent of 〈D〉. Therefore, the following result is well-known for k = 0, see
[11, Theorems 1, 2]:
Theorem 12. Let G be a 4-regular graph in R3 with k > 0 vertices, and let D be a
connected diagram of G with c crossings and vertex-splitting number r. Then:
(a) E(D) 6 4(c+ r − 1) + 2k.
(b) E(D) = 4(c+ r − 1) + 2k if D alternating and reduced.
(c) E(D) < 4c+ 2k if D prime and nonalternating.
In the case of an alternating and reduced diagram, the leading coefficient has the form
(−1)c+km for an m ∈ N.
To prove Theorem 12, the spanning tree expansion of the bracket polynomial is used.
This means that the value of the bracket polynomial is expressed via spanning trees of
the graph constructed from a link diagram after black-and-white coloring the diagram’s
regions. See [11] for details.
The polynomial Y (D) of a graph diagram D with k vertices is symmetric with respect
to the variables x, x−1, and it can be expressed as a linear combination of symmetric
polynomials having the form 〈D′〉〈D′〉 and 〈D′〉〈D′′〉+ 〈D′′〉〈D′〉 where D′ and D′′ are
link diagrams Di1,...,ik with i1, . . . , ik ∈ {0,∞}. Therefore, the highest exponent of such
a polynomial, respectively denoted by e(D′) and e(D′, D′′), is worth being calculated.
An immediate consequence of the results presented in [11] is the following:
Lemma 13. Let G be a 4-regular graph in R3 with k > 0 vertices, and let D be
a connected diagram of G with c crossings that is not vertex-split. Choose a vertex-
orientation ofD such that the graph which is constructed from a black-and-white coloring
of the regions of D0,...,0 has minimal number of vertices. Then:
(a) e(D0,...,0, D∞,...,∞) 6 4c+ 2k.
(b) e(D0,...,0, D∞,...,∞) = 4c+ 2k if D alternating and reduced.
(c) e(D0,...,0, D∞,...,∞) < 4c+ 2k if D prime and nonalternating.
In the case of an alternating and reduced diagram, the leading coefficient is (−1)c+k.
Proof. In the case k = 0, statements (a)–(c) correspond to Theorems 1(i) and 2 of [11].
Considering Thistlethwaite’s proof of the two theorems, the value of the highest exponent
of a link diagram Di1,...,ik arises from maximal and minimal spanning trees of the graph
constructed from a black-and-white coloring of the diagram’s regions. Since changing an
index ij from ∞ to 0 corresponds to identifying two vertices of the graph belonging to
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ij =∞, the effect on the maximal and minimal spanning tree, having values Lpdq and
Dp`q , respectively, leads to a change of one L to a d and one D to an `, respectively,
using Thistlethwaite’s notations. In either case, the corresponding term of the bracket
polynomial is multiplied with −A2, and therefore k switches of the type described lead
to the values of e(D0,...,0, D∞,...,∞) and the leading coefficient that have been stated. 2
Proof of Theorem 12. Choose an arbitrary vertex-enumeration for D, and a vertex-
orientation as in Lemma 13. Taking the behaviour of the bracket polynomial with respect
to disconnected sum into account, parts (a) and (c) of the theorem follow from the
corresponding parts of Lemma 13 and the construction of the matrix M .
Prove part (b) via induction on k. Thus, let D be alternating and reduced. If k = 0
then r = 1, and part (b) and the statement about the leading coefficient immediately
follow from Lemma 13. Therefore, let k > 1 and suppose that the statement has been
shown for graphs with less than k vertices. Let Dr denote the diagram that arises from
replacing the kth vertex of D with r ∈ {0,∞}, and let Dr be supplied with the obvious
vertex-enumeration and the induced vertex-orientation.
If D0 or D∞ splits, then D = D′∨D′′ with connected diagrams D′, D′′. Lemma 11(d)
gives E(D) = E(D′) + E(D′′) + 6, and part (b) with the desired leading coefficient
follows from the induction hypothesis.
Now suppose that D0 and D∞ both are connected. Let E(D0, D∞) denote the high-
est exponent of the polynomial Y (D0, D∞) + Y (D∞, D0), and consider the recursion
formula for Y (D). If k = 1 then r = 1, and by induction hypothesis and Lemma 13,
E(D0) = E(D∞) = E(D0, D∞) − 2 where the leading coefficients of Y (D0) and
Y (D∞) have identical sign, and this one differs from the sign of the leading coefficient
of Y (D0, D∞) + Y (D∞, D0). Thus, part (b) follows immediately.
If k > 2, then E(D0, D∞) < 4c+ 2k + 2 holds. For the case k = 2, this inequality
can be verified by applying the recursion formula to Y (D0, D∞), which gives
Y (D0, D∞) =∆
(
Y (D0,0, D∞,0) + Y (D0,∞, D∞,∞)
)
− (Y (D0,0, D∞,∞) + Y (D0,∞, D∞,0)),
and likewise for Y (D0, D∞) + Y (D∞, D0). Following Lemma 13, either all occurring
polynomials of the form (A2 +A−2)ε(Y (Di,j , Ds,t)+Y (Ds,t, Di,j)) with ε ∈ {0, 1} and
i, j, s, t ∈ {0,∞} corresponding to the right side of the formula have maximal exponents
with identical leading coefficients that cancel each other out, which is true in the case
r = 1, or all these terms have a highest exponent that is lower than 4c + 2k + 2. The
latter is true in the case r = 2 since, if D0,0 has two connected components, then D∞,0
only has one, and thus the maximal exponent of
Y (D0,0, D∞,0) + Y (D∞,0, D0,0) = 〈D0,0〉〈D∞,0〉+ 〈D∞,0〉〈D0,0〉
is strictly less than 4c+ 2k. The same argument can be applied to the remaining terms.
Since D0 and D∞ are connected the case r = 3 is impossible, and the above inequality
holds for k = 2. As a consequence of the recursive definition of the Yokota polynomial
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the inequality also holds in the case k > 2. Part (b) now follows from the recursion
formula for Y (D) and the induction hypothesis. 2
The proof of Theorem 9 is now immediate, using Theorems 8 and 12.
4. Final remarks
It can easily be verified that defining Y (D) recursively by a matrix description as in
Section 2 determines the polynomial uniquely up to a constant factor. Thus it is clear
that Y (D) indeed is, up to normalization, the polynomial defined in [12] for the case
of diagrams of 4-regular graphs with constant weight. Observe that the normalization of
the two polynomials is not identical since the value of the bracket polynomial for trivial
link diagrams has been chosen differently here.
The crucial innovation of the polynomial invariant Y (D) in the case of a link diagram
D is founded in the idea to extend the regular isotopy invariant 〈D〉 to an ambient isotopy
invariant by defining Y (D) = 〈D〉〈D〉. Obviously one can try to apply the method of
recursively constructing an invariant of 4-regular graphs from this basis by starting with
a different link polynomial. For example, using the Kauffman polynomial [4] instead
of the bracket polynomial to construct a graph invariant in the same way as done in
Section 2 works just as well and gives an essentially unique invariant with values in the
ring Z[a±1, z±1].
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