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ネットワーク理論研究とその周辺 : 我々の研究の
小活として













































































ク理論」の現実問題への応用例について、簡単なサーベイを与える。第 5 ～ 7 節では、筆
者 2 名の個別または共同で進めてきた研究の成果について、その小括も兼ねて振り返りた
い。第 8 節で、筆者の研究活動について今後の展望を述べて、結語に代えたい。





や記法の定義を行う。下記の定義の大部分はNakayama & Anazawa [18] や中山・穴沢 [36] 
に倣っている。
グラフ （graph） とは、頂点集合Vと辺集合 E の組（V，E ）である。ここで、V
は 1 個以上の頂点（vertex）の有限集合、E は 0 個以上の辺（edge）の有限集合であ
る。本稿では、各辺が相異なる 2 頂点の組として一意的に定義される（すなわち「ルー
プ」や「多重辺」を含まない）ものとする。各辺が 2 頂点 , Vの順序対（ , ）と
して表されるとき、そのグラフを有向グラフ（directed graph、 digraph）という。一
方、各辺が 2 頂点 , Vの集合｛ , ｝として表されるとき、そのグラフを無向グラフ 
（undirected graph） という。与えられたグラフG :＝（V, E ）に対して、その頂点集合
V をV（G）、 辺集合 E を E （G）と表す。
G は有向グラフとする。辺 e :＝（ , ） E（G）に対して、 を e の始点 （initial 
vertex）、  を e の終点 （terminal vertex） を呼び、それぞれ （e）:＝ 、 （e）:＝ と表
す。また、頂点 V（G）に対して、 から出る辺の集合を （ ）:＝｛e E（G）: （e）＝ 
｝， に入る辺の集合を （ ）:＝｛e E（G）: （e）＝ ｝、 と接続する辺の集合を （ ）:＝
（ ）∪ （ ）とそれぞれ定義する。G が無向グラフのときは、 と接続する辺の集合を
（ ）:＝｛e E（G）: e｝と定義する。
有向または無向グラフ G と頂点 V（G）に対して、degG（ ）:＝| （ ）|（ と接続す
る辺の数）を の次数 （degree） という。
G は有向または無向グラフとする。グラフ G' が V（G' ）⊆ V（G）かつ E（G' ）⊆ E（G）
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を満たすとき、G' を G の部分グラフ （subgraph） といい、特に V（G' ）＝ V（G）のとき、
G' を G の全域グラフ （spanning graph） という。E（G）の空でない部分集合 E' に対して、
とおくとき、G［E］:＝（V',E' ）をE' で誘導されたG の部分グラフという。G の部分グラ
フG'とE（G）上の実数関数 に対して、 （G' ）:＝ （e）と定義し、 ｜E（G' ）は
のE（G' ）への制限とする。
与えられた有向または無向グラフ G に対して、頂点と辺の交互列
W：＝（ １, e1, 2，...， k, ek, k ＋１）
を考える。但し、 1，...， k+1 V（G）, e1 ,...，ek E（G）,
i ≠ j （∀i, j :1 i ＜ j k）を満たすとする。また、G の部分グラフ
G' : ＝（｛ 1,..., k ＋ 1｝,｛e1,...,ek｝）
も考える。このとき、WをG' のトレイル（trail）という。もし 1≠ k＋1かつk 1なら
ば、G' は G 内のパス （path） といい、 1＝ k＋1 かつk 2ならば
３、G' は G 内の閉路 
（cycle） という。なお、G'＝G のとき「G 内の」という語句は省略する。G' が上記
Wをトレイルとするパスであるとき、G'は「 1- k＋1-パス」や「 k＋1は 1から到達可能 
（reachable）」と表現する。パスP に対して、P［x,y］はE（P［x,y］）⊆E（P）を満たすx-y-
パス（すなわち P の x から y への部分パス）とする。
有向グラフ G と辺（ ,   ） E（G）（但し（ ,  ） E（G））に対して、（ ,   ）を反
転する （reverse） とは、有向グラフ（V（G）, E（G）∪｛（ , ）｝＼｛（ , ）｝）を構築する
ことである。もし有向グラフ P がいくつかの辺を反転することで x-y- パスとなるならば、
Pはx, y間の方向自由パス （direction free path） ４ であるという。方向自由閉路 （direction 
free cycle） も同様に定義する。有向グラフ G は、任意の相異なる 2 頂点の組 x, y V（G）
に対して、x, y 間の方向自由パスを持つとき、連結である （connected） という。有向グラ
フ G の極大な５連結部分グラフを G の連結成分 （connected component） という。方向自
３ 本稿では，無向グラフ G 内の k ＝ 2 となる閉路は扱わない。なぜならば，その存在は多重辺の存在を意
味するからである。
４  「方向自由 （direction free）」という用語は中山・穴沢 [36] が導入した造語である。
５ 一般に，「G の部分グラフ G' は性質 P を持つ極大なグラフである」とは，G' に頂点または辺を 1 つ以上
追加してできる（G の）任意の部分グラフは性質 P を持たないことを意味する。
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由閉路を含まない有向グラフを方向自由森 （direction free forest）、 連結な方向自由森を
方向自由木 （direction free tree） という。
無向グラフ G については、任意の相異なる 2 頂点の組 x, y V（G）に対して、x, y 間
にパスがあるとき、連結であるという。無向グラフ G の極大な連結部分グラフを G の連
結成分という。閉路を含まない無向グラフを森 （forest）、 連結な森を木 （tree） という。
無向グラフ G の全域グラフ T が木であるとき、T を G の全域木 （spanning tree） という。
無向グラフ G の頂点数｜V（G）｜が n に等しく、どの相異なる 2 頂点間にも辺があると
き、G を n 次完全グラフ （complete graph of order n） といい、Kn と書く。
3．ネットワーク『理論』とネットワーク『分析』



























ラフGにおいてある辺｛ ,  ｝ E（G）が存在するとき、『理論』では 2 頂点 ,   V（G）
が「隣接する」（adjacent）という。一方、このとき『分析』では「直接結合の関係にあ
る」という。V（G）:＝｛1,2,...,n｝のとき、Gを表現する方法として、次のようなn×n行列
A:＝［aij］を用いることがある： 2 頂点 i, j V（G）が隣接するときaij :＝1 、そうで















げられる。グラフ G の部分グラフ G' が、ある m（但し2 m ｜V（G）｜）に対してG'
＝Kmとなるとき、V（G' ）を G 内の「クリーク」（clique）という。これは、V（G' ）
のどの 2 頂点も隣接することを意味する。一方、『分析』ではそれを一般化した「N-ク
リーク」がしばしば用いられる。「N-クリーク」とは、どの 2 頂点間にも長さ（パスを
構成する辺の数）が N 以下のパスがあるような頂点集合を意味する（図 1 を参照）。






















論を用いた研究がある。 3 つ目は、文献 [4] からで、ソーシャルネットワークの情報をビ
ジネスに活用できるマインニング手法や分析方法を提案するという研究内容である。多方
面のビジネスへの適用手法からネットワークフローモデルの事例を紹介する。




















図 3 ：n＝ 3 の場合のキャッシュフローネットワークN（左側）とキャッシュフローの流れ（右側、単位：億円）
（出典：文献［7］を一部改変）
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共に計算量も評価した。























＊ 図 4 右図は、文献［28］の元となるディスカッション・ペーパーを参考に、中山が作成した。
図 4 ：有機太陽電池における電子の振る舞い（左側）とグラフによるモデル化（右側 *）





















まず、最適要求全域木 （optimum requirement spanning tree; ORST） を定義する。G :＝
Kn は（無向）完全グラフ（但し V（G）＝｛0, 1, ..., n － 1｝）とし、相異なる 2 頂点 , V（G）
に対して “requirement”と呼ばれる非負の値 r が与えられるとする（但し r ＝ r で
ある）。このとき、次の目的関数を最小にする G の全域木 T が ORST である：
ここで、d（ , ;T ）はT 内の - -パスの長さ（ - -パスを構成する辺の数）である９。
ORSTは、r が 2 地点 , 間の通信確率ならば、パスの長さの期待値を最小にするツリー
型通信ネットワークと捉えることができる。ORSTを見つける問題については、次数制約
がない場合、Hu [9] がGomory-Huのアルゴリズムを用いて多項式時間で解けることを示
していた。一方、穴沢が取り組んだのは、各頂点 V（G）に対して、次数の上限値 l が
９ 第 7 節でわかるように，「パスの長さ」の定義は扱う問題によって変わるので，注意を要する。
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与えられて、制約条件degT（ ） l （∀ V（G））の下で f（T ）を最小にする問題である。
但し、各 l  は一般性を失うことなく
が成り立つと仮定する。Hu [9] の次数制約のない問題が l  ＝ n －１（∀ V（G）） 
の場合と見なせることから、穴沢の問題は Hu [9] の問題を一般化したものといえる。
Anazawa [1] はさらに、区間［0, n －１］上で単調非減少の任意の実数関数 g に対して、
目的関数を
と拡張した一般化最適要求全域木 （generalized optimum requirement spanning tree; 
GORST） を求める問題を提示した。一般にこの問題は NP 困難であることが知られてい
るが、Anazawa [1] は各 r が以下を満たすとき、GORST を O（n）時間で構成できるこ
とを示した。
（a） r r '（∀ , , ' V（G）： ≠ , ' ≠ , ＜ '）。
（b） r ＋r ' ' r '＋r '（∀ , ', , ' V（G）：≠ , ≠ ', ' ≠ , ' ≠ ', ＜ ', ＜ '）。
なお、条件（b）は、Monge 性 10 と深く関連する。さらに Anazawa [1] は、以下のこと
を示した。
（1）GORST が、 1 か所以上の故障がある場合の通信不能確率が最小となるツリー型通
信ネットワークであること。
（2）条件（a）、 （b）を容易に仮定できるような状況が存在すること。
ORHC問題 ORST 問題とその一般化である GORST 問題では、ある意味で信頼性の高
いツリー型通信ネットワークの構築方法について論じた。しかし、信頼性の観点でいえば、
ネットワークは（ 2 以上の整数 k に対して）k- 連結 11 であること、すなわち 1 頂点が故
障しても迂回路があることが望ましい。そこで Anazawa [3] は、すべての頂点を結ぶリ
ング型通信ネットワークにおいて、ORST 問題に類する目的関数を最適化する問題を取
り上げた。この問題を「最適要求ハミルトン閉路問題」という。最適要求ハミルトン閉路 
（optimum requirement Hamilton cycle ; ORHC） の定義は次の通りである。ORST 問題
と同様に、（無向）完全グラフ G :＝ Kn（但し V（G）＝｛0,1,..., n －１｝）と、各 2 頂点
の対 , V（G）に対して“requirement”値 r （但し r ＝r   ）が与えられている。
G のハミルトン閉路（すなわち G 内の全域閉路）C と、 2 頂点 , V（C ）に対して、
10 この性質を持ついくつかの NP 困難な問題は多項式時間で解決できることが知られている。詳しくは，例
えば Burkard et al．[5] を見よ。
11 k － 1 個の頂点を削除しても連結であるような無向連結グラフを k - 連結であるという。
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C における , 間の平均パス長（dAVG（ ,  ; C ）と表す）を
dAVG（ ,  ; C）:＝ d（ ,  ; C）p（d（ ,  ; C））＋（n － d（ ,  ; C））p（n － d（ ,  ; C））
と定義する。ここで、d（ ,  ; C）は C 内の 2 つの - - パスのうち短い方の辺の数、
p は以下を満たす区間［0, n］上の任意の単調非増加関数（すなわちパスが選ばれる確率）
である。
● 0 p（ d） 1（∀d ［ 0 , n ］）
● p（ d）＋p（ n － d）＝ 1（∀d ［ 0 , n ］）
このとき、次の目的関数を最小にする G のハミルトン閉路 C が ORHC である：
そして Anazawa [3] は、各 r が GORST 問題における条件（b）を満たすとき、ORHC
を O（n）時間で構成できることを示した。
LOTT問題 穴沢は、ORHC 問題に取り組んでいた頃に並行して、Hu [9] の ORST 問題
と関連の深い別の系譜の問題を考察していた。その問題は、ORST 問題の目的関数を変
形して導かれる。完全グラフG :＝Kn、 Gの全域木T、 および辺 e E（T）に対して、（V（T），




r を 2 都市 , 間の 1 日当たりの交通量とすれば、f（T）の最小化は道路網 T 全体の
交通量を最小にする min-sum 問題であるのに対して、 （T）の最小化は道路網 T の中
で最も混雑する区間の交通量を最小にする min-max 問題である。Anazawa [2] は、この
min-max 問題をさらに一般化した「辞書式順序最適交通木問題」を提示した。辞書式順
序最適交通木 （lexicographically optimum traffic tree; LOTT） の定義は次の通りであ










T が辞書式順序で最小になるような全域木 T を
LOTT と定義する。例えば、 2 つの全域木 T＊，T に対して
tT* ＝［12,10,6,6,6,6］， tT ＝［10,10,10,6,6,6］
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であるとき、tT の方が tT*よりも辞書式順序で小さい。LOTT は、各区間の交通量をでき
るだけ分散させた道路網と解釈できる。ところで、G の各頂点に次数制約がないとき、G
の全域木 T が LOTT ならば、T は ORST であり、その逆も成り立つことが知られてい
る。一方 Anazawa [2] は、G の各頂点に次数制約がある場合、LOTT と ORST は必ずし
も一致しないことを例示した。その上で、すべての r の値が 1 に等しく、かつある与













は一般にはNP完全問題（NP-complete problem）である。Perocheは、 2 正則有向グラ
フ（2-regular directed graph）に対する線形樹化数を考察し、樹化数が 3 となることを
ディスカッションペーパーで発表した。この論文では 2 正則有向グラフ G は、各頂点










とは、主に 1950 ～ 60 年代の Ford や Fulkerson らを中心に行われた研究から発展した
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分野である。Fulkerson 賞の名称がつけられた Fulkerson は、大学院修了後、RAND 
CORPORATION12 と呼ばれるシンクタンクに就職し、戦時の後方支援の一つとしてネッ
トワーク上の「もの」の流れを研究した。
MBF 問題：ソース（source）s、シンク（sink）t をもつ有向グラフ G、容量関数（capacity 
function）u：A（G）→ ＋，平衡係数関数（balancing rate function）α：A（G）→ ＋\｛0｝,
関数β：A（G）→ （ は実数の集合）が与えられたとき、 2 端子ネットワーク（2-terminal 
network）N :＝（G,u,α,β,s,t）を考える。ネットワークN が与えられたとき、最大平衡フロー
問題（maximum balanced flow problem; MBF 問題）は、次の制約条件
を満たすという条件のもとで x を最大にする問題である。上記制約条件の 2 番目と 4 番目
をそれぞれ流量保存則（flow conservation law）、容量制約（capacity constraint）と呼
ぶ。この問題は、最大フロー問題（maximum flow problem）に制約条件（＊）が付加さ








率的アルゴリズムを開発した。ニュートン法（Newton's Method）は、方程式 F（x）＝ 0
の解 x を低次の微分を利用して（数値計算で）求める代表的な手法である。Minoux が最
初に考察した最大平衡フロー問題では辺の流量の下限がゼロかつ平衡係数関数が一定の場
12 ランド研究所として知られる。アメリカ陸軍航空軍の戦略立案と研究を目的としたランド計画 Project 
RAND を実現する組織を経て 1948 年に設立された。





















ける問題は NP- 完全であることも証明した。中山の論文 [23] では、Minoux が提案し
た最大平衡フロー問題と一般化最大フロー問題（generalized maximum flow problem）
を包含した新しい問題、つまり、一般化最大平衡フロー問題（generalized maximum 















により肯定的に解決された（文献 [27]、1988 年 Fulkerson 賞受賞）。ところで、線形計画
問題において双対単体法（dual simplex method）は代表的な解法の一つであり、ネット
ワーク版に改良したネットワーク双対単体法（network dual simplex method）も幾つか
知られていた。中山は、論文 [14] でより効率的なネットワーク双対単体法を実現させた。













S を空でない集合とする。S 上の 2 項関係（binary relation） は、反射律（reflexivity, 
a S に対して a a）、非対称律（antisymmetry、a,b S に対して a b b a）、
推移律（transitivity、a,b,c S に対して a b,b c a c）を満たすとき、半順序
（partial order）と呼ばれる。半順序 の構造をもつ S は半順序集合（partially ordered 
set）あるいはポセット（poset）と呼ばれ、S, で表される。ポセット S, は、∀ x,y













ゲームとは、プレーヤーの集合 N と特性関数（characteristic function） ：2N→ の
組 N,  である。ただし、  ＝0とする。ゲーム N, が凸（convex）とは、 特性関
数 がスーパーモジュラー（supermodular）、つまり、




合 E のべき集合 2E 上の関数 f、パラメタλ、部分集合 E' ⊆ E を考える。このとき、次の
最小化問題




与える定理を発表した。内藤准教授との共著論文 [25] では、Narayanan の定理とこの
Shapley の定理を包含する新しい定理を発見した。さらに、Chan は提携をもったゲーム
のカーネル、 - コア、妥当集合の間の包含関係を考察した。なお、 - コア C  とは、
次のように定義される。
- コアとはコアを緩めた概念で、各配分を  だけ減らした配分には支配されない配分の
集合となっている。ここで、 ＝0 の場合の - コアはコアに一致することに注意する。
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これに対して、中山の短い論文 [21] は、Chan の結果に対する問題点を指摘し、 - コア








筆者 2 名による共同研究は、2005 年頃から始まった。当初は、研究というよりも

















 2 つ目は、最短路問題に対する解法の開発である。最短路問題にはいくつかのバリエー 
ションが存在するので、まずは筆者が取り組んだ問題を明確にしよう。有向グラフGと、 
「長さ関数」と呼ばれるE（G）上の実数関数 l が与えられたとき、N :＝（G, l）を（狭義
の）ネットワークという。 2 頂点 , V（G）に対して G 内に - -パスPが存在する
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とき、l（P）:＝  l（e）をPの長さと定義し、複数存在しうる - -パスの中で最も短
いものを最短 - -パスと呼ぶ。筆者は、「ソース」と呼ばれる特別な頂点 s から各頂点
 V（G）までの最短s- -パスを求めるという最もオーソドックスな問題に取り組んだ。








（e E（G））と定義し、Nπ:＝（G, lπ）を修正ネットワークと呼ぶ。筆者は、Nakayama 
& Anazawa [18] の中で、次のようなアルゴリズムを考案した（概略のみ示す）。
（S1）  π（ ）＝ 0（∀ V（G））とおく。
（S2）  修正長さ関数 lπが非負となるまで、（S2.1）を繰り返す。
（S2.1） 修正ネットワーク Nπを（D 法が適用できるように）拡張または変更
14 したネッ
トワークに D 法を適用し、その結果からポテンシャルπを更新する。
（S3） Nπに D 法を適用し、その結果から元のネットワーク N に対する解を逆算する。
このアルゴリズムのポイントは、（S2.1）を繰り返すたびに修正ネットワーク内の長さが
負の辺の数が単調減少することである。Nakayama & Anazawa [18] は、このアルゴリ
ズムにおいて高々 n 0 回 D 法を適用することによって、元のネットワーク N に対する解
が得られることを示した。但し、n0 は l の値が負の辺の始点または終点となる頂点の数で
ある。
この研究と並行して、Nakayama & Anazawa [17] は（上記とやや異なるアイデアで
はあるが）同様にD法を繰り返し適用して、長さが負の辺があるネットワークの最短路問
題を解くアルゴリズムを提案した。最近では、Nakayama et al. [19] が長さ関数に整数性
を仮定した最短路問題に取り組んだ。一般に、長さ関数が整数の値しか取らない場合は、
ダイヤル法やスケーリング法を導入してD法などの解法を高速化できることが知られてい
る。Nakayama et al. [19] は、Nakayama & Anazawa [18] の手法にダイヤル法とスケー
13 但し、負の閉路は含まない、すなわち G 内の任意の閉路 C に対して l（C） 0 となることを仮定する。



































用分野として、次の 2 つを挙げておく。 1 つ目は、第 3 節で述べた「ネットワーク分析」
への貢献である。この分野は、用語の違いはあるにせよグラフ理論を基礎においており、
筆者が取り組む「ネットワーク理論」との親和性が高い。加えて、「ネットワーク分析」












本稿は、平成 25、 26 年度久留米大学ビジネス研究所・個人研究の助成を受けた研究成
果の一部である。
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