a scheme in which these roles are reversed. Provided the qubit and QPC are coupled strongly, switching between the qubit states is accompanied by severe Fermi-Sea shake-up in the QPC. The ratio of switching rates determines the qubit polarization. The d.c. current in the QPC reads the qubit polarization. Thereby we obtain information about the Fermi-Sea shake-up in the QPC.
For our results to apply, the qubit transition rate induced by the QPC should therefore dominate the rate due to coupling with other environmental modes. We estimate this requirement to be fullfilled already in the weak coupling regime. Before analyzing the system in detail, the following qualitative conclusions can be drawn. The qubit owes its detection capabilities to the following fact: In order to be excited it has to absorb a quantum ε of energy from the QPC. Here ε is the qubit level splitting, a parameter that can be tuned easily in an experiment by means of a gate voltage. The QPC supplies the energy by transferring charge from the high voltage reservoir to the low voltage reservoir. The transfer of charge q allows qubit transitions for level splittings ε < qV , V being the bias voltage applied. Thus, the creation of excitations in the QPC is correlated with qubit switching.
We can assume that successive switchings of the qubit between its states |1 and |2 are rare and uncorrelated. The qubit dynamics are then characterized by the rates Γ 21 to switch from state |1 to state |2 and Γ 12 from |2 to |1 . The stationary probability to find the qubit in state |2 , or polarization for short, is determined by detailed balance to be p 2 = Γ 21 /(Γ 12 + Γ 21 ). The polarization can be observed experimentally by measuring the current in the QPC. The current displays random telegraph noise, switching between two values I 1 and I 2 . These correspond to the qubit being in the state |1 or |2 respectively. The d.c current I gives the average over many switches and is thus related to the stationary probability by I = (1−p 2 )I 1 +p 2 I 2 . The values of I 1 , I 2 and I are determined through measurement and p 2 is inferred.
When the QPC and qubit are weakly coupled [7, 8] , a single electron is transferred [9] . This liberates at most energy eV , implying that the rate Γ 21 is zero when ε > eV and the rate Γ 12 is zero when ε < −eV . The resulting p 2 changes from 1 to 0 upon increasing ε within the interval −eV < ε < eV . Cusps at ε = ±eV signify that the charge e is transferred.
[See Fig. (2a) ]
Guided by our understanding of weak coupling we can speculate as fol-lows about what happens at stronger couplings. Apart from single electron transfers, we also expect the coordinated transfers of groups of electrons. A group of n electrons can provide up to neV of energy to the qubit. Therefore, peculiarities in p 2 should appear at the corresponding level splittings ε = ±neV , n = 1, 2, 3, . . . [10] However, it is not a priori obvious that these peculiarities are pronounced enough to be observed. The reason is the decoherence of the qubit states induced by electrons passing through the QPC. This smooths out peculiarities at the energy scale that is the inverse of the decoherence time. In the strong coupling regime, especially when the qubit couples to many QPC channels, the decoherence time is estimated to be short so that smoothing is severe. As a result, it is not clear whether peculiarities at neV are the dominant feature at strong coupling. Therefore, strong coupling of the QPC and the qubit requires quantitative analysis. We have reduced the problem to the evaluation of a determinant of an infinite-dimensional Wiener-Hopf operator. We calculated the determinant numerically for a single channel QPC and found that peculiarities at multiples of eV are minute. Their contribution to p 2 does not exceed 10 −4 and is seen only at logarithmic scale and at moderate couplings. Instead, far more prominent features occur at ε = 1 2 eV . General reasoning does not predict this. Straight-forward energy balance arguments suggest that a charge e/2 has been transferred between the QPC reservoirs. We are tempted to view this as a fractionally charged excitation generated by the qubit. However, the setup under consideration does not support an independent determination of the excitation charge. If we further increase the coupling, by adding channels to the QPC, we find a pseudo-Boltzmann distribution p 2 = (1 + exp(λε/k B T * )) −1 , with the effective temperature k B T * of the order eV . All peculiarities disappear due to decoherence.
Model
Let us now turn to the details of our analysis. The system is illustrated in Fig. (4.1) . The Hamiltonian for the system iŝ
(4.1)
The operatorT represents the kinetic energy of QPC electrons. The op-eratorÛ k describes the potential barrier seen by QPC electrons when the qubit is in state k = 1, 2 and corresponds to a scattering matrixŝ k in
A schematic picture of the system considered. It consists of a charge qubit coupled to a QPC. The shape of the QPC constriction, and hence its scattering matrix, depends on the state of the qubit. The QPC is biased at voltage V . A gate voltage controls the qubit level splitting ε. There is a small tunneling rate γ between qubit states. the scattering approach. QPC electrons do not interact directly with each other but rather with the qubit. This interaction is the only qubit relaxation mechanism included in our model. We work in the limit γ → 0 where the inelastic transition rates Γ 12,21 between qubit states are small compared to the energies eV and ε. In this case, the qubit switching events can be regarded as independent and incoherent. Now consider the qubit transition rate Γ 21 . To lowest order in the tunneling amplitude γ it is given by
This is the usual Fermi Golden Rule. The HamiltoniansĤ 1 andĤ 2 are given byĤ k =T +Û k and represent QPC dynamics when the qubit is held fixed in state |k . The trace is over QPC states, and ρ 0 is the initial QPC density matrix.
The evaluation of the integrand is a special case of a general problem in the extended Keldysh formalism [12] . The task is to evaluate the trace of a density matrix after "bra's" have evolved with a time-dependent HamiltonianĤ − (t) and "kets" with a different HamiltonianĤ + (t).
We implemented the scattering approach to obtain the general formula
The operatorsŝ ± andf have both continuous and discrete indices. The continuous indices refer to energy, or in the Fourier transformed representation, to time. The discrete indices refer to transport channel space. The operatorsŝ ± =ŝ ± (t)δ(t − t ) are diagonal in time. The time-dependent scattering matricesŝ ± (t) describe scattering by the HamiltoniansĤ ± (t) at instant t. (It is the hall-mark of the scattering approach to express quantities in terms of scattering matrices rather than Hamiltonians.) The operatorf =f (E)δ(E − E ) is diagonal in the energy representation. The matrixf (E) is diagonal in channel space, representing the individual electron filling factors in the different channels. A derivation of Eq. (4.4) is given in Chapter 2 of this thesis. It generalizes similar relations published in Refs. [13, 14] .
In order to apply the general result to Eq. (4.2), the time-dependent scattering matricesŝ ± (t) are chosen asŝ + (t) =ŝ 1 + θ(t − τ )θ(−t)(ŝ 2 −ŝ 1 ) andŝ − =ŝ 1 . The QPC scattering matricesŝ 1 (ŝ 2 ) with the qubit in the state 1(2) are the most important parameters of our approach.
Without a bias-voltage applied, the QPC-qubit setup exhibits the physics of the Anderson orthogonality catastrophe [15] . For the equilibrium QPC, the problem can be mapped [13] onto the classic Fermi Edge singularity (FES) problem [16, 17, 18] . In effect the authors of Ref. [13] computed A in equilibrium. Our setup is simpler than the generic FES problem since there is no tunneling from the qubit to the QPC. As a result, out of all processes considered in Ref. [13] , we only need the so-called closed loop diagrams. The relevant part of the FES result for our setup is an anomalous power law Γ for the equilibrium rate. Here E c.o. is an upper cutoff energy. The anomalous exponent α is determined by the eigenvalues ofŝ † 2ŝ 1 [19] as α = 1 4π 2 Tr ln 2 (ŝ † fŝ i ) . The logarithm is defined on the branch (−π, π]. For a one or two channel point contact, 0 < α < 1.
Results
We now give the details of our calculation for the rates out of equilibrium. From Eq. (4.2) and Eq. (4.4) it follows that
(4.5)
For positive times τ , the operatorQ (V ) (τ ) is defined as [13] 
is diagonal in time and acts as the identity operator in channel space for times t = t ∈ [0, τ] and as the zero-operator outside this time-interval. For the purpose of numerical calculation of the determinant we have to regularizeQ (V ) (τ ). This is done by multiplying with the inverse of the zero-bias operator to define a new operatorQ(τ )
determinant is evaluated numerically. The rate Γ 21 (ε) at bias voltage V is then expressed as the convolution Γ 21 (ε) = dε 2π Γ eq 21 (ε − ε )P (ε ) of the equilibrium rate and the Fourier transform ofP (τ ) = DetQ (V ) (τ ), that contains all effects of the bias voltage V .
We implemented this calculation numerically, and computed the probability p 2 to find the qubit in state |2 . Details about the numerics can be found in Appendix 4.A Our main results are presented in Fig. (2). We used 2 × 2 scattering matrices parametrized byŝ −1 2ŝ 1 = exp(iφσ x ) and repeated the calculation for several φ ∈ [0, π]. Small φ corresponds to weak coupling. The curve at φ = π/16 is almost indistinguishable from the perturbative weak coupling limit discussed in the introduction. Cusps at ±eV indicate that qubit switching is accompanied by the transfer of single electrons in the QPC.
The increasing decoherence smooths the cusps for the curve at φ = π/4 (2b). When the coupling is increased beyond φ = π/2 steps appear at ±eV /2 (c). Further increase of the coupling results in a sharpening of the steps (d).
Let us now briefly consider the limit of strong coupling where the qubit significantly affects the scattering in many QPC-channels. In this case,
with β a large The probability p 2 that the qubit is in state |2 vs. level splitting ε. At weak coupling between the QPC and qubit, (Fig. a, b ) the transfer of a single electron gives rise to cusps in p 2 at ±eV . Peculiarities at ±eV /2 (Fig. c, d ) dominate the signal at strong coupling. Scattering matrices were parametrized as stated in the text. Fig. a, b , c and d respectively correspond to φ = π/16, π/4, 7π/10 and 4π/5.
dimensionless number proportional to the number of channels. The interpretation of this is that electron fluctuations in the QPC affect the qubit level splitting. The typical fluctuation induced is δε ∼ eV √ β. The frequency scale of the fluctuations is eV which is small compared to δε. The fluctuations are therefore quasi-stationary. Their distribution are Gaussian by virtue of the central limit theorem. This leads to a pseudo-thermal polarization p 2 = 1/(1 + exp(ε/k B T * ) where the effective temperature k B T * = 2 β/αeV is of the order of eV . The constant β is evaluated from numerics. For example, for N 1 identical channels with scattering matrices exp(iφσ x ) and φ = 3π/4 we find β ≈ N/7 and effective temperature ≈ 0.36eV . The added decoherence inherent in a many-channel QPC smooths out all peculiarities. Details of the calculation are presented in Appendix 4.B. 
The second derivative is taken to remove an average slope and curvature.)
Discussion
Let us speculate about the origin of the ε = eV /2 peculiarities. It would have been easy to explain peculiarities at ε = neV, n = 2, 3, 4, . . . in p 2 (ε) as resulting from the transfer of multiple electrons. But for fractional peculiarities we have to turn to an indirect analogy with the model of interacting particles on a ring threaded by a magnetic flux [11] . There, one expects that the energy eigenvalues are periodic in flux with period of one flux quantum. However, the exact Bethe-Ansatz solution [11] reveals a double period of eigenvalues with adiabatically varying flux. For our non-equilibrium setup, energy eigenvalues are not particularly useful. The natural eigenvalues to describe the phenomenon are those of the operatorQ (V ) (τ ). They depend on the parameter eV τ which is an analogue of flux. The product of the eigenvalues, i.e. the determinantP (τ ) is not precisely periodic in τ since it decays at large τ owing to decoherence. Still, it oscillates and the period of these oscillations doubles as we go from weak to strong coupling (Fig. 3b) . The doubling can be understood in terms of the transfer of the eigenvalues ofQ (V ) (τ ) upon increasing τ ( Fig. 3a) assuming the parametrizationŝ −1 2ŝ 1 = exp(iφσ x ): In the large τ limit, energy-time uncertainty can be neglected in a "quasi-classical" approximation: The operatorΠ(τ ) projects onto a very long time interval, and is replaced by the identity operator.Q (V ) becomes diagonal in energy. All eigenvalues that are not equal to 1 are concentrated in the transport energy window 0 < E < eV where the filling factors in the QPC reservoirs are not the same. Forŝ −1 2ŝ 1 parametrized as above, these eigenvalues equal cos(φ). There are eV τ /2π of them. In other words, the number of eigenvalues equal to cos φ grows linearly with τ . Numerical diagonalization ofQ (V ) (τ ) (Fig. 3a) shows that one eigenvalue is transferred from 1 to cos(φ) during time 2π/eV . If cos(φ) > 0 as in the weak coupling case (bottom of Fig. 3 b) , this gives rise to P (τ ) oscillations with frequency eV /2π manifesting integer charges. However cos φ becomes negative at stronger couplings, so that P (τ ) changes sign with each eigenvalue transfer [ Fig. 3b (top) ]. Two eigenvalues have to transfer to give the same sign. The result is a period doubling of the oscillations inP (τ ). This resembles the behavior of the wave vectors of the Bethe-Ansatz solution in Ref. [11] .
The parametrization of theŝ † 2ŝ 1 = exp(iφσ x ) is not general. However, the eigenvalue transfer arguments help to understand general scattering matrices. Eigenvalue transfer still occurs at frequency eV /2π but instead of traveling along the real line, eigenvalues follow a trajectory inside the unit circle in the complex plane. Peculiarities at fractional level splittings eV /2 are pronounced if the end point of the trajectory has a negative real part. Numerical results for general scattering matrices are presented in Appendix 4.C.
Results presented so far are for "spinless" electrons. Spin degeneracy is removed by e.g. high magnetic field. If spin is included, but scattering remains spin independent, then two degenerate eigenvalues are transported simultaneously. In this case, the eV /2 peculiarities disappear for the parametrization exp(iφσ x ) but persists for more general scattering matrices. The results of further numerical work that confirm this are presented in Appendix 4.D.
Conclusion
We have studied a quantum transport setup that can easily be realized with current technology, namely that of a quantum point contact coupled to a charge qubit. The qubit is operated as a measuring device, its output signal -the polarization p 2 -is directly seen in the QPC current. When the qubit is weakly coupled to the QPC, the dependence is dominated by processes where a single QPC electron interacts with the qubit. For intermediate couplings, the dependence shows peculiarities at level splittings ±eV /2. These peculiarities are the result of many-body correlations induced in the QPC by qubit switching. Decoherence destroys these peculiarities in the limit where the qubit couples many QPC channels, leading to a pseudo-Boltzmann polarization with effective temperature ∼ eV .
Appendix 4.A Numerical method
In this section we give a more detailed account of the numerical calculation of the qubit tunneling rates Γ 12 (ε) and Γ 21 (ε) than is presented in the main text. Our starting point is Eq. (7) of the main text. In order to discuss qubit transitions from |1 to |2 as well as the reverse transition simultaneously, we change notation slightly. In what follows, indices i and f refer to the initial and final state of the qubit respectively. We consider "forward" transitions (f, i) = (2, 1) and "backward" transitions (f, i) = (1, 2). The central object of numerical work is the operator
We recall that the matricesŝ i andŝ f are the scattering matrices of QPC electrons when the qubit is in state i or f .Π(τ ) is a time-interval operator, if (τ ). Were this true, it would have implied that Γ 12 (ε) = Γ 21 (ε). This cannot be correct. At low temperatures, the qubit is far more likely to emit energy than to absorb it, meaning that one of the two rates should dominate the other.
Regularization is achieved by multiplying with the inverse of the equilibrium operator. The operatorQ fi (τ ) =Q
fi (τ ) only has a finite number of eigenvalues for finite τ that are not in the neighborhood of 1, and so its determinant can be calculated numerically in a straightforward manner. (In this expression, Q (0) fi (τ ) is the operator Q when the QPC is initially in equilibrium, i.e. the bias voltage V is zero.) We therefore proceed as follows: We definẽ
andP (ε) = dτ e iετP (τ ) as its Fourier transform. The equilibrium rate Γ eq fi (ε) is known from the study of the Fermi Edge singularity. It is 2) . Furthermore E c.o. is a cut-off energy of the order of E F and α = 1 4π 2 Tr ln 2 (ŝ † fŝ i ) . The logarithm is defined on the branch (−π, π]. With the help of these definitions we have
where our task is to calculateP (ε) numerically. The operatorQ (V ) 21 (τ ) will be considered in the time (i.e. Fourier transform of energy) basis. We restrict ourselves to the study of single channel QPC's, in which case the scattering matricesŝ 1 andŝ 2 are 2 × 2 matrices in QPC-channel space. We work in the standard channel space basis wherê
with t, t the left and right transmission amplitudes and r, r the left and right reflection amplitudes. BecauseΠ(τ ) is a projection operator that commutes with the scattering matrices, we can evaluate the determinant in the space of spinor functions ψ(t) defined on the interval t ∈ [0, τ]. (We consider τ > 0.) Then
is the Fourier transform of the zero-temperature filling factors of the reservoirs connected to the QPC and 0 + is an infinitesimal positive constant. Discretization of this operator proceeds as follows. We choose a time step Δt τ such that N = τ /Δt is a large integer. We will representQ
We define a dimensionless quantity η = eV Δt.P (τ ) can only depend on τ in the combination τ eV because there are no other time-or energy scales in the problem. We will therefore vary τ by keeping N fixed and varying η. Using the identity
we find a discretized operator
To test the quality of the discretization as well as its range of validity we do the following. Whenŝ † 2ŝ 1 is close to identity, we can calculatẽ P (τ ) perturbatively, both for the original continuous operators and for its discretized approximation. If we takeŝ † 2ŝ 1 = e iφσx then to order φ 2 we findP cont.
where τ = Nη/eV for the continuous kernel while for the discretized version we findP disc. 19) which indicates that the range of validity is η 2π. In practice we take N = 2 8 . Larger N would demand the diagonalization of matrices that are too large to handle numerically. We find results suitably accurate up to η = π/4, thereby giving us access toP (τ ) for |τ | ∈ [0, 64π/eV ].
To summarize, the procedure for calculating the transition rates Γ 21 and Γ 12 is 1. For given scattering matricesŝ 1 andŝ 2 , calculateP (τ ) numerically using the discrete approximations for the operatorsQ 3. Form the convolutions of Eq. 4.12 with the known equilibrium rates to obtain the non-equilibrium rates.
Appendix 4.B Many channels
To understand the behavior of the system when the QPC has many channels, the starting point is to consider the transfer of eigenvalues that make up the determinantP (τ ). For an N channel QPC, N eigenvalues are simultaneously transferred to positions inside the unit circle in a time 2π/eV . The initial velocity of each eigenvalue is zero, so that for small times τ , P (τ ) is a Gaussian with peak-width ∼ 1/ √ N. For many channels, it is therefore sufficient to consider small times only τ <∼ 1/ √ NeV , leading toP
with β proportional to the number of channels, and thus large. As explained in the main text, this can be understood as the result of quasi-stationary Gaussian fluctuations of the qubit level splitting, induced by electron fluctuations in the QPC. The expression for the qubit switching rate then reads
The Fermi-edge Singularity exponent α also scales like the number of channels, and is therefore large. We will now show that it is sufficient to do the integral in the saddle point approximation. First we find the maximal value of the integrand in the interval ε ∈ [0, ∞),
Then we rewrite
with ε = ε opt + ω. The term marked by the underbrace can be neglected. The reason is that ε opt is of the order √ αβeV ∼ NeV while the Gaussian term cuts of the ω integral at ω ∼ √ βeV ∼ √ NeV . Consequently one finds
where it should be remembered that ε opt depends on ε. In order to calculate the polarization p 2 (ε) we need to know Γ(ε) and Γ(−ε) for those energies ε where the one rate does not dominate the other. If we set The last line was obtained by expanding in N −1 and recalling that α, β ∼ N . The polarization p 2 (ε) is then given by
which is identical to the polarization of a qubit coupled to a reservoir at temperature 2 β/αeV . , π 3 , 2π 3 and 5π 6 . When θ < π/2, thenP (ε) has a fairly symmetric peak centered at −eV θ/2π. The tails of this peak vanish at ε (−θ/2π ± 1)eV . When θ > π/2, there are two asymmetric peaks at −eV θ/2π and (1 − θ/2π)eV . The value ofP (ε) is significantly larger for ε ∈ [−eV θ/2π, (1 − θ/2π)eV ] than outside this interval.
In the main text we confined our attention to the one parameter family of scattering matricesŝ † 2ŝ 1 = cos φ isin φ i sin φ cos φ .
(4.28)
For this choice,P (τ ) is a real function of time. For θ < π/2 its fluctuations are associated with energies ∼ ±eV due to the transfer of eigenvalues from 1 to cos φ at a rate of one per h/eV . For φ > π/2 however, cos φ is negative and two eigenvalues have to be transferred before the sign ofP (τ ) returns to its initial value. The period of fluctuations ofP (τ ) doubles and becomes associated with energies ±eV /2. BecauseP (τ ) is real, the fluctuations with positive and negative energies are equal:P (ε) =P (−ε). This translates into the following feature of the probability p 2 to find the qubit in state |2 . For φ < π/2, p 2 (ε) changes from 1 to 0 in an energy interval of length 2eV . For φ > π/2, this interval shrinks to eV . The boundary of the interval is defined more sharply the closer φ is to 0 or π, where decoherence happens slowly.
Since the QPC scattering matrices contain parameters that are not under experimental control, it is relevant to ask how the results are altered when a more general choicê
and θ ∈ [0, π] is made for the scattering matrices. With this choice, eigenvalues travel from 1 to e iθ cos φ at a rate of one per h/eV . This means that the period doubling ofP (τ ) no longer takes place. The phase ofP (τ ) does not return to its original value after the transfer of two eigenvalues. Rather, one expects fluctuations associated with an energy (n − θ 2π )eV, n = 0, ±1, ±2, . . . BecauseP (τ ) is no longer real, positive and negative frequencies don't contribute equally. However, while the eigenvalue trajectories lie close to the real line, one can expect results similar to those obtained for realP (τ ). We obtained numerical results for four scattering matrices of the form (4.29). We chose θ = 1 6 π, 1 3 π, 2 3 π and 5 6 π. To sharpen abrupt features we chose φ = π/9 so that the exponential decay ofP (τ ) is associated with a long decoherence time: 0.06 /eV . As depicted in Fig. (4.4) , we foundP (ε) to behave as follows. For θ close to zero,P (ε) consists of one peak situated at ε = − θ 2π eV . The tails of this peak vanish at ε = ±1 − θ 2π eV . The closer to zero that θ is taken, the more abrupt this behavior of the tails become. As θ is increased, a Fig. (4.4) : A value φ = π 9 is used throughout. The values of θ in (a), (b), (c) and (d) are respectively π 6 , π 3 , 2π 3 and 5π 6 . When θ < π/2, the occupation probability p 2 is significantly different from its asymptotic values 0 and 1 in an ε interval of 2eV . When θ > π/2, this interval shrinks to eV . The boundaries of the interval are more sharply defined the closer θ is to π/2. second peak starts appearing at ε = 1 − θ 2π eV . When θ = π, the height (and width) of this peak exactly equals that of the peak at − θ 2π eV . In the interval ε ∈ − θ 2π eV, 1 − θ 2π eV that is bounded by the peaks,P (τ ) is significantly larger than in the region outside the peaks. This behavior ofP (ε) translates into the occupation probabilities p 2 (ε) depicted in Fig.  (4.5 ). For θ < π/2, p 2 (ε) still changes from unity to zero in an interval of length 2eV while for θ > π/2 the interval shrinks to eV . The closer θ moves to 0 or π, the sharper the interval becomes defined. We therefore conclude that the peculiarities reported on in the main text is not confined to the special choice (4.28) of scattering matrices. 
Appendix 4.D Inclusion of spin
Up to this point we have considered spinless electrons in the QPC. In this section we investigate the effect of including spin. We still take the interaction between the QPC and the qubit to be spin independent. However, the mere existence of a spin degree of freedom for QPC electrons doubles the dimension of channel space. The narrowest QPC now has two channels in stead of one andP (τ ) with spin included is the square of the determinantP s=0 (τ ) without spin. For real determinants, squaring kills the phase. This means that the observed period doubling for the parametrization of Eq. (4.28) disappears and with it the ε = eV /2 peculiarities of p 2 . However, the peculiarities survive for more general scattering matrices due to the fact that, for θ = 0,P s=0 (ε) has two peaks with different heights. Suppose the relative peak heights are A and 1 − A, i.e. P s=0 (τ ) ∼ (1 − A)e i θ 2π eV τ + Ae −(1− θ 2π )eV τ , (4.30)
where A is a real number between 0 and 1 2 . (A = 0 corresponds to θ = 0 while A = 1 2 corresponds to θ = π.) It follows that P s= 1 2
(ε) has three peaks at
3. and ε = 2 − 2 θ 2π eV with height A 2 .
As long as A is small, i.e. θ is not too close to π, the first two peaks will dominate the third, and the signature eV /2 peculiarities may still be observable in p 2 (ε). Fig. (4.6 ), contains p 2 calculated for the same scattering matrices as in Fig. (4.5) , but with spin included. The cases when θ = 2 3 π and θ = 5 6 π still contain clear peculiarities. For θ very close to π (not shown) these features disappear.
