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Abst rac t - - In  this paper we deal with sensitivity analysis in multiobjective differential programs 
with equality constraints. We analyze the quantitative behavior of the optimal solutions according to 
changes of right-hand side values included in the original optimization problem. One of the difficulties 
lies in the fact that the efficient solution in multiobjective optimization i  general becomes a set. If 
the preference of the decision maker is represented by a scalar utility which transforms optimal 
solutions in optima, we may apply existing methods of sensitivity analysis. However, when dealing 
with a subset of optimal points, the existence of a Frdchet differentiable s lection of such a sot-valued 
map is usually assumed. The aim of the paper is to investigate the derivative of certain set-valued 
maps of efficient points. We show that the sensitivity depends on a set-valued map associated to the 
T-Lagrange multipliers and a projection of its sensitivity. (~) 2006 Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
The main objective of the present article is to analyze sensitivity in vectorial optimization pro- 
grams, that is, to study the variations of a set of efficient points when a certain parameter of the 
program varies. 
There is a very important fact that marks an essential difference between scalar and vectorial 
programming. Whereas in the case of scalar programming the optimal point reached is a minimum 
point, and therefore unique, in the case of vectorial programming the optimal ones are minimal 
points. This implies that, in general, it turns out to be more complicated to analyze sensitivity 
in vectorial optimization programs than in scalar optimization programs, because whilst in the 
case of scalar programming the analysis of sensitivity consists of the study of a function (the 
function that assigns to each value of some parameter the optimal point reached by its associated 
program), in the case of vectorial programming, the analysis of sensitivity may necessitate he 
study of a set-valued map (the set-valued map that assigns to each value of some parameter the 
set of optimal points reached by its associated program). 
One of the techniques used in sensitivity analysis is to reduce the problem by choosing a par- 
ticular point in the efficient line. This is the case if we are interested in the best alternative which 
minimizes a specific scalar utility function as in [1] where the authors reduce to an optimization 
problem with scalar objective by minimizing the distance between some fixed desirable point and 
the efficient set or in [2] where the scalarization is done by the weighted sum approach, etc. 
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When dealing with a subset or the whole set of efficient points, there are several procedures. 
One is to assume the existence of an adequate selection of particular efficient points as in [3] where 
the authors tudy sensitivity taking a selection of the balanced points introduced by Galperin and 
further developed in [4]. In [5-8] and [9] the authors consider the so-called T-optimal solutions 
and also assume the existence of a Pr6chet differentiable selection. However, there are several 
approaches which deal with sets of efficient points and focus on the behaviour of some set-valued 
perturbation maps (e.g., [10-12], the two survey papers [13] and [14], and the references therein). 
Continuing the line of inquiry of [7], sensitivity analysis will be performed for a differential 
vector program with equality constraints with respect o the right-hand side. Here we study the 
derivative of the set-valued perturbation map which deals with the T-optimal solutions. 
The paper is organized as follows. Section 2 introduces notation, basic concepts, and some 
results that will be used throughout the paper. Section 3 is devoted to identify some conditions of 
regularity that allow the extension of some useful properties of Prdchet differentiable functions to 
derivable set-valued maps. Theorems 6 and 8 constitute the main results obtained in this section. 
Sensitivity analysis is the aim of Section 3. Namely, Theorem 12 states that the sensitivity of 
the problem depends not only on a suitable Lagrange multiplier but also on the derivative of a 
set-valued function of Lagrange multipliers. 
2. PREL IMINARIES  AND NOTATIONS 
We recall some basic definitions and facts dealing with set-valued maps that we will use through- 
out the paper. For further information about set-valued analysis ee, for instance, the book of [15]. 
Let $1 and 5'2 be two normed spaces, A C $1 a nonempty set, and .4 its closure in the norm 
topology. 
DEFINITION 1. Let x C A. The contingent cone TA(x) is defined by 
TA(X)= v•  S1 liminf - -0  
h-.0+ h " 
The adjacent cone T~ (z) is defined by 
TA~(Z): {vESI lihmio~fd(A'x-[-hv) --0} 
h 
The set A is said to be derivable at x whenever the equality TA(X) = TbA(X) holds. 
It is very convenient to recall the following characterizations of the above cones. 
PROPOSITION 2. Let x E A and v E $1. 
(i) v E TA(X) if and on ly / f  there exist sequences {h,~}~__ 1 C R+ \ {0} converging to 0 and 
{v,~}n¢~= 1 C $1 converging to v, such that 
x + h~v~ C A 
for Ml n E N. 
(ii) v e T~A(X) if and only if for any sequence { h,~} ~= 1 C R+ \ {0} converging to O, there exists 
a sequence {v,~}n°°=l C S1 converging to v such that 
x + h~v~ C A 
for all n C N. 
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DEFINITION 3. Let F : A ~ $2 be a set-valued map from A to $2, i.e., a correspondence that 
assigns to each x E A a set F(x) C $2. 
(i) The graph of F Graph(F) is defined by 
Graph(F) = {(x,y) e $1 x $2 [y E F(x)}. 
(ii) Let (x, y) 6 Graph(F). The contingent derivative DF(x, y) o f f  at (x, y) is the set-valued 
map from $1 to $2 defined by 
Graph(DF(x, y)) = TGraph(F)(X, y). 
The adjacent derivative D~F(x, y) of F at (x,y) is the set-valued map from $1 to $2 
defined by 
Graph (DbF(z,y))  b = T~raph(F) (X, y). 
We will say that F is derivable at (x, y) if Graph(F) is derivable at (x, y). 
Whenever a function F is single valued and Fr6chet differentiable, F r will denote its Fr6chet 
differential. 
Now, we introduce the optimization problem we will study. We adopt here the concept of 
T-optimal solution introduced in [7]. 
Let X, Y, Z, and W be four Banach spaces uch that Y is partially ordered by a closed convex 
pointed cone Y+ and W is a Banach lattice with positive cone W+. Let Z* denote the dual 
space of Z. Let us consider a linear and surjective continuous mapping T : Y --* W such that 
T(Y+ \ (0}) C W+ \ {0} and Ker T has a topological supplement YT in Y. Let ~b denote the 
restriction of T to ]FT. It follows from the open mapping theorem [16, Theorem 2.11] that the 
inverse operator ~-1 is continuous. Let ~r denote the natural projection from Y onto KerT and 
2(Z, W) the space of all linear and continuous mappings from Z into W endowed with the usual 
norm. Furthermore, let us consider an open subset D c X, two Fr6chet differentiable functions 
f : D -~ Y and g : D --* Z of class C (1), and the program 
min f(x), 
x E D, g(x) = b, (Pb) 
with b E Z. 
A feasible xb E D is said to be a local T-optimal solution for (Pb) if there exists a neighbourhood 
U~ b c D of Xb such that Tf(xb) <_ Tf (x)  for every feasible x E U~ b. It is clear that every local 
T-optimal solution of (Pb) is a local optimal solution of that program, i.e., f(xb) -- f (x)  ~ Y+ \ {0} 
for every feasible x E U~ b. 
A point Xb E D is said to be regular for (Pb) if the Fr6chet differential g'(xb, .) of g at xb is 
surjective. 
Let Xb E D be a local T-optimal regular solution of (P~). A map G E ~(Z, Y) is Said to be a 
T-Lagrange multiplier of (Pb) associated to Xb if 
Tf'(xb, .) = TGg'(xb, .) and zrf(xb) = ~G~ b(b). 
In [7, Lemma 9], a Lagrange multiplier type theorem is proved. Namely, for every local T-optimal 
regular solution Xb e D of (Pb), there exists a T-Lagrange multiplier Gx~ E ~(Z, Y) of (Pb) 
associated to xb. 
According to these concepts we define the following set-valued maps. 
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DEFINITION 4. Let V C Z and the set-vaJued map A : V -~ X be defined by 
h(b) : {~ I ~b is a local T-optimal regulo~ solution o~ (Pb)}. 
The T-perturbation map of (Pb) is defined by 
~:V~Y,  
b ~.~ ~(b) = {f(xb) [Xb • A(b)}. 
The T-dual perturbation map of ( Pb ) is defined by 
: V ~ £(Z, Y), 
b -~ 9(b) = {G~ b • 12(Z, Y)  [ G~ b is a T-Lagrange 
multiplier of ( Pb) associated to xb • h(b)}. 
3. REGULARITY  OF SET-VALUED MAPS 
Throughout this section let V C Z be an open set, ~ a set-valued map from V to 12(Z,Y), 
(b0, Go) E Graph(E), and ~ : V ~ Y the set-valued map such that ~(b) = ~(b)(b) for all b E V. 
When ~ is a single-valued and Frdchet differentiable function then l~ is also Frdchet differen- 
tiable. This does not remain true for set-valued maps since ~ can be derivable whilst ~ is not. 
In order to avoid this situation we introduce a regularity property which will be necessary and 
sufficient o guarantee the derivability of ~. 
DEFINITION 5. We say that ~ verifies property 7Z at (bo,Go) if given {bn}~=l C Z, {h,}~= 1 C 
~+ \ {o}, and {a~}~=l c ~(Z, Y) such t~at 
(a.1) limn--,oo b,~ exists and lim,~-~oo hn = O, 
(a.2) Gn E E(bo + h~b,~) for all n E N and the sequence 
Gn(b0 + hnb,~) - Go(bo) I °0 is convergent, 
hn J n=l  
there exist two sequences {bn}~=l C Z and {Gn}~_l C 2,(Z, Y), such that 
(b.1) .limn-,oo b,~ = lim,~_,~ bn. 
(b.2) Gn E ~(bo + h,~b,~) for all n E N and 
lim ~ (bo + h~bn) - ao(bo) = lim G,~(bo + hnbn) - Go(bo) 
~-*oo h~ ~-~oo h~ 
(b.3) The sequence 
{ 0~ - Go } °° 
~n n=l 
converges (in 12( Z, Y) ). 
We say that E verifies property 7%* at (bo, Go) if given {bn}~=l C Z, {hn}~=l C R+ \ {0}, and 
{G~}~= 1 C 11(Z,Y) verifying (a.1) and (a.2), then the sequence 
( G~'-  Go }°° 
-~n n=l converges (in 12(Z,Y)). 
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THEOREM 6. Assume that ~ is derivable at (b0, Go). The following assertions are equivalent: 
(i) t is derivable at (bo, Go(bo)) and 
D~(bo, Go(bo) (u) = DE(bo, Go)(u)(bo) + Go(u) (1) 
/or every u • Z. 
(ii) E verifies property T¢ at (bo, Go). 
PROOF. Let us suppose (i). Let {b~}n~=l C Z, {h,~}~= 1 C R+ \ {0}, and {Gn}~=l c 2.(Z, Y) 
verifying (a.1) and (a.2) of Definition 5 and set 
uo = limb~ and vo = lim Gn(bo + h~b,~) - Go(bo) 
n h~ 
In particular, vo • D~(bo, Go(bo))(uo), and consequently, from equality (1) there exists G.  o • 
DE(bo, Go)(uo) such that vo = Gvo(bo ) + Go(uo). Since E is derivable at (bo, Go) we have 
b (uo, Gvo) • T~raph(z)(bo, GO). 
Thus, there exists a sequence {(b~, L~)}~= I C Z × I2(Z, Y) converging to (uo, G.o) such that 
(bo, Go) + h~ (bn, L~) • Graph(~), for all n • N. 
Setting Gn = Go + h~L~ for all n • N we get that On • Z(bo + h~b~) and 
lim ~'~ - G._________~o  lira L,, = G,~ o, 
and therefore, 
Gn - Go 
lira - -  (bo) = G~o (bo). 
~'$'--4 CO hn  
Moreover, since {Gn}~=l converges to Go and {bn}~=l converges to uo, then {Gn(bn)}~=l con- 
verges to Go(uo). Finally, 
o,, (bo + h,,~,~) - ao(bo) 
lim 
n-..+ oo hn  
= ~co ( - -Z~ ¢" - Go (bo) + o ,  (~) )  
= Gvo(bO) + ao(~) = vo. 
To t)rove the converse we first state that 
D~(bo, Go(bo) (u) C DE(bo, ao)(u)(bo) + Go(u). 
Indeed, let (u,v) E Tcraph(t)(bo,Go(bo)). It follows from Proposition 20) that there exist 
{h~}~__l c St+ \ {0} converging to 0 and {(bn,v~)}~= 1 C Z × Y converging to (u,v), such 
that (bo,Go(bo)) -t- h~(b,~,v~) E Graph(~) for all n E N. Thus, for every n • N there exists 
G~ • ~(bo + h~b,~) such that 
an(bo + hnbn) - Go(bo) 
Vn = hn 
Since ~ verifies property TO, there exist {bn}~=l- co C Z and {G~}n= 1 -  co C ~(Z, Y) for which (b.1), 
(b.2), and (b.3) of Definition 5 hold. Let Gv C ~(Z, Y) be defined by 
0,~ - Go 
Gv = lim 
n --.-4 oo hn  
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We have that 
~,~ (bo + h ,~)  - ao(bo) - h. _ a~ ao (bo) + ~ (~) 
for every n • N. Taking limits as n --* oo in the above equality yields 
= a~(bo) + ao(~). 
Therefore, 
v = G~(bo) + Go(u) and (u, Gv) e TGr~ph(~)(bo,Go) 
and hence, the inclusion is proved. 
We now prove the reverse inclusion. Let v E DG(bo, Go)(u)(bo) + Go(u), then there exists 
(u,G~) • Tor~ph(~)(bo,Go) such that v = G,(bo) + Go(u). Since ~ is derivable then (u, Gv) • 
T~ph(~)(bo, Go). Therefore, Proposition 2(ii) yields for any sequence {h,~}~___ 1 c R+ \ {0} 
converging to 0 a sequence {(bn, L~)}~=I C Z x ~(Z, Y) converging to (u, Gv) such that 
(bo, Go) + h. (b.,]-,.) • Graph(P 0 
for all n • N. Set d,~ = Go + hnLn for every n • N. Then, Gn • ~(bo + hnbn) for all n • N and 
Hence, 
lim ~'~ -G o  = tim L,~ = a,,. 
lira ~'~ - Go (b0) = av(b0).  ~-~o h~ 
F~trthermore we have that - ~ b {anIn= 1 converges to Go and { n}n=l 
^ OO {G~(bn)}~=l converges to Go(u). If we define now {vn}n=a C Y as 
converges to u, then 
we achieve that 
0.  (b0 + £~) -  a0(b0) 
lim 
f t - -~oQ 
(7,~ (bo + h,j),~) - Go(bo) = n--,oolim \(Gn~-G°(b°)+G'~(b'~))hn 
= av(b0) + a0(~) = v. 
Thus, v c D~(bo, Go(bo))(u). Let us remark that the proof of latter inclusion also yields that 
is derivable at (b0, Go(bo)). Indeed, since (b0, Go(bo))+ hn (bn, ~3,~) E Graph(~) for all n ~ N, then 
(u, v) • T~raph(~. ) (bo, Go(bo)). | 
The following proposition identifies ome set-valued functions for which property ~* holds. 
PROPOSITION 7. Let bo • V, a : V ~ £(Z, Y) and fl : V --+ Z* be two Frdchet differentiable 
functions uch that fl(b)(b) = 1 for all b • V, and let ~ : V ~ £(Z,Y)  be a set-valued map such 
that 
~(b) c {~(b) + y~(b) l u • Y} 
for all b • V. Then E verifies property 7~*. 
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b oo  oo  PROOF. Let (b,a(b) + yo~(b)) • Graph(E). Let { ,~}n=l C Z, {h,}n= 1 C R+ \ {0}, and 
b ~ (let u {Yn}~=I C Y be sequences such that { a}a=l converges • Z denote its limit), {ha}n~=l con- 
verges to O, a(b + hnb~ ) + ya~(b + hab~) • E(b + hahn) for all n • N, and the sequence 
a(b+h~ba) (b+h~ba)+y~-a(b) (b ) -yo}  °° 
hn n=l 
converges (let v E Y its ~mit). Since for all n E N 
Ya -Yo  ~(b+hab~)(b+hab~)+y~ -a(b)(b)  -Yo  a(b + h~b~)(b + h~bn) - ~(b)(b) 
h~ h~ h~ 
and c~ is Fr~chet differentiable at b, Lemma 11 of [5] gives that 
lim Yn - Yo = v - (a'(b,u)(b) + a(b)(u)) 
n -~ ha 
(2) 
and as a consequence, also lima--.oo Ya = Y0. 
Besides, for all n E N 
a(b + h~b~) + y~(b  + h~bn) - a(b) - yo~(b) 
ha 
_ a(b + hahn) - a(b) 
hn 
+ y Z(b + h~b~) - Z(b) 
h~ t- ~f l (b )  
holds, and applying (2) we obtain that 
~lm 
a --~ oo  
c~(b + haba) + yafl(b + hab~) - a(b) - yofl(b) 
h~ 
= a'(b, u) + yo~'(b, u) + (v - a'(b, u)(b) - a(b)(u)) fl(b). 
Then, E verifies property T~*. | 
THEOREM 8. Assume that TE  is single-valued in V and Frdchet differentiable at b0 E V. I f  E is 
derivable at (bo, Go(bo) then ~E is derivable at (bo, 7rGo(bo) ) and 
D (TrE) (bo, ~Go(bo))(u) --- 7rDE(bo, Go(bo))(u) (3) 
for a11 u 'E Z. 
PROOF. Let (u,v) E TGraph(~)(bo,~rGo(bo)). We first prove that 
(u, v + 2b -1 [T~.]' (b0, u)) E Tcr~ph(~)(bo, Go(bo)). (4) 
Indeed, there exist {hn}a~__l C R+ \ {0} converging to 0 and {(un, vn)}~=l C Z x Y converging 
to (u,v) such that (bo,~rGo(bo)) + h~(u~,Va) e Graph(~E) for all n e N. 
Thus, for any n E N there exists G~ E E(b0 + hnu~) such that 
~rG~(bo + hnun) - ~rGo(bo) 
va = hn 
Besides, for all n E N the equality 
Ga(bo + h~a) -  Go(bo) _ -Ca(bo + hau l ) -  ~Go(bo) ~ :~-1 fTGa(bo + ~aUa)- TGo(bo)~ 
ha - ha \ ha ] ' 
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holds. Keeping in mind that T~ is also Fr~chet differentiable at b0 (see [5, Lemma 11]) we get 
that 
lim G,~(bo + h,~u,,,) - Go(bo) 
~ h~ = ~ + ~-~ (T~)' (~o, ~)) 
and therefore (4) holds. 
As ~ is derivable at (b0, G0(b0)), we obtain that 
(~, v + 2-~ [T~]' (bo, ~)) • T~.,~(~)(bo, ao(bo)). 
Hence, for any sequence ^ oo {hn}n=l C R+ \ {0} converging to 0 there exists ~ sequence 
^ oo {( n,v,~)},~= 1 C Z x r converging to (u,v + T-l[T~]'(bo,u)) such that for all n • N 
(bo, Go(bo)) + h,~ (bn,6,~) • Graph (~,). 
Therefore, (b0, ~Go(b0)) + £n(/~, ~)  • Graph(TrY]) and thus, 
lim lr~n = ~rv + ~r¢ -1 [T~]'  (bo, u) -- ~rv. 
~---*OO 
Since (u, v) E TGraph(Ir~)(bo, ~Go(bo)) and ~r~ is a set-valued map from Z to Ker T then Try = v, 
and therefore 
(u, v) • T~r~ph(~ ) (bo, vao(bo) . 
Consequently, ~r~ is derivable at (b0, ~Go(bo)) and the inclusion 
D (~r~) (bo, ~rao(bo))(u) c_ zcD~(bo, Go(bo))(u) 
is proved. For the reverse inclusion, let now v E ~D~(bo, Go(bo))(u). There exists w • 
Dg,(bo, Go(bo))(u) such that v -= lrw, and thus, there exist {hn},~__l c R+ \ {0} converging to 0 
and {(b~,wn)}~=l C Z × Y converging to (u,w) such that (bo,Go(bo)) + hn(bn,wn) • Graph(~) 
for all n • N. Hence, 
(b0, ~ao(b0)) + h.(b~, ~w~) • Graph (~) 
for all n • N. Moreover lim~_.¢¢ ~rw~ = ~rw = v, which proves that v • D(~)(bo, ~Go(bo))(u). I
4. SENSIT IV ITY  ANALYS IS  
Throughout he section we assume the following. 
(i) 'V  c Z is an open convex set such that 0 ~ V. 
(ii) For every b E V there exists Xb E D local T-optimal and regular solution of (Pb) such that 
the function A : V - ,  X defined as A(b) = Xb is Fr6chet differentiable at V. 
Assumption (i) is not a restriction in practice since program (P0) can be easily transformed in 
another one equivalent (P~), with c # 0. 
The existence of a function A as in Assumption (ii) has been studied by several authors. See 
for example [17] for the linear case. 
Assumption (ii) jointly with Proposition 8 of [7] implies that T~ is single valued on V. 
From now on, let fl : V --* Z* denote a fixed Fr6chet differentiable function such that fl(b)(b) = 1 
for any b E V. The existence of such a fl comes from a separation theorem. Indeed, since 0 ~ V, 
Theorem 3.4 of [16] provides a z~ E Z* such that z~(0) < z~(b) for any b e V. Define fl : V ~ Z* 
by 
for all b • V to get the required 8. 
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DEFINITION 9. Let b E V, Xb E D be a local T-optimal regular solution of (Pb), and Gxb 6 
£(Z, Y) be a T-Lagrange multiplier of (Pb) associated to Xb. We define the (T, fl)-modifica- 
tion ~(T,~) of Gxb, as the following T-Lagrange multip]ier of (Pb) associated to xb: 
~(T,~) = ~-ITGx~ + ~rG~b(b)fl(b)" 
REMARK. It is immediate to verify that if G~, H~b E ~(Z, Y) are two T-Lagrange multipliers 
of (Pb) associated to Xb • A(b) then 
~(T,~) _-- /~(T,f~) 
Xb Xb " 
PROPOSITION 10. Let b 6 V, Xb • A(b), and let Gzb • f2( Z, Y) be a T-Lagrange multiplier of(Pb) 
associated to xb. The set Pl~ b c £( Z, Y) of all the T-Lagrange multipliers of ( Pb) associated to Xb 
verifies 
where G~ b • Plxb and ~b = {R • £(Z, KerT) I R(b) = 0}. 
PROOF. Let us see that 91~b C Q(T,fl)~b + 2jb. Indeed, let H~ b • Pl~ b. Since THx b = TG(T'~)~b , we 
get H m - ¢(T,~)Zb • f2(Z, Ker T). Moreover, since Hxb (b) = ~(T,fl)~b (b~j = ~rf(xb) it results 
The reverse inclusion is immediate. | 
Let us observe that for every b • V we have 
LEMMA 11. Let (bo, Go) • Graph(~I,) and ~ : V ~.* Y be the set-valued map such that ~'(b) = 
• (b)(b) for all b • V. I fT~ is Frdchet differentiable at bo and • is derivable at (bo,Go) then ~' 
is derivable at (bo, Go(bo)) and 
Dg~(bo, Go(bo) (u) = D~(bo, Go)(u)(bo) + Go(u) 
for all u • Z. 
PROOF. By using Theorem 6 we have to prove that ~I, verifies property 7Z at (bo, Go). In fact, 
let {b~)~= 1 C Z, {hn}~=l C R+ \ {0}, and {G~}~=I C £(Z, Y) be three sequences such that 
{b~}~=~ c Z is convergent, {h~}~=~ converges to O, G~ • ~(bo + h~b~) for all n • N, and the 
sequence 
{ G~(bo + h,~b,~) _- Go(bo) } °° 
h~ n=l  
converges. From Proposition 10, we get that C(o T'fl) (bo) = Go (bo) and 
G(T'f~)(bo + hnbn) = Gn(bo + hnbn) 
for all n • N. Let ~(T,~) be the set-valued map defined by 
~(T, fl) : V ~ ,~(Z, Y), 
By Proposition 7, ~(T,~) verifies property T~* at (bo, G(0T'~)). Therefore, the sequence 
{ v(nT'fl) -- O(oT'fl) } °° h,~ 
n=l 
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oo 2~(z ,Y)  converges. Let us define the sequence { n}n=l C as 
~:  ~,~) + (~o- ~o ")  ) - (~o - ~ ' ) ) (~o + ~o~)~(~o + ~o~o) 
for all n E N. Proposition 10 implies that G,~ ~ k0(bo + h,~b~) and Gn(bo + hnb,~) = G(nT'f~)(bo + 
h,~b~) for all n ~ N. On the other hand, since for all n ~ l~l 
~ - Go ~( J '~)  - ~(o ~'~) 
h~ h~ 
and 
h~ 
h,~ 
~ (~o-¢(o ") )  (~o),(~o +~o~o)= (~o-~(:  ~))(~)~(~o), 
we finally obtain that 
_ _  -~  o ¢(o r '~) (~)~(bo) .  m 
THEOREM 12. Let bo E V, Xbo E D be a local T-optimal regular solution of (Pbo), and Gxbo E 
S2( Z,Y) be a T-Lagrange multip/ier o[ ( Pbo) associated to Xbo. I[ ~ iS derivable at (bo, G~o ) 
and T~ is Frdchet differentiable at bo then (I) is derivable at (bo, f(Xbo)) and 
D~ (bo, f (Xbo)) (u) = G~o (u) + rDkO (bo, Gxb o) (u)(bo) (6) 
for a11 u E Z. 
PROOF. For every b E V we have 
(~) 
Proposition 8 of [7] yields that the function T(I) is Frdchet differentiable at bo and [T(I)]'(bo, u) --- 
TGxbo (u) for all u E V. Thus 
[~- l r * ] '  (bo, u )= ~- l raxbo  (u) 
for all u E V. Besides, by Lemma 11 we get that ~ is derivable at (bo, G~b o(bo)) and 
D# (bo, a~b o(bo)) (u) = D~ (bo, G~bo ) (u)(bo) + a~ o (u) 
for all u E Z. Therefore, 
~rD~ (bo, G~b o(bo)) (u) = ~rD~ (bo, G~ o) (u)(bo) + ~rG~ o(u) 
for all u C Z. On the other hand, from Theorem 8 we have that ~r~ is derivable at (bo, ~rGx~ o (bo)) 
and 
D( r~)  (bo, ~G~ o (bo)) (u) = ~rD~ (bo, G~ o (bo)) (u) 
for all u C Z. Since ~(b)  = ~(b)  for all b E V, we have that ~(I) is derivable at (bo,~rf(Xbo)) 
and 
D(~r~) (bo, ~f  (xbo))(u) = D (~r~) (bo, ~G~b o (bo)) (u) 
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for all u E Z. Thus, 
DQr~) (bo, ~rf (Xbo)) (u) = ~rG~:bo (u) + rcD~ (bo, Gxbo) (u)(bo) 
for all u E Z. Hence, applying Propositions 5.1.2 and 5.2.2 of [15] to (7) gives that the set-valued 
map 5) is derivable at (bo, f(Xbo)) and 
D~ (bo, f (Xbo)) (u) = ~-lTaxbo (u) + ~a.bo (u) + ~D~ (bo, C.bo) (u)(bo) 
= Gxbo (u) + rcDt~ (bo, G~:bo ) (u)(bo) 
for all u E Z. | 
EXAMPLE, Let us see an example illustrating Theorem 12. Let X -= Y = R 3, Z - W = R, the 
open set D = {(x,y,z) E ]Ra I Y - z < 5/4}, and the program 
min (x, y - x + (z + 2) 2, -y  + (z + 2)2), 
15 3 (Pb) -y -  - (y -  z) + ~ = b, 
(x,y,z) e D, 
with b C V -- (0, 2). We take T = (1, 1,1). Solving the program 
min 2(z + 2) 2, 
15 3 (TPb) -y  - - (y  - z )  + ~ = b, 
(x,y,z) E D, 
we find the set-valued map of T-optimal solutions 
A(b) = {(x, 1 -  b , -b ) :  x e R}, 
and the Lagrange multiplier of the program (TPb), Lb = 4(b - 2). Therefore the T-perturbation 
map of (Pb) reads as 
• (b )={(x , -x -b+l+( -b+2)  2 ,b - l+( -b+2)2) :x•$[}  
= (0, b 2 - 5b + 5, b 2 - 3b + 3) + ( (x , -x ,  0 ) :  • • R}.  
We'first analyse the sensitivity of the program (Pb) by computing D(I) in (bo, f(Xbo)) where 
Xbo = (xo, 1 - bo, -bo). We have that 
D¢(bo, f(xbo))(u) = (0, 2bo - 5, 2bo - 3)u + {(x, -x ,  0):  x • ]~}. 
In particular, taking b0 = 1, Xbo = (0, 0,--1), and consequently f(Xbo) = (0, 1, 1), we obtain 
D~(1,  (0, 1 ,1) ) (~)  = {(x , -3~ - ~ , -~) :  x • R} 
for all u • R. 
Besides, we estimate all the required ingredients to evaluate the right-hand side of (6) in 
Theorem 12. 
KerT  is the linear space generated by the vectors ( -1 ,0 ,  1) and (0 , -1 ,1 )  and we take YT = 
(Ker T) ±. So that the projection onto Ker T is defined by 
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Since T-1L b = ((4/3)b - 8/3, (4/3)b - 8/3, (4/3)b - 8/3) and fl(b)(z) -- z/b, proceeding as in the 
proof of Proposit ion 10 yields that 
@(b) = T-1Lb + 7r¢(b)fl(b) 
= 3b ' 35 , ~ : x E R 
- \ (252~-  552 -155  + 552 - 95 1 
, , + : • • R} 
(2b2-  8 552-  155+7 552-  95+1)  
-- 3b ' 35 ' 3b + {(x , -x ,  0): x • ~}. 
We obtain for b0 = 1 and the T-Lagrange multiplier G~o = ( -2 , -1 , -1 )  associated to the 
T-opt imal solution Xbo = (0, 0,--1), 
D~(1,(-2,-1,-1))(u) = { (x + l--O3 , -x -  2 ,4)  u : x E R }.  
Therefore, 
7rD~(1, ( -2 , -1 , -1 ) ) (u ) (1 )  = {(2 + x, - -2 - x ,0)u : x • R}. 
Finally, we have that 
G~bo (u) + wDv~(bo, G.bo )(u)(bo) = ( -2 ,  -1 , -1 )u  + {(2 + x , -2  - x, 0 )u :  x • R} 
= {(xu,-3u - xu,-u) :  x • ~} 
= - x • R} 
for all u • ~. Therefore, equality (6) holds as Theorem 12 states. 
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