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“ La nature est un livre écrit en langage mathématique ”,  
Galilée 
 
« La théorie, c'est quand on sait tout et que rien ne 
fonctionne. La pratique, c'est quand tout fonctionne et 
que personne ne sait pourquoi. Ici, nous avons réuni théo-
rie et pratique : Rien ne fonctionne... et personne ne 




«  Un vent s’éleva… ce vent n’était pas le commencement. 
Il n’y a ni commencement ni fin dans les révolutions de la 
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Le Virus de la rougeole, un système complexe : adaptation, atténuation et mo-
délisation 
 
La vaccination anti-rougeoleuse a permis de freiner le développement de cette 
infection responsable de près d’un demi-million de décès par an. Afin de mieux ap-
préhender la biologie du virus de la rougeole (VR), nous avons étudié l’adaptation de 
ce virus au contexte cellulaire et établi une modélisation mathématique du cycle viral.  
L’analyse génétique d’une souche sauvage, G954-PBL, et d’une souche 
adaptée par 13 passages en cellules Vero, G954-V13, a mis en évidence unique-
ment 5 substitutions d’acides aminés. Ces mutations ont affecté la pathogénicité de 
la souche qui est devenue atténuée dans un modèle de souris transgéniques pour 
l’un des récepteurs du VR. L’adaptation à un contexte cellulaire au cours de la pro-
pagation limite la croissance d’une souche dans un autre environnement, sauf dans 
le cas des souches vaccinales, robustes. Contrairement au dogme établi, les IFN de 
type I ne semblent pas jouer un rôle majeur dans cette atténuation.  
En parallèle, nous avons développé deux approches mathématiques du cycle 
viral permettant de mieux interpréter les interrelations virus/cellule. A l’échelle molé-
culaire, nous proposons plusieurs hypothèses du fonctionnement de la polymérase 
virale, permettant d’établir le gradient d’ARNm critique pour le développement du 
virus. Dans une optique multi-échelle, nous avons également modélisé l’ensemble du 
cycle infectieux du VR. Ces travaux constituent les bases d’une approche inédite de 
la pathogénie de ce virus. 
A travers plusieurs approches expérimentales, ces travaux mettent en avant 
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Measles Virus as a complex system: adaptation, attenuation and modelling 
 
Measles vaccines constitute powerful tools against this disease which is still 
responsible for half a million of deaths. In order to understand more precisely mea-
sles virus (MV) biology, we studied the adaptation of this virus to a cellular environ-
ment and developed a mathematical modelling of its life cycle. 
The genetic analysis of a wild type strain, G954-PBL and of a Vero adapted 
strain, G954-V13 revealed only 5 coding mutations. These genetic differences in-
duced a strong attenuation of G954 strain as shown by the infection of CD150 trans-
genic mice. The adaptation to a specific cellular context, during viral propagation, 
limits the replication of MV strains in other cell types except for the vaccine strains 
that are robust. In spite of the current dogma, type I IFNs do not play an important 
role in this attenuation. 
In parallel, we developed two mathematical approaches to analyse viral cycle 
in order to improve our understanding of cell/virus interrelationships. At the molecular 
level, we propose a few hypotheses for the mechanism of viral polymerase and the 
establishment of mRNA gradient. In a multi scale approach, we modelled the entire 
life cycle of MV. This work constitutes the foundation of an original approach of this 
virus pathogeny. 
The several experimental approaches we have used focus on the complexity 
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Comme le dit le chat de Philippe Geluck, « au fond… la musique, si on la prend note 
par note, c’est assez nul. » Dans la logique des systèmes complexes, une infection vi-
rale est l’égale d’une symphonie…dont il reste à retranscrire la partition. 
 
Qu’est ce qu’un système complexe ? 
Un système complexe est composé de grandes quantités d’éléments – ou 
agents1 – qui interagissent simultanément. Des règles relativement simples régissent 
les interactions entre les différentes entités. De ces règles simples, émergent des pro-
priétés souvent inattendues, imprévisibles sauf par simulation ; on parle alors de com-
portement émergent. Il n’y a pas d’organisation centrale même s’il existe des liens pri-
vilégiés entre agents. Il existe des boucles de rétroaction, chaque élément pouvant agir 
sur son propre devenir, il peut ainsi être considéré lui même comme un système com-
plexe. 
 
Parmi les propriétés des systèmes complexes, on note  
    * l’auto-organisation et l’émergence de propriétés ou de structures cohérentes  
    * une robustesse locale et une fragilité (ou contrôlabilité) à moyenne échelle : si un 
élément est affecté par un événement extérieur ses voisins le seront aussi mais modi-
fier globalement le système (et donc potentiellement le contrôler) peut être fait grâce à 
une perturbation moins grande que dans un système sans liens. 
 * la connaissance d'une partie du système ne permet pas d'affirmer que le reste du sys-
tème est en moyenne dans le même état. 
    * plusieurs comportements possibles sont en compétition, certains sont simples, 
d'autres chaotiques (désordonnés). Le système est souvent à la frontière entre les deux 
et alterne entre ces deux types de comportement.  
                                                 
1
  On définit par agent, une molécule, un ensemble de molécule que l’on fera interagir. Par la suite, on emploiera 
indifféremment acteur et agent. 
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    * plusieurs échelles temporelles et spatiales apparaissent, il y a ainsi une hiérarchie 
de structures.  (http://fr.wikipedia.org/wiki/Syst%C3%A8me_complexe et 
http://www.eurobios.com/ ) 
 
Les maladies infectieuses représentent toujours une cause majeure de mortalité 
dans le monde (un décès sur quatre). Cette proportion est accrue dans les pays en déve-
loppement et culmine chez les enfants, pour qui ces maladies sont la principale cause 
de mortalité (63%). Elles sont ainsi à l’origine de plus de 13 millions de décès annuels. 
Hormis le cas de l’infection par le virus d’immunodéficience humaine (VIH), la majo-
rité de ces décès est imputable à un petit nombre de pathologies décrites depuis de 
nombreuses années : pneumonie, tuberculose, malaria, diarrhée, paludisme, rougeole 
(WHO, 1999). 
 
Même si les avancées permises par la biologie moléculaire puis par les modèles 
animaux ont permis de mieux appréhender la pathogénie virale, il reste cependant de 
nombreux fossés à combler. Une infection virale commence à l’échelle de la cellule 
par l’entrée puis la multiplication de l’entité virale qui contamine ensuite les cellules 
avoisinantes. De proche en proche, l’organisme est infecté, parfois mortellement et 
contamine d’autres individus. Pour contrer cette infection, le système immunitaire met 
en place d’autres agents qui modifient les règles régissant le cycle infectieux. On est 
donc en présence d’un système multi échelle, à la fois dans le temps et l’espace. De 
nombreuses études ont mis en évidence certaines des règles d’interaction mais le pas-
sage d’une échelle à l’autre, malgré les études menées sur les animaux transgéniques, 
reste encore très flou. 
 
Il va donc s’agir dans les années à venir d’avoir une vision de plus en plus inté-
grée des mécanismes d’infection virale et pour cela mieux définir les agents, les rela-
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tions entre eux et développer des approches pluridisciplinaires permettant de mieux 
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La rougeole est la première cause de mortalité infantile malgré l’existence d’un 
vaccin (345 000 morts en 2005) (figure 1). Les vaccins anti-rougeoleux sont d’ailleurs 
les plus efficaces des vaccins commercialisés à l’heure actuelle, même si on ignore les 
fondements biologiques de cette réussite. On pense pouvoir utiliser les propriétés de 
cet agent infectieux pour lutter contre le SIDA et le cancer. Face à ces défis, la rougeo-
le reste donc une pathologie de premier intérêt !  
Le virus responsable de cette maladie (Virus de la Rougeole – VR) serait appa-
ru il y a environ 5000 ans, avec la sédentarisation de l’homme, le développement des 
villes et du commerce, par dérive du virus de la peste bovine (Norrby et al., 1985). En 
dépit du tropisme essentiellement restreint à l’homme, le VR a continué à se dissémi-
ner, preuve de son efficacité. En 1875, l’introduction de la rougeole dans les îles Fidji 
a été associée à un taux de mortalité de 26%. Des modélisations épidémiologiques ont 
montré que le taux de transmission (principalement par aérosols) de cette infection est 
très important : il faudrait plus de 95% de la population résistante afin de bouter ce 
virus (Griffin, 2006). 
 
1. L’infection rougeoleuse 
1.1 Physiopathologie de l’infection rougeoleuse 
L’infection rougeoleuse commence par une phase asymptomatique allant de 3-4 
à une quinzaine de jours en fonction de la souche virale et de l’état de l’individu infec-
té. Les premiers symptômes sont peu caractéristiques (état fiévreux) et sont suivis de 
l’éruption cutanée permettant de diagnostiquer la maladie et qui marque le pic de 
l’infection (figure 2). Cette éruption cutanée coïncide avec l’apparition de la réponse 
immunitaire antivirale adaptative et le début de l’élimination du virus de l’organisme, 
mais également avec le développement d’une immunosuppression systémique profon-
de mais transitoire responsable de complications par surinfections opportunistes 
(Griffin, 2006).  
AB
C
Figure 1 : La Rougeole dans le monde
A. La vaccination anti-rougeoleuse en 2006 (les pourcentages représentent le taux de protection 
de la population nationale)
B. Nombre de cas de rougeole recensés en 2003 (les valeurs représentent le nombre de cas 
pour 100 000 individus)
C. Deux enfants infectés par la rougeole
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Cette immunosuppression est la cause majoritaire des décès qui font suite à une 
rougeole. Elle a été mise en évidence par les réponses négatives aux tests antitubercu-
liniques réalisés sur des enfants rougeoleux. On observe son pendant chez les animaux 
de laboratoire. Elle se traduit par une déplétion des cellules immunitaires : il faut près 
de 15 jours pour que les lymphocytes T CD8+ retrouvent une concentration plasmati-
que moyenne, 30 jours pour les lymphocytes CD4+ et plus de 100 jours pour les lym-
phocytes B. L’invalidation du système immunitaire inné intervient également dans le 
phénomène immunosuppresseur (Griffin, 2006). 
 Outre le phénomène immunosuppresseur, la rougeole est associée à des désor-
dres neurologiques. Trois types d'encéphalite rares, mais très graves, peuvent survenir : 
l’encéphalomyélite post-infectieuse (0,1% des cas, associée à une mortalité de 20 % 
environ), l’encéphalite à corps d'inclusion (en recrudescence puisqu’affectant les indi-
vidus immunodéprimés) et la pan-encéphalite sclérosante subaiguë (1 cas sur 10 000 
ou 100 000, associée à 100% de mortalité) (Schneider-Schaulies et al., 2003).  
 
1.2 Isoler et produire le virus 
Le VR a été isolé pour la première fois en 1954 par Enders et Peebles à la suite 
de l’inoculation de cultures primaires de cellules de rein humain avec le sang d’un en-
fant atteint de la rougeole : David Edmonston (Enders and Peebles, 1954). Depuis, on 
a privilégié différentes lignées cellulaires de rein de singe (Vero, CV-1) pour propager 
le virus. Une partie de l’isolat d’origine a également été adaptée sur des fibroblastes 
embryonnaires de poulet par passages successifs, afin de constituer une souche vacci-
nale atténuée (Katz et al., 1958). Plus tard, d’autres souches ont été adaptées sur le 
même principe à partir de la souche Edmonston (figure 3). Elles constituent au-
jourd’hui les principales souches utilisées pour la vaccination. Depuis les années 90, 
de nouveaux isolats viraux ont été réalisés et propagés principalement sur une lignée 
de lymphocytes B de singe Marmouset transformée par le Virus d’Epstein-Barr (B95-8 
ou B95a) (Kobune et al., 1990) ou sur des cellules Vero transfectées pour exprimer un  
Figure 2 : Physiopathologie de l’infection par le VR
A.  Apparition des symptômes rougeoleux
B. Propagation virale dans l’organisme suite à l’infection par le VR
C. Développement de la réponse immunitaire suite àl’infection rougeoleuse.
(adapté de Griffin, 2006)
Jours après infection
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des récepteurs du VR, CD150 = SLAM (Signalling Lymphocytic Activation 
Molecule) (Ono et al., 2001).  
 
1.3 Adapter le virus de la rougeole ? 
Cette technique d’isolement de particules virales par « passage » sur un type 
cellulaire donné peut induire une adaptation du virus à ce nouvel environnement, des 
modifications d’autant plus importantes que le type cellulaire diffère du contexte cellu-
laire « classique » de l’infection. L’histoire d’une souche virale s’imprègne de ces dif-
férents passages.  
Ainsi, on considère comme souche sauvage une souche généralement pathogè-
ne, en circulation (ou ayant circulé). On peut établir un suivi épidémiologique à 
l’échelle moléculaire et ainsi étudier l’évolution du VR à travers le temps et l’espace. 
De même, sont considérés comme sauvages des isolats propagés sur des cellules mo-
nonucléées humaines du sang périphérique (PBMC) ou éventuellement sur des cellules 
B95a (même si aucune étude n’a prouvé que cette technique n’induit aucune modifica-
tion génétique).  
Quant aux souches adaptées, ce sont les isolats qui ont été propagés sur tout ty-
pe cellulaire (diverses lignées humaines ou animales) hormis PBMCs et B95a. Les 
souches utilisées dans les vaccins sont des souches adaptées par de très nombreux pas-
sages cellulaires, généralement à partir de l’isolat Edmonston et dont le phénotype 
s’est altéré au point qu’elles sont atténuées, c'est-à-dire non pathogènes. A l’instar des 
souches sauvages, l’infection qu’elles induisent entraîne une réponse immunitaire effi-
cace et durable (Auwaerter et al., 1999). Les alignements génétiques réalisés entre les 
différentes souches vaccinales utilisées montrent une grande diversité (Parks et al., 
2001b). Pourtant, on peut noter qu’à certaines positions, on retrouve les mêmes acides 
aminés, quelle que soit la souche vaccinale. Cependant, tous s’accordent à dire qu’il 
est difficile d’associer un phénotype à des particularités à l’échelle moléculaire. Par 
rapport aux souches sauvages, on notera que les souches vaccinales semblent être ro- 
Figure 3 : Les principales souches vaccinales dérivées de la souche Edmonston utilisées 
pour la production de vaccins vivants anti-rougeoleux
CE : cavité intra-amniotique d’embryon de poulet (chick embryo intra-amniotic cavity)
CEF : fibroblastes d’embryons de poulet (chick embryo fibroblast)
HA : amnion humain (human amnion)
HK : rein humain (human kidney)
WI-38 : lignée cellulaire diploïde humaine
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-bustes vis-à-vis du passage cellulaire : elles restent stables génétiquement 
(Borges et al., 2008). 
 
1.4 Variabilité génétique du virus de la rougeole 
Le VR a longtemps été considéré comme un virus monotypique stable généti-
quement. Néanmoins, l’analyse de séquences nucléotidiques de différentes souches 
sauvages a montré une certaine variabilité. En conséquence, les souches examinées ont 
été classées en huit clades (A à H) rassemblant au moins 22 génotypes. Cette classifi-
cation est basée sur les 450 nucléotides de la séquence C-terminale du gène N et la 
région codante du gène H, ces deux régions ayant été montrées comme les plus varia-
bles. Actuellement, différents génotypes du VR circulent dans le monde (Rima et al., 
1995). De plus, compte tenu de la fiabilité de la polymérase (cf ci après), au sein d’une 
même suspension virale ou d’un organisme/tissu infecté, il faut considérer une popula-
tion hétérogène de virions. Cependant, les mutations différenciant ces sous populations 
n’affectent pas l’appartenance à un clade précis. En revanche, on désigne par le terme 
de quasi-espèces l’ensemble de ces souches (Schrag et al., 1999).  
 
1.5 Politique(s) de vaccination 
Contre la rougeole, on dispose d’une dizaine de vaccins vivants atténués. Ils 
contiennent des virus ayant une pathogénicité réduite et qui sont administrés à de fai-
bles titres infectieux. Ils sont capables de se multiplier chez l’hôte et d’induire une ré-
ponse immunitaire comparable à l’infection naturelle sans manifestations cliniques. 
Leur très grande efficacité s’accompagne de contraintes (logistiques) plus ou moins 
importantes en particulier leur grande instabilité biochimique (virus vivant) qui impose 
un strict respect de la chaîne du froid ce qui est fréquemment difficile dans les pays en 
développement. La vaccination contre le VR est généralement déconseillée chez les 
femmes enceintes et les personnes immunodéprimées chez lesquelles le faible pouvoir 
pathogène des souches vaccinales peut avoir des conséquences graves. L’OMS insiste  
Ordre
MONONEGARIVALES
Famille Sous-Famille Genre Membres(exemples)








Respirovirus Virus de Sendaï
Rubulavirus Virus des oreillons
Henipavirus Virus Nipah





Figure 4 : Classification des virus de l’ordre des Mononegavirales
BDV : Virus de la maladie de Borna, VRS : Virus Respiratoire Syncytial ; hMPV : Metapneumovirus
humain ; CDV : virus de la maladie de Carré ; PPRV : Virus de la peste des petits ruminants ; RPV 
: virus de la peste bovine
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donc sur les efforts requis pour mettre au point des politiques de vaccination 
plus efficaces. Par exemple, on notera des essais de vaccination par voie transcutanée 
au cours desquels, il y a activation du système immunitaire (LT CD8+ majoritaire-
ment) même si on ne détecte pas d’anticorps (Etchart et al., 2007). 
Les souches contenues dans les suspensions vaccinales sont les mêmes que cel-
les établies il y a plus de 40 ans (figure 3). Leur production est réalisée exactement de 
la même façon qu’en laboratoire, mais à très grande échelle.  
 
1.6 Etat actuel et avancées thérapeutiques 
L’accès aux vaccins reste aujourd’hui inégal : dans les pays du Sud économi-
que, du fait de l’insuffisance de la couverture vaccinale et des mauvaises conditions 
d’hygiène, la rougeole demeure un problème de santé publique majeur. Dans les pays 
occidentaux, l’infection par le virus de la rougeole n’est pas mortelle, même si quel-
ques rares cas de complications neurologiques sont observés (Panencéphalite Scléro-
sante subaigüe, SSPE) et que l’impact socio-économique est indéniable. Si des foyers 
épidémiques peuvent être à nouveau observés dans quelques pays du nord de l’Europe, 
la cause essentielle en est une baisse du taux de couverture suite à une défiance gran-
dissante des opinions publiques vis-à-vis des vaccins, sans fondement en ce qui 
concerne la rougeole. Très récemment, une dizaine de cas de rougeole ont  ainsi été 
recensés à Reims.  
Compte tenu de l’efficacité de ce vaccin, le VR constitue un modèle d’étude de 
prime intérêt, et notamment un modèle pour l’étude des virus de l’ordre des Monone-
gavirales auquel il appartient, et auquel appartiennent également d’importants patho-
gènes humains comme les virus parainfluenza, le virus des oreillons, le virus respira-
toire syncytial ou des fièvres hémorragiques réémergentes comme Ebola,  ou des virus 







Protéine de matrice (M)
Protéine de fusion (F)
Hémagglutinine (H)
Bicouche lipidique 
Figure 5 : Le Virus de la Rougeole
A. Observation d’une particule du VR en microscopie électronique à transmission 
Cliché obtenu sur le site du Dr Rozenblatt de l’université de Tel Aviv. 
http://www.tau.ac.il/lifesci/departments/biotech/members/rozenblatt/rozenblatt.html
B. Représentation schématique de la particule virale du VR
L’ARN génomique, encapsidé par la nucléoprotéine N, forme avec la phosphoprotéine P et la 
protéine large L, la ribonucléoparticule. La protéine de matrice M se situe sous la membrane virale 
qui se compose d’une bichouche lipidique dans laquelle sont enchâssées les deux glycoprotéines 
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Pourquoi le virus de la rougeole ? 
Les intérêts liés à l’étude du VR sont donc multiples. Le paradoxe immunologi-
que dont il est l’acteur a déjà beaucoup fait couler d’encre et initier quelques brevets : 
autant l’immunosuppression qu’il induit que la forte réponse immunitaire sont des 
phénomènes à comprendre et maîtriser afin de les appliquer à des situations pathologi-
ques connues. En particulier, le fait que les vaccins anti-rougeoleux actuels soient à ce 
point efficace alors qu’on ignore ce qui les différencie d’autres vaccins est un enjeu 
majeur à relever. De plus, l’effet cytopathique caractéristique de l’infection rougeoleu-
se pourrait s’avérer un outil de premier ordre dans les thérapies anti-tumorales. 
 
2. Description moléculaire du Virus de la Rougeole 
2.1 Généralités et Classification 
Le Virus de la Rougeole est un virus à ARN simple brin de polarité négative 
(Mononegavirales). Il appartient à la famille des Paramyxoviridae, sous-famille des 
Paramyxovirinae, genre Morbillivirus (figure 4). C’est un virus enveloppé pléiomor-
phique dont le diamètre (à l’état de particule virale) est compris entre 150 et 350 nm 
(Lund et al., 1984). Le génome viral est non segmenté et compte 15 894 nucléotides. 
De manière commune aux autres membres de son genre, le génome du VR s’organise 
comme suit, de 3’ en 5’ : la séquence leader, les cadres ouverts de lecture des 6 gènes, 
nucléoprotéine N, phosphoprotéine P, protéine de matrice M, protéine de fusion F, 
hémagglutinine H, protéine large L, la séquence trailer. 
 
2.2 Description  
Le génome du VR est un ARN complexé avec 2649 protéines N pour former la 
nucléocapside, une structure hélicoïdale relativement souple mesurant 1,25 µm envi-
ron de long pour un diamètre externe de 18 nm. (Bhella et al., 2004, Longhi, 2003 
#5587). Chaque particule virale contiendrait selon les analyses structurales au moins 2 
nucléocapsides (Rager et al., 2002). Le long de cette structure, environ 300 protéines P 
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se fixent aux protéines N. Ces protéines servent d’ancrage à la protéine « large » L 
(entre 20 et 50 par nucléocapside) garante de l’activité ARN-polymérase ARN-
dépendante (RdRp). L’ensemble ARN-N/P/L constitue le complexe transcriptionnel-
lement actif appelé ribonucléoparticule (RNP). Une enveloppe lipidique (provenant de 
la cellule hôte) entoure l’ensemble. Elle est tapissée sur sa face interne par la protéine 
de matrice M. Deux types de glycoprotéines de surface sont enchâssées dans 
l’enveloppe : l’hémagglutinine H et la protéine de fusion F respectivement impliquées 
dans l’attachement à la cellule via des récepteurs spécifiques et la fusion des bicouches 
lipidiques (figure 5). Au cours de l’infection virale, 3 protéines non structurales (c'est-
à-dire théoriquement non incorporées dans les particules) sont également produites à 
partir du gène P : les protéines V, C et R. 
 
On se propose de détailler le virus comme si on épluchait la particule virale… 
 
2.3 Composants de la particule virale 
a) Les glycoprotéines d’enveloppe : l’hémagglutinine H 
L’hémagglutinine H est la protéine virale permettant la liaison de la particule 
avec différentes protéines membranaires (TLR2 (Bieback et al., 2002), CD46 (Naniche 
et al., 1993) et CD150 (Tatsuo et al., 2000)). C’est un partenaire indispensable de la 
protéine F lors du processus de fusion de la particule virale. Les deux fonctions, liaison 
au récepteur et cofacteur de la fusion, sont indépendantes (Wild and Buckland, 1995). 
Comme on le verra plus tard, la protéine H intervient également dans le phénomène de 
downregulation2 des récepteurs du VR. 
C’est une glycoprotéine membranaire de type II de 617 aa (78kDa). Au sein de 
la cellule infectée, on retrouve dès le reticulum des dimères de protéines H, via des 
ponts disulfure établis via les cystéines C154 et C139 (Blain et al., 1995). La H 
                                                 
2
 Régulation négative de l’expression du récepteur : son expression en surface diminue. Plusieurs mécanismes 
peuvent être mis en jeu. Aucun n’est précisé dans le cas du VR. 
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s’organise également sous forme de tétramères. La H du VR  ne possède pas d’activité 
neuraminidase (fixation et clivage des acides sialiques), pourtant présente chez 
d’autres Paramyxoviridae (Langedijk et al., 1997). 
Le processus d’oligomérisation des monomères de H ainsi que leur glycosyla-
tion sont des événements indispensables au transport de la protéine à la surface cellu-
laire durant l’infection (Hu et al., 1994; Plemper et al., 2000; Wild and Buckland, 
1995). Au sein de cellules épithéliales polarisées, la protéine H est transportée vers les 
deux membranes, apicale et basolatérale, c’est la co-expression avec M qui redirigerait 
H vers la surface apicale (Naim et al., 2000; Runkler et al., 2008 ).  
 
b) Les glycoprotéines d’enveloppe : la protéine de fusion F 
La protéine de fusion F est la protéine virale en charge de la fusion des bicou-
ches lipidiques virale et cellulaire. C’est une glycoprotéine de type I de 550 aa. Elle est 
enchâssée dans l’enveloppe lipidique virale, à l’état de trimères. Elle est synthétisée 
dans le reticulum endoplasmique sous la forme d’un précurseur F0 de 60kDa qui est 
clivé par des protéases cellulaires au cours de sa maturation en deux sous-unités reliées 
par un pont disulfure F1 (40kDa) et F2 (20kDa). 
La sous-unité F1 contient en N terminal le peptide de fusion très hydrophobe, 
exposé lors du clivage du précurseur. Elle serait stabilisée par la région F2. 
L’évènement qui déclenche le processus de fusion n’est pas connu. Le VR fusionne à 
pH neutre, la liaison de H avec le récepteur fournit l’énergie qui abaisse la barrière 
thermodynamique permettant le changement de conformation de F et l’amorçage de la 
fusion (Gerlier et al., 1988 ; Lamb and Takeda, 2001). 
Le domaine cytoplasmique de la protéine F, long de 33 aa, est fréquemment al-
téré dans les virus associés à des infections persistantes (Billeter et al., 1984 ; Cattaneo 
et al., 1989 ; Schmid et al., 1992). Ces modifications interfèrent avec l’assemblage de 
l’enveloppe et le bourgeonnement, et augmentent la fusion cellule-cellule (Cathomen 
et al., 1998 ; Cattaneo et al., 1989), suggérant un rôle du domaine cytoplasmique de la 
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protéine F dans la régulation de son activité fusogénique. L’interaction entre les pro-
téines F et H est modulée par leurs domaines cytoplasmiques et agirait sur l’efficacité 
des phénomènes de fusion cellule/cellule (Plemper et al., 2001 ; Plemper et al., 2002; 
Wild et al., 1991 ). 
L’ARNm codant pour F contient une zone riche en GC longue d’environ 500 
nucléotides dans la région 5’ non traduite. Il y est prédit de nombreuses structures se-
condaires qui pourraient influencer le choix du codon initiateur (Cathomen et al., 
1995). 
 
c) La protéine de matrice M 
L’enveloppe lipidique virale est tapissée par la protéine M. C’est une protéine 
basique de 335 aa (37 kDa), très conservée parmi les Paramyxoviridae. Exprimée seu-
le, elle est soluble et diffuse dans le cytoplasme avant de s’accumuler sous la membra-
ne plasmique (Naim et al., 2000 ; Riedl et al., 2002). Elle servirait de lien entre les 
glycoprotéines d’enveloppe du virus et les RNP pour participer à l’assemblage des 
virions.  
Elle interagit avec la queue cytoplasmique de F (Cathomen et al., 1998; Spiel-
hofer et al., 1998). Aucun domaine de liaison à H n’a été identifié mais 
l’hémagglutinine pourrait rejoindre les plateformes d’assemblage du virus par  le biais 
de son association avec F (Manie et al., 2000). D’autre part, chez les Respirovirus, il y 
a interaction entre la M et Ntail (un domaine de la protéine N) (Coronel et al., 2001) et 
ce phénomène pourrait être généralisé à tous les Paramyxoviridae. Cette liaison à la 
RNP inhibe la transcription et pourrait être un mécanisme de contrôle du cycle réplica-
tif. 
M contrôle également le processus de fusion intercellulaire viro-induite (cf. ci 
après) puisque sa délétion augmente la formation des syncytia mais diminue la produc-
tion de particules infectieuses (Reuter et al., 2006). Ainsi, les virus associés à des in-
fections persistantes produisant peu ou pas de virions (SSPE par exemple) possèdent 
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des protéines M où se sont accumulées de nombreuses mutations ((Hirano et al., 
1993). On notera que les transcrits codant pour M contiennent une séquence non co-
dante d’environ 400 nucléotides à l’extrémité 3’ et de fonction inconnue. 
 
d) La nucléoprotéine N 
La nucléoprotéine N, d’une taille de 550 aa, est la protéine la plus abondante 
dans les cellules infectées. Bien qu’elle ne possède pas de motif canonique de liaison à 
l'ARN, elle peut s’associer spontanément avec les acides nucléiques cellulaires. A 
l’heure actuelle, N n’a pas encore pu être isolée sous forme monomérique (N0) et on 
suppose que N0
 
est très instable. Son association avec P, des acides nucléiques ou son 
oligomérisation la stabilise (Huber et al., 1991). La N sous une conformation immature 
se dirigerait spontanément vers le noyau (Gombart et al., 1993). 
  La nucléocapside (ARN génomique + protéines N) peut adopter des états mor-
phologiques (souvent hélicoïdaux) plus ou moins compacts qui correspondent proba-
blement à des formes transcriptionnelles et /ou réplicatives plus ou moins actives, le 
diamètre de l’hélice jouant sur le rapprochement des éléments promoteurs et sur leur 
reconnaissance par la RdRp (Bhella et al., 2004) (figure 6). 
On distingue deux grands domaines dans la protéine N : une partie N terminale, 
Ncore (aa 1 à 400), capable de s’homopolymériser et de se lier à l’ARN (Karlin et al., 
2002a; Lamb and Takeda, 2001 ) et une partie C-terminale, Ntail (aa 401 à 525) expo-
sé sur la partie externe de la nucléocapside et intrinsèquement désordonné c'est-à-dire 
qu’en l’absence de partenaire, ce domaine ne possède pas d’organisation tridimension-
nelle stable dans des conditions physiologiques  de pH et de salinité (Bourhis et al., 
2005 ; Karlin et al., 2002a) . 
N se lie à P via Ncore dans le complexe N°P (l’association de P avec N, qui 
permet de la stabiliser et de la séquestrer dans le cytoplasme) tandis que la liaison de 
Ntail et P au sein de la RNP serait le moteur permettant à la RdRp de progresser le 
long de la nucléocapside. N interagit également avec le facteur de transcription IRF3,  
C) D)
(x 45 000) (x 150 000)
A) B)
Figure 6 : Modèle structural et états morphologiques des nucléocapsides virales et 
recombinantes
A. Modèle structural de la N du VR faisant apparaitre l’ARN viral ainsi que le domaine Ncore 
« globulaire ».
B. Différents états conformationnels pouvant être adoptés par les nucléocapsides du VR, jouant 
sur le rapprochement du promoteur génomique (jaune) et du promoteur du gène de la N (rouge) 
(modèles issus de Bhella et al. 2004)
C et D Photographies de nucléocapsides du VR en microscopie électronique à transmission.  
Nucléocapsides purifiées C) à partir de cellules Vero infectées par le VR et D) à partir de cellules 
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la protéine chaperonne Hsp72 et eIF3-p40 (Sato et al., 2007 ; tenOever et al., 
2002 ; Zhang et al., 2005). 
Enfin, N est impliquée dans certains mécanismes induisant une immunosup-
pression à l’échelle cellulaire. Elle est capable de se fixer aux récepteurs inhibiteurs de 
faible affinité pour les IgG RFcgII des lymphocytes B et d’empêcher in vitro la syn-
thèse d’anticorps (Ravanel et al., 1997). Un autre récepteur, NR, a également été dé-
couvert mais pas encore caractérisé précisément (Laine et al., 2003). 
 
e) La protéine large L 
La protéine L est une protéine de taille importante (2183 aa). Elle partage avec 
les ARN polymérases d’autres virus à brin négatif, le motif caractéristique Gly-Asp-
Asn-Gln. C’est d’ailleurs la protéine la plus conservée entre Morbillivirus.  
Au cours de la synthèse d’ARN, c’est la protéine L qui assume l’activité enzy-
matique ; par contre, elle est non fonctionnelle hors du complexe enzymatique N-P-L. 
C’est une ARN-polymérase ARN-dépendante travaillant sous forme de dimè-
re/d’oligomères (Smallwood et al., 2002) (pour le virus Sendai (Cevik et al., 2003; 
Cevik et al., 2007)). Exprimée seule, elle est rapidement dégradée mais est fortement 
stabilisée par son interaction avec P (au niveau des 408 acides aminés N terminaux 
(Horikami et al., 1994)).  
En l’absence de données précises et en comparaison avec la structure d’autres 
polymérases virales (HCV – virus de l’hépatite C, rhinovirus), la forme générale de la 
L du VR est supposée être la forme commune à toutes les ARN polymérases : en main 
droite. La liaison ARN/L est suffisamment lâche pour permettre un processus de "bé-
gaiement" lors de l'édition ou de la polyadénylation des messagers mais suffisamment 
forte pour conférer à la polymérase une très forte processivité.  
Enfin, des analyses bioinformatiques prédisaient un domaine 2'-O-ribose me-





Figure 7 : Modèle de progression de la RdRp sur la nucléocapside
La RdRp L progresserait le long de sa matrice grâce à la rotation du tétramère de P qui la relie à la 
nucléocapside (NC). La torsion créée par la liaison simultanée de 3 P aux Ntail pourrait fournir 
l’énergie nécessaire au décrochement de la 4ème phosphoprotéine, celle-ci se raccrochant alors 
en 5’ des précédentes par rapport au génome. Un effet du brin naissant pourrait empêcher la L de 
reculer sur la nucléocapside, favorisant une progression unidirectionnelle lorsqu’il y a synthèse 
d’ARN. La nucléocapside subit probablement des changements morphologiques lorsqu’elle est 
transcriptionnellement active mais elle a été ouverte ici seulement pour des raisons de clarté.
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des ARN (Ferron et al., 2002). Il a été montré que c’est effectivement le cas 
pour la L du virus Sendai (Ogino et al., 2005). 
 
f) La phosphoprotéine P 
La phosphoprotéine est une protéine modulaire de 507 aa.  
La P s’organise sous la forme d’homotétramères via des interactions au niveau 
du domaine C-terminal (PCT). C’est aussi au niveau de ce domaine que se trouvent les 
régions de liaisons à Ntail (un des domaines de N) et à la protéine L (Karlin et al., 
2002b). La protéine P s’associe à la N via leurs domaines respectifs PNT (domaine N-
terminal de P, intrinsèquement désordonné) et Ncore. C’est cette association qui per-
met à la N de rester monomérique, disponible pour la réplication (Curran et al., 1995).  
Compte tenu des interactions possibles, on a montré que la protéine P intervient 
à de multiples étapes de la transcription et de la réplication du virus : elle stabilise la 
protéine L (Curran et al., 1995 ; Horikami et al., 1994), elle sert de lien entre L et N, 
permettant la progression du complexe enzymatique sur la nucléocapside, elle prévient 
l’encapsidation aspécifique de l’ARN de la cellule hôte en maintenant la N sous une 
forme soluble. P pourrait également participer au contrôle des mécanismes apoptoti-
ques de la cellule (via le transactivateur p53, (Chen et al., 2005)). 
Selon le modèle actuel de structure et déplacement de la polymérase, trois P as-
sureraient la liaison avec les queues C-terminales de trois N associées à l'ARN viral, la 
dernière phosphoprotéine étant libre. Lors de la progression de la polymérase, liée à la 
polymérisation du brin d’ARN naissant, le complexe entre L et le tétramère de P avan-
cerait en pivotant sur 3 de ses 4 « jambes », la « jambe » libre créant une liaison P-N 
pendant qu'une des trois « jambes » liées se décroche. Le brin naissant empêcherait 
enfin la polymérase de reculer sur sa matrice, rendant la progression unidirectionnelle 
lorsqu’il y a synthèse d’ARN (Curran, 1998) (figure 7). 
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g) Les protéines non-structurales 
Comme pour l’ensemble des Paramyxoviridae, le gène P des Morbillivirus code 
pour la protéine P mais également pour plusieurs autres protéines produites dans les 
cellules infectées mais (théoriquement) absentes des virions. Ces protéines sont dites 
« non structurales ». Le gène P code principalement pour 2 protéines non structurales : 
les protéines V et C (Griffin, 2006). Une troisième protéine codée par le gène P a été 
décrite, la protéine R, mais n’a pas été étudiée depuis son identification (Liston and 
Briedis, 1995). 
 
La protéine V 
La protéine V est une protéine de 299 aa. Au cours de la transcription du gène 
P, la polymérase, par un phénomène de « bégaiement » insère en position 751 une gua-
nosine (G) supplémentaire (à la suite de trois autres G). Ce phénomène pourrait 
s’expliquer par le fait qu’en certaines régions du génome, des particularités (structura-
les) de la matrice ou du brin naissant  induisent une pause de l’enzyme. Dans ce cas, 
elle pourrait glisser en arrière. On pense que moins le complexe est stable, plus il y a 
de chance que l’enzyme glisse (Hausmann et al., 1999) Ce phénomène n’a lieu que 
dans 40% des cas.  
De fait, elle partage ses 231 aa N terminaux avec P (domaine PNT). Les 68 aa C 
terminaux sont propres à V et contiennent un domaine à doigt de zinc (liaison aux aci-
des nucléiques).  
L’un des rôles de la protéine V serait de contrôler la mise en place de la réponse 
interféron (cf. ci après). Malgré cela, des études ont montré qu’elle n’était pas requise 
pour la propagation du virus in vitro (Baron and Barrett, 2000; Delenda et al., 1998; 
Kato et al., 1997; Schneider et al., 1997; Skiadopoulos et al., 1999). Son absence limi-
terait la pathogénicité du virus in vivo (Patterson et al., 2000; Tober et al., 1998 ; Val-
samakis et al., 1998 ). Le fait que V puisse inhiber la réplication a été avancé pour ex-
pliquer ces résultats (Witko et al., 2006), d’autant que des virus recombinants défi-
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cients pour la protéine V produisent des niveaux d’ARN génomique, d’ARNm et de 
protéines virales supérieurs à la normale au cours de l’infection in vitro (Baron and 
Barrett, 2000; Tober et al., 1998). Le mécanisme par lequel V agit sur l’expression 
génique et la réplication n’est pas connu, cependant le fait que la protéine V puisse se 
lier aux protéines virales N et L (via le domaine PNT), mais également à l’ARN via 
son domaine à doigt de Zinc suggère que ces interactions soient importantes (Curran 
and Kolakofsky, 1991; Horikami et al., 1996; Parks et al., 2006; Sweetman et al., 
2001).  
 
La protéine C 
La protéine C est une petite protéine de forte charge positive composée de 186 
aa. Elle est codée par l’ARNm de P à partir d’un codon initiateur situé 19 nucléotides 
en aval de celui utilisé pour produire P et V (Bellini et al., 1985 ; Liston and Briedis, 
1995). 
A l’instar de V, l’un des rôles de C serait de réprimer la réponse IFN (Shaffer et 
al., 2003 ; Yokota et al., 2003). Elle serait également capable de réguler les activités de 
la RdRp (Reutter et al., 2001). Cependant, des virus recombinants, dépourvus de C se 
répliquent convenablement in vitro dans certains types cellulaires (Escoffier et al., 
1999; Patterson et al., 2000; Radecke and Billeter, 1996; Shaffer et al., 2003; Takeuchi 
et al., 2005). In vivo, par contre, les virus C- sont moins pathogènes suite, vraisembla-
blement à une moindre croissance (Patterson et al., 2000; Takeuchi et al., 2005; Val-
samakis et al., 1998).  
 
h) Le génome viral 
Le génome du virus de la rougeole est constitué par une molécule d’ARN uni-
que. Long de 15 894 nucléotides, il sert de matrice pour produire les ARN messagers 
















































Figure 8 : Cycle réplicatif du virus de la rougeole
ARN(a)g : ARN (anti)génomique
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d’un intermédiaire : l’antigénome, de séquence complémentaire et encapsidé. 
Cet antigénome est, ensuite, transcrit en génome. 
Le génome du VR peut être considéré comme la succession de 6 unités trans-
criptionnelles (les différents gènes N, P, M, F, H et L) qui possèdent une structure 
commune, flanquées par deux séquences non traduites mais transcrites, (leader (55nt) 
et trailer (40 nt)). Au sein de chaque gène, on distingue une séquence GS (gene start) 
longue d’une dizaine de nucléotides et une séquence GE (gene end). Chaque unité est 
séparée de la précédente par une courte séquence intergénique (GAA ou GCA) 
(Griffin, 2006).  
Les premiers résidus des séquences GS donnent le signal de mise en place de la 
coiffe à la polymérase virale et participent à la stimulation du processus d’élongation 
lors de la synthèse de l’ARN. Les derniers nucléotides en 5' des gènes des Paramyxo-
virus doivent assurer la polyadénylation/terminaison lors de la synthèse des ARNm. 
Tous les éléments GE des Mononegavirales se terminent par une séquence poly U (au 
minimum 4) sur laquelle la polymérase doit bégayer selon un mécanisme analogue à 
celui de l'édition du gène P afin d’assurer la polyadénylation (Griffin, 2006). 
 
…les agents sont mis en place, passons au scénario… 
 
2.4 Le cycle viral 
L’infection rougeoleuse passe par une étape de multiplication virale au sein des 
cellules de l’hôte infecté, comme toute infection virale. On distingue différentes étapes 
de ce cycle : l’attachement du virus via un récepteur spécifique, la fusion des envelop-
pes lipidiques, la transcription du génome viral en ARN messagers, traduits ensuite en 
protéines virales, la réplication de la matrice ARN génomique négative en ARN anti-
génomique complémentaire positif, « l’anti-réplication » de la matrice ARN antigé-
nomique en ARN génomique, l’encapsidation de tout le matériel viral avant bourgeon-
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Figure 9 : Récepteurs cellulaires identifiés pour le VR
(SCR : Short Consensus Repeat, STP : région riche en sérine, thréonine et proline, Cyt : queue 
cytoplasmique, ITSM : Immuno-Tyrosine based Switch Motif)
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pendantes (la réplication est réalisée principalement par des polymérases virales 
néo synthétisées, par exemple). En outre, chaque étape est critique pour contrôler la 
pathogénicité d’une souche virale (Griffin, 2006) . 
 
a) L’entrée dans la cellule 
On considère souvent cette étape du cycle comme celle déterminant la pathogé-
nicité du virus : s’il ne rentre pas, il ne peut pas infecter les cellules… La protéine H 
peut se lier à plusieurs protéines cellulaires mais seuls CD46 et CD150 ont été irrévo-
cablement démontrés comme récepteurs (figure 9) (Yanagi et al., 2006a). Récemment, 
il a été montré que DC-SIGN permettait la fixation du VR à la surface des cellules 
dendritiques, initiant ainsi l’infection des lymphocytes au voisinage, sans production 
de virion (de Witte et al., 2006; de Witte et al., 2008). 
L’utilisation de CD46 a été la première mise en évidence. C’est une molécule 
exprimée à la surface de toutes les cellules nucléées humaines, elle appartient à la fa-
mille des régulateurs de l’activité du complément. (Dorig et al., 1993 ; Naniche et al., 
1993). Depuis, on a démontré son rôle de récepteur pour de nombreux autres pathogè-
nes (Fleischli et al., 2007).  
Dans le cas du VR, il s’avère que CD46 n’est pas le récepteur utilisé par les iso-
lats sauvages. Ceux-ci utiliseraient préférentiellement CD150, une molécule exprimée 
essentiellement par certaines cellules immunitaires (lymphocytes B et T, monocytes et 
cellules dendritiques activés) (Tatsuo et al., 2000). Les régions d’attachement de H à 
ses récepteurs ne sont pas les mêmes (Colf et al., 2007 ; Masse et al., 2004; Masse et 
al., 2002) 
Cependant, l’utilisation d’anticorps dirigés contre CD46 et CD150 ne bloque 
pas totalement l’infection par certaines souches sauvages. Certaines cellules épithélia-
les (en particulier, les cellules pulmonaires, sièges chez l’homme de l’entrée du virus) 
n’expriment pas CD150. Enfin, on peut adapter des souches sauvages à des cellules  
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dépourvues de CD150 (ce qui implique l’entrée du VR au sein de ces cellules). 
L’existence d’un troisième récepteur ou de mécanismes alternatifs d’entrée (endocyto-
se) n’est plus à exclure (Andres et al., 2003; de Witte et al., 2006; Erlenhofer et al., 
2002 ; Kouomou and Wild, 2002; Richardson, 2006; Tahara et al., 2008; Takeda et al., 
2007; Watari et al., 2005; Yanagi et al., 2007; Yanagi et al., 2006b). 
Deux études ont mesuré l’affinité de la protéine virale H pour les deux récep-
teurs viraux connus. La plus récente montre que ces valeurs ont peu d’impact sur 
l’attachement de H au récepteur mais sont déterminantes pour la formation des syncy-
tia. De plus ils mettent en avant l’importance de la densité, tant de H que de 
CD46/CD150 dans ces phénomènes (Hasegawa et al., 2007; Santiago et al., 2002 ). 
Après attachement à la cellule, le phénomène de fusion entre les deux bicouches 
lipidiques s’opère. La dynamique de ces événements n’est pas connue dans les détails. 
On notera que le mécanisme de fusion intercellulaire (formation des syncytia) s’opère 
selon un mécanisme différent (mais inconnu). 
 
…ensuite le contenu du virus est relargué dans le cytosol… 
 
b) Transcription 
Dès que la/les nucléocapside(s) est/sont libérée(s) dans le cytosol, la transcrip-
tion démarre mais on ignore s’il existe un mécanisme initiant ce phénomène. Le virus 
dispose d’une vingtaine (jusqu’à 50) de polymérases. Certains supposent que la protéi-
ne M, lors de l’encapsidation, s’associe avec N et bloque l’activité polymérasique ; la 
nucléocapside une fois libérée, le complexe de réplication n’a plus de lien avec M et 
serait donc libre d’agir. 
L’enzyme responsable de la synthèse des ARNm viraux est la vRdRp L. A cha-
que région intergénique, du fait vraisemblablement de motifs secondaires d’ARN, 
l’enzyme va bégayer puis éventuellement se détacher ou s’inactiver… au final, arrêter 
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son activité de synthèse. Puisque chez les Paramyxovirus, la polymérase ne peut se lier 
au génome qu’au niveau de la séquence leader, ce phénomène de synthèse avortée 
conduit à l’établissement d’un gradient d’ARNm viraux, connus depuis longtemps et 
quantitativement caractérisé récemment (Plumet et al., 2005). Dans le cas du VSV (vi-
rus de la stomatite vésiculaire), l’ordre des gènes est important pour établir le gradient 
et de fait intervient dans la pathogénicité in vivo (Flanagan et al., 2003). 
Les ARN messagers produits sont coiffés3 en 5’ et polyadénylés, vraisembla-
blement par la vRdRp. Les ARN messagers codant pour la protéine V sont synthétisés 
par édition au cours de la transcription du gène P. On considère qu’environ 40% des 
transcrits P sont édités en transcrits V (Bankamp et al., poster, 2007). 
Le premier ARN transcrit serait un ARN leader, non coiffé, non polyadénylé 
donc hypersensible aux RNAses (Castaneda and Wong, 1989). L’abondance réelle de 
ces transcrits leader est encore incertaine du fait de la difficulté qu’il y a à les isoler. 
Des transcrits leader ont été identifiés lors des infections par SeV ou VSV ; dans le cas 
du VR, il s’agirait plutôt de transcrits leader-N (Castaneda and Wong, 1989). Certains 
auteurs ont trouvé ces transcrits leader-N sous forme d’ARN encapsidés (Castaneda 
and Wong, 1989). La contrepartie antigénomique de ces transcrits leader, les transcrits 
trailer, est peu décrite. Le rôle de ces transcrits est mal connu ; compte tenu de la situa-
tion chez le virus Sendai, ils pourraient moduler la pathogénicité in vivo et posséder 
des propriétés anti-apoptotiques. 
 
c) Transition transcription-réplication 
L’ARN génomique encapsidé relargué dans la cellule est la matrice commune 
pour la production des ARN messagers et de l’intermédiaire de réplication, l’ARN 
anti-génomique. On ignore encore à l’heure actuelle s’il existe un mécanisme permet-
tant de passer d’une activité de transcription à une activité de réplication. Technique-
ment, la seule différence entre les deux étapes est que l’ARNag est encapsidé : il est 
                                                 
3
 Etape de maturation des ARNm induisant leur stabilisation 
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associé à des protéines N et P. On peut supposer l’existence d’un seuil de quantité de 
protéines N, éventuellement au niveau local, au delà duquel, c’est l’activité de réplica-
tion qui prendrait le pas sur l’activité de transcription des ARNm. Il s’avère en effet 
que la protéine N est dite « stimuler » la réplication (Blumberg et al., 1988; Blumberg 
and Kolakofsky, 1981; Kolakofsky, 1982), peut-être en étant tout simplement indis-
pensable. Une autre hypothèse met à profit la plasticité structurale de la protéine N 
(compte tenu du caractère intrinsèquement désordonné d’une partie de cette molécule) 
et propose que selon les états des protéines N de la nucléocapside, la polymérase ini-
tierait la réplication plutôt que la transcription (et réciproquement) (Bourhis et al., 
2006). 
Cependant, les données actuelles supposent fortement (sans s’en assurer) que 
sur un même génome, les polymérases puissent pour certaines produire des ARNm et 
pour d’autres, de l’ARNag : les deux fonctions (transcriptase et réplicase) ne seraient 
pas exclusives (Plumet et al., 2005). 
 
d) Réplication 
Les étapes de réplication consistent simplement en la transcription de l’ARNg 
en ARNag puis de cette molécule en ARNg complémentaire. Les mécanismes de po-
lymérisation sont les mêmes que ceux de la transcription en ARNm, à cela près qu’il y 
a association des molécules d’ARN néo synthétisées avec des protéines N. A l’instar 
d’autres Paramyxovirus, le génome du VR observe la « règle de 6 ». En effet, sa lon-
gueur est un multiple de 6 et il s’avère que chaque monomère de N couvre exactement 
6 nucléotides, indépendamment de la séquence. On peut considérer cette règle comme 
un mécanisme de sélection. Si le gène P, siège d’édition au cours de la transcription, 
venait à subir également une édition au cours de la réplication, seuls les génomes res-
pectant la règle de 6 pourraient être correctement encapsidés et incorporés dans les 
virions (Kolakofsky et al., 2005). 
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L’enzyme n’a pas d’activité de « proof reading » et le taux de mutation observé 
est donc relativement élevé : 9.10-5 nucléotide par cycle réplicatif, soit 1.43 mutation 
par cycle. Ceci implique une grande variabilité au sein du pool d’ARN génomique pro-
duits et l’existence de quasi espèces virales (Schrag et al., 1999). 
Au cours de la réplication, principalement lors d’infection à haut titre infec-
tieux, sont générés des génomes défectifs. Les particules virales ainsi produites sont 
dites interférentes parce qu’elles entrent en compétition avec les particules au génome 
intact mais plus long. Dans certains cas, la séquence génomique leader est remplacée 
par une copie de la séquence antigénomique trailer (obtention de particules copy back) 
(Baczko et al., 1986; Calain and Roux, 1988; Hall et al., 1974; Kiley et al., 1974; Rima 
et al., 1977; Schrag et al., 1999 ; Sidhu et al., 1994; Whistler et al., 1996 ). 
Ces virus sont incapables de se maintenir seuls ("défectifs") mais la coïnfection 
par le virus homologue non déficient leur permet d'avoir à leur tour un cycle infectieux 
complet et d’entrer en compétition avec les génomes beaucoup plus longs ("interfé-
rents"). Plusieurs études donnent à ces particules défectives un rôle dans la mise en 
route du système immunitaire, en particulier la synthèse d’IFN de type I (Shingai et 
al., 2007). Cependant, il n’y a aucune preuve expérimentale que ces particules soient 
autre chose que des artefacts de laboratoire… 
 
e) Encapsidation et bourgeonnement 
Après avoir subi plusieurs modifications post-traductionnelles dans le réticulum 
endoplasmique puis l’appareil de Golgi (oligomérisation, clivage, glycosylation), les 
protéines H et F gagnent la membrane plasmique. D’autre part, dans le cytoplasme, les 
nucléocapsides produites au cours du processus de réplication et formées par 
l’association de protéines N, P et L (Waters and Bussell, 1974) s’associeraient à la pro-
téine M via une interaction entre N et M et seraient ainsi adressées vers la membrane 
plasmique. Une fois à la membrane, M interagit avec la queue cytoplasmique de F en-
traînant également le recrutement de H via l’interaction entre H et F. 
Vero Vero/CD150
Figure 10 : Les effets cytopathiques du VR dépendent du type cellulaire.
A. Représentation schématique de la fusion viro-induite
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Pour le VR, selon le modèle de Manié & coll., cet assemblage « final » de tous 
les constituants du virion a lieu au niveau de domaines membranaires particuliers ri-
ches en glycosphingolipides et en cholestérol, les radeaux, connus pour concentrer ou, 
au contraire, exclure certaines protéines membranaires (Manie et al., 2000; Vincent et 
al., 2000). Pour l’instant, les étapes ultimes permettant le bourgeonnement membranai-
re et la libération des nouveaux virions ne sont décrites qu’à travers des clichés de mi-
croscopie électronique et les mécanismes moléculaires associés sont inconnus. Cepen-
dant, ce bourgeonnement nécessiterait la présence de facteurs cellulaires et notamment 
certains composants du cytosquelette dont l’actine (Bohn et al., 1986; Vincent et al., 
1999).  
La variabilité dans la taille et la forme des particules virales (100 à 300 nm) 
s’expliquerait par le fait que le bourgeonnement ne serait pas foncièrement une activité 
coordonnée mais plutôt un largage semblable à une petite éruption. Ceci expliquerait 
que lors de la production de virus, le cycle de congélation/décongélation occasionne 
des ruptures de la membrane cellulaire facilitant la formation de particules virales. 
 
f) Fusion intercellulaire viro-induite 
La particule virale une fois larguée dans le milieu extracellulaire pourra ensuite 
infecter de nouvelles cellules. Le virus de la rougeole dispose cependant d’une autre 
voie d’infection. Le phénomène de fusion entre les protéines virales H et F d’une part 
et des protéines cellulaires, dont les récepteurs CD46 et CD150 d’autre part, peut aussi 
s’opérer entre cellules infectées (exprimant les protéines virales) et cellules non infec-
tées (exprimant les récepteurs) (figure 10). On ne connaît pas le mécanisme précis ni 
les conditions permettant cet événement. La formation de syncytia, les cellules géantes 
multinucléées, est caractéristique des infections par le VR. On les retrouve dans les 
infections naturelles (cellules de Warthin Finkeldey dans les organes lymphoïdes pri-
maires et secondaires) (Griffin, 2006). 
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On a longtemps pensé que les syncytia étaient une forme de fin de vie des cellu-
les infectées. Cependant une étude récente a montré que ce sont des entités dynami-
ques. En culture cellulaire, les syncytia forment d’abord des entités très plates puis 
projettent des extensions vers les cellules avoisinantes. Ensuite, ils se rétractent, puis 
se détachent. Si on ne leur apporte pas de cellules vivantes neuves avec lesquelles fu-
sionner, ils meurent par apoptose (Herschke et al., 2007). 
 
3. Le VR au labo… 
3.1 Titration 
L’évaluation de la quantité d’entités virales au sein d’une suspension peut se 
pratiquer de différentes manières.  
On peut quantifier le nombre de génomes par RT-PCR quantitative. Cependant, 
on ignore combien de génomes sont embarqués au sein de chaque particule virale et il 
n’y a pas de preuve que ce nombre soit constant. 
 La quantité de particules virales infectieuses peut être mesurée par titration. On 
met à profit l’effet cytopathogène du VR. On dépose sur des tapis cellulaires 
confluents des dilutions en série de suspension virale. Après plusieurs jours de culture, 
les tapis sont plus ou moins morcelés suite à la formation de syncytia. On considère 
qu’un syncytium correspond à l’infection initiale d’une cellule par une particule virale 
infectieuse. Cependant avec cette méthode, on ne peut pas tenir compte des particules 
non infectieuses (déficientes et/ou interférentes) (Griffin, 2006).  
La microscopie électronique permet de visualiser et donc de compter les parti-
cules virales, mais c’est une manipulation bien plus lourde et coûteuse et elle ne per-
met pas de distinguer les particules infectieuses des particules non infectieuses 
(Griffin, 2006). 
La quantification du  VR est donc inexacte et bien souvent non-reproductible 
(en particulier dans le cas de la titration par plages de lyse = syncytia). Compte tenu de 
l’existence de quasi espèces comme précédemment dit, on ne peut considérer une sus-
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pension de VR comme une solution homogène. De plus, les virus en général sont des 
espèces biochimiquement instables, le titre viral est de ce fait dépendant des conditions 
de stockage et du nombre de congélation/décongélation. A ce jour aucune étude n’a 
montré que les suspensions vaccinales échappent à ces observations (Griffin, 2006). 
Au final, il est donc relativement difficile de savoir exactement de quoi se com-
posent les suspensions virales et d’en définir l’infectivité. 
 
3.2 Souches de laboratoire 
L’appellation « souche de laboratoire » regroupe tous les VR qui ont été modi-
fiés en laboratoire : que ce soit par adaptation en culture cellulaire ou génie génétique. 
Ce sont des outils pour une meilleure compréhension de la biologie du virus. 
Analyser et maîtriser la pathogénicité du VR est un grand défi actuel. Comment 
le virus s’adapte à un nouveau contexte cellulaire afin, au final, de « devenir » une 
souche vaccinale apparait simple à appréhender pourtant aucune étude actuelle n’a 
élucidé l’ensemble des questions posées. 
 Deux questions majeures de la biologie du VR ont été abordées à travers 
l’adaptation de souches sauvages à des types cellulaires précis : l’entrée dans la cellule 
et la sensibilité aux IFN de type I.  
Très tôt, on a remarqué que certains types cellulaires pouvaient être le siège 
d’infection par les souches sauvages et pas d’autres. Si, après plusieurs passages dans 
ces cellules, on obtenait des particules virales, cela signifiait que le virus avait pu en-
trer dans ces cellules, initialement non-permissives. Evidemment, le blocage pouvait 
se situer à d’autres étapes du cycle viral mais les études se sont centrées sur la fixation 
au récepteur et l’entrée.  
En particulier, les travaux de Tahara et coll. se sont centrés sur la comparaison 
de IC-B et IC-V, deux souches issues du même isolat mais adaptées respectivement 
aux cellules B95-a et cellules Vero. Ces deux types cellulaires ne disposent pas des 
mêmes récepteurs à la surface. De fait, la sélection qui s’est opérée au cours de 
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l’adaptation a privilégié des virus pouvant utiliser CD46 plutôt que CD150 et inverse-
ment. Les alignements génétiques réalisés sur les séquences de la protéine H de ces 
deux souches ont mis en évidence plusieurs acides aminés différents (N481Y, N390I, 
E492G, N461D, T446S). L’importance de ces derniers a été démontrée en développant 
des mutants ponctuels de IC-B et en y incorporant les acides aminés de IC-V (Tahara 
et al., 2007a; Tahara et al., 2005; Tahara et al., 2007b ; Xu et al., 2006). 
Dans un autre registre, une étude menée sur des souches de VR ayant induit une 
SSPE et pouvant entrer dans des cellules Vero, générer des syncytia mais sans se lier à 
CD46 a permis d’appuyer le rôle de la protéine F dans les phénomènes d’entrée et de 
fusion intercellulaire (Ayata et al., 2007). 
Pour ce qui est de l’apport de ces approches à l’étude des interrelations 
VR/système IFN de type I, elles sont résumées dans l’introduction de l’article I. On 
notera que dans ce contexte, les résultats sont beaucoup moins clairs et univoques, fai-
sant intervenir des mutations au sein de plusieurs protéines virales. 
 
3.3 Modèles animaux 
On l’a dit, l’homme est l’hôte préférentiel du VR même si d’autres espèces de 
primates sont également infectables et permettent d’étudier certains aspects immuno-
logiques (Permar et al., 2007 ; Sato et al., 2008). Expérimentalement, ce ne sont pas 
des modèles très pratiques d’utilisation. In vitro cependant, autant les cellules humai-
nes que les cellules simiennes sont infectables avec une efficacité dépendant de la sou-
che testée. Les cellules murines ne le sont pas à l’exception de lignées de neuroblas-
tomes. On retrouve cette résistance chez les rongeurs en général.  En effet, seules des 
souches adaptées aux rongeurs peuvent infecter souris, rats et hamsters, chez lesquels 
elles ne déclenchent pas de pathologies mortelles (sauf dans le cas d’infections de 
nouveau-nés). Le génie génétique a permis de développer des lignées de souris sensi-
bles à l’infection  soit en leur octroyant l’expression des récepteurs viraux, soit en éli-
minant la réponse IFN de type I (via l’invalidation du récepteur IFNAR par exemple). 
Cependant, aucun modèle animal à l’heure actuelle ne permet de retrouver l’ensemble 
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des symptômes observés. (Hahm et al., 2003; Hahm et al., 2004; Horvat et al., 1996; 
Lawrence et al., 1999; Mrkic et al., 2000; Ohno et al., 2007; Oldstone et al., 1999; Pat-
terson et al., 2001; Rall et al., 1997 ; Shingai et al., 2005; Welstead et al., 2005). De 
plus, jusqu’à récemment (Sellin et al., 2006), les modèles murins n’étaient pas infecta-
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Pour faire face à une infection (virale), l’organisme met en place tout un systè-
me de protection. Certains agents seront effecteurs et lutteront directement contre 
l’infection à différentes échelles. Par exemple, au niveau tissulaire, les lymphocytes T 
cytotoxiques détruisent les cellules infectées et à une échelle plus moléculaire, on peut 
citer la molécule ADAR1 qui induit des modifications dans les ARN viraux, les désta-
bilisant et les mutant.  
D’autres agents participent à l’établissement de l’état anti-infectieux. Ces mé-
diateurs, molécules informatives, sont regroupés sous le terme de cytokines.  
L’agent infectieux, viral, met en place des contre-mesures pour limiter 
l’efficacité et/ou l’établissement de ces défenses. D’un autre côté, il est lui-même res-
ponsable de l’éveil du système immunitaire : c’est la notion de signal de danger. Di-
vers éléments viraux sont responsables de cette activation et regroupés sous le terme 
de PAMPs (Pathogen Associated Molecular Pattern) : le contenu génétique, des sous 
unités des protéines constituantes, des intermédiaires de réplication… 
 
Les Interférons (IFN) de type I furent les premières cytokines à être mises en 
évidence, il y a un peu plus d’un demi-siècle en 1957 par Isaacs et Lindenman (Isaacs 
and Lindenmann, 1957). Ce sont également les premières cytokines secrétées en ré-
ponse à un signal de danger. A l’origine, on considéra les IFN comme une population 
moléculaire homogène. Cependant, on mit rapidement en évidence 2 classes distinctes, 
puisque deux récepteurs membranaires différents étaient engagés dans la signalisa-
tion : les IFN de type I et les IFN de type II (IFN γ). 
 
Les IFN de type I se répartissent (chez l’homme) en IFN α (13 gènes), β (1 gè-
ne), κ (produit par les kératinocytes) et  ω. L’IFN de type II, ou  IFNγ , est synthétisé 
seulement par certaines classes de cellules immunitaires (NK, LT CD4+, LT CD8+). 
Enfin, les IFN de type III ont été récemment distingués des IFN de type I et compren-
nent les IFN λ (de I à III) (Kotenko et al., 2003). 
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Les IFN de type I partagent le même récepteur (IFNAR = IFN α Receptor) mais 
ont une affinité différente et/ou des régions de liaison différentes ce qui expliquerait 
les cascades distinctes qu’ils initient. L’IFN γ se lie à IFNGR et les IFN λ à IFNLR.  
Historiquement, on considérait que les fibroblastes étaient les principaux pro-
ducteurs d’IFN β tandis que les monocytes produisaient l’IFN α. A l’heure actuelle, le 
constat est plus mitigé. De nombreuses cellules sont capables de produire l’IFN β, 
massivement, y compris des neurones (Prehaud et al., 2005). Pour ce qui est des IFN 
α, le consensus actuel désigne une sous population de cellules dendritiques, les pDC 
(DC plasmacytoïdes) comme les principales usines cellulaires à IFN α. Cependant, les 
modes d’activation de la production de ces molécules sont encore flous et la plupart 
des données dont on dispose proviennent de l’étude de lignées de fibroblastes. 
 
1. La production des IFN de type I 
1.1 En quête des cellules productrices d’IFN  
Face à l’importance des IFN α au cours des réactions virales, ce furent les viro-
logistes qui s’interrogèrent les premiers sur l’origine cellulaire de cette molécule 
(Isaacs and Lindenmann, 1957). 
On pensa d’abord que toutes les cellules hématopoïétiques et en particulier les 
monocytes pouvaient produire de l’IFN α. C’est effectivement le cas. Cependant, on 
mit rapidement en évidence qu’une population cellulaire extrêmement rare répondait 
beaucoup plus fortement que les autres aux tests d’hybridation in situ contre l’ARNm 
de l’IFN α suite à une stimulation virale (HSV – Herpes Simplex virus et SeV) (Gobl 
et al., 1988; Sandberg et al., 1990).  Des divergences d’opinion subsistèrent. En parti-
culier, beaucoup soutenaient l’importance des monocytes. Ceux-ci produisent beau-
coup d’IFN mais uniquement suite à l’infection avec certains virus (par exemple, SeV) 
mais se révèlent assez médiocres en réponse au HSV (Sandberg et al., 1990) . 
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Face à ces interrogations et sans données sur la nature précise de ces cellules, 
elles furent désignées Interferon Producing Cells (IPC). Restait ensuite à les caractéri-
ser. 
 
1.2 Caractérisation des Interferon Producing Cells  
Les IPC ont initialement été caractérisées par l'absence des marqueurs de surfa-
ce spécifiques des lignages cellulaires sanguins. En effet, le criblage de plus en plus 
précis de différentes populations cellulaires circulantes via les marqueurs de surface 
mit en évidence que les IPC n’expriment pas CD3 (marqueur des cellules T), CD19 ni 
CD20 (cellules B), CD14  (monocytes), CD16 ni CD56 (cellules NK). Par contre, elles 
expriment à des taux élevés des molécules du CMH de classe II (HLA-DR) (Galibert 
et al., 2001; Sandberg et al., 1990 ). 
Des expériences de cytométrie en flux dirigées contre l'IFN α ont permis de 
s’assurer en parallèle des résultats obtenus. Des études de dilution limite ou d'ELIS-
POT utilisant des anticorps dirigés contre l'IFN-α ont permis de démontrer que les IPC 
sont des cellules assez peu représentées dans le sang humain, aux environs de 0,2 à 
0,7% des PBMC. Par contre, même si elles sont rares, on a pu calculer que chaque IPC 
fonctionnelle produisait entre 1 et 2 UI d'IFN α, ce qui représente entre 3 et 10 pg par 
cellule, en réponse à de nombreux virus enveloppés en particulier VSV (Vesicular 
Stomatitis virus), HSV, HIV (Human Immunodeficiency virus) (Feldman et al., 1994; 
Gobl et al., 1988) . 
 
1.3 Les cellules dendritiques plasmacytoïdes 
C’est en 1958 que Lennert et Remmele attirèrent l’attention sur un type cellulai-
re présent dans les aires interfolliculaires des ganglions humains. (Lennert and Rem-
mele, 1958) Leur ultrastructure rappelle celle des plasmocytes sécréteurs d'immuno-
globulines (taille moyenne, noyau bien rond, cytoplasme rempli de réticulum endo-
plasmique granuleux (REG) et d’appareils de Golgi, proches du noyau) mais elles n’en  
Figure 11 : Phénotype des IPC (Interferon Producing Cells) 
A : Coloration au Giemsa des IPC
B : Ultrastructure d’une IPC en Microscopie Electronique à Transmission
d’après Siegal et al. 
A
B
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ont pas les marqueurs de surface spécifiques (Galibert et al., 2001). On leur ac-
corda de nombreux noms, en écho à leur localisation et leur phénotype : lymphocytes, 
cellules de la zone T ou monocytes plasmacytoïdes (Galibert et al., 2001). Pourtant, 
peu de certitudes sur leurs rôles ou leur développement furent établies avant la fin des 
années 1990, avec l’amélioration des techniques d’isolement de ces cellules.  
Entre temps, on les avait mis en évidence au niveau des ganglions lymphati-
ques, de la moelle osseuse, du thymus, de la rate, des amygdales, de la peau, du naso-
pharynx mais aussi dans de nombreux autres tissus lymphoïdes lors de certaines patho-
logies telles que la maladie de Castleman, la maladie de Hodgkin, les granulomes épi-
théliaux ou les lymphadénites. En outre, on a mis aussi en évidence un équivalent cir-
culant dans le sang (Dzionek et al., 2000; Dzionek et al., 2002; Dzionek et al., 2001). 
 
Par la suite, des études phénotypiques de ces cellules, en particulier par cytomé-
trie en flux, ont permis de les assimiler à une catégorie de cellules dendritiques. On les 
nomme depuis cellules dendritiques plasmacytoïdes. Récemment, Dzionek et al. ont 
mis en évidence des antigènes de surface permettant d’identifier les DC circulantes. 
Les pDCs sont désormais plus facilement détectables et isolables via BDCA2 et 
BDCA4, en plus d’être CD123+++ (IL3 récepteur) (Dzionek et al., 2000; Dzionek et al., 
2002; Dzionek et al., 2001). 
 
1.4 A la croisée des chemins 
L’isolement de plus en plus aisé des pDCs  permit de s’intéresser aux protéines 
élaborées et stockées dans le REG très abondant de ces cellules. Il s’avéra qu’une par-
tie d’entre elles produisaient en masse de l’IFN α (et en plus faibles proportions β et 
ω).  
Siegal et al. prirent le parti d’isoler les pDCs à partir de sang humain de patients 
sains par déplétions successives. Une fois stimulées par HSV, ces cellules produisaient 
une quantité très importante d’IFN-α. Cette particularité disparaissait quasi totalement 
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quand les cellules étaient en condition de maturation. Des marquages intracellulaires et 
des analyses du transcriptome de ces cellules confirmèrent bien que les pDC étaient en 
fait les IPC. Ils confrontèrent ensuite les pDCs à tous les stimuli connus pour induire la 
production d’IFN. Il en est ressorti que les caractéristiques des IPC, précédemment 
démontrées, recouvraient entièrement celles des pDC (Siegal et al., 1999) (figure 11) . 
Des expériences de cytométrie en flux intracellulaire indiquent que parmi les 
pDCs, seules les cellules CD123+++ produisent de l'IFN en réponse à une infection au 
HSV et qu'au sein de cette population, on peut constater des disparités en ce qui 
concerne le taux de production d’IFN par cellule (Blomberg et al., 2003). 
 
1.5 Autres cellules productrices d'IFN α 
Même si, parmi les PBMCs, les pDCs sont de loin les plus puissantes cellules 
productrices d'IFN, d’autres cellules peuvent en produire. 
Les monocytes peuvent produire de l'IFN α en réponse à certains virus tels que 
SeV et HIV-1, les pDCs étant, elles aussi, sensibles à ces stimuli. Ainsi, les premiers 
essais de production en masse d'IFN à usage clinique mettaient en œuvre des cellules 
mononucléées infectées par le SeV sous des conditions défavorables au fonctionne-
ment et à la survie des pDC (Siegal et al., 2001).  On conclut donc à tort que les mono-
cytes étaient les principales cellules productrices d'IFN α. Cependant, bien que les cel-
lules monocytaires productrices d'IFN soient plus nombreuses que les pDCs suite à 
l'infection par le SeV, chaque monocyte produit 10 à 20 fois moins d'IFN α (Feldman 
et al., 1999; Feldman et al., 1994; Gobl et al., 1988). 
Enfin, les lymphocytes B et les DC CD11c+ (Myeloid Dendritic Cell : MDC) 
produisent aussi de l'IFN α sous certaines conditions, à l'instar des macrophages, des 
fibroblastes ou bien encore d'autres types cellulaires. On constatera cependant que les 
pDCs expriment toute une gamme d'IFN α ainsi que l'IFN β alors que les fibroblastes 
expriment surtout l'IFN β et que chez les monocytes l'expression du gène IFNA1 pré-
domine (Barnes et al., 2001). 
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L’IFN α employé en thérapie est une molécule recombinante, à partir de la sé-
quence de l’IFN α4. Les IFN de type I distribués sont obtenus après purification de 
surnageants de lymphocytes infectés par HSV. 
 
2. Réponse IFN 
 
La réponse IFN se décompose en deux séries d’événements. L’initiation de la 
réponse s’effectue par détection d’un signal de danger qui va mettre en place la pro-
duction d’IFN de type I selon des séquences précises. Ensuite, les molécules émises 
dans le milieu extérieur s’associent à leur récepteurs (de manière auto ou paracrine) et 
permettent l’établissement d’un état antiviral.  
 
2.1 Détection des « intrus » viraux et induction de la réponse IFN 
Parmi les molécules susceptibles de reconnaître un signal de danger porté par 
un pathogène les mieux caractérisés sont les TLR (Toll like receptors) et les hélicases 
RIG-I (Retinoic acid Inducible Gene I) et mda-5 (les RLR, Rig-1 like receptors). Elles 
forment un réseau de sentinelles qui se partagent l’espace de la cellule : les TLRs  1, 2, 
4, 5, 6 sont susceptibles de reconnaître des motifs étrangers de type membranaire pré-
sents à la membrane plasmique, les TLR 3, 7, 8 et 9 reconnaissent des acides nucléi-
ques étrangers dans les vésicules d’endocytose que certains virus utilisent comme voie 
de pénétration dans la cellule, RIG-I et mda-5 sont des senseurs des ARN viraux dans 
le cytoplasme, (Akira and Takeda, 2004 ; Berghall et al., 2006; Plumet et al., 2007; 
Takeda et al., 2003 ) (figure 12). 
 
a) Senseurs du signal danger à l’extérieur de la cellule : les TLRs 
La détection des motifs infectieux se fait via l’ectodomaine des TLR. Le do-
maine cytoplasmique permet le recrutement des adptateurs du signal.  
Après liaison avec leurs ligands, les TLR impliqués recrutent le facteur Myd88 
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Figure 12 : Les PRR (‘Pattern Recognition Receptor) et leurs ligands PAMP (‘Pathogen 
Associated Molecular Motifs’).
Les TLR (‘Toll Like Receptor’) en vert et RLR (‘Rig1 Like Receptor’) en fuschia.
TLR3 est représenté en pointillés à la surface membranaire puisque son expression y est très 
faible. 
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κB est activée, s’achevant par la translocation nucléaire de ce facteur. La trans-
cription des gènes de la réponse interféron requiert la coopération de cette molécule et 
d’autres facteurs de transcription, tel que IRF5 (Interferon Response 5) (Akira and Ta-
keda, 2004 ). 
TLR3 et TLR4 (dans certains cas) utilisent une voie d’activation indépendante 
de Myd88 en recrutant un autre adaptateur, TRIF.  Dans ce cas, on aboutit à la phos-
phorylation de IRF3 présent de manière latente dans le cytoplasme, provoquant sa di-
mérisation et son interaction avec les coactivateurs CBP et p300. Le complexe migre 
alors dans le noyau où il active les promoteurs ISRE ((de séquence consensus A/G 
NGAAANNGAAACT (Darnell et al., 1994))  comportant un domaine de liaison à 
IRF3, comme le gène de l’IFN β.  
 
b)  Senseurs du signal de danger cytoplasmique : les hélicases RIG-I et mda-5 
RIG-I (Retinoic acid inducible gene) est une protéine de 925 aa, contenant un 
domaine hélicase dans sa partie C-terminale, et dont l’implication dans la transduction 
du signal interféron a été découverte récemment (Yoneyama et al., 2004). Elle peut 
intervenir suite à l’infection par un certain nombre de virus à ARN.  
Une autre RNA hélicase à boite DEXD/H, mda-5, a été impliquée dans 
l’activation d’IRF3 suite à l’infection par des virus à ARN simple brin et identifiée en 
outre comme cible de la protéine V du virus de Sendai, mais pas du VR, sans que son 
rôle soit précisé ni distingué de celui de RIG-I (Andrejeva et al., 2004; Kang et al., 
2002).  
Une dernière hélicase, LGP2 semble agir comme répresseur de RIG-I et mda-5 
dans les cellules non infectées (Yoneyama et al., 2005). 
 
 Pour induire la synthèse d’IFN, il y a donc détection du pathogène via les TLR 
ou les RLR. Ceci induit une cascade de phosphorylation aboutissant en particulier à 
l’activation de facteurs de transcription. Le gène de l’IFN β répond à IRF3 et IRF7, 




























































Figure 13 : Modèle multiphasique d’action et de synthèse des IFN α/β
A : l’infection virale induit la phosphorylation de NFκB, IRF-3 et l’IRF-7 présents ab initio dans la 
cellule. Ces facteurs de transcription activés vont induire la transcription des gènes codant pour 
l’IFN α4 et de l’IFN β.
B : les molécules d’IFN produites dans la première phase initient un signal (via les 
phosphorylations de Jak-1 Tyk-2 puis STAT1 et 2)  conduisant à l’activation d’ISGF3 qui va 
induire la transcription du gène codant pour IRF7 et les autres ISG impliqués dans la réponse 
antivirale.
C : l’accumulation puis l’activation des molécules IRF-7 permet la transcription des gènes 
codant pour les différentes espèces d’IFN-α. Celles-ci s’accumulent et pourront participer à la 
boucle de rétrocontrôle positive.
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aux IRF 3, 5 et 7, avec, certainement des sensibilités différentes mais non détaillées. 
(figure 13) 
 On notera dès à présent que des molécules dont l’expression est induite par les 
IFN de type I, interviennent dans l’induction de leur synthèse. 
 
 Une fois que les IFN de type I sont produits et émis dans le milieu cellulaire, ils 
se fixent à IFNAR et vont mettre en place un état de veille antivirale. 
2.2 Réponse à l’interféron et mise en place d’un état de veille antivirale  
 
L’attachement des IFN α/β sur les 2 sous-unités constitutives de IFNAR entraî-
ne l’activation des protéines Jak-1 et Tyk-2. Cette activation se solde par la phosphory-
lation de Jak-1, Tyk-2 et de IFNAR1. S’ensuit le recrutement de STAT-1 et STAT-2 
qui sont alors phosphorylés. Après recrutement d’IRF-9 (Interferon Response Factor 
9) migrent dans le noyau. Ce complexe de 3 protéines, appelé ISGF3, transactive la 
transcription d’une série de gènes sous promoteurs ISRE. STAT-1 peut également 
s’homodimériser et activer également la transcription d’autres ISG (figure  13). 
Ces gènes codent pour un ensemble de protéines impliquées dans la mise en 
place de l’état antiviral dans la cellule sensibilisée par l’IFN : les PRR – Pattern Reco-
gnition Receptor – (TLRs, RIG1, mda-5), la 2’,5’ oligoadénylate synthétase (OAS), la 
PKR,  la RNase L, l’adénosine désaminase ARN spécifique (ADAR), les GTPases de 
type Mx, les Interferon Stimulated gene 15 (ISG15), ISG 20, ISG 56, etc. 
Des études de transcriptome ont montré que plus de 100 gènes sont directement 
induits après traitement à l’IFN (Der et al., 1998).  
 
L’OAS catalyse la synthèse d’oligonucléotides polyA particuliers, polymérisés 
en 2’,5’ au lieu de 3’, 5’, qui activent la RNase L. Celle-ci dégrade tous les ARN pré-
sents dans la cellule, ARNm cellulaires et viraux, ARN ribosomaux (Grandvaux et al., 
2002; Samuel, 2001).  
L’hélicase ADAR catalyse la modification des adénosines des ARN en inosi-
nes. Cette modification des ARN entraîne une confusion de la machine traductionnelle 
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qui lit l’inosine comme une guanine ce qui conduit à la synthèse de polypeptides cellu-
laires et viraux aberrants (Grandvaux et al., 2002; Samuel, 2001). 
 Le génome humain code pour deux protéines Mx, MxA et B, capables, via 
l’hydrolyse de GTP, d’interagir directement avec les protéines virales, dans le cyto-
plasme ou le noyau, pour exercer une activité antivirale. Les cibles et les mécanismes 
en jeu sont mal connus ; ils peuvent varier d’un virus à l’autre, voire d’un type cellu-
laire à un autre au sein d’un organisme. Dans le cas des virus encapsidés, MxA pour-
rait relocaliser les protéines de capside dans un compartiment cellulaire où elles se-
raient non fonctionnelles. MxA empêche ainsi l’import nucléaire de la NP du virus 
Thogoto, bloquant la réplication de son génome ou induit la redistribution à la mem-
brane de la NP du virus de La Crosse hors des plateformes d’assemblage du virus 
(Grandvaux et al., 2002; Samuel, 2001).  
ISG15 est une protéine susceptible de modifier l’ubiquitination de plus de 200 
protéines associées à des fonctions cellulaires diverses comme la maturation des 
ARNs, le remodelage de la chromatine, l’organisation du cytosquelette, etc. Elle est 
aussi capable de modifier l’ubiquitination de Jak1 et STAT1 mais son rôle est mal cer-
né (Grandvaux et al., 2002; Samuel, 2001).  
ISG20 code pour une 3’-5’ exonucléase spécifique des ARN simple brins. 
ISG56 est un inhibiteur de traduction (Grandvaux et al., 2002; Samuel, 2001). 
  Enfin, la PKR peut agir à différents niveaux. Elle phosphoryle et inhibe le fac-
teur d’initiation de la traduction eIF2-α. Elle phosphoryle également IΚB  (et 
l’inactive) permettant ainsi l’activation du facteur NFκB. De plus, elle phosphoryle 
également le facteur de transcription NFAT (Grandvaux et al., 2002; Samuel, 2001). 
 
 Récemment une étude a montré que la cascade de phosphorylation initiée par la 
stimulation des TLR, au sein des pDCs fait intervenir la molécule TREM. C’est d’elle 
et non pas des TLR que les phosphorylations débutent. Son expression est augmentée 
après stimulation des TLR (Watarai et al., 2008). 
 
Le traitement à l’IFN bloque la division cellulaire, rend la cellule résistante à un 
certain nombre d’infections virales (typiquement infection par VSV) mais n’induit pas 
Introduction Bibliographique   Les Interférons de type I 
 
75 
à lui seul le déclenchement de la mort programmée qui n’interviendra que si la cellule 
rencontre en plus un signal de danger.  
 
2.3 Le système IFN de type I : un système complexe ! 
 Au regard du nombre d’éléments interagissant pour initier la production d’IFN 
de type I et répondre à leur activité antivirale, on se doute que la régulation fine de ce 
système est « complexe ». 
De manière intuitive, on comprend (et on constate expérimentalement) qu’il y a 
un système de dose dépendance de la réponse anti virale en fonction de la dose d’IFN 
de type I mise en jeu. C’est sur ce principe qu’est effectué le dosage biologique des 
interférons, en étudiant la résistance à l’infection par VSV de cellules Vero (ou de cel-
lules MDBK – Madin-Darby Bovine Kidney – pour les analyses médicales) mises en 
présence de dilutions successives de surnageants contenant (potentiellement) des IFN 
de type I. A l’autre bout de la cascade, la sécrétion d’interféron par des cellules hu-
maines 293T est proportionnelle à la quantité de poly I:C transfectée.  
 
De plus, il faut aussi avoir une lecture dynamique des événements. Au cours 
d’une infection, certaines cellules seront effectivement infectées et répondront de ma-
nière limitée (action de la PKR par exemple) ; une cellule préalablement mise en 
contact avec l’IFN est dans un état de défense antivirale efficace. Enfin, une cellule 
sensibilisée et malgré tout infectée déclenche une action antivirale conduisant au blo-
cage du cycle du pathogène, et à la mort de la cellule. Toute réaction immunitaire ob-
servée est donc la composée de chacun de ces 3 types de configuration. Il s’avère que 
le(s) programme(s) génétique(s) mis en place diffère(nt) et peu(ven)t interagir, positi-
vement ou négativement (Nakaya et al., 2001). Certaines molécules telles qu’IRF7 
forment des plateformes entre les différents programmes, couplant signal de danger et 
signal induit par l’IFN. 
On notera cependant que de manière redondante, quelle que soit la voie em-
ployée, on retrouve une surexpression des PRR (sentinelles). La plupart des voies 
convergent vers NF-κB et IRF3. Cependant, contrairement au dogme qui veut que la 
réponse immunitaire innée soit aspécifique, il semblerait que, selon le stimulus viral,  
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Tableau 1 : Contremesures virales au système IFN de type I 
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des cascades précises et spécifiques soient mises en place (Moynagh, 2005a; 
Moynagh, 2005b). 
 
Malgré tout, aucun modèle disponible n’est complètement satisfaisant. Un cer-
tain nombre de données apparaissent contradictoires, ce qui explique sans doute pour-
quoi toutes les revues sur l’IFN se concentrent sur un type de PRR et un type de cas-
cade, sans se risquer à proposer un modèle global du réseau des médiateurs de la ré-
ponse IFN. Enfin, rares sont les études sur la mise en place de la production d’IFN par 
les pDCs. 
 
3. Contre mesures virales 
Pour pallier son manque de discrétion face au système immunitaire, le virus met 
en place une série de contre mesures lui permettant d’échapper, en particulier, au sys-
tème IFN de type I 
A l’évidence, toutes les étapes de synthèse et de signalisation des IFN de type I 
peuvent être affectées par des protéines virales. Le tableau 1 présente quelques uns 
des mécanismes connus. 
Dans le cas particulier des Paramyxoviridae, quelques études montrent égale-
ment une grande diversité d’actions. Pour ce qui est du VSV, la rapidité avec laquelle 
il infecte les cellules ainsi que la diminution globale de la transcription cellulaire, mé-
diée par la protéine M sont les seules parades connues contre les IFN de type I (Ferran 
and Lucas-Lenard, 1997).   
 
La majeure partie des études menées sur les interactions entre VR et système 
IFN de type I se sont centrées sur l’importance des protéines V et C. A cette fin, plu-
sieurs modèles d’étude ont été employés : lignées cellulaires transfectées pour expri-
mer une protéine virale, virus génétiquement modifiés, virus adaptés par passage cellu-
laire. 
La seule étude publiée sur le VR et les pDCs est celle réalisée par Schlender et 
collaborateurs. Elle montre que ces cellules sont infectables par la souche hyper atté-
nuée Ed-Schwarz et que l’infection inhibe la production d’IFN de type I initiée par une 
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stimulation via TLR7 et TLR9 (Schlender et al., 2005). En outre, une étude récente 
menée sur des cellules dendritiques conventionnelles montre le rôle des particules dé-
fectives dans l’induction d’IFN de type I via IRF3 et la synthèse précoce d’IFN β 
(Shingai et al., 2007). Récemment une étude a mis en avant que l’extrémité 5’ triphos-
phate d’ARN leader du VR est reconnu par RIG-1 induisant ainsi l’expression du sys-
tème IFN (Plumet et al., 2007). Cependant, on ignore si de tels transcrits existent au 
cours de l’infection rougeoleuse. 
En fait, les travaux qui ont fait référence depuis leur publication en 2000, sont 
ceux de Naniche et coll (Naniche et al., 2000) qui montraient que l’infection de 
PBMCs par des souches sauvages est inhibée par un prétraitement aux IFN de type I et 
que cette infection ne s’accompagne pas de production d’IFN. La situation est inversée  
dans le cas de souches vaccinales. Le dogme serait donc que des souches sauvages 
n’induisent pas d’IFN mais y sont par contre sensibles. 
Tout naturellement, des études menées sur l’adaptation cellulaire de souches 
sauvages s’interrogent également sur le rôle des IFN de type I et leur modulation par V 
et C. Cependant, aucun consensus clair ne peut être tiré compte tenu du nombre de 
protocoles expérimentaux employés.  
L’infection de cellules A549 (lignée épithéliale pulmonaire) par une souche 
sauvage active la voie de NFκB et induit la production d’IFN α/β (Helin et al., 2001). 
L’infection de cellules HUVECS par une souche adaptée en cellules Vero montre une 
induction de RIG1 et mda-5, une augmentation de l’expression de TLR3 conduisant au 
final à la production d’IFN β, d’IL 28 et 29 (Berghall et al., 2006). 
Des études utilisant la technique de double hybride ont mis en évidence une in-
teraction entre la protéine V de la souche de référence Edmonston et la protéine Jak-1 
(un des composants de la cascade initiée par la fixation des IFN type I sur IFNAR) qui 
aboutit à une invalidation du système IFN (Caignard et al., 2007). Déjà auparavant 
l’expression de cette protéine en cellules Vero avait montré un blocage de la voie 
IFN : V s’associerait avec le complexe STAT 1 2 3 et IRF9, bloquant sa relocalisation 
nucléaire et empêchant ainsi l’activation transcriptionnelle induite par l’IFN (Palosaari 
et al., 2003). 
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Si l’on bloque les IFN de type I (par un traitement anticorps), la souche Ed-
monston privée de protéine C se multiplie en PBMCs et en cellules Hela de manière 
comparable à la souche parentale. D’ailleurs, l’expression de cette protéine en cellule 
Vero semble inhiber la réponse induite par les IFN (Shaffer et al., 2003). 
L’invalidation de la protéine C de la souche sauvage/adaptée en B95a, IC-B, réduit sa 
pathogénicité in vitro (sur cellules 293T), rend ce virus plus sensible aux IFN que la 
souche parentale même si in vivo tout semble fonctionnel (Takeuchi et al., 2005). Une 
étude ultérieure a montré également une plus forte production d’IFN de type I au cours 
de cette infection, ainsi que des défauts dans la réplication (Nakatsu et al., 2006). Par 
contre, l’expression en cellules Vero de cette protéine n’affecte pas le système IFN de 
type I (Takeuchi et al., 2003a; Takeuchi et al., 2003b). La protéine V de la souche IC-
B bloque la synthèse et la protection induite par les IFN de type I : une étude par génie 
génétique montre que les régions N et C terminales sont importantes pour gérer cette 
activité (Ohno et al., 2004). Le mode d’action proposé serait de bloquer la phosphory-
lation des protéines STAT sans les dégrader (Takeuchi et al., 2003a). Il n’est donc pas 
étonnant que la protéine P (qui a la même séquence N terminale que V) montre égale-
ment des activités régulatrices de la réponse IFN (Devaux et al., 2007). L’expression 
des protéines V et C issues d’une autre souche sauvage, AK1, inhibe également le sys-
tème IFN type I mais en interagissant avec le récepteur IFNAR et toute la plateforme 
de kinases qui y est rattachée (Yokota et al., 2003). 
D’autres études mettent en avant des phénomènes complémentaires. On rappel-
lera que la liaison de N à IRF3 induit la mise en place d’un pattern d’expression des 
ISG anormal (tenOever et al., 2002). Une étude récente a montré que la protéine V de 
nombreux Paramyxoviridae peut se lier à mda5 inhibant ainsi la synthèse d’IFN de 
type I (Andrejeva et al., 2004).  
On conclura que les protéines V et C des VR semblent avoir un rôle dans le contrôle 
de la réponse IFN de type I et, sans prendre beaucoup de risques, on peut affirmer qu’elles 
peuvent affecter cette voie par de nombreux biais. Cependant, les quelques résultats in vivo 
semblent plus délicats à interpréter, du fait notamment, du rôle des protéines V et C dans le 
contrôle des phénomènes réplicatifs et transcriptionnels. De fait, le système IFN α/β, s’il était 
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A l’heure actuelle, de nombreux mécanismes biologiques ont été (partiellement) 
élucidés, y compris dans le domaine de la virologie et de l’immunologie. Cependant, 
ces connaissances restent parcellaires et souffrent du fait que selon les modèles 
d’étude, on retrouve parfois une grande hétérogénéité dans les résultats. De plus, mê-
me si nous avons une connaissance qualitative de nombreux systèmes biologiques, 
nous disposons encore trop rarement de données quantitatives qui seraient pourtant 
d’une aide précieuse dans l’élaboration de thérapies mieux adaptées. D’une manière 
générale, nous avons accès à une connaissance figée que représentent bien les divers 
schémas à base de flèches, parfois de couleurs pour différencier si l’effet est activateur 
ou inhibiteur. Or, la biologie est par essence une science du mouvement, l’évolution se 
construit au fil des interactions avec l’environnement. Il manque à l’heure actuelle une 
vision plus intégrée et dynamique des systèmes biologiques en général. 
 Depuis de nombreuses années déjà, la modélisation mathématique est em-
ployée pour formaliser la dynamique des épidémies avec des résultats prometteurs 
(Matthews and Woolhouse, 2005). De plus en plus, l’interdisciplinarité apporte de 
nouvelles pistes et la modélisation mathématique de l’immunovirologie n’est pas en 
reste. 
Tandis que les épidémiologistes se penchent avec intérêt sur les jeux en réseaux 
multi joueurs (Balicer, 2007), de plus en plus d’études permettent aux virologistes 
d’avoir une vision plus intégrée de leurs modèles préférés. Le traitement mathématique 
des données de virologie expérimentale est en train de se mettre en place. C’est pour-
quoi la plupart des données publiées se limitent généralement à montrer que ce genre 
d’approche est réalisable (et souvent réaliste) en essayant de tirer des conclusions, qui 
la plupart du temps sont « logiques ». Au final, ce sont des modèles d’étude, de nou-
veaux outils, encore en cours d’élaboration. 
 
Les virus les plus modélisés sont le HIV, le HBV, le HCV et dans une moindre 
mesure, les virus influenza et le HTLV. La plupart des études sont menées sur des vi-













Figure 14 : Le modèle SIV (cellules Saines ; cellules Infectées ; Virus)
Représentation schématique et système d’EDO développés par Perelson et al. pour modéliser les 
infections virales en phase stationnaire. Sont suivies les quantités de cellules saines, de cellules 
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mieux quantifier et ajuster l’effet de certaines molécules thérapeutiques. De 
plus, dans le cas du HIV, les cellules cibles de l’infection sont majoritairement les 
lymphocytes CD4+ et de fait, tout naturellement, les modèles présentés intègrent éga-
lement le rôle des cellules immunitaires. 
 
1. Le modèle de base 
C’est en 1996 que Perelson établit un des premiers systèmes d’EDO  (Equations 
différentielles Ordinaires4) afin de définir une infection virale (Perelson et al., 1996). 
Ce système s’inspire largement des études épidémiologiques, et en particulier du mo-
dèle SIR (Sain/Infectés/Résistants, les trois états que peuvent prendre des individus 
confrontés à une épidémie)   
Le modèle de Perelson prend en compte trois variables :  
les cellules cibles, saines, 
les virus, 
les cellules infectées, productrices de virus. 
1.1 Description 
De manière très intuitive, le décompte de chacune de ces quantités (qui peut se 
réaliser théoriquement in vitro) s’opère comme suit : 
 Le nombre de cellules vivantes évolue au cours du temps en fonction du nom-
bre de cellules qui naissent, qui meurent et qui se font infecter. 
 La quantité de virus évolue en fonction du nombre de virus produit par les cel-
lules infectées et du temps de demi-vie de ces entités. 
 La quantité de cellules infectées dépend de l’efficacité d’infection des cellules 
saines par le virus. Ces cellules meurent également selon une cinétique qui leur 
est propre. 
                                                 
4
 Une équation différentielle est une relation entre une ou plusieurs fonctions inconnues et leurs dérivées (« ordi-
naire » en opposition à « partielle ». 
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Chacune des phrases précédentes peut se traduire par une équation différentielle où 
l’on décrit la variation de chaque quantité durant un temps très court (figure 14). 
 
1.2 Résolution 
Ce système d’équations différentielles et ceux qui en découlent (en ajoutant 
d’autres variables…) peuvent parfois être résolus de manière analytique et on obtient 
alors des solutions littérales : sommes, produits, composées de diverses fonctions ma-
thématiques. Dans certains cas, les systèmes d’EDO n’acceptent pas de solutions litté-
rales évidentes et le seul recours est alors de simuler le système. On obtient alors des 
courbes, sans en connaître l’équation.  
Techniquement, on va considérer que chacune des variables qui nous intéres-
sent est une fonction du temps dont on connaît la valeur au temps initial. Les équations 
permettent de définir la valeur à un temps donné en fonction de l’état « juste avant ». 
De proche en proche, on trace les différentes courbes représentant l’évolution de ces 
variables. Les paramètres (probabilité d’infection, temps de demi-vie des cellules…) 
sont des inconnues auxquelles on va donner, plus ou moins aléatoirement différentes 
valeurs jusqu’à obtenir des courbes pour les variables (cellules, virus…) qui sont en 
accord avec les résultats expérimentaux. Cette étape d’ajustement peut être automati-
sée et différents algorithmes permettent de faire une recherche de paramètres relative-
ment efficace.  
 
2. La virologie en équations… 
 La plupart des études menées par le groupe de Perelson en particulier, mais 
aussi par la majorité des équipes de modélisateurs, s’attachent à une résolution littérale 
de ces systèmes. Dans ce cadre, les mécanismes biologiques sont simplifiés, en parti-
culier, on ne prend pas en compte les aspects spatiaux du développement infectieux. 
De plus, il faut supposer que le système est à un équilibre, ce qui est rarement le cas 
dans les infections aiguës ou au début de la phase infectieuse. Loin de vouloir être ex-
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haustive, cette introduction se propose de détailler certains des résultats obtenus avec 
le modèle de base (type TIV : target/infected/virus = SIV : saines/infectées/virus) en 
particulier dans le cas des infections par HIV et HCV. On détaillera ensuite d’autres 
modèles à titre d’exemple, certains très élaborés du point de vue de la compréhension 
moléculaire du cycle viral ou intégrant des aspects spatiaux ou les interactions avec le 
système immunitaire5. 
 
2.1 Avoir accès à des données non mesurables 
On considère qu’en moyenne il faut 10 ans au HIV depuis l’infection initiale  
pour établir le SIDA. Si des prélèvements sont réalisés régulièrement chez un patient 
chronique, on constate que la charge virale n’évolue pas significativement. On en avait 
déduit que le HIV se réplique à très faible taux. Or durant les phases d’essais cliniques 
de certains antirétroviraux, on a pu observer une diminution très sensible (près de 2 
log) de la quantité d’ARN viraux durant les premières phases de traitement. Le modèle 
SIV a été employé pour modéliser cette infection persistante par HIV.  
A partir de ces équations, on peut avoir accès à la vitesse de production des par-
ticules virales ainsi qu’à la vitesse de clairance de l’infection. C’est ainsi qu’il a été 
mis en évidence que même si la charge virale de patients HIV+ était constante au 
cours du temps, il s’agissait en fait de la somme d’une très rapide et importante pro-
duction de particules virales associée à un taux de clairance très rapide lui aussi. Ceci 
permet d’envisager un effet rapide des inhibiteurs de protéases et de réplicases comme 
il a été observé. Compte tenu de la probabilité de mutation au sein du génome, on a pu 
également montrer que le virus pouvait très rapidement devenir résistant au moindre 
traitement, d’où l’intérêt d’utiliser plusieurs molécules en parallèle (Mittler et al., 
1999; Mittler et al., 1998; Perelson et al., 1997a; Perelson et al., 1997b; Perelson et al., 
1996). 
                                                 
5
 Cependant, on gardera à l’esprit que d’autres systèmes de modélisations existent tels que les réseaux de Pétri ou 
les études par biostatistiques, que nous ne détaillerons pas ici. 
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D’une manière générale, ces modèles permettent d’avoir accès à des paramètres 
non mesurables du virus : l’efficacité infectieuse, l’efficacité de production, le temps 
de demi-vie… et ainsi de donner une base pour améliorer les vaccins existants ou les 
antiviraux. On a accès à un laboratoire virtuel. 
 
2.2 Optimiser et contrôler la production de particules virales 
Un certain nombre d’études se sont portées sur la génération de  particules dé-
fectives, autant pour comprendre les mécanismes que pour l’appliquer éventuellement 
à des fins thérapeutiques, en généralisant la notion de parasite ou de coïnfection. Par 
rapport aux modèles précédents, on ajoute une équation sur les cellules infectées par 
une seule des espèces virales et une autre sur les cellules infectées par les deux. 
Avec une optique « écologique » de compétition proie/prédateur, Mc Leod et 
coll montrent que la production de particules virales défectives est favorisée par le sys-
tème immunitaire et peut conduire, selon l’efficacité du phénomène à l’élimination de 
l’infection (McLeod and Burroughs, 2000). Ils ajoutent que la vitesse de remplacement 
des cellules est aussi un facteur clef. Une population cellulaire qui se renouvelle rapi-
dement aura tendance à favoriser une infection persistante, avec peu de particules vira-
les sauvages (d’origine) et un haut taux de particules défectives (McLeod and Bur-
roughs, 2000). D’autres études permettent de vérifier que s’exerce une sélection de 
différents variants, que la situation n’est pas figée et dépend de l’agressivité de la sou-
che et des conditions de l’individu : il faut une souche efficace mais habile à se camou-
fler (Ball et al., 2007; Frank et al., 1999; Frank, 2000; Landi et al., 2008; Nelson and 
Perelson, 1995; Novella et al., 2004; Novella and Ebendick-Corpus, 2004 ). 
Dans un contexte semblable, Coombs et d’autres ont eu pour but d’optimiser la 
production de particules virales. Les modèles de type SIV employés mettent en avant 
l’importance du taux de production des particules virales mais également le fait qu’un 
taux d’encapsidation intermédiaire est préférable. Ils peuvent également définir un 
seuil au-delà duquel le virus peut persister (Coombs et al., 2003; Krakauer and Koma-
rova, 2003; Mohler et al., 2005). On revient donc sur des notions basiques d’efficacité 
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à toutes les étapes du cycle viral mais pas de manière excessive. Le problème reste 
cependant d’adapter ensuite ces données dans un champ plus expérimental. 
 
2.3 Un virus contre un virus, in silico 
Certaines études ont montré que la coïnfection d’une population cellulaire par 
deux virus pouvait entraîner le déclin de l’un d’entre eux. C’est le cas entre le virus de 
la rougeole et le HIV (Garcia et al., 2005). Un travail de modélisation en particulier 
met aussi ces résultats en avant (Revilla and Garcia-Ramos, 2003). Par rapport au mo-
dèle de base SIV, on rajoute, une autre population cellulaire, doublement infectée et un 
deuxième virus, exclusivement produit par cette dernière population cellulaire. Cette 
étude n’a pas été uniquement réalisée par simulation numérique puisqu’il existe des 
solutions littérales. 
De leurs résultats, les auteurs déduisent 3 états d’équilibre au système, c’est à 
dire 3 issues possibles : la survie d’aucun virus (rémission/guérison totale), une infec-
tion persistante par le premier virus avec la disparition totale du deuxième (échec de la 
thérapie), ou un équilibre entre les deux virus : infection persistante par les deux espè-
ces. Chacune des issues dépend en particulier de la vitesse à laquelle se répliquent et se 
dégradent les virus. Même s’il y a peu de chance que l’on puisse concevoir un virus 
dont les caractéristiques correspondent à ces valeurs, on peut cependant essayer de 
s’en rapprocher. Cependant, il est bien mentionné que ce modèle n’est valable qu’en 
absence du système immunitaire c’est à dire dans les phases précoces ou dans les pha-
ses tardives de l’infection par le VIH (Revilla and Garcia-Ramos, 2003) (figure 15). 
 
3. Des modèles originaux 
En marge des modèles dérivés du modèle SIV, certains groupes ont mis au 













Figure 15 : Le modèle SIV et coinfection
En haut, un schéma représentant le modèle employé par Revila et al. ,2003.
En bas, résultats de leurs simulations.
Conditions initiales : cellules saines = 200, virus n°1, MOI=10 -6
a. Modèle SIV
b. Modèle SIV avec coinfection, les efficacités infectieuses sont égales, taux de production du virus 2 = 2000 (unités arbitraires)
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3.1 Une analyse très précise de HIV 
Dans le cas du HIV, on a accès à certaines données quantitatives permettant de 
mieux appréhender la biologie de ce virus. Ainsi en 1999, Reddy et Yin ont mis en 
place un modèle très précis sur les cinétiques intracellulaires de la réplication de HIV1 
(Reddy and Yin, 1999). Ils se sont basés sur un système d’équations différentielles 
dont ils ont simulé les solutions. Leur modèle tient compte des différentes phases du 
cycle réplicatif (reverse transcription, import nucléaire, intégration au génome, trans-
cription, épissage et export des ARNm, traduction, assemblage et bourgeonnement). 
Ils mettent à profit des données chiffrées précises sur les constantes cinétiques de dif-
férentes réactions enzymatiques ou de temps de demi-vie des différents acteurs molé-
culaires. Au final, les courbes obtenues théoriquement (concentration des différents 
éléments viraux au cours du temps), s’accordent bien avec les résultats expérimentaux. 
Ils insistent cependant sur le nombre d’interactions qu’ils ont évidemment dû négliger 
ainsi que sur l’absence de données sur des mécanismes tels que le bourgeonnement. 
C’est à l’heure actuelle un des modèles les plus détaillés sur les mécanismes viraux 
(Reddy and Yin, 1999). 
 
3.2 HCV in vitro et in silico 
Dans une optique similaire, une étude récente a permis de mieux appréhender la 
réplication de HCV in vitro. Son but était de retranscrire ce qu’on savait des mécanis-
mes impliqués dans le cycle réplicatif et éventuellement de comprendre certains résul-
tats expérimentaux sans explication intuitive (Dahari et al., 2007b) (figure 16). 
Le système d’équation employé dans ce cas-là reprend selon la même logique 
que SIV l’évolution des quantités des différentes espèces moléculaires d’intérêt. 
L’originalité de l’approche est de considérer deux compartiments entre lesquels des 
échanges ont lieu.  
Cette étude a montré que seule la quantité de ribosomes accessibles à l’infection 














Figure 16 : Modèle de la réplication de HCV dans les cellules HuH-7
Chacune des flèches représente une équation. Chaque figuré représente un paramètre quantifié
par le système d’EDO. Par souci de lisibilité, n’ont pas été représentées les flèches signifiant la 
dégradation de chaque molécule/complexe.
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taux donnant la quantité de chaque espèce moléculaire d’intérêt, ils ont pu définir des 
valeurs pour l’affinité de la polymérase pour ces substrats, la vitesse d’entrée et de sor-
tie de chaque compartiment et ainsi mieux appréhender la biologie de ce virus, in vitro.  
Afin d’optimiser la production de particules virales en cellules Huh7, ils ont tes-
té l’effet de transfections avec l’intermédiaire de réplication et montré que sans affec-
ter l’état stationnaire, cette technique pouvait accélérer son établissement. Enfin, pour 
tester l’importance de la compartimentation dans le phénomène réplicatif de HCV, les 
auteurs ont testé leur modèle, sans compartimentation et obtiennent des résultats très 
différents des résultats expérimentaux (Dahari et al., 2007b). 
 
3.3 Influenza sous tous ses aspects 
Très récemment, une étude par ODE a été réalisée sur le virus influenza 
(Hancioglu et al., 2007). Il y est détaillé plusieurs populations cellulaires : saines, in-
fectées, résistantes, mortes, effectrices de l’immunité, présentatrices de l’antigène, pro-
ductrices d’anticorps… A travers cette modélisation, on a pu étudier l’impact de la 
charge virale initiale, de la virulence du pathogène ou de l’importance de la réponse 
IFN. Si leur modèle donne des solutions cohérentes avec les résultats expérimentaux, 
on peut, comme ils le font eux-mêmes critiquer la simplicité de leur système (malgré 
les 10 équations et les 27 paramètres). Ils s’accordent sur le fait que leurs résultats ne 
constituent une fois de plus que les bases d’un travail à plus grande échelle. En parti-
culier, leur interprétation du rôle des IFN dans le contrôle de la production virale (limi-
ter la croissance cellulaire et rendre les cellules résistantes à l’infection) manque de 
nuances (figure 17). 
Cependant, cela reste à l’heure actuelle l’un des modèles par EDO les plus 
poussés pour la description du jeu entre virus et système immunitaire. Ils donnent une 
optique quantitative à des observations simples : pour une dose initiale infectieuse fai-
ble, on obtient un statut asymptomatique (sans éveil du système immunitaire ni pro-
duction intense de virions), pour une dose intermédiaire,  on observe un déroulement  
Figure 17 : quelques résultats issus de Hancioglu et al. sur la dynamique d’infection par 
influenza
A. Suivi cinétique de la quantité de particules virales produites en fonction de l’efficacité infectieuse
B. Diagramme de phase comparant la charge virale à l’origine (en ordonnée) et les dégats
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classique de l’infection mais, stochasticité oblige, l’issue en est variée alors que 
pour une charge virale initiale importante, l’issue est beaucoup plus sévère. Au final, il 
est donc possible de décrire objectivement et quantitativement une infection virale 
(Hancioglu et al., 2007). 
 
4. Immunovirologie : la modélisation lève l’imbroglio 
4.1 Interféron et HCV, une partition à écrire 
Toujours en partant du modèle simple SIV, Perelson et al ont proposé certaines 
hypothèses pour le mode d’action du traitement IFN de patients infectés par HCV 
(Dixit et al., 2004). Ils considèrent que les patients sont dans un état stable, compte 
tenu de l’avancée de l’infection. Leurs modèles peuvent alors s’appliquer. D’après 
leurs analyses mathématiques, deux mécanismes sont possibles pour l’action de l’IFN : 
 _une première phase (au cours de laquelle la virémie descend rapidement) du-
rant laquelle l’IFN bloquerait la production virale, proportionnellement à la dose utili-
sée (jusqu’à une valeur plateau de 10mIU).  
_une deuxième phase durant laquelle l’IFN agirait sur la durée de vie  des cellu-
les infectées.  
Ces résultats sont obtenus en se basant sur la notion de phase d’éclipse : entre le 
temps d’infection d’une cellule et le moment où elle commence à produire activement 
du virus, il y a un laps de temps pouvant aller jusqu’à un jour alors que l’effet de 
l’interféron prend moins de 7 heures à se mettre en place. Les deux phases observables 
dans l’efficacité du traitement laissaient penser à deux mécanismes en relais. Pour vé-
rifier leurs hypothèses, le système SIV a été modifié en ajoutant un facteur d’efficacité 
(de l’IFN) qui diminue la quantité de particules virales produites par les cellules infec-
tées ce qui permet d’obtenir une réponse littérale pour la quantité de particules virales, 
en accord avec les résultats expérimentaux. 
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4.2 Les lymphocytes T, des acteurs sans texte  
Même si le système immunitaire est primordial pour gérer les infections virales 
persistantes, on ignore encore le rôle précis de chacun de ses compartiments. En parti-
culier, le rôle des réponses cytotoxiques (médiées par les cellules CD8+) et non cyto-
toxiques (médiées par les cellules CD4+)  reste très flou. Qu’il s’agisse des infections 
par HIV, HBV, HCV, SiV (Simian Immunodeficiency Virus) ou bien encore HTLV1, 
le rôle des cellules cytotoxiques ainsi que les conditions dans lesquelles s’établissent la 
chronicité de l’infection sont débattues. 
 
a) Avec HBV, des rôles discutables 
Les travaux de Perelson menés sur HBV se basent sur les précédents résultats 
obtenus sur HIV. Dans deux articles récents (Ciupe et al., 2007a; Ciupe et al., 2007b), 
le modèle SIV est adapté en distinguant deux sous populations de cellules infectées 
(selon la quantité de génome viral qu’elles contiennent) et font intervenir des cellules 
immunitaires luttant contre l’infection. Les données expérimentales proviennent de 
l’analyse de 7 patients infectés. Grâce à des données de la bibliographie et à différents 
simulations, ces travaux donnent des estimations de l’ensemble des paramètres 
d’intérêt du modèle, en particulier, la vitesse de mort des cellules infectées, le temps 
d’émergence d’une réaction immunitaire, l’impact des cellules infectées sur cette gé-
nération… La conclusion de leurs résultats est qu’une réaction immunitaire non cyto-
toxique n’a vraisemblablement aucun rôle dans le contrôle de l’infection chronique par 
HBV mais qu’au contraire on peut distinguer deux phases : une précoce durant laquel-
le la réponse non cytotoxique est primordiale, une seconde tardive au cours de laquelle 
la réponse cytotoxique est majoritairement impliquée. De plus, on apprend que la vi-
tesse à laquelle les cellules hépatiques se reproduisent est un facteur critique pour 
comprendre la clairance d’une infection aiguë.  
En revanche, leur modèle ne montre pas de différences significatives si l’on 
considère un seul pool de cellules infectées alors qu’expérimentalement, c’est un fac-
teur clef. De même, selon les valeurs employées, ils obtiennent un pic de 99% de mor-
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talité pour les cellules infectées, ce qui est en contradiction avec les observations sur la 
survie du foie. L’hypothèse de cellules réfractaires à l’infection est fort peu probable et 
pourtant pour valider leur système, ils doivent faire l’hypothèse que les cellules nou-
vellement produites le soient, peut-être via des cytokines qui établissent un état antivi-
ral préventif. Ce modèle permet ainsi de révéler certains des mécanismes sous-jacents 
impliqués dans l’issue d’une infection : chronicisation ou élimination du virus. Ces 
résultats avaient déjà été évoqués dans des publications moins récentes (Murray et al., 
2005; Whalley et al., 2001). Le « tout cytotoxique » n’est donc pas la bonne solution 
pour contrer l’infection virale : il faudrait détruire l’équivalent de 11 foies (en quantité 
de cellules disponibles) pour éliminer HBV. Dans ce modèle, les lymphocytes T non 
cytotoxiques inhibent la réplication virale en diminuant la demi-vie de la matrice ADN 
du virus HBV (Ciupe et al., 2007b). 
 
b) Questionner l’ambigüité et améliorer les diagnostics 
Selon un principe similaire, divers groupes ont abouti à des conclusions sem-
blables sur HIV (Murray et al., 1998; Rouzine et al., 2006) et HCV (Dahari et al., 
2007a; Dahari et al., 2005; Dahari and Perelson, 2007; Perelson, 1999; Perelson et al., 
2005), expliquant la nature biphasique de l’infection (aiguë puis chronique) par la mise 
en place progressive de l’immunité. Wick annonce entre 0,7 et 3 cellules tuées par jour 
par CTL suite à une infection par HIV (Wick et al., 2005). Wodarz insiste sur le carac-
tère à double tranchant d’une forte réponse CD4 : ces cellules limitent l’infection (ce 
sont des cellules immunitaires) mais la favorisent également (ce sont des réservoirs 
pour le virus) (Wodarz and Hamer, 2007). Guedj et al, en se basant sur leur modèle en 
EDO, insistent sur l’importance de pratiquer d’autres analyses chez les personnes at-
teintes du SIDA afin de prévoir l’avancement de la maladie : en plus du relevé des 
lymphocytes T CD4+ et de la charge virale, il faudrait avoir accès au nombre de cellu-
les infectées et au pourcentage de cellules activées par exemple (Guedj et al., 2007a; 
Guedj et al., 2007b). 
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L’augmentation du turnover des cellules immunitaires est une constante des in-
fections lentivirales et semble une hypothèse intéressante pour expliquer la lymphopé-
nie observée. Dans le cas du SiV, Kaur et coll. ont montré que ce n’était pas le cas 
(Kaur et al., 2008). La modélisation mathématique de leurs propres mesures expéri-
mentales met en évidence différents groupes de cellules mémoire, dont la vitesse de 
prolifération est inversement proportionnelle au nombre de cellules présentes. Ils mon-
trent de même que les lymphocytes T CD4+ prolifèrent plus que les lymphocytes T 
CD8+ ce qui permettrait de maintenir un nombre correct de lymphocytes T CD4+ 
(avec les mêmes contraintes que dans le cas de HIV). D’autres équipes (Mandl et al., 
2007; Regoes et al., 2004) se sont également penchées sur le rôle des CD8+, se conten-
tant généralement de traduire les données expérimentales sans pour autant approfondir 
les résultats obtenus.  
 
D’une manière générale, les résultats obtenus sont en accord avec l’intuition 
que l’on avait et ne constituent que les bases pour développer des approches de plus en 
plus complexes afin de mieux appréhender la logique virale. Les modèles serviraient 
donc à valider les hypothèses intuitives que forment les biologistes au sortir de la pail-
lasse. 
 
5. Des modèles en temps… et en espace 
5.1 Automates cellulaires et influenza 
L’une des limitations des études par EDO est qu’elles ne prennent pas en comp-
te des aspects spatiaux du développement viral, mais se limitent à une étude globale, 
moyenne des phénomènes. Catherine Beauchemin, sur ce principe, a développé une 
approche d’automates cellulaires sur le virus influenza A. Dans un premier temps, elle 
s’est basée, sur les travaux de modélisation par ODE publiés une dizaine d’années au-
paravant. Le constat qu’elle fait est simple. Elle considère un tapis de cellules épithé-
liales (cibles du virus influenza) qu’elle assimile à une matrice. Sur cette matrice se 
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déplacent des cellules immunitaires. On considère au départ un certain nombre de cel-
lules épithéliales infectées. La transmission de l’infection se fait de cellule à cellule. 
Elle distingue les cellules saines, des cellules infectées et des cellules exprimant les 
protéines virales (et donc infectées depuis un temps donné). Les cellules immunitaires 
qui se déplacent aléatoirement sur la matrice de cellules épithéliales sont d’abord dans 
un état immature. Quand elles entrent en contact avec une cellule exprimant les protéi-
nes virales, elles les reconnaissent et deviennent matures. Elles recrutent alors des cel-
lules immunitaires immatures. Toutes les cellules ont une durée de vie précise et peu-
vent mourir des suites de l’infection.  
Dans son premier article (Beauchemin et al., 2005), C.Beauchemin discute de 
l’importance de chacun des paramètres qu’elle peut faire varier : la vitesse de dépla-
cement des cellules immunitaires (qui semble être un paramètre crucial), leur durée de 
vie (qui, compte tenu du temps maximal d’infection, n’entre pas en jeu), du temps de 
division des cellules épithéliales et de leur survie… Cela lui permet de se concentrer 
sur certains paramètres cruciaux et de lancer éventuellement de nouvelles pistes 
d’investigation pour les chercheurs.  
Cependant, dans un article plus récent (Beauchemin, 2006), elle revient sur ce 
modèle en questionnant certaines hypothèses trop légères. En particulier, elle revient 
sur l’importance de la distribution initiale des cellules infectées (aléatoire dans le pré-
cédent modèle), la multiplication des cellules saines (qui pouvaient apparaître au mi-
lieu de cellules infectées précédemment) et également une règle plus « réaliste » sur la 
prolifération des cellules immunitaires. Plus en accord avec les observations (quoique 
dans le modèle précédent, certaines des observations corrélaient très bien avec les me-
sures expérimentales) (figure 18), ce nouveau modèle a, entre autre, mis en évidence 
l’existence d’infection chronique dans certains cas. Cependant, comme elle le men-
tionne, la quantité très faible de cellules infectées productrices dans ce cas là, ne per-
mettraient pas de les détecter. On peut cependant s’interroger sur l’existence, et le cas 
échéant, l’impact de ces infections persistantes par influenza A. Au final, ce modèle  
Figure 18 : Images ‘time lapse’ de différentes simulations d’infection de cellules épithéliales 
selon les modèles de Beauchemin et al.
Les cellules saines sont indiquées en blanc. Plus la cellule infectée exprime d’antigènes viraux plus 
sa couleur évolue (vert, rouge puis noir quand elle meurt). Les cellules immunitaires sont 
représentées en bleu, 
La première ligne correspond aux résultats avec le modèle du premier article (modèle 2005). On 
voit une nette différence par rapport à la deuxième version du modèle. Les trois dernières lignes 
représentent l’évolution du tapis cellulaire pour différentes conditions (régénération des cellules 
épithéliales et distribution des cellules immunitaires, aléatoires (modèle 2006 a) ou conditionnées 
par l’environnement (modèles 2006 b et c))
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Modèle 
« 2006 » b
Modèle 




Cellule productrice de virus
Cellule immunitaire naïve
Cellule immunitaire activée
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est encore à affiner, actuellement dans les locaux… de Perelson (Beauchemin et al., 
2007). 
De bons modèles ? 
La prise en compte des aspects spatiaux du développement infectieux permet 
entre autre de ne plus observer les oscillations caractéristiques des solutions du modèle 
SIV (Funk et al., 2005). Un modèle d’automate cellulaire a également été mis en place 
pour étudier HBV (Xiao et al., 2006). 
 
5.2 Cellules, IFN, virus, on mixe le tout… 
Une étude réalisée par T Howat (Howat et al., 2006), permet de visualiser les 
interactions entre l’IFN β et HSV au cours de l’infection de cellules MDBK. Le tapis 
cellulaire est assimilé à une matrice dont les cases seraient hexagonales et distinguent 
des cellules susceptibles, infectées, mortes ou dans un état antiviral. Chaque cellule 
interagit avec ses voisines (18 dans le voisinage immédiat ou presque). Elle peut pro-
duire des particules virales ou de l’IFN. Virions et cytokines se déplacent à la surface 
cellulaire selon des cinétiques arbitraires. La transition d’un état sain à un état infecté 
ou d’un état sain à un état résistant s’opère selon des probabilités choisies aléatoire-
ment et dont on teste les effets. Les résultats obtenus sur le développement des plages 
de lyse et sur la production d’IFN sont cohérents avec leurs observations expérimenta-
les. Cette étude se conclut sur l’importance de la charge virale initiale, en désignant 3 
valeurs seuil : une de l’ordre du centième de pfu par cellule qui permet aux cellules de 
revenir à un état intact au bout de plusieurs jours, une de l’ordre du dixième de pfu par 
cellule qui permet la plus forte production d’IFN par les cellules et une proche de 1 qui 
est le seuil à franchir pour obtenir la plus grande production de virus au détriment de la 
mort de l’ensemble du tapis cellulaire. Cette étude, basée sur des observations simples 
et un modèle qui l’est tout autant, met en avant des conclusions intéressantes du point 
de vue biologique (y compris l’intérêt de pré traiter les cellules avec l’IFN pour mini-
miser l’impact de l’infection). C’est un exemple de travail illustrant de manière spatia-
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le la nature dynamique des interactions entre virus et système immunitaire (Howat et 
al., 2006). 
D’autres études avaient été menées sur les IFN (Bazhan and Belova, 1999 ; Hal-
ford et al., 2005) et corroborent l’intérêt d’un prétraitement des cellules avec l’IFN 
pour lutter contre l’infection virale. De plus, les effets des IFN β et γ seraient multipli-
catifs face à HSV (Halford et al., 2005). 
 
Malgré quelques franches réussites et un intérêt indéniable en pharmacologie et 
en vaccinologie, la modélisation mathématique de la virologie en reste à ses balbutie-
ments. A l’heure actuelle, elle se borne à retranscrire les observations des expérimenta-
teurs. Loin d’être la solution à toutes les questions, il faut la considérer comme un 
nouvel outil que le développement de l’informatique permet peu à peu d’employer à sa 
pleine puissance. Insidieusement, le formalisme mathématique met à mal certains des 
doutes et des flous du biologiste, il ouvre de nouvelles perspectives et permet au final 
d’avoir une vision intégrée qui manque cruellement face à l’afflux continu de données 
expérimentales. En particulier, on peut apprécier la souplesse logistique des expérien-
ces de modélisation. De plus, le fait de pouvoir tester des hypothèses biologiques ré-
alistes mais irréalisables à la paillasse est un atout majeur. La modélisation et 
l’interdisciplinarité de manière générale sont en plein développement et même si pour 
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La vaccination contre la rougeole est aujourd’hui encore le seul moyen de lutte contre 
cette maladie. La mise au point des vaccins utilisés actuellement se base essentielle-
ment sur la faculté des souches sauvages de VR à s’adapter à un nouveau contexte cel-
lulaire au dépens de leur pathogénicité chez l’homme. Si le principe général de cette 
technique est facile à interpréter dans une optique écologique, les bases moléculaires 
permettant d’achever ces processus n’en restent cependant toujours pas élucidées.  
Afin d’endiguer une infection virale, le système immunitaire met en place très 
précocement une réponse IFN de type I. L’efficacité protectrice des vaccins anti-
rougeoleux pourrait faire intervenir ces molécules au large spectre d’effets. Le but de 
mes travaux de thèse était donc de relier l’adaptation du VR (et son atténuation) au 
système IFN de type I afin, à long terme, de mieux appréhender la vaccination mais 
aussi de mieux contrôler les IFN α/β. 
Dans un premier temps, j’ai caractérisé l’efficacité infectieuse d’une souche 
sauvage (G954-PBL) et d’une souche dérivée de celle-ci par adaptation aux cellules 
Vero (G954-V13). Cette étude a été réalisée à différentes échelles et a permis de met-
tre en évidence que l’atténuation du VR (vérifiée dans un modèle de souris transgéni-
que) ne mettait pas forcément en jeu le système IFN de type I en dépit de mutations 
affectant les protéines virales connues pour interférer avec ces molécules (P/V/C). De 
plus, nous remettons en question des paradigmes trop longtemps acceptés tels que la 
résistance des souches sauvages au système IFN de type I et leur faible capacité induc-
trice (article 1).  
Au cours de ces expériences, le suivi cinétique de la production de particules in-
fectieuses et d’IFN de type I par des PBMCs infectés a clairement mis en évidence les 
liens très forts et mal définis entre efficacité infectieuse et induction de réponse IFN. 
En effet, la production de particules virales dépend de l’efficacité réplicative intrinsè-
que de la souche virale mais également de la physiologie cellulaire (et pas uniquement 
de la présence ou absence du/des récepteurs). De plus, la mise en place (et le main-
tien ?) d’une réponse antivirale est initiée par l’infection et tend à éliminer cette der-
nière. Ces interrelations difficiles à explorer m’ont conduit à développer une approche 
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mathématique de l’infection rougeoleuse. A l’heure actuelle, nous nous sommes 
concentrés sur la caractérisation de la polymérase virale et avons développé un modèle 
à mi chemin entre les modèles basés agents, les automates cellulaires et les systèmes 
d’équations différentielles (article 2). 
En marge de ces travaux, des activités collaboratives, toujours en lien étroit 
avec le VR ont permis de mettre en évidence que la fusion initiée par l’infection rou-
geoleuse était un mécanisme d’induction de l’IFN de type I (article 3). En outre, une 
étude similaire à celle que nous avons menée, utilisant des outils différents, relie des 
différences génétiques entre souches du VR, l’efficacité réplicative, l’induction d’IFN 
et l’utilisation spécifique de CD46 ou CD150 (article 4).  
Le modèle de souris transgéniques pour CD150 développé au sein du laboratoi-
re a permis également de s’intéresser à la branche adaptative du système immunitaire 
(article 5). 
 
Les travaux présentés ici s’attachent donc à (re)définir les liens entre virus de la 
rougeole et système IFN de type I ou le système immunitaire en général. Au travers 
d’approches expérimentales plus ou moins traditionnelles, ils questionnent les notions 
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G954-PBL est la souche sauvage de référence du laboratoire de T.Fabian Wild, 
isolée à partir de lymphocytes d’un enfant infecté et propagée sur des PBMCs. Adap-
tée aux cellules Vero par 13 passages successifs, cette souche enregistre 5 mutations 
affectant les protéines P/V/C et M (tableau 1). En accord avec des résultats publiés 
précédemment, la souche adaptée, G954-V13, n’induit pas de syncytia sur les cellules 
Vero, à l’instar de la souche dont elle dérive et en dépit de l’expression abondante de 
protéines virales à la surface de ces cellules. L’expression de CD150 permet 
d’observer l’effet cytopathique caractéristique du VR.  
L’infection intranasale de souris transgéniques pour le CD150 humain avec la 
souche G954-PBL conduit invariablement à la mort des animaux. En revanche, la sou-
che adaptée infecte les animaux, comme le prouve la présence d’une réponse anticorps 
dirigée contre la protéine N du VR chez les animaux infectés mais n’a pas d’effet létal. 
Cette atténuation n’est pas basée sur l’invalidation d’IFNAR, récepteur des IFN de 
type I, en dépit des mutations au niveau des protéines P/C/V (tableau 2).  
In vitro, il apparaît que les infections par les souches G954 sont restreintes aux 
types cellulaires auxquels ces virus sont adaptés. Ainsi, G954-PBL se développe inten-
sément et rapidement au sein des PBMCs mais pas au sein des cellules Vero, au 
contraire de la souche G954-V13 (figure 1 et tableau 3). Quand les cellules sont 
(pré)traitées avec de l’IFN de type I afin de mimer l’établissement de cette réponse 
antivirale, l’infection s’opère selon les mêmes limitations. On notera cependant que 
dans un contexte cellulaire qui les désavantage, les souches G954 sont plus sensibles à 
l’effet des IFN de type I (figure 2 et tableau 4).  
Des résultats publiés précédemment prônaient que les souches sauvages 
n’induisaient pas d’IFN de type I. Nous montrons que G954-PBL induit la production 
de 10 fois plus d’IFN que la souche adaptée, G954-V13, et autant que la souche vacci-
nale Edmonston Zagreb par les cellules dendritiques plasmacytoïdes (figure 3). Les 
pDCs peuvent donc être considérées dans le contexte d’infection rougeoleuse comme 
les principales productrices d’IFN de type I, en dépit d’une infection par le VR effica-
ce mais abortive (tableau3). 
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Ainsi, à peine 5 mutations affectant M et P/V/C peuvent profondément altérer la 
pathogénicité du VR sans faire intervenir le système IFN de type I.  
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Abstract
Background: Measles virus attenuation has been historically performed by adaptation to cell
culture. The current dogma is that attenuated virus strains induce more type I IFN and are more
resistant to IFN-induced protection than wild type (wt).
Results: The adaptation of a measles virus isolate (G954-PBL) by 13 passages in Vero cells induced
a strong attenuation of this strain in vivo. The adapted virus (G954-V13) differs from its parental
strain by only 5 amino acids (4 in P/V/C and 1 in the M gene). While a vaccine strain, Edmonston
Zagreb, could replicate equally well in various primate cells, both G954 strains exhibited restriction
to the specific cell type used initially for their propagation. Surprisingly, we observed that both
G954 strains induced type I IFN, the wt strain inducing even more than the attenuated ones,
particularly in human plasmacytoid Dendritic Cells. Type I IFN-induced protection from the
infection of both G954 strains depended on the cell type analyzed, being less efficient in the cells
used to grow the viral strain.
Conclusion: Thus, mutations in M and P/V/C proteins can critically affect MV pathogenicity,
cellular tropism and lead to virus attenuation without interfering with the α/β IFN system.
Background
Mass vaccination with live attenuated measles vaccines
has greatly reduced the incidence of this disease and its
associated pathologies. Most vaccine strains were estab-
lished after numerous passages on various cell lines. Dur-
ing this period of adaptation, the virus genome mutated
in order to replicate efficiently in cell culture and thus, the
original viral phenotype has been modified by mecha-
nisms which are still poorly understood. The mutations
observed in the RNA genome may be responsible for the
replication of the clinical virus in its new host cell at dif-
ferent levels: entry, transcription, translation or budding.
Measles virus (MV), one of the leading causes of infant
death in developing countries, is a member of the Para-
myxovirus family. Like other viruses of this family, the MV
negative RNA genome is protected by the N protein. Its
association with the replicative complex (P and L pro-
teins) constitutes the nucleocapsid. H (haemagglutinin)
and F (fusion) proteins are surface glycoproteins, set in a
lipid envelope, lined by the M (matrix) protein, and are
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addition to the structural proteins, the MV genome
encodes for two accessory proteins, C and V [1].
For many years, few MV wild-type isolates were available
for study. This was mainly due to the choice of the cell line
used for virus isolation. Clinical or wild type MVs use
CD150 (SLAM) as their main host cell receptor to attach
to cells and so are most easily isolated on cell lines
expressing this molecule [2]. The vaccine and vaccine-like
strains, which readily multiply in cells lacking this recep-
tor, were shown to be able to use an additional receptor,
CD46, a ubiquitously expressed molecule [3,4]. Further, it
was established that a critical amino acid (aa) in the MV
H glycoprotein governed the use of the two receptors.
Mutation of aa 481 from asparagine to tyrosine permitted
the wild type strains to attach to CD46 [5]. In vivo, wild
type viruses are reported to infect both endothelial and
epithelial cells, which do not express CD150. Thus, it is
not clear how the virus gets into the host cell. Two differ-
ent hypotheses propose that either the wild type virus
enters using CD46 as a low affinity receptor [6,7] or that
there is another unidentified receptor involved [8-10].
Naniche et al. showed that in contrast to wild type MV
strains, vaccine strains induced high levels of IFN in
peripheral blood mononuclear cells (PBMCs) [11]. More-
over, the wild type strains were more sensitive to exoge-
nous IFN. A number of studies have shown that MV, C
and V accessory proteins may be implicated in both the
inhibition of the induction and action of IFN [12-17].
However, it is still unknown whether the function of C
and V proteins in the regulation of type I IFN system is
altered after virus attenuation. Schlender et al. showed
that a measles vaccine strain (Schwarz) replicates effi-
ciently in plasmacytoid Dendritic Cells (pDCs, the major
producers of type 1 IFN [18]) and blocks IFN induction by
several ligands [19]. Nevertheless, the complexity and the
diversity of the experimental systems previously used
made a clear-cut interpretation of these data difficult in
the estimation of the role of type I IFN in the attenuated
MV phenotype.
It was shown that viruses isolated on B95a cells could
induce in a monkey model all the clinical features
observed in humans. However, adaptation of the virus to
Vero cells attenuated the pathogenicity of the virus
[20,21]. Sequence comparison of the 2 viruses showed
that there were 5 aa changes in the polymerase (P/V/C and
L) and 3 aa changes in the H [22] affecting the replication
and transcription processes and also the syncytia forma-
tion. In a second study, the attenuating mutations were
restricted to the P and M genes [23] with a deletion of the
C gene. Recently, Tahara et al. adapted a wt strain to Vero
cells and observed mutations in the M and L proteins. The
adapted virus could grow in cells that did not express
CD150 but was less efficient in the cell/cell fusion process
[24]. The mutation E89K in M was then shown to be
implied in alteration of the interaction between the M and
H proteins [25].
In the present study, we compared G954-PBL, a MV wild
type isolate propagated on PBMCs with G954-V13, a virus
adapted from G954-PBL by 13 passages on Vero cells.
Both strains were shown to have no differences in the H
and F proteins and to use CD150 and not CD46 as a
receptor [10]. Sequence analysis of both G954 viruses
revealed that there were 5 mutations located only in the P/
V/C and M genes. These mutations render the virus highly
attenuated in vivo. Loss of pathogenicity could be related
to different aspects of infection. Both G954 strains seemed
to be restricted to specific cell types initially used to prop-
agate the virus. Interestingly, the vaccine strain, Edmon-
ston Zagreb (Ed-Zagreb), used as a control, was more
robust than either of the G954 strains, multiplying in dif-
ferent cell types. Surprisingly, despite the differences in
the P/V/C genes and the current belief that viral sensitivity
to and induction of type I IFN correlate with an attenuated
phenotype, this study shows the existence of exceptions to
this dogma where virus attenuation is not linked to α/β
IFN system.
Methods
Virus strains and cell lines
The wild-type MV strain, G954-PBL (genotype B3.2), was
isolated in Gambia in 1993 and was propagated on acti-
vated human PBMCs. The Vero adapted strain, G954-V13
was obtained after 13 successive passages of a G954-PBL
sample on Vero cells, [10]. MV vaccine Edmonston-
Zagreb was kindly provided by D. Forcic and R. Mazuran
(Immunology Institute of Zagreb, Croatia). Vesicular sto-
matitis virus (VSV) (Indiana strain) was propagated on
Vero cells.
Measles viruses were titrated on Vero/CD150 cells by the
standard plaque assay method as previously described
[10]. For the establishment of viral kinetics, each time
point was obtained individually. Infections were per-
formed at a MOI of 0,1.
B95a, Vero, and Vero/CD150 cells were propagated in
Dulbecco's modified Eagle's medium (Invitrogen) supple-
mented with 2 mM L-glutamine, 100 U of penicillin/ml,
0.1 mg of streptomycin/ml,10 mM HEPES, and 10% fetal
calf serum or 2% for infections.
Isolation and infection of human haematopoietic cells
Human PBMCs were prepared from whole blood of
healthy donors (Etablissement Français du Sang, Lyon,
France) by Ficoll-Hypaque density gradient centrifugationPage 2 of 12
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vated cell sorting (MACS) using the BDCA-4 dendritic cell
isolation kit from Miltenyi Biotec. Prior to positive selec-
tion, monocytes, B cells, T cells, NK cells, red cells and
macrophages were depleted by negative selection. Cells
were incubated with an antibody cocktail directed against
CD3, CD8, CD14, CD16, CD19, CD35, CD56 and glyco-
phorin-A, then with Biomag Goat anti-mouse IgG mag-
netic beads (Quiagen) and finally separated using a
Biomag magnet. PDCs were labeled with anti-BDCA-4
antibody coupled to colloidal paramagnetic micro beads
and passed through a magnetic separation column (LS
column; Miltenyi Biotec). The purity of isolated pDCs
(BDCA2 positive, CD123-positive) was between 75% and
95%. pDCs from individual donors were used separately
in all experiments and were not pooled. Contaminating
cells were mainly monocytes. After isolation, cells were
infected for 2 hours, then supernatants were removed and
cells were cultivated in RPMI supplemented with 10%
FCS at 37°C and 5% CO2 with 10 ng/mL of IL-3 for the
pDC (105 cells/mL) and 1 µg/mL PHA, 50 U/mL IL-2 for
the other cells (PBMCs, CD3+CD19+, monocytes ; 105
cells/mL).
Infection of mice
Heterozygous one-week-old suckling CD150 transgenic
mice [26], backcrossed or not in a type I IFN receptor defi-
cient background [27] and their nontransgenic littermates
were infected intranasally (i.n.) by application in both
nares of 10 µl of MV (103 PFU). Clinical signs of disease
and the weight of the mice were assessed daily for 8 weeks
after infection. Mice were bred at the institute's animal
facility (Plateau de Biologie Experimentale de la Souris,
IFR128 BioSciences Lyon-Gerland, France), and in vivo
protocols were certified by the Comité Rhone-Alpes
d'Ethique pour l'Expérimentation Animale (CREEA).
Determination of MV-specific antibodies in murine serum 
by ELISA
Sera were taken from G954-V13 infected mice at 60 days
after infection from the retro-orbital vein or by intra-car-
diac punction and tested for anti-MV antibodies by
enzyme-linked immunosorbent assay (ELISA) as
described previously [26]. The titer of N-specific antibod-
ies in each serum sample was determined using a standard
curve established with sera from mice immunized with
MV in complete Freund's adjuvant and expressed in rela-
tive units.
Extraction of MV-specific RNA
For quantitative PCR, total RNA was obtained directly
from the supernatant of infected cells or control non-
infected cells, using the Nucleospin RNA Virus kit (Mach-
erey-Nagel, Düren, Germany), according to the manufac-
turer's protocol. For in vivo experiments, total RNA was
extracted from murine brains and lungs at 10 days post
infection with RNA-NOW (Biogentex, Ozyme, France)
and treated with DNase I (Sigma).
Detection and quantification of MV-specific RNA
Detection of efficient replication in mice brains (presence
of mRNA coding for N), was performed as previously
described [26]. For determination of viral genome pro-
duction, cDNA was obtained using the Superscript II kit
(Invitrogen) and further diluted to perform quantitative
PCR using a Platinum SYBR Green qPCR super mix uracil
DNA glycosylase kit (Invitrogen). The RT reaction was
specific using the following primer (corresponding to the
N region of the genome): 5'-GACATTGACACTGCATC-3'.
The Quantitative PCR experiments were performed with
this primer as forward and 5'-GATTCCTGCCATGGCTT-
GCAGCC-3' as reverse. QPCR was performed with an ABI
Prism 7000 SDS, and results were analyzed using ABI
Prism 7000 SDS software available from the Genetic Anal-
ysis Platform (IFR128 BioSciences Lyon-Gerland). In
order to normalize the results, the ubiquitin housekeep-
ing gene was quantified [26]. The level of expression of
the gene of interest in an unknown sample was calculated
from the real-time PCR efficiency of primers and the cross-
ing point deviation of the unknown sample versus a
standard, as described previously [28]. Briefly, these
standard references were included in each PCR run for
every analyzed gene in order to standardize the PCR run
with respect to RNA integrity, sample loading, and inter-
PCR variations. The calculated relative expression repre-
sents, therefore, the ratio of the expression level of gene of
interest versus the expression level of the housekeeping
gene. Otherwise, when the level of expression of none of
the housekeeping genes tested was found to be stable,
results were normalized in function of the initial number
of cells.
Nucleic acid sequencing
Experiments were performed as described in Kouomou et
al [10]. Briefly, PCR products were electrophoresed on a
1.2% agarose gel, and then purified using a QIAquick Gel
Extraction kit (Qiagen, Courtaboeuf, France) following
the manufacturer's instructions. Purified PCR products
were sequenced with the ABI prism Big Dye Terminator
Cycle Sequencing Ready Reaction Kit (PE Biosystems,
Langen, Germany). The reaction products were analyzed
in an ABI Prism 3100 automatic sequencer (Perkin Elmer,
Langen, Germany). The MV G954-PBL and G954-V13
sequences were deposited in Genebank under the acces-
sion numbers: EF565854 (N gene), EF565855 (P gene,
G954-PBL), EF565857 (M gene, G954-PBL), EF565859 (L
gene), EF565856 (P gene, G954-V13) and EF565858 (M
gene, G954-V13).Page 3 of 12
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UV-inactivated cell culture supernatants were serially
diluted (2-fold) and added to confluent Vero monolayer
cells. After incubation for 24 h at 37°C, the cells were
infected with VSV at 0.1 PFU/cell. Cytopathic effects were
determined after fixation with formalin and methylene
blue coloration 24 h later. Titration end-point represented
dilutions that gave VSV-induced lysis of 50% of the cells.
IFN titers are expressed as International Units per millili-
ter with reference to a standard IFN curve obtained using
α-IFN (Sigma).
Results
Adaptation of wild type MV to Vero cells induced 5 
mutations in the P/V/C and M genes
In a previous study [10], we isolated MV (G954-PBL) from
the lymphocytes of a patient and maintained the isolate
either in PHA-activated human PBMCs or adapted the
virus to Vero cells. During this adaptation to Vero cells, we
reported no changes in the amino acid sequences of the
two viral glycoproteins, H and F [10]. Although the Vero
infected cells expressed large amounts of the two glyco-
proteins at the cell surface, no fusion (syncytia) was
observed. However, infection of Vero cells expressing the
MV receptor CD150 readily induced fusion [10]. Three
additional passages on Vero cells did not modify this viral
phenotype. In order to identify the mutations implicated
in the adaptation of the virus (G954-V13) to Vero cells, we
sequenced the complete genomes of both viruses. There
were a total of 5 nucleotide changes which led to coding
changes. These are shown in table 1 (P, E242V ; V, H232D
; C, F93S and V130A ; M, E89K).
The Vero-adapted strain, G954-V13, is highly attenuated in 
vivo
Intranasal infection of CD150 transgenic suckling mice
with the G954-PBL strain leads to MV spread to different
organs and to the development of a lethal neurological
syndrome [26]. To study the pathogenicity of the G954-
V13 Vero-adapted virus, transgenic CD150 suckling mice
were inoculated intranasally with either the wild type
G954-PBL or the adapted G954-V13 virus (table 2).
Whereas the G954-PBL infected mice died within 15 days
post infection (pi), no deaths were observed for the G954-
V13 infected mice during the period of observation (90
days). Ten days after infection, when a high level of G954-
PBL replication is observed [26], some of the infected
mice were sacrificed and the presence of virus in the differ-
ent organs was studied by RT-PCR. In the case of the
G954-PBL infected mice, the distribution of the virus was
similar to that previously described [26]. In the G954-V13
infected animals, MV was not detected by the technique
used. However, at 60 days pi, the mice exhibited anti MV-
N antibodies in their sera as detected by ELISA. Infection
with UV-inactivated virus did not induce antibody pro-
duction, strongly suggesting that generation of antibodies
requires initial replication of G954-V13 after intranasal
infection of CD150 transgenic mice. Therefore, G954-V13
replicates in this transgenic model without provoking any
pathological effect demonstrating that MV adaptation to
Vero cells is associated with an important loss of viral
pathogenicity in vivo.
Four of the 5 mutations differing G954-PBL and G954-
V13, are located in the P/V and C genes. These proteins are
known to interfere with the production and signaling of
type I IFN, suggesting potential importance of type I IFN
in G954-V13 attenuation. Therefore, we studied the path-
ogenicity of G954 strains in CD150 transgenic mice
crossed into a type I IFN receptor KO background. While
intranasal G954 V13 infection was again not lethal for
transgenic mice, the infection with G954-PBL resulted in
death of all the animals within 11 days (lethal outcome
between day 9 and day 11). The absence of pathogenicity
of G954-V13 in mice lacking type I IFN receptor strongly
suggested that G954 V13 attenuation could be independ-
ent of type I IFN.
Adaptation of MV restricts its replication to specific cell 
types
Although the transgenic murine model is a convenient
system to test different aspects of MV infection, it cannot
reflect completely the physiopathology in humans. There-
fore, we further analyzed the properties of G954 viruses in
different primate cell types.
Table 1: Summary of nucleotide and deduced amino acid differences between the G954-PBL and G954-V13 strains.
Nucleotide Amino Acid
Gene Position G954 PBL G954 V13 Protein Position G954 PBL G954 V13
P/V/C 2106 T C C 93 Phe Ser
2217 T C C 130 Val Ala
2499 C G V 232 His Asp
2531 A T P 242 Glu Val
M 3702 G A M 89 Glu LysPage 4 of 12
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ability to replicate in different tissues. Moreover, the E89K
mutation in the M protein of another wt strain of MV per-
mitted an efficient replication in Vero cells while limiting
the cell/cell fusion process [25]. In order to verify if such
a phenomenon was observed with our strains, we com-
pared the replication of both G954 viruses in several pri-
mate cell types and used the Edmonston Zagreb strain as
a vaccine reference.
PBMCs from healthy donors were infected with either
G954-PBL or G954-V13 or Ed-Zagreb (MOI = 0.1) and the
production of virus monitored daily (figure 1A). G954-
PBL readily infected these cells with a peak of virus pro-
duction on day 4. In contrast, G954-V13 virus poorly rep-
licated: 100 fold less in these cultures than its parental
strain. The Ed-Zagreb vaccine strain replicated almost as
well as the wt strain.
The G954-V13 strain grew well in Vero cells (figure 1B),
multiplying far more efficiently than G954-PBL. However,
we did not observe any difference in syncytia formation
between G954-PBL and G954-V13. The expression of
CD150 on Vero cells did not modify the kinetics of G954-
V13 replication. Similar results were obtained with the Ed-
Zagreb vaccine strain. In the case of the wt strain, the avail-
ability of CD150 enhanced by almost 100 the yield of
infectious virus (figure 1C).
All three viruses efficiently replicated in B95a cells, which
express CD150 but not CD46. G954 V13 yield was 10
times greater than the wt and Ed-Zagreb infections the
first 2 days of infection (figure 1D). Thus, the restriction
of G954 strains to specific cell types did not seem to rely
on known receptor expression.
At day 3 or 4 pi, i.e. when the virus yields were the highest,
we performed RT-QPCR analysis on infected cultures. The
number of MV genomes present in those cultures is
shown in table 3. G954-V13 and Ed-Zagreb infections of
PBMCs were 20 times less productive than infections of
Vero/CD150 cells, while there were 10 fold more
genomes of G954-PBL in infected PBMCs than in the
Vero/CD150 cells.
Thus, viral adaptation to a specific cell type could be
linked to a more efficient production of infectious parti-
cles and a greater accumulation/production of genomes in
cell culture and not necessarily to restrictions at the entry
level.
Sensitivity of MV G954-PBL and G954-V13 to IFN
Previous studies showed that wild type MV strains are
more sensitive than vaccine strains to type I IFN in PBMCs
[11] and that V and C proteins can interfere with type I
IFN signaling [13-16]. Therefore, we studied the sensitiv-
ity of G954 and Ed-Zagreb strains to type I IFN. As PBMCs
are a very heterogeneous cell population, Vero/CD150
cells were also included in the study. These cells have the
added advantage of not synthesizing IFN while being sen-
sitive to its protective effect which means that any effect
can be correlated to exogenously added IFN. Moreover,
we studied the kinetics of infection prior to or following
addition of type I IFN. This enabled us to study both the
inhibition of virus production as well as delay in the
establishment and duration of infection.
Addition of different amounts of type I IFN to Vero/
CD150 cells prior to infection revealed that G954 viruses
were inhibited to similar levels. Treatment of cells 48
hours prior to infection with 100 IU of type I IFN reduced
infectious virus production by both viruses by approxi-
mately 80–90 % and was completely inhibited with 500
IU when assayed 3 days after infection (table 4). Pre-treat-
ment of the cells with type I IFN for shorter periods
revealed similar profiles except that higher concentrations
Table 2: Pathogenicity of G954 MV strains in vivo
Mice genotype 
(no. of mice)
Viral strain Mortality rate (time/days) MV replication 
(10 days pi) (*)
anti-N response (15 days 
pi)(†)
brain lung
C57/Bl6 (8) G954 PBL 0 % - - -
G954 V13 0 % - - -
CD150 tg (6–8) G954 PBL 100% (9–15 d) +++ + ++
G954 V13 0% - - +/++
UV inactivated G954 V13 0% nd nd -
CD150/IFNARKO (8–10) G954 PBL 100% (9–11 d) nd nd nd
G954 V13 0% nd nd +/++
(*)determined by RT PCR on N mRNA: +++ > 10× housekeeping gene expression; + > 0,1× housekeeping gene expression ; – beyond limit of 
detection ; nd not determined
(†) determined by ELISA on N specific sera antibodies: ++ between 1 and 10 arbitrary units; + between 0,1 and 1 arbitrary units; – beyond 0,1 
arbitrary unitsPage 5 of 12
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a threshold effect. Finally, although the Ed-Zagreb infec-
tion was more resistant to a pretreatment of 8 and 24
hours than both G954 viruses, it showed similar resist-
ance at the 48 h point.
We next examined the effect of type I IFN during the MV
infection. Different quantities of IFN were added to Vero/
CD150 cells infected with G954-PBL, G954-V13 or Ed-
Zagreb (MOI = 0,1) at 2, 4 or 12 hr post infection (figure
2A–D, G). The later the IFN was added the less effect it had
on the inhibition of infectious virus production. Treat-
ment with more than 1250 IU/mL of IFN 2 h pi blocked
the infection by the wt strain. The infection was delayed
and produced less infectious virus in proportion to the
quantity of IFN added. IFN added 12 h after infection did
not slow down the production of infectious MV. In the
case of G954-V13, the effect of type I IFN was much less
important. The infection was never delayed, slightly ham-
pered and shortened, proportionally to the added dose.
Interestingly, the infection by Ed-Zagreb was far more
robust. Independently of the delay between type I IFN
treatment and infection, there was a slight dose effect (fig-
ure 2G and unpublished results): the vaccine strain infec-
tion of Vero/CD150 cells was less affected by type I IFN.
Thus, it appears that type I IFN-induced protection of
Adaptation to a specific cell type limits replication of MVFigure 1
Adaptation to a specific cell type limits replication of MV. Replication kinetics of MVs in PBMCs (A), in Vero cells (B), 
in Vero/CD150 cells (C), in B95a cells (D). For each experiment, 105 cells were infected at a MOI of 0,1. Each time point con-
sists of the mean of 2 independent experiments. Vero/CD150 cells were used for the titration.
Table 3: Number of copies of MV genome in different infected 
cell types
PBMCs Vero/CD150 pDCs
G954 PBL 3,3.105 * 3,8.104 8.103
G954 V13 1,6.105 3,2.106 2.7.103
Ed-Zagreb 1,6.105 3.2.106 8.103
G954 PBL UV < 10 < 10 < 10
G954 V13 UV < 10 < 10 < 10
* Data represent the number of copies of MV genomes deduced from 
RT-QPCR results obtained from infected cultures extractions when 
maximum PFU were released (8.104 cells infected at 0,1 PFU/cell).Page 6 of 12
(page number not for citation purposes)
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by the Vero adapted strain, G954-V13. This type of resist-
ance could be linked with a better adaptation of MV to the
Vero cell environment.
When the protective effect of type I IFN on MV infection
of PBMCs was studied, the wt strain was not inhibited
despite the addition of high quantities of IFN (up to 5000
IU/mL). On the contrary, infection by G954-V13 strain
was delayed, shortened and of lesser amplitude, propor-
tionally to the IFN concentration and totally blocked with
5000 IU/mL of type I IFN. Finally, there was no effect of
time between infection and IFN treatment on the virus
replication in PBMCs for both analyzed viruses (figure
2E–F and data not shown). Infection of PBMCs by the Ed-
Zagreb virus was unaffected by the different conditions of
type I IFN tested (figure 2H). Thus, G954 strains seemed
to be rather resistant to type I IFN since the protective
effects occurred only when infections were performed on
cells less permissive to a specific strain. However, Ed-
Zagreb exhibited a strong resistance to type I IFN, inde-
pendently of the cell type tested.
Induction of type I IFN by MV infection
Plasmacytoid Dendritic Cells (pDCs) are the main pro-
ducers of type I IFN in blood and lymph nodes. Unstimu-
lated pDCs express CD46 at the cell surface, but not
CD150 [29]. Schlender et al have shown that pDCs are
infectable by the Edmonston-Schwarz vaccine strain of
MV but do not produce IFN during the first 36 hours after
infection [19]. To study the permissivity of these cells to
different MV, pDC cultures were infected for 3 days with
G954-PBL, G954-V13 or Ed-Zagreb. Neither G954 virus
induced syncytia formation in the cultures nor were any
infectious virus particles detectable, whereas infection
with the Ed-Zagreb strain induced cell fusion without
infectious virus production (figure 3A–D ). Quantitative
RT-PCR studies on the infected cells showed that RNA rep-
lication/transcription could occur in pDCs (table 3). The
pDCs infected with the wt strain and Ed-Zagreb contained
3 fold more genomes than those infected with G954-V13.
The presence of MV genomes was not detected after infec-
tion with UV-treated virus (table 3) confirming the active
replication of MV in pDCs.
To study the induction of type I IFN by these viruses,
PBMCs and fractionated preparations (pDCs, CD14+
CD19+, and CD3+ cells) were infected and the produc-
tion of type I IFN measured 3 days later (figure 3E). The
infected pDCs had up to 1,000 fold higher quantities of α/
β IFN than the other cells examined. The wild type G954-
PBL virus induced 10-fold higher type I IFN amounts than
the G954-V13 virus in pDCs and equal amounts as Ed-
Zagreb. In all tested cell types, each MV strain induced
production of type I IFN, although G954-V13 infection
induced lower level, particularly in PBMCs and pDCs.
Altogether, those results demonstrate that the G954-V13
attenuation/adaptation was not linked to an enhanced
production of type I IFN by either of primary humans
haemotopoietic cells analyzed in this study.
Discussion
We have adapted a wild type MV to Vero cells and shown
that the adapted strain and the parent strain differ from
each other by only 5 coding mutations. Although the dif-
ferences we have observed were located in the P/V/C and
M genes, they were different from mutations observed in
previous studies [21-23,30] where viruses were attenuated
by passaging on Vero cells and then tested in a monkey
model. Our MV adapted to Vero cells (G954-V13) was
strongly attenuated when inoculated into CD150 trans-
genic mice. The E89K mutation in M protein has also been
shown to be present in another Vero adapted strain [24]
and was shown to permit the wt strain to replicate in Vero
cells while provoking limited cell/cell fusion of CD150+
cells. Our results support the proposed importance of the
M E89K mutation in replication in Vero cells although we
observed a better cytopathic effect in Vero/CD150 cells
Table 4: Inhibitory efficacy of a type I IFN pre-treatment on Vero/CD150 cells before MV infection
Concentration of IFN added (IU/mL)
Time before infection Strain 5000 1000 500 100 0
8 h G954-PBL 100* 92 95 63 0
G954-V13 100 95 89 56 0
Ed-Zagreb 100 79 65 58 0
24 h G954-PBL 100 100 100 95 0
G954-V13 100 100 100 67 0
Ed-Zagreb 100 100 100 43 0
48 h G954-PBL 100 100 100 91 0
G954-V13 100 100 100 80 0
Ed-Zagreb 100 100 100 81 0
* Inhibition indices were calculated as follow: 100 × [1 – (PFU(type I IFN = x)/PFU(type I IFN = 0)]Page 7 of 12
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Viral resistance to type I IFN induced protection depends upon the cell type used for viral adaptationF gu  2
Viral resistance to type I IFN induced protection depends upon the cell type used for viral adaptation. G954-PBL 
infections of Vero/CD150 cells could be blocked with high doses of type IFN but the efficacy relied on the delay before treat-
ment [(A): 2 hours (C): 12 hours between infection and type I IFN addition]. Infections with G954-V13 were less affected by 
type I IFN [(B): 2 hours (D): 12 hours between infection and type I IFN addition]. Infection of PBMCs by wt MV was not 
affected by type I IFN regardless of dose [(E): 2 hours between infection and type I IFN addition]. However, high doses of type 
I IFN could inhibit the G954-V13 strain infection [(F): 2 hours between infection and type I IFN addition]. Ed-Zagreb infections 
of both Vero/CD150 cells [(G): 4 hours between infection and type I IFN addition] and PBMCs [(H): 2 hours between infection 
and type I IFN addition] were relatively unaffected by type I IFN. Cells were infected at a MOI of 0,1 during 2 hours then 
washed. Various dilutions of type I IFN were added to cell cultures at specified times.
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Attenuation of G954 strain is not linked to type IIFN inductionFigure 3
Attenuation of G954 strain is not linked to type IIFN induction. (A-D): Cytopathic effects of MV infection on pDCs. 
Cells were infected at a MOI of 0,1. Photographs were taken when the maximum of cytopathic effects was observed (2–4 days 
pi). (A): non infected pDCs; (B): Infection by G954 PBL; (C): G954 V13; (D): Edmonston Zagreb strain induces syncytia forma-
tion. Magnification ×400. (E): pDCs are the main producers of type I IFN following MV infection. Haematopoietic cells were 
infected at a MOI of 0,1 with G954 and Ed-Zagreb viruses. Type I IFN amounts were determined by biological assays on UV-
inactivated supernatants harvested 3 days pi.
Virology Journal 2008, 5:22 http://www.virologyj.com/content/5/1/22rather than defects in syncytia formation [data not shown
and [10]]. A recent study shows that this mutation could
affect MV growth by modifying the interaction between M
and the cytoplasmic tail of the H protein [25]. Since the
predicted domains on H for CD46 and CD150 binding
are close, one could hypothesise that a stronger interac-
tion of M with H could change the conformation of H and
thus change the affinity of the CD46 binding site (R. Buck-
land, personal communication).
Parks et al. sequenced a number of the vaccine strains
derived from the Edmonston isolate and identified amino
acids shared by these attenuated viruses [31]. Eight amino
acid coding changes were common to all vaccine strains
and an additional two were conserved in all except the
Edmonston Zagreb strain. They concluded that modula-
tion of transcription and replication plays an important
role in attenuation. Among the mutations found in G954-
V13, only M E89K corresponds to an amino acid change
observed in the transition toward vaccine strains in this
study. The observation that the Edmonston Zagreb strain
could readily replicate in PBMCs and Vero cells while
resisting to type I IFN induced protection suggests the
robustness of vaccine strains. Furthermore, it questions
the notion of attenuated and vaccine strains since a virus
which does not induce a pathology in humans could still
exhibit strong deleterious effects in human cell cultures,
demonstrating discrepancies of the virus pathogenicity in
vitro and in vivo. Therefore, these observations beg the
question of whether a vaccine phenotype can be predicted
and engineered at the genetic level by using only in vitro
approach.
Innate immunity is an important early response to viral
infection. The accessory proteins of Paramyxoviruses, C
and V, have been shown to be implicated in the suppres-
sion of this response, both in the induction and signalling
of type I IFN [12-17,32]. Although in some of those stud-
ies, laboratory strains were poor inducers of type I IFN
[14], other studies reported that vaccine strains induced
10 to 80 times more type I IFN than wt strains after infec-
tion of peripheral blood lymphocytes [11,33]. In contrast,
in our study, the wild type and attenuated G954-V13
viruses as well as vaccine strain Ed-Zagreb induced similar
quantities of type I IFN in these cells. We showed that fol-
lowing in vitro infection, the major cell population pro-
ducing type I IFN was the pDCs for both the wild type and
the attenuated strain. The inhibition of type I IFN produc-
tion induced by vaccine MV strains observed in another
study [19] was probably due to the shorter observation
period (36 hours) than in our study (72 hours). Neverthe-
less, we cannot exclude potential interference of MV infec-
tion with TLR-induced type I IFN production by pDCs.
Furthermore, it may also be possible that G954 forms part
of a particular group of wt MV, able of good induction of
type I IFN and then, during its attenuation, this property
is preserved. Even if better induction and higher sensitiv-
ity to type I IFN is an attractive explanation for the mech-
anism of viral attenuation, this study strongly suggests
that it is possible to achieve attenuation without perturb-
ing interactions with the innate immune mechanisms.
Our results show that P/V/C mutations are not necessarily
linked to modifications in type I IFN resistance and sug-
gest rather that they have a role in the replicative process
during infection. This is in agreement with previous stud-
ies on the negative effect of V and C proteins on transcrip-
tion and replication [34-36]. The absence of the V protein
was reported to delay replication [37] and the virus was
less pathogenic in vivo [38,39]. The absence of the C pro-
tein reduced the virus yield both in vitro and in vivo [40].
Even the M protein has been shown to inhibit the replica-
tion process [41]. Recent studies showed that the P pro-
tein is involved in STAT1 phosphorylation [42] and thus
can affect type I IFN efficacy. In our case such a role for P
could not be observed. Moreover, other studies demon-
strated that the adaptation of MV to Vero cells could
induce differences in the amounts of viral proteins pro-
duced [43]. More quantitative experiments should be per-
formed to assess if such a phenomenon is important in
the adaptation of the G954 viral strain. Therefore, it may
be very likely that differences between G954 strains are
linked to P/V/C and/or M proteins via cell specific restric-
tions of viral replication, transcription and translation
processes.
Conclusion
The present study shows that adaptation of wild type MV
to Vero cells induces a strong attenuation in vivo, which is
independent of type I IFN. Identifying the exact role of
each of the 5 mutations will determine their role in path-
ogenicity and could be performed by developing a recom-
binant virus strategy. Further analysis of the mechanisms
implicated in the complex process of virus attenuation
should pave the way towards developing new vaccines
with a high capacity to induce specific host immune
responses.
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RESULTATS COMPLEMENTAIRES DE L’ARTICLE I 
 
Au cours des expériences menées sur G954-PBL et G954-V13, nous avons in-
tégré deux souches vaccinales à titre de témoin mais également pour mieux analyser la 
notion de « vaccin ». Les souches utilisées sont Edmonston Schwarz, distribuée sous le 
nom commercial Rouvax par Sanofi-Pasteur et la souche Edmonston-Zagreb, em-
ployée comme vaccin en Europe de l’Est et en Amérique du Sud.  
L’alignement des séquences codantes montre de grandes disparités entre les 
deux souches vaccinales, bien plus grandes qu’entre G954-V13 et sa souche parentale 
(Parks et al., 2001a). 
L’infection des souris transgéniques pour l’expression de CD150 montre 
l’innocuité de ces souches quand elles sont injectées par voie intranasale. Toutefois, 
contrairement à ce qui se produit avec la souche G954-V13, l’infection de souris 
CD150 déficientes pour la molécule IFNAR et donc dépourvues d’un système IFN 
efficace s’avère mortelle dans 50 % des cas pour Ed Schwarz et  40 % pour Ed Zagreb.  
En termes de cinétique et d’adaptation aux différents types cellulaires testés, les 
résultats présentés dans les  figures 1 et  2 de l’article I concernant Ed Zagreb, sont 
valables également pour la souche Ed-Schwarz. 
Enfin, pour ce qui est de la production d’IFN de type I, on constate que la sou-
che Ed-Schwarz est aussi efficace que la souche Ed-Zagreb. 
De fait, au travers des expériences que nous avons menées, malgré des différen-
ces génétiques importantes, il semble que les deux souches vaccinales montrent un 
profil similaire.  
Ces résultats montrent que malgré une grande diversité génétique, le phénotype 
vaccinal assure une homogénéité dans les tests in vitro. Les différences observées (dé-
calage dans l’établissement de l’infection ou titre infectieux maximal différent) reflè-
tent cependant la variabilité existant entre ces deux souches. 









La majorité des expériences qui ont été menées sur le VR et les IFN de type I 
ont consisté à établir des cinétiques des différents événements infectieux. Assez rapi-
dement, nous avons constaté, d’une part, une grande variabilité selon les souches et les 
types cellulaires, mais également des relations non triviales entre les étapes que nous 
quantifiions : réplication (suivi de l’ARN génomique par RT-QPCR) ou bourgeonne-
ment (suivi des particules virales par titration des pfu).... Or, avant de pouvoir investi-
guer l’effet du système immunitaire sur le VR, il pourrait être plus efficace de mieux 
comprendre et appréhender sa biologie. La plupart des études publiées sur le VR, mais 
aussi sur de nombreux virus de la même famille, ne font apparaître que des résultats 
isolés portant sur une étape précise du cycle viral. Aucun travail n’a permis à l’heure 
actuelle d’avoir une vision globale, intégrée et dynamique de ce système. 
En marge des expériences, « à la paillasse », nous nous sommes efforcés de sys-
tématiser et rationnaliser les connaissances à notre disposition sur le VR, afin, notam-
ment de mettre au point un outil pouvant pallier certaines impossibilités techniques et 
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MODELISATION DE L’INFECTION ROUGEOLEUSE 
(Travaux réalisés en collaboration avec 
 le Dr Denis Gerlier  
« Interaction virus-cellules » CNRS FRE 3011 IFR62 Lyon Est ; 
 et  
le Pr Emmanuel Grenier  




Aucune approche mathématique n’a encore été utilisée pour décrire et analyser 
le cycle du virus de la rougeole. La plupart des travaux réalisés portent sur des infec-
tions persistantes et très documentées quantitativement parlant. Outre l’intérêt person-
nel et l’outil que la modélisation mathématique constitue pour clarifier les liens entre 
VR et IFN de type I, les travaux présentés par la suite constituent une approche inédite 
de la dynamique virale.  
 
Depuis près de 20 ans, la notion de gradient d’ARN messagers est connue pour 
le VR (Cattaneo et al., 1987). Cependant aucune donnée quantitative précise n’avait 
été établie jusqu’à récemment (Plumet et al., 2005). De plus, aucune explication de ce 
phénomène, qui est critique pour le développement du virus, n’a encore été validée. 
 
Le virus de la rougeole ne persiste au sein de son hôte (humain ou cellule) que 
très rarement et au prix de diverses mutations (adaptation). De fait, l’infection rougeo-
leuse n’atteint pas d’état d’équilibre mais reste toujours dans une phase aiguë que la 
plupart des systèmes d’ODE actuellement employés ne peut décrire (comme le montre 
la figure 1). 
Figure 1 : Le modèle SIV est inadapté pour étudier le VR
En bleu la quantité de virus au cours du temps, en rouge, la quantité de cellules infectées, en noir, 
les cellules produisant des virions, en vert, les cellules saines.
On a représenté en jaune, les données expérimentales d’un suivi cinétique de la production de 
virions au cours de l’infection de cellules Vero/CD150 par la souche Ed-Zagreb, pendant une 
semaine.
Les courbes théoriques sont celles obtenues après optimisation des valeurs de paramètres 
inconnus par la technique d’algorithmes génétiques.
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In vivo et in vitro, la formation de syncytia, fusion de plusieurs cellules saines et 
infectées,  est caractéristique voire moteur de l’infection rougeoleuse, or aucun modèle 
en ODE ne peut décrire un comportement spatial de ce genre. Des approches telles que 
celles développées par C. Bauchemin (automates cellulaires + EDO) sont plus adap-
tées à la problématique du VR mais manquent encore de sensibilité. 
 
J’ai construit le projet de modélisation autour de deux axes en fonction de 
l’avancée des connaissances dans certaines étapes du cycle infectieux du VR. 
En me basant sur les travaux récents du groupe de D.Gerlier sur la dynamique 
de l’ARNome6 du VR, j’ai pris le parti de modéliser le fonctionnement de la polymé-
rase durant les temps précoces de l’infection. Mieux comprendre comment et pourquoi 
la polymérase du VR établit ce gradient caractéristique et clef du cycle réplicatif amé-
liorerait notre compréhension de la mécanique virale afin de mieux la contrôler. 
Au bout de 6 heures, des protéines virales néosynthétisées entrent en jeu. La 
production d’ARN génomiques et antigénomiques met à disposition de nouvelles ma-
trices pour la transcription. Dès lors, les modèles précédents ne sont plus suffisants 
pour représenter le cycle viral. En dépit de données quantitatives précises sur les ciné-
tiques de la plupart des événements moléculaires, j’ai développé une modélisation in-
tégrée du cycle du VR. A mi chemin entre les modélisations par ODE, automates cel-
lulaires et systèmes basés agent, nous avons « traduit » ce que l’on connaît du cycle 
réplicatif du VR en langage compilable afin de mimer l’infection d’un tapis cellulaire 
uniforme.  
L’ensemble des systèmes a été codé sous Matlab distribué par The Mathworks 
Inc. 
Ces travaux constituent une trame qui met en avant certaines incohérences dans 
notre façon de penser le virus de la rougeole, des pistes pour les chercheurs mais aussi 
un nouvel outil qui se révélera, nous l’espérons, utile. 
                                                 
6
 Ensemble des molécules d’ARN (viraux en l’occurrence) contenus dans une cellule. 
Résultats     Modélisation Mathématique du VR 
120 
 
Modéliser l’activité de la polymérase du VR 
Les résultats de Plumet et al fournissent les premières données quantitatives 
précises sur la dynamique de l’ARNome du VR (Plumet et al., 2005). Grâce à leur sys-
tème de RT-QPCR, on a pu avoir accès à la vitesse moyenne d’élongation de la poly-
mérase virale. Parmi les conclusions de leurs observations, on notera le fait que 
contrairement à ce qui était pensé auparavant, il semble nécessaire que les enzymes 
soient actives dès le départ et réparties le long du génome. En outre, sur un même gé-
nome, des enzymes pourraient réaliser de la transcription ou de la réplication indiffé-
remment. 
 
Hypothèses et connaissances de départ 
Durant les 6 premières heures du cycle réplicatif, on peut considérer qu’il n’y a 
pas de nouvelles polymérases produites et pas de génome néo synthétisé (Plumet et al., 
2005). Durant ce laps de temps, les seuls agents intervenant dans l’accumulation des 
ARN messagers viraux sont donc les molécules embarquées dans le virion et relar-
guées au cours de l’infection. On considère qu’il y a entre 20 et 50 polymérases par 
matrice ARN (Griffin, 2006) et qu’il y a au moins deux molécules d’ARN par virion 
(Rager et al., 2002).  
Il n’y a pas, à l’heure actuelle, de consensus sur le mécanisme de fonctionne-
ment de la polymérase. On observe, qu’au cours de l’infection, s’établit un gradient 
d’ARN messagers viraux, les gènes les plus transcrits étant ceux qui sont les plus pro-
ches de l’origine (Plumet et al., 2005).  
La polymérase ne peut entrer sur le génome qu’au niveau du codon initiateur, 
en amont du gène N (Griffin, 2006). 
Compte tenu de ces limitations, on peut concevoir plusieurs mécanismes poten-
tiels pour la synthèse d’ARN par la polymérase du VR.  
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Depuis sa position initiale, l’enzyme avance à la vitesse moyenne de 3 nucléoti-
des par seconde le long du génome ARN. A chaque région intergénique, l’enzyme 
peut arrêter son activité de polymérisation selon une certaine probabilité en lien direct 
avec l’affaiblissement observé au niveau du gradient d’ARNm. Cet arrêt peut conduire 
au détachement de l’enzyme, à un arrêt physique le long du génome ou peut corres-
pondre à une perte d’activité. Aucune étude actuelle ne permet de privilégier une hy-
pothèse plutôt qu’une autre sinon « l’instinct » des chercheurs. Dans la mesure du pos-
sible, j’ai essayé de traiter chacune de ces possibilités en privilégiant les modèles les 
plus simples (à transcrire) et les moins couteux (en hypothèses et en ressources machi-
nes). Je présente ici les résultats de certains de ces modèles les plus aboutis. 
 
L’enzyme se détache … 
L’hypothèse la plus couramment citée est celle d’un détachement de l’enzyme. 
La modélisation d’un tel mécanisme implique de prendre en compte la migration de 
l’enzyme au sein du cytosol selon une constante de diffusion inconnue (Darzacq et al., 
2007).  
Compte tenu de la structure de la nucléocapside, le modèle admis actuellement 
serait que les enzymes parcourraient l’hélice par l’intérieur (dans un cylindre 
d’environ 5 à 6 nanomètres de diamètre). La liberté de déplacement serait alors limi-
tée. Malgré l’absence de données précises sur la géométrie de la polymérase, on pour-
rait développer une approche qui consisterait à étudier l’encombrement maximal de 
l’hélice afin de valider ou pas le fait que les polymérases puissent circuler à l’intérieur. 
Si l’on se base sur un modèle brownien7 pour le mouvement de la polymérase, 
comment faire en sorte que l’enzyme retourne à l’origine du génome et n’aille pas se 
perdre dans l’océan cytosolique (si elle n’est pas confinée au sein de la nucléocapsi-
de) ? De plus, si l’on conçoit un détachement aléatoire des enzymes (au mieux, res-
treint au niveau des régions intergéniques) intuitivement, des problèmes 
                                                 
7
 Description mathématique du mouvement aléatoire d’une « grosse » particule immergée dans un fluide et qui 
n’est soumise à aucune autre interaction que des chocs avec les « petites » molécules du fluide environnant. 
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d’encombrement (d’embouteillage) risquent d’émerger. Ce modèle est actuellement en 
cours de développement mais met clairement en évidence un manque crucial de don-
nées quantitatives et biochimiques (importance des partenaires cellulaires). De plus, 
une approche par EDO est clairement insuffisante pour décrire ces phénomènes, il 
faudrait développer une simulation basé agent ou s’inspirer de modèles mécaniques 
(wagon sur montagnes russes par exemple). 
 
L’enzyme s’inactive… 
Durant la transcription, la nucléocapside doit s’ouvrir pour laisser la polymérase 
avancer. Ces changements de la géométrie du complexe polymérase/ARNg pourraient 
s’accompagner d’une inactivation de l’enzyme. Dans ce modèle, je suppose que 
l’enzyme parcourt le génome et à un moment donné (au niveau du passage des régions 
intergéniques ?) s’inactive (suite à une modification d’ordre structurel par exemple). 
On peut alors supposer qu’elle continue de parcourir le génome sans produire d’ARN 
messagers ou, puisque l’énergie nécessaire au déplacement proviendrait de la réaction 
de polymérisation, l’enzyme inactive, s’arrêterait et aurait besoin d’une polymérase 
active qui la pousserait.  
 
Inconnues : 
On ignore ce que contient chaque particule virale.  
Combien y a-t-il de nucléocapsides ? 
De quoi sont-elles constituées : ARN génomique et antigénomique ?  
Dans le cas le plus probable où il y a plusieurs matrices ARN, quelle est la géométrie 
de leur organisation ? antiparallèle ? avec leurs extrémités connectées ?  
Compte tenu de l’ensemble de ces données, j’ai développé plusieurs approches, 
de plus en plus complexes. Dans un premier temps, on supposera que les enzymes 
peuvent se déplacer indépendamment de la production d’ARN. Il s’agit alors de définir 
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le plus précisément possible le contenu génétique (combien de matrices ?) et les pro-
babilités d’extinction. Dans un deuxième temps, j’ai considéré que les enzymes ne 
peuvent se déplacer en l’absence de polymérisation et fait l’hypothèse qu’elles pou-
vaient se pousser les unes les autres. 
 
Hypothèse 1 : Un ARN génomique circulaire sans arrêt de la polymérase. 
Le modèle le plus simple à écrire et envisager est celui de polymérases qui 
s’inactiveraient mais continueraient à progresser le long du génome (un génome par 
virion).  
On considère un brin d’ARN qui se courberait sur lui-même : l’entrée et la sor-
tie du génome auraient lieu sans délai. Au temps zéro, un nombre fixe de polymérases 
est disposé aléatoirement le long du génome. Toutes avancent à la vitesse de 3 nucléo-
tides par seconde. Au niveau des régions intergéniques, elles peuvent s’inactiver selon 
une probabilité attribuée aléatoirement. On considère qu’un ARN messager est produit 
quand une polymérase active arrive au niveau du « gene end » correspondant à un gè-
ne donné. Quel que soit son statut, une polymérase arrivée en fin de génome, se re-
trouve ensuite en début de génome et retrouve un statut actif. 
Techniquement, on peut simuler le déplacement et l’activité des polymérases 
(deux tableaux qui enregistrent la position sur le génome et l’activité (0 ou 1) pour 
chaque polymérase). A chaque région intergénique (associée à une position précise, 
ex : nucléotide 1687 pour la région intergénique NP), correspond une probabilité 
d’extinction d’activité ; un nombre aléatoirement choisi détermine si l’activité passe à 
0 ou pas. Une fois cette activité tombée à 0, elle ne changera pas avant que la polymé-
rase ne revienne à l’origine. 
J’ai également posé et résolu ce système de manière analytique. Compte tenu de 
la vitesse moyenne de 3 nucléotides par seconde, on détermine aisément le nombre de  
Figure 2 : Cinétiques d’accumulation des ARN messagers viraux selon le modèle 
d’inactivation de la polymérase. 
Sont représentés les résultats de 100 simulations pour les conditions initiales suivantes : 
33 polymérases par génome, probabilité d’extinction entre N et P = 0,5 ; P et M = 0,4 ; M et F = 0,8 
; F et H = 0,2 ; H et L = 0,45. 
On obtient un faisceau de courbes pour chaque type d’ARNm de plus en plus large que le gène est 
tardif.
En gras, sont représentées les courbes issues de Plumet et al.
En rouge, l’ARNm codant pour N, en jaune, pour P, en vert, pour M, en bleu, pour F, en turquoise, 
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« tours » de génome entier que l’enzyme a le temps de réaliser dans un temps donné. 
Ensuite, selon la position initiale, on déduit facilement la position finale. On peut, dès 
lors, calculer la quantité de chaque ARN messager en fonction de la position initiale de 
chaque polymérase.  
La deuxième méthode est évidemment plus rapide en termes de temps de calcul 
mais les deux techniques donnent exactement les mêmes résultats. 
 
En se basant sur les résultats de la dynamique de l’ARNome de Plumet et al., on 
peut déterminer les différentes inconnues de notre système : le nombre de polymérases 
et les probabilités d’extinction d’activité à chaque région intergénique (Plumet et al., 
2005). Les valeurs pour lesquelles on obtient les écarts entre valeurs théoriques et va-
leurs expérimentales les plus faibles sont les suivantes :  
 
33 polymérases par génome (=par virion) 
Une probabilité d’extinction  entre N et P de 50 %,  
 entre P et M de 40 %,  
 entre M et F de 80 %,  
 entre F et H de 20 %,  
 entre H et L de 45 %.  
La figure 2 montre les résultats que l’on obtient après 100 simulations de ce 
modèle avec les valeurs ci-dessus.  Les courbes représentées en gras sont les résultats 
obtenus par Plumet et al. Puisque le modèle fait intervenir des probabilités 
d’extinction, on obtient tout un panel de résultats possibles, représentés par les traits 
les plus fins. Pour les gènes les plus tardifs, les résultats varient beaucoup plus parce 
que le statut « actif » de la polymérase dépend des probabilités précédentes. On peut 
considérer que chacune de ces courbes représente la situation au sein d’une cellule. Si 
l’on moyenne les résultats, on obtient des courbes expérimentales quasiment superpo-
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sées aux résultats de Plumet et al.  De fait, il faut considérer ces résultats comme des 
valeurs moyennes mais notre modèle montre qu’au sein de chaque cellule, la cinétique 
de l’ARNome peut être différente d’une cellule à l’autre. 
  
Hypothèse 2 : d’autres topologies pour le contenu génétique 
 En se basant sur ce modèle, j’ai étudié d’autres topologies des matrices généti-
ques apportées par une particule virale infectieuse.  
Soit la topologie suivante : deux génomes, tête-bêche – c'est-à-dire 3’—5’ 
…3’—5’ – (Rager et al., 2002 ; Takeda et al., 2006). Afin de simplifier les calculs et 
parce que les extrémités des génomes sont accolées, j’ai supposé qu’il n’y avait pas de 
délai pour le passage entre les deux génomes. Dans ce cas, cette topologie revient à 
considérer deux génomes circulaires, indépendants. De la même façon, s’il n’y a que 
des ARN génomiques, en supposant que le passage de l’un à l’autre se fait sans délai, 
on peut toujours considérer que ces topologies correspondent à plusieurs génomes cir-
culaires, indépendants. De fait, peu de topologie sont acceptables. Le système n’a be-
soin que de 33 polymérases pour être efficace. Si l’on a deux génomes, il n’y a donc 
qu’entre 16 et 17 polymérases par génome. Il est connu que chaque unité génétique 
porte entre 20 et 50 polymérases. Donc, dans notre modèle, il ne peut y avoir plus de 
deux génomes, tête bêche, sans délai entre l’entrée et la sortie. 
La présence d’ARN antigénomique « monopolise » des polymérases qui sont 
alors inutiles. Par rapport au modèle « un génome circulaire », il faut pondérer tous les 






= . On com-
prend que plus le rapport de génomes par rapport aux antigénomes est important, plus 
on est proche du modèle « un génome circulaire ». De fait, le nombre de polymérases 
nécessaires pour obtenir des résultats similaires à ceux du modèle « un génome circu-
laire » est égal à 
G
33
 pour le virion, soit 
génomesdenombre __
33
 polymérases par 
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(anti)génomes. On constate ainsi que seul le nombre de génomes influe sur le nombre 
de polymérases.  
Le tableau ci-dessous donne quelques unes des valeurs que l’on peut déduire de 










 par ARN 
1 0 1 33 33 
2 0 1 33 16-17 
3 0 1 33 11 
1 1 0,5 66 33 
1 2 0,33 99 33 
1 3 0,25 132 33 
2 1 0,66 49-50 16-17 
2 2 0,5 66 16-17 
2 3 0,4 82-83 16-17 
3 1 0,75 44 11 
3 2 0,6 55 11 
 
En fait, pour déterminer le contenu génétique d’un virion, il faudrait avoir une 
estimation fiable du nombre de polymérases embarquées au sein du virion. A l’heure 
actuelle, nous pouvons conclure, que selon ce modèle (c'est-à-dire sans délai entre la 
sortie et l’entrée du génome), il ne peut y avoir plus de 2 génomes par nucléocapside. 
Le nombre d’antigénomes peut varier indéfiniment. 
Au final, poser l’hypothèse que la polymérase parcourt le(s) génome(s) en 
s’inactivant mais en continuant à se déplacer, implique qu’entre chaque gène, les en-
zymes peuvent s’inactiver selon les probabilités présentées précédemment et que seu-
le, la quantité de polymérases importe. Faute de données précises, nous n’avons pas 
souhaité approfondir cette étude : l’hypothèse de continuité entre début et fin de gé-
nomes est moins contraignante que celle d’un mouvement sans apport énergétique. En 
effet, il est indéniable qu’appliquer un temps de latence entre sortie et entrée des gé-
nomes, permet une plus grande plasticité dans les topologies que l’on peut retrouver. 
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Hypothèse 3 : L’enzyme est poussée… 
L’une des hypothèses les plus contraignantes du modèle précédent est que le 
déplacement des polymérases le long des matrices s’opère en l’absence de réactions de 
polymérisation. On peut concevoir de tels phénomènes si des partenaires cellulaires 
constituent une partie de la machinerie transcriptionnelle du VR (et lui permettent de 
progresser le long du génome).  
Alternativement, l’inactivation de l’enzyme s’accompagnerait d’un arrêt de 
l’enzyme le long de la matrice. Il y aurait alors des polymérases actives et mobi-
les/motrices, pouvant transcrire le génome, et des polymérases inactives et immobiles. 
Une polymérase active/mobile pourrait pousser les polymérases inactives tout du long 
du génome. Aucune mesure à l’heure actuelle ne permet de vérifier si cette idée est 
réaliste et le cas échéant combien de polymérases pourraient être poussées par une seu-
le enzyme motrice. 
 
Pour ce modèle, j’ai privilégié certaines topologies pour le contenu génétique 
du virion, principalement, celle contenant deux ARN génomiques, tête bêche. Les ré-
sultats de Plumet et al. proposent une répartition équitable des polymérases le long des 
matrices, on se basera donc sur une répartition de ce genre, au temps initial (Plumet et 
al., 2005). À chaque région intergénique, une probabilité de s’arrêter et de s’inactiver 
est définie, aléatoirement. Pour prendre en compte le degré de couverture du génome 
par une unité de polymérase, les polymérases immobiles sont déplacées (arbitraire-
ment) de 30 nucléotides au-delà, puis elles ne bougent plus.  
Une analyse littérale de ce problème a été tentée mais n’a pas abouti (communi-
cation personnelle du Dr Julien Michel, UMPA, ENS Lyon), nous nous sommes donc 
concentrés sur des simulations pour résoudre ce système.  
 
En se basant sur les valeurs de probabilités obtenues avec le précédent modèle, 
on peut retrouver des séries de courbes relativement cohérentes avec les données expé-
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rimentales mais moins ajustées compte tenu de la forme en « escalier » (figure 3A). Si 
l’on moyenne les résultats de 100 simulations, on retrouve des courbes très proches 
des courbes expérimentales de Plumet et al. (figure 3B).  L’observation du déplace-
ment des polymérases le long des génomes met en évidence l’établissement rapide de 
trains de polymérases, de longueurs variables et mus par une seule polymérase active 
(figure 3C). On observe également des trains entiers immobiles, rassemblés juste 
après les régions intergéniques. La majorité des trains présentant au moins une poly-
mérase active se situe entre le gène N et le gène P. De plus, sur 100 simulations, moins 
de 4% des polymérases sont actives au bout des 6 heures (figure 3D). 
Contrairement au modèle précédent (avec inactivation mais sans arrêt), l’état  
initial des polymérases (inactif/immobile) a beaucoup d’impact sur le déroulement de 
la transcription (données non montrées). De plus, l’emplacement initial des polyméra-
ses est lui aussi capital dans la suite de la transcription. 
 La distribution « finale » de polymérases correspond à un état initial pour une 
prochaine infection. Il faudrait donc admettre que les polymérases sont initialement 
massées juste après les régions intergéniques et que la plupart sont inactives (figure 
3C et 3D). Cette hypothèse permettrait d’expliquer certains résultats expérimentaux 
obtenus par Plumet et al. (Plumet et al., 2005). En effet, dans les temps précoces, les 
quantités d’ARNm codant pour P et H sont respectivement supérieures à celles 
d’ARNm codant pour N et F. Une plus grande proportion de polymérases, actives, ini-
tialement distribuées juste avant P et H peut expliquer ces observations. 
 De plus, on a pu observer que la grande majorité des simulations, au bout de 6 
heures, ne présente que des polymérases inactives et immobiles (figure 3D). Or, c’est 
à partir de 6 heures que de nouvelles polymérases sont produites et disponibles éven-
tuellement pour « réveiller » cette machinerie immobile. On pourrait également consi-
dérer que l’état dans lequel toutes les polymérases seraient dans un état inactif consti-
tue un autre type de particules défectives. Ces résultats n’invalident pas le modèle.  
Figure 3 : Le modèle du train de polymérases
A. Un exemple de simulation pour les conditions initiales optimales, définies précédemment.
B. Représentation de la moyenne de 100 simulations
Les astérisques représentent les marges d’incertitude par rapport aux valeurs de Plumet et al (pour l’axe du temps, une 
demie heure, pour l’axe des ARNm, 10%)
C. Répartition des polymérases en fin de parcours
D. Représentation de la répartition des polymérases après 100 simulations
En ordonnée, la localisation sur les 2 génomes mis bout à bout. Les pointillés représentent les régions intergéniques. 
En abscisse, le « numéro » de la polymérase. On a privilégié une visualisation 2D pour plus de clarté.
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Pour obtenir les résultats expérimentaux de Plumet et al., il suffit de supposer 
que l’infection qui s’opère avec 1 PFU représente en fait l’infection par plusieurs di-
zaines de particules virales dont à peine 4% peuvent réellement induire une infection. 
En l’absence de données précises sur l’existence de trains de polymérases et la 
possibilité pour une seule polymérase d’en pousser au moins une dizaine, ce modèle 
reste théorique. Même si les courbes obtenues sont moins ajustées vis-à-vis des don-
nées expérimentales (figure 3B), ce modèle permet de fournir une hypothèse pour ex-
pliquer certains résultats expérimentaux.  
Les travaux présentés ici se basent sur des conceptions, qui, sans être triviales, 
restent simples. En écho de travaux réalisés sur la polymérase polII, nous essayons de 
développer une approche avec des polymérases allant plus vite, mais réalisant des pau-
ses, au terme desquelles elles pourraient se détacher. Dans ce modèle il faudrait suppo-
ser l’intervention de la machinerie cellulaire pour transporter les polymérases qui se 
sont détachées. 
 
Modéliser le cycle viral 
Au-delà de 6 heures, de nouvelles polymérases entrent en jeu, provenant de la 
traduction des ARN messagers produits précédemment. Dès lors, les modèles présen-
tés précédemment deviennent incapables de rendre compte de cette évolution (nouvel-
les matrices, nouvelles enzymes). Pour une vision plus intégrée du cycle viral, nous 
avons développé une approche permettant d’appréhender toutes les espèces moléculai-
res d’intérêt, pendant un temps plus long. 
Ce modèle devra tenir compte de toutes les données quantitatives connues et 
« traduire » les schémas classiques du cycle du VR : attachement, entrée, transcription, 
traduction, réplication, bourgeonnement et formation de syncytia. Une fois encore, 
face au manque de données quantitatives précises ainsi qu’au flou existant autour des 
différents mécanismes mentionnés, on ne peut établir qu’un modèle partiel. 
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In vitro, la titration du VR peut se faire sur un tapis de cellules Vero exprimant 
les deux récepteurs connus. La géométrie de ces cellules épithéliales permet de les ap-
parenter à des losanges. Le tapis cellulaire peut alors être assimilé à une matrice dont 
chaque case constitue une cellule. Contrairement à d’autres modèles, nous ne considé-
rerons que 4 cellules voisines dans ces conditions.  
Les différents agents intervenant au cours du cycle viral sont les suivants : 
 Virions infectieux ou pas (pfubourgeonne ou pfudefbourgeonne), qui repré-
sentent ce qu’on considère couramment comme le virus, la particule à l’état libre. 
 Les différentes protéines virales : N, P V, C, M, F, H et L. En particulier, les 
polymérases, (4P+1L) seront réparties en réplicases, antiréplicases et transcriptases. 
 Les différents ARN viraux : ARN génomique (ARNg), ARN antigénomique 
(ARNag), les différents ARN messagers (ARNmN, ARNmP, ARNmV, ARNmM, ARN-
mF, ARNmH, ARNmL). 
 Les récepteurs CD46 et CD150, assimilés à un seul type de récepteur. 
 Les ressources de la cellule. 
 
Pour prendre en compte les aspects spatiaux du développement de l’infection 
virale, on va tirer parti de la conception matricielle du tapis cellulaire. Chaque case de 
la matrice représente une cellule. On définit autant de matrices qu’il y a d’espèces mo-
léculaires (= agents). A chaque instant, on dispose ainsi d’une vingtaine de tableaux 
recensant la quantité de chaque constituant viral au sein de toutes les cellules. 
L’évolution temporelle du système est régie par des équations différentielles de type 
SIV, simulées, c’est à dire ramenées à l’état de suite entre la quantité à un instant t et la 
quantité à l’instant t+1. Les particules virales ayant bourgeonné peuvent diffuser le 
long des matrices. La formation de syncytia est assimilée également à une diffusion 
entre cellules/cases jointives. Pour simplifier les calculs, on définit également des 
quantités ne pouvant être mesurées expérimentalement et, éventuellement, non biolo-
giques (exemple, la quantité d’ARN codant pour la protéine C).  
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Grâce à la bibliographie, on peut avoir accès à certaines données quantitatives. 
Elles sont résumées dans le tableau 2  (à la fin de cette partie). 
Le modèle employé va itérer la routine de calcul que nous allons détailler ensui-
te, pendant l’équivalent d’une semaine afin de retrouver les données expérimentales de 
cinétique. Ces données concernent principalement les particules virales infectieuses 
obtenues et dans une moindre mesure, quelques données de quantification des ARN 
messagers, génomique et antigénomique. 
On va distinguer arbitrairement plusieurs étapes : 
 L’initialisation de l’infection est faite au début de la simulation. Ensuite, la rou-
tine de calcul s’établit : à chaque instant, on exécutera successivement les événements 
suivants :  
 Des étapes « en dehors de la cellule » : l’attachement des particules virales, leur 
entrée, la downregulation des récepteurs à la surface cellulaire.  
 Des étapes « dans la cellule » : mettre à jour les différents paramètres 
d’efficacité pour les réactions en fonction du vieillissement de la cellule puis les phé-
nomènes de transcription/réplication et de traduction. Sous certaines conditions, il y 
aura établissement de syncytia et/ou bourgeonnement. 
 On « photographie » ensuite l’état de la cellule (mise en mémoire de la valeur 
de chacune des variables dans toutes les cellules). Ces valeurs serviront de base pour 
l’itération suivante. 
 
Cette routine est effectuée jusqu’à obtenir des courbes représentant une cinéti-
que de 7 jours. L’enregistrement progressif de toutes les valeurs permet d’observer à 
chaque instant la situation au sein de chaque cellule et d’avoir ainsi une vision globale 
du « tapis cellulaire ». 
Le but du modèle est de représenter in silico ce qui se produit dans la plaque 6 
puits. On s’efforcera donc dans la mesure du possible d’avoir accès à chaque instant à 
des valeurs entières pour les particules virales, que ce soit au moment où elles se dé-
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gradent, s’attachent ou sont produites. Techniquement, les cinétiques de dégradation 
par exemple, assimilées à des cinétiques de désintégration radiactive, sont approxi-
mées en prenant la partie entière. On ne « perd » pas des fractions de virus, mais au 
bout d’un certain temps, un virus « disparaît ». 
 Contrairement au modèle classique SIV, notre modèle ne considérera par des 
variables du temps (virus(t)) mais du temps et de l’espace : par exemple, pfubour-
geonne(cellule,t) représente la quantité de virions au temps t , « au-dessus » de la cel-
lule cellule repérée par des coordonnées sur la matrice. 
 
Détaillons maintenant le programme à proprement parler. 
 
1. L’initialisation va préparer tous les tableaux vides dont on aura besoin afin de gérer 
au mieux les ressources machines. 
2. On donne ensuite à chaque constante sa valeur, tirée de la bibliographie, de nos pro-
pres résultats ou choisie aléatoirement.  
Les conditions initiales sont les suivantes : le tapis cellulaire est composé de 10×10 
ou 100×100 cellules qui ne se multiplient pas mais peuvent mourir, naturellement ou 
d’infection. Le statut « vivant » d’une cellule est déterminé par la quantité de ressources 
dont elle dispose. Ces ressources sont utilisées par les différents processus viraux détaillés 
ensuite. On va considérer qu’à l’origine, une cellule vivante peut assumer la production de 
plusieurs millions de molécules (ARN, protéines…). Selon les modèles, certaines cellules 
pourront être plus ou moins âgées et leurs ressources énergétiques diminuées d’autant. Au 
fil du temps, les ressources s’amenuisent et la cellule mourra d’infection quand elles de-
viendront nulles. Une étude préalable nous a permis de modéliser la croissance des cellules 
Vero SLAM. Nous avons donc accès à la vitesse à laquelle elles meurent naturellement. Un 
des modèles fait intervenir la mort « programmée » de ces cellules, indépendamment de 
l’infection. Compte tenu de la mortalité due à l’infection, nous ne considérons pas que les 
cellules puissent être dans un état stationnaire. 
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3. L’infection consiste à placer aléatoirement des virus sur la matrice cellulaire : un 
tableau pfubourgeonne est rempli de 0 et 1 selon qu’un virus occupe ou non une case 
particulière. On peut distinguer des particules virales infectieuses ou non et il y a alors 
deux tableaux : pfubourgeonne et pfubourgeonnedef.  
Commence ensuite la routine de calcul. 
4. A chaque instant, toutes les cellules reçoivent aléatoirement une valeur pour des 
paramètres tels que l’entrée (‘ENTREE’) ou l’attachement (‘ATTACHEMENT’) auxquels 
on comparera les valeurs seuils définies précédemment (et tirées de la bibliographie, 
tableau 2).  
5. Les virus diffusent dans le milieu. 
Chaque case du tableau pfubourgeonne reçoit (¼ × diffusion) du contenu 
d’une case voisine. Aux bords, on considère que le virus « rebondit » et revient dans la 
case d’origine. On ne reçoit pas des fractions de virus. C’est aussi à cette étape-là que 
les particules virales sont dégradées selon une cinétique assimilée à la désintégration 




=  et t1/2 le temps de demi-vie de la molé-
cule). 
6. Le virus s’attache à la cellule.  
Un tableau attachepfu (et attachepfudef) compte les particules virales atta-
chées. Un pfubourgeonne devient un attachepfu en fonction  de la valeur définie pré-
cédemment (‘ATTACHEMENT’) et d’une valeur seuil (tirée du tableau 2).  
La downregulation des récepteurs est effectuée à ce moment-là également. La 
quantité de récepteurs diminue en fonction de la quantité de pfubourgeonne présent 
au niveau de la cellule.  
),(),()1,( tcellulennepfubourgeotiondownregulatcellulerecepteurtcellulerecepteur ×−=+  
On peut aussi tenir compte des protéines H présentes sur les cellules avoisinan-
tes. La downregulation de la protéine H en fonction des récepteurs exprimés par les 
cellules avoisinantes peut également intervenir. 
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7. Le virus entre dans la cellule 
Selon une valeur seuil fixée auparavant (tableau 2) et un nombre aléatoire don-
né au début de la séquence, le virus entre ou pas dans la cellule. Si c’est le cas, on in-
crémente les quantités d’ARN génomique (ARNg) et éventuellement d’ARN antigé-
nomique (ARNag) ainsi que des diverses protéines virales (N,P,M…).  
 
8. Mise à jour des paramètres cellulaires 
Les réserves métaboliques de la cellule sont diminuées en fonction des quantités 
d’ARN et de protéines produites l’instant d’avant. Toutes les « constantes » cinétiques 






Dans le cas où on définit les activités de la polymérase en fonction des quantités 
de substrat disponibles, c’est aussi à cette étape là que sont dénombrées les « réplica-
ses », les « antiréplicases » et les « transcriptases ».8  
 
9. Production des constituants viraux 
a) transcription 
On peut considérer une accumulation linéaire des ARNm en se basant sur les 
travaux de Plumet et al. (Plumet et al., 2005). La quantité d’ARNm est alors définie 
par l’équation suivante : tARNmonaccumulatidvitessetcelluleARNm ×= ___),( . On 
pondère cette quantité par deux facteurs : le pourcentage de transcriptases parmi les 
polymérases (l’accumulation linéaire n’a lieu qu’en début d’infection, quand toutes les 
polymérases ont une activité de transcription) et la quantité d’ARNg « utile », c'est-à-
dire réellement impliqué dans les phénomènes de polymérisation. 
                                                 
8
 On tient alors compte du nombre de protéines N disponibles, de la quantité de chaque matrice ARNg et AR-
Nag. Chacune de ces quantités est pondérée par un facteur « d’utilité ». Le fait que le promoteur présent sur 
l’ARNag soit plus fort pondère positivement la quantité de réplicases au détriment des antiréplicases. Puisque 
seule la quantité de protéines N est limitante, les transcriptases sont définies par défaut comme l’ensemble des 
polymérases n’étant ni réplicases ni antiréplicases. 
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b) réplication 
Pour les phénomènes de réplication et d’anti réplication, on peut également 
considérer une accumulation linéaire selon le même principe et en se basant sur la ci-
nétique tardive d’accumulation des génomes et antigénomes (Plumet et al., 2005). Il 
est vrai que les auteurs font l’hypothèse d’une accumulation exponentielle des géno-
mes. Selon nous, cette analyse provient du fait que le système s’autocatalyse mais que 
le mécanisme de réplication suit bien une cinétique linéaire. 
La quantité de protéines N est diminuée proportionnellement à la quantité 
d’ARNg et ARNag produits. 
 
c) traduction 
La traduction dépend de la quantité de ribosomes et d’ARNm. La vitesse 
d’accumulation de chaque protéine a été calculée à partir de la vitesse de parcours d’un 
ARNm par un ribosome, la vitesse est donc proportionnelle à la longueur de l’ARNm. 
On considère que plus un type d’ARNm est représenté, plus il y a de ribosomes enga-












10. Fusion cellulaire viro induite : formation de syncytia 
J’ai considéré qu’au-delà d’un certain seuil de protéines H et F, si les cellules 
avoisinantes disposent encore de suffisamment de récepteurs, il y a fusion.  
On identifie d’abord les cellules pouvant fusionner. Ensuite, selon le même 
principe que pour la diffusion des pfubourgeonne, (étape 5) toutes les variables « cel-
lulaires » et « virales » diffusent entre les cellules. C’est l’étape la plus longue en ter-
mes de temps de calcul. 
 
Figure 4 : Quelques résultats issus de la modélisation du cycle viral
A et B Deux simulations faisant apparaitre les cinétiques d’accumulation des différents ARNm 
(selon le même code couleur que précédemment), des ARNg (en noir) et ARNag (en marron), 
ainsi que des virions (pfu, trait gras en bleu) pendant une semaine.
C Une simulation de conditions non-réalistes : downregulation des récepteurs trop rapide ou 
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11. Bourgeonnement du virus 
Après décompte des protéines et des ARNg (et ARNag) disponibles, selon une 
probabilité d’encapsidation, on définit des pfu, virus « en kit » qui s’ajoutent aux ac-
tuels pfubourgeonne. On ne considère pas de délai dans l’établissement de ce phé-
nomène.  
12. Enregistrement 
Afin de garder trace de toute modification, on enregistre toutes les valeurs obte-
nues pour chacune des variables, dans l’ensemble des cellules. Elles serviront de base 
pour l’itération suivante. 
 
Ici prend fin la routine de calcul. On dispose au final d’une trentaine de matri-
ces tridimensionnelles que l’on peut afficher de manière dynamique afin de visualiser 
l’accumulation progressive de chacune des espèces moléculaires d’intérêt. La forma-
tion des syncytia ne se visualise pas comme la fusion à proprement parler mais comme 
un partage du contenu infectieux avec les cellules avoisinantes, sans passage par 
l’infection via une particule virale (pfubourgeonne). 
 
Résultats 
L’intérêt premier de ce travail est de traduire littéralement les schémas de cycle 
que l’on retrouve dans les revues. On prend alors pleinement conscience de 
l’interdépendance de chaque étape du cycle. Conformément à d’autres études, on peut 
conclure qu’il est possible de développer une approche mathématique du cycle du VR.  
La palette de résultats que l’on peut obtenir traduit à la fois l’aspect stochasti-
que de certaines de nos approches mais également la grande variabilité inhérente au 
système (figure 4A et B). En dehors des valeurs du tableau 2, l’ensemble des autres 
paramètres (tels que downregulation, diffusion, les valeurs de seuils de protéine N, F 
et H…) sont inconnus. Nous avons réalisé plusieurs dizaines de milliers de simulations 
avec des valeurs aléatoires pour chacun de ces paramètres. Malheureusement, dans 
Résultats     Modélisation Mathématique du VR 
140 
l’état actuel, nous n’avons pas encore réussi à trouver de jeu de paramètres permettant 
de reproduire de manière fiable l’ensemble des résultats expérimentaux. En fait, dans 
la plupart des cas, changer la valeur d’un paramètre modifie grandement tout le systè-
me. Comme discuté ultérieurement, nous pensons que le modèle n’est pas encore assez 
complet pour que puissent se dégager au moins des ordres de grandeur pour certains 
paramètres. 
Cependant, si l’on s’attache uniquement à un seul type de composés moléculai-
res (ARN, protéines, particules virales), le modèle permet de reproduire avec une 
grande fiabilité certains résultats publiés, signe que notre compréhension du cycle à un 
niveau d’étude est suffisamment poussée et que c’est le passage d’une échelle à l’autre 
qui doit être raffinée.  
Ainsi, sur les figures 4A et B, on peut observer l’accumulation des ARN mes-
sagers viraux selon le même type de gradient que modélisé auparavant avec le modèle 
de polymérase. On peut ainsi avoir accès à des temps plus longs. De plus, des analyses 
supplémentaires mettent en évidence que la vitesse d’accumulation des ARNg et AR-
Nag décroît plus lentement que celles des ARNm, passé un certain temps : les pentes 
décroissantes sont moins prononcées pour les courbes noire et marron. Ceci est confor-
me aux observations de Plumet et al. 
La production de particules virales peut s’apparenter dans la majorité des cas à 
une courbe en cloche, classique. Cependant, les pentes sont trop raides et jamais nous 
n’avons obtenu de taux de particules virales aussi élevés qu’expérimentalement (figure 
4A et B).   
En écho à l’étude menée par Perelson sur la cinétique de réplication de HCV au 
sein des cellules Huh7, nous avons testé l’impact de la quantité de ribosomes disponi-
bles pour la traduction virale. Il apparaît clairement que cette valeur n’a pas d’effet 
dans notre modèle puisque le nombre d’ARNm viraux disponibles est toujours la 





ribosometcelluleARNmN × ). 
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 De précédents essais avaient mis en avant les incohérences d’un modèle où les 
polymérases virales au-delà d’un certain seuil global de protéines N passeraient toutes 
dans un mode « réplicase ». En effet, dans ces conditions, la quantité d’ARNm dimi-
nue peu à peu et la quantité de protéines disponibles s’égrène également, aboutissant à 
une infection abortive (figure 4C). 
Conformément à certaines observations expérimentales, une downregulation 
des récepteurs induite par les protéines virales exprimées sur les cellules avoisinantes 
bloque tout le système. En effet, selon la valeur de la constante de downregulation des 
récepteurs, soit il n’y a plus le moindre récepteur au bout de 24 heures environ, soit on 
n’observe pas d’évolution sensible de la quantité de récepteurs (figure 4C). Cepen-
dant, compte tenu des interdépendances entre chaque paramètre, nous n’avons pas pu 
définir de seuil déterminant l’évolution du système. 
Contrairement à l’idée de départ selon laquelle le cycle du VR serait relative-
ment robuste, on a pu constater qu’en dehors des constantes détaillées précédemment 
(quantité de ribosomes), toutes les valeurs des constantes de notre modèle ont un im-
pact sur le développement de l’infection. Peut-on alors supposer qu’il existe des jeux 
de paramètres définitivement interdits ? En l’absence de données quantitatives précises 
sur les cinétiques des différents événements du cycle, l’on risque de se perdre en 
conjectures. Cependant, cette première tentative de modélisation mathématique du cy-




Tableau 2 : Synthèse des données bibliographiques utilisées pour la modélisa-
tion du cycle du VR. 
 





 (par unité génomique) 
Quantité de protéines N constituant un virion 
nombreP 300 Quantité de protéines P constituant un virion 
nombreL 33 Quantité de protéines L constituant un virion 
nombreM 3000 Quantité de protéines M constituant un virion 
nombreF 6000 Quantité de protéines F constituant un virion 
nombreH 6000 Quantité de protéines H constituant un virion 
maxribosome 6000 Nombre de ribosomes par cellule 
nombrecepteurs 105 Nombre de molécules CD46 et CD150 à la surface cellulaire 
varnag 1/5298 Vitesse de synthèse des ARNag (en s-1) 
varng 1/5298 Vitesse de synthèse des ARNg (en s-1) 
van 0.005250 Vitesse d'accumulation des ARNmN par s et par (polymérase ou matrice) 
vap 0.003131 Vitesse d'accumulation des ARNmP par s et par (polymérase ou matrice) 
vav 0.003131 Vitesse d'accumulation des ARNmV par s et par (polymérase ou matrice) 
vam 0.001894 Vitesse d'accumulation des ARNmM par s et par (polymérase ou matrice) 
vaf 0.000349 Vitesse d'accumulation des ARNmF par s et par (polymérase ou matrice) 
vah 0.000306 Vitesse d'accumulation des ARNmH par s et par (polymérase ou matrice) 
val 0.000151 Vitesse d'accumulation des ARNmL par s et par (polymérase ou matrice) 
tan 563 Temps à partir duquel les ARNmN commencent à s’accumuler (en s) 
tap 629 Temps à partir duquel les ARNmP commencent à s’accumuler (en s) 
tav 629 Temps à partir duquel les ARNmV commencent à s’accumuler (en s) 
tam 519 Temps à partir duquel les ARNmM commencent à s’accumuler (en s) 
taf 925 Temps à partir duquel les ARNmF commencent à s’accumuler (en s) 
tah 632 Temps à partir duquel les ARNmH commencent à s’accumuler (en s) 
tal 1371 Temps à partir duquel les ARNmL commencent à s’accumuler (en s) 
darnm 6,4.10-5 vitesse de dégradation des ARNm (en s-1) 
dpn 3,8.10-4 vitesse de dégradation de la protéine N (en s-1) 
dpp 9,6.10-5 vitesse de dégradation de la protéine P (en s-1) 
dpv 3,5.10-5 vitesse de dégradation de la protéine V (en s-1) 
dpc 5,8.10-4 vitesse de dégradation de la protéine C (en s-1) 
dpm 1,9.10-4 vitesse de dégradation de la protéine M (en s-1) 
dpf 2,1.10-5 vitesse de dégradation de la protéine F (en s-1) 
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dph 1,9.10-5 vitesse de dégradation de la protéine H (en s-1) 
dpl 3,2.10-5 vitesse de dégradation de la protéine L (en s-1) 
dg 4.10-6 vitesse de dégradation de l’ARNg (en s-1) 
dag 4.10-6 vitesse de dégradation de l’ARNag (en s-1) 
dpfu 1,6.10-5 vitesse de dégradation des particules virales (en s-1) 
vpn 1/110 vitesse d'accumulation de la  protéine N par s par ribosome et par ARNmN 
vpp 1/102 vitesse d'accumulation de la  protéine P par s par ribosome et par ARNmN 
vpv 1/60 vitesse d'accumulation de la  protéine V par s par ribosome et par ARNmN 
vpc 1/38 vitesse d'accumulation de la  protéine C par s par ribosome et par ARNmN 
vpm 1/67 vitesse d'accumulation de la  protéine M par s par ribosome et par ARNmN 
vph 1/110 vitesse d'accumulation de la  protéine F par s par ribosome et par ARNmN 
vpf 1/124 vitesse d'accumulation de la  protéine H par s par ribosome et par ARNmN 

















Peu de médecins en France seraient capables d’identifier sans se tromper un cas 
de rougeole (seul un isolement in vitro et une titration des anticorps dirigés contre la 
protéine N permettent de s’en assurer). D’autres affections peuvent ressembler à cette 
maladie au niveau symptomatique et cependant elle reste unique sous bien des aspects.  
Ce fut l’une des premières affections connues pour induire une immunosuppres-
sion, en dépit d’une réponse immunitaire efficace. A cause d’une défiance vis-à-vis de 
la vaccination et des échanges migratoires, on détecte encore des épidémies locales de 
rougeole en France. Dans les pays où la vaccination n’est plus obligatoire, la recrudes-
cence des cas de rougeole est bien plus importante, signe que le virus reste un patho-
gène extrêmement habile. Sans cesse retardée, l’éradication de la rougeole à l’échelle 
mondiale pourrait être possible. Entre les vaccins existants, dont l’efficacité n’est plus 
à prouver, et le suivi épidémiologique, ce sont en définitive les moyens humains et 
financiers qui bloquent la situation. 
Dans ce contexte, l’étude du virus de la rougeole pourrait apparaître anecdoti-
que puisque l’on dispose déjà des outils permettant de l’éradiquer. Hormis les études 
centrées sur de nouvelles voies vaccinales et utilisant les vaccins existant déjà, les ob-
jectifs de l’OMS (éradication en 2010) ne portent pas sur l’élaboration de nouveaux 
vaccins. D’ailleurs, compte tenu de leur efficacité et de leur innocuité, y’en aurait-il 
réellement besoin ? L’intérêt du VR à l’heure actuelle est qu’on le considère comme 
bien caractérisé et que les vaccins qu’on en a dérivés peuvent être considérés comme 
« idéaux ». De fait, il s’agira plutôt d’études fondamentales, permettant de mieux 
comprendre son fonctionnement et de transposer les résultats obtenus à d’autres virus. 
 
Le polymorphisme, humain et/ou viral  
Une seule maladie et des centaines de souches de virus de la rougeole. S’agit-il 
réellement de la même affection ? Dans les pays du Sud économique, 
l’immunosuppression initiée par la rougeole, chez des enfants bien souvent séroposi-
tifs pour le HIV et disposant donc d’une immunité affaiblie, permet l’établissement 
Discussion  
148 
d’infections opportunistes et mortelles. Dans certains cas, la rougeole peut se compli-
quer par des troubles neurologiques souvent létaux. Meurt-on alors de la rougeole ? 
Quelle est la part de diversité provenant de l’individu (immunodéprimé, mal protégé, 
sensible…) et du virus en tant que tel ?  
Il faut également admettre qu’au cours de l’infection, le virus évolue, s’adapte, 
mute, lutte contre le système immunitaire. Si à l’échelle de la planète, on arrive à dis-
tinguer diverses souches de VR, dans les suspensions virales, au laboratoire, et au sein 
de l’organisme, on doit considérer non pas une population homogène de virions, mais 
un ensemble de sous populations hétérogènes, autant en qualité qu’en quantité.  
Face à cette diversité inhérente au VR, les individus humains offrent également 
tout un panel de variations. Dès lors, comment concevoir et expliquer l’unicité appa-
rente de la maladie et l’efficacité à très large spectre des vaccins ? Une piste de répon-
se est que malgré sa diversité génétique et sa plasticité au cours de l’infection, le VR 
est antigéniquement stable : il ne leurre pas le système immunitaire adaptatif. 
L’immunosuppression qu’il induit serait éventuellement une parade à cette absence de 
camouflage. 
 
Dans l’article 1, nous montrons qu’avec à peine 5 acides aminés de différence, 
répartis au sein de 4 protéines virales, une souche sauvage change radicalement de ca-
ractéristiques. Une étude précédente, menée au sein du laboratoire avait déjà mis en 
évidence que malgré l’absence de modifications de la protéine H, responsable de 
l’attachement du virus à CD46/CD150, la souche G954-V13 pouvait infecter des cellu-
les Vero (Kouomou and Wild, 2002). Contrairement à ce qui est rapporté dans d’autres 
publications, la protéine F ne semble pas impliquée dans ce processus puisque aucune 
différence n’est détectée entre les deux souches virales. Si l’on se réfère aux travaux 
de Tahara et al., la mutation E89K de la protéine M pourrait expliquer les caractéristi-
ques de cette souche (Tahara et al., 2005; Tahara et al., 2007b). En effet, cette muta-
tion permet une interaction plus forte entre M et H et améliorerait la formation des par-
ticules virales au sein des cellules Vero, au détriment des cellules exprimant CD150. 
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Leur modèle expérimental ayant consisté à exprimer dans des cellules Vero les protéi-
nes H et M, on ne dispose d’aucune information sur une éventuelle modification au 
moment de l’entrée du virus ! Ces résultats s’accordent bien avec nos observations : la 
souche G954-V13 se développe correctement en Vero par rapport à la souche G954-
PBL. Néanmoins, nous n’avons observé aucun défaut dans la formation de syncytia, y 
compris en Vero/CD150 (Tahara et al., 2005; Tahara et al., 2007b). D’ailleurs, les pla-
ges de lyse formées par la souche sauvage étaient toujours les plus petites (données 
personnelles non montrées).  
 
Que s’est il réellement produit au cours des 13 passages en cellu-
les Vero ?  
L’échantillon de G954-PBL, isolé à partir de prélèvements sanguins chez un en-
fant malade, a été maintenu puis propagé en PBMCs. Historiquement, on considère 
que dans cet environnement cellulaire, le virus ne va pas se modifier. Premier écueil, 
qu’y a-t’il réellement dans l’isolat de départ ? A priori, il est constitué d’une popula-
tion hétérogène de virions (quasi espèces virales). Le maintien en PBMCs puis sa mul-
tiplication va forcément entretenir et générer une plus grande diversité ou au contraire 
commencer à sélectionner un variant plutôt qu’un autre. Le passage en cellules Vero 
agira de même : avant l’entrée dans la cellule, il y a sélection de virions capables de se 
fixer ; une fois à l’intérieur de la cellule, sera sélectionné le virus dont la stratégie ré-
plicative est la plus efficace. La souche G954-V13 faisait-elle partie du pool de départ 
de virions qui infectaient l’enfant ?  
Face aux cellules Vero, dépourvues de CD150, comment les virus G954-PBL 
sont-ils rentrés ? On peut supposer une faible affinité pour CD46 qui aurait permis, 
événement hasardeux, au virus de rentrer (Masse et al., 2004; Masse et al., 2002). La 
mutation E89K de M, pourrait avoir modifié la géométrie de cette protéine et éventuel-
lement affecté la géométrie de la protéine H, à laquelle elle est liée, de manière plus 
forte suite à cette mutation. Dans ce cas, sans avoir affecté H, on pourrait modifier 
l’accessibilité au site de liaison à CD46. Autre possibilité : en dehors de CD46 et 
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CD150, il y aurait un autre récepteur, présent sur les cellules Vero et qui aurait permis 
aux virus G954-PBL de rentrer. Cependant, ce récepteur ne serait pas utilisable pour 
générer des syncytia puisque l’infection des Vero par G954-PBL est pas ou très peu 
lytique. 
Quoiqu’il en soit, au moins un virus est rentré. Par rapport aux PBMCs, les cel-
lules Vero, en tant que lignée cellulaire, sont une population homogène. Elles ne pro-
duisent pas d’IFN de type I mais disposent du récepteur IFNAR. Elles vont également 
se répliquer plus rapidement et fréquemment que les PBMCs. De plus, ce sont des cel-
lules apolaires, adhérentes, établissant des liens physiques entre elles qui nécessitent 
de l’EDTA ou de la trypsine pour être rompus. Leur durée de vie est également plus 
longue. Hormis ces quelques données de base, aucune étude n’a été menée permettant 
de définir l’environnement cellulaire.  
Au bout de 13 passages en cellules Vero, 5 mutations se sont accumulées dans 
les régions codantes. Par rapport à d’autres souches, ces passages se faisaient en aveu-
gle puisqu’il n’y a pas d’effet cytopathique. Habituellement, dans le cas de souches 
vaccinales comme Ed-Schwarz ou Ed-Zagreb, l’infection de cellules Vero, au bout de 
3 ou 4 jours, se conclut par la formation d’immenses syncytia. Ces infections s’opèrent 
à bas titre, c'est-à-dire qu’on considère qu’il y a un virion pour 100 cellules. Etrange-
ment, ce rapport est plus productif qu’un rapport de 1 pour 1. Pour obtenir la souche 
G954-V13, les souches parentales ont donc été déposées sur des tapis de cellules Vero 
et 3/4 jours après, surnageant et culot cellulaire étaient récoltés, sans avoir pu observer 
le moindre effet. Et pourtant, déposées sur des cellules Vero/CD150, ces suspensions 
induisaient des effets cytopathiques : l’infection des cellules Vero avait été efficace.  
De fait, les souches G954 ont pu entrer au sein des cellules Vero, se multiplier 
et bourgeonner pour infecter les cellules avoisinantes, sans pour autant générer de syn-
cytia. Pour mieux s’adapter à cet environnement cellulaire, il y aurait donc eu sélection 
de la souche G954-V13. Compte tenu de la faible quantité d’IFN produite par des 
PBMCs dans les conditions de passage, ces molécules ou leur absence n’ont vraisem-
blablement pas joué de rôle dans la sélection des mutations dans P/V/C. Les résultats 
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de l’article I confirment cette supposition.  Dans ce cas, l’intérêt pour la population 
virale aura été de se multiplier selon une cinétique plus adaptée au contexte cellulaire. 
Cependant, il serait déraisonnable de dire que telle ou telle mutation a accéléré ou ra-
lenti la réplication ou la transcription par exemple. En effet, autant les modèles ma-
thématiques que les résultats conflictuels publiés tendent à montrer que les protéines 
virales peuvent intervenir à différents niveaux de contrôle de l’infection (Caignard et 
al., 2007; Devaux et al., 2007; Griffin, 2006; Kerdiles et al., 2006; Nishie et al., 2007; 
Parks et al., 2006; Runkler et al., 2008; Sato et al., 2007; Tahara et al., 2007a; Yokota 
et al., 2008). Même le génie génétique aura du mal à donner une réponse claire et pré-
cise tant que nous ne disposerons pas d’outils suffisamment performants pour mesurer 
et visualiser en temps réel acides nucléiques et protéines. 
De plus, nous n’avons pas encore séquencé les parties non codantes et pourtant 
régulatrices du génome de G954-PBL et G954-V13. Ces régions sont connues pour 
avoir un rôle crucial dans le développement d’une souche mais principalement en ter-
mes de quantité d’ARN produite (Barr et al., 2002; Parks et al., 2001a). 
Au final, on conçoit bien que pour comprendre comment G954-PBL a été adap-
té aux cellules Vero, il faut réussir à intégrer de nombreux niveaux de complexité 
qu’aucune expérience à l’heure actuelle n’arrive à englober. 
 
(Re)Définir la notion de souche vaccinale 
Si d’infimes modifications de la séquence protéique des constituants viraux 
peuvent affecter aussi profondément la biologie de ce parasite, comment concevoir la 
notion de « vaccin » ? Au cours de nos expériences, nous avons pu remarquer que Ed-
Schwarz et Ed-Zagreb se comportaient de manière analogue sans pour autant suivre la 
même cinétique d’infection.  
Compter le(s) virus 
Il faut déjà admettre que la plupart des méthodes utilisées ne sont pas assez ré-
solutives. En particulier, la titration par plages de lyse, que nous avons utilisée de ma-
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nière intensive n’est fiable qu’avec un facteur 5. De plus, cette technique quantifie 
l’infectiosité d’une suspension virale et dépend donc du type cellulaire utilisé. Il n’y a 
(malheureusement/évidemment) pas de relation simple entre type cellulaire, présence 
de CD46/CD150 et titre viral. Selon la souche, le titre infectieux sera plus important en 
Vero/CD150 qu’en B95a et inversement (données personnelles non montrées). Dès 
lors, le fait que les résultats de QPCR annoncent plus de 100 fois plus de génomes que 
de particules infectieuses (quel que soit le type cellulaire) peut être analysé de diverses 
façons.  
Particules défectives 
On suppose l’existence de particules virales non infectieuses, éventuellement 
défectives, dans les suspensions de VR, en laboratoire (Ayata et al., 1998; Rager et al., 
2002; Schneider et al., 1997; Vincent et al., 1999; Whistler et al., 1996). Dans le cas 
du VSV, on peut facilement les distinguer, compte tenu de la taille des particules vira-
les. Pour la rougeole, ce n’est pas le cas. De plus, on peut compter entre 2 et 10 ARN 
par particules virales, même si la plupart des études conservent la notion d’un génome 
unique. De fait, il n’y a aucune relation simple entre les résultats de QPCR (nombre de 
génomes) et les résultats de titration (nombre de pfu). Au final, dans une suspension de 
VR, il faudrait donc compter des virus non infectieux, quel que soit le type cellulaire et 
d’autres particules, dont le caractère infectieux, dépendrait des cellules cibles. Evi-
demment, entre nos deux souches vaccinales, on peut penser que ces rapports diffé-
raient, ce qui rajoute un degré supplémentaire de complexité. 
Construire une souche vaccinale ? 
Sachant qu’on définit une souche de VR comme étant « vaccinale » à partir 
d’observations menées in vivo, chez l’homme est-il réellement surprenant d’ignorer les 
bases moléculaires permettant d’établir ce phénotype ? Fiers de nos outils, on aurait pu 
s’attendre à retrouver assez facilement des explications indéniables. Quelques études 
ont mis en avant des motifs au sein de la séquence génétique des souches vaccinales, 
autant dans les parties codantes que dans les parties non codantes (Parks et al., 2001a; 
Parks et al., 2001c; Parks et al., 2006; Zhang et al., 2002). Certains acides aminés se-
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raient une signature du caractère vaccinal malgré des protocoles d’adaptation diffé-
rents. De plus, même si les souches sauvages dont elles dérivent, datent de la même 
époque et appartenaient vraisemblablement au même génotype, elles n’étaient pas 
identiques. De fait, les souches vaccinales dont on dispose ont conservé de leurs sou-
ches parentales, un « squelette » qui leur est propre avec des régions ou parfois sim-
plement quelques acides aminés bien précis, communs aux souches vaccinales. Nos 
résultats montrent qu’en touchant à peine 5 acides aminés on peut profondément modi-
fier le comportement d’une souche de VR, il n’est donc pas étonnant d’observer que 
certains acides aminés sont la signature d’une souche vaccinale.  
Converger vers une souche vaccinale 
Une étude portant sur la souche CAM70 a montré une grande stabilité de celle-
ci au cours de passages cellulaires (Borges et al., 2008). De même, nos résultats sur les 
souches vaccinales montrent qu’elles peuvent se développer correctement dans de 
nombreux types cellulaires, sans être affectées outre mesure par les IFN de type I. 
Nous proposons donc l’idée qu’une souche vaccinale serait robuste (son comportement 
n’est pas affecté par de (petites) modifications de l’environnement) et que les passages 
qu’on fait subir à la souche sauvage sont autant d’étapes d’une suite qui convergerait 
vers cet état. L’acquisition des mutations typiques des vaccins serait progressive mais 
convergerait, quelle que soit la souche de départ vers le même arrangement de muta-
tions. De fait, plutôt que de rechercher l’efficacité, la course au vaccin devrait 
s’orienter vers la recherche de la stabilité. On pourrait ainsi concevoir de manière très 
simple, de faire subir à diverses souches sauvages, le même traitement que celui prati-
qué pour établir les souches vaccinales. Une comparaison des séquences montrerait si 
oui ou non, on retrouve bien, suite aux passages, les mêmes acides aminés. 
En quête de stabilité 
Pourrait-on alors définir une formule vaccinale « canonique » ? Ce défi mérite-
rait d’être relevé mais face aux divergences génétiques observées entre les vaccins uti-
lisés actuellement, on conçoit que notre compréhension de la biologie du virus ne le 
permet pas encore. On peut cependant élaborer des cartes génétiques avec des points 
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chauds (très variables et critiques) et des zones de grande stabilité (squelette). Malgré 
tout, ce genre de travaux ne nous affranchirait pas des effets émergeant des interac-
tions avec le contexte intracellulaire puisqu’on a pu constater que dès que le milieu 
changeait, les réponses pouvaient rapidement et grandement diverger. 
 A l’évidence, cette notion de stabilité, au sens plus mathématique, était déjà 
acquise dans une acception plus moléculaire. En effet, il faut que les souches vaccina-
les ne révertent pas une fois chez l’humain (majoritairement le jeune enfant). La notion 
de robustesse se doit également d’être observée à cette échelle puisqu’en dépit de la 
grande diversité des humains, et de leur système immunitaire, on souhaite que tous 
soient protégés efficacement. C’est le cas, même si l’on ignore pourquoi. Cependant, 
gardons à l’esprit que cette protection n’est pas la même pour tous (les taux 
d’anticorps sériques contre la protéine N varient beaucoup d’un individu à l’autre) et 
qu’il apparait que l’efficacité dépend étroitement de l’individu (des vaccinations suc-
cessives chez un individu mal protégé ne le protègent pas à long terme plus efficace-
ment) (Etchart et al., 2007).  De même, bien que cela soit rare, certains enfants décla-
rent une rougeole suite à la vaccination (Griffin, 2006). A une autre échelle, on ne peut 
admettre que le développement des complications neurologiques rougeoleuses tiennent 
uniquement à des mutations spontanées du virus, le système immunitaire et éventuel-
lement nerveux ont eux aussi un rôle dans ce processus (Kerdiles et al., 2006). 
Des preuves de variabilité 
Nous avions pu observer une certaine variabilité dans les résultats d’expériences 
menées sur les PBMCs et les pDCs. D’un donneur à l’autre, les infections pouvaient 
varier du tout au tout. En particulier, l’efficacité infectieuse de G954-PBL était étroi-
tement liée au donneur. En l’absence de données physiologiques précises sur l’état de 
santé et le passé médical du donneur, nous ne pouvons établir de liens détaillés. A 
l’échelle cellulaire, le fait d’avoir été vacciné ou pas, n’a pas eu d’impact particulier 
sur les tests que nous avons menés. En revanche, on observait toujours un taux mini-
mal de multiplication des souches vaccinales, indépendamment du donneur (même s’il 
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y avait une variabilité, il n’y a jamais eu d’infections abortives, au contraire des 
pDCs). 
 
IFN et VR, des relations complexes 
Depuis de nombreuses années, les virologistes ont recherché l’origine cellulaire 
des IFN de type I. Les cellules dendritiques plasmacytoïdes sont, à l’heure actuelle, 
considérées comme les principales productrices de ces molécules. Nos résultats, s’ils 
ne contredisent pas les observations de Schlender et al (induction d’IFN de type I blo-
quée par l’infection rougeoleuse (Schlender et al., 2005)), les questionnent malgré tout 
puisque nous avons montré qu’au-delà de 24 heures d’infection, il y a production mas-
sive d’IFN. Compte tenu du consensus actuel, nos résultats ne sont pas surprenants et 
corroborés par d’autres collaborations. Cependant, cette cinétique de production 
d’IFN, étroitement liée à la cinétique d’infection montre que la biologie de ces cellules 
est encore imprécise. Une lignée de pDCs avait été développée (Chaperot et al., 2001), 
nos résultats n’ont pas été concluants vraisemblablement à cause de la grande instabili-
té de cette lignée. Les résultats de l’équipe de Conzelmann ont été obtenus sur des cel-
lules purifiées à 100%, alors que nous n’avons jamais réussi à atteindre ce taux de pu-
reté (Druelle et al., 2008; Schlender et al., 2005 ). On pourrait alors supposer qu’une 
interaction avec d’autres cellules immunitaires serait nécessaire pour induire la pro-
duction d’IFN de type I. 
 
Tous les résultats publiés (ou pas) sur les pDCs et le VR montrent que ces cellu-
les sont infectables par les souches vaccinales. L’absence de CD150 laissait présager 
qu’elles ne soient pas susceptibles aux souches sauvages (Galibert et al., 2001) et 
puisque dans aucune condition, nous n’avons observé de production de particules vira-
les infectieuses, cela aurait pu être le cas. L’analyse par RT-QPCR, au-delà des biais 
expérimentaux possibles, montre clairement que ces cellules peuvent supporter une 
réplication du VR. Cette réplication génère au moins des fragments de génomes lea-
der-gène N. Ces résultats soulèvent deux questions : comment la souche sauvage est-
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elle entrée en l’absence de CD150 et pourquoi la réplication est-elle abortive ? De 
plus, comment expliquer la synthèse d’IFN dans ces conditions ? 
Dans le cas des monocytes, l’expression de CD150 est inductible suite à la ma-
turation des cellules cibles infectées (Minagawa et al., 2001). Compte tenu du faible 
nombre de pDCs que l’on peut obtenir à partir d’un prélèvement sanguin (moins d’un 
million à partir de 450 mL de sang), nous n’avons pas pu suivre l’expression de 
CD150 après infection des pDCs. Quoiqu’il en soit, les hypothèses quant au mécanis-
me d’entrée de G954-PBL au sein de ces cellules sont les mêmes que celles citées pré-
cédemment : faible affinité pour CD46 ou troisième récepteur. En l’absence de don-
nées plus précises, on ne peut rien avancer de plus.  
L’infection des pDCs par les souches vaccinales Ed-Schwarz et Ed-Zagreb in-
duit la formation de syncytia. Il y a également expression de la protéine H à la surface 
des pDCs au cours de l’infection (données personnelles de T.Duhen et C.Rabourdin-
Combe). Les résultats publiés dans l’article I font état d’une réplication de chacune des 
souches testées. En définitive, le VR peut infecter les pDCs, s’y répliquer, exprimer les 
protéines virales mais il n’y a pas bourgeonnement. Les infections par les souches in-
duisant des SSPE montrent des caractéristiques semblables mais aucun lien n’a encore 
été déterminé entre cette complication neurologique et les IFN de type I. Dans le cas 
des pDCs, on a vu qu’il y avait une très forte production d’IFN de type I suite à 
l’infection. On peut supposer que l’effet antiviral de ces molécules s’exercerait entre 
les phases tardives du cycle réplicatif et le bourgeonnement (blocage de l’assemblage 
des composants viraux à la surface, production massive de particules défectives…). 
La mise en place du système IFN est un phénomène rapide et nos résultats le 
confirment. L’infection par des virus préalablement inactivés aux UV induit une pro-
duction d’IFN de type I de moindre ampleur (résultats non montrés). Cette observation 
implique au moins deux modes d’induction du système IFN ou du moins une activa-
tion en deux temps. Un premier signal de danger serait émis durant les phases précoces 
du cycle. Il doit y avoir détection de PAMP à la surface cellulaire ou à l’intérieur de la 
cellule. Les pDCs n’expriment pas TLR2 (pas de détection de H via ce biais (Bieback 
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et al., 2002)) et aucune interaction entre le VR et les autres TLR de surface n’a été mi-
se en évidence. Des essais de stimulation de pDCs via CD46 et CD150 à l’aide 
d’anticorps n’ont pas donné de résultats exploitables mais on ne peut ignorer 
l’hypothèse d’une activation via ces récepteurs viraux qui sont également des partenai-
res majeurs dans l’activation d’une cellule. A l’intérieur de la pDC, les TLR7 et 9 ainsi 
que des RLR pourraient être impliqués. Cependant, en l’absence de réplication, la 
quantité d’acide nucléique apportée par le virus est-elle suffisante pour déclencher la 
production d’IFN ?  
Face à un virus pouvant se répliquer, les mêmes hypothèses restent valables. La 
plus grande production d’IFN est-elle alors le reflet d’une activation en deux temps ?  
Il y aurait détection des PAMPs extra/intra cellulaires puis amplification de la réponse 
par un mécanisme détectant les ARN viraux néotranscrits  ou simplement un effet 
cumulatif  sans autres mécanismes mis en jeu (plus d’ARN donc plus d’IFN). Dans la 
littérature, on retrouve les deux possibilités. Cependant, face au peu d’études menées 
sur les pDCs, en particulier au niveau des mécanismes mis en jeu pour induire la pro-
duction d’IFN, on ne peut guère avancer plus loin dans le raisonnement. De plus, 
compte tenu de la grande diversité des mécanismes déjà mis en évidence (cf. introduc-
tion), il y a de fortes chances que selon les souches virales et selon les donneurs, on ne 
retrouve pas les mêmes séquences d’événements.   
 
Sous une apparence bénigne, la rougeole reste encore un sujet à débattre. Au-
delà des différentes complications qu’elle peut engendrer, c’est surtout la variabilité 
entre les souches et les liens complexes établis avec le système immunitaire qui génè-





Vers une intégration des données biologiques 
Depuis plus de 50 ans, de nombreuses équipes de recherche ont élagué la forêt 
d’incertitudes et de doutes centrés sur la biologie du VR. Evidemment et 
(mal)heureusement, ils n’ont pas tous suivi les mêmes méthodes ni utilisé les mêmes 
souches virales. S’il en ressort des résultats intéressants et parfois complémentaires, 
cette diversité d’approches amplifie la diversité inhérente au virus et au polymorphis-
me génétique humain. A l’heure de la génomique et des analyses à haut débit, la litté-
rature foisonne de renseignements mais aucune intégration de ces données n’est encore 
disponible. 
L’échec (partiel) des modèles animaux 
L’intérêt des modèles animaux a été de pouvoir jumeler toutes les approches in 
vitro. Historiquement, le premier récepteur connu pour le VR était CD46 et tout natu-
rellement plusieurs modèles de souris transgéniques ont été générés. Le handicap ma-
jeur de cette approche était que ces souris n’étaient pas infectables par la voie respira-
toire et, pour la plupart, ne déclenchaient de symptômes qu’en absence d’un système 
IFN de type I fonctionnel. Plus récemment, d’autres modèles de souris transgéniques 
ont été développés, basés sur l’expression de CD150, le deuxième récepteur connu 
pour le VR. Rares sont les modèles de souris infectables par la voie naturelle et les 
souches sauvages et malgré leur apport indéniable, ils restent, ab initio éloignés de la 
réalité humaine. 
D’autres modèles animaux existent  et manifestent des symptômes analogues à 
ceux de l’homme : des singes Cynomologus et des Rhesus (Auwaerter et al., 1999; 
Hoffman et al., 2003 ; Permar et al., 2003; Polack et al., 1999; Sato et al., 2008; Stitte-
laar et al., 2000a; Stittelaar et al., 2002a ; Stittelaar et al., 2002b; Stittelaar et al., 
2000b; van Binnendijk et al., 1994). Cependant, les problèmes autant techniques 
qu’éthiques limitent les aspects pratiques de cette approche. 
De fait, malgré les avancées technologiques récentes, notre compréhension du 




D’autres modèles ? 
Alors que certains essayent de définir la cellule minimale et de recréer virtuel-
lement les interactions de base au sein d’une cellule (Luisi et al., 2006), d’autres met-
tent à profit une population virtuelle de millions d’individus mobiles au comportement 
(quasi) humain pour revisiter l’épidémiologie (Balicer, 2007). Depuis quelques années 
déjà, la virologie et l’immunologie comptent parmi les nouveaux terrains de jeu des 
mathématiciens et informaticiens. L’approche que nous avons détaillée dans la se-
conde partie des résultats intègre cette mouvance en gardant, contrairement à d’autres 
articles, une optique très biologique.  
Malgré un formalisme mathématique, nous n’avons pas souhaité adopter une 
démarche trop éloignée de la démarche biologique. De fait, autant les interprétations 
que le cheminement des expériences ont été dictés par cette logique. Ainsi, nous 
n’avons pas souhaité tenter de résoudre de manière analytique la plupart des systèmes 
que nous avons définis. De plus, si biologiquement un modèle ne semblait pas suffi-
samment porteur, l’analyse mathématique ne l’approfondissait pas plus (par exemple, 
l’inactivation des polymérases qui pouvaient cependant continuer à se déplacer). 
Cependant, comme nous l’avons dit, nous disposons d’une connaissance figée 
des événements du cycle infectieux. Aucun schéma aussi complexe soit-il n’arrive à 
rendre compte d’une manière dynamique de l’ensemble du cycle viral. Et pourtant, il 
tourne ! 
 
Comment fonctionne la polymérase du VR ? 
La moyenne, c’est insuffisant pour prétendre à de bons résultats 
Dans la partie sur la modélisation du fonctionnement de la polymérase, l’une 
des hypothèses simplificatrices que nous employons est que nous considérons une vi-
tesse moyenne de parcours du génome (Plumet et al., 2005). Cette mesure, aussi utile 
et précise qu’elle soit peut très bien être artefactuelle. Une étude récente menée sur la 
polymérase II a montré que cette enzyme parcourait le génome en faisant des pauses 
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plus ou moins longues. De fait, la vitesse instantanée de l’enzyme est plus importante 
que la vitesse moyenne. Dans le cas du VR, si les enzymes ne se détachent pas du gé-
nome et qu’il n’y a jamais de délai, en particulier entre la sortie et l’entrée au sein du 
génome, cette vitesse moyenne peut être considérée comme réelle.  Si l’on veut décrire 
le plus exactement possible comment les enzymes parcourent le génome du VR, cette 
question est importante, par contre, pour des modèles plus globaux, une vitesse cons-
tante et une accumulation linéaire des ARNm sont valables. Enfin, dans les modèles 
avec arrêt de l’enzyme ou détachement, la vitesse instantanée devrait être beaucoup 
plus rapide, cependant, comment la déterminer ? Nous n’avons pas encore testé cette 
hypothèse mais cette approche reste envisageable quoique lourde en calculs. 
 
Combien de ribonucléoparticules dans un virion ? 
Conformément aux études qui annoncent entre 20 et 50 protéines L par génome, 
nous avons déterminé que la valeur optimale du nombre de polymérases dans un mo-
dèle avec un génome circulaire était de 33.  
En l’absence de données précises sur le contenu génétique d’un virion, nous 
avons testé différentes topologies possibles. Un ARN circulaire peut être envisageable 
compte tenu de la complémentarité des extrémités 3’ et 5’ même si les forces de tor-
sion s’exerçant alors seraient peut-être trop fortes. L’intérêt de ce modèle aussi irréa-
liste soit-il, réside dans le fait que des constructions plus complexes peuvent être trai-
tées comme des compositions de ce modèle si l’on fait l’hypothèse d’une absence de 
délai entre entrée et sortie du génome.  
Si l’on revient sur l’hypothèse de plusieurs génomes empaquetés au sein d’un 
seul virion, plus de deux génomes impliquent moins d’une douzaine de polymérases 
par génome. Cette valeur n’est pas en accord avec les observations. Dans ce cas, on 
peut soit supposer qu’il y a forcément des antigénomes au sein des particules virales 
soit qu’il y a une latence entre la fin d’un génome et l’entrée au sein du second.  
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En ce qui concerne l’organisation des polymérases le long du génome, dans le 
modèle « un génome circulaire », la répartition initiale n’a pas d’impact sur l’allure 
des cinétiques d’ARNm si l’on considère une répartition aléatoire, différente entre tou-
tes les particules virales. Par contre, si les enzymes s’accumulent au niveau de zones 
précises, au sein de l’ensemble des virions, le gradient n’est pas exactement respecté 
durant les 2 premières heures, temps maximal qu’il faut aux enzymes pour parcourir 
l’ensemble du génome. Les observations de Plumet et al. n’abondent pas dans ce sens 
et dans ce modèle, il n’y a pas de raisons de supposer une répartition non aléatoire des 
enzymes le long du génome (Plumet et al., 2005). 
 
Le polyméras‘ome’, un train à l’arrêt ? 
Le modèle d’enzymes wagons poussées par d’autres enzymes a apporté des ex-
plications à certaines observations que des modèles plus simples ne permettaient pas 
d’envisager. L’un des résultats les plus intéressants est celui de génome portant des 
wagons d’enzymes inactives et immobiles. S’ils sont incorporés au sein de particules 
virales, on les considérerait comme des particules non infectieuses sans pour autant 
qu’il y ait de défauts au sein du génome. Cette idée permettrait d’expliquer les rapports 
de 1/104 que nous avons observés entre pfu et génome. Les différentes conformations 
de la N ainsi que la plasticité structurelle de P et L pourraient générer plusieurs états 
du complexe réplicatif. Cette hypothèse avait été avancée pour expliquer le passage 
d’un état réplicase à un état transcriptase, nous proposons que sous certaines condi-
tions, le complexe soit dans un état inactif.  
Le passage des enzymes le long du génome s’apparente plutôt à l’ouverture 
d’une fermeture éclair. La polymérase doit ouvrir la nucléocapside pour accéder au 
génome. L’énergie nécessaire à son déplacement et cette ouverture est apparemment 
générée par la formation des liaisons nucléotidiques au cours de la polymérisation. 
L’idée qu’une enzyme s’inactiverait et s’arrêterait sans se détacher peut faire écho aux 
pauses observées par la pol II. Le fait que nous supposions que des enzymes actives 
puissent en pousser d’autres ne se base sur aucune étude biochimique et en dépit des 
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résultats cohérents que nous obtenons, on se doit de remettre en question la viabilité 
d’une telle hypothèse. S’il apparaît concevable qu’une enzyme puisse en pousser une 
autre, nos résultats font apparaitre qu’il faudrait qu’elle en pousse une dizaine au 
moins. En l’absence de données plus précises, on ne peut cependant pas infirmer ce 
modèle.  
 
Se détacher pour être plus proche de la réalité ? 
L’hypothèse la plus couramment admise est celle du détachement de l’enzyme. 
Les modèles mathématiques classiques sont limités pour étudier des déplacements, 
apparemment, aléatoires, en trois dimensions. Une étude préliminaire est en cours, en 
se basant sur la vitesse de diffusion de la polII au sein de la cellule (Darzacq et al., 
2007). Cependant, dans ce cadre, il faudrait avoir une idée beaucoup plus précise de la 
géométrie de la (les) nucléocapsides, dans le cytosol. Les contraintes que nous avons 
mentionnées (hélice, encombrement stérique, « immensité de l’océan cytosolique »…) 
ainsi que les remarques émergeant des modèles présentés précédemment, mettent en 
avant qu’il faudrait  vraisemblablement des facteurs supplémentaires pour mener à 
bien les réactions de transcription. La protéine V, non structurale, est connue pour mo-
duler réplication et transcription mais à notre connaissance aucune étude n’a montré 
son implication directe avec la polymérase ou les ARN génomique/antigénomique 
dans ces phénomènes (Cruz et al., 2006; Fontana et al., 2008; Hu et al., 2005; Parks et 
al., 2006; Takeuchi et al., 2005; Witko et al., 2006). Des partenaires cellulaires inter-
viennent pour participer à la formation du virion (cytosquelette par exemple), on pour-
rait concevoir que d’autres molécules non virales interviennent au niveau de la trans-
cription, soit pour fournir l’énergie nécessaire au mouvement des enzymes inactives, 
soit pour les guider une fois détachées du génome.  
Comme nous l’aborderons plus tard, une approche par « système basé agent » 
serait la plus envisageable pour tester l’hypothèse du détachement des enzymes. Ce-
pendant, ces modèles font appel à des données biochimiques précises dont on ne dis-




Entre M et F 
Le résultat qui ressort de l’ensemble de nos expériences, quel que soit le modèle 
testé est que la probabilité d’arrêt d’activité polymérasique est très forte entre les gènes 
M et F. Ce n’est pas le message couramment diffusé : on pense plutôt que le passage 
critique s’opère entre N et P. Pourtant, plusieurs études ont montré l’importance de 
cette région non traduite, en termes de régulation de la pathogénicité et de la dynami-
que virale (Heider et al., 1997 ; Parks et al., 2001a; Parks et al., 2001b ; Santak et al., 
2007 ; Takeda et al., 2005). Compte tenu de l’aspect mécanique de nos modèles, nous 
proposerions l’existence de structures secondaires rendant ce passage plus difficile et 
plus sujet à détachement/extinction. On pourrait également y chercher des sites de liai-
son pour des protéines régulatrices (virales ou cellulaires). Des mutations intervenant 
dans cette zone sont connues pour affecter l’établissement du gradient et de fait, des 
modifications dans la géométrie de la molécule pourraient modifier l’efficacité avec 
laquelle l’enzyme parcourt cette région du génome. 
 
Même si pour l’instant nous ne pouvons exclure réellement aucune hypothèse, 
ces modèles devraient nous permettre de mieux envisager le fonctionnement de la po-
lymérase du VR. Ironiquement, ils mettent en avant les incohérences de notre façon de 
penser le virus et servent également de moteur pour de nouvelles expériences. En par-
ticulier, il faudrait générer une approche similaire à celle utilisée pour polII (Darzacq 
et al., 2007) en gardant en tête que la fixation d’un anticorps sur la polymérase (et les 
traitements de perméabilisation préalables) risquent d’altérer la vitesse de parcours, 
comme observé avec la polymérase-GFP qui est beaucoup plus lente (Plumet et al., 
2005). Ces problèmes de visualisation en temps réel pour mesurer des cinétiques 
d’activité et plus uniquement des localisations de composants moléculaires sont, à no-
tre avis, des défis à relever pour les années à venir. Les modèles mathématiques y au-




Faire tourner le cycle du VR 
A une plus grande échelle et afin de capturer toutes les étapes du cycle viral et 
plus uniquement les phases précoces de la transcription ; nous avons développé une 
approche mathématique de l’infection d’un tapis cellulaire par le virus de la rougeole. 
Conformément aux publications mentionnées dans l’introduction, nous avons essayé 
d’adapter le modèle SIV. Ce fut un échec. Même en y ajoutant une latence entre 
l’apparition des virus et l’infection des cellules ou en définissant différents stades 
d’infection (soit de manière continue, comme pour le vieillissement des populations 
cellulaires, soit de manière usuelle : cellules infectées, cellules productrices…), aucun 
résultat ne recoupait les courbes obtenues expérimentalement. Par rapport à d’autres 
infections virales, on sait que l’infection par le virus de la rougeole est plutôt lente. De 
plus, les effets cytopathiques et la transmission cellule/cellule, caractéristiques, sont 
impossibles à gérer avec un modèle en EDO.  
 
Limites et possibilités 
Le modèle que nous avons présenté ne représente que l’une des variations les 
plus abouties que nous avons obtenues pour le moment. L’absence de résultats parfai-
tement en adéquation avec les résultats expérimentaux ne constitue pas un échec en soi 
mais témoigne plutôt des imperfections et imprécisions du modèle, reflet lui-même de 
nos connaissances. Certains des résultats que nous avons obtenus (importance du 
nombre des ribosomes par exemple) proviennent directement de la façon dont nous 
avons « traduit » le cycle viral. En l’absence de données précises sur la plupart des 
régulations des phénomènes enzymatiques, nous ne pouvons que proposer des hypo-
thèses. Toutes peuvent être critiquées et éventuellement condamnées. L’accumulation 
linéaire des ARNm et ARNg provient directement de l’analyse des résultats de Plumet 
et al. mais comme nous l’avons discuté précédemment, ne représente pas le phénomè-
ne biologique réel mais une vision moyenne de ces événements. (Plumet et al., 2005) 
Malgré tout, le paramétrage de l’efficacité de transcription (et de réplication…) par 
l’environnement cellulaire permet d’aborder les interactions virus/cellule et prendre en 
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compte le vieillissement des cellules. Aucune étude mathématique n’avait encore 
considéré l’environnement cellulaire comme un facteur important dans le développe-
ment viral. La plupart de leurs approches s’intéressent en effet à des effets moyens, 
alors qu’au sein d’un tapis cellulaire, le nombre de cellules initialement infecté est 
presque négligeable. L’intérêt majeur de notre approche est donc de se dégager des 
aspects purement théoriques des systèmes d’EDO et d’offrir une « visualisation » de 
l’infection d’un tapis de cellules. 
 
L’intérêt des EDO 
Cependant, nous ne remettons pas en cause l’intérêt des systèmes d’EDO. Afin 
de vérifier l’importance de la division cellulaire sur l’infection rougeoleuse, nous 
avons d’une part modélisé la croissance des cellules Vero/CD150 et d’autre part, ef-
fectué des mesures de cinétiques sur cellules irradiées (donc ne se multipliant plus). 
Les résultats des cinétiques ont montré des courbes dans le même esprit que les cinéti-
ques publiées dans l’article 1. Cependant, aucune relation simple (facteur multiplicatif 
ou délai…) n’a pu être mise en évidence entre les résultats avec et sans irradiation des 
cellules. Par contre, la modélisation par EDO, à partir d’un modèle logistique quelque 
peu modifié a donné de bons résultats pour mimer la croissance des Vero/CD150. No-
tre approche « basé biologie » nous a conduit à mimer la formation en 2D du tapis cel-
lulaire. Les vidéos que l’on obtient reproduisent avec une grande fiabilité les observa-
tions que l’on peut faire à travers la loupe binoculaire. 
 
Une transition délicate 
Comme nous l’avons abordé dans la partie résultats, des étapes critiques du cy-
cle réplicatif ont été particulièrement délicates à modéliser. Aucun consensus actuel ne 
s’est dégagé sur les activités de la polymérase. Que la protéine N soit un cofacteur in-
dispensable et régulateur de la réplication/transcription est indéniable mais difficile à 
interpréter. Si l’on considère que passé un certain temps d’infection, toutes les polymé-
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rases changent d’activité, abandonnant la transcription au profit de la réplication, il 
faudrait supposer que suffisamment de protéines N aient été produites… Même si le 
virus est efficace, on peut douter qu’il puisse gérer et prévoir les stocks de constituants 
dont il a besoin. De plus, la quantité de protéines (toutes confondues) produites ainsi 
que la quantité de génomes, par rapport au faible nombre de virus produits montrent 
plutôt un gaspillage de molécules en désaccord avec cette hypothèse. De fait, le passa-
ge (si c’en est réellement un) d’une activité transcriptase à une activité réplicase, ne 
peut se faire qu’à un niveau local et nous sommes persuadés que sur un même brin 
d’ARN, les deux états peuvent être retrouvés. La modélisation que nous avons em-
ployée : répartir au sein de la cellule les polymérases en trois groupes, en fonction des 
substrats disponibles fait abstraction de la géographie cellulaire. Des essais précédents 
dans lesquels nous cartographiions la cellule comme une matrice ne se sont pas avérés 
porteurs et étaient très lourds à gérer pour le logiciel.  
 
La fusion, ou pourquoi personne n’avait essayé de modéliser le phéno-
mène avant ? 
L’autre point difficile à interpréter est la formation de syncytia. On admet géné-
ralement que ce phénomène a lieu quand une cellule infectée exprime suffisamment de 
protéines H et F à sa surface de telle sorte qu’il peut y avoir fusion avec une cellule 
voisine, exprimant CD46 et/ou CD150. Nous avons tenté d’établir une valeur seuil 
pour la fusion. La fusion s’apparente à une diffusion de l’ensemble des ressources et 
composants viraux d’une cellule vers l’autre. A chaque instant, il fallait donc détermi-
ner si la fusion pouvait avoir lieu. L’assimilation du tapis à une matrice nous conduit à 
considérer 4 cellules voisines. Si l’on sait que la protéine H va se localiser préférentiel-
lement au niveau des radeaux lipidiques, sont-ils répartis uniformément à la surface 
cellulaire  (Manie et al., 2000; Runkler et al., 2008 ; Vincent et al., 2000)? Les cellules 
Vero/CD150 ne sont pas des cellules polaires donc théoriquement, aucune répartition 
préférentielle de H n’est censée être observée. Il faut donc admettre que chaque cellule 
voisine de la cellule infectée  « voit » ¼ des protéines H produites. Nous considérons 
que la fusion est un phénomène qui a lieu une fois et reste maintenu. Certaines études 
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prônent l’établissement de micro fusions qui sont réparées permettant malgré tout le 
passage de composés viraux. Nous ne pouvons atteindre ce degré de précision. On 
considérera que le passage « en bloc » d’un grand nombre de composés viraux à un 
instant donné représente en fait la somme de plusieurs petits passages et d’un passage 
plus important au moment où le syncytium s’établit réellement. 
Les travaux de Herschke et al. aussi intéressants soient-ils, représentent un 
écueil majeur à notre système (Herschke et al., 2007). En effet, ils montrent que les 
syncytia sont mobiles. Notre système de modélisation ne permet pas d’envisager de 
tels phénomènes. Il apparaît malgré tout que la mobilité des syncytia dépend étroite-
ment du type cellulaire et (heureusement) les cellules Vero sont beaucoup moins mobi-
les que les cellules 293T. Cependant, cette observation met en avant l’intérêt d’une 
modélisation tridimensionnelle de l’infection rougeoleuse. Une modélisation par SMA 
serait donc une éventualité à envisager avec intérêt. 
 
L’approche que nous avons développée a essayé de contourner la majorité des 
problèmes qui se présentent généralement aux conceptions bidimensionnelle (plus la 
dimension temporelle). Au détriment de la rapidité des calculs, nous avons préféré res-
pecter au maximum une conception « basée biologie ». Pour les effets de bord, on 
constate leur importance éventuelle, mais en considérant mathématiquement que le 
virus « rebondit » sur la paroi des puits/le bord de la matrice, nous pensons que ces 
phénomènes sont acceptables. A chaque étape que nous jugions aléatoire ou insuffi-
samment précise, nous avons privilégié une approche stochastique. De même, la dis-
position initiale des virus à la surface du tapis cellulaire, la mort programmée des cel-
lules, la dégradation des composants moléculaires, sont des phénomènes gérés par le 
moteur « random » de Matlab. Il est fort probable que cette approche induise un biais 
que nous ne pouvons pas contourner. Enfin, notre but était de modéliser l’intégralité 
du cycle infectieux, nous avons donc dû nous efforcer dans la mesure du possible de 
reproduire la simultanéité de tous les événements. Cela demande de prendre en compte 
à chaque instant les modifications apportées ponctuellement et génère beaucoup de 
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tableaux intermédiaires allongeant le temps de calcul. Malgré tout, dans certains cas 
(établissement des syncytia en particulier), plutôt que de générer 4 syncytia en même 
temps si c’est possible, un nombre aléatoire définit avec quelle cellule un syncytium 
peut être établi et ce, à chaque pas de temps. Des essais au cours desquels la fusion 
s’opérait entre les 5 cellules en même temps se sont révélés chaotiques à cause de no-
tre conception de diffusion. Malgré tout, à l’heure actuelle, nous n’avons pas encore 
conçu d’approches plus simples en calcul et plus réaliste. 
 
(Se) Remettre en question(s) ?  
L’un des intérêts de la modélisation est de mettre en évidence certaines des la-
cunes dans notre raisonnement. Les résultats que nous avons obtenus reflètent ainsi le 
flou autour de la plupart des mécanismes viraux. De plus, l’absence de données préci-
ses pour la plupart des phénomènes apparaît critique. Des études approfondies sériées, 
multifactorielles et quantitatives, telles que celles publiées par Plumet et al. apparais-
sent nécessaires afin de mieux comprendre le cycle viral. (Plumet et al., 2005) 
Le modèle que nous avons présenté est déjà plus complexe que la majeure par-
tie des approches utilisées habituellement. Pourtant, nos résultats montrent des produc-
tions de particules virales trop rapides et précoces sans atteindre de valeurs importan-
tes. Ces résultats font écho à des suivis cinétiques de virus déficients pour V et/ou C 
(Devaux and Cattaneo, 2004 ; Parks et al., 2006 ; Patterson et al., 2000 ; Takeuchi et 
al., 2005; Witko et al., 2006). En effet, comme on l’a dit, en plus de leur rôle vis-à-vis 
des IFN de type I, ces protéines régulent le cycle réplicatif du VR. Nous n’en avons 
pas tenu compte dans notre modèle par souci de simplification. Cependant, au vu des 
publications qui accumulent les preuves de leur rôle régulateur, il semble nécessaire de 
les incorporer. La question est alors de définir leur impact. Doit-on incorporer un fac-
teur d’efficacité des phénomènes de polymérisation dépendant de la quantité de pro-
téine V ? De plus, si des données existent quant à la quantité d’ARNm codant pour P 
qui sont édités pour produire V, on ignore avec quelle fréquence, la protéine C est tra-
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duite à partir des ARNm de P. Ce nouveau degré de complexité s’il est à envisager va 
nécessiter plus encore de tests. 
 
L’approche du modélisateur aussi profitable soit-elle se doit d’être remise en 
question. Peut-on réellement simplifier les événements biologiques et les traduire en 
langage compilable ? Pour de nombreux phénomènes, cette approche est réaliste. Dans 
le cas qui nous intéresse, nous avons voulu jongler avec toutes les échelles d’étude. En 
fait, nous avons voulu retrouver les règles (que l’on suppose simple) régissant les inte-
ractions entre molécules virales à partir d’observations des phénomènes finaux, com-
plexes et qui représentent en fait la moyenne d’événements individuels. Ces approches 
doivent donc être prises avec précaution (et non pas rejetées de prime abord). Les ou-
tils mathématique et informatique dont on dispose actuellement dépassent de loin les 
performances que peuvent atteindre les techniques les plus poussées de biologie molé-
culaire. En gestion des procédés, les ingénieurs utilisent les modèles de fourmilière par 
exemple pour optimiser les chaines de production. La mécanique virale avec son effi-
cacité pourrait être mise à profit dans cette optique. Si des physiciens arrivent à expli-
quer la répartition des commerces au sein d’une ville (Jensen, 2006), on devrait pou-
voir mathématiser l’infection rougeoleuse ! A l’instar du principe d’Heisenberg qui 
conclut qu’on ne peut efficacement situer une entité et avoir accès à sa vitesse, peut-
être faudra t’il admettre que l’on ne peut avoir accès à tous les niveaux d’investigation 
du cycle viral… Malgré tout, on ne reviendra pas sur les apports indéniables que les 
études menées par Perelson et consorts offrent à la virologie ! 
 
Sur les toiles que constituent les cellules, les virus de la rougeole, en tant 
qu’artistes impressionnistes, disposent d’une palette impressionnante de variations 
possibles. De tout temps, le biologiste a dû ouvrir son champ d’investigation aux tech-
nologies émergeant d’autres champs disciplinaires. A l’heure de la rencontre des IFN 
de type I et du virus de la rougeole, la complexité émergeant de leurs trames respecti-
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 Dans le cadre de ma collaboration avec les Dr. Denis Gerlier, Hélène Valentin 
et Chantal Rabourdin-Combe, j’ai participé à la mise en évidence du rôle de la fusion 
viro induite dans l’établissement de la réponse IFN de type I. Pour cela, j’ai réalisé les 
tests biologiques de titration d’IFN α/β comparés aux mesures par ELISA. (figure 1, 4 
et 6) 
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Measles virus (MeV) infection is characterized by the formation of multinuclear giant cells (MGC). We
report that beta interferon (IFN-) production is amplified in vitro by the formation of virus-induced MGC
derived from human epithelial cells or mature conventional dendritic cells. Both fusion and IFN- response
amplification were inhibited in a dose-dependent way by a fusion-inhibitory peptide after MeV infection of
epithelial cells. This effect was observed at both low and high multiplicities of infection. While in the absence
of virus replication, the cell-cell fusion mediated by MeV H/F glycoproteins did not activate any IFN-/
production, an amplified IFN- response was observed when H/F-induced MGC were infected with a nonfu-
sogenic recombinant chimerical virus. Time lapse microscopy studies revealed that MeV-infected MGC from
epithelial cells have a highly dynamic behavior and an unexpected long life span. Following cell-cell fusion,
both of the RIG-I and IFN- gene deficiencies were trans complemented to induce IFN- production. Produc-
tion of IFN- and IFN- was also observed in MeV-infected immature dendritic cells (iDC) and mature
dendritic cells (mDC). In contrast to iDC, MeV infection of mDC induced MGC, which produced enhanced
amounts of IFN-/. The amplification of IFN- production was associated with a sustained nuclear local-
ization of IFN regulatory factor 3 (IRF-3) in MeV-induced MGC derived from both epithelial cells and mDC,
while the IRF-7 up-regulation was poorly sensitive to the fusion process. Therefore, MeV-induced cell-cell
fusion amplifies IFN-/ production in infected cells, and this indicates that MGC contribute to the antiviral
immune response.
Measles virus (MeV) is an important human pathogen re-
sponsible for 345,000 deaths in 2005 (http://www.who.int
/mediacenter/factsheets/fs286/en/). However, most humans
clear this viral infection provided that they have functional
cellular and adaptive immunity (19). MeV infection begins in
the respiratory tract and then spreads to local lymphoid tissues,
where virus replication can occur in macrophages and possibly
conventional dendritic cells (DC) (cDC) (14, 17, 22, 49, 70).
This allows MeV to spread to other lymphoid organs and to the
whole body. MeV induces a cytopathic effect characterized by
the fusion of neighboring cells into multinucleated giant cells
(MGC). In vivo, 7 days after MeV infection of rhesus monkeys,
MGC are found in the respiratory and genitourinary tracts as
well as in the esophagus and skin epithelia (47). In addition, a
specific subset of infected MGC, called Warthin-Finkeldey
cells (WFC), initially described in infants dying of acute mea-
sles, is found in primary and secondary lymphoid organs (19).
WFC are usually observed in germinal centers and interfollicu-
lar areas of secondary lymphoid organs and in the thymus.
They are heterogeneous and display either B- or T-cell mark-
ers (54), although macrophage and DC markers have not yet
been investigated. In vitro, MeV infection of human cells,
including primary epithelial cells and cDC, induces the forma-
tion of MGC, also referred to as syncytia (17, 78, 82). MeV-
induced cell-cell fusion is governed by the interaction of the
viral envelope H and F glycoproteins with the cellular recep-
tors CD46 and CD150, which are expressed ubiquitously and
solely on immune-activated cells, respectively (19).
The hallmark of the immune response to a viral infection
is the rapid production of a range of cytokines, most prom-
inently type I interferon (IFN) (alpha/beta IFN [IFN-/]).
IFN-/ enables cells to be protected against viral infection
via pleiotropic activities such as the inhibition of protein
synthesis and cell proliferation and the enhancement of
apoptosis of infected cells (reviewed in references 5 and 21).
They also activate natural killer (NK) cells and cytotoxic T
lymphocytes (CTL) that are capable of eliminating the viral
pathogen by killing infected cells. IFN-/ can act directly
on CTL or indirectly by inducing the maturation of cDC,
which facilitates the cross-presentation of viral antigens to
CTL (42, 43). The single IFN- gene and most of the IFN-
genes differ in their promoter regions; the former is acti-
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vated by IFN regulatory factor 3 (IRF-3) and IRF-7 het-
erodimers (56), whereas only IRF-7 homodimers (25)
and/or IRF-7/IRF-8 heterodimers, as recently reported for
mouse DC (75), can activate the latter. The recognition of
peculiar danger molecular motifs of viruses is mediated by
host pattern recognition receptors (PRR) (36), which can
recognize virus nucleic acids. Two groups of PRR are in-
volved in IFN production in DC, Toll-like receptors (TLR)
and RIG-like receptors (RLR). To date, TLR are mainly
responsible for IFN- production by plasmacytoid DC
(pDC) via TLR7 and TLR9 (1), which respond to viral
nucleic acids within the endosomal compartment. Nucleic
acid recognition results in the activation of the IFN- genes
through the phosphorylation and nuclear translocation of
IRF-7 (26, 37). Indeed, in comparison with other cells, pDC
express high levels of IRF-7 (8, 30), and this allows pDC to
produce 100- to 1,000-fold more IFN- and IFN- than
other cell types (26). TLR are also involved in IFN produc-
tion by cDC via TLR3 after phagocytosis of infected cells
(64). However, the IFN response in cDC relies principally
on RLR (RIG-I and MDA-5) (34, 35), which are cytosolic
PRR expressed in almost all nucleated cells and dedicated
to respond to viral nucleic acids produced during replication
(28, 60, 87). MDA-5 and RIG-I recognized double-stranded
RNA (20) and 5-triphosphate-ended RNA (28, 60, 62),
respectively. Accordingly, they recognize different types of
RNA viruses, with MDA-5 being activated by the Picorna-
viridae and RIG-I being activated by the Flaviviridae, Ortho-
myxoviridae, and Mononegavirales (20, 35). MeV activates
RIG-I, which recognizes the 5-triphosphate end of the
small RNA leader transcript (62). The activation of RLR
induces the interaction with an adaptor protein called IPS-1
(also known as MAVS, VISA, and CARDIF) that leads to
NF-B, IRF-3, and IRF-7 phosphorylation and their tran-
sient translocation into the nucleus, resulting in early IFN-
gene induction (34, 57). In contrast to the short-living
IRF-7, the more stable IRF-3 is highly expressed in all cells
(25). IFN- is then secreted and binds to the IFN- receptor
(IFNAR) to produce late IFN- and all IFN- subtypes.
Indeed, early IFN- induces the transcription of numerous
genes known as IFN-stimulated genes (25), including IRF-7.
The activation of this supplemental source of IRF-7 allows
the delayed production of a boost of both IFN- and IFN-,
according to a robust positive-feedback loop, which ampli-
fies the antiviral response (25). The crucial role of the RLR
in the IFN-/ response and control of viral replication has
recently been highlighted using IPS-1 (or MAVS)-deficient
mice, which show normal IFN- secretion by pDC (41, 74).
In the case of MeV, IFN-/ production has been found
after in vitro infection of various human cell types including
epithelial cells (from various tissues), endothelial cells, glial
cells, and peripheral blood mononuclear cells (52, 84, 85).
MeV propagates more efficiently in mature cDC (mDC) than
in immature cDC (iDC) and induces higher level of MGC
formation in mDC (17, 66). Given the ability of MeV to induce
MGC formation in the epithelium and secondary lymphoid
organs, we aimed at investigating, in both human epithelial
cells and cDC, the role of MeV-induced cell-cell fusion in the
regulation of IFN-/ production.
MATERIALS AND METHODS
Reagents. Antibodies used were monoclonal antibodies (MAbs) clone 55 (anti-
H), clone 25, and clone 120 (anti-N); G28.5 (anti-CD40); and rabbit polyclonal
anti-human IRF-3. The following reagents were used: Hoechst 33342 (Sigma), fu-
sion-inhibiting peptide (FIP) Z-D-Phe-L-Phe-Gly-OH (Neosystem), recombinant
human granulocyte-macrophage colony-stimulating factor and recombinant human
interleukin-4 (generously provided by Schering-Plough), recombinant human IFN-
(Calbiochem, San Diego, CA), and Draq5 (Alexis Biolabs).
Cells and phenotypic analysis. Human kidney epithelial 293T/17 cells (ATCC)
expressing CD46 (293T/CD46), HeLa cells, African green monkey Vero fibro-
blasts (ATCC), 293T/CD150 cells (77), Huh7.5 cells, a subline of Huh7 cells
defective in RIG-I (73), and human cortical thymic epithelial cells (TEC) (clone
P1.4D6) from postnatal thymus (16) were maintained in Dulbecco’s modified
Eagle’s medium supplemented with 10% fetal calf serum or as described previ-
ously (16, 73). Monocyte-derived DC were generated in vitro from human blood
(Etablissement de Transfusion Sanguine, Lyon, France) as previously described
(17). After 6 days of culture in 200 ng/ml recombinant human granulocyte-
macrophage colony-stimulating factor and 10 ng/ml recombinant human inter-
leukin-4, 95% of the cells were iDC. The mDC were derived by treating iDC
for 48 h with 10 g/ml of anti-CD40 mAb. cDC phenotyping was determined as
previously described (17, 82).
MeV infection. MeV (Halle´ strain) and recombinant chimeric MGV (72) were
maintained in Vero cells. For MeV infection experiments, cells were seeded
overnight at the appropriate density in a 24-well plate according to the duration
of the observation to avoid cell crowding. 293T cells and TEC were infected at
a multiplicity of infection (MOI) of 1, unless otherwise indicated, and then
treated or not treated with FIP. DC were infected with MeV at an MOI of 0.1
as previously detailed (17, 83). As controls, all cells were pulsed with a mock
preparation corresponding to uninfected Vero cell supernatant. In some exper-
iments, FIP (100 g/ml) was added to the cDC cultures infected or not infected
with MeV.
Transient cell transfections. A total of 4 	 105 293T/CD46 cells were plated
onto six-well plates (BD, Falcon). The next day, cells were transfected with either
1 g pCXN2-F (expressing Edm-F) plus 1 g pCXN2-EdH (expressing the
CD46-binding HEd), 1 g pCXN2-KAH (expressing the HKA from wild-type
MeV isolate KA, which does not bind to CD46) (79), or 2 g of pBSK() carrier
plasmid (Stratagene). All transfections were performed using Lipofectamine
(Invitrogen) or Dreamfect (OZ Biosciences) according to the manufacturer’s
instructions.
Time lapse. A total of 2 	 106 293T/CD46 cells were plated onto a six-well
plate and infected with MeV at an MOI of 1 as described above. After 24 h of
culture in the presence of 10 g/ml FIP, FIP was removed, and the plate was
placed at 37°C and heated in a 5% CO2 atmosphere (Carl Zeiss, Jena, Germany).
Cells were imaged by Metamorph software v6 with a Coolsnap HQ monochrome
camera associated with a time lapse microscope (Axiovert 100 M) and a 10	
(numerical aperture, 0.25) Plan-Apochromat objective (Zeiss). Meta Imaging
Series 4.5 (Universal Imaging, West Chester, PA) was used to make Quick-Time
movies from image stacks from metamorph software. One picture was made
every 10 min for 60 h, and every second of movie represents 235.4 min (3.92 h)
of culture (see Fig. S3 in the supplemental material). Images extracted from
stacks were processed with Adobe Photoshop 6.0 (Adobe Systems, San Jose,
CA).
Coculture experiments. A total of 8 	 104 Huh7.5 and Vero cells were plated
into 24-well plates (Costar) and were infected, 24 h later, with MeV at an MOI
of 1. At 8 h postinfection (p.i.), Vero cells were trypsinized and added to the
Huh7.5 cell monolayers at a 1:1 ratio in the presence or absence of 10 g/ml of
FIP. Cell-free supernatants were harvested at different times and frozen before
analysis for IFN-/ using a biological assay.
IFN- and IFN- detection assay. IFN-/ contents in supernatants were
determined using a bioassay as detailed elsewhere previously (84). IFN- and
IFN- levels were determined by enzyme-linked immunosorbent assay (ELISA)
using the IFN- kit from Bender MedSystems (detection limit, 8 pg/ml) and the
IFN- kit from PBL Laboratories (detection limit, 250 pg/ml), respectively.
RNA extraction, cDNA reverse transcription, and real-time quantitative PCR
analysis. A detailed procedure for viral RNA quantification was reported pre-
viously (61). Primer sets for human IFN- and IRF-7 mRNA quantitation were
TGGGAGGATTCTGCATTACC (forward) and CAGCATCTGCTGGTTG
AAGA (reverse), respectively. The primer sets were purchased from Search-LC
(Heidelberg, Germany). Results were normalized according to amounts of 18S
rRNA and expressed in mRNA copy number/25 ng of total RNA.
MTT colorimetric bioassay. A total of 4 	 103 293T/CD46 cells were plated
into a 96-well plate (Costar). At 30 h after infection or transfection, cells were










treated with 225 ng/well of 3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tetrazo-
lium bromide (MTT; Sigma) to measure mitochondrial activity of metabolically
active cells. Four hours later, the supernatant was removed, and the cells were
lysed with 100 l/well dimethyl sulfoxide containing 0.04 N HCl. Absorbance was
then measured at 490 and 650 nm (18).
Quantitative fusion assay. The quantitative fusion assay is based on the con-
ditional expression of -galactosidase (-Gal) under the control of the T7 poly-
merase promoter and was performed as previously described (7).
Subcellular localization of GFP–IRF-3 proteins. A total of 5 	 104 293T/
CD46 cells, seeded into 24-well plate, were infected or not infected with MeV
at an MOI of 1 for 2 h and then transfected by the green fluorescent protein
(GFP)–IRF-3 expression plasmid (46) using Lipofectamine. Twenty-four to 48 h
later, GFP fluorescence in living cells was analyzed with a Leica DM IRB
microscope at a magnification of 	400. The percentage of IRF-3-labeled nuclei
was calculated by counting, within a microscope field, the total number of nuclei
(belonging to mononuclear cells or MGCs [labeled and unlabeled]) and the
number of nuclei labeled with GFP–IRF-3. For each condition,100 nuclei were
counted.
Stainings. For nuclear staining, cell monolayers were stained with Hoechst
33342 dye as detailed previously (82), and the stained nuclei were observed using
a Leica DM IRB microscope.
MeV H-cell surface expression was detected using mAb cl55 plus goat anti-
mouse immunoglobulin G phycoerythrin-conjugated secondary antibody (Jack-
son ImmunoResearch Laboratories) as previously described (82). MeV N intra-
cellular detection was performed using a Cytofix/Cytoperm kit (Becton
Dickinson, Pharmingen), and 293T/CD46 cells were labeled using biotinylated
mAb cl25 plus streptavidin-phycoerythrin (Caltag Laboratories) as previously
described (82). After labeling, cells were analyzed using a FACSCalibur flow
cytometer (Becton Dickinson Cellquest software). Integrated fluorescence was
measured, and data were collected from at least 5,000 events.
Triple stainings were performed to visualize GFP–IRF-3 (green), MeV N
protein (red), and nuclei (blue) by confocal microscopy assays. A total of 2.5 	
104 293T/CD46 cells were seeded onto precoated poly-L-lysine (10 g/ml over-
night at 4°C; Sigma) glass coverslips in 24-well plates and incubated for 20 min
at 37°C. Twelve hours later, cells were infected with MeV at MOIs of 0.1, 1, 2,
and 4, followed by transfection of the GFP–IRF-3 expression plasmid as de-
scribed above, and were then cultured in the absence or presence of FIP at 10
g/ml. Forty-eight hours later, cells were fixed in 2% paraformaldehyde–phos-
phate-buffered saline (PBS) for 20 min at room temperature, treated with 0.1%
glycine–PBS for 10 min at room temperature, and permeabilized with 0.5%
Triton X-100–PBS for 5 min at room temperature. After washes with PBS, the
fixed cells were blocked in a solution containing bovine serum albumin, human
and goat sera, and Triton X-100–PBS overnight at 4°C. Cells were then incu-
bated with anti-N mAb cl120 for 90 min at 4°C. Cells were washed three times
for 5 min in PBS before incubation with goat anti-mouse immunoglobulin G-
Alexa 568 for 30 min at 4°C. After three washes in PBS, cells were mounted
onto glass slides with mounting medium (Dako) containing Draq5 as a nuclear
marker. Labeled cells were imaged with a confocal microscope (1 m; Zeiss
LSM510) using a zoomed (	2) 63	 (numerical aperture, 1.4) PlanFluor objec-
tive. To prevent cross-contamination between fluorochromes, each channel was
imaged sequentially using a multitrack recording module before merging.
Double staining was performed to visualize endogenous IRF-3 (green) and
nuclei (blue) by Axioplan2 Imaging microscopy assays. Briefly, 8 	 104 mDC
were seeded onto precoated poly-L-lysine glass coverslips in 24-well plates and
incubated for 20 min at 37°C. Twenty-four hours later, cells were infected at an
MOI of 0.1 and then cultured in the absence or presence of FIP at 100 g/ml. At
3 days p.i., cells were then fixed as described above for triple staining. The fixed
cells were then blocked in bovine serum albumin–serum–Triton X-100–PBS for
1 h at 4°C and incubated with rabbit anti-IRF-3 serum for 1 h at 4°C. Cells
were washed three times for 5 min in PBS before incubation with a goat anti-
rabbit immunoglobulin G Alexa 488-conjugated secondary antibody (Molecular
Probes) for 30 min at4°C. After three washes in PBS, cells were incubated with
1 g/ml of Hoechst 33343 stain for 15 min at room temperature before being
mounted onto glass slides with mounting medium (Dako). Labeled cells were
analyzed with an Axioplan2 Imaging microscope (0.3 m; Zeiss) and then im-
aged by Metamorph software V6. Images extracted from z stacks were processed
with Adobe Photoshop 6.0 software.
RESULTS
MeV-induced cell-cell fusion amplifies IFN- activation in
epithelial cells. While MeV induced a high number of syncytia
containing numerous nuclei in cells expressing both MeV re-
ceptors (293T/CD46 CD150), syncytia were smallest and
less numerous in 293T/CD46 cells expressing only CD46
(supplemental data may be found at hal.archives-ouvertes.fr
/hal-00169132). MeV infection of 293T/CD46 cells led to the
accumulation of F viral transcripts and to the induction of
IFN- gene expression (supplemental data may be found at
hal.archives-ouvertes.fr/hal-00169132). The accumulation of
viral F mRNA and the transcription of the IFN- gene were
both enhanced in 293T/CD46 CD150 cells compared to
293T/CD46 cells (data not shown). Thus, the level of IFN-
activation was correlated to virus transcription and/or to cyto-
pathic effects.
To decipher how each of these factor could influence the
IFN response, we took advantage of the availability of an FIP.
FIP efficiently blocks MeV-induced syncytium formation with-
out inhibiting the cell-to-cell virus spreading (19). The addition
of FIP repressed both syncytium formation and IFN-/ pro-
duction in an MeV-infected 293T/CD46 cell culture without
affecting the proportion of cells expressing MeV N protein
(Fig. 1A, left). Whereas the fusion was totally inhibited by FIP,
IFN-/ production by day 3 (not shown) and day 7 p.i. (Fig.
1A, left) was inhibited by 85 to 96%. This residual IFN-/
production was significant, since no IFN- could be detected in
uninfected cells (data not shown). However, 293T cells ex-
pressing only MeV Ed-H and F glycoproteins readily fused
into MGC but did not secrete any detectable IFN-/ (data
not shown). This indicates that cell-cell fusion, per se, does not
activate the IFN-/ response.
A recombinant chimeric virus, MGV, where the H and F
genes have been substituted with that of the vesicular stoma-
titis virus G glycoprotein (72) infected and propagated more
slowly in 293T/CD46 cells without inducing syncytium forma-
tion. Accordingly, it induced a low level of IFN- production,
which was insensitive to FIP (Fig. 1A, right) and equivalent to
that observed in FIP-treated MeV-infected 293T/CD46 cells.
Thus, MGV triggered only a basal level of IFN-/ response,
in agreement with the observation of the low IFN-/-inducing
ability of a nonfusogenic MeV variant (48). To confirm the
enhancing effect of cell-cell fusion on the MeV-induced IFN-
response, we compared the effect of expressing a fusing (HEdF)
and a nonfusing (HKAF) (79) glycoprotein combination in
trans on the IFN- response induced by MGV infection. As
expected, the expression of HKAF affected neither virus nor
IFN- transcription (not shown). In contrast, compared to
HKAF, the expression of HEdF induced large syncytia into
293T/CD46 cells, a minor increase in viral transcription, and
a significant increase in IFN- gene activation (Fig. 1B). Fur-
thermore, the enhancing effect on the IFN- response was
much more pronounced under conditions ensuring that every
single got infected, i.e., at an MOI of 4, with a 25-fold
enhancement of IFN- mRNA accumulation compared to a
limited 2.5-fold increase in virus transcript accumulation.
When 293T/CD46 cells were infected with fusogenic MeV
at an MOI ranging from 0.01 up to 4 and analyzed at 30 h p.i.,
the viral transcription of the F messenger exhibited a dose-
response curve between MOIs of 0.01 and 1 and then reached
a plateau (Fig. 1C, top). The identical levels of viral transcrip-
tion between MOIs of 1 and 4 suggested that some viral inter-
ference occurred. In addition, at an MOI higher than 1, a










cytotoxicity, increasing with the MOI used, was observed,
which likely resulted in part from cell fusion from without (i.e.,
fusion between adjacent cells bridged by viral particles) (6), a
reminder of virally induced hemolysis of CD46-expressing
Vervet monkey red blood cells (59). Furthermore, syncytium
formation was much reduced compared to that induced by a
lower MOI, likely because of the strong down-regulation of
CD46 upon contact with the large amount of hemagglutinin
brought about by the high viral inoculum (39, 51). The level of
IFN- transcription followed the same dose response between
MOIs of 0.01 and 1 to reach a plateau at MOIs of 1, 2, and 4
(Fig. 1C, middle). This correlation between viral transcription
and IFN- gene activation agrees with their parallel kinetics
observed at an MOI of 1 (62). Surprisingly, the production of
IFN-/ in the supernatant measured at 3 days p.i. was almost
identical between MOIs of 0.1 and 4 (Fig. 1C, bottom). At an
MOI of 0.01, a small amount of IFN-/ was detected only
later, at 7 days p.i. (data not shown). The addition of FIP,
which inhibited the formation of syncytia at all MOIs (Fig. 1C),
had minimal effects on viral transcription but strongly inhibited
IFN- gene transcription and protein secretion (Fig. 1C, black
columns), except at an MOI of 4. Interestingly, in the presence
of FIP, the amount of IFN released into the supernatant and
the MOI correlated for MOIs between 0.1 and 2 (Fig. 1C and
data not shown). At an MOI of 0.01, the level of released IFN
detected at 7 days p.i. was also inhibited by FIP (not shown).
The lack of an FIP effect at an MOI of 4 was likely reflecting
the side effects of the too-high viral load mentioned above.
Furthermore, after infection at an MOI of 1, FIP inhibition
of the cell-cell fusion observed at 30 h p.i. and 3 days p.i. was
dose dependent, as assessed by nucleus staining with Hoechst
33342 (Fig. 2A and data not shown) and the quantification
assay using -Gal as a reporter gene for intercellular fusion
(Fig. 2B). A similar inhibition curve was also observed for
IFN- mRNA (Fig. 2C and not shown). Strikingly, the best
mathematical equation describing these two dose-dependent
responses had similar slopes (
11) and ordinates at the origin
(42 and 39).
In summary, MeV replication triggers a basal IFN- re-
sponse independently of H/F proteins, and MeV-induced cell-
cell fusion robustly amplifies this response in a dose-dependent
manner at both low and high MOIs.
High morphological plasticity of MeV-induced MGC. Vi-
rally induced fusion is usually correlated with apoptosis (13).
As we observed an increased synthesis of IFN- in MGC, we
further analyzed the morphological plasticity of these cells.
Thirty hours p.i., syncytia were found to be metabolically active
and able to convert MTT into intracellular formazan crystals, a
FIG. 1. Role of cell-cell fusion and MeV infection in the IFN-
response. (A) Syncytium formation (scored as a minus sign [
] for no
syncytium and from  to 6, graded by integrating the numbers and
sizes of live adherent syncytia plus floating dead syncytia) percentage
of cells expressing the MeV N protein determined by flow cytometry,
and IFN-/ production at 7 days p.i. of 293T/CD46 cells with MeV
(left) or recombinant chimerical MGV (right) in the absence (dotted
columns) or presence (black columns) of 10 g/ml of FIP. (B) Syncy-
tium formation and accumulation of MeV N (top) and IFN- (bottom)
transcripts at 23 h p.i. in 293T/CD46 cells transiently expressing HEdF
(grid columns) or HKAF (checked columns), respectively. 293T/CD46
cells were infected with MGV at different MOIs, and they were then
transfected at 2 h p.i. (C) Dose-response relationship of MeV F tran-
scription and IFN- mRNA accumulation at 30 h p.i. and IFN-/
secretion at 3 days p.i. with the MOIs of MeV used to infect 293T/
CD46 cells in the absence (dotted columns) or presence (black col-
umns) of 10 g/ml FIP. Data are mean values  standard deviations
(SD) from two to three independent experiments. ND, not detected. †
indicates cell cytoxicity.
FIG. 2. Similar dose-dependent inhibition of cell-cell fusion and
IFN- gene transcription by FIP. 293T/CD46 (A and C) or HeLa
(B) cells were infected with MeV at an MOI of 1 prior to the addition
of increasing amounts of FIP. (A) Micrographs of adherent cells
stained with Hoechst 33342 (magnification, 	400) at 72 h p.i. Cells
containing more than three nuclei were considered to be syncytia
(white arrows). (B) Dose-dependent inhibition of cell-cell fusion by
FIP quantified by colorimetric -Gal reporter gene expression assay.
OD, optical density. (C) Dose-dependent inhibition of IFN- mRNA
accumulation by FIP at 30 h p.i. Data are means  SD of triplicate
experiments.










hallmark of mitochondrial activity in viable epithelial cells
(supplemental data may be found at hal.archives-ouvertes.fr
/hal-00169132).
Studies by time lapse microscopy of MeV-infected 293T/
CD46 cells over 60 h showed the syncytia to be dynamic,
exhibiting a morphology that varied with time (Fig. 3A and B)
(see Fig. S3A in the supplemental material). In the first stage,
the initial flat adherent syncytium increased in size and nucleus
contents (Fig. 3A). Dynamic pseudopodia emerged from the
syncytium to contact surrounding cells or syncytia. In a second
stage, the adherent syncytium retracted into highly refringent
smooth balls (third stage), where nuclei were no longer visible,
except upon examination under confocal microscopy of z
stacks after Hoechst staining (see below). Balls were highly
mobile and rolled around. When they encountered surround-
ing healthy adherent mononuclear cells, they spread out into a
secondary flat adherent syncytium with visible nuclei (fourth
stage). The secondary adherent syncytium then retracted again
(fifth stage) into an irregular ball with protruding blisters,
giving it a cauliflower appearance (sixth stage), which rolled
around. The duration of each stage was highly variable (see
mean values in Fig. 3B), and most of the initial syncytia passed
through stages 1, 2, and 3; half of them passed through stages
4 and 5 to reach stage 6; and another half directly passed from
stage 3 to stage 6 (Fig. 3B). Of 17 initial syncytia recorded
during three different experiments, none appeared to die be-
fore 60 h. Furthermore, when individual smooth or blistered
balls were transferred onto a fresh uninfected 293T/CD46
monolayer, they readhered. This suggests that syncytia may
have an indefinite life span provided that they find a healthy
cell monolayer within their vicinity (Fig. 3B and data not
shown). In contrast, when transferred onto a plastic dish cov-
ered or not covered by collagen, both smooth and blistered
balls became senescent and finally died, becoming floating and
optically clear bubble-like structures (data not shown). Thus,
MeV-induced syncytia are not prone to dying quickly; instead,
they may remain a viable entity. As controls, cell-to-cell fusion
was observed in neither uninfected nor FIP-treated MeV-in-
fected 293T/CD46 cells, indicating that none of the observed
syncytia was due to merging senescent 293T/CD46 cells (Fig.
3C and data not shown).
Cell-cell fusion brings together both the danger activation
signal and the IFN- gene to trigger IFN- induction. We then
studied whether MeV-induced fusion can trigger trans comple-
mentation using Huh7.5 cells and Vero cells that have disabled
RIG-I (73) and lack the IFN- gene (11, 12), respectively.
IFN-/ was secreted and accumulated over time from both of
the MeV-Huh7.5/Vero and MeV-Vero/Huh7.5 cell coculture
combinations, as syncytia were observed (Fig. 4). Moreover,
the addition of FIP completely blocked both cellular fusion
and IFN-/ production to undetectable levels. As expected,
MeV infection of isolated Huh7.5 or Vero cells induced syn-
cytia but did not trigger any IFN-/ response. Thus, the
RIG-I defect in human Huh7.5 cells and the IFN- gene defect
in the simian Vero cells could be trans-complemented in fused
cells, allowing the triggering of the human IFN- gene.
The IRF-7 expression level is not influenced by MeV-in-
duced fusion in epithelial cells. We then investigated whether
FIG. 3. MeV-induced syncytia are dynamic entities with an extended life span. MeV-infected 293T/CD46 cells were cultured overnight in the
presence of FIP and then cultured in the absence (A and B) or the presence (C) of FIP (10 g/ml), with recorded imaging for the next 60 h by
time lapse microscopy. Images at a magnification of 	10 (numerical aperture, 0.25) were extracted from Fig. S3A in the supplemental material
and another video not shown at 12.83 h, 15 h, 16.66 h, 25.33 h, 32.5 h, and 35.33 h. (B) The duration of each stage was evaluated and expressed
as means  SD of 17 microscopic areas from three to four separate experiments. The frequency was estimated and indicated as the proportion
(percent) that underwent transition through a given stage.










the enhancement of IFN- gene expression mediated by MeV-
induced cell-cell fusion correlates with the up-regulation of
IRF-7. To this end, the level of IRF-7 transcripts was analyzed
in 293T/CD46 cells and in primary TEC, which are IFNAR
competent, in the presence or absence of FIP (Fig. 5). In both
of these cell types, MeV infection resulted in the activation of
the IFN- and IRF-7 genes. However, the level of IRF-7 tran-
scripts remained unchanged when syncytium formation was
blocked by FIP treatment and did not correlate with the IFN-
mRNA level. Thus, the amplification of IFN- activation by
MeV-induced cell-cell fusion is not directly or solely controlled
by the level of IRF-7 expression.
MeV-induced cell-cell fusion amplifies IFN- and IFN-
responses in human mDC but not iDC. The phenomenon of
the amplification of the IFN-/ response by MeV-induced
cell-cell fusion was then examined in human monocyte-derived
DC. More than 95% of iDC and mDC were CD1a and
CD14
 (data not shown). While the immature phenotype was
confirmed by the low or negative expression of major histo-
compatibility complex class II, CD83, CD40, CD80, and CD86,
mDC expressed high levels of these molecules (data not
shown). In agreement with previous reports (17, 50), both iDC
and mDC, which have CD46 CD150Low and CD46
CD150High phenotypes, respectively (Fig. 6A) (50), were sen-
sitive to MeV infection, as shown by MeV F transcription (Fig.
6B). However, the sensitivity to infection differed between iDC
and mDC. MeV replication was faster in mDC than in iDC,
with 230-fold-higher transcription at 3 days p.i. (Fig. 6B).
While the iDC only poorly fused, the MeV-infected mDC
contained numerous giant MGC (Fig. 6), which expressed both
viral proteins and mDC markers (17) (data not shown). The
addition of FIP to the cDC did not significantly affect MeV F
transcription in the iDC and only partially reduced MeV F
transcription in mDC (Fig. 6B), while FIP efficiently inhibited
the formation of MGC (Fig. 6). We then investigated IFN-/
production in cDC following MeV infection. MeV-infected
iDC secreted significant levels of bioactive IFN-/ (Fig. 6C)
and IFN- (Fig. 6D). No IFN- production was detected (Fig.
6E), even though IFN- transcripts were observed (Fig. 6F),
because of either the limited sensitivity of the ELISA or the
consumption of IFN- by MeV-infected iDC (25). According
to the very low level of cell-cell fusion observed within MeV-
infected iDC, the addition of FIP did not affect IFN-/ pro-
duction (Fig. 6C and D). MeV-infected mDC produced signif-
icant levels of bioactive IFN-/, IFN-, and IFN- (Fig. 6C to
E) and IFN- mRNA (Fig. 6F). Both MGC formation and
IFN-/ production by MeV-infected mDC were strongly in-
hibited in the presence of FIP (Fig. 6C to F). Thus, MeV
infection induces IFN-/ responses in both iDC and mDC.
However, virus-induced cell-cell fusion amplifies both IFN-
and IFN- production only in mDC. Interestingly, MeV infec-
tion induced an IRF-7 up-regulation in iDC but not in mDC
(Fig. 6G). Furthermore, FIP did not significantly affect the
expression of IRF-7 in both DC types (Fig. 6G).
As a control, the nonfusogenic chimeric MGV was also used
to infect iDC and mDC. MGV induced, in both iDC and mDC,
only a basal IFN response, which was not sensitive to FIP
(supplemental data may be found at hal.archives-ouvertes.fr
/hal-00169132). We noticed that, contrary to MeV, MGV rep-
licated better in iDC than in mDC (supplemental data may be
found at hal.archives-ouvertes.fr/hal-00169132) and, accord-
ingly, induced stronger IFN- gene transcription in iDCs. We
speculate that the stronger endocytosis ability of iDC over
mDC can favor MGV entry, which relies on the acidic endo-
somal pathway mediated by the vesicular stomatitis virus G
glycoprotein.
Thus, MeV infection induces IFN-/ responses in both iDC
and mDC. However, the virus-induced cell-cell fusion ampli-
fies both IFN- and IFN- production only in mDC.
Sustained nuclear translocation of IRF-3 in MeV-induced
MGC derived from epithelial cells and mDC. MeV infection
induces the transactivation of the IFN- gene through the
phosphorylation and nuclear translocation of IRF-3 (65).
Therefore, we analyzed the changes in the subcellular IRF-3
localization using GFP-tagged IRF-3 (GFP–IRF-3) trans-
FIG. 4. Reciprocal trans-complementation of RIG-I- and IFN--
deficient cells by MeV-induced fusion. RIG-I-deficient Huh7.5 or IFN-
-deficient Vero cells were infected with MeV at an MOI of 1 and
cocultured 8 h later with uninfected Vero and Huh7.5 cells (ratio, 1:1),
respectively. The cocultures were treated or not treated with 10 g/ml
of FIP. Cell-free supernatants were collected at 30 and 60 h p.i. to
measure IFN-/ production. At the end of the coculture, the cell
monolayers were stained for fluorescent nuclei (magnification, 	400)
for counting within every syncytium indicated by arrows. Data are from
one representative experiment out of two. ND, not detected.
FIG. 5. Unlike the IFN- gene, IRF-7 gene expression does not
correlate with cell-cell fusion. 293T/CD46 cells (left) and TEC (right)
were either treated with 1,000 IU/ml of recombinant human IFN- or
infected with MeV at an MOI of 1 and cultured in the absence or
presence of FIP (10 g/ml). Expression of IFN- (top dotted histo-
grams) and IRF-7 (bottom black histograms) mRNA was quantified at
30 h p.i. Data from one representative experiment out of two or three
are shown. ND, not detected.










fected into 293T/CD46 cells. As expected (46), GFP–IRF-3
was localized exclusively within the cytoplasm of uninfected
cells (Fig. 7A). After MeV infection, nuclei from a single
syncytium exhibited a diverse level of GFP–IRF-3 staining,
thus looking asynchronous, and a large proportion of syncytia
contained nuclear IRF-3 whatever their stage. In addition, few
mononuclear MeV-infected cells surrounding outside MGC
displayed nuclear localization of GFP–IRF-3 (not shown). In
FIG. 6. Mature, but not immature, DC exhibit fusion-dependent amplification of IFN- and IFN- responses. iDC and mDC were mock
infected or infected with MeV at an MOI of 0.1 in the absence (dotted columns) or the presence (black columns) of FIP (100 g/ml). Syncytium
formation was scored for each condition as described in Fig. 1. (A) CD150 expression in iDC and mDC cultures was analyzed by flow cytometry.
(B) MeV F transcript accumulation in iDC and mDC cultures was measured at 3 days p.i. (C) Secreted bioactive IFN-/ in cell-free supernatants
collected at 3 days p.i. (C and D) IFN- (D) and IFN- (E) were measured by ELISA at 3 days p.i. (F and G) Accumulation of IFN- (F) and
IRF-7 (G) transcripts at 3 days p.i. in cDC cultures in the absence or the presence of FIP (100 g/ml). Data are mean values from two to five
separate experiments. ND, not detected; MFI, mean fluorescence intensity.




















the absence of FIP, 50%  24% of the nuclei belonging to
MGC were labeled with GFP–IRF-3, whereas only 6%  7%
of the small amount of single cells, which remained outside
MGC, had their nuclei labeled (Fig. 7A). In the presence of
FIP, although most cells were infected (Fig. 1A and 7B) (see
supplemental data at hal.archives-ouvertes.fr/hal-00169132),
nuclear translocation of GFP–IRF-3 was observed in only
4%  2% of them (2  0.01) (Fig. 7A), compared to 50% 
24% of nucleus labeling in the absence of FIP. In all cases, the
nuclei were intact, including those in syncytia, as shown by
Hoechst staining (Fig. 7A).
Confocal analysis of GFP–IRF-3 distribution in 293T/
CD46 cells infected with MeV at MOIs of 1 and 2 confirmed
the high rate of nuclear IRF-3 labeling in MGC compared to
mononuclear cells and the presence of cytoplasmic N protein
in all but rare cells (data not shown). At a lower MOI of 0.1,
similar results were obtained. Upon confocal analysis, many
nuclei within MGC were labeled with GFP–IRF-3, whereas
GFP–IRF-3 remained excluded from the nuclei of noninfected
cells (Fig. 7B and data not shown). When the fusion was
prevented by the addition of FIP, only a few mononuclear cell
nuclei displayed GFP–IRF-3 labeling, although most of them
were clearly infected, as shown by cytoplasmic N labeling (Fig.
7B, red dots and patches, and data not shown). Again, GFP–
IRF-3 was translocated into the nuclei of MGC at all stages of
the adherent-ball cycle shown in Fig. 3 (Fig. 7B and data not
shown). Interestingly, the distribution of both N and GFP–
IRF-3 tended to change with the morphological stage of the
MGC. When the syncytium was flat and adherent, GFP–IRF-3
showed a dotted and/or reticulated distribution in the nuclei,
and the N protein had a dotted cytoplasmic distribution. When
the syncytium underwent retraction into a smooth ball, the
intensity of the nuclear GFP–IRF-3 labeling became stronger
and more diffuse, and the N protein tended to aggregate fur-
ther into larger patches at the periphery of the cytoplasm (Fig.
7B and data not shown). Thus, the amplification of IFN-
production induced by MeV-mediated fusion correlates with a
sustained and strong nuclear translocation of IRF-3 within
MGC at all their morphological stages.
Localization of endogenous IRF-3 during infection of mDC
was also studied. As expected, endogenous IRF-3 distributed
exclusively within the cytoplasm of uninfected mDC (Fig. 7C,
left). At 3 days p.i., IRF-3 (green) staining of many intact
nuclei (blue stain) in syncytia of MeV-infected mDC was ob-
served (Fig. 7C, right) (see Fig. S7C in the supplemental ma-
terial). Interestingly, the distribution of endogenous IRF-3 in
the nuclei of mDC-derived syncytia looked very similar to that
of GFP–IRF-3 in nuclei of 293T-derived syncytia (compare
Fig. 7C with A and B and data not shown). The addition of FIP
strongly inhibited both MeV-infected MGC from mDC and
nuclear localization of endogenous IRF-3 (Fig. 7C, middle).
Thus, endogenous IRF-3 tended to remain translocated in
nuclei within MGC from MeV-infected mDC, in agreement
with the finding of sustained nuclear translocation of exoge-
nous GFP–IRF-3 within MGC derived from epithelial cells.
DISCUSSION
We report here that MeV-induced MGC or syncytia derived
from epithelial cells and mDC are metabolically active and
long-living and display both sustained nuclear translocation of
IRF-3 and enhanced activation of the IFN- gene. First, there
is a correlation between the fusogenic activity of the MeV
strain and IFN- production. Second, the fusion-enhancing
effect is observed at both low and high MOIs. Third, the FIP
inhibits, in a dose-dependent manner, both cell-cell fusion and
IFN- production. Fourth, cell-cell fusion mediated by MeV H
and F glycoproteins does not activate any IFN- response in
the absence of viral infection but does it after infection with
MGV, a nonfusogenic chimeric virus. Fifth, the cytosolic PRR
RIG-I and the IFN- gene are trans complemented during the
fusion process. Sixth, although both iDC and mDC are infected
by MeV, only mDC undergo massive cell-cell fusion. In the
mDC, robust IFN-/ production is mediated by MeV-in-
duced cell-cell fusion. Seventh, in both epithelial cells and
mDC, the fusion-enhancing effect on the IFN- response ap-
pears to be mediated by a sustained nuclear IRF-3 localization
but does not directly correlate with the up-regulation of IRF-7
expression. Finally, in response to MeV, iDC also produce
IFN-/ production, but it is independent of the fusion process
and likely amplified via IRF-7. Altogether, our results indicate
that MeV-induced MGC in epithelial cells and mDC are im-
portant sources of IFN-/ and that the fusion can mediate an
enhancement of IFN-/ production without modulating the
expression of IRF-7.
Cell-cell fusion is a hallmark of many viral infections, and
the resulting MGC were thought to be short-lived. Indeed,
syncytia induced by the human immunodeficiency virus type 1
glycoprotein died by apoptosis by at least three different mech-
anisms: transient lipid exchange, activation of several kinases
and transcription factors, and contagious apoptosis (58). Sur-
prisingly, MeV-induced MGC from epithelial cells were found
to be viable and dynamic entities capable of transducing intra-
cellular signals throughout their morphological stage changes.
FIG. 7. Nuclear translocation of IRF-3 can be triggered within MeV-induced syncytia. (A) Nuclear translocation of GFP–IRF-3 within syncytia
of 293T/CD46 cells infected by MeV at an MOI of 1. Microphotographs (magnification, 	400) show morphology (top panels), Hoechst-labeled
nuclei (middle panels), and GFP–IRF-3-labeled nuclei (bottom panels) at 30 h p.i. Micrographs of uninfected cells (mock) and cells infected with
MeV in the absence (MeV) or the presence (10 g/ml) (MeV  FIP) of FIP are shown. Data are from one representative experiment out of four.
(B) Three-color overlays of confocal images showing the distribution of GFP–IRF-3 (green), N (red), and nuclei (Draq5) (blue) in 293T/CD46
cells infected or not infected with MeV at an MOI of 0.1 in the presence or absence of FIP and transfected with GFP–IRF-3. Syncytium images
were taken at three morphological stages, flat adherent, retracting, and smooth ball, respectively. The whole set of one-color images used to build
the overlays is shown in supplemental data at hal.archives-ouvertes.fr/hal-00169132. (C) Nuclear localization of endogenous IRF-3 in MGC derived
from MeV-infected mDC. mDC were mock treated (left) (magnification, 	630) or infected with MeV at an MOI of 0.1 in the absence (middle)
(magnification, 	400) or the presence (right) (magnification, 	630) of FIP (100 g/ml). At 3 days p.i., mDC cultures were stained with anti-IRF-3
(green) (left) and with nucleus stain (Hoechst 33343) (blue). Cells were analyzed with an Axioplan microscope.










Thus, from our in vitro observations, we predict that the phys-
iopathological MGC (WFC) observed in lymph nodes and
thymus from MeV-infected children and primates should have
a rather long life span in vivo (54, 76). However, as described
by us and others (13, 58, 63, 82), syncytium apoptosis finally
occurs, probably depending on cellular environment depriva-
tion.
In nonpathological situations, the contents of a cell nucleus
should be tightly regulated to ensure that every cell harbors a
single nucleus. Notable exceptions are the fusion of cellular
precursors undergoing a specific maturation process, such as
myotubes, osteoclasts, and syncytiotrophoblasts. In the two
latter cases, a survival program is turned on (15, 31). Whether
such a mechanism occurs for the survival of MeV-induced
MGC remains to be determined. Strikingly, both of the MeV-
induced MGC and syncytiotrophoblasts need to recruit fresh
mononuclear cells in order to survive (29). Furthermore, given
that IFN- is used as retrocontrol feedback to limit the size of
the osteoclasts by preventing further recruitment of new mono-
nuclear cells (9), it could also regulate the dynamics of MGC
formation induced by MeV, as observed for other viruses (53,
80, 81, 86).
MeV-induced cell-cell fusion results in MGC harboring an
important function in innate immunity, and it could be ques-
tioned if the fusion per se acts as an activation signal. Indeed,
the artificial fusion of a human cell line with chicken erythro-
cytes results in the activation of both human and chicken
IFN- (23), with the latter being indicative of a reactivation of
the dormant chicken erythrocyte nucleus. MeV-induced cell-
cell fusion is mediated by H binding to the CD46 or CD150
cellular receptor, which results in the activation of the fusion F
protein (19). H binding to CD46 has been reported to activate
the IFN- response and NO· production in murine macro-
phages expressing human CD46 (33). In human epithelial cells,
the H/F- and CD46-mediated fusion, per se, was unable to
trigger the IFN- response, which required virus transcription
(62). Likewise, we can exclude that the interaction of H with
TLR2 is involved in IFN- activation since (i) the signaling
downstream of TLR2 occurred independently of the F glyco-
protein, (ii) the use of a wild-type MeV strain with the H
protein unable to bind to CD46 and TLR2 (4) gave similar
results (not shown), and (iii) the TLR2 signaling pathway is not
linked to IFN-/ production. Altogether, MeV-induced cell-
cell fusion in human epithelial cells is not directly sensed as a
danger signal by the innate cellular machinery.
MeV infection of human epithelial cells triggers the produc-
tion of IFN-, which is differentially regulated in mononuclear
cells and MGC. At the beginning of viral infection, the activa-
tion of IFN- occurs in MeV-infected mononuclear cells,
where cytosolic RIG-I is activated upon recognition of the
5-triphosphate end of MeV leader RNA (62), and this results
in the activation of IRF-3. IRF-3 then undergoes phosphory-
lation, homo- or heterodimerization, nuclear translocation, fix-
ation on IFN-sensitive responsive elements, and degradation
by the ubiquitin-proteasome pathway (3, 65). In a later phase,
the amplification of IFN- production in MeV-infected mono-
nuclear epithelial cells can be mediated by classical IFNAR/
IRF-7-dependent positive feedback, as described previously
for other viruses (27), since IRF-7 is up-regulated after MeV
infection. In contrast, the robust IFN- production mediated
by MGC from epithelial cells could not be explained solely by
IRF-7 up-regulation, because the latter was poorly sensitive to
the fusion process. As described previously for infection with
respiratory syncytial virus, IRF-3 nuclear translocation occurs
early, within a few hours after infection, and it then drops
rapidly within 15 h because of the anti-IFN activity of non-
structural proteins (71). Therefore, the presence of a high level
of IRF-3 nuclear translocation within MGC at a late time (30
h p.i.) of MeV infection is unexpected and supports an essen-
tial role for IRF-3 in the MGC-mediated amplification of
IFN- production. It is possible that MeV proteins with IFN
antagonist activity are diluted out upon fusion of MGC with
uninfected cells, thus allowing stronger and more sustained
IFN production. It remains to be determined if the sustained
IRF-3 nuclear localization within MGC occurs as phosphory-
lated IRF-3 homodimers or IRF-3/IRF-7 heterodimers.
What could the mechanism that enables cell fusion to boost
IFN- activation be? At low MOIs (virus-to-cell ratio of 1),
we propose the following model. Since the RIG-I and IFN-
gene loci are trans complemented during cell-cell fusion, syn-
cytium formation can boost IFN- transcription by bringing
uninfected cells into contact with viral pathogen-associated
molecular patterns (PAMPs). At a given time, the level of
IFN- activation results from the balance between available
trigger viral RNA (PAMPs), RIG-I (PRR), pathway compo-
nents (i.e., IRF-3), and viral IFN antagonists. The sustained
nuclear localization of IRF-3 in the nuclei within syncytia at
low MOIs is compatible with the continuous recruitment of
noninfected cells, which can result in a weakening concentra-
tion of viral antagonists and/or the recruitment of “naive”
RIG-I/pathway component molecules by MeV leader RNA,
which would be produced in excess over the amount of RIG-
I/pathway components available in a single cell. At a high
MOI, an alternative model should be made, since all individual
cells get infected prior to the fusion event, and the fusion-
mediated amplification of the IFN- response is even higher
(Fig. 1B). IRF-3 nuclear translocation could be sustained
within MeV-induced MGC because of a synergistic activity
such as the stabilization of phosphorylated IRF-3 by the acti-
vation of the DNA-dependent protein kinase (32). This will
require further investigations. Presently, our data thus argue
for two nonexclusive mechanisms involved in the fusion-en-
hancing effect on IFN- activation: one, evidenced at a low
MOI, is the recruitment of noninfected cells to MeV-infected
MGC, and the other, at a high MOI, is a synergistic effect of
cell fusion and virus infection. In both cases, there is a sus-
tained nuclear translocation of IRF-3 within MGC, the under-
lying mechanism of which remains to be more deeply exam-
ined. In every case, the amplification of the IFN- response by
MGC derived from MeV-infected epithelial cells upgrades the
alert level of the innate immune response against viral infec-
tion in peripheral tissues.
During natural infection, MeV infects lung epithelial cells
and/or resident iDC in epithelia and mucosa and likely induces
local IFN-/ production, which could limit MeV replication
(45). Infected iDC can then migrate and disseminate the virus
to the draining lymph nodes. There, they can be stimulated via
CD40L by encountering naive T lymphocytes and become ac-
tivated and more permissive to MeV replication, as shown
experimentally (66). Because mDC are prone to fuse with










surrounding cells, they form MGC, which could correspond to
the WFC found in lymphoid organs. This results in a high level
of virus progeny, which can propagate throughout the body.
There are several examples of IFN-/ production by human
or mouse iDC (2, 34, 35) infected in vitro by a few viruses,
including MeV (38). Here, we demonstrate that upon MeV
infection, both iDC and mDC produce IFN- and IFN- in
vitro. iDC display low permissiveness to MeV infection and
rapidly produce high levels of IFN- and IFN- independently
of cell-cell fusion, probably through IFNAR/IRF-7 signaling,
as judged by the up-regulation of IRF-7 expression. Since
IFN-/ is quickly produced and secreted by iDC after infec-
tion with MeV (not shown), IFN-/ can protect cells against
the propagation of MeV and strongly limit the formation of
MGC. As iDC are present in peripheral tissues and secrete
IFN-/, they can contribute to the establishment of the innate
antiviral state by enhancing the cytotoxicity of NK cells and
activating macrophages (10, 40). In addition, iDC constitute a
critical link between innate and adaptive immunity (44, 67).
Indeed, IFN-/ induces the up-regulation of costimulatory
molecules CD80, CD86, and CD40 on cDC (24) and the ex-
pression of TRAIL on iDC, which become cytotoxic (83).
Thus, the IFN-/ produced by MeV-infected iDC is a signal
that upgrades the alarm level of cellular innate immunity for
detecting the invasion of a possible pathogen.
In contrast to iDC, mDC are highly susceptible to MeV infec-
tion, form large MGC, and produce high levels of IFN-/. IFN-
/ is therefore less efficient in limiting MeV growth and MGC
formation within mDC than within iDC. The opposite pheno-
types of iDC and mDC could originate from different relative
kinetics of infection and the innate antiviral response. Indeed,
when the strength of the initial activation of IFN- is too low
compared to the virus growth kinetics, the rapid accumulation of
MeV-encoded anti-IFN V and possibly C proteins can block the
intracellular IFNAR signaling pathway (55, 69), and this paves
the way for unlimited virus growth. We therefore favor that MGC
can be promoted or repressed according to the respective speed
and strength of virus growth and IFN-/ production. Upon in-
fection, mDC produce IFN-/ mostly from MGC, without any
IRF-7 up-regulation. This suggests that the IFNAR/IRF-7 feed-
back loop is not directly involved. These data are in agreement
with the down-regulation of IFNAR in cDC upon their matura-
tion (68). As for epithelial cells, the robust production of IFN-/
by MeV-mediated MGC from mDC also correlated with the
sustained activation of IRF-3. However, the induction of IFN-
independently of IRF-7 up-regulation in MGC is questionable,
and the mechanism remains to be determined. The IFN-/ pro-
duced by MGC from MeV-infected mDC could rather be in-
volved in the establishment of MeV-specific adaptive immune
responses in the secondary lymph nodes. By providing a high viral
antigen load and IFN-/-dependent enhancement of the cross-
priming to T cells (43), the paradoxical accumulation of virus and
IFN-/ within MeV-mediated MGC probably contributes to the
stimulation of the MeV-specific adaptive immune response,
which will finally clear the virus from the organism. Finally, be-
cause of the different abilities of various laboratory, vaccine, and
wild-type MeV strains to counteract cellular innate immunity, the
virus strain dependency of cell fusion-mediated amplification of
the IFN-/ response is also currently under investigation.
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En écho aux expériences que j’ai réalisées, l’équipe de Denis Gerlier, en colla-
boration avec Chantal Rabourdin-Combe a mis en évidence le rôle des récepteurs vi-
raux et du polymorphisme génétique humain dans l’induction de la réponse IFN suite à 
l’infection rougeoleuse. Au cours de ces travaux, j’ai réalisé les titrations d’IFN de 
type I, participé à l’analyse des séquences génétiques et mené des expériences supplé-
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IFN-α/β production induced by measles virus infection of human 
dendritic cells is virus strain, activation state and donor-dependent 
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The propagation, syncytia formation and interferon-α/β (IFN-α/β) response of wild type (wt), wt-Vero-
adapted, and vaccine measles virus (MeV) strains was compared in human epithelial and monocyte-derived 
conventional dendritic cells (cDC). In epithelial cells, syncytia formation and viral replication governed by 
cellular receptors correlated with IFN-β production. In cDC, the IFN-α/β production was very heterogeneous 
according to the virus strain, the activation state of the DC, and the donor origin of cDC. In contrast, MeV 
transcription was relatively insensitive to these parameters in cDC. While the presence of defective-interfering 
particles did not correlate with the IFN-α/β response induced by the various MeV strains, mutations found in 
P/V/C proteins after adaptation to grow into epithelial cells could explain, at least in part, the variability in IFN-
α/β response. Our results highlight the modulation of the IFN-α/β response by multiple parameters, which 





Measles virus (MeV) is an enveloped virus 
with a single-stranded negative-sense RNA genome. 
MeV initially spreads to local lymphoid tissue, 
probably via conventional dendritic cells (cDC) (de 
Swart et al., 2007, Mrkic et al., 2000, Shingai et al., 
2005, Yanagi et al., 2006). To date, MeV entry can be 
mediated by at least three distinct cellular receptors, 
which are able to bind to the H protein and allow the 
fusion of viral and cellular membranes: CD150, 
expressed on activated immune cells (Tatsuo et al., 
2000), a postulated epithelial receptor enabling 
infection of a subset of polarized epithelial cells from 
the basolateral site (Andres et al., 2003, de Swart et 
al., 2007, Hashimoto et al., 2002, Hsu et al., 1998, 
Kouomou & Wild, 2002, Takeda et al., 2007, Takeuchi 
et al., 2003, Yanagi et al., 2006), and the ubiquitously 
expressed CD46 (Dorig et al., 1993, Naniche et al., 
1993). Wild type (wt) isolates and vaccine MeV 
strains differ in their cellular tropism, according to the 
cellular receptor usage. Wt isolates use CD150 and 
the epithelial receptor, but not or maybe very weakly 
CD46 (Erlenhofer et al., 2002, Johnston et al., 1999, 
Manchester et al., 2000, Masse et al., 2004, Masse et 
al., 2002, Santiago et al., 2002, Schneider et al., 
2002). In contrast, the vaccine MeV strains 
indifferently use CD150, the epithelial receptor and 
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CD46 (Santiago et al., 2002, Schneider et al., 2002, 
Yanagi et al., 2006). The receptor usage also 
determines the efficiency of MeV spreading and its 
fusogenic potential via the fusion protein F in vitro. 
Primary isolates, efficiently growing in cells 
expressing both CD150 and CD46 receptors, can be 
adapted to grow into CD46+CD150- Vero epithelial 
cells after few blind passages. The virus outcome can 
gain (Kobune et al., 1990, Rima et al., 1997, 
Shibahara et al., 1994, Takeda et al., 1998) or not 
(Kouomou & Wild, 2002, Miyajima et al., 2004, 
Takeuchi et al., 2000) amino acid mutations in H 
proteins enabling the use of CD46 as cellular 
receptor.  
Though MeV induces a profound 
immunosuppression, both of the innate and the 
adaptive immune responses are triggered, leading to 
the viral clearance in 90-95% of the naturally infected 
humans within two weeks, and to a protective immune 
response against re-infection (see (Gerlier et al., 
2006, Griffin, 2001) for review). Type I interferon (IFN-
α/β) is detected in the serum from 7-11 days after 
vaccination (Petralli et al., 1965), and high production 
of IFN-α/β has been found after in vitro 
laboratory/vaccine MeV strain infection of various 
human cell types including epithelial, endothelial, and 
glial cells (Naniche et al., 2000, Vidalain et al., 2002, 
Volckaert-Vervliet et al., 1978) and mature cDC 
(mDC) (Herschke et al., 2007). The level of gene 
activation as determined by measuring IFN-β mRNA 
parallels that of the viral transcription, and results 
from the detection of 5’-tri-phosphate end of 
uncapped MeV RNA transcripts by the cytosolic 
retinoic acid inducible gene I (RIG-I) (Plumet et al., 
2007). Defective-interfering (DI) particles content of 
viral stocks also seems to contribute to the IFN-β 
production (Shingai et al., 2007). The cell-to-cell 
fusion induced by a laboratory strain amplifies the 
IFN-α/β production via a sustained accumulation of 
the IFN regulatory factor 3 (IRF-3) in the nucleus of 
syncytia (Herschke et al., 2007). In vitro, wt MeV 
isolates can produce 10-80 fold less IFN-α/β than 
vaccine/laboratory strains in peripheral blood 
lymphocytes (PBL) and cDC (Naniche et al., 2000, 
Shingai et al., 2007). Converse results were reported 
in plasmacytoid DC (pDC) using other MeV strains 
than those used in either PBMC or PBMC depleted 
from pDC and T lymphocytes or enriched CD3+ T 
cells (Druelle et al., 2008).  
So far the influence of each of the above 
parameters on the MeV-induced IFN-α/β response 
was studied separately. Our aim was to better 
delineate their respective impact, by performing a 
multifactorial analysis. The IFN-α/β response was 
studied in epithelial cells and cDC infected by 
arbitrarily chosen MeV strain which can be 
representative of each type, i.e. wt, Vero-adapted wt, 
laboratory and vaccine strains. These were the wt 
G954 MeV propagated on PHA-stimulated PBMC (G-
P), its Vero adapted counterpart for 12 passages (G-
V) (Kouomou & Wild, 2002), the laboratory Hallé (Hal) 
and Edmonston ATCC-VR24 (Edm) strains 
maintained into Vero cells, and the vaccine Schwarz 
strain (Rouvax ®, Sch) maintained on chicken embryo 
fibroblasts (Escoffier & Gerlier, 1999). 
Correlation of IFN-β response with virus 
transcription and permissiveness of epithelial 
cells governed by CD46 and CD150 cellular 
receptors. To determine the impact of CD46 and/or 
CD150 in the virus replication and IFN-β production, 
we used human kidney epithelial 293T/17 cells 
(ATCC) expressing huCD46 (293T/CD46+), or 
expressing both huCD46 and huCD150 
(293T/CD46+CD150+) (Takeda et al., 2005). Cells 
were seeded at 8.5x104 cells.cm-2 for 24 h, and then 
infected at MOI 1, as previously described (Herschke 
et al., 2007). 
In 293T/CD46+ cells, the laboratory Edm and 
Hal or the vaccine Sch strains replicated very well as 
demonstrated by the accumulation of the viral F 
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Figure 1. Role of MeV cellular receptors in IFN-α/β production according to MeV strain in 
epithelial cells. (a) Syncytium formation scored as (-) for no syncytium, and (+/-) to (6+) graded by integrating 
both their number and size, and cell mortality. Accumulation of (b) MeV-F, (c) IFN-β transcripts and (d) secreted 
IFN-α/β at 3 d.p.i. after infection. 293T epithelial cells expressing CD46 (293T/CD46+CD150-, left) or CD46 plus 
CD150 (293T/CD46+CD150+, right) were infected with wt (G-P), wt-Vero adapted (G-V), laboratory (Edm, Hal) 
and Vaccine (Sch) MeV strains at 1 MOI. Data are mean of two to five distinct experiments. mi: mock infected. 
ND: not detected. n.f.: not feasible because of cell death. 
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transcript measured by real-time quantitative 
PCR (RT-qPCR) (Plumet et al., 2005, Plumet & 
Gerlier, 2005) and the high level of syncytia formation. 
They also activated the IFN-β gene (Fig. 1a-c, left), 
and produced large amounts of IFN-α/β determined 
using a bioassay (Herschke et al., 2007, Vidalain et 
al., 2002). As expected, G-P strain very poorly 
replicate in 293T/CD46+ as shown by minimal virus 
transcription, and lack of syncytium (Fig. 1a,b left). 
Accordingly, the IFN-β gene was minimally activated 
and there was no IFN-α/β production. The infection by 
the Vero adapted G-V strain resulted in an 
intermediate phenotype between wt and vaccine MeV 
strains (Fig. 1a-c, left). Similar results were obtained 
with human thymic epithelial cells (data not shown). 
The expression of CD150 enabled the 
replication of wt G-P as shown by the high 
accumulation of viral F mRNA and syncytium 
formation in 293T/CD46+CD150+ cells (Fig. 1a, right). 
Accordingly, the wt G-P isolate induced an IFN-β 
response at both mRNA and protein levels in 
293T/CD46+CD150+ cells (Fig. 1b-d, right). CD150 
had a major effect on viral transcription, syncytium 
formation and the IFN-α/β production induced by G-V 
(Fig. 1a-d, right). Adding CD150 as an alternate 
cellular receptor for mediating the entry of the Edm, 
Hal and Sch laboratory/vaccine strains had no major 
effect on virus transcription and IFN-α/β response 
(Fig. 1 b-d, right and not shown) albeit the formation 
of syncytia was accelerated and resulted in an early 
destruction of the cell monolayer (Fig. 1a).  
Thus, the ectopic expression of CD150 in 
epithelial cells favored the transcription of wt MeV 
strains, the induction of syncytia, and the IFN-β 
response, indicating that both of the CD46 and 
CD150 MeV receptors can indirectly amplify the IFN-β 
production by allowing a higher virus entry and a 
higher cell-cell fusion in agreement with previous data 
(Herschke et al., 2007, Plumet et al., 2007).  
Homogeneity of viral transcription and 
fusogenic activity in cDC contrasts with 
heterogeneity IFN-α/β activities according to the 
cDC maturation state and donors. Because in vivo 
the cDC are likely a major player in both supporting 
and disseminating the MeV infection and in the 
elicitation of the immune response, the replication of 
MeV strains and the induction of IFN-α/β production 
were also analysed in 95% pure iDC and mDC, which 
were derived from monocyte as detailed elsewhere 
(Fugier-Vivier et al., 1997, Herschke et al., 2007). 
The in vitro CD40-induced maturation of iDC 
into mDC increased the expression of CD150 by ~6-
fold, as previously observed (Herschke et al., 2007, 
Murabayashi et al., 2002), and that of CD46 by ~3-
fold (Fig. 2a). This major change in the expression 
levels of both of these MeV receptors correlated with 
a higher permissiveness to all MeV strains as 
revealed by viral transcription and syncytia formation 
after infection at MOI 0.1 for every MeV strains (Fig. 
2b, mean bars). The levels of MeV transcription were 
found to vary somehow up to 2 logs between the cDC 
donors. However, they were very similar between 
MeV strains in both iDC and mDC, except for the 
difference between the Hal and Sch strains in iDC 
and for the higher transcription in mDC than in iDC. 
In comparison, the ability of MeV strains to 
induce an IFN-α/β response was much more 
heterogeneous between the strains in both iDC and 
mDC, but not to the same extent for all virus strains. 
At 3 d.p.i., the MeV strains ranked G-P>G-
V>Edm≥Hal>Sch in their ability to activate the IFN-β 
transcription in iDC, but ranked differently in mDC 
with Hal≥G-V>G-P>Sch>Edm (Fig. 2b, IFN-β mRNA, 
mean bars). As determined by ELISA (Herschke et 
al., 2007, Vidalain et al., 2002), the IFN-β production 
induced by MeV strains ranked G-
P>Edm>Hal=Sch>G-V, and G-P=Hal>G-V>Sch>Edm 
in iDC and mDC, respectively (Fig. 2b, IFN-β, mean 
bars). The IFN-β production and the IFN-β transcript 
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as observed previously in cDC (Herschke et 
al., 2007), likely because mRNA and protein 
accumulations obey to different half-life and/or 
consumption by surrounding cells (Honda et al., 
2006). However, it is remarkable that the statistical 
differences observed for the IFN-β transcript levels 
between MeV strains are confirmed and enlarged 
when IFN-β protein has been measured as expected 
since the latter reflects a signal accumulation over a 
longer incubation time than the former. For IFN-α 
production determined by ELISA, they ranked 
differently with G-V>Hal>Sch>G-P=Edm and Hal>G-
P>G-V=Edm=Sch in iDC and mDC, respectively (Fig. 
2b, IFN-α, mean bars). Most of these divergent IFN-
α/β responses between the virus strains were 
statistically significant as detailed in Fig. 2b. 
The host cell and MeV cross-talk can be 
sensitive to DI content of viral stocks (Shingai et al., 
2007) and/or to difference in viral protein sequences 
(see (Gerlier et al., 2006) for review, (Fontana et al., 
2008)). Therefore, the DI contents of the virus stocks 
were firstly determined. From analysis by RT-PCR 
according to (Shingai et al., 2007) and modified as 
detailed in the legend of Fig. 3, G-P was found to be 
devoid of both deletion and copyback DI. G-V, Edm, 
Hal and Sch strains were contaminated with variable 
levels of DIs, Hal being the most contaminated and 
the only strain with both type of DI (Fig. 3). The IFN-β 
response did not directly correlate with the presence 











stock for both epithelial cells and cDC 
(compare Fig.3 free G-P MeV strain or by the DI-rich 
MeV Hal strain produced a similar level of IFN-β (Fig. 
2b). Secondly, the coding sequence of G-P and G-V 
strains were verified and found to be those recently 
published (Druelle et al., 2008), except that the 
mutations in F and M were inconsistently recovered 
likely reflecting to quasi species variations in G-P or 
G-V sub-strains during consecutive passages in 
PBMC and Vero cells. As a consequence the different 
ability of G-P and G-V in inducing an IFN-α/β 
response in cDC may be related to the few mutations 
observed in P, V and C proteins. Indeed, in every 
case where the sequences of full-length genomes 
from wt strains and their Vero adapted counterparts 
available in Genebank could be compared, at least 
one mutation affects each of the P, V and C proteins 
focusing to an appropriate combinatorial change in 
P/V/C protein sequences as a requirement for 
adaptation to grow in Vero cells as previously 
suggested (Bankamp et al., 2007, Takeda et al., 
1998, Takeuchi et al., 2000). Thus, mutations in 
P/V/C proteins may explain the heterogeneity of the 
IFN-α/β responses of iDC and mDC. 
Altogether, our results indicate that each viral 
strain generates its own specific pattern of IFN-α/β 
response in cDC, in line with the variability of MeV 
strains for their sensitivity to IFN-α/β (Fontana et al., 
2008). Although, we don’t know why the IFN-α/β 
responses are homogenous in epithelial cells and 
Figure 2. Cellular receptor expression, syncytia formation, viral transcription, and IFN-α/β 
production in iDC and mDC infected by wt and laboratory/vaccine MeV strains. (a) CD46 and CD150 
expression (plain line) on iDC (thin line) and mDC (bold line) uninfected cultures. The mean of fluorescence 
intensity (MFI) is indicated for each cell type and isotypic control by dotted line. (a) iDC (left) and mDC (right) 
were mock treated or infected with wt, partially wt-adapted, or laboratoty/vaccine MeV strains at MOI of 0.1. At 
3 d.p.i. Accumulation of MeV-F transcripts and secreted IFN-α and IFN-β in cell-free cDC culture supernatants 
were measured by RT-qPCR and ELISA, respectively. Dots represent one cDC donor and bars indicated the 
geometric mean value. Note that the values for mock treated iDC and mDC were below or at the lowest limit 
shown within each graph. Statistical analysis between groups done using the non parametric Wilcoxon U-test 
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Figure 3. DI contents of virus stocks by RT-PCR. (a) Detection of 299 nt genomic fragment using MV-
DI-St-s (CGAGAATCTCAAGTCCGG) and MV-DI-St-CB-as (ACCAGACAAAGCTGGGAAT) primers. (b) 
Detection of deletion DI using MV-DI-St-s and MV-lead72-s (AATCCTGCTCTTGTCCCTGA) primers. (c) 
Detection of copy-back DI using MV-DI-CB-as (CGAAGATATTCTGGTGTAAG) and MV-DI-St-CB-as primers. Ø 
= PCR done with primers alone or RT-PCR done on mock infected cells (both gave negative results, not 
detailed). Note that the diffused bands lower than ~200 nt are probably artifacts since there is a minimal DI 
length for stable amplification using a recombinant helper virus artificially optimized for DI amplification in another 
related Paramyxovirus (Salinas & Roux, 2005). The RT-PCR assay was performed according to (Shingai et al., 
2007) except for the additional primer combination to detect deletion DI. M: markers. 
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heterogenous in cDC, this suggests that the 
cellular innate immunity programs in cDC and 
epithelial cells are differently regulated. 
Last, but not least, both iDC and mDC from 
individual donors showed very large variations in the 
ability to respond to MeV infections, with DC from 
individual donors exhibiting a different pattern of IFN-
α/β response to the various MeV strains (Fig. 1b, 
individual dots, and not shown). This indicates that 
the MeV-induced IFN response is controlled at least 
in part by host factors that are variable among 
individual donors. Of interest, the IFN-β production by 
iDC and mDC infected by wt G-P was the least 
sensitive to donor variations, contrary to the much 
more variable response after infection with the 
vaccine Sch strain. Accordingly, IFN-α/β responses 
after in vitro infection of human PBMC and pDC with 
wt G-P and vaccine Sch strains were also found to be 
variable between individual donors (J. Druelle, data 
not shown). This strongly supports that the human 
population may be very heterogeneous in the ability of 
their DC and activated lymphoid cells to respond to 
viral invasion and could contribute to the 
heterogeneity of humans towards measles disease 
intensity and/or to measles vaccination response 
(Dhiman et al., 2007), an observation mimicked 
experimentally in monkeys (de Swart et al., 2007). 
The personal history of recent pathogen encountering 
prior to the blood donation could account for this 
heterogeneity. Alternatively, this would point out to a 
polymorphism of the genes that control IFN-α/β 
production. The IFN-α/β response has high 
complexity and is tightly regulated with involvement of 
a dozen of PRR (Kawai & Akira, 2007), half a dozen 
of transduction signalling cascades (Kawai & Akira, 
2007, O'Neill & Bowie, 2007, Yoneyama & Fujita, 
2007), increasing number of regulators (Zhong et al., 
2006), and multiple transcription factors, which are 
themselves submitted to tight regulatory processes 
(Honda & Taniguchi, 2006, Ozato et al., 2007). Thus, 
a polymorphism of the corresponding genes or 
combination of genes in the human population is not 
unlikely, as supported by the few polymorphisms 
already reported (Dideberg et al., 2007, Kozyrev & 
Alarcon-Riquelme, 2007, Lazarus et al., 2002). 
Because, any defect in the IFN-α/β response can be 
critical in the control of a virus infection both in 
experimentally deficient mice (Levy & Garcia-Sastre, 
2001) and in humans (Dupuis et al., 2003, Zhang et 
al., 2007), such a polymorphism could explain, at 
least partially, variations in the individual susceptibility 
to MeV (and other viral) infection and, possibly, in the 
strength of the adaptive immune response to 
vaccination (Dhiman et al., 2007). 
In conclusion, the innate cellular response 
appears to be very sensitive to variations of multiple 
parameters, including the MeV strain (wt versus Vero-
adapted/vaccine, sequence of P/V/C proteins), the 
cell type (epithelial cells versus cDC), the maturation 
state of cDC and likely the polymorphism of the cDC 
donors. 
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 Au sein du laboratoire, une lignée de souris transgénique pour la molécule 
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appréhender le paradoxe immunitaire induit par ce virus, l’infection de souris SLAM a 
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Measles is a highly contagious childhood disease associated with an intriguing 
immunological paradox: although a strong virus-specific immune response results with the virus 
clearance and the establishment of a life-long immunity, measles infection is followed by an acute 
and profound immunosuppression leading to an increased susceptibility to secondary infections 
and high infant mortality. To better understand this phenomenon, we have analyzed the 
generation of the immune response in infected transgenic mice expressing the human receptor 
CD150, which are highly susceptible to intranasal infection with wild-type measles virus. Similarly 
to what has been observed in children with measles, infection of suckling transgenic mice leads to 
a robust activation of both T and B lymphocytes, generation of virus-specific cytotoxic T cells and 
antibody responses. Interestingly, Foxp3+CD25+CD4+ regulatory T cells are highly enriched 
following infection, both in the periphery and in the brain, where the virus intensively replicates. 
Although specific anti-viral responses developed in spite of increased frequency of regulatory T 
cells, the capacity of T lymphocytes to respond to virus-unrelated antigens was strongly 
suppressed. These results reveal that measles virus affects regulatory T-cell homeostasis in vivo and 
elucidate the immunological mechanism of the measles paradox as an interplay between virus-
specific effector responses and regulatory T cells. 
 
Keywords : T cells, viral infection, CD150 
 
Measles is a highly contagious childhood disease 
resulting in an acute respiratory infection, followed in 
certain cases by neurological complications. Measles 
Virus (MV) still infects over 40 million people worldwide 
every year, causing around 500 000 deaths (1). MV 
infection induces an effective immune response, leading 
to viral clearance and a life-long immunity against re-
infections (2, 3). In addition, MV infection gives rise to a 
non-specific activation of the immune system 
characterized by a spontaneous proliferation of PBMC, 
and an up-regulation of activation-associated cell-surface 
markers and soluble cellular products (4)(5). Along 
with this immune activation, MV induces a transient 
but severe immunosuppression, which increases the 
susceptibility of patients with measles to secondary 
bacterial and viral infections, leading to high infant 
morbidity and mortality. Immune abnormalities 
include the disappearance of the delayed types of 
hypersensitivity responses (6, 7), an impaired 
proliferation of peripheral blood lymphocytes (8) as 
well as allospecific cytotoxicity (9). In experimentally 
infected monkeys, both activation of the immune 
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response and immunosuppression have been observed 
(10). However, the immunological mechanism 
responsible for this apparent measles paradox remains 
elusive. 
Measles was the first disease recognized to be a 
cause of virus-induced immunodeficiency for several 
weeks following the rash (6). During past several 
decades, multiple mechanisms have been advocated to 
explain this immunosuppression. Type 2 polarization of 
cytokine responses occurs during the late stages of 
measles with an increase in the secretion of interleukin 
4 (IL-4) and a decrease of IL-2 and interferon  (IFN-) 
(11). The production of the pro-inflammatory cytokine 
IL-12 is also markedly suppressed in patients with 
measles (12) and the anti-inflammatory cytokine IL-10 
increased (13). Furthermore, the importance of different 
MV proteins in the induction of immunosuppression has 
been demonstrated: MV glycoproteins could induce a 
surface-contact-mediated signaling, leading to the 
disruption of Akt kinase activation and inhibition of cell 
proliferation (14). Moreover, the interaction of MV 
nucleoprotein with Fcreceptor on antigen-presenting 
cells is implicated in the suppression of cell-mediated 
responses, (15, 16) and in the induction of the T 
regulatory immune response, following the chronic 
exposure (17). 
The generation of T cell immunity is subject of 
regulation by multiple cellular and molecular events. 
During the past years, the role of Foxp3-expressing CD4+ 
T regulatory cells (Tregs) has become more evident, not 
only in the prevention of autoimmunity, but also in the 
control of antimicrobial immune responses, especially 
against pathogens that induce persistent infection (18). 
However, the influence of CD4+Foxp3+ Tregs in response 
to acute virus infection, particularly in the case of 
measles, is largely unknown. We have, therefore, 
analyzed the immunopathogenesis of an acute MV 
infection in mice transgenic for the human CD150 
molecule, a receptor for both vaccine and wild-type MV 
strains (19). Suckling CD150 transgenic mice are highly 
susceptible to intranasal MV infection and develop clinical 
signs of neurological disease shortly after the infection 
(20). We show here that following its natural route of 
infection, wild-type MV induces a strong and broad 
activation of the immune system, the generation of 
MV-specific humoral and cellular anti-viral response, 
accompanied by an increase in the frequency of 
regulatory CD4+CD25+Foxp3+ T cells. Although their 
suppressive function was not altered in vitro, the 
increased frequency of Tregs observed after infection 
correlated with the significant suppression of T cell 
response in the mixed lymphocyte reaction (MLR). 
These results demonstrate the capacity of an acute 
MV infection to affect Foxp3+ Treg homeostasis and 
shed a new light on the immunological basis of 
measles paradox, where the strong anti-viral reaction 
is associated with a profound suppression of 
responses to unrelated antigens.  
 
MATERIALS AND METHODS 
 
Infection of mice. CD150 transgenic mice in 
C57BL/6 background (20) and their littermate controls, as 
well as CD150 transgenic mice crossed into Foxp3-GFP 
background (21) were bred at the institute’s animal facility 
(PBES) and infected at the age of 1 week. Protocols were 
approved by the Regional ethical committee (CREEA). 
Mice were infected intranasally (i.n.) with 10µl of wild type 
MV G954 (20) (from 500 to 1000 PFU) which gives in 75% 
of transgenic mice clinical symptoms (ataxia, seizures, 
weight loss) starting on 8 dpi. 
 
Cytofluorometric analysis. Peridinin chlorophyl 
protein (PerCP)-, FITC, PE and allophycocyanin-
conjugated monoclonal antibodies to CD4, CD8α, CD25, 
CD62L, CD69, CD44, CD19, GITR and ICOS were 
purchased from BD Biosciences and eBioscience. 
Intracellular staining for Foxp3 was performed using APC 
anti-mouse Foxp3 staining set (eBioscience). Cells were 
analyzed on a Facscalibur flow cytometer (Becton 
Dickinson). 
 
Determination of MV specific antibodies in 
serum. Sera were tested for anti-N specific IgG antibodies 
by ELISA as previously described (20). To determine the 
neutralizing antibody titers, serum dilutions were incubated 
with 200 pfu of MV for 1h at 37°C, and transferred t o plates 
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with a confluent Vero-CD150 cell monolayers. The plates were 
read after 4 days by methylenblue staining and the dilution of 
serum reducing 50% of the virus was recorded. 
 
MV N-specific CTL assay. Splenocytes from infected or 
non infected mice (107 per well) were cultured in 24-well culture 
plates (Falcon) with Mitomycin C (Sigma) (40 µg/ml) treated-
P815-N cells (22) (106 per well) in RPMI 1640 medium, 
supplemented as described (20). Viable lymphocytes were 
harvested 7 days later by density gradient medium using 
Lympholyte M (Cedarlane laboratories). P815-N and P815 cells 
were labeled by a 13 min incubation at 37°C with 7, 5 µmol 5-
(and -6)-Carboxyfluorescein Succinimidyl Ester (CFSE) per 
2.107 cells and 100 µl of various dilutions of effector cells 
suspensions were mixed with target cells, P815-N or P815 
(2.104 cells/100µl). After 4h incubation, cells were analyzed on 
a Facscan flow cytometer (Becton Dickinson). The percentage 
of dying cells among CFSE+ cells was determined using 0,4 
µg/ml propidium iodide. The specific cytotoxicity was calculated 
by substracting the percentage of non-specific lysis obtained 
with P815 cells from the P815-N percentage of lysis.    
 
Immunohistochemistry. Anesthetized mice were 
perfused with PBS and brains were snap-frozen in cold 
isopentane. Sections (10 µm) were fixed in ice-cold acetone, 
dried and blocked with 1% BSA/PBS. Biotin and avidin binding 
sites were blocked using Biotin/Avidin Kit (Vector Laboratories), 
before incubation with either rat anti-mouse CD4, rat anti-
mouse CD8 (Serotec) or rat anti-mouse Foxp3 (eBioscience) 
and an anti-MV N protein mouse monoclonal Cl.120 biotinylated 
antibody overnight at 4°C. The specific labelling w as revealed 
by rhodamine-conjugated streptavidin and a FITC-conjugated 
donkey anti-rat antibody (Jackson Immunoresearch) for 1h at 
37°C. Slides were viewed using a Axiovert 200 M micro scope 
(Zeiss) and analyzed with the Axiovision software (Zeiss). 
 
Isolation of lymphocytes from the brain. Brains were 
harvested after perfusion with PBS. Lymphocytes were 
obtained from brain tissue as described previously (23). Briefly, 
brains were diced, mashed and washed with DMEM and 7 ml of 
supernatant was mixed with 3ml of 90% Percol (in PBS; 
Amersham, Pharmacia Biotech) and layered on 1ml of 70% 
Percol (in DMEM). After a centrifugation at 1300g, 30 min on 
20°C, the interface was transferred to a new tube, washed and 
used for the immunostaining. 
 
In vitro suppression assay. CD4+ and CD4+CD25+ 
cells were purified using the isolation kits (Miltenyi Biotec) 
according to the manufacturer’s recommendations. CD4- 
cells were used as APC. Purity of all cell preparations was 
determined by flow cytometry. 
CD4+CD25– T cells (2.104 cells/well) were stimulated 
for 72h with 1 µg/ml of Con A (Sigma) in the presence of 
irradiated (1800 rad) CD4- cell splenocytes (APCs) 
(105/well) with indicated numbers of CD4+CD25+ T cells 
and pulsed with 10 µCi/well of [3H]thymidine for the final 
12h of culture. Data are shown as the percentage of 
inhibition of proliferation in triplicate cultures+/-SD. 
 
Mixed lymphocyte reaction. Splenocytes 
harvested from MV-infected transgenic and nontransgenic 
littermate mice (5x105/well) were stimulated in MLR culture 
with the same number of irradiated (1800 rad) splenocytes 
obtained from either Balb/c or C57Bl/6 mice, in complete 
RPMI medium. Cell proliferation was assessed on day 4 by 
[3H]thymidine incorporation for 18h. Results are expressed 
as proliferation indices: (cpm of lymphocytes cultured with 
Balb/c spleen cells)/(cpm of lymphocytes cultured with 




Measles virus infection induces a strong 
activation of the immune system in CD150 
transgenic mice.  
We have generated transgenic mice 
expressing the MV receptor CD150, which are highly 
sensitive to MV infection (20). In contrast to 
nontransgenic mice, intranasal inoculation of suckling 
CD150 transgenic mice with wild-type MV strains 
induces an acute neurological syndrome, followed 
with high mortality. Here, we analyzed the immune 
response in these mice after MV infection. Similarly 
to the severe lymphopenia observed in children (3, 
24), MV infection of suckling CD150 transgenic mice 
strongly reduces the number of peripheral lymphoid 
cells: the number of splenocytes 10-14 days after 
infection (dpi) was regularly lower in infected 
transgenic mice (4,7+2,1) than in nontransgenic 
littermates (9,2+3,6). In spite of this reduction in 
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Figure 1. MV infection induces a strong activation of the immune response in CD150 
transgenic mice. CD150 transgenic mice and nontransgenic littermates (control) were inoculated intranasally 
with MV or culture medium (uninfected). Spleens were harvested 13 dpi and splenocytes were analyzed by 
flow cytometry A. CD4+ and CD8+ T lymphocytes, B. CD19+ B lymphocytes. C. Production of anti-MV 
nucleoprotein (N) antibodies (IgG) was measured in serum by ELISA. Titers are expressed as relative units. D. 
To analyze cellular anti-viral response, splenocytes were harvested and restimulated with target cells 
expressing MV N gene (P815-N) for one week (3 to 8 pooled mice per group). Cytotoxic activity was measured 
as described in Methods and results are expressed as the percentage of N-specific cytotoxic activity. The data 
are from one representative experiment out of three. 



















number, an important activation of the T cell- 
compartment of immune system was observed, 
characterized by a two-fold increase in the percentage of 
CD4+ T cells and a three-fold increase in CD8+ T cells 
percentage (Fig. 1A). An increase in the percentage of T 
cells correlated with the higher severity of clinical 
symptoms (weight loss, ataxia, seizures). In contrast, a 
moderate but reproducible decrease in the percentage of 
B cells was observed (-30%) (Fig. 1B).  
Numerous studies have reported that MV infection 
in humans strongly activates the immune system, 
including both T (4, (25) and B lymphocytes (26). We 
therefore analyzed different activation markers in MV-
infected transgenic mice and observed highly activated 
phenotypes of both T and B lymphocytes. The proportion 
of CD69+ cells in CD4+T cell subset was three-fold 
increased in infected CD150 transgenic mice (Table 1). 
The activation phenotype was even more pronounced in 
the CD8+ T cell subset, with a four-fold increase in the 
expression of activation-associated marker CD69+ cells, 
without modulation in the expression of CD44 expression. 
This was associated with a significant decrease in CD62L 



















lymphocytes homing to peripheral tissue, 
suggesting the migration of lymphocytes from the 
spleen. Finally, B cells, even less numerous, were 
strongly activated in infected CD150 transgenic mice 
based on CD69 and CD80 expression (Table 1).  
 
MV-infected CD150 transgenic mice 
develop a specific humoral and cellular response.  
Observation of an important activation 
phenotype of B and T lymphocytes in MV-infected 
CD150 transgenic mice prompted us to analyze anti-
MV antibody production and cytotoxic activity in these 
mice. MV intra-nasal infection induced the generation 
of nucleoprotein (N)-specific IgG antibodies in 60% of 
infected CD150 transgenic mice 13 dpi (Fig. 1C). If 
mice were infected with a lower dose of virus (200 
pfu) to reduce the mortality observed in this model 
(20), all mice developed N-specific antibodies by one 
month post-infection and 5/7 sera had high 
neutralization titers (data not shown). Furthermore, in 
agreement with the high increase in expression in 
CD69 on T lymphocytes, a strong N-specific cytotoxic 
activity was detected in infected CD150 transgenic 
Table 1 Measles Virus induced activation of lymphocytes in CD150 transgenic mice 
 
    wild type   CD150  
         
Percentage*    Uninfected infected  Uninfected infected 
         
CD4+  CD69+  2,77+0,44 3,51+0,40  3,37+0,76 8,93+2,39**** 
  CD62L+  86,55+2,57 83,63+1,45  83,60+2,89 71,42+11,42** 
  CD44high  9,57+1,37 9,05+0,93  7,27+0,31 8,67+0,88 
         
CD8+  CD69+  2,08+0,46 2,53+0,42  2,90+1,10 10,05+6,87** 
  CD62L+  76,88+4,15 83,18+2,17  7378+3,84 60,54+8,24*** 
  CD44high  16,30+1,08 16,27+2,06  15,73+3,09 9,59+5,95 
         
CD19+  CD69+  1,83+0,22 2,11+0,23  2,33+0,92 9,77+5,60*** 
  CD80+  1,43+0,13 1,46+0,56  1,20+0,15 2,77+0,83 
 
*Mice were inoculated intra-nasally with either MV (500 to 1000 PFU) or with culture medium (uninfected). Splenocytes were 
prepared 13 days post-infection, stained with indicated antibodies and analyzed by flow cytometry. Results are expressed as 
mean percentage of positive cells (CD69+, CD62L+, CD44high or CD80+) in a given cell subset (CD4+, CD8+ or CD19+) +/- SD 
(4 to 6 mice per group). These results are  from one experiment representative out of three. **p<0,1, ***p<0.05; ****p<0.01, 
Student T-test, when CD150 infected mice are compared with the three other groups of mice. 











































































Figure 2. MV infection increases the proportion of CD4+CD25+Foxp3+ Tregs. A. Splenocytes from CD150 
or nontransgenic mice (control) inoculated i.n. with either MV or culture medium (uninfected), were harvested 
13 dpi and stained for CD4 and CD25 followed by anti-Foxp3 intracellular staining and analyzed by flow 
cytometry. B, C: CD150 x Foxp3-GFP transgenic mice and Foxp3-GFP littermates (control) were inoculated 
i.n. with MV. Brains were harvested 8 dpi and analyzed by flow cytometry as described in Methods. B. 
Proportion of infiltrating CD4+ and CD8+ T lymphocytes in the brain (two left panels); expression of the CD44 
activation marker on CD4+ T lymphocytes (right panel, CD150 transgenic in red and nontransgenic control in 
blue). C. Tregs detected by the co-expression of Foxp3 and CD25 or ICOS. Results are representative of 4 
different experiments, each involving 4-7 mice per group. 
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mice 13 dpi, showing that these mice developed a 
specific cellular anti-measles response (Fig. 1D). Thus, 
as observed in patients with measles, who developed 
both neutralizing antibody and cellular immune 
responses (2, 3),  infected CD150 transgenic mice are 
completely capable of mounting both MV-specific 
humoral and cellular immune response.  
 
Enrichment of the Foxp3+ regulatory T cell 
population after MV infection.  
The intensive immune activation observed both in 
measles patients and infected CD150 transgenic mice 
may need to be controlled by Treg cells to avoid tissue 
damage. This cell population have been shown to 
regulate the outcome of the infection having either 
beneficial or detrimental role for the host (18). We 
therefore analyzed the Treg cell population after MV 
infection. Interestingly, we observed a high increase in 
the percentage of Treg in the spleen of infected 
transgenic mice (Fig. 2A). These cells presented a 
conventional phenotype, based on the expression of 
CD69, CD62L and GITR (data not shown). 
As Tregs were known to be particularly enriched at 
the site of virus infection (18), we next analyzed the 
frequency of regulatory T cells (Foxp3+ CD25high CD4+) in 
the brains of MV-infected mice, where virus intensively 
replicates (20). We crossed CD150 transgenic mice into 
Foxp3-GFP background (21) to facilitate the follow-up of 
Foxp3+ Tregs. Although T lymphocytes represented a 
minority of the harvested cells from the brain, both CD4+ 
and CD8+ T lymphocytes were increased two-fold in 
infected transgenic brains (Fig. 2B). Infiltrating CD4+ 
lymphocytes presented an activated phenotype, 
expressing a high level of CD44 marker, suggesting their 
recent migration to the inflamed tissue (Fig. 2B). 
Moreover, among CD4+ cells, a high enrichment (3 fold) 
of CD25high Foxp3+ T lymphocytes was observed (Fig. 
2C). These CD25+ Foxp3+ T lymphocytes expressed 
ICOS (Fig. 3D) and GITR (data not shown). In addition, 
immunohistofluorescence experiments were carried out 
to analyze the localization of regulatory T cells in infected 
brain parenchyma. In MV-infected CD150-transgenic 
mice, both infiltrating CD4+ and CD8+ T cells (Fig. 3A 
and 3B, respectively) were found in infected brain 
regions, detected a MV N-specific staining. These 
regions included mainly olfactory bulbs and nuclei, 
hypothalamus and, at a lesser extent, midbrain, 
brainstem and/or periventricular spaces (not shown). 
Interestingly, Foxp3+ regulatory T cells were also 
detected at the site of MV infection (Fig. 3C). 
However, neither MV infection nor infiltrating 
lymphocytes were observed in brains from infected 
wild-type mice (Fig. 3D). Together, these results 
demonstrate that Tregs accumulate in the brain in the 
























Figure 3. T lymphocyte infiltration at the sites of 
MV-brain infection. Brain sections from suckling 
CD150-transgenic (A, B, C) and nontransgenic 
littermate mice (D) infected with MV were analyzed 
by immunohistofluorescence for N nucleoprotein 
localization (A, B, C, D, in red) and the presence of 
CD4+ (A, in green), CD8+ (B, in green) and Foxp3+ 
regulatory T cells (C and D, in green). Cell nuclei 
were counterstained with DAPI (blue). Infiltrating T 
CD4+ and CD8+ lymphocytes were detected at the 
site of MV infection in brain from transgenic mice (A, 
B) but not in their nontransgenic littermates (not 
shown). Treg cells were found in transgenic mice 
brain sections (C) while they were undetectable in 
brain sections from nontransgenic mice, also 
negative for N-specific staining (D). Original 
magnification: 40X.  
 









0 0,13 0,25 0,5 1































































Figure 4. Characterization of Treg function following MV infection. A. Analysis of 
suppressor activity of Treg cells isolated from CD150 mice, inoculated with MV (open symbol) or culture 
medium (full symbol), in cocultures with CD4+CD25– effector T cells from noninfected CD150 mice, in 
the presence of irradiated CD4+ T cell–depleted splenic APCs and Con A (3 to 5 pooled mice per group). 
Proliferation of Tregs from either control or CD150 infected mice in response to Con A was ~300–600 
cpm. The results are shown as mean percentage of proliferation inhibition in triplicate cultures ± SD. 
Results are representative of three different experiments. B. Splenocytes isolated from either MV-
infected CD150 mice (n=10) or their nontransgenic littermates (control) were stimulated with irradiated 
either Balb/c or C57Bl/6 splenocytes in MLR in triplicate cultures, as described in Methods. Proliferation 
is expressed as proliferation index and is representative from two independent experiments (* P<0,01, 
Student t-test).  
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Characterization of the Treg cell function.  
To analyze the suppressor activity of Tregs, 
purified CD25+CD4+ T cells from infected and non-
infected CD150 transgenic mice were co-cultured with 
CD25-CD4+ effector T cells in the presence of irradiated 
CD4+ T cell-depleted antigen-presenting cells (APC) and 
Concavalin A (ConA). No significant difference was 
observed in suppressor activity between MV-infected and 
non-infected transgenic Treg on effector cells purified 
from either uninfected (Fig. 4A) or infected (data not 
shown) CD150 transgenic mice. Thus, MV-infection 
increases the frequency of functionally efficient FoxP3+ 
Tregs in vivo.  
The hallmark of MV-induced immunosuppression 
is the strong inhibition of cellular immune responses to 
unrelated antigens. We therefore analyzed the capacity 
of T lymphocytes to respond to MV-unrelated antigens. 
As only suckling mice are susceptible to MV infection 
(20), limiting thus the specific antigens to be used for a 
challenge, we tested the capacity of T lymphocytes from 
MV-infected mice to proliferate in mixed lymphocyte 
reaction (MLR). This T cell response is a prototype of the 
immune reaction against virus unrelated antigens, shown 
to be under the control of regulatory T cells (27). 
Strikingly, T lymphocytes harvested from MV-infected 
transgenic mice were highly impaired in their response in 
MLR, compared with non-transgenic littermates, which 
are not susceptible to MV-infection (Fig 4B). Thus, MV 
infection of CD150 transgenic mice induces a severe 
suppression of immune responses to MV-unrelated 
antigens and the generation of this immunosuppression 




Similarly to what has been observed in patients 
with measles, MV infection in CD150 transgenic mice, 
leads to the generation of immunosuppression. Although 
MV infection could induce different and nonexclusive 
mechanisms that may contribute to the generalized 
immunosuppression, the modulation of Foxp3+ Treg 
homeostasis, showed in this study, may be an 
essential step. Indeed, an important role of Tregs 
was demonstrated in different viral infections, where 
the outcome of an infection has been shown to 
depend on the balance between T regulatory and 
effector immune functions (18). An excess number or 
function of Treg can inhibit the effector immune 
responses, and thus allow pathogen long-term 
persistence, up to host destruction, as in chronic 
hepatitis C virus infection in humans, which 
sometimes leads to massive liver damage (28). In 
contrast, in severe forms of an acute human infection 
with dengue virus the frequency of Treg seems to be 
insufficient to circumvent effector functions and 
development of immunopathology (29).  
Virus may increase the frequency of host 
Foxp3+ Treg cells by different mechanisms, including 
their expansion, longer survival, conversion, higher 
recruitment or retention at the site of infection or in 
the periphery and may involve either direct 
mechanisms via cell-cell contact or production of 
inhibitory cytokines such as IL-10 or TGF-ß (18). 
Although MV-induced increase of the frequency of 
Tregs was evident both in the brain and in periphery, 
the mechanisms still remain to be defined. Several 
studies have suggested the implication of dendritic 
cells (DC) in MV-induced immunosuppression: MV-
infection causes the loss of the DC capacity to 
stimulate naïve CD4+T cells (30) and the acquisition 
of an active inhibitory function on CD4+ T-cell 
proliferation in response to allogeneic non-infected 
DC (30) or mitogens (31) in vitro as well as in 
transgenic model in vivo (32). DC play an important 
role in the induction of Treg (18) and may be involved 
in the modulation of Treg homeostasis, observed in 
this study. Increased secretion of IL-10, observed in 
patients (13), as well as in mice treated with MV 
nucleoprotein (17), may also be implicated in the 
induction of Tregs during MV infection.   
It is likely that measles-induced 
immunosuppression is not beneficial for the virus, as 
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it does not prevent the generation of anti-viral immunity 
and virus clearance in majority of patients. We postulate 
that immunosuppression is generated as a consequence 
of the induction of the Treg system in host, in order to 
limit collateral tissue damage potentially provoked by a 
virus-induced vigorous activation of immune responses. 
This regulatory mechanism can not suppress already 
developed anti-viral reaction, as demonstrated clearly in 
measles (9), and therefore allows the generation of anti-
measles immune response. However, it may prevent the 
initiation of new immune responses and consecutively, 
increase the susceptibility to opportunistic infections in 
patients. Altogether, these results help in better 
understanding of the immunological paradox known for a 
long time to be associated with MV infection. 
Measles could be occasionally followed by the 
development of different forms of encephalitis, fatal in the 
majority of cases (2). The reasons why an individual 
preferentially develops persistent MV brain infection after 
an acute infection, in spite of anti-viral immune response, 
are currently unknown. It has been suggested that a 
transient phase of immune suppression preceding MV 
infection may allow later development of neurological 
complications, like subacute sclerosing panencephalitis 
(33). This transient immunosuppression may be as well 
achieved by MV-induced Tregs, following an acute 
infection, which if excessive, may favor a development of 
neuropathology. It is thus tempting to speculate that 
persistence of MV in the brain of some patients may be a 
price to limit brain immunopathology, induced by the 
immunomodulatory activity of Tregs recruited in the 
infected brain parenchyma. 
Measles-induced enhancement of Treg frequency 
needs further confirmation in infected patients. Indeed, 
some previous studies have shown an increase in CD25+ 
cells in measles (4). The utilization of new markers for 
this population, including Foxp3, will certainly help to 
elucidate molecular and cellular mechanisms of MV-
induced induction of Tregs in humans and further studies 
should reveal the exact mode of action of these 
regulatory cells. Efficient manipulation of this cell 
population may be of critical importance in the 
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Immunosuppression caused by measles virus:
role of viral proteins
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SUMMARY
Measles virus (MV) causes transient but profound immunosuppression resulting in increased susceptibility to sec-
ondary bacterial and viral infections. Due to the development of these opportunistic infections, measles remains the
leading vaccine-preventable cause of child death worldwide. Different immune abnormalities have been associated
with measles, including disappearance of delayed-type hypersensitivity reactions, impaired lymphocyte and antigen-
presenting cell functions, down-regulation of pro-inflammatory interleukin 12 production and altered interferon /
signalling pathways. Several MV proteins have been suggested to hinder immune functions: hemagglutinin, fusion
protein, nucleoprotein and the non-structural V and C proteins. This review will focus on the novel functions
attributed to MV proteins in the immunosuppression associated with measles. Here, we highlight new advances in
the field, emphasising the interaction between MV proteins and their cellular targets, in particular the cell membrane
receptors, CD46, CD150, TLR2 and FcRII in the induction of immunological abnormalities associated with measles.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION
Viruses have co-evolved with higher organisms in
a constant interaction, leading to the development
of different strategies to interfere with immune
defence mechanisms. Induction of immunosup-
pression is an example of this interference and
measles virus presents one of the main paradigms
of transient virus-induced suppression of the
immune response.
Measles virus (MV) is among the most conta-
gious pathogens for humans, still infecting over
40 million people and causing the death of close
to 1 million persons each year mainly in the devel-
oping world [1,2]. MV is responsible for an acute
childhood disease, which is among the primary
causes of infant death in developing countries.
Moreover, sporadic outbreaks of acute measles
still occur in industrialised countries despite vacci-
nation. Symptoms induced by MV range from
respiratory infection, fever and rash, to less com-
mon infections of the nervous system, including
acute encephalitis and SSPE. Patients with measles
develop immunosuppression, which increases
their susceptibility to secondary infections and is
largely responsible for the high incidence of MV-
induced mortality [3,4]. This immunosuppression
can last up to 6 months after acute measles and
presents an interesting and unique case of indu-
cing a prolonged depression of the immune
response in the absence of detectable virus.
During the incubation period, the virus repli-
cates in the respiratory tract and then reaches local
lymphoid tissue. Amplification of the virus in
lymph nodes produces a primary viremia that
results in the spread of virus to multiple lymphoid
tissues and other organs, including the skin, kid-
ney, gastrointestinal tract and liver, where it repli-
cates in epithelial cells, endothelial cells and
monocytes/macrophages [5]. Most of the infected
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cells in peripheral blood are monocytes [6],
although T and B lymphocytes [7,8], as well as
dendritic cells [9–11], support viral replication
after activation in vitro.
Measles virus structure
MV belongs to the Morbillivirus genus of the Para-
myxoviridae family. It is a negative stranded, non-
segmented RNA, enveloped virus, encoding six
structural (Figure 1) and three non-structural
proteins. The virus envelope consists of a lipid
bilayer, derived from the cellular plasma mem-
brane, with two inserted virus-encoded glyco-
proteins: hemagglutinin (H) protein and fusion
(F) protein. The H protein is a type 2 glycoprotein
(Mr 80 000), a disulphide-linked tetramer that
mediates virus attachment to susceptible cells,
and is responsible together with the F protein
for fusion with the cell membrane [12]. The F is
a type I glycoprotein, synthesised as a precursor
protein (F0) activated after proteolytic cleavage
by furin in the trans-Golgi compartment into a
disulphide-bonded heterodimer, allowing the
formation of the two subunits, F1 (Mr 40 000)
and F2 (Mr 20 000) [13]. The matrix protein (M,
Mr 37 000) supplies an interface between the
envelope and virion core and is thought to inter-
act with the cytoplasmic tails of envelope glyco-
proteins [14]. Virion RNA is packaged into a
helical ribonucleoprotein or nucleocapsid by the
nucleoprotein (N, Mr 60 000). The association
between RNA and N is very stable and the func-
tion of N protein appears to be the packaging and
protection of the viral genomic nucleic acid and
participation in the formation of a replication
complex. The second component of the replica-
tion complex is a virus-encoded RNA-dependent
RNA polymerase, which consists of two subu-
nits: the phosphoprotein (P, Mr 70 000) and the
large protein (L, Mr 250 000) [15]. L is the cataly-
tic component of the viral polymerase. The P pro-
tein is activated by phosphorylation and binds L,
N and RNA to form the replicase complex [16].
The P gene of MV, like many members of the
Paramyxoviridae, encodes, in addition to P, three
other accessory non-structural proteins: C (Mr
21 000), V (Mr 46 000) and R (Mr 40 000), from
overlapping open reading frames. The MV C pro-
tein is 186 aa in size and is encoded by an open
reading frame that begins 22 nucleotides down-
stream of the P gene start codon. MV V protein
is expressed from an edited mRNA. Its highly
conserved 68 carboxyl terminal amino acids are
translated from a different open reading frame
accessed by the co-transcriptional insertion of a
pseudo-templated G residue. MV R protein is a
Figure 1. Schematic representation of measles virus genome with the position of two non-structural proteins, V and C (a) and the struc-
ture of measles virus particle (b)
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truncated form of P that is produced by riboso-
mal frameshifting [17,18].
Measles virus-induced immunopathology
It has been known for nearly a century that MV
impairs the tuberculin skin test response of
immune individuals for several weeks following
the rash [19]. This transient MV-induced immu-
nosuppression is of important clinical considera-
tion, as it permits opportunistic infections to
develop in infected children, leading to high
infant morbidity and mortality. The immune
abnormalities that are most evident in the cellu-
lar arm of the immune response include the abla-
tion of delayed-type hypersensitivity responses
[19,20], impaired proliferation of peripheral
blood lymphocytes [21] and allospecific cytotoxi-
city [22]. MV infection is accompanied by a tran-
sient but extensive lymphopenia with a reduction
in the number of CD4 and CD8 T lymphocytes
[23,24]. Type 2 polarisation of cytokine responses
occurs during late stages of measles: increase in
the production of interleukin 4 (IL-4) and
decrease of IL-2 and interferon  (IFN-) [25].
Production of the pro-inflammatory cytokine IL-
12 is markedly suppressed in patients with
measles, providing a unifying mechanism for
many of the immunological abnormalities asso-
ciated with measles [26].
Several in vitro studies have demonstrated that
MV infection of human dendritic cells (DC)
affects their phenotype and functions and sug-
gest that MV interference with DC function
may represent an important mechanism in
immunosuppression. Different types of DC
including skin Langerhans cells [9], peripheral
blood DC [11], CD34þ-derived DC [9] and mono-
cyte-derived DC [10] are permissive to MV infec-
tion. Viral infection induces formation of DC
syncytia, followed by the loss of the DC capacity
to stimulate naı¨ve CD4þT cells [9,10] and acquisi-
tion of an active inhibitory function on CD4þ T-
cell proliferation in response to allogeneic non-
infected DC [9] or mitogens [11]. Inhibition of
T-cell functions could be mediated through
either transmission of infectious virus to T cells,
leading to a block in the cell cycle [27,28] and/or
delivery of inhibitory signals via infected DC
[9,29]. MV infection was shown to enhance apop-
tosis of DC and to inhibit their CD40 ligand-
dependent terminal differentiation [30,31]. In
addition, it induced cytotoxic activity by activa-
tion of the tumour necrosis factor-related apopto-
sis-inducing ligand (TRAIL) synthesis in DC and
monocytes [32]. Although the infection of DC is
an attractive hypothesis to explain MV-induced
immunosuppression, direct evidence for the pre-
sence of MV-infected DC in children during
measles remains to be demonstrated.
Analysis of the presence of MV-infection in dif-
ferent cells of the immune system during measles
suggests that the major mechanism for the induc-
tion of immunosuppression may not be a direct
effect of virus replication in these cells. In fact,
despite the small amount of virus-infected periph-
eral blood cells during measles (less than 1%), this
severe suppression of the immune system can last
for weeks [33]. Moreover, a number of immunolo-
gical alterations during natural measles also occur
to a lesser magnitude after vaccination with atte-
nuated MV [34,35]. Therefore, it is likely that
MV-induced immunosuppression is not induced
only by direct viral replication in haematopoı¨etic
cells, but also by indirect immunopathogenic
mechanisms. Indeed, numerous recent studies
indicate that measles virus proteins are sufficient
to induce different aspects of MV-induced immu-
nosuppression [36–40]. In this review we shall
focus on the role of different MV proteins in the
induction of immunological abnormalities asso-
ciated with measles.
ROLE OF MV GLYCOPROTEINS
The envelope glycoproteins H and F participate
directly in the entry of the virus into the host
cell. H binds to its cellular receptor and induces
conformational changes of F leading to its fuso-
genic activity and consequent fusion of the viral
envelope with the cellular membrane [41]. During
the viral cycle, H and F are then neo-synthesised
and reach the cellular membrane to form the
new virion envelope.
Two different cellular receptors have been
identified at present: CD46, a regulatory comple-
ment glycoprotein expressed on all human
nucleated cells [42,43] and CD150, a glycoprotein
belonging to the immunoglobulin superfamily,
expressed on haematopoietic cells [44] (Figure 2).
The binding of MV to those two receptors
seems to be largely influenced by the way the
virus strains were isolated. MV strains isolated
on B95a cells (CD150þ, CD46) use CD150 as
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receptor while the strains isolated on Vero cells
(CD46þ, CD150) use both CD46 and CD150 [44].
Therefore, while vaccine MV strains can use CD46
and CD150, the wild type MV strains, propagated
on human lymphocytes, preferentially use CD150,
although low affinity binding to CD46 has been
observed [45,46].
The relative importance of MV glycoproteins in
the induction of immunosuppression has been
suggested in several different studies. It was first
proposed after the observation that proliferation
of uninfected cells was inhibited after co-culturing
with irradiated virus or infected lymphocytes and
that this effect was abolished by anti-glycoprotein
antibodies [47]. Then, the identification of the MV
cellular receptors allowed the role of the interac-
tion of MV glycoproteins with CD46 or CD150 in
the immunosuppressor effect to be addressed.
Interaction with CD46
The role of CD46 in the modulation of T-
lymphocyte functions was observed initially with
human T cells in vitro [48,49]. As the CD46 recep-
tor is not expressed in mice, except in the testis, the
generation of transgenic mice for the human CD46
protein has been very useful in addressing the
question of the interaction between MV glycopro-
teins and CD46. Injection of UV-inactivated
recombinant Vesicular Stomatitis Virus (VSV),
expressing MV-H was shown to modulate
immune response in CD46 transgenic mice [50].
The inhibition of inflammatory reactions was
Figure 2. Schematic representation of identified receptors for MV proteins: three type I transmembrane proteins: CD46, CD150 and TLR2,
shown to interact with MV H protein, and FcRII, as a receptor for MV N protein. CD46 exists in multiple isoforms, generated by alter-
native splicing of a single gene. The N-terminal extracellular domain consists of four short consensus repeats (SCR) containing three N-
linked sugars and is followed by an alternatively spliced serine, threonine and proline-rich region (STP) that is heavily O-glycosylated. A
transmembrane domain and one of two possible cytoplasmic tails (CYT-1 or CYT-2) completes the protein. CD150 (SLAM) comprises two
highly glycosylated domains, a transmembrane segment and a cytoplasmic tail containing two immunoreceptor tyrosine-based switch
motif (ITSM) responsible for recruitment of SH2-containing molecules. TLR2 presents structural features common to the mammalian
TLR family: an extracellular portion composed of multiple leucine-rich repeats (18 to 20 for TLR2), a short transmembrane region,
and a conserved cytoplasmic domain that contains a Toll/IL-1R (TIR) domain. FcgRII represents a class of closely related receptors which
can be divided into two different subfamilies: (1) activatory FcgRII: FcgRIIA and FcgRIIC, characterised by the presence of an Immunor-
eceptor Tyrosine-based Activation Motif (ITAM) motif in their cytoplasmic tail; and (2) inhibitory FcgRII, which consists of the two
isoforms of FcgRIIB (B1 and B2) and contains an Immunoreceptor Tyrosine-based Inhibitory Motif (ITIM). All these receptors are single
chain receptors with two extracellular Ig-like domains of the V-type, a transmembrane domain, and an intracytoplasmic tail containing
either one ITAM or one ITIM
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observed in mice, similarly to impaired delayed
type hypersensitivity responses in MV-infected
patients [19,20]. This suppression of the inflamma-
tory response in mice is caused by direct interac-
tion of H expressed on T lymphocytes with CD46
and is associated with impaired T-cell cytotoxicity
[50]. Recently, a population of human CD4 T cells,
generated after CD46 engagement in vitro, was
identified as T regulatory cells type 1 (Tr1), pre-
senting the capacity to suppress the proliferation
of activated T lymphocytes by production of the
inhibitory cytokine 1L-10 [51]. Whether this popu-
lation is involved in CD46-mediated suppression
of inflammation in mice, remains to be deter-
mined. Interestingly, a differential effect of H-
CD46 interaction was observed depending on the
cytoplasmic CD46 domain expressed in transgenic
mice. Due to the alternative splicing, different
CD46 isoforms are found in human tissues asso-
ciated with one of two different cytoplasmic
domains, either CYT-1 (CD46-1) or CYT-2 (CD46-
2). While H-CD46-1 interaction suppresses the
inflammatory response similar to that observed
in double transgenic CD46-1CD46-2 mice,
engagement of CD46-2 had the opposite effect:
increase of the inflammatory effect and T-cell cyto-
toxic activity [50]. Finally, the differential role of
CD46 isoforms has been suggested to take place
in macrophages in response to MV infection. Infec-
tion of murine macrophages expressing CD46-1
enhances nitric oxide (NO) production and
restricts virus replication, modulating the produc-
tion of IFN/; in contrast, infection of murine
macrophages expressing CD46-2 has the opposite
effect [52,53]. As NO has potent immunomodula-
tory properties, including the induction of
apoptosis of macrophages and DC [54,55], these
results raised an interesting hypothesis as to
whether NO could contribute to MV-induced
immunosuppression. As the proportion of CD46-
1 and CD46-2 may vary in different cell types
[56] or potentially among different persons, it
is tempting to speculate that this differential
expression may be responsible for different sus-
ceptibility to MV-induced immunosuppression in
the population.
In addition to the modulation of T-lymphocyte
functions, interaction of MV-H with CD46 has
been suggested to impair the capacity of dendritic
cells and monocytes to produce IL-12, a pro-
inflammatory cytokine important in the initiation
of the cellular immune response [10,38,57]. CD46
could interact with H expressed either in the con-
text of viral particles or on the cell membrane [58],
suggesting that MV-infected cells expressing H on
the cell surface may play a role in H-CD46 induced
immunomodulation in addition to free MV parti-
cles. Moreover, H-CD46 interaction increases the
uptake and processing of MV antigens and leads
to an enhanced MHC class II-restricted presenta-
tion of MV both in vitro [59] and in vivo [60], indi-
cating a rather unique function of CD46 in
receptor–mediated presentation, not observed
with other ubiquitously expressed cellular recep-
tors. As CD46 was recently suggested to play an
important role in linking adaptive and innate
immunity [50], altogether these data suggest that
by selecting CD46 as a receptor, the virus could
perturb different aspects of immune response.
Interaction with CD150
Recent identification of CD150 (or SLAM, for
Signalling Lymphocyte-Activation Molecule) as a
receptor for all strains of MV [44] immediately
suggested a critical role for this molecule in MV-
induced immunosuppression. Initially, CD150
was identified as a human T-cell activation recep-
tor [61] and further demonstrated to be expressed
on different subsets of immune cells, potential tar-
gets of MV-immunosuppressive action: activated
and memory T cells, immature thymocytes, T cell
clones, activated B cells, mature dendritic cells
and activated monocytes [61–65]. CD150 is
differentially expressed in CD4þ T cells, high
levels being found in Th1 cells, whereas only
small amounts are present on Th2 cells [66].
Studies using CD150/ mice reveal that CD150
controls T cell and macrophage functions. It
was observed that CD150-induced signal trans-
duction decreased T-cell receptor-induced IFN-
production in CD8þ cells, and to a lesser extent
in CD4þ cells and increased IL-4 production
CD4þ cells [67]. CD150 signalling negatively influ-
enced IL-6 production and increased IL-12 secre-
tion in macrophages. In addition, CD150/
macrophages produced reduced amounts of NO
upon stimulation with LPS. Therefore, changes in
the cytokine profile, observed in patients with
measles, may be explained by MV-CD150 interac-
tion: measles starts with a predominant Th1 cyto-
kine profile and converts to Th2 response later
during infection.
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In vitro studies have shown that stimulation of
CD150 in T cells induces IFN- production, which
can redirect the Th2 phenotype of the helper T
lymphocyte to a Th1 type [68]. It was hypothesised
that the initial interaction of MV and CD150 pro-
duces a Th1 response. Then, down-regulation of
the receptor, occurring during MV infection [69],
may shift the immune response to the opposite
direction to Th2 type. Moreover, it has been pro-
posed that the interaction of MV with Th1 and
memory T cells, expressing high levels of CD150
[66], may redirect them to the Th2 producing cyto-
kine profile, resulting in a suppressed delayed-
type hypersensitivity response [70]. Although
these hypotheses are rather attractive to explain
some aspects of MV-induced immunosuppression,
no direct evidence exists so far to confirm that H-
CD150 interaction induces intracellular signalling
as observed with certain anti-CD150 mAb.
The finding that CD150 is also used as a receptor
for the other morbilliviruses, like canine distemper
virus (CDV) and rinderpest virus [71], led to the
utilisation of ferrets, a natural host for CDV, to
study CDV pathogenesis [72,73]. CDV-induced
immunopathology in this model was shown to
be dependent on the structure of CDV envelope
proteins. Furthermore, as MV does not bind to
murine CD150, transgenic mouse models expres-
sing human CD150 have been created. In trans-
genic mice expressing human CD150 only on
immature and mature T cells, ex vivo MV infection
impaired mitogen-induced proliferation [74]. The
expression of human CD150 on murine DC ren-
dered them permissive to MV infection, impaired
their antigen-presenting function and resulted in
DC programmed cell death [75]. However, as
UV-inactivated MV could not inhibit DC develop-
ment [76], these results may be a consequence of
MV replication in infected cells, rather then a
result of H-CD150 interaction. Therefore, although
it is highly likely that the interaction H-CD150
in vivo may be implicated in MV-induced immu-
nosuppression, direct evidence is still lacking.
Interaction with TLR2
Toll-like receptors have a crucial role in the detec-
tion of microbial infections, and consequent activa-
tion of inflammatory and anti-microbial immune
responses [77]. Utilisation of reporter gene assays
with Chinese hamster ovary cell lines expressing
human or mouse Toll-like receptor 2 (TLR2),
revealed that ligation of MV-H glycoprotein from
wild type strains activates the NF-B signalling
pathway [78]. Furthermore, interaction of wild
type MV-H with TLR2 on human and murine pri-
mary monocytes/macrophages, induces chemo-
kine-specific transcripts, promotes IL-6 release
and triggers CD150 expression. Thus, in addition
to binding to CD46 and CD150, these data show
that H from wild-type strains is also able to inter-
act and activate signalling pathways of TLR2
(Figure 2). Previously, TLR2 was shown to be
involved in the recognition of a broad range of
microbial products notably bacterial derived lipo-
proteins and glycolipids [79,80], leading to cell
activation and the development of inflammatory
and immune response. This function of TLR2
argues first in favour of immune stimulation con-
sequent to wild-type MV-H binding. Nevertheless,
it has already been reported that stimulation of
TLR2 may be implicated in endotoxin tolerance,
because a first stimulation of TLR2 leads to a
desensitisation to further restimulation, even if
agonists for different receptors like TLR4 are
used [81]. It is tempting to speculate that a similar
mechanism may take place following H ligation on
TLR2 during MV infection. Furthermore, TLR2-
induced expression of CD150 following ligation
by agonists or wild type MV-H [78,82], shows
that MV can trigger the expression of is own entry
receptor. In humans, TLR2 expression has been
reported at low levels in NK cells and T and B lym-
phocytes, and at high levels in monocytes and
some subsets of dendritic cells [77,83]. Conse-
quently, H-TLR2 interactions could play another
important role in MV infection and immuno-
pathology in increasing the expression of CD150
and thus enhancing the susceptibility of TLR2-
expressing cells to MV infection.
Interaction with a receptor other than
CD46, CD150 or TLR2
MV glycoproteins expressed on the surface of
infected cells and/or virus particles have been
shown to inhibit mitogen-induced proliferation
of uninfected peripheral blood lymphocytes
(PBL) [37]. This was revealed using recombinant
MV, in which the MV glycoproteins were replaced
by the VSV G protein. Cells infected with this virus
failed to inhibit proliferation. Additionally, the
direct involvement of MV envelope glycoproteins
was confirmed by the inhibitory activity of
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fibroblasts transfected to express the MV H–F
complex in vitro. This inhibition occurred indepen-
dently of soluble mediators, complex glycosylation
and the fusogenic activity of the effector H–F com-
plex, but did require proteolytic processing of the
F protein [84,85]. This in vitro anti-proliferation
effect of MV glycoproteins is not restricted to 
T cells but also occurred on  T cells. However,
in contrast to  T cells, suppression of  T cells
was only mediated by MV-infected T or monocyte
cells and was overcome by monocytes conditioned
with either B cells or dendritic cells [86]. However,
neither CD46 nor CD150 appeared to be required
for the induction of T-cell proliferative arrest,
[37,87]. Although the first description of this MV-
induced immunosuppressive effect was made
10 years ago, the cellular receptor utilised remains
an enigma. Different aspects of the cellular signal-
ling have been described for this system however.
Membrane contact of the complex H–F with its as
yet unknown receptor on lymphocytes did not
induce apoptosis but rather an accumulation of
cells at the G1–S-phase restriction point [11]. At
the molecular level, MV H–F-induced cell cycle
arrest was associated with restriction of the accu-
mulation levels and activity of proteins essentially
controlling S-phase entry, such as the regulatory
and catalytic subunits of the cyclin dependent
kinases (CDKs), as well as their inhibitor,
p27kip1 [88]. IL-2 and IL-2 receptor signalling are
known to be key players in the control of lympho-
cyte activation. Although the H–F complex did not
interfere with IL-2-dependent activation of the
JAK1/3–STAT3/5 pathway, IL-2-dependent acti-
vation of Akt kinase was shown to be disrupted
after H–F contact with the putative receptor. In
addition, expression of a constitutively active Akt
kinase, by retroviral infection, strongly reduced
the sensitivity of T cells to MV contact-mediated
proliferative inhibition [39]. Since no known MV
membrane proteins seem to be involved in this
in vitro mechanism of MV immunosuppression, it
has been proposed recently that the complex H–F
on infected cells could interact with glycosphingo-
lipid-enriched membrane microdomains (rafts)
[89] on human primary T cells. This could alter
recruitment and segregation of membrane proxi-
mal signalling components, avoiding thereby the
recruitment of Akt into the raft region close to
the T cell receptor [39]. Finally, MV glycoproteins
have been shown to be implicated in the induction
of immunosuppression in a cotton rat model,
which can be naturally infected intra-nasally by
MV [90].
In summary, both MV glycoproteins, H and F,
seem to be involved in inducing immunosuppres-
sion during measles. Utilisation of different cellu-
lar receptors may take place in this modulation of
the immune response, some of them have been
demonstrated, like CD46 and CD150, the MV entry
receptors or TLR2, while others remain to be iden-
tified. Interaction with this array of different cell
membrane receptors, all implicated in immunore-
gulation, may be responsible for the multiple
immunological abnormalities seen in measles.
ROLE OF THE MV NUCLEOPROTEIN
N is the most abundant of the viral proteins,
synthesised on free ribosomes and folded in the
cytoplasm, where it binds viral RNA and forms
intracellular inclusions [91]. This protein has the
capacity to self-assemble into nucleocapsids on
cellular RNA, in the absence of any other MV
gene products [92]. It has been demonstrated that
N binds the receptor for the Fc portion of IgG, Fc
gamma receptor type II (FcRII, CD32) (Figure 2).
This protein is expressed by B lymphocytes and
cells of the myeloı¨d lineage and interaction of N
with B cells has been shown to inhibit human anti-
body production in vitro [36] and to induce apop-
tosis in cell lines [93]. Moreover, study of
immunosuppressive effects of recombinant N in
mice demonstrated that this protein reduces
hypersensitivity responses and impairs the func-
tion of dendritic cells in vivo. In addition, N-Fc
interaction decreased production of IL-12 by DC
and induced a loss of antigen-specific T-cell prolif-
eration ex vivo [38]. Thus, N has been suggested to
play an important role in virus-induced inhibition
of the immune response.
However, it has been difficult to understand
how this cytosolic viral protein could leave an
infected cell and then perturb the immune
response. We have recently demonstrated that
intracellular newly synthesised N, from both
wild-type and vaccine MV strains, enters into the
late endocytic compartment, where it recruits its
cellular ligand, the Fc receptor. N can then be
expressed at the surface of infected leukocytes
(Figure 3) associated with the Fc receptor and/
or is secreted in the extracellular compartment,
allowing its interaction with the Fc receptor on
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non-infected cells, both by cell contact and on the
distant targets (Figure 4). Finally, cell-derived
nucleoprotein inhibits secretion of IL-12 by human
and murine macrophages and surface-derived N
inhibits the generation of the inflammatory reac-
tion [40]. These results revealed the N egress
from infected cells as a novel strategy in measles-
induced immunosuppression. The capacity of
cytosolic N to translocate to the plasma membrane
raises many intriguing questions concerning its
intracellular transport mechanism. It is tempting
to speculate that MV N translocates to the plasma
membrane using a non-classical transport mechan-
ism, as reported for some other virus proteins [94].
The existence of a soluble factor produced by
infected PBLs or B-cell lines, capable of inhibiting
lymphocyte proliferation has been proposed
[95,96]. Whether N or its fragments may have
some of the immunosuppressive effects seen in
these studies, remains to be analysed. Recent stu-
dies showed that N in addition to FcRII interacts
with an unidentified cell-surface receptor referred
to as nucleoprotein receptor [97]. This protein
receptor seems to be expressed on a large variety
of cell types in humans and mice; N could, in an
Fc-independent manner, induce suppression of
cell proliferation by arresting cells in G0/G1 phase
of the cell cycle [93,97]. However, the importance
of the immunosuppressive function of this recep-
tor has not yet been studied in vivo. Thus, interac-
tion of N with its cell surface receptors might play
a double role in MV-induced immunosuppression,
allowing: (i) cell-membrane expression of N after
its translocation from the endocytic compartment
in the infected cell, and (ii) a direct immunosup-
pressive effect after binding of either membrane
or secreted N to its cell receptors on non-infected
cells. As infection with both wild type and vaccine
strains of MV produces N capable of interacting
with its receptors, this mechanism could play an
important role in the immunological alterations
observed during natural measles as well as after
anti-measles vaccination.
Moreover, in addition to its binding to MV-P
protein [98], N has also been reported to interact
with the transcription factor IRF3 [99] and the
Figure 3. 3D reconstructions of a P815-N cell (murine mastocyto-
ma cell line, stably transfected with MV-N gene) from a confocal
Z-cut (LSM 510) with Imaris software (Bitplane#), after a decon-
volution process using Huygens software (Bitplane#). Cells were
marked with CFSE (Carboxy-Fluorescein diacetate Succinimidyl
Ester) to stain cell volume in green and N was marked with bio-
tinylated anti-N mAb cl.25, followed by rhodamine-streptavidin
in red. The 3D representation shows localisation of N protein
both inside and outside of the cell membrane (contributed by F.
Saltel, CMU, Switzerland)
Figure 4. Electron micrograph of a negatively stained fraction
obtained after differential centrifugation of P815-N cell superna-
tant (murine mastocytoma cell line, transfected with MV-N gene
and cultured for 24 h with 100% cell viability). A tubular structure
with herringbone appearance, typical for measles virus nucleo-
protein is observed. Although N is regularly found in the cell
supernatant, it is not associated with the microvesicules, exo-
somes, enriched in this fraction (contributed by R. Ruigrok,
Univ. Grenoble I, France)
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cellular chaperone heat shock protein Hsp72 [100].
IRF3 is well known to have a critical role in the
antiviral immune response in controlling type I
IFN responses [101], and Hsp proteins were
recently implicated in the activation of the
immune response [102]. Whereas the conse-
quences of N interaction with these cellular pro-
teins on the modulation of the immune response
are poorly defined for the moment, it is tempting
to speculate that they could play a role in MV-
induced immunosupression.
ROLE OF NON-STRUCTURAL MV
C AND V PROTEINS
Non-structural MV C and V proteins have been
extensively studied in the last few years to under-
stand their function in measles pathogenesis.
Recombinant MV deficient in V protein propa-
gates efficiently in cultured cells [103], although
C protein seems to be required for replication
in vitro [104]. The role of V and C has been analy-
sed in different animal models in vivo, such as
macaques, CD46 transgenic mice, cotton rats or
SCID mice engrafted with human thymus
implants [104–107], where it was shown that they
are important for virus virulence. These results
have also suggested that MV C and V play an
important role in the replication and pathogenicity
of MV in vivo. However, V and C deficient MV was
as capable as wild type MV of inhibiting mitogen-
induced proliferation of peripheral blood lympho-
cytes [108] and V deleted MV had the same effect
as wild type in the inhibition of DC development
in a transgenic murine model [76].
As virus virulence is often related to the ability
of viruses to interfere with the host interferon sys-
tem, V and C proteins have been analysed for their
ability to modulate either interferon type I produc-
tion, or its signalling pathways. These studies
demonstrated that C protein could inhibit IFN
responses [109]. Other reports showed that V pro-
tein blocks signal transduction in response to IFN
/: V can interrupt Jak STAT signal transduction
and impair dimerisation of STAT proteins and
their nuclear localisation [110] or block the phos-
phorylation of STAT1 and STAT2 [111]. Type I
interferons, consisting primarily of IFN and
IFN, are important components of the innate
immune response. In addition to generating an
anti-viral state in cells, IFN / are known to
have potent immunomodulatory effects, such as
enhancement of dendritic cell maturation, activa-
tion of macrophages and extension of T cell life
span [112,113]. Therefore, it is highly probable
that the interference of these non-structural MV
proteins with IFN action in vivo may contribute
to the inhibition of adaptive immune responses,
although the precise mechanisms of their complex
interactions remain to be elucidated.
CONCLUSIONS AND THERAPEUTIC
PERSPECTIVES
Taken together, these results suggest a complex
mechanism of MV induced immunosuppression,
in which the interaction between several viral pro-
teins and their different cellular targets may play a
crucial role. Based on the experimental observa-
tions in a murine model [38,40,50] it is possible
to draw a potential, although not exclusive,
scheme of the mechanisms implicated in the inhi-
bition of the inflammatory reactions of hypersensi-
tivity, induced by MV proteins (Figure 5). Viral
replication during MV infection or after vaccina-
tion could liberate MV proteins or their biologi-
cally active fragments, which may then interact
with DC, leading to altered DC function and
reduced IL-12 secretion. Additional viral replica-
tion in DC, as well as interaction of MV glycopro-
teins with their cell surface receptors, may
contribute to this effect. Impaired antigen-present-
ing function is responsible for defective T cell
priming, reducing their capacity to respond to for-
eign antigens and initiate the inflammatory
response, which finally results in transient but pro-
found immunosuppression.
In contrast to MV membrane glycoproteins,
which express their immunosuppressive action
only in the context of virus particles or infected
cell-membrane, N can also be secreted and contri-
bute to the immunosuppressive effect. In this man-
ner, N can increase its accessibility to bind distant
non-infected haematopoietic cells, like macro-
phages or dendritic cells, essential for the immune
response and consequently perturb their function.
Furthermore, circulation of the few MV-infected
blood cells could be a way to allow N as well as
H/F to interact with their cognate receptors on a
wide number of non-infected cells and affect their
functions.
The strong potential of MV proteins to modulate
the immune response suggests possible therapeu-
tic applications, opening new perspectives for
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clinical intervention. Indeed, a striking improve-
ment in the symptoms of patients with atopic der-
matitis during natural measles has often been
observed [114–116]. Before the development of
pharmacological corticosteroids, measles was
exploited therapeutically in treatment of nephrotic
syndrome [117,118] in spite of risks linked to the
infection. Further study of the immunoregulatory
role of recombinant MV proteins, particularly N,
and identification of their biologically active frag-
ments may open new avenues for their specific
application in immunomodulatory protocols
aimed at treating T-cell mediated inflammatory
diseases.
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