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Abstract
Let g and n be positive integers and gcd(g, n) = 1. Let C = (cij ) be a g-circulant transition matrix of
order n of Markov chain. We are interested in studying {Ck}∞
k=1 and limk→∞ Ck .
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Let n be a positive integer. A real nonnegative n × n matrix M = (mij ), 0  i, j  n − 1, is
called a (row) stochastic matrix of order n if ∑n−1i=0 mij = 1 for all 0  j  n − 1. Stochastic
matrices also arise in the study of Markov chains. Because the elements of a stochastic matrix
are numbers between 0 and 1, they can be viewed as probabilities of outcome of events. In this
context, a stochastic matrix is a transition matrix. The transition matrix M is regular if some
positive integer power of M has all positive entries. The following theorem is essential in the
theory of Markov chain.
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Lemma 1 [6, Theorem 7.2]. If M is an n × n regular transition matrix, then there is an n × n ma-
trix W = (wij ) so that limk→∞ Mk = W, ∑n−1i=0 wi0 = 1 and wi0 = wi1 = · · · = wi(n−1) > 0
for each 0  i  n − 1.
Assume, in addition, that
∑n−1
j=0 mij = 1 for each 0  i  n − 1. Then the summation of
entries in each row of Mk equals 1 for all k  1. Since the limit keeps this property, we have that
all entries of W in Lemma 1 are equal to 1
n
, i.e., limk→∞ Mk = 1nJ where J is the n × n matrix
of all ones. In this note we are particularly interested in the special case that M is a circulant
matrix.
Let c0, c1, . . . , cn−1 be real numbers and let g be an integer such that 1  g < n. The n × n
matrix C = (cij ) is called a g-circulant matrix of order n generated by c0, c1, . . . , cn−1 if cij =
cj−ig for all 0  i, j  n − 1, where the index of cj−ig is taken modulo n (from now on, the
index of cr is always taken modulo n without mentioning). In particular, a 1-circulant matrix is
an ordinary circulant matrix. The circulant matrix has been studied intensively and also play a
significant role in several applications (cf. [2,4]). Some of them involving limk→∞ Ck . In this
note, we are going to study limk→∞ Ck whenever gcd(g, n) = 1 by using Markov chain approach.
We need the following:
Lemma 2 [4, Theorem 5.1.2]. If A is a g-circulant matrix and B is an h-circulant matrix then
AB is a gh-circulant matrix.
Assume that c0, c1, . . . , cn−1 are non-negative with
∑n−1
i=0 ci = 1. We will call such kind of g-
circulant matrix C a g-circulant transition matrix. If g = 1, we simply call it a circulant transition
matrix.
From now on, we assume gcd(g, n) = 1. Let C = (cij ) be the g-circulant transition matrix
generated by c0, c1, . . . , cn−1. Suppose that cr1 , . . . , crk , 1  k  n, are positive and all other ci
are zeros. Let d = gcd(r1, . . . , rk, n). At first, we need the following:
Lemma 3. Let C = (cij ) be a g-circulant transition matrix generated by non-negative numbers
c0, c1, . . . , cn−1. Suppose that cr1 , . . . , crk , 1  k  n, are positive and all other ci are zeros.
Then for each positive integer m,Cm = (c(m)ij ) is a gm-circulant transition matrix generated by
c
(m)
0 , . . . , c
(m)
n−1. Moreover, c
(m)
j > 0 if and only if j ≡ ri0 + ri1g + · · · + rim−1gm−1mod n for
some ri0 , ri1 , · · · , rim−1 ∈ {r1, . . . , rk}.
Proof. From Lemma 2, the first assertion holds trivially because the sum of entries in each row
of Cm is always 1. We prove the second assertion by induction on m.
From the product of matrices, c(2)j = c(2)0j > 0 if and only if there is ri1 , 1  i1  k, satisfying
cri1 j
> 0. Since C is a g-circulant transition matrix, it is equivalent to that there is 1  i0  k so
that j − gri1 ≡ ri0 modn and so j ≡ ri0 + gri1 mod n. The second assertion holds for m = 2.
Suppose that the second assertion holds for m. Since Cm+1 = CCm, c(m+1)j = c(m+1)0j > 0 if
and only if there is im such that 1  im  k and c(m+1)rimj > 0. Since C
m is a gm-circulant transition
matrix generated by c(m)0 , . . . , c
(m)
n−1, we have c
(m+1)
rimj
= c(m+1)j−gmrim > 0. From the assumption of
induction, there are ri0 , · · · , rim−1 ∈ {r1, . . . , rk} satisfying j − gmrim ≡ ri0
+ · · · + gm−1rim−1mod n. This completes the proof. 
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Since gcd(g, n) = 1, write ◦(g) the multiplicative order of g modulo n. Suppose k = 1. Then
C is a g-circulant transition matrix with the first row vector v = (0, . . . , 0, 1, 0, . . . , 0), where 1
appears at the r1th position. If r1 = 0, then Cm is a gm-circulant transition matrix with the first row
vector v and so limm→∞ Cm does not exist except for g = 1, in which we have limm→∞ Cm = In,
the identity matrix of order n. If r1 /= 0, then limm→∞ Cm does not exist because the sequence
{C,C2, C3, . . .} is a periodic sequence with period either n (if g = 1) or ◦(g) (if g > 1) by Lemma
3. From now on, we always consider k  2.
Corollary 4. Let C = (cij ) be a circulant transition matrix generated by non-negative numbers
c0, c1, . . . , cn−1. Suppose that cr1 , . . . , crk , 2  k  n, are positive numbers and all other ci are
zeros, where r1 = 0. Let d = gcd(r1, . . . , rk, n). Then there is a positive integer e such that for all
m  e, Cm is a circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1 satisfying that c(m)di > 0
for all 0  i < n
d
, and all other c(m)i are zeros.
Proof. From Lemma 3,Cm is a circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1, and c
(m)
j >
0 if and only if j ≡ ri0 + ri1 + · · · + rim−1 mod n for some ri0 , ri1 , . . . , rim−1 ∈ {r1, . . . , rk}. For
each 1  t < n
d
, there are integers 0  et1 < r2d , . . ., 0  et(k−1) <
rk
d
satisfying et1r2 + · · · +
et(k−1)rk ≡ td mod n since d = gcd(r2, . . . , rk, n). Write et = ∑k−1i=1 eti , 1  t < nd , and let e =
max{e1, . . . , ek−1}. From Lemma 3 again, c(et )0,td = c(et )td is a non-zero entry in Cet . Since c0 > 0,
c
(m)
j > 0 implies c
(m+1)
j > 0. This implies that c
(e)
di , 0  i < nd , are all non-zero entries and all
other c(e)i are zeros. Since c0 > 0 and d = gcd(r1, . . . , rk, n), we have again that for all m  e,
Cm is a circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1 satisfying that c
(m)
di > 0 for all
0  i < n
d
, and all other c(m)i are zeros. 
The lower bound e in the last corollary can be taken explicitly in terms of n and k for a special
case. It will be the best possible from the proof of the following corollary.
Corollary 5. Let C = (cij ) be a circulant transition matrix generated by non-negative numbers
c0, c1, . . . , cn−1. Let d|n and let 1  k < nd . Assume that c0, cd, . . . , cdk are positive numbers and
all other ci are zeros. Then for all m  [n−ddk ], Cm is a circulant transition matrix generated by
c
(m)
0 , . . . , c
(m)
n−1 such that c
(m)
di > 0 for all 0  i < nd , and all other c(m)i are zeros. In particular,
if d = 1 and k  1, then m = [n−1
k
] is the smallest integer so that Cm is a regular transition
matrix.
Proof. From Lemma 3,Cm is a circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1, and c
(m)
j >
0 if and only if j ≡ ri0 + ri1 + · · · + rim−1 mod n for some ri0 , ri1 , . . . , rim−1 ∈ {r1, . . . , rk} =
{0, d, . . . , dk}. i.e., j = di for some 0  i  km. So, if m  [n−d
dk
], then Cm is a circulant tran-
sition matrix generated by c(m)0 , . . . , c
(m)
n−1 such that c
(m)
di > 0 for all 0  i < nd , and all other c
(m)
i
are zeros. This completes the proof of first assertion. The second assertion is now trivial. 
The results in Corollary 4 can be generalized in the following:
Lemma 6. Let gcd(g, n) = 1 and let C = (cij ) be a g-circulant transition matrix generated by
non-negative numbers c0, c1, . . . , cn−1. Suppose that cr1 , . . . , crk , 2  k  n, are positive and
1702 W.-S. Chou et al. / Linear Algebra and its Applications 429 (2008) 1699–1704
all other ci are zeros. Let d = gcd(r1, . . . , rk, n). Then there is a positive integer  such that for
all m  , Cm is a gm-circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1 satisfying that
c
(m)
di > 0 for all 0  i < nd , and all other c(m)i are zeros.
Proof. From Lemma 3, Cm is a gm-circulant transition matrix generated by c(m)0 , . . . , c
(m)
n−1,
and c(m)j > 0 if and only if j ≡ ri0 + ri1g + · · · + rim−1gm−1mod n for some ri0 , ri1 , . . . , rim−1 ∈
{r1, . . . , rk}. Let t be either n, if g = 1, or ◦(g), if g > 1. Then Ct is a circulant transition matrix
and c(t)0 > 0. Assume that c
(t)
j1
, . . . , c
(t)
js
are positive and all other c(t)i are zeros. It is easy to see
that j1 = 0 and gcd(j1, . . . , js, n) = gcd(r1, . . . , rk, n) = d.
Consider the subsequence Ct , C2t , . . . , Cit , . . .. From Corollary 4, there is positive integer e
such that for each m  e, Cmt is a circulant transition matrix generated by c(mt)0 , . . . , c
(mt)
n−1 satis-
fying that c(mt)di > 0 for all 0  i < nd , and all other c
(mt)
i are zeros. Let  = et .
For proving the last property of the lemma, we assume that Cm is a gm-circulant transition
matrix generated by c(m)0 , . . . , c
(m)
n−1 satisfying that c
(m)
di > 0 for all 0  i < nd , and all other c
(m)
i
are zeros. Since Cm+1 = CCm, c(m+1)j =
∑n−1
i=0 c0ic
(m)
ij =
∑n−1
i=0 cic
(m)
j−gmi . c
(m+1)
j > 0 if and
only if there is u such that both cu and c(m)j−gmu are non-zero. From the assumption, u = rv for
some v and j − gmrv ≡ dw mod n for some 0  w < nd . Note that d|rv . So, c(m+1)j > 0 if and
only if j = di for some 0  i < n
d
. By induction, the lemma follows. 
Let d be the positive integer dividing n as that in the last lemma. Define P = (pij ) to be a
circulant transition matrix generated by p0, . . . , pn−1 with pdi = 1 for all 0  i < nd , and all
other pi are zeros. We are now ready to prove our main result.
Theorem 7. Let gcd(g, n) = 1 and let C = (cij ) be a g-circulant transition matrix generated by
c0, c1, . . . , cn−1. Suppose that cr1 , . . . , crk , 2  k  n, are positive and all other ci are zeros. Let
d = gcd(r1, . . . , rk, n). Then
lim
k→∞ C
k = d
n
P.
Proof. Let ◦(g) be the multiplicative order of g modulo n. Then C◦(g) is a circulant transition
matrix. Assume that c(◦(g))t1 , . . . , c
(◦(g))
te
, 2  e  n, are positive and all other c(◦(g))i are zeros.
From Lemma 3, gcd(t1, . . . , te, n) = d becaused = gcd(r1, . . . , rk, n). Consider the subsequence
{C◦(g), C2◦(g), . . .}. By Lemma 6, there is a positive integer  such that for all m  , c(m◦(g))di > 0
for 0  i < n
d
and c(m◦(g))i = 0 otherwise.
Now, let Q = (qij ) be an nd × nd matrix such that for all 0  i, j < nd , qij = c(◦(g))di,dj . Moreover,
for each 0  u < d, let uQ = (uqij ) be the nd × nd submatrix of C◦(g) such that uqij = c(◦(g))di+u,dj+u
for all 0  i, j < n
d
. Since C◦(g) is a circulant transition matrix, uQ is a circulant transition matrix
and uQ = Q for each 0  u < nd . Furthermore, for each positive integer m, uQm = Qm = (q(m)ij )
and, from the matrix multiplication, q(m)ij = c(m◦(g))di,dj for all 0  i, j < nd . So, for any m, every
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non-zero entry of Cm◦(g) lies in exact one submatrix uQm of Cm◦(g). Now, for m  , Qm has no
zero entries. So, Q is an n
d
× n
d
regular transition matrix. From Lemma 1 and the fact right after
it, limk→∞ uQk = limk→∞ Qk = dnJ nd , where J nd is the nd × nd matrix of all ones. This implies
that limk→∞(C◦(g))k = dnP , where the matrix P is defined right before the theorem.
Finally, we consider the subsequence {C◦(g)+u, C2◦(g)+u, . . .} of the sequence {C,C2, . . .},
for each 1  u < d. Since limk→∞(C◦(g))k = dnP , we have limk→∞ Ck◦(g)+u =
Cu limk→∞(C◦(g))k = Cu dnP . Since gcd(g, n) = 1 and Cu is a gu-circulant transition matrix
generated by c(u)0 , . . . , c
(u)
n−1 such that c
(u)
i = 0 whenever d does not divide i, we have CuP = P
and so limk→∞ Ck◦(g)+u = dnP for all 1  u < d. Hence, the theorem follows. 
As an application of the last theorem, we consider the following geometry problem, the Amer-
ican Mathematical Monthly problem No. 3547 (see [7] and also [3,5]): Let  = P0P1 · · ·Pn−1
be a closed polygon in the plane (n  2). Denote by P ′0, P ′1, . . . , P ′n−1, the midpoints of the sides
P0P1, P1P2, . . . , Pn−1P0, respectively, obtaining the first derived polygon ′ = P ′0P ′1 · · ·P ′n−1.
Repeat the same construction on ′ obtaining the second derived polygon ′′ , and finally, after
k constructions, obtain the kth derived polygon(k) = P (k)0 P (k)1 · · ·P (k)n−1. Show that the vertices
of (k) converges, as k → ∞, to the centroid of the original points P0, P1, . . . , Pn−1.
Consider  =
[
v1
.
.
.
vn
]
, and let C =
⎡
⎢⎣
1
2
1
2 0 · · · 0
0 12
1
2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1
2 0 0 · · · 12
⎤
⎥⎦ be an n × n circulant transition
matrix. The problem can be stated in terms of matrices, the question is whether the sequence
{, C, . . . , Ck, . . .} converges, namely, limk→∞ Ck =?
The problem can be described by a Markov chain consisting of k states I, C,C2, . . . Ck−1,
with C as a transition matrix. By Theorem 7, it is known that
lim
k→∞ C
k = 1
n
⎡
⎢⎢⎢⎣
1 1 · · · 1
1 1 · · · 1
...
...
...
...
1 1 · · · 1
⎤
⎥⎥⎥⎦
and then
lim
k→∞ C
k =
⎡
⎢⎢⎣
∑n
i=1 vi
n
...∑n
i=1 vi
n
⎤
⎥⎥⎦ .
The same Markov chain approach can be applied to the generalization of problem No. 3547
with C any circulant transition matrix (see [8]). Schoenberg investigated this case by using finite
Fourier series. For general presentation on this problem, see [1].
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