Evapotranspiration is one of the main components of the hydrological cycle as it accounts for more than two-thirds of the precipitation losses at the global scale. Reliable estimates of actual evapotranspiration are crucial for effective watershed modelling and water resource management, yet direct measurements of the evapotranspiration losses are difficult and expensive. This research explores the utility and effectiveness of data-driven techniques in modelling actual evapotranspiration measured by an eddy covariance system. The authors compare the Evolutionary Polynomial Regression (EPR) performance to Artificial Neural Networks (ANNs) and Genetic Programming (GP). Furthermore, this research investigates the effect of previous states (time lags) of the meteorological input variables on characterizing actual evapotranspiration. The models developed using the EPR, based on the two case studies at the Mildred Lake mine, AB, Canada provided comparable performance to the models of GP and ANNs. Moreover, the EPR provided simpler models than those developed by the other data-driven techniques, particularly in one of the case studies. The inclusion of the previous states of the input variables slightly enhanced the performance of the developed model, which in turn indicates the dynamic nature of the evapotranspiration process.
INTRODUCTION
Evapotranspiration is a term used to describe all the processes by which water moves from land or vegetation surfaces to the atmosphere. It is one of the main components of the hydrological cycle as it accounts for more than two-thirds of precipitation losses globally (Dingman 2002; Fisher et al. 2005) . Therefore, reliable estimates of the actual evapotranspiration (AET) losses are crucial to a wide range of hydrological modelling problems (Xu & Singh 1998 ) and practical applications. Direct measurement of evapotranspiration losses are difficult, expensive and often unreliable (Gasca-Tucker et al. 2007) . Moreover, the interdependence between different components of the soil -vegetation -atmosphere system hinders the proper estimation of the evapotranspiration losses, making it one of the most challenging tasks in hydrological modelling (Xu & Singh 2005) .
The evapotranspiration process depends on many factors related to the land, plant and atmosphere. Atmospheric factors include radiation, air temperature, humidity and wind speed, while the plant factors include plant type, variety and development stage. The state of land surface wetness (or near-surface soil moisture) is the main land factor that affects the quantification of evapotranspiration (Hornberger et al. 1998; Savenije 2004) . There are a wide variety of methods used to estimate potential evapotranspiration (PET) based on atmospheric forcing and assuming unlimited water supply at the surface. These models assume application of such techniques to the EC-measured AET.
In this paper, an alternate data-driven technique referred to as Evolutionary Polynomial Regression (EPR) is used, which is capable of modelling time series or regression type data containing information about any physical processes through the combination of evolutionary algorithms and numerical regression. EPR is a data-driven technique that incorporates the main features of numerical regression together with symbolic regression . It produces flexible structure polynomial models where each monomial can include user-defined functions, which in turn improves the physical interpretation of the considered phenomenon . EPR therefore makes use of the knowledge concerning the phenomenon under consideration (as opposed to ANNs) derived from known physical laws, which is incorporated into the training process. Moreover, EPR tends to evolve more parsimonious structures over long complex structures (as opposed to GP). As a result, EPR is more powerful than GP in finding the model constants and avoids producing functions that grow in length over time (Davidson et al. 1999) .
The method develops pseudo-polynomial models characterizing the process under consideration (Laucelli et al. 2005; . EPR is used in this research to model evapotranspiration using the environmental variables: net radiation (NR), ground temperature (GT), air temperature (AT), wind speed (WS) and relative humidity (RH). This paper uses the same case studies used by Parasuraman et al. (2007a) in the Mildred Lake mine, located to the north of Fort McMurray, Alberta, Canada to provide a comprehensive comparison with the GP and ANN methods. The performance of the modelling tools (ANN, GP and EPR) is evaluated based on the same three error measures used: (i) root mean squared error (RMSE), (ii) mean absolute relative error (MARE) and (iii) correlation coefficient (R), which measure different aspects of model performance (Dawson et al. 2007) .
The main objectives of this paper are (i) to compare the utility of the EPR to the other data-driven techniques in modelling the evapotranspiration process and (ii) to investigate the effect of using previous states (time lags) of the input variables on modelling the EC-measured AET.
EVAPOTRANSPIRATION PROCESS

Physics of the evapotranspiration process
Evapotranspiration is the conversion of liquid water into vapour, either from a free surface of water or soils (evaporation) or through plant stomata (transpiration).
The theoretical basis of evapotranspiration is based upon the seminal work of Penman (1948) , reviewed both scientifically and operationally by Brutsaert (1982) .
The source of energy for evaporation is net radiation (NR), which is the sum of short and long-wave radiation components. The supply of water depends upon soil wetness and any moderating role that plants play through regulation of their stomata. Turbulent transport of water depends upon wind speed and thermal instability of the surface layer (Obukhov 1946) . The processes associated with the above components are well defined for the soilvegetation-atmosphere interface, and are characterized by radiative fluxes, soil moisture, surface soil temperature and turbulent transfer into the atmosphere. Consequently, the rate of AET for a given supply of NR corresponds to a particular combination of these variables, of which there are many possible combinations to satisfy the surface energy balance defined here as (Hornberger et al. 1998) :
where dQ/dt is the change in energy storage per unit time, NR is net radiation, G is ground heat, H is sensible heat and LE is latent heat.
The latent heat of vaporization is a measure of the energy required to change a unit mass of water from liquid to water vapour, under constant pressure and temperature.
The value of the latent heat varies slightly over normal temperature ranges (around 208C), therefore the value of 2.5 £ 106 J/kg is used as the representative value of the latent heat of vaporization. As a result, as radiation expressed in J/m 2 day, LE can be converted to equivalent evaporation in mm/day by using a conversion factor equal to the inverse of the latent heat of vaporization. Division of LE by the latent heat of vaporization provides AET, and these values can be considered equivalent.
In their work, Parasuraman et al. (2007a) developed GP and ANN models that showed better performance than the PM model while providing insight into the evapotranspiration process and investigated the contribution of different atmospheric and surface factors (Parasuraman et al. 2007a ).
In the present study, the authors extended this application to another prominent data-driven modelling method, named Evolutionary Polynomial Regression (EPR), proposed by . In addition to modelling the evapotranspiration process using the different atmos- and soil is strongly affected by the wetting conditions of the surface soil (soil moisture) (Gutierrez & Meinzer 1994) .
Surface soil moisture also has an indirect correlation with the surface air temperature, which is supported by the findings of Wilson & Baldocchi (2000) and MingFeng & HuiJun (2007) . Their results show the existence of 'decadal'
and seasonal climate co-variabilities and significant interactions between surface air temperature and soil moisture, which in turn affect the evapotranspiration process.
Evapotranspiration measurement methods
Measurement of AET is complex with many assumptions, and there exist a variety of methods employed by hydrologists (Brutsaert 2005) . Most measurements are indirect and of limited spatial extent. Additionally, complications arise when attempting to separate evaporation and transpiration components, or above-and below-canopy AET. The only direct method to measure AET is the eddy covariance (EC) method (Baldocchi et al. 1988) , based on analysis of highfrequency wind and scalar (i.e. water, heat, CO 2 ) data.
Although a direct method, EC suffers from recognized systematic errors related to sampling frequency and energy balance closure (Finnegan et al. 2003; Fisher et al. 2005) .
Regardless, EC is the adopted method for international flux research programs (i.e. Baldocchi et al. 2001; Margolis et al. 2006) , and has a reasonable accuracy range from^15 tô 20% for hourly evapotranspiration measurements and up to^8 to^10% for longer periods (Eichinger et al. 2003; Strangeways 2003 ).
DATA-DRIVEN TECHNIQUES
Physically based models are typically used to model hydrological processes. These models draw their names from the physical principles that are used to explain the behaviour of the different processes of the hydrological systems. Data-driven models (black-box models), on the other hand, are based on a limited knowledge of the physical processes and depend on the information contained within the data to characterize the functional relationship between the system inputs and outputs, especially for complex systems .
These methods use specific datasets representing limited realizations of the system states; however, they can be used to draw reasonable generalizations of the process under consideration.
The last two decades have witnessed the rise of a variety of data-driven techniques due to the fast growing computational power of personal computers. Solomatine (2002) provided an overview of the widely used data-driven techniques in the field of water resources management and control and showed the utility of techniques such as the 
Genetic programming
GP is another widely used data-driven technique. GP (Cramer 1985) is an evolutionary algorithm (an ML technique) that mimics the biological evolution process (of natural selection) in an effort to build computer models capable of simulating complex physical processes, e.g. non-linear and spatially and temporally variable processes (Koza 1992) . GP uses a tree-like structure such as decision trees to represent its 'concepts and its interpreter as a computer program' (Banzhaf et al. 1998) . It is therefore considered a superset of all other ML representations, which enables GP to produce any solution that is produced by any other ML system.
Although GP is computationally intensive, especially for generating programs that are capable of simulating complex processes, it has a major advantage in that it handles symbolic expressions. Genetic symbolic regression (GSR) is a special application of GP which is similar to mathematical numerical regression, where it finds a mathematical expression that fits the training dataset.
GSR uses two sets of variables: the functional set and terminal set (Koza 1992) . showed that the GP techniques involved simple models that enabled the quantification of the significance of different input variables for prediction.
Evolutionary polynomial regression
This paper utilizes EPR, a data-driven technique that models time series data containing information about physical processes . EPR combines the power of evolutionary algorithms with numerical regression to develop polynomial models combining the independent variables together with the user-defined function as follows (Laucelli et al. 2005) :
whereŶ is the EPR estimated dependant variable, Fð:Þ is the polynomial function constructed by EPR, X is the independent variable matrix, fð:Þ is a user-defined function, a i is the coefficient of the ith term in the polynomial, a 0 is the bias and m is the total number of the polynomial terms. This research makes use of the EPR toolbox (Laucelli et al. 2005) . It is a multi-objective implementation of EPR in the sense that it produces several models which are the best trade-off between fitness to training data and parsimony (see . Modelling of LE was based on daytime hourly data (08:00 -20:00) to exclude negative instances of ET. This is in addition to the recognized systematic error in night-time readings, caused by the inability of the sonic anemometer to resolve fine-scale eddies which occur during the night (Fisher et al. 2005) . The split of data series, at each day, will cause some spurious effects in the case of using lag time.
However, these effects are not expected to have any serious consequences on the developed models as they do not exceed more than 8% of the daily lags. For one-hour lag, there are 12 one-hour lags a day, where one of these lags occurs at the split of each day. Therefore, it is one (1) 
SWSS case study
A key distinction between the SBH and the SWSS sites is that the SWSS has a complete canopy cover of the surface with no exposed bare ground. In addition, the vegetation canopy is taller and more developed with a wide range of species. Equation (6) The optimum models evolved for this case study, using the EPR tool, are represented by Equations (7) and (8): Dynamic AET modelling
SBH case study
The three data-driven techniques demonstrated comparable performance in characterizing actual evapotranspiration.
EPR was therefore chosen to explore the effect of timelagged inputs on estimating the actual evapotranspiration due to the simplicity of its toolbox and the ability to acquire the mathematical form of the evolved model. The tool was allowed to use lag time up to 7 hours back for all input variables. The choice of the 7 hours lag was based on preliminary trials, which included higher lag times. All EPR models excluded lagged input variables higher than 7 hours.
Different forms of the resultant polynomial were explored including the use of logarithmic and exponential functions, as performed in the static AET modelling. Several models were produced by the EPR. The following equation
produced the optimum performance based on the three error measures for the training and testing phases:
Equation (9) is complex due to the existence of several input variables and their respective lag. By removing the third term from Equation (9) (due to its small coefficient), a simpler formula is produced without affecting its prediction ability (Table 4) :
Model simplification might imply that EPR is unable to achieve a good compromise between model simplicity and prediction ability. However, it should be noted that EPR managed to produce a relatively simple model with regard to the available input combinations. Simplification also partially affected the model performance, which applies to the training phase but not the testing phase (Table 4) .
EPR considers a training dataset in model development.
A compromise, in both training and testing, should therefore be based on the subjective view of the modeller.
The second-best equation produced by the EPR has the form:
Similarly, removing the first term with the relatively small coefficient and other input variables other than NR and GT yields:
Here, the simplification of Equation (11) (4)). This indicates the importance of including pervious input states, especially NR t21 and GT t21 , in addition to their current values to improve the performance of the models in characterizing the AET process. It can be concluded that both Equations (9) and (10) are good representatives of the SBH case study.
The results of the statistical test of significance (Table 2) for EPR static and dynamic models (Equations (4) and (10)) indicate that there is a significant difference between the two models (at all levels of significance for EPR dynamic model) and a probable significant difference for EPR static model (significant at 0.05 level, but not at 0.01 level). This difference is shown in Figure 1 , which presents the scatter plots of the observed and computed LE values for the EPR models. Figure 1 indicates that the dynamic EPR model has 
Simplification by removing the last two terms with small coefficients and relatively small value based on the range of the input variables used in each term, results in: (4)); (b) all inputs (Equation (5)); and (c) dynamic model (Equation (10)). datasets was carried out on this case study and produced relatively similar results to the results of the SBH case study.
It was therefore not necessary to repeat the conclusions of the SBH case study, which indicated a probable significant difference between the EPR results and the other techniques (GP and ANN). This model also supports the conclusion that the contribution of the NR and GT is significant relative to other inputs, as seen in Equations (4), (10) The dynamic EPR model, Equation (13), has a poorer performance than the other static models due to the simplification of its form (Figure 2 ).
CONCLUSION
The evapotranspiration process is a significant component of the hydrological cycle. It also affects the other components of the hydrological cycle. The lack of reliable, inexpensive and practical methods to measure the actual evapotranspiration requires the development of alternative methods that provide close estimates of the actual evapotranspiration using readily available meteorological parameters.
The measurements obtained from the eddy covariance method were used in modelling the eddy covariancemeasured latent heat flux (LE) to estimate the evapotranspiration losses. The models evolved using the EPR tool, based on the two case studies of Mildred Lake mine, i.e. the SBH and the SWSS case studies, showed comparable performance to the models of the GP and the ANN models.
Moreover, the EPR provided simpler models, especially in the SBH case study, than those developed by the other datadriven techniques.
The EPR models supported the conclusion of The three data-driven techniques demonstrated a comparable performance in characterizing actual evapotranspiration. The EPR was therefore chosen to explore the effect of time-lagged inputs on estimating the actual evapotranspiration due to the simplicity of its toolbox and the ability to acquire the mathematical form of the evolved model. The dynamic EPR models, for both case studies, resulted in predictions of AET that are significantly different than the static EPR models. The effects of the GT and NR, which is pronounced in the evolved models, is due to the effect of soil moisture and net energy flow conditions on the evapotranspiration process. Other meteorological inputs such as RH, WS, and AT do not have the same effect on the evapotranspiration process at these sites, and may create a less reliable estimate of its value when included in datadriven models.
