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Abstract
We study the global singularity structure of solutions to 3-D semilinear wave equations with
discontinuous initial data. More precisely, using Strichartz’ inequality we show that the
solutions stay conormal after nonlinear interaction if the Cauchy data are conormal along a
circle.
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This note is devoted to the global singularity structure of solutions to the
following 3-D semilinear wave equation with discontinuous initial data
&u þ gðuÞ ¼ 0;
uð0; xÞ ¼ 0;
@tuð0; xÞ ¼ u1ðxÞ;
8><
>: ð1Þ




ku; u1ðxÞ ¼ jðxÞ when jxjp1; u1ðxÞ ¼ 0 when jxj41;
jðxÞACNðBð0; 1ÞÞ; and x ¼ ðx1; x2; x3Þ: The nonlinearity gðuÞACNðRÞ is assumed
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to satisfy the following assumptions:




jgð jÞðuÞjpCjð1þ jujÞpj; 1opp5: ð3Þ
Under conditions (2) and (3), the global existence of weak and smooth solutions to
(1) has been intensively studied in literature, [8,6,7,10] and the references therein.
For instance, if u1ðxÞACNðR3Þ; the authors in [7,8] proved the global existence
of smooth solutions to (1) when po5 and p ¼ 5; respectively. Besides, if
u1ðxÞAL2ðR3Þ; the authors in [6] proved the global existence and uniqueness of
weak solutions to (1) in the space uACð½0;NÞ; H1ðR3ÞÞ-C1ð½0;NÞ; L2ðR3ÞÞ when
1opo5: Shatah and Struwe [10] then obtained the global existence and uniqueness
in the space uACð½0;NÞ; H1ðR3ÞÞ-C1ð½0;NÞ; L2ðR3ÞÞ-L5ð½0;NÞ; L10ðR3ÞÞ when
p ¼ 5:
Our main purpose is to study the inﬂuence of the nonlinear term gðuÞ on
the properties of the weak solution u to (1), in particular, to give a precise descrip-
tion of the global singularity structure of u when the initial data u1ðxÞ are
discontinuous.
The main result is:
Theorem. Under conditions (2) and (3), the global weak solution uðt; xÞ to (1) belongs





Notice that the surface S2 has a singular point ð1; 0; 0; 0Þ: In general, the solution u
will be singular at this point. Beals [2], showed that singularities of solutions to
nonlinear wave equations at such a point can cause a very complicated singularity
structure of the solutions for later times. More precisely, he proved that there are a
CN function bðt; xÞ and a solution uAHslocðRþ 	 R3Þ; s432; to the equation &u þ
bðt; xÞu3 ¼ 0 such that the initial data uð0; xÞ; @tuð0; xÞ have compact support and
are CN with the exception of the point at x ¼ 0; while the singularities of u ﬁll
the whole solid light cone fðt; xÞ: jxjptg: For problem (1), however, thanks to the
special property of the discontinuous initial data to be conormal with respect
to the sphere jxj ¼ 1 (for the deﬁnition of being conormal, see [3] or [4]), with the
help of Strichartz’ inequality we can prove that the weak solution u to (1) is also
globally conormal with respect to both the surfaces S1 and S2: Consequently,
uACNððRþ 	 R3Þ\ðS1,S2ÞÞ; and the nonlinear term gðuÞ does not bring about the
nonlinear inﬂuence on the singularity structure of u:
To prove the Theorem, we will make use of the commutator technique introduced
in [4]. To do so, we are required to know a basis for the CN vector ﬁelds which are
tangent to both S1 and S2:
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Lemma 1. A basis for the CN vector fields simultaneously tangent to S1 and S2 is
given by
V1 ¼ ðt2 þ x21 þ x22 þ x23  1Þ@t þ 2tx1@1 þ 2tx2@2 þ 2tx3@3;
V2 ¼ 2tx1@t þ ðt2 þ x21  1Þ@1 þ x1x2@2 þ x1x3@3;
V3 ¼ 2tx2@t þ x1x2@1 þ ðt2 þ x22  1Þ@2 þ x2x3@3;
V4 ¼ 2tx3@t þ x1x3@1 þ x2x3@2 þ ðt2 þ x23  1Þ@3;
V5 ¼ x1@2  x2@1;
V6 ¼ x1@3  x3@1;
V7 ¼ x2@3  x3@2:
Proof. As is well known, a basis for the CN vector ﬁelds tangent to S1 is
M0 ¼ ðt þ 1Þ@t þ x1@1 þ x2@2 þ x3@3;
M1 ¼ ðt þ 1Þ@1 þ x1@t;
M2 ¼ ðt þ 1Þ@2 þ x2@t;
M3 ¼ ðt þ 1Þ@3 þ x3@t;
M4 ¼ x1@2  x2@1;
M5 ¼ x1@3  x3@1;
M6 ¼ x2@3  x3@2:
Obviously, M4; M5 and M6 are also tangent to S2:




aiðt; xÞMi ¼ ða0ðt þ 1Þ þ a1x1 þ a2x2 þ a3x3Þ@t þ ða0x1 þ a1ðt þ 1ÞÞ@1




where aiðt; xÞ (i ¼ 0; 1; 2; 3) are appropriate CN functions to be determined.
For V is tangent to S2; from the Malgrange preparation theorem we infer that
there is a CN function dðt; xÞ such that
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We get





ðt  1Þ 
X3
i¼1
ða0xi þ aiðt þ 1ÞÞxi






We now start to determine the functions ai ði ¼ 0; 1; 2; 3Þ:
Setting x1 ¼ x2 ¼ x3 ¼ 0 in (4), we get
a0ðt; 0; 0; 0Þðt þ 1Þ ¼ dðt; 0; 0; 0Þðt  1Þ:
Then there are CN functions biðt; xÞ ði ¼ 1; 2; 3Þ such that









ðt  1Þ 
X3
i¼1




Setting t ¼ 1; x1 ¼ x2 ¼ 0 in (6), on the analogy of the analysis made above we
conclude that there are CN functions bjðt; xÞ ð j ¼ 4; 5; 6Þ such that
a0x3 þ a3ðt þ 1Þ ¼ dx3 þ b4ðt  1Þ þ b5x1 þ b6x2: ð7Þ
Similarly, there are CN functions bkðt; xÞ ðk ¼ 7; 8; 9Þ and bmðt; xÞ ðm ¼ 10; 11; 12Þ
such that
a0x2 þ a2ðt þ 1Þ ¼ dx2 þ b7ðt  1Þ þ b8x1 þ b9x3; ð8Þ
a0x1 þ a1ðt þ 1Þ ¼ dx1 þ b10ðt  1Þ þ b11x2 þ b12x3: ð9Þ





ðt  1Þ  ðb10ðt  1Þ þ b11x2 þ b12x3Þx1
 ðb7ðt  1Þ þ b8x2 þ b9x3Þx2  ðb4ðt  1Þ þ b5x1 þ b6x2Þx3 ¼ 0: ð10Þ
Setting t ¼ 1 and x3 ¼ 0 in (10), we get
b11ð1; x1; x2; 0Þ þ b8ð1; x1; x2; 0Þ ¼ 0:
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Thus, there are CN functions ciðt; xÞ ði ¼ 1; 2Þ such that
b11 ¼ b8 þ c1ðt  1Þ þ c2x3: ð11Þ
Similarly, there are CN functions cjðt; xÞ ð j ¼ 3;y; 8Þ such that
b12 ¼ b5 þ c3ðt  1Þ þ c4x2; ð12Þ
b9 ¼ b6 þ c5ðt  1Þ þ c6x1; ð13Þ




ðai þ biÞxi þ ðc7x1 þ c8x2Þx3
 !
ðt  1Þ  ðb10ðt  1Þ þ ðc1ðt  1Þ þ c2x3Þx2
þ ðc3ðt  1Þ þ c4x2Þx3Þx1  ðb7ðt  1Þ þ ðc5ðt  1Þ þ c6x1Þx3Þx2 ¼ 0: ð15Þ
Setting t ¼ 1 and x1 ¼ 0; respectively, in (15), we infer that there are CN functions
ckðt; xÞ (k ¼ 9; 10) such that
c2 þ c4 ¼ c6 þ c9ðt  1Þ; ð16Þ
b7 ¼ a2 þ b2 þ c8x3  c5x3  c10x1: ð17Þ
Thus, Eq. (15) simpliﬁes to
a1 þ b1  b10 ¼ c10x2  c7x3 þ c1x2 þ c3x3 þ c9x2x3: ð18Þ
Below, we shall derive expressions for a0; a1; a2; a3 in terms of b1; b2; b3; b5;
b6; b8; c6; c7; c8; c10; and d: From (5), (7), (8) and (9), we gather
a0 ¼ dðt  1Þ þ
P3
i¼1 bixi
t þ 1 ; ð19Þ
a1 ¼ 2dx1ðt þ 1Þ2 þ
b10ðt  1Þ þ b11x2 þ b12x3
t þ 1 
ðP3i¼1 bixiÞx1
ðt þ 1Þ2 ; ð20Þ
a2 ¼ 2dx2ðt þ 1Þ2 þ
b7ðt  1Þ þ b8x1 þ b9x3
t þ 1 
ðP3i¼1 bixiÞx2
ðt þ 1Þ2 ; ð21Þ
a3 ¼ 2dx3ðt þ 1Þ2 þ
b4ðt  1Þ þ b5x1 þ b6x2
t þ 1 
ðP3i¼1 bixiÞx3
ðt þ 1Þ2 : ð22Þ
ARTICLE IN PRESS
Huicheng Yin, I. Witt / J. Differential Equations 196 (2004) 134–150138
Substituting (11)–(13) into (20) and (21), we arrive at new expressions for a1 and a2:
Inserting these new expressions for a1; a2 and (22) into (14), (17), and (18), we obtain
2b4
t þ 1 ¼
2dx3
ðt þ 1Þ2 þ
b5x1 þ b6x2
t þ 1 
ðP3i¼1 bixiÞx3
ðt þ 1Þ2  c7x1  c8x2 þ b3;
2b7
t þ 1 ¼
2dx2
ðt þ 1Þ2 þ
b8x1 þ ðb6 þ c5ðt  1Þ þ c6x1Þx3
t þ 1 
ðP3i¼1 bixiÞx2
ðt þ 1Þ2
þ b2 þ c8x3  c5x3  c10x1;
2b10
t þ 1 ¼
2dx1
ðt þ 1Þ2 þ









By virtue of (23) and taking advantage of relation (16), we then ﬁnd the sought










þ t  1
2










þ t  1
2










þ t  1
2




Substituting (19) and (24) into the expression for V ; we get
V ¼ d
t þ 1 V1 þ
b1
2ðt þ 1Þ x1ððt þ 1Þ
2  x21  x22  x23Þ@t þ ðt  1Þððt þ 1Þ2  x21Þ@1
n
þ ð1 tÞx1x2@2 þ ð1 tÞx1x3@3
o
þ b2
2ðt þ 1Þfx2ððt þ 1Þ
2  x21  x22  x23Þ@t
þ ð1 tÞx1x2@1 þ ðt  1Þððt þ 1Þ2  x22Þ@2 þ ð1 tÞx1x3@3g
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þ b3
2ðt þ 1Þfx3ððt þ 1Þ
2  x21  x22  x23Þ@t þ ð1 tÞx1x3@1 þ ð1 tÞx2x3@2
þ ðt  1Þððt þ 1Þ2  x23Þ@3g þ a4 þ
b8ðt þ 1Þ
2





















x1ððt þ 1Þ2  x21  x22  x23Þ@t þ ðt  1Þððt þ 1Þ2  x21Þ@1
þ ð1 tÞx1x2@2 þ ð1 tÞx1x3@3 ¼ ðt þ 1ÞV2  x1V1;
x2ððt þ 1Þ2  x21  x22  x23Þ@t þ ð1 tÞx1x2@1 þ ðt  1Þððt þ 1Þ2  x22Þ@2 þ ð1 tÞx2x3@3
¼ ðt þ 1ÞV3  x2V1;
x3ððt þ 1Þ2  x21  x22  x23Þ@t þ ð1 tÞx1x3@1
þ ð1 tÞx2x3@2 þ ðt  1Þððt þ 1Þ2  x23Þ@3 ¼ ðt þ 1ÞV4  x3V1;
Lemma 1 is completely proved. &
Let ½A; B ¼ AB  BA denote the commutator. By direct computation, we ﬁnd:
Lemma 2. We have
½V1; V2 ¼ 2x2tV5  2x3tV6;
½V1; V3 ¼ 2x1tV5  2x3tV7;
½V1; V4 ¼ 2x1tV6 þ 2x2tV7;
½V1; V5 ¼ ½V1; V6 ¼ ½V1; V7 ¼ 0;
½V2; V3 ¼ 3ðt2 þ 1ÞV5; ½V2; V4 ¼ 3ðt2 þ 1ÞV6;
½V2; V5 ¼ V3; ½V2; V6 ¼ V4; ½V2; V7 ¼ 0;
½V3; V4 ¼ 3ðt2 þ 1ÞV7; ½V3; V5 ¼ V2;
½V3; V6 ¼ 0; ½V3; V7 ¼ V4;
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½&; V1 ¼ 4t& 4@t;
½&; V2 ¼ 4x1&þ 2@2V5 þ 2@3V6 þ 4@1;
½&; V3 ¼ 4x2& 2@1V5 þ 2@3V7 þ 4@2;
½&; V4 ¼ 4x3& 2@1V6  2@2V7 þ 4@3;
½&; V5 ¼ ½&; V6 ¼ ½&; V7 ¼ 0:
From Lemma 2, one easily derives the following result:
Corollary. Let fVkug ¼ fV k1l1 V
k2
l2
?V kjlj u: k1 þ?þ kj ¼ jkj; k1;y; kjAN0g; where















where ckjðt; xÞ; fkðt; x; uÞ; and akl1?lj ðx; t; uÞ are CN functions, bklj are constants.
Next, we determine the initial data for the V ku:
Lemma 3. For each k, we have
Vkujt¼0 ¼ g1kðxÞðx21 þ x22 þ x23  1ÞHðx21 þ x22 þ x23  1Þ þ g2kðxÞ;
@tV
kujt¼0 ¼ q1kðxÞHðx21 þ x22 þ x23  1Þ þ q2kðxÞ;
(
ð26Þ
where HðsÞ is the Heaviside function, and g1kðxÞ; g2kðxÞ; q1kðxÞ; q2kðxÞ are CN
on R3:
Proof. For jkj ¼ 0; (26) obviously holds.
We now assume that (26) holds for some jkj: Then we want to show that (26) also
holds when jkj is replaced with jkj þ 1:
Let N1 ¼ ðx21  1Þ@1 þ x1x2@2 þ x1x3@3; N2 ¼ x1x2@1 þ ðx22  1Þ@2 þ x2x3@3; and
N3 ¼ x1x3@1 þ x2x3@2 þ ðx23  1Þ@3: Then fN1; N2; N3; V5; V6; V7g constitutes a
basis for the CN vector ﬁelds tangent to the circle x21 þ x22 þ x23 ¼ 1: A direct
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computation gives
V1V
kujt¼0 ¼ðx21 þ x22 þ x23  1Þ@tV kujt¼0
¼ q1kðxÞðx21 þ x22 þ x23  1ÞHðx21 þ x22 þ x23  1Þ
þ q2kðxÞðx21 þ x22 þ x23  1Þ;
Viþ1V kujt¼0 ¼ðNig1kðxÞ þ 2xig1kðxÞÞðx21 þ x22 þ x23  1ÞHðx21 þ x22 þ x23  1Þ
þ Nig2kðxÞ; i ¼ 1; 2; 3;
Vjþ4V kujt¼0 ¼Vjþ4g1kðxÞðx21 þ x22 þ x23  1ÞHðx21 þ x22 þ x23  1Þ
þ Vjþ4g2kðxÞ; j ¼ 1; 2; 3;
V1@tV
kujt¼0 ¼ðx21 þ x22 þ x23  1Þ@2t V kujt¼0










 fkðt; x; uÞV ku þ
X
jl1jþ?þjlj jpjkj1











¼ g1;kþ1ðxÞðx21 þ x22 þ x23  1ÞHðx21 þ x22 þ x23  1Þ þ g2;kþ1ðxÞ;
Viþ1@tV kujt¼0 ¼ Niq1kðxÞHðx21 þ x22 þ x23  1Þ þ Niq2kðxÞ; i ¼ 1; 2; 3;
Vjþ1@tVkujt¼0 ¼ Vjþ4q1kðxÞHðx21 þ x22 þ x23  1Þ þ Vjþ4q2kðxÞ; j ¼ 1; 2; 3:
By the principle of induction and a straightforward computation, Lemma 3 is then
proved. &
To solve (25) with the initial data (26), we have to show that the weak solution
uðt; xÞ to (1) belongs to LNlocð½0;NÞ 	 R3Þ: Let us recall Strichartz’ inequality
from [7].
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Lemma 4. There is a constant C40 such that, for each T40;










By virtue of estimate (27), we arrive at (see [7, Lemma 3.3]):
Lemma 5. For all T40; rA½2;NÞ; M40; there is a constant CðT ; r; MÞ40 such that
the solution u to (1) with po5 satisfies







; rA½2;NÞ; and jju1jjL2ðR3ÞpM:
Based on Lemmas 4 and 5, we can now establish an LNloc bound for solutions u to
(1) when po5:
Lemma 6. Let 1opo5: Then the weak solution u to (1) satisfies
uðt; xÞALNlocð½0;NÞ 	 R3Þ:
Proof. Suppose that vðt; xÞ is the solution of the following linear wave equation:
&v ¼ 0;
vð0; xÞ ¼ 0;













Hence, vðt; xÞALNlocð½0;NÞ 	 R3Þ: By virtue of the energy inequality, we additionally
have
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Set w ¼ u  v: Then w satisﬁes
&w þ gðw þ vÞ ¼ 0;
wð0; xÞ ¼ 0;
@twð0; xÞ ¼ 0:
8><
>: ð29Þ
To show uALNlocð½0;NÞ 	 R3Þ; it sufﬁces to show that wALNlocð½0;NÞ 	 R3Þ:
From (29), one deduces
&@xw þ g0ðw þ vÞ@xðw þ vÞ ¼ 0;
@xwð0; xÞ ¼ 0;
@t@xwð0; xÞ ¼ 0:
8><
>: ð30Þ
What we want to show is g0ðw þ vÞ@xðw þ vÞAL1locð½0;NÞ; L2ðR3ÞÞ: If this holds,
then @2xwAL
N
locð½0;NÞ; L2ðR3ÞÞ and wALNlocð½0;NÞ 	 R3Þ by Sobolev’s embedding
theorem.
In fact, using (28) and choosing q ¼ 5; r ¼ 10
3
in Lemma 4, we have
jj@xwjjL5ð0;T ;L10ÞpCjjg0ðw þ vÞ @xðw þ vÞjjL1ð0;T ;L2Þ
pCT ;Mðjj@xwjjLNð0;T ;L2Þ þ jj@xvjjLNð0;T ;L2Þ









where y ¼ 5p
8
; and CT ;M40 is a generic constant depending only on T40 and
M40; where jju1jjL2ðR3ÞpM: Taking into account that 5ðp1Þ4þy o5; 5ðp1Þ2ð1yÞo10; and
jjwjjL5ð0;T ;L10ÞpCT ;M in view of Lemma 5, we further obtain
jj@xwjjL5ð0;T ;L10ÞpCT ;Mð1þ jj@xwjj1yL5ð0;T ;L10Þ þ jjjwjp1@xvjjL1ð0;T ;L2ÞÞ: ð31Þ
To estimate the remaining term jjjwjp1@xvjjL1ð0;T ;L2Þ; we now distinguish three
cases:
Case 1: 1opo2: By Sobolev’s embedding theorem, @xvALNð0; T ; L3e0Þ for any
e040: Since jwjp1ALNð0; T ; L 6p1Þ; upon choosing e0 ¼ 63p4po1 we obtain






Huicheng Yin, I. Witt / J. Differential Equations 196 (2004) 134–150144
by Ho¨lder’s inequality. Hence, for 1opo2; (31) implies
jj@xwjjL5ð0;T ;L10ÞpCT ;Mð1þ jj@xwjj1yL5ð0;T ;L10ÞÞ: ð32Þ
We deduce jj@xwjjL5ð0;T ;L10ÞpCT ;M from (32), i.e., g0ðw þ vÞ@xðw þ vÞAL1ð0; T ; L2Þ
and wALNðð0; TÞ 	 R3Þ:
Case 2: 2ppo4: By Ho¨lder’s inequality, we have
jjjwjp1@xvjjL1ð0;T ;L2Þ
pjj1jjLp1 ð0;T ;Lq1 ðBð0;1þTÞÞÞjjwjjp1Lðp1Þp2 ð0;T ;Lðp1Þq2 Þjj@xvjjLNð0;T ;L3e0 Þ;















ðp  1Þp2 þ
3




Choose 0oe0ominf1; 4 pg and set p1 ¼ 24pe0; q1 ¼
6ð3e0Þ
e0ð1e0Þ; p2 ¼ 2p2þe0;
and q2 ¼ 61e0 to satisfy the above requirements. Hence, in view of Lemma 5,
we obtain jjjwjp1@xvjjL1ð0;T ;L2ÞpCT ;M : Similar to Case 1, we then deduce
wALNðð0; TÞ 	 R3Þ:
Case 3: 4ppo5: Choose e040 sufﬁciently small so that p  2þ e0o3 and
ðp2þe0Þð3e0Þ
1e0 o9: By Ho¨lder’s inequality and Sobolev’s embedding theorem,
jjjwjp1@xvjjL1ð0;T ;L2Þ





jj@2xwjj1e0LNð0;T ;L2Þjj@xvjjLNð0;T ;L3e0 Þ:
By Lemma 5 (with q ¼ 3; r ¼ 6), we get
jjjwjp1@xvjjL1ð0;T ;L2ÞpCT ;M jj@2xwjj1e0LNð0;T ;L2Þ: ð34Þ
Substituting (34) into (31) gives
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Consider the function hðsÞ ¼ s  C0  CT ;Msy; where C0 ¼ CT ;Mð1þ jj@2xwjj1e0LNð0;T ;L2ÞÞ:
Thereby, we can assume that CT ;M41: Obviously, hð0Þ ¼ C0o0 and
hðC0 þ C0CmT ;MÞ ¼Cy0CT ;MðC1y0 Cm1T ;M  ð1þ CmT ;MÞyÞ
4Cy0CT ;MðCm1T ;M  ð1þ CmT ;MÞyÞ40
for m40 large enough. Hence,
jj@xwjjL5ð0;T ;L10ÞpC0ð1þ CmT ;MÞpCT ;M 1þ jj@2xwjj1e0LNð0;T ;L2Þ
 
:
Upon applying the energy estimate to (30), we infer
jj@2xwjjLNð0;T ;L2ÞpCT ;M jjg0ðw þ vÞ@xðw þ vÞjjL1ð0;T ;L2Þ
pCT ;M 1þ jj@2xwjj1e0LNð0;T ;L2Þ þ jj@2xwjjð1e0ÞyLNð0;T ;L2Þ
 
:
Hence, jj@2xwjjLNð0;T ;L2ÞpCT ;M ; and we ﬁnd wALNð0; T ; H2ðR3ÞÞCLNðð0; TÞ 	 R3Þ:
Because T40 is arbitrary, Lemma 6 is proved. &
Now, we establish the same result when p ¼ 5:
Lemma 7. For p ¼ 5; the weak solution uACð½0;NÞ; H1ðR3ÞÞ-C1ð½0;NÞ;
L2ðR3ÞÞ-L5ð½0;NÞ; L10ðR3ÞÞ to (1) satisfies
uðt; xÞALNlocð½0;NÞ 	 R3Þ:
Remark. In case p ¼ 5; (1) has a unique global weak solution
uACð½0;NÞ; H1ðR3ÞÞ-C1ð½0;NÞ; L2ðR3ÞÞ-L5locð½0;NÞ; L10ðR3ÞÞ by [10]. More-
over, uAL5ðð0;NÞ; L10ðR3ÞÞ by [1].
Proof. One easily gets that there is a time T40 such that Eq. (29) has
a local solution wðt; xÞACð½0; TÞ; Hsþ2compðR3ÞÞ-C1ð½0; TÞ; Hsþ1compðR3ÞÞ for any
0oso1
2
: Thus, wðt; xÞAL5locð½0; TÞ; L10ðR3ÞÞ: By the preceding remark, wðt; xÞA
L5ðð0; TÞ; L10ðR3ÞÞ:
We want to show that wðt; xÞALNðð0; TÞ 	 R3Þ:
Applying the pseudodifferential operator Lsþ
1
2 with symbol ð1þ jxj2Þ12ðsþ12Þ to both
sides of (29), we ﬁnd
&Lsþ
1
2w þ Lsþ12gðw þ vÞ ¼ 0;
Lsþ
1
2wð0; xÞ ¼ 0;
@tLsþ
1
2wð0; xÞ ¼ 0:
ð35Þ
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Choosing t0os0oT; by virtue of Lemma 4 we have
jjLsþ12wjjL5ðt0;s0;L10Þ
pCðjj@xLsþ12wðt0; :ÞjjL2 þ jj@tLsþ
1
2wðt0; :ÞjjL2
þ jjLsþ12gðw þ vÞjjL1ðt0;s0;L2ÞÞpCðt0Þ þ Cjjðw þ vÞ5jjL1ðt0;s0;Hsþ12Þ:
For m40; 1opoN; the following inequality holds (see [5]):











; q1; r1Að1;N; q2; r2Að0;NÞ:


















2wðt; :ÞjjL10 ; jjw4vðt; :ÞjjHsþ12
pCðjjw4ðt; :ÞjjL6 jjLsþ
1





2wðt; :ÞjjL2 þ jjLsþ
1
2ðw4Þðt; :ÞjjL3Þ









2ðv2Þðt; :ÞjjL3 þ jjv2ðt; :ÞjjLN jjLsþ
1
2ðw3Þðt; :ÞjjL2Þ
pCT;Mðjjwðt; :Þjj3L18 jjv2ðt; :ÞjjHsþ1
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pCT;Mðjjwðt; :Þjj2L12 jjv3ðt; :ÞjjHsþ1






















2wjjL5ðt0;s0;L10Þ þ ðs0  t0Þ
4
5jjLsþ12wjjL5ðt0;s0;L10ÞÞ: ð36Þ
Since wAL5ðð0; TÞ; L10Þ; we have wAL3ð½0; TÞ; L18Þ by virtue of Lemma 4. When t0













If t0 is sufﬁciently close to T
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Using Eq. (35) once again, we ﬁnd
jj@tLsþ1wjjCð½t0;TÞ;L2ÞpCT;M ; jjLsþ2wjjCð½t0;TÞ;L2ÞpCT;M :
We obtain wACð½0; T; Hsþ2ðR3ÞÞ-C1ð½0; T; Hsþ1ðR3ÞÞ by Arzela–Ascoli’s
Theorem. Furthermore, for some d40; we can extend this solution to the time
interval ½0; T þ d utilizing the local existence of solutions to (35).
Continuing this way, the proof of Lemma 7 is completed. &
Proof of the Theorem. We solve Eq. (25) with the initial data (26). To prove the
Theorem, we need to show that
V kuACð½0;NÞ; L2ðR3ÞÞ ð37Þ
for all k:
For jkj ¼ 0; (37) obviously holds. Now suppose that (37) holds when jljpjkj  1:
We shall then prove this result for k:
Since uALNð½0; T  	 R3Þ for T40 according to Lemmas 6 and 7, respectively, the
Gagliardo–Nirenberg inequality (see [9]) when applied to (25) givesX
jl1jþ?þjlj jpjkj1
akl1?lj ðx; t; uÞV l1u?V lj uACð½0; T ; L2ðR3ÞÞ:
Hence, by the standard energy estimate and the regularity of initial data as stated in
Lemma 3, we get
V kuACð½0; T ; L2ðR3ÞÞ for any T40:
Therefore, (37) holds and the Theorem is proved. &
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