Abstract -In this study, we introduce a cooperative parallel tabu search algorithm (CPTS) for the quadratic assignment problem (QAP).
Introduction
The Quadratic Assignment Problem (QAP) is a well known NP-hard combinatorial optimization problem. Its most common application is in facility location. In this context, the problem consists of assigning n facilities (or warehouses) to n locations (or sites) with the objective of minimizing the transportation costs associated with the flow of materials between facilities and the distances between locations. The QAP can be formulated as a permutation problem as follows: where π is an assignment vector of size n, f is a matrix of flows of items to be transported between facilities and d is a matrix containing the distances or costs of transporting a single item between any two locations. The objective is to find an assignment vector which minimizes the total transportation costs given by the sum of the product of the flow and distance between all pairs in π.
Although facility location has been the most popular applied area of the QAP, the problem finds applications in numerous settings that include scheduling, statistical data analysis, archeology, chemistry, information retrieval, parallel and distributed computing, facility layout and transportation. The problem of assigning gates to incoming and departing flights at an airport is a transportation application that may be formulated as a QAP (Haghani and Chen, 1998) . Allocation is a popular logistic application of the QAP. Ciriani, Pisanti, and Bernasconi (2004) explored assigning rooms to persons with undesirable neighborhood constraints formulated as a QAP. A generalization of the QAP was also used for a service allocation problem (Cordeau et al., 2005) with the purpose of minimizing the container rehandling operations at a shipyard. Parallel computing and networking provide other location analysis problems that can be formulated as QAPs (Gutjahr, Hitz, and Mueck, 1997; Siu and Chang, 2002) . For a comprehensive survey of these and other applications of the QAP and its special cases, we refer to Cela (1998) and Loiola et al. (2007) . It is also possible to formulate several other well-known combinatorial optimization problems as QAPs, including the traveling salesman problem, the bin-packing problem, the maximum clique problem, the linear ordering problem, and the graph-partitioning problem, each embracing a variety of other applications in the fields of transportation, manufacturing, logistics, economics, engineering, science, and sociology.
The solution complexity of the QAP is widely accepted. No known polynomial time algorithm exists to solve QAP instances with more than a relatively small number of inputs. The exact solution of even small problems (20 < n < 30) is considered computationally nontrivial. To obtain optimal solutions for modest size QAP instances (30 < n < 40) a massively parallel computing environment is required. One of the most successful exact approaches for the QAP was due to Anstreicher et al. (2002) . Their parallel branch and bound approach for the QAP was implemented on a large grid and was able to obtain optimal solutions for problems of size 30.
Due to this acknowledged difficulty of solution, many sequential metaheuristic approaches have been applied to the QAP. Tabu search (TS) approaches include the robust tabu search (RTS) algorithm due to Taillard (1991) . This algorithm capitalized on simple TS principles to quickly find high quality solutions to the QAP. The RTS algorithm has been further popularized in the literature as an improvement method for many of the most successful metaheuristic approaches for the QAP. Another TS approach for the QAP was due to Misevicius (2005) . Misevicius combined a simplified version of RTS with rudimentary diversification operators that periodically perturbed the solution provided by the TS procedure. This approach was demonstrated to work well on the symmetric and asymmetric Taillard QAP instances.
Many of the sequential metaheuristic approaches for the QAP that have demonstrated the ability to obtain high quality results are genetic algorithm (GA) variants which incorporate a tabu search (TS) method to improve the solutions provided by the GA operators. Misevicius presented two algorithms that combined a simplified version of the RTS algorithm with rudimentary diversification operators which were then embedded within a GA framework. The first GA variant applied a "ruin-and-recreate" procedure which utilized a TS to "recreate" a solution that had been perturbed by the "ruin" procedure (Misevicius, 2003) . The second approach used a less random approach, called a shift operator, to perturb the solutions provided by the GA once the algorithm started to converge (Misevicius, 2004) . Drezner (2003 Drezner ( , 2005 ) explored using several TS variations within a hybrid GA which were shown to perform well on the Skorin-Kapov QAP instances.
Other types of sequential metaheuristics applied to the QAP include: ant colony optimization (Stutzle and Dorigo, 1999; Gambardella, Taillard and Dorigo, 1997) , pathrelinking (James, Rego and Glover, 2005) , and GRASP (Li, Pardalos and Resende, 1994) . A GRASP algorithm that was enhanced by the TS path-relinking strategy was given by Oliveira, Pardalos, and Resende (2004) . Tseng and Liang (2006) introduced an algorithm that combined ant colony optimization with a genetic algorithm and a simple local search.
The difficulty of solution and computational requirements of the QAP make the application of parallel computing to this problem incredibly attractive. Metaheuristic approaches are intended to provide good solutions, but not necessarily optimal solutions, to complex problems in reasonable computational times. Sequential metaheuristic methods have made tremendous amounts of progress towards this goal for the QAP. However, parallel metaheuristic techniques have been explored to a much lesser extent despite the obvious benefits of improving solution quality in less wall clock time. The current study proposes a cooperative parallel tabu search for the QAP that exploits the parallel computing platform chosen to provide exceptional results for 41 QAPLIB test instances in reasonable computational times. The following section will provide an overview of a parallel heuristic taxonomy and the parallel metaheuristic approaches for the QAP that correspond to these classifications.
Parallel Metaheuristics for the QAP
Parallel designs for metaheuristic methods that can be applied to combinatorial optimization problems are attractive as they may provide for both better solution quality and reductions in run time to reach a good solution. The repetitive nature of metaheuristic methods and the complexity of solution, characteristic to many of the problems to which metaheuristics are applied, make the use of parallelism an attractive alternative. As access to parallel hardware becomes more prevalent, the possibilities of exploring the usefulness of such techniques have become greater. Crainic and Toulouse (2003) developed a classification scheme for parallel metaheuristic methods. Their taxonomy provides a valuable means by which to highlight differences between the various parallel metaheuristic approaches for the QAP as well as illustrate the design choices for the development of a parallel metaheuristic.
Crainic and Toulouse group strategies for parallel heuristic methods into three categories based upon the division of work assigned to each processor. In the first strategy, a low-level parallelization strategy deemed Type 1; a computationally expensive part of a heuristic is parallelized with the sole purpose of deriving run time speedups. In this case, a master process is responsible for controlling the assignment of work to each processor and the collection, as well as the aggregation, of the results. Taillard (1991) proposed a low-level parallelism (Type 1) strategy for the QAP. In this algorithmic design, Taillard examines subdividing the neighborhood exploration between multiple processors. Each processor calculates all the move costs for the exchanges assigned to it. Then every individual processor broadcasts its best move to all other processors and each processor performs the global best move. The algorithm then continues to iterate from the new permutation in the same manner. Chakrapani and Skorin-Kapov (1993) also examined a similar low-level parallel (Type 1) algorithm for the QAP. Their implementation was written for an older fine grain SIMD parallel architecture called a Connection Machine. SIMD stands for single instructionmultiple data. A SIMD machine executes the same instruction on different data elements at the same time. The architecture in this case restricted the flexibility in parallelization options. However, this study presents a typical example of a low-level parallelism (Type 1) strategy. In their algorithm, the evaluations of the pairwise exchanges on the permutation are divided among multiple processors. Processors cooperate to compute the costs of all possible pairwise exchanges and the results are aggregated. The best exchange is performed on the permutation and the algorithm continues to iterate in the same manner.
Another algorithm that falls within the low-level parallelism (Type 1) category is the parallel path-relinking algorithm given in James, Rego and Glover (2005) . In this algorithm multiple solutions are generated by path-relinking between solutions maintained in a global reference set. To improve the solutions created by the pathrelinking procedure, the RTS algorithm is run as an operator on each newly generated solution. In the parallel implementation of this algorithm, the path-relinking operator is used to generate a set of trial solutions sequentially and the RTS algorithm is then run in parallel on multiple trial solutions. This leads to a decrease in run time, since the TS is an expensive operation, but does not change the basic nature of the sequential algorithm or the solution quality. Decomposition (or Type 2) strategies consist of the division of the decision variables among processors. By dividing the decision variables among processors, the size of the solution space being explored by each processor is decreased. The resulting partial explorations must be combined to obtain a feasible solution and this is typically performed by a master process. This type of parallelization changes the base execution nature of the original sequential algorithm and therefore may influence the solution quality. While we are not aware of any decomposition (Type 2) strategies for the QAP, they have shown promise for the TSP which is a special case of the QAP (Felten, Karlin and Otto, 1985; Fiechter, 1994) .
Crainic and Toulouse's last classification is a multi-heuristic (or Type 3) parallel model wherein each processor executes a complete copy of some heuristic on the entire problem. The model comprises two variants of parallel designs: independent search strategies and cooperative multi-thread strategies.
These two strategies are differentiated by how the exchange of information between processors is handled. Both strategies include the exchange and aggregation of some information that occurs either at the end (independent search) or during the execution (cooperative multi-thread) of the concurrent searches. Several variations of this strategy are common, including variants where different heuristics may be executed on the same problem on different processors. The searches may also start from the same initial solution or different initial solutions. We should mention that the term thread is used in this classification to generally describe a process executing a portion of the entire algorithm, which technically does not necessarily materialize through a thread of execution in a concurrent or parallel system. Taillard (1991) proposed a independent search (Type 3) strategy. The algorithm consisted of running concurrent, independent tabu searches starting from different initial solutions. Pardalos, Pitsoulis and Resende (1995) examine a parallel GRASP implementation for the QAP which follows the same independent search strategy of the TS variants but running parallel GRASP algorithms concurrently on multiple processors and keeping a global best from all processors. Battiti and Tecchiolli (1992) and Talbi, Hafidi and Geib (1997) also proposed parallel metaheuristic methods for the QAP that fall within this last multi-heuristic (Type 3) classification.
Battiti and Tecchiolli proposed an independent search strategy that ran concurrent executions of a tabu search algorithm. They also proposed a parallel genetic algorithm for the QAP which is classified as a multi-heuristic (Type 3) strategy by Crainic and Toulouse. This parallel GA is generally referred to as a course-grained parallel GA in the literature. The course-grained parallel GA functions by subdividing the population of solutions and running each subpopulation on an independent processor. Some defined exchange of information between subpopulations (or processors) occurs throughout the execution of the algorithm. Talbi, Hafidi and Geib (1997) proposed a parallel multi-heuristic (Type 3) tabu search with each processor running a complete TS algorithm starting from a different initial solution.
This algorithm differs from the above algorithms by varying the TS parameters on each processor. A central memory (or master process) is used to collect the solutions from the slave processors and keep track of the global best solution found.
De Falco et al. (1994) examined a cooperative multi-thread tabu search strategy. In this algorithm each processor examines a set of moves on its starting (or seed) solution. Then a subset of the processors are synched by exchanging their current best solutions found and the best of these solutions is used to update the processors current best. This information is exchanged between processors throughout the search rather than aggregated only at the end by a master process.
Recently, both an independent search strategy TS and a cooperative multi-thread metaheuristic, combining several techniques, were proposed by Talbi and Bachelet (2006) . The independent search strategy was simply concurrent executions of a TS algorithm. In this parallel algorithm the global best solution is obtained from the multiple processors at the end of the run and there is no cooperation between the searches. On the other hand, the cooperative multi-thread (COSEARCH) algorithm combines multiple tabu searches with a GA used for diversification purposes. Intensification is achieved by focusing the search in the vicinity of high-quality (or elite) solutions which are slightly perturbed by means of a special kick operator before the actual intensification starts. The global memory, accessible by all processors, consists of a set of elite solutions, a set of initial (or reference) solutions and a frequency matrix. Each TS is run on a solution from the reference solutions matrix which is periodically updated by the GA algorithm. The TS on each processor updates both the elite solution matrix and the frequency matrix. The reference solutions are used to upgrade the GA population and the frequency matrix is used in the fitness function to penalize assignments that have high frequencies. The kick operator takes a solution from the elite solution matrix and applies a controlled number of random pairwise exchanges to the permutation. These newly created solutions are then inserted into the reference solutions matrix.
This algorithm is highly cooperative with information being exchanged between the processors throughout the whole search.
The above algorithms constitute many of the proposed parallel algorithms for the QAP that fall into each category of Crainic and Toulouse's taxonomy. For a broader review of parallel heuristic methods for all problems, the interested reader may refer to Crainic and Toulouse (2003) . The parallel architectures used in the above studies widely vary. These platform differences may influence both parallel algorithm design and performance (both in terms of run time and solution quality). The algorithm proposed in the current study is a cooperative multi-thread (Type 3) tabu search algorithm. We incorporate variations of some of the parallelization techniques outlined above. The following sections will detail the implementation and the design considerations of the proposed algorithm.
Cooperative Parallel Tabu Search for the QAP
The cooperative parallel tabu search algorithm (CPTS) developed in the current study consists of the parallel execution of several TS operators on multiple processors. The base TS operator is a modified version of Taillard's robust tabu search (RTS) algorithm, which although relatively simple, has been shown to perform well on the QAP (Taillard, 1991) . The RTS procedure is modified by changing the stopping criterion and the tabu tenure parameters for each processor participating in the algorithm. The TS operators share search information by means of a global memory which holds a reference set of solutions and is managed in a way that promotes both strategic diversification and intensification. These mechanisms make CPTS a cooperative multi-thread (Type 3) parallel algorithm according to the classification outlined in the previous section.
The main feature of the cooperative parallel tabu search (CPTS) is to take advantage of parallel computing in the implementation of adaptive memory programming. The CPTS algorithm makes use of adaptive memory at various levels and stages of the search. Short term memory is implemented by the tabu restrictions and aspiration criteria considered in each individual tabu search operator and it is local to each execution of the procedures. Although tabu restrictions implicitly implement some level of intensification and diversification, higher levels of these strategies are usually necessary to find the best solutions. In CPTS this is achieved by appropriately aggregating information derived from the local short term memories into a global longer term memory structure that can be shared by all tabu searches. Intensification and diversification are promoted via the global reference set as follows. Half of the global reference set always contains the global best solution found over all searches. This ensures that at least half of the concurrent tabu searches are operating on a copy of the best solution found at the point the execution of the individual TS was started on a given processor, thus promoting the search in vicinity of high quality solutions. Diversification is obtained by means of an extra strategic diversification operator. Each member of the global reference set has an updated flag that indicates whether or not the item was changed on the last attempt to update that location in the reference set. If the reference set item has been updated, then the next TS operator that accesses the item will use an exact copy of the solution stored in that location. However, the next TS operator will have different tabu search parameters to induce the search to take a different trajectory than that of the TS operator that found the improved solution. This intensifies the search from that good solution. If the location was not updated by the last TS operator, then the current solution in that reference set location is first passed to the diversification operator before the next TS operator receives it. The pseudocode for the algorithm is shown in Figure 1 .
The algorithm considers as many reference set solutions as the number of the processors available and the parallel execution is conceived by assigning each processor a specified reference set location. Processors and reference set locations are identified by their corresponding number and index location. The algorithm begins by initializing the reference set. This is accomplished by running one independent tabu search on each of the processors being used so that each process updates the solution of the reference set whose index corresponds to its processor number. For the initialization phase, the stopping conditions for the individual TS operators are set to be shorter than in the cooperative parallel search of CPTS. The initialization phase provides the opportunity to seed the reference set with good solutions while maintaining some level of diversity. At initialization, all the update flags are set to be true so that the diversification operator will not be called the first time each solution is used to seed a TS process in the cooperative parallel search loop.
After initialization, each processor starts a TS process using the solution from its associated next index of the reference set and this process is circularized for each subsequent TS each individual processor executes. When a processor's individual TS terminates execution, it updates the reference set item it was working from if the solution the processor found is better than what is currently in that location and sets the update flag. If a processor updates a reference set location, an additional check is run to see if the new solution is a global best. In such a case, the new global best is threaded through the reference set so that half the solutions in the reference set become the new best solution. Any time a processor switches to a new reference set location it first checks the status of the update flag. If the update flag is set to false, the diversification operator is called and a diversified copy of the solution in that location is used to seed the TS. The cooperative parallel search phase is executed by all participating processors for a globally defined number of nMax iterations at which point the CPTS algorithm terminates. The final solution of CPTS's run is the best solution contained in the reference set at the termination of the algorithm. The following subsections describe the major components of the CPTS algorithm and provide relevant implementation details.
The Tabu Search
The tabu search used in CPTS is a modification of Taillard's robust tabu search procedure (Taillard, 1991) . The pseudocode for the procedure is given in Figure 2 . The solution encoding used consists of assigning an integer value representing each location from 1 to n. The array indexes represent the facilities. A permutation s can then be illustrated as: s = (2, 4, 10, 7, 5, 3, 1, 6, 9, 8) The classical two-exchange (or swap) neighborhood is employed. A "move" consists of the exchanging two elements of the permutation. This neighborhood definition is commonly applied to the QAP. 
Figure 2 -Pseudocode for the Tabu Search Component
The tabu search begins by setting the working solution to its initial best solution obtained from the reference set. Each iteration examines all possible moves in the neighborhood of the working permutation choosing the best non-tabu or aspired exchange. This exchange is performed and the modified permutation becomes the new working solution. The procedure keeps track of the best solution the TS procedure has found which is updated whenever the new working solution is better than the current best. The procedure terminates when its local best solution is not updated for a defined number of iterations.
Short-term memory is maintained by means of tabu restrictions and associated aspiration criteria. When an exchange is made on the working solution, a tabu tenure is drawn from a defined range for each element of the exchange. A subsequent move consisting of those elements is not allowed for the length of the tabu tenure unless the aspiration criteria are met. The aspiration criteria first checks to ascertain if the forbidden exchange results in a solution that is better than the best solution stored for that TS. The exchange may also be considered if the tabu status of at least one of the elements is less than a predefined ceiling. If one of these two conditions holds then a further check is conducted to test if the swap is the first forbidden exchange considered during the current iteration. If it is, the exchange is accepted. Otherwise the forbidden exchange must also be better than any exchange that has been considered during the current iteration of the TS.
The Diversification Operator
In CPTS, the diversification procedure starts from a seed solution obtained from the global reference set and is run only if the update flag for the corresponding seed solution is false. The diversification operator employed was suggested by Glover (1998) . The pseudocode for this procedure is given in Figure 3 . The operator uses a step to define a starting position and an increment within the permutation. This step determines which elements are chosen from the original permutation to create the new solution. In CPTS, a step for each reference set item is stored and incremented every time the diversification procedure is called. The step values start at 2 and are incremented by 1 until equal to the size of the problem (n) and then reset to 2 if necessary.
To illustrate the procedure, assume the following seed permutation and a step size of 2: s = (2, 4, 10, 7, 5, 3, 1, 6, 9, 8) The procedure sets the start variable to 2 and steps through the permutation, resulting in the following partial permutation: The start variable is then decremented by 1 and the permutation is stepped through again, obtaining the final diverse permutation: (4, 7, 3, 6, 8, 2, 10, 5, 1, 9) The new diversified permutation, d, is then used to seed the TS rather than the original solution in the global reference set.
Reference Set Management
The reference set and associated control structures define a global memory used by CPTS to manage and allow the exchange of search information between the processors. In globally accessible memory, four items are kept and the access to these items is managed through use of the parallel programming implementation. The size of the reference set is defined by the number of processors used. Each reference set item contains one permutation, its associated objective function value and all the control structures necessary to manipulate the search drawing on that reference set location. These include an update flag for the permutation, the last diversification step size that was used on the corresponding reference set location, the reference set index that the processor owning the location is currently using, and the processor tabu search parameter settings, namely the tabu tenure ranges and the maximum number of failures.
Reference Set Management in the Initialization
At initialization, each TS algorithm randomly creates one seed permutation, works on its local permutation until it reaches its stopping condition, and updates its own reference set location. The processors local permutation and its maximum failure value are both private. In this phase, no critical section is necessary to enforce mutual exclusion in the access to the reference set locations as the processors will only update the location corresponding to their processor identification number. The stopping condition is met when the TS fails to update its own best solution for a defined number of iterations. Even though this stopping condition ensures that all the initial TS processes will terminate after a defined number of failures, at any point the procedure finds a new best solution, this counter is reset. Consequently, there is no guarantee that all TS processes will run the same length of time. For this reason, the maximum failures value in the initialization is set to be static parameter and shorter than in the cooperative parallel search to minimize idle processors at the first synchronization point. Upon termination of the initial TS operators, each processor updates the reference set location that corresponds to its processor identification number and the update flag for this location is set to true. The initialization phase must finish completely before the cooperative parallel search of CPTS is allowed to proceed. This synchronization point ensures that all locations in the reference set are seeded before the asynchronous parallel execution of the various tabu searches begins, hence preventing any of the processors from attempting to operate on a null solution.
Reference Set Management in the Cooperative Parallel Search
Once all the processors have completed their initial TS operators and the reference set is fully initialized, the cooperative parallel search of CPTS begins. Each processor shifts one position in the reference set with respect to its current location and retrieves the corresponding reference set solution. The last processor obtains its solution from the first reference set location. A private index is maintained by each processor that allows it to keep track of its current location in the reference set. When the cooperative parallel loop begins, the index for each processor is incremented the first time. Each processor runs a TS on its new working solution using its unique tabu parameters. Although in the initialization phase the maximum failure value was a static parameter, in the cooperative parallel search phase it is a dynamic parameter drawn from a range of values. This parameter may therefore be different for each TS operator executed. The range is set in such a way that the maximum failures parameter drawn will be equal to or greater than what was used for the initialization phase. Varying the maximum failure parameter was done purposefully to aid in the maintenance of the reference set as well as load balancing and task management.
As soon as a TS operator terminates on a processor, it attempts to update the location in the reference set corresponding to its current index and then increments the index value to refer to the next reference set location of the circularization process.
If the processor's local best solution is better than the solution in the reference set at the processor's index location it updates the solution. It also sets the update flag to true. If a processor updates a reference set location then another check is triggered. If the processor's local best solution represents a global improvement, this newly best solution is propagated through half the processors by copying it to every even index location of the reference set. This ensures that at least half the processors will work off of this best solution on their next iteration. On the other hand, if the new processor best solution is not a local improved solution the update flag is set to false so that the next processor to read that memory location will first diversify the solution before operating on it.
Only one processor at a time may update the reference set. This maintains the data integrity but is not a synchronization point as all processors do not have to reach the same point before continuing. If the reference set is locked the processor would wait for the lock to be released and then perform the update. Since each processor terminates its TS on a variable condition, the TS operators are less likely to finish at the same time. This makes the design of the updating scheme less of a bottleneck.
Once a TS processor is finished on a processor, it will then proceed with its next TS operator based on the conditions described above. This process continues until a defined number of iterations have been performed. When the last TS operator terminates on all processors, the best solution in the reference set is determined as the output of the CPTS algorithm.
Platform Design Considerations

Parallel Architecture and Programming Implementation
The CPTS algorithm was written to take advantage of the parallel platform on which it was implemented. CPTS was developed and run on an SGI Altix, using an Intel C compiler and the OpenMP (Chandra et al., 2001 ) parallel programming implementation. The SGI Altix is a CC-NUMA shared-memory machine. This means that the memory is globally addressable and the architecture provides the illusion of equidistant memory. The memory is not technically equidistant but the platform manages access to provide this appearance. The shared-memory architecture allows for memory stores to be globally addressable.
OpenMP uses compiler directives and libraries to parallelize code written in C. OpenMP and the architecture manage the access to and location of the memory requiring little, or in some cases no, involvement from the programmer. The memory is globally accessible by all processors unless specified otherwise. If data dependencies exist, access to memory that is globally accessible must be managed by the programmer, or marked as private, to prevent erroneous reads/writes. The platform utilized in this study can be used to easily parallelize code with moderate programming skill due to the high level of abstraction in OpenMP. However, OpenMP does provide a certain level of control over parallel design considerations if desired.
Memory Management and Algorithm Design Considerations
The architecture and the parallel programming implementation under which CPTS implemented influenced the design considerations of the algorithm. CPTS was developed to take advantage of the platform being utilized and design tradeoffs were carefully considered during the design of the algorithm. The rest of this section will outline several of the most well-known parallel design considerations as well as the design choices made for CPTS and the tradeoffs for those choices.
Memory management is the first consideration. In CPTS, there are three types of memory stores that need to be handled. The first are inputs that are strictly read by the processors and are never updated. Since these data elements never change, they can be handled by the platform. The second type of data is the local variables (or memory locations) that need to be private to each processor. The third type of data is the shared reference set that is used to exchange search information. This data must be globally accessible and will be updated by all processors. These last two data categories must be explicitly handled by the programmer.
First Data Type
In the current study, the use of a shared-memory platform allows for globally accessible flow and distance matrices. Since these matrices are only read and not written to, uncontrolled global access can be given to the algorithm for these data stores and the platform can manage their access. Each processor has its own tabu tenure parameters. This was accomplished by means of an array referenced by processor identification number. The parameter array is never written to, so it can be globally accessible as well and referenced through use of an index. These data locations correspond to the first type of data.
Second Data Type
Each TS on each processor needs a memory location to keep a working solution, a current best solution, the index of its current position in the reference set, and its maximum failure value. These variables need to be local to that processor and correspond to the second type of data. These memory locations need to be restricted to only be accessible to a particular processor. Technically, this means that each processor creates its own copy of these variables. This is accomplished in OpenMP by making these variables private.
Third Data Type
The third type of data includes the reference set variables. These variables need to be globally accessible to allow for the exchange of information between processors. However, they are also updated so the access to these memory locations needs to be explicitly controlled by the programmer. This is done using a critical directive in OpenMP, which allows only one processor at a time to update or read the shared data. This creates a small delay since the memory location is locked until the processor currently using the shared data completes the corresponding critical section. This is necessary to maintain the integrity of the data store in case more than one processor attempts to read/write the same location at the same time.
Parallel Search
Synchronous Parallel Search
In the initialization phase, each processor updates one location of the reference set. In this phase each processor runs a tabu search operator concurrently.
The parallelization for this phase is accomplished by a "parallel do" directive in the first loop of Figure 1 . A hard synchronization is performed at the end of this phase which means that all processors must finish their tabu search operator before the rest of the algorithm executes.
The synchronization is accomplished by performing the initialization phase in a separate parallel do directive which spawns as many tabu search processes as the number of available processors and then waits until the processes terminate before continuing. The synchronization is necessary since the next passes do not reference the processors own location but rather rotate through the reference set within the cooperative parallel search loop. This condition requires that there be a solution in a location before it is used which cannot be guaranteed without enforcing synchronization at the end of the initialization phase. Even though this synchronization may cause some processors to be idle while all TS operators finish execution, this was an algorithm design choice necessitated by the desired functionality of the algorithm. Although some initialization of the reference set must be performed, the preferred quality and diversity of these initial solutions is left to the metaheuristic designer. We chose to start the base parallel algorithm from relatively good seed solutions. To obtain an improvement in overall solution quality of the initial seed solutions, some idleness in the processors was tolerated. The compromise made in the design was to reduce the number of iterations of the initial TS operators thereby reducing the idleness of the processors incurred at this synchronization point. This becomes a more important tradeoff as the size of the QAP increases.
Asynchronous Parallel Search
The cooperative parallel search is also parallelized using a parallel do construct. The critical sections discussed above do not enforce any type of synchronization in the cooperative parallel search. These directives simply protect the integrity of the reference set. This is important in the cooperative parallel search because the iterations continue regardless of the order the TS operators start or finish. The platform controls the order in which the processors update if there is a tie or a queue. Since the platform controls access through the critical section, the iterations are allowed to proceed in any order. The execution time of the TS operator running on any processor is variable. The previous conditions result in updating occurrences that should be mentioned. First, some reference set locations may be updated (read or written to) multiple times before others. Secondly, the locations may be updated in any order by any processor.
Process Scheduling and Load Balancing Considerations
Explicit Load Balancing
The choice of not enforcing synchronous access to the reference set was done purposefully. This design choice helps maximize the processors utilization since all processors can be busy except when waiting to update the reference set. Since all processors are not synched at each set of TS operators, some searches may start from a lower quality solution. A TS operator is likely to execute longer if the solution keeps improving. This may cause good solutions to enter the reference set more slowly. The variability of the maximum failure parameter in the cooperative parallel search loop was done to counteract this by causing some TS operators to terminate more quickly than others. The propagation of the better solutions through half of the reference set as previously mentioned was conducted to intensify the search. This intensification also counteracts the longer runs of the more successful TS operators by quickly propagating good solutions through the reference set.
Implicit Load Balancing
Due to the conditional stopping criterion used in the TS operators, some intervention was required to improve the load balancing on the platform. By default OpenMP uses static scheduling for the processors. This type of scheduling divides the iterations up at the beginning of the cooperative parallel loop. If some processors run longer than others, static scheduling will cause the wall clock time to increase since the algorithm will not terminate until the last TS is run. Dynamic scheduling was applied in the cooperative parallel search so that each processor was assigned smaller chunks of work. The processors were then given more work as they finished the tasks. This incurs some additional management overhead which was negligible compared to the unequal loads if this directive was not used.
These considerations illustrate examples of the tradeoff between load balancing, task management, and synchronization. In an ideal parallelization, all processors should be working at all times to maximize utilization. Requiring all processors to synchronize causes some of the processors to idle for a time, dependent on the variation among the run times of the various tasks. Since the stopping criterion is conditional, the run times may vary resulting in idle processors. This was deemed acceptable to initialize the reference set when the number of iterations per TS was purposefully shortened, but became too costly as the iteration number in both the main loop and for each processor's TS increased. In the latter case, asynchronous updates were allowed to improve the load balancing on the machine. In the cooperative parallel loop it was preferable to have the TSs operate longer on each solution as well as make several passes through the reference set. The decision to vary the maximum failure parameter was made for solution quality reasons. These decisions required explicit control of the task management and caused minimal additional overhead but improved the load balancing and thus the processor utilization and the run time.
Scalability
CPTS is scalable in two ways if more processors are available. First, the number of iterations of the cooperative parallel search could be increased. This would correspond to operating on each item in the reference set more times. Second, the maximum failure parameter could be increased. This would cause the individual TS operators to run longer. With more processors, the size of the reference set and the maximum failures could be increased. If the number of iterations through the reference set were reduced in this scenario, the algorithm could be scaled in this manner. The absolute minimum run time of CPTS in this scenario would be equal to the wall clock time cost of one TS operator on each reference set item. This would turn the CPTS algorithm into an independent search strategy. Compromises can be made between the run time of the individual TS operators and the number of iterations in the cooperative parallel search loop. This would allow the algorithm to be scaled and still be cooperative. It may be possible to see improvements in both solution quality and run time with either of these scaling scenarios.
Computational Results and Discussion
The cooperative parallel tabu search algorithm (CPTS) was run on a set of 41 test instances obtained from QAPLIB. All code was written in the C programming language using the OpenMP parallel programming implementation. An SGI Altix with Intel Itanium processors (1.3 GHz) was used. The machine has 12 processors but only 10 were available for the current study. The parameters were chosen such as to obtain wall clock run times similar to the run times of popular sequential algorithms for the QAP. All parameters were fixed for all runs and test problems except the seed used to generate initial feasible solutions. Table 1 Table 2 summarizes the computational results obtained by the CPTS algorithm on the 41 problems tested. All results are averages over 10 runs of the algorithm on each test instance. The table presents for each instance the best known solution (BKS), average percent deviation from the BKS (APD), the number of times the best known solution was found by CPTS out of the 10 runs (# BKS), the average wall clock time for the algorithm (Wall-Clock Time), and the actual computational time (CPU Time) used, both in minutes. It should be noted that the hardware on the current architecture is at least marginally better than all of the sequential architectures used for comparison (comparing processor to processor only). Also, CPTS is a parallel algorithm and used 10 processors, so the total computational time is greater than a sequential algorithm even if the run times are not. Figure 4 depicts the difference between the wall clock time of CPTS for the test set versus the actual total computational time expended. The times for the three largest test instances (tai150b, tho150, tai256c) are relatively large and for this reason are omitted from Figure 4 for clarity. The parameter settings could be changed to reduce these run times for larger problems. Since CPTS is a parallel algorithm, the run times could also be reduced by implementing the scaling techniques described earlier if more processors became available. As the figure shows, the actual computational time for the algorithm increases to over 3000 minutes for most problems with 100 facilities/locations while the wall clock time is less than 500 minutes for all problems. The wall clock time for these problems is within a reasonable range, but the actual computational time used would not be feasible for a sequential algorithm. Tai20b  tai25a  bur26d  Tai25b  Tai30b  tai30a  nug30  tai35a  Tai35b  ste36c  tai40a  Tai40b  sko42  tai50a  lipa50a  sko49  Tai50b  tai64c  sko56  tai60a  Tai60b  sko64  sko72  tai80a  tai80b  sko81  sko90  tai100b  tai100a  sko100a  sko100e  sko100b  sko100d  sko100f  sko100c  wil100 Wall Clock Time Actual Computational Time The results reported in Table 2 show that CPTS provides exceptional solution quality for most test instances in reasonable wall clock times. For the symmetrical sko* test set, CPTS solves 12 out of the 13 problems to 0.000 percent deviation on average from the BKS. For 11 of these instances, the algorithm finds the BKS on all 10 of the runs. For sko100c, the BKS is found 8 out of 10 times but the average percent deviation from the BKS is still 0.000. For the last instance, sko100f, CPTS obtains an average percent deviation of 0.003 and finds the BKS 4 out of 10 times. This is the worst performing instance for this test set, though the deviation is still very small. Also, CPTS obtains exceptional solution quality for the selected test instances, producing solutions that are on average 0.023% from the BKS over all instances in this set. For all but 3 of the 10 selected problems, CPTS finds the BKS for all of the 10 runs. The remaining three test instances were the largest instances run. The percentage deviations for tai150b and tho150 were 0.076 and 0.013 respectively. A deviation of 0.136 was obtained for tai256c, which was the largest test instance. Notably, the wall clock time was less than 320 minutes for all but these largest three instances. These runtimes are very reasonable and could be further reduced with the addition of more processors. Scaling the algorithm could result in improvement in solution quality as well as solution time.
Computational Analysis of the CPTS Algorithm
Problem
The wall clock times for the largest 3 instances, tai150b, tho150, and tai256c were 1549, 1992, and 7378 minutes. These times may be a somewhat larger than desired and scaling the algorithm may be preferable.
CPTS also performs very well on the Taillard test instances (tai*a and tai*b). On the symmetric test instances (tai*a), which are among the most difficult, CPTS finds the BKS on the smaller instances for all runs. On the larger instances (of size 40 or greater), CPTS does not perform as well but the results are still of very high quality. Given longer runs CPTS may perform better on these instances. As previously mentioned, the scalability of the algorithm would allow for these improvements with little or no additional increase in actual wall clock time. On the asymmetric test set (tai*b), CPTS performs exceedingly well obtaining 0.000 percent deviations from the BKS for all but one problem. For tai80b instance, the algorithm finds the BKS on 9 out of 10 runs with a deviation of 0.000%. The BKS was obtained 8 out of 10 times for the tai100b instance with an average deviation of 0.001%.
Comparative Analysis with Alternative Sequential and Parallel Algorithms
Additional analysis was carried out in order to provide comparisons of CPTS to some of the best performing sequential and parallel algorithms from the literature. The following algorithms are considered: Tables 3, 4 and 5 summarize the computational results for the various algorithms on the three sets of instances used in Table 2 .
The results in Table 3 show that CPTS ties or outperforms all other algorithms on all of the asymmetric test instances (tai*b) with the exception of tai100b. For this instance the GA/TS-I algorithm of Misevicius (2004) slightly edges out CPTS by 0.001%. On the symmetric (tai*a) instances, CPTS finds a 0.000 percent deviation for the first 4 instances of this set. Of the competing methods, only DivTS and GA/TS-I achieve this result. For the next 5 symmetric instances (considered large) the method that obtains the best solution is different in each case, each method finding only one of these solutions; hence none of the algorithms strictly dominates all the others. Only one of Misevicius's TS variants (ETS-2) provided a smaller percentage deviation for tai40a than CPTS. All three of these TS variants and one of the GA hybrids provide better solution quality for tai50a. GA/TS finds excellent solutions for the two largest instances (tai80a and tai100a), but CPTS strictly outperforms this algorithm on all other symmetric instances. Similarly, all TS variants (ETS-1, ETS2, ETS-3) find better solutions than CPTS for these two largest instances, but these algorithms fail to find the BKS for several of the smaller instances. Although DivTS is very effective for the smaller instances it is slightly outperformed on the larger ones. ACO/GA/LS does not find a BKS on any problem of the symmetric test set and the average solution quality of this algorithm is not on a par with any of the alternative algorithms. Table 4 presents comparisons of CPTS to several sequential heuristic methods from the literature that have provided some of the best results for the Skorin-Kapov test set. As seen, CPTS ties or outperforms all algorithms on every test instance of the sko* test set.
Since CPTS is a parallel algorithm and all other algorithms in Tables 3 and 4 are sequential, runtime comparisons convey no useful information other than to demonstrate that the wall clock times for CPTS are within reasonable ranges. Table 5 presents results for our cooperative parallel tabu search algorithm (CPTS), an independent parallel tabu search algorithm (MTS), and a cooperative tabu search hybrid with a genetic algorithm (COSEARCH). To the best of our knowledge, MTS and COSEARCH are the only two parallel algorithms whose computational results can be used for comparison with those of CPTS. The other parallel algorithms from the literature either were not tested for the same test problems or their outcomes were not presented in a format that could be utilized. Many of the earlier studies adopted a theoretical approach and presented results on timing and solution quality for only a single run, the one where the algorithm gave its best performance, or else presented no results at all.
MTS and COSEARCH are both due to Talbi and Bachelet (2006) and are the most recent parallel algorithms for the QAP from the literature. As can be seen in Table 5 , our CPTS method outperforms MTS on all test instances. CPTS similarly outperforms COSEARCH on all instances but one (tai100a). Time comparisons were not possible because the authors of these algorithms did not present times in their tables. In addition, the parallel architecture used in their study differs substantially from the one of the current study, making time comparisons of questionable value. The difficulty of making such comparisons is further magnified by the differences in platforms and number of processors available (where 150 processors were incorporated into the Talbi and Bachelet study while system constraints restricted us to only 10 processors in ours). 
CPTS
Conclusions
This study introduced a cooperative parallel tabu search algorithm (CPTS) for the quadratic assignment problem (QAP) that provides exceedingly high quality results for a large set of benchmark instances from QAPLIB. Out of 41 test instances, CPTS obtains solutions whose quality meets or exceeds the quality of those obtained by many of the best performing sequential and parallel algorithms from the literature, and achieves these outcomes in reasonable wall clock times.
By embedding simple tabu search strategies in a parallel design the algorithm implements a cooperative search based on adaptive memory. The algorithm is tailored to take advantage of the platform on which it is run. By leveraging the characteristics of the parallel programming implementation and architecture, CPTS demonstrates the benefits that can be obtained by parallelizing metaheuristic methods for difficult combinatorial optimization problems.
