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Introduction
Le premier objectif des syste`mes radars a e´te´ de de´tecter des cibles pouvant pre´senter un
inte´reˆt strate´gique ou un danger potentiel. De tels syste`mes e´mettent des ondes radio-fre´quences
vers leur environnement, puis analysent les e´chos produits par les re´flecteurs pre´sents. Le trai-
tement de ces e´chos permet de de´tecter les cibles renvoyant des e´chos suffisamment forts, et
de de´terminer leurs distances par rapport au radar par une mesure de temps de propagation.
L’acronyme RADAR (RAdio Detection And Ranging) re´sume ainsi merveilleusement bien leur
roˆle premier. Les syste`mes radar peuvent e´galement mesurer les vitesses radiales des re´flecteurs
en exploitant l’effet Doppler, ou encore leurs directions d’arrive´e. Contrairement aux syste`mes
optiques, ils peuvent ope´rer dans n’importe quelle condition me´te´orologique et avoir des porte´es
de de´tection bien supe´rieures, de l’ordre de la centaine de kilome`tres. Les syste`mes radar sont
de´veloppe´s pour de nombreuses applications : cartographie du sol (imagerie SAR), de´tection
d’obstacles, de´tection pe´rime´trique d’intrus, aide au stationnement (automobile), etc...
De nos jours, les radars utilisant la technologie FMCW (Frequency Modulated Continuous
Wave), sont de plus en plus ple´biscite´s pour leur simplicite´. Les radars FMCW line´aires e´tudie´s
dans cette the`se e´mettent une onde module´e line´airement en fre´quence de manie`re continue,
appele´e chirp, et re´pe´te´e par pe´riode de re´pe´tition. Ces radars sont connus pour e´mettre et rece-
voir simultane´ment des signaux de puissance bien plus faibles que les radars pulse´s. Les radars
FMCW sont re´pute´s pour leurs excellentes re´solutions distance et leurs faibles probabilite´s d’in-
terception, et sont particulie`rement prise´s pour les applications de courte-porte´e. L’inconve´nient
majeur des radars FMCW est le phe´nome`ne de fuite e´mission, retour direct de l’onde e´mise vers
la chaˆıne de re´ception. Ce phe´nome`ne induit un bruit proportionnel a` la puissance e´mise et de´-
pendant de l’isolation entre les antennes. A` isolation donne´e, cette fuite limite donc la puissance
maximale d’e´mission des radars FMCW.
De nos jours, les radaristes cherchent a` e´tendre les domaines d’application des radars FMCW
pour des porte´es de plus en plus grandes, supe´rieures au kilome`tre, voire dizaine de kilome`tres.
Pour les radars pulse´s, on re´pond ge´ne´ralement au proble`me d’augmentation de porte´e en aug-
mentant la puissance a` l’e´mission. Cette re`gle ne peut pas s’appliquer pour les radars FMCW a`
cause de la fuite e´mission et du manque d’isolation entre les antennes. Les radars FMCW sont
tre`s utilise´s pour la de´tection d’obstacles en automobile, et apparaissent comme des candidats au
potentiel inte´ressant pour les applications ae´roporte´es. Me´ta et al [62] ont notamment de´mon-
tre´ que la technologie FMCW e´tait compatible avec les applications d’imagerie SAR (Synthetic
Aperture Radar).
Cette the`se industrielle, re´alise´e en partenariat avec Rockwell-Collins France et le labora-
toire Te´SA, s’inscrit dans le cadre du de´veloppement d’un radar FMCW ae´roporte´ de de´tection
d’obstacles fonctionnant en bande X. Dans cette the`se, nous nous plac¸ons dans le contexte plus
ge´ne´ral de de´tection de cibles pre´sentant un risque de collision avec le porteur radar. Le pilote
du porteur doit eˆtre averti suffisamment toˆt du danger que repre´sente une telle cible afin de pou-
voir changer de trajectoire en conse´quence. La porte´e du syste`me apparaˆıt donc eˆtre un e´le´ment
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essentiel d’un tel syste`me. En re`gle ge´ne´rale, on cherche a` de´clencher une alerte au minimum
20 secondes avant impact potentiel pour laisser le temps au pilote de re´agir, ce qui correspond
a` une porte´e de l’ordre du kilome`tre pour une vitesse de 50m/s. On comprend bien l’inte´reˆt du
pilote d’obtenir des avertissements de pre´sence de cibles au-dela` de ce kilome`tre, notamment en
environnement multi-cibles, afin de pre´voir a` l’avance sa trajectoire.
Le concept de porte´e est e´troitement lie´ aux capacite´s de de´tection du syste`me radar. L’e´tape
de de´tection d’une cible est le plus souvent re´alise´e en comparant avec un seuil de de´tection le
contraste de puissances entre une cible et son environnement direct. Ce contraste de puissances,
appele´ rapport signal a` bruit (RSB), est un parame`tre primordial en the´orie de la de´tection : plus
le RSB de la cible est e´leve´, meilleure sera sa probabilite´ de de´tection par le syste`me. Le RSB
est fonction du bilan de liaison entre la cible et le radar, et des gains apporte´s par les diffe´rents
e´tages de traitement du signal rec¸u par le syste`me. De ce fait, les e´tages de traitement sont
de´finis pour optimiser le RSB de la cible par rapport a` son environnement. Ces traitements sont
dans un premier temps adapte´s au cas d’une cible noye´e dans du bruit thermique, en supposant
qu’aucun autre signal ne vient geˆner la de´tection de la cible d’inte´reˆt.
Cependant, pour un radar ae´roporte´, un autre type de signal vient perturber la de´tection des
cibles d’inte´reˆt : le fouillis de sol. Le fouillis de sol est la contribution de tous les e´chos renvoye´s
par le sol vers le syste`me radar. Les re´flecteurs e´le´mentaires qui constituent le sol se comportent
de la meˆme manie`re que les cibles d’inte´reˆt pour le radar. De ce fait, les traitements adapte´s
aux cibles d’inte´reˆt sont e´galement adapte´s aux re´flecteurs constituant le sol. Dans les zones de
fouillis, l’e´tape de de´tection compare le niveau de puissance de la cible non plus au niveau de
bruit thermique, mais au niveau conjoint du bruit thermique et du fouillis. Le fouillis est alors
conside´re´ comme un signal interfe´rant qui perturbe la de´tection de la cible d’inte´reˆt et diminue
sa probabilite´ de de´tection. Les traitements conc¸us pour la de´tection des cibles d’inte´reˆt doivent
donc prendre en compte la pre´sence du fouillis de sol pour optimiser non plus le RSB de la cible
mais son RSBI, rapport signal a` bruit plus interfe´rence, ou plus simplement son rapport signal
a` fouillis. De manie`re ge´ne´rale, on cherche pour cela a` se´parer par traitements le signal utile
du fouillis de sol, ou encore a` rejeter ce dernier en exploitant une proprie´te´ physique (directions
d’arrive´e, fre´quence Doppler, polarisation, etc...).
Le principal objectif de cette the`se re´side ainsi dans la conception de traite-
ments en vue d’ame´liorer les capacite´s de de´tection et de reconnaissance de cibles
pre´sentant un risque de collision avec le porteur radar dans les zones de fouillis de
sol.
Dans le premier chapitre, nous effectuons une revue des traitements adapte´s a` la de´tection
d’obstacles par un radar ae´roporte´. Nous rappelons dans un premier temps le mode`le de signal
rec¸u pour un radar de technologie FMCW, et les diffe´rentes e´tapes de traitement ne´cessaires
en vue de la de´tection d’obstacles par un syste`me ae´roporte´. Le traitement adapte´ a` la forme
d’onde FMCW est un traitement base´ sur deux transforme´es de Fourier discre`tes successives qui
permettent de former une cartographie distance-vitesse de l’environnement du radar. Un re´seau
horizontal d’antennes en re´ception permet ensuite d’effectuer une formation de faisceaux dans
la direction suppose´e de la cible a` de´tecter. Cette formation de faisceaux permet de localiser
la direction d’arrive´e de la cible dans le plan horizontal, et d’augmenter le RSB de la cible par
traitement spatial. Ces traitements font l’hypothe`se que la cible est observe´e par le radar a` la
meˆme distance et a` la meˆme vitesse durant le temps d’inte´gration. Cependant, une cible peut
migrer et changer de cases distance, et un traitement de compensation de migration en distance
des cibles doit e´galement eˆtre mis en place pour assurer le meilleur RSB possible pour la cible.
Les traitements pre´sente´s dans le premier chapitre permettent de de´tecter une cible en pre´-
sence de bruit thermique, mais leurs performances de de´tection chutent en pre´sence de fouillis
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de sol. Pour re´pondre a` ce proble`me, nous proposons dans le deuxie`me chapitre de filtrer spa-
tialement le fouillis de sol en utilisant un re´seau d’antennes vertical. Nous supposons que les
cibles d’inte´reˆt sont des obstacles situe´s au dessus du sol, telles que des caˆbles, des pyloˆnes, ou
des immeubles. La diffe´rence de hauteur entre le porteur radar, le sol et les obstacles induit une
diffe´rence d’e´le´vation pouvant eˆtre exploite´e pour se´parer spatialement le fouillis de sol et les
obstacles a` de´tecter. Le fouillis de sol est suppose´ eˆtre un processus ale´atoire gaussien, dont la
matrice de covariance est estime´e localement a` partir des cartes distance-vitesse obtenues sur
chaque sous-re´seau vertical. La direction du sol est de´duite de la matrice de covariance estime´e
du fouillis, et la direction suppose´e de la cible est calcule´e a` partir de la direction du sol et
d’une hypothe`se de hauteur de l’obstacle. La formation de faisceaux adaptative propose´e per-
met ainsi de placer un ze´ro dans la direction du sol pour rejeter le fouillis, et un gain maximum
dans la direction suppose´e de l’obstacle pour optimiser son RSB. Nous abordons ensuite le pro-
ble`me d’un point de vue de la de´tection adaptative dans du fouillis de sol, suppose´ gaussien puis
non-gaussien, a` partir du meˆme mode`le de signal spatial. Les de´tecteurs issus de l’e´tat de l’art
permettent alors de prendre en compte l’e´ventuel caracte`re non-gaussien du fouillis de sol dans
la strate´gie de de´tection.
Les traitements propose´s dans les deux premiers chapitres permettent ainsi a` un radar
FMCW ae´roporte´ de de´tecter les obstacles situe´s au dessus du sol, sur bruit thermique ou
sur fouillis de sol. Cependant, ils ne donnent aucune information sur la dangerosite´ des obstacles
de´tecte´s. D’un point de vue ope´rationnel, cette information de danger est pourtant capitale pour
le pilote du porteur radar car elle de´termine la ne´cessite´ ou non de rede´finir une trajectoire sans
risque de collision avec un obstacle.
Dans le troisie`me chapitre, nous cherchons a` inclure cette nouvelle information afin de de´-
terminer si une cible pre´sente un risque ou non de collision avec le porteur. Pour cela, nous
supposons que le porteur se de´place horizontalement avec une vitesse constante. Sous cette hy-
pothe`se, dans le cas ge´ne´ral, nous remarquons alors qu’une cible change d’angle de vue au cours
du temps. Ce changement d’angle se traduit par un terme d’acce´le´ration et un changement de
fre´quence Doppler au cours du temps sur le signal d’une case distance. Au contraire, une cible
pre´sentant un risque de collision est vue par le radar sous le meˆme angle au cours du temps, et
ne change pas de fre´quence Doppler au cours du temps. Cette meˆme proprie´te´ est ve´rifie´e par
un caˆble vu par un radar en bande X, et cette approche originale de´veloppe´e dans ce chapitre
permet en particulier de reconnaˆıtre un caˆble d’un pyloˆne.
Ainsi, pour identifier si une cible pre´sente un risque de collision, nous cherchons a` de´terminer
si elle admet ou non une variation de fre´quence Doppler au cours du temps. Pour ce faire, nous
mettons en place deux traitements sur le signal temporel d’une case distance observe´e sur un
temps d’observation long, de l’ordre de la seconde. Le premier traitement est base´ sur une
transforme´e en chirplets. Ce traitement adapte´ permet de mesurer conjointement les fre´quences
Doppler de de´part et d’arrive´e d’une cible. Le second traitement est une transforme´e HAF d’ordre
deux qui effectue la corre´lation entre la premie`re moitie´ du signal et la seconde moitie´. Le spectre
HAF permet de mesurer directement la variation de fre´quence Doppler d’une cible. Cependant,
en configuration multi-composantes, des proble`mes de se´paration de cibles peuvent subvenir, et
la cible de plus forte puissance doit eˆtre e´limine´e du signal pour pouvoir faire ressortir les cibles
de plus faible puissance.
La fre´quence Doppler et la variation de fre´quence d’une cible fixe ou du fouillis de sol sont
lie´es par une relation de´pendant uniquement de la vitesse du porteur et de l’angle d’observation
de la cible. Cette relation est ve´rifie´e non seulement par des pyloˆnes ou des immeubles, mais
e´galement par tous les re´flecteurs constituant le fouillis de sol. De ce fait, cette variation de
fre´quence Doppler durant le temps d’inte´gration induit une structure particulie`re sur le signal
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du fouillis de sol. L’ide´e nouvelle de´veloppe´e dans le quatrie`me chapitre est d’exploiter cette
structure connue du signal du fouillis pour la de´tection d’une cible mobile pre´sentant un risque
de collision, et situe´e dans la zone de fouillis. Dans un premier temps, nous conside´rons un fouillis
de´terministe constitue´ de quelques e´le´ments de forte puissance que nous cherchons a` rejeter du
signal. La solution a` ce proble`me de de´tection fait appel a` une projection oblique du signal sur
le sous-espace cible paralle`lement au sous-espace fouillis. Pour un fouillis gaussien, la structure
du sous-espace fouillis permet d’estimer la matrice de covariance des perturbations, estimation
que l’on peut ensuite inse´rer dans les de´tecteurs adapte´s au proble`me et au sous-espace de la
cible. Nous abordons enfin une extension pour cibles e´tendues en distance et en Doppler de la
strate´gie de de´tection pre´sente´e dans le chapitre 4 pour fouillis gaussien. La cible e´tant mobile,
et compte tenu du temps d’inte´gration de l’ordre de la seconde, la cible peut migrer en distance
et eˆtre e´tendue en fre´quence Doppler. Cette strate´gie de de´tection pour cible e´tendue permet
alors d’ame´liorer les performances de de´tection de la cible mobile par rapport au cas de cible
ponctuelle.
Dans le cinquie`me chapitre, nous testons sur donne´es expe´rimentales les traitements pro-
pose´s dans cette the`se. Le syste`me conside´re´ est un radar de technologie FMCW fonctionnant
en bande X avec plusieurs re´seaux verticaux d’antennes en re´ception, et place´ en configura-
tion pointe-avant. Les donne´es expe´rimentales ont e´te´ obtenues lors de deux campagnes d’essais
en vol, pour lesquelles le radar a e´te´ monte´ sur un he´licopte`re et un avion quadriplace. Les
algorithmes pre´sente´s dans les chapitres pre´ce´dents ont ainsi pu eˆtre teste´s sur donne´es expe´ri-
mentales provenant de ce radar.
Nous pre´sentons pour finir les conclusions de ce travail de the`se et de nouvelles perspectives
d’e´tude.
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Chapitre 1
Introduction aux radars FMCW
ae´roporte´s : Principes et traitements
Ce premier chapitre pre´sente la proble´matique e´tudie´e dans ce me´moire, qui concerne la
de´tection de cibles par un radar FMCW ae´roporte´. Dans un premier temps, nous rappelons
quelques ge´ne´ralite´s sur les syste`mes radar, puis nous de´veloppons le mode`le de signal radar
FMCW line´aire ainsi que le traitement adapte´ a` cette forme d’onde. Une double transforme´e de
Fourier le long du temps court et du temps long permet de se´parer les cibles en distance et en
vitesse. Ce traitement est quasi-optimal lorsqu’aucune migration n’a lieu, i.e., lorsque la cible
est observe´e sur la meˆme case distance-vitesse. Nous donnons ensuite l’exemple d’un traitement
adapte´ a` un radar FMCW ae´roporte´ pointe-avant conc¸u pour la de´tection d’obstacles fixes. Les
techniques aborde´es dans ce premier chapitre seront a` la base des traitements propose´s par la
suite dans les diffe´rents chapitres de ce me´moire.
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1.1 Ge´ne´ralite´s sur les syste`mes Radar
Comme son nom l’indique, un radar (RAdio Detection And Ranging) est un syste`me utilisant
des ondes e´lectromagne´tiques (RAdio) pour de´tecter la pre´sence de cibles (Detection) et les
localiser en distance, vitesse, angles (Ranging) [91]. Les syste`mes radar sont couramment utilise´s
pour la surveillance de domaines, ae´rien, terrestre, ou maritime, car ils sont ope´rationnels tout
temps, et insensibles a` la luminosite´ [50].
1.1.1 Principes du Radar
Le principe de base des syste`mes radars peut eˆtre re´sume´ en quatre e´tapes : e´mission et
propagation d’une onde e´lectromagne´tique, re´trodiffusion de cette onde par une cible sous forme
d’e´cho de l’onde, re´ception et analyse du signal rec¸u par le radar.
Figure 1.1 – Principe d’un syste`me RADAR
Mesure de distance L’onde e´mise par le radar parcourt la distance radar/cible R0 a` la
ce´le´rite´ de la lumie`re c. Elle est re´trodiffuse´e par la cible dans tout l’espace. L’onde re´trodiffuse´e
parcourt une nouvelle fois la distance R0 et une partie de l’onde est recueillie par le radar. La
de´tection de l’e´cho rec¸u et la mesure du temps de propagation de l’onde nous informe sur la
pre´sence et la distance de la cible. L’onde rec¸ue par le radar est une version atte´nue´e et retarde´e
de l’onde e´mise [91] d’un retard
τ =
2R0
c
. (1.1)
La mesure de ce retard τ permet alors de de´terminer la distance R0 de la cible.
L’effet Doppler Lorsque la cible est mobile par rapport au radar, son retard e´volue au cours
du temps
τ =
2R(t)
c
=
2
c
(R0 + vradt) (1.2)
ou` vrad est la vitesse radiale de la cible, vitesse de rapprochement ou d’e´loignement par rapport
au radar. L’onde rec¸ue par le radar et issue d’une cible mobile comme illustre´e sur la figure
1.1 arrive en avance ou en retard par rapport a` celle d’une cible fixe. Lorsque vrad est tre`s
petit devant c, ce de´calage de temps d’arrive´e se traduit sur l’onde rec¸ue par un de´calage sur la
fre´quence porteuse f0 de l’onde [53]. Ce phe´nome`ne porte le nom d’effet Doppler. Le de´calage
en fre´quence sur la porteuse, appele´e fre´quence Doppler, s’e´crit
fD =
2vrad
λ
(1.3)
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ou` λ = c/f0 de´signe la longueur d’onde du radar. La mesure de fD permet de de´terminer la
vitesse radiale de la cible.
1.1.2 Bilan de liaison
La puissance rec¸ue par le radar Pr issue d’une cible situe´e a` la distance R0 n’est qu’une faible
portion de la puissance moyenne e´mise par le radar Pe. L’e´quation radar, ou bilan de liaison,
relie la puissance rec¸ue provenant de la cible aux parame`tres du radar [91]
Pr = Pe
Ge(φ, θ)Gr(φ, θ)λ
2
(4pi)3R40L
σ (1.4)
ou` Ge(φ, θ) et Gr(φ, θ) sont respectivement les gains d’antenne en e´mission et en re´ception dans
la direction (φ, θ), L de´signe les pertes ’hyperfre´quence’, et σ est la SER de la cible (Surface
Equivalente Radar). La SER correspond a` une surface e´quivalente d’un re´flecteur qui re´trodif-
fuserait sans perte et de manie`re isotrope la meˆme quantite´ d’e´nergie que la cible re´trodiffuse
dans la direction du radar.
Le bruit thermique La puissance de la cible chute rapidement en fonction de sa distance, en
1/R40. Le signal acquis peut donc eˆtre extreˆmement faible. Des e´tages d’amplification en re´ception
sont ne´cessaires pour exploiter les donne´es rec¸ues par le radar. La chaˆıne d’amplification va
introduire du bruit qui va s’ajouter au signal rec¸u. Ce bruit issu des composants e´lectroniques
en re´ception s’appelle le bruit thermique. Il est ge´ne´ralement mode´lise´ par un bruit blanc gaussien
[53]. La puissance moyenne du bruit thermique en re´ception est de´finie par
N0 = kbT0BF (1.5)
ou` kbT est le produit de la constante de Boltzmann avec la tempe´rature de la chaˆıne de re´ception,
F est le facteur de bruit, et B de´signe la bande de fre´quence de fonctionnement du radar.
Rapport signal a` bruit Pour de´tecter la pre´sence de cibles, le radar compare la puissance
rec¸ue d’une cible avec le niveau de bruit ambiant [91]. Le rapport de puissance entre la cible et
le bruit thermique s’appelle le Rapport Signal a` Bruit (RSB). Plus ce niveau est e´leve´, plus la
de´tection de la cible sera aise´e. Le RSB initial en sortie de la chaˆıne d’amplification s’e´crit
RSBini =
Pr
N0
= Pe
Ge(φ, θ)Ge(φ, θ)λ
2
(4pi)3R40L(kbT0BF )
σ (1.6)
Le RSBini est tre`s petit devant 1 et doit eˆtre fortement ame´liore´ par le traitement du signal rec¸u
pour que le signal utile de´passe le niveau de bruit. Le gain de traitement optimal Gint que l’on
peut espe´rer est e´gal au produit BTint, ou` Tint est le temps d’inte´gration cohe´rent des donne´es
[53]. Le RSB post-traitement s’e´crit alors
RSBpost =
Pr
N0
Gint. (1.7)
Les performances de de´tection du syste`me radar sur bruit blanc sont ainsi calcule´es a` partir de
ce RSB post-traitement.
7
Chapitre 1. Introduction aux radars FMCW ae´roporte´s : Principes et traitements
1.1.3 Applications Radar ae´roporte´es
Les applications ae´roporte´es de syste`mes radar sont tre`s nombreuses, on peut citer par
exemple : l’altime´trie [36][52], l’aide a` l’atterrissage [75][76], la trajectographie, la mesure des
composantes de vitesses et aide a` la navigation [27], l’imagerie du sol ou l’imagerie de cibles
[50] , le suivi de terrain, la me´te´orologie, les syste`mes anti-collision et de de´tection d’obstacles
[36, 86]... Nous nous inte´ressons particulie`rement dans ce manuscrit aux proble´matiques de de´-
tection d’obstacles et de syste`me anti-collision par un radar ae´roporte´.
Il existe une bande de fre´quence adapte´e pour chacune de ces applications. La fre´quence por-
teuse de l’onde radar f0 de´termine l’atte´nuation et la pe´ne´tration de l’onde dans certains milieux
(nuages, vapeur d’eau, foreˆt et sol). Les fre´quences porteuses les plus utilise´es par les radars ae´-
roporte´s appartiennent aux bandes X (8-12GHz) et Ku (12 - 18GHz).
1.2 Les Radar FMCW
Definition Les radars FMCW (Frequency Modulated Continuous Wave) sont des syste`mes
radar utilisant une forme d’onde continue et module´e en fre´quence [93]. Plus pre´cise´ment, ces
radars e´mettent et rec¸oivent simultane´ment et sans interruption, contrairement aux radars pulse´s
qui e´mettent des impulsions et e´coutent en diffe´re´ les e´chos des cibles. Nous nous inte´ressons
plus particulie`rement dans ce manuscrit a` la forme d’onde FMCW line´aire pour laquelle le radar
e´met une onde sinuso¨ıdale dont la fre´quence varie line´airement au cours du temps.
Avantages par rapport aux radars pulse´s Les avantages des radars FMCW sont mul-
tiples : excellentes performances pour des applications courte porte´e, excellente re´solution dis-
tance, faible couˆt et simple d’imple´mentation avec l’utilisation de petits composants, faible
consommation de puissance, pas de distance aveugle [93] [16] [61]... Ils sont difficiles a` de´tec-
ter et sont a` faible probabilite´ d’interception (LPI Low Probability of Interception) [29]. Ceci
vient du fait que la puissance moyenne e´mise par le radar est e´gale a` sa puissance instantane´e,
beaucoup plus faible que la puissance creˆte des radars pulse´s. Les radars FMCW ont donc des
avantages attractifs par rapport aux radars pulse´s [16]. C’est pourquoi les radaristes d’aujour-
d’hui cherchent a` e´largir leurs domaines d’application. En particulier, ils cherchent a` les utiliser
pour des applications ne´cessitant des porte´es de plus en plus grandes, de l’ordre de la dizaine de
kilome`tres.
Applications traditionnelles On retrouve les radars FMCW a` forme d’onde line´aire dans
de nombreux domaines tels que les applications automobiles [80][51][81][101][79], la de´tection
d’intrus [16], la surveillance coˆtie`re [90], l’imagerie SAR [54], ou bien encore pour des applications
plus exotiques... telles que l’estimation de l’e´paisseur de la glace en Antarctique [28], ou la
de´tection de signe de vie [2].
Dans la suite, nous pre´sentons la forme d’onde FMCW line´aire et le mode`le de signal d’une
cible ponctuelle. Nous nous plac¸ons dans le cas d’un signal bande e´troite, c’est-a`-dire que la
bande e´mise est petite devant la fre´quence porteuse.
1.2.1 La forme d’onde FMCW line´aire
La forme d’onde FMCW line´aire est une forme d’onde tre`s re´pandue pour sa simplicite´
d’exploitation dans le domaine radar automobile depuis les anne´es 1990. Cette forme d’onde
consiste a` e´mettre un ’chirp’ de fre´quence de de´part f0 et de bande B avec une pe´riode de
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re´pe´tition T . Un chirp est une onde sinuso¨ıdale dont la fre´quence instantane´e e´volue line´airement
au cours du temps [93].
Le signal e´mis Le signal e´mis par un radar FMCW line´aire s’e´crit au cours du temps 0 < t < T
se(t) = Ae
jφ(t) = Aej2pi[f0t+
B
2T
t2]. (1.8)
Le signal est re´pe´te´ pour toutes les pe´riodes de re´pe´tition T , et la fre´quence instantane´e de ce
signal est line´aire par morceaux
fI(t) =
1
2pi
d
dt
φ(t) = f0 +
B
T
t. (1.9)
La figure 1.2 (a) repre´sente un signal ’chirp’ en fonction du temps (partie imaginaire), et la figure
1.2 (b) repre´sente le spectre fre´quentiel d’un chirp.
Le signal rec¸u Conside´rons le retour de l’onde FMCW re´fle´chie par une cible situe´e a` une
distance R0 du radar et de vitesse radiale vrad. L’onde rec¸ue par le radar est une re´plique atte´nue´e
et retarde´e du signal e´mis par un retard τ (1.2) [93], et s’e´crit au cours du temps
sr(t) = Kse(t− τ) = KAej2pi[f0(t−τ)+
B
2T
(t−τ)2]. (1.10)
Sans perte de ge´ne´ralite´s, nous laissons de coˆte´ les amplitudes des signaux dicte´es par l’e´quation
radar (1.4). La figure 1.3 repre´sente dans un plan temps temps-fre´quence le signal e´mis et le
signal rec¸u. Le retard τ se traduit par une diffe´rence de fre´quence fb entre les deux ondes sur
l’intervalle [τ ;T ].
Filtrage adapte´ Par de´finition, le filtre adapte´ (matched filter en anglais) est le filtre qui,
pour une forme d’onde donne´e, maximise le RSB en sortie avec pour entre´e le signal et un bruit
gaussien additif [53]. Ce filtre a pour re´ponse impulsionnelle une re´plique conjugue´e et ’retourne´e’
du signal e´mis, soit
h(t) = s∗e(−t) (1.11)
Le filtre adapte´ calcule la convolution entre le signal en entre´e et sa re´ponse impulsionnelle
Smatched(t
′) =
∫ +∞
−∞
sr(u)h(t
′ − u)du. (1.12)
La sortie est maximale pour un retard t′ entre les deux signaux e´gal au retard τ de la cible. Ce
filtre est classiquement utilise´ pour mesurer la distance d’une cible par un radar pulse´ [53]. Pour
les radars FMCW, c’est un autre traitement appele´ ’de-ramping’, bien plus simple d’imple´men-
tation que le filtrage adapte´, qui est utilise´.
1.2.2 Le ’de-ramping’
De´modulation homodyne Le retard entre le signal e´mis et le signal rec¸u se traduit par
une diffe´rence de fre´quence constante fb entre le signal e´mis et le signal rec¸u. L’ide´e derrie`re le
’de-ramping’ est de calculer cette fre´quence pour mesurer la distance de la cible a` la place du
retard. Pour cela, on forme le signal de battement en calculant le produit entre le signal rec¸u et
une re´plique du signal e´mis. Cette e´tape de mixage joue e´galement le roˆle de de´modulation du
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(a) Chirp en fonction du temps
(b) Spectre d’un Chirp
Figure 1.2 – Description de la forme d’onde FMCW line´aire
signal rec¸u, et est effectue´e par un re´cepteur homodyne [93] pre´sente´e sur la figure 1.4. Le signal
de battement en sortie du me´langeur s’e´crit de`s lors
sb(t) = s
∗
r(t).se(t) = KAe
j2pi[f0τ− B2T τ2+BT τt] (1.13)
Le signal de battement est donc sur l’intervalle [τ ;T ] une exponentielle pure de fre´quence
fb =
B
T
τ =
2BR0
cT
(1.14)
avec une phase constante
Φ0 = f0τ − B
2T
τ2. (1.15)
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Figure 1.3 – Chirp e´mis et chirp rec¸u
En pratique, le signal e´mis est re´el, et le signal de battement est la somme de deux signaux,
un basse fre´quence et un haute fre´quence a` environ deux fois la porteuse f0 du radar. Le signal
haute fre´quence issu de la somme des fre´quences e´mise et rec¸ue est filtre´ par un filtre passe-bas
(LPF Low Pass Filter) pour se ramener a` un signal en bande de base. Le signal restant en basse
fre´quence est alors bien la partie re´elle de (1.13).
Figure 1.4 – Re´ception homodyne
Principe de mesure de distance pour un radar FMCW La mesure de la distance de
la cible se fait dans le domaine fre´quentiel en calculant la transforme´e de Fourier du signal de
battement [93] entre τ et T
Sb(f) = TF [sb(t)] =
∫ T
τ
sb(t)e
−j2piftdt =
∫ +∞
−∞
rect[τ ;T ] (t) sb(t)e
−j2piftdt (1.16)
ou` rect[τ ;T ] (t) de´signe la porte entre τ et T . La transforme´e de Fourier du signal de battement
est un sinus cardinal centre´ sur la fre´quence de battement de la cible fb
Sb(f) = (T − τ) ejφ0sinc (pi(f − fb)(T − τ)) (1.17)
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ou` φ0 est une phase ale´atoire. La connaissance de la fre´quence de battement permet de de´duire
la distance de la cible
R =
cT
2B
fb. (1.18)
Le module carre´ du spectre du signal de battement constitue alors le profil distance de la sce`ne
radar.
Imple´mentation En pratique, on fixe une distance et un retard maximal τmax infe´rieur a` T ,
de l’ordre de 10%. On e´chantillonne le signal de battement a` une fre´quence d’e´chantillonnage fe
au moins deux fois supe´rieure a` la fre´quence de battement maximal pour respecter le the´ore`me
de Shannon. On utilise un algorithme de calcul rapide de transforme´e de Fourier tel que la FFT
(Fast Fourier Transform) sur le signal, e´ventuellement ’ze´ro-padde´’ pour une meilleure pre´cision
et optimisation de la FFT.
La combinaison deramping-FFT est bien plus simple a` mettre en œuvre que le traitement adapte´
et bien moins couˆteuse pour mesurer la distance des cibles. Cette simplicite´ d’imple´mentation se
fait au de´triment d’une baisse du temps d’observation du signal qui s’accompagne d’une baisse
de RSB, le signal entre 0 et τmax e´tant jete´ en pratique.
1.2.3 Re´solution et ambigu¨ıte´ distance
Re´solution distance La re´solution distance est de´finie comme la plus petite distance entre
deux cibles de meˆme puissance pouvant eˆtre se´pare´es par le traitement [53]. La re´solution de la
FFT est inversement proportionnelle au temps d’observation du signal traite´, soit pour le signal
de battement
∆fb =
1
T − τmax . (1.19)
La re´solution distance s’e´crit alors
∆R =
cT
2B
∆fb =
T
T − τmax
c
2B
<
c
2B
. (1.20)
Utiliser le de-ramping a` la place du filtre adapte´ induit une moins bonne re´solution. En effet,
on inte`gre le signal sur une dure´e T − τmax infe´rieure a` la dure´e effective du signal T . On
peut e´galement interpre´ter cette baisse de re´solution en remarquant que la bande utile inte´gre´e
n’est plus B mais une fraction de cette bande (1− τmax/T )B. A` T fixe´, augmenter la distance
d’application du radar revient alors a` de´grader sa re´solution. On conside´rera dans la suite que
τmax est de l’ordre de T/10.
Ambigu¨ıte´ distance Un radar FMCW ou pulse´ ne peut pas faire la diffe´rence entre les ondes
provenant d’une distance R = cτ/2 et d’une distance R = c(τ + T )/2, ou` T est la pe´riode de
re´pe´tition de l’onde. On dit qu’il y a ambigu¨ıte´ en distance entre les deux cibles. La distance
ambigue¨ du radar s’e´crit [91]
Ramb =
cT
2
. (1.21)
En pratique, le signal des cibles au-dela` de cette distance ambigue¨ se replie sur la zone distance
non-ambigue¨. La figure 1.5 illustre le phe´nome`ne de repliement. Le roˆle du LPF est de couper
toutes les fre´quences de battement au-dela` de la fre´quence maximale du radar, en particulier
pour e´viter tout repliement distance.
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Figure 1.5 – Ambigu¨ıte´ distance et repliement
Les radars FMCW utilisant le de-ramping sont choisis pour ne pas eˆtre ambigus en distance :
le retard maximal est alors infe´rieur a` la pe´riode de re´pe´tition. Dans la suite, nous conside´rerons
donc que le radar n’est pas ambigu en distance et que le deramping suivi d’une FFT est utilise´
comme traitement distance pour estimer la distance d’une cible.
1.2.4 Mesure de la fre´quence Doppler
Tout comme les radars pulse´s, les radars FMCW peuvent mesurer la fre´quence Doppler des
cibles mobiles en inte´grant les donne´es de plusieurs cycles de re´pe´tition de l’onde [93]. Les profils
distance sont calcule´s pour plusieurs re´pe´titions de l’onde. Le mouvement de la cible induit un
de´phasage entre cycle caracte´ristique de l’effet Doppler et proportionnel a` sa vitesse radiale.
Prise en compte du mouvement de la cible Nous conside´rons maintenant que la cible
observe´e est mobile par rapport au radar. On conside`re le de´veloppement limite´ a` l’ordre 1
autour de la position initiale de la cible R0
R(t) = R0 + vradt (1.22)
ou` vrad de´signe la vitesse radiale de la cible, vitesse d’e´loignement ou de rapprochement par
rapport au radar. Le retard de l’onde issue d’une cible mobile e´volue alors au cours du temps
τ(t) =
2R(t)
c
=
2R0
c
+
2vrad
c
t. (1.23)
Le signal de battement prend alors la forme
sb(t) = e
j2pi
[
2R0
λ
+
2BR0
cT
t+
2vrad
λ
t
]
(1.24)
ou` λ = c/f0 de´signe la longueur d’onde du radar. Les autres termes en t
2 appele´s Residual
Video Phase (RVP) sont suppose´s ne´gligeables. Un terme supple´mentaire apparaˆıt donc dans la
fre´quence de battement qui s’e´crit
fb =
2B
cT
R0 + fD. (1.25)
L’effet Doppler perturbe la fre´quence de battement de la cible en introduisant un biais sur la
mesure de distance de`s lors que fD > ∆fb = 1/T .
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Le signal de battement sur plusieurs cycles Nous e´crivons maintenant le signal de bat-
tement au cours du temps pour plusieurs cycles de re´pe´titions de l’onde radar. Nous de´finissons
le temps court pendant la dure´e d’un chirp, 0 < tc < T , le temps long qui de´finit le nume´ro m
de chirp tl = m.T , et enfin le temps courant t = tc + tl. Le retard d’une cible s’e´crit alors
τ(t) =
2R(t)
c
=
2R0
c
+
2vrad
c
(tc +mT ). (1.26)
Le signal de battement se re´e´crit en fonction du temps court et du nume´ro de chirp comme suit
sb(tc,m) = e
jφ0ej2pifbtcej2pifDmT ej
4piBvrad
c
mtc . (1.27)
On remarque que la fre´quence de battement e´volue de cycle en cycle
fb(m) = fb(0) + 2mBvrad/c. (1.28)
Ceci est duˆ au couplage entre le temps court et le temps long dans la dernie`re exponentielle. On
suppose maintenant que le nombre de cycles M d’observation de la cible est tel que
MvradT < ∆R (1.29)
c’est-a`-dire que le de´placement total de la cible durant le temps d’observation est infe´rieur a`
la dimension d’une case distance. Dans ces conditions, on peut supposer que la fre´quence de
battement de la cible est constante durant les M cycles, et le signal de battement se re´e´crit
simplement
sb(tc,m) = e
jφ0ej2pifbtcej2pifDmT . (1.30)
Le temps court et le temps long sont de´couple´s, et la sortie du traitement distance par FFT
s’e´crit
Sb(f,m) = e
jφ1ej2pifDmT sinc (pi(f − fb(0))(T − τmax)) (1.31)
ou` φ1 est un de´phasage constant. La cible est observe´e par le radar sur la meˆme case distance
pour tous les cycles, et sa phase e´volue line´airement de cycle en cycle graˆce a` l’effet Doppler.
Traitement Doppler Le traitement adapte´ au signal (1.31) est une transforme´e de Fourier
discre`te, re´alise´e en pratique par une FFT. Ce traitement Doppler permet d’estimer la fre´quence
Doppler/vitesse radiale de la cible, ou de se´parer les cibles en fonction de leur fre´quence Dop-
pler/vitesse radiale [93]. Le gain de traitement cohe´rent apre`s traitements distance et Doppler
est e´gal a` Tint = MT temps d’inte´gration total des donne´es.
Re´solution Doppler La re´solution du traitement Doppler (ou vitesse) re´alise´e par la seconde
FFT est inversement proportionnelle au temps d’observation du signal traite´, c’est-a`-dire
∆fD =
1
MT
. (1.32)
Ainsi, plus on augmente le temps d’inte´gration, plus les cases Doppler/vitesse seront fines.
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Figure 1.6 – Ambigu¨ıte´ vitesse et repliement
Ambigu¨ıte´ vitesse Le signal temporel (1.31) est e´chantillonne´ avec une pe´riode d’e´chan-
tillonnage e´gale a` T . En vertu du the´ore`me de Shannon, le domaine de fre´quence observable
sans repliement est de longueur 1/T . Le traitement radar ne pourra pas faire la diffe´rence entre
une cible de fre´quence Doppler fD et une cible de fre´quence Doppler fD + k/T avec k entier. La
vitesse ambigue¨ du radar s’e´crit alors [53]
vamb =
λ
2T
. (1.33)
Un radar FMCW utilisant le deramping n’est pas ambigu en distance, mais il sera ambigu
en vitesse suivant l’application concerne´e. Ce sera en particulier le cas pour les applications
ae´roporte´es e´tudie´es dans ce manuscrit. La figure 1.6 illustre le phe´nome`ne de repliement vitesse
ou Doppler.
1.2.5 Formation d’une cartographie distance-vitesse
Nous illustrons dans la figure (1.7) les diffe´rentes e´tapes qui permettent de cre´er une carto-
graphie distance-vitesse de la sce`ne a` partir des e´chantillons du signal de battement (1.30). Ces
e´chantillons sont classe´s dans une matrice, la dimension temps court en ligne et la dimension
temps long en colonnes. La premie`re FFT distance se fait pour chaque colonne pour former une
matrice de profil distance. La colonne k de cette nouvelle matrice repre´sente le profil distance du
chirp nume´ro k. La cible apparaˆıt en rouge sur la meˆme case distance durant les M cycles. Le
signal est ensuite inte´gre´ le long des lignes : pour chaque case distance, la deuxie`me FFT en ligne
effectue le traitement Doppler adapte´. La sortie de cette deuxie`me FFT procure a` l’ope´rateur
radar une cartographie distance-vitesse radiale de la sce`ne. La cible apparaˆıt dans cet exemple
a` l’inte´rieur du cercle rouge.
Impact de la migration distance Lorsque la condition (1.29) n’est plus ve´rifie´e, le de´pla-
cement de la cible durant les M cycles est supe´rieur a` la dimension d’une case distance : la
cible migre en distance. On doit revenir au mode`le 1.27 pour de´crire le signal de battement. Le
traitement par double-FFT n’est plus adapte´ au proble`me. La figure 1.8 repre´sente les conse´-
quences d’une forte migration sur les profils distance et sur la cartographie distance-vitesse. La
migration est volontairement tre`s accentue´e pour visualiser son effet. La migration distance ne
permet plus a` la double-FFT d’inte´grer le signal (1.27) de manie`re cohe´rente en ligne (rectangle
noir). Il s’ensuit alors un e´largissement spectral de la cible sur la carte et une forte diminution
du RSB maximal.
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Figure 1.7 – Traitement double FFT
Figure 1.8 – Impact d’une forte migration distance
1.2.6 Sources de bruit des radars FMCW
La fuite e´mission La re´ception homodyne des radar FMCW pre´sente une simplicite´ d’im-
ple´mentation et un couˆt attractifs aux yeux des constructeurs. Ne´anmoins, cette simplicite´ se
paye par un proble`me que ne rencontrent pas les radars pulse´s : la fuite e´mission [93]. La fuite
e´mission est un phe´nome`ne qui apparaˆıt du fait que l’e´mission et la re´ception des radars FMCW
s’effectuent en simultane´ [68] [61]. Le radar doit faire face a` un retour direct de l’onde e´mise
dans la chaˆıne de re´ception duˆ a` un manque d’isolation au niveau des antennes, ou dans les
e´tages RF (circulateur). Une cible ’fantoˆme’ de tre`s forte puissance (pas d’atte´nuation de l’onde
en distance) et tre`s basse fre´quence apparaˆıt dans le signal de battement. Cet arte´fact peut eˆtre
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Figure 1.9 – La fuite e´mission
par exemple supprime´ par un filtre passe-haut ou en jouant sur le de´lai de l’onde retour [68],
mais sa puissance e´leve´e aux basses fre´quences va s’e´tendre et polluer les fre´quences plus e´leve´es.
Ce bruit devient particulie`rement geˆnant lorsque celui-ci de´passe le niveau de bruit thermique.
Les radars FMCW sont ainsi limite´s par leur degre´ d’isolation, qui de´finisse la puissance d’e´mis-
sion maximale d’utilisation. Ce phe´nome`ne intervient en particulier lorsque l’on souhaite utiliser
la meˆme antenne en e´mission et en re´ception [61]. La figure 1.9 repre´sente les trois principaux
retours directs de l’onde dans la chaˆıne de re´ception.
De nombreuses e´tudes se sont penche´es sur l’utilisation de formes d’onde hybrides inter-
rompues FMICW [46][15][33][61][37] pour e´viter la fuite e´mission au de´triment d’une baisse de
performances (baisse de re´solution, baisse de la zone de couverture optimale du radar, ...). Dans
la suite de ce manuscrit, les antennes d’e´mission et re´ception seront spatialement se´pare´es, assu-
rant un degre´ d’isolation entre antennes suffisamment important pour ne´gliger la fuite e´mission.
Bruit de phase et non-line´arite´ de chirp La forme d’onde e´mise par le radar (1.8) est
suppose´e eˆtre d’amplitude constante, et avec une fre´quence instantane´e parfaitement line´aire.
En re´alite´, le chirp e´mis n’est pas parfait, et la fre´quence instantane´e peut pre´senter des non-
line´arite´s. Ces non-line´arite´s induisent un bruit de phase qui de´grade la re´solution du radar
[96][4]. De meˆme, l’amplitude du signal e´mis peut subir une modulation intempestive et faire
apparaˆıtre un bruit d’amplitude [51]. Nous supposerons ne´anmoins dans la suite que la forme
d’onde a` l’e´mission est parfaitement maˆıtrise´e et que seul le bruit thermique perturbe les donne´es.
1.2.7 En re´sume´
Les radars FMCW pre´sentent des avantages attractifs par rapports aux radars pulse´s [93].
Ces radars sont bas couˆts et LPI, et sont donc inte´ressants a` mettre sur le marche´. De nos
jours, on cherche a` e´tendre leurs domaines d’applications, en particulier pour des applications
ae´roporte´es et ne´cessitant de plus grande porte´e. Pour les radars FMCW, on ne peut pas re´pondre
au proble`me d’augmentation de porte´e en augmentant seulement la puissance a` l’e´mission, a`
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cause du manque d’isolation entre les antennes et du ’mur’ technologique que repre´sente la fuite
e´mission. Pour augmenter les performances de de´tection du radar et en particulier sa porte´e, on
doit donc se concentrer sur l’augmentation du gain de traitement et du RSB des cibles.
1.3 Exemple d’application ae´roporte´e : la de´tection d’obstacles
1.3.1 Pre´sentation et analyse du proble`me
L’aide au pilotage est un e´le´ment important des syste`mes embarque´s. Tout comme pour
les applications automobiles d’aide au stationnement, de de´tection de pie´tons ou d’obstacles, la
de´tection d’obstacles par un syste`me ae´roporte´ tels que des caˆbles ou des pyloˆnes est particu-
lie`rement inte´ressante pour aider les pilotes a` e´laborer leurs trajectoires en temps re´el ou pour
les avertir d’un danger potentiel ou imminent. En particulier, un tel syste`me prend tout son
sens pour des porte´es supe´rieures a` la vision du pilote, ou lorsque sa visibilite´ est limite´e, que ce
soit la nuit, en temps de forte pluie ou en conditions de ’brown-out’ (de´collage d’un he´licopte`re
sur du sable). Les syste`mes radar sont donc particulie`rement adapte´s a` ce type de proble´ma-
tiques, meˆme si d’autres syste`mes (LIDAR, came´ra infrarouge ou came´ra dans le domaine du
visible) existent de´ja` [63]. Nous prenons cet exemple d’application pour pre´senter un panel de
traitements de signaux radar pointe-avant ae´roporte´s a` mettre en place pour re´aliser la de´tection
d’obstacles fixes au sol.
Besoins De nombreux cas d’accidents de collision avec des pyloˆnes ou des caˆbles ont e´te´
re´pertorie´s par les he´licopte´ristes. Les causes les plus reconnues sont une mauvaise vision du
pilote et une mauvaise appre´ciation de son environnement, au de´collage, a` l’atterrissage ou
pendant des phases de vol a` basse altitude. Comptons un temps de re´action conservatif du pilote
d’une vingtaine de secondes pour re´agir convenablement a` un danger. Le syste`me radar doit
eˆtre capable de de´tecter et localiser l’obstacle en distance et en angles avant impact potentiel,
et ce pour toutes les vitesses nominales du porteur. Pour une vitesse de porteur maximale de
80m/s, la porte´e minimale de de´tection d’un obstacle doit donc eˆtre de 1600m pour assurer
les 20s de re´action. Bien e´videmment, la de´cision du pilote est d’autant plus difficile dans un
environnement multi-cibles. Il peut donc eˆtre inte´resse´ par un affichage des obstacles au-dela` de
2km de porte´e afin de l’aider a` choisir une trajectoire ade´quate pour e´viter les obstacles. Ceci
nous montre l’inte´reˆt d’augmenter les performances de porte´e et de de´tection d’un tel syste`me
pour e´tendre ses possibilite´s d’exploitations.
Obstacles a` de´tecter La connaissance des obstacles a` de´tecter ou a` ne pas de´tecter est pri-
mordiale dans l’e´laboration d’un syste`me radar. En l’occurrence, les obstacles que doit de´tecter
le syste`me sont des e´le´ments fixes situe´s au dessus du sol contre lesquels le porteur risque de
rentrer en collision. Ce sont essentiellement des caˆbles haute tension, des pyloˆnes, des arbres,
des immeubles, repre´sente´s figure 1.10.
Pour cette application, nous nous inte´ressons particulie`rement a` la de´tection de caˆbles. Ce
sont des cibles difficiles a` voir a` l’oeil nu pour les pilotes, mais e´galement pour les syste`mes
radar car un caˆble posse`de une SER relativement faible [86] par rapport aux autres obstacles a`
de´tecter : de -5 a` -8dBm2 en polarisation horizontale, en bande X et pour un caˆble de 30cm de
long, tandis qu’un pyloˆne peut atteindre une dizaine de dBm2. Le traitement de signal a` mettre
en place doit donc eˆtre particulie`rement adapte´ a` ce type de cibles pour assurer les meilleures
performances de de´tection.
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Figure 1.10 – Exemples de cibles au dessus du sol
Cas particulier des caˆbles Il existe plusieurs types de caˆbles haute tension qui se distinguent
par le mate´riau utilise´ (aluminium, cuivre, acier) et leur structure ge´ome´trique. Un caˆble est
ge´ne´ralement constitue´ d’un ensemble de brins enroule´s autour d’un noyau central he´lico¨ıdal. Les
dimensions caracte´ristiques d’un caˆble (diame`tre total, diame`tre de chaque brin, pas de l’he´lice,
espacement entre les brins) varient d’un caˆble a` l’autre. De plus, un caˆble est ne´cessairement
e´tendu entre deux pyloˆnes, et est par de´finition une cible e´tendue dans l’espace. Diffe´rentes e´tudes
expe´rimentales et the´oriques ont e´te´ mene´es [69][77][83][84][85][86] afin de mettre en e´vidence les
caracte´ristiques de diffraction des caˆbles e´claire´s par une onde e´lectromagne´tique, et pour calculer
leurs SER suivant les polarisations horizontale (H) ou verticale (V) de l’onde. Ces diffe´rentes
se´ries de mesure, en particulier [86][83] ont permis d’observer que pour des longueurs d’onde
supe´rieures au diame`tre global du caˆble (bande X et fre´quences infe´rieures), il n’existe qu’une
seule direction de diffraction, l’incidence normale au caˆble. Pour les longueurs d’onde infe´rieures
au diame`tre du caˆble, il existe plusieurs directions de fortes re´trodiffusion autour de la direction
d’incidence normale. Elles sont appele´es modes de Bragg. Ces directions sont en particulier lie´es
a` la structure du caˆble et a` la longueur d’onde. Ces e´tudes ont e´galement montre´ que la SER
des co-polarisations HH et VV des caˆbles en bande X sont sensiblement e´gales. La plupart des
traitements propose´s pour la de´tection de caˆbles sont lie´s a` des algorithmes de formation d’image
SAR (Synthetic Aperture Radar) et aux proprie´te´s particulie`res de polarisation des caˆbles et
du sol. Nous faisons l’hypothe`se que seule la polarisation horizontale H est utilise´e par notre
syste`me. En conse´quence, les traitements SAR polarime´triques propose´s dans la litte´rature ne
sont pas applicables. En particulier, en bande X, nous retiendrons de ces e´tudes que seul le
point du caˆble le plus proche du radar re´trodiffuse l’onde e´lectromagne´tique. Du point de vue
du radar, c’est comme si ce point glissait virtuellement le long du caˆble a` mesure que le porteur
se rapproche du caˆble, comme l’illustre la figure 1.11.
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Figure 1.11 – Seul le point du caˆble le plus proche est vu par le radar
Figure 1.12 – Ge´ome´trie d’une cible fixe par rapport au porteur
Ge´ome´trie du proble`me Une cible fixe au sol peut eˆtre localise´e en fonction de son angle
de vue α, de sa distance R0, et de sa vitesse radiale vrad, comme illustre´e sur la figure 1.12. La
vitesse radiale d’une telle cible est directement obtenue a` partir de la vitesse du porteur va et
de l’angle α
vrad = −vacos(α). (1.34)
L’angle de vue α peut se de´composer en une e´le´vation θ et un azimut φ. Dans ce contexte, nous
ne´gligeons pour le moment l’effet de l’e´le´vation de la cible sur l’angle de vue.
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1.3.2 Conditions ne´cessaires pour la de´tection d’un caˆble
Le choix de la forme d’onde et le bilan de liaison (1.4) permettent de de´finir la puissance
d’e´mission, les gains d’antennes et le gain de traitement ne´cessaires pour assurer un RSB et une
porte´e maximale sur la cible de plus faible SER (les caˆbles dans notre cas).
Choix de Forme d’onde Le syste`me radar choisi e´met une onde FMCW line´aire non-ambigue¨
en distance, en bande X (10GHz) et polarise´e horizontalement. La bande de fre´quence utile est
telle que la re´solution en distance est de l’ordre de quelques me`tres. De plus, la vitesse maximale
du porteur sera supe´rieure a` la vitesse ambigue¨ du radar : le syste`me sera ambigu en vitesse
(repliement des cibles en vitesse sur la carte distance-vitesse). En pratique, cette ambigu¨ıte´ ne
pose aucunement proble`me : les obstacles a` de´tecter e´tant fixes, la connaissance de la vitesse du
porteur permet de lever cette ambigu¨ıte´.
Gains d’antenne et temps d’inte´gration La fuite d’e´mission limite la puissance d’e´mission
du syste`me a` l’ordre du Watt. Les caˆbles e´tant des cibles de tre`s faible SER, on doit augmenter
en conse´quence a` la fois les gains d’antenne et le temps d’inte´gration cohe´rent pour assurer les
performances et la porte´e de de´tection de caˆble. On cherche donc d’une part a` observer la cible le
plus longtemps possible pour augmenter le temps d’inte´gration cohe´rent, et d’autre part avoir un
maximum de gains d’antenne. Ceci nous conduit logiquement a` e´carter les antennes tournantes,
et a` se tourner vers des re´seaux d’antennes. Ces derniers permettent d’augmenter le gain dans
une direction donne´e par formation de faisceaux, mais aussi de localiser la direction d’arrive´e
du signal cible, information primordiale pour l’ope´rateur [53]. Le nombre d’antennes que l’on
peut inte´grer dans le senseur est limite´ en pratique pour plusieurs raisons : le couˆt d’utilisation,
le couˆt de traitement, le poids et la place physique disponible sur le porteur... On cherche donc
e´galement a` jouer sur le temps d’inte´gration cohe´rent pour gagner en gain de traitement : il
faudra alors prendre en compte ou compenser la migration distance des cibles pour re´aliser
l’inte´gration cohe´rente du signal.
1.3.3 Formation de faisceaux conventionnelle
Nous supposons disponible un re´seau horizontal de L antennes uniforme´ment re´parties (ULA
pour Uniform Linear Array) [95] et repre´sente´ sur la figure 1.13. Les re´seaux ULA sont, de par
leur principe, les re´seaux d’antennes les plus simples d’utilisation et d’imple´mentation. Le front
d’onde provenant d’une cible d’azimut ou direction d’arrive´e φ ne parviendra pas tout a` fait avec
le meˆme retard sur les diffe´rentes antennes du re´seau. En effet, il existe une diffe´rence de marche
du front d’onde de capteur en capteur repre´sente´e en rouge sur la figure 1.13. Cette diffe´rence
de marche entre deux capteurs successifs s’e´crit
δR = dφsin(φ) (1.35)
ou` dφ de´signe l’espacement entre antennes, suppose´ eˆtre de l’ordre de la demi-longueur d’onde
λ/2. Cette diffe´rence de marche induit un de´phasage entre capteurs adjacents
δΦ =
2pi
λ
δR =
2pi
λ
dφsin(φ). (1.36)
Ceci est valable sous l’hypothe`se de signal ”bande e´troite” qui revient a` supposer que le temps
de traverse´e du re´seau par le front d’onde est ne´gligeable devant l’inverse de la bande passante
du signal : l’amplitude et la phase de l’enveloppe complexe n’ont pas le temps de varier [95]. Si
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Figure 1.13 – Re´seau d’antennes line´aire et uniforme
l’on note sb(0, tc,m) le signal de battement d’une cible sur le capteur de re´fe´rence, alors le signal
de battement sur le capteur p s’e´crit simplement
sb(p, tc,m) = e
j 2pi
λ
pdφsin(φ)sb(0, tc,m). (1.37)
L’ide´e derrie`re la formation de faisceaux conventionnelle (FFC) est de remettre en phase les
signaux issus d’une direction φ donne´e, sans contraintes sur les autres directions, et de les
sommer de manie`re cohe´rente
Sb,FFC(φ, tc,m) =
P−1∑
p=0
sb(p, tc,m)e
−j 2pi
λ
pdφsin(φ). (1.38)
Cette sommation peut eˆtre vue comme un filtre spatial et revient a` former un diagramme d’an-
tennes virtuel appele´ diagramme du re´seau ou encore faisceau dans la direction φ. Pour une cible
d’azimut φ0 et pour un faisceau oriente´ dans la direction φ, cette sommation s’e´crit
G(φ0, φ) =
P−1∑
p=0
ej
2pi
λ
pdφ(sinφ0−sinφ) = ej
2pi
λ
(P−1)dφ(sinφ0−sinφ) sin(
pi
λP (sinφ0 − sinφ))
sin(piλ (sinφ0 − sinφ))
. (1.39)
Le gain de traitement cohe´rent dans la direction φ0 est maximal et e´gal au nombre d’antennes
du re´seau P . La figure 1.14 illustre le principe de formation de faisceaux.
En pratique On utilise un nombre fixe et pre´de´termine´ de directions d’arrive´e pour mettre
en place la FFC. Pour chaque hypothe`se d’azimut, on obtient en sortie de FFC un signal de
battement ponde´re´ dont on calcule la carte distance-vitesse par double FFT. L’hypothe`se de
direction d’arrive´e permet d’obtenir une premie`re estimation de l’azimut d’une cible lorsque
celle-ci est de´tecte´e sur une carte distance-vitesse. Cependant, une cible de forte SER peut eˆtre
vue sur plusieurs cartes distance-vitesse calcule´es pour diffe´rents azimuts, en apparaissant dans
les lobes secondaires du re´seau. Une analyse plus fine apre`s de´tection est ne´cessaire a posteriori
pour estimer sa ve´ritable direction d’arrive´e.
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Figure 1.14 – Formation de faisceaux
1.3.4 Compensation de migration distance
Le temps d’inte´gration cohe´rent doit eˆtre optimise´ pour effectuer la de´tection d’obstacles,
en particulier celle des caˆbles. Nous avons vu que le temps d’inte´gration cohe´rent avait une
limite naturelle : pour que le traitement double FFT soit optimal et puisse re´aliser l’inte´gration
cohe´rente de la cible, il faut que cette cible reste dans la meˆme case distance-vitesse tout au
long du temps d’inte´gration. En particulier, la condition pour que la cible reste dans la meˆme
case distance est donne´e par l’e´quation (1.29). Pour une cible fixe se rapprochant a` la vitesse
maximale du porteur (80m/s) et une case distance de 5m, le temps d’inte´gration maximal sans
migration distance serait alors de 62.5ms. Le gain de traitement associe´ est insuffisant pour
assurer la porte´e escompte´e et il doit eˆtre largement augmente´. En conse´quence, il faut prendre
en compte la migration des cibles dans le traitement pour augmenter le temps d’inte´gration
cohe´rent.
L’approche majoritairement adopte´e dans la litte´rature consiste a` compenser la migration
distance des cibles pour se ramener au mode`le de signal ’ide´al’ (1.30) ou` l’on peut se´parer le
traitement 2D en deux traitements 1D. La compensation de migration distance a e´te´ largement
e´tudie´e par de nombreux auteurs [50][62][74][39], en particulier pour des configurations late´rales
et pour des traitements d’imagerie SAR ne´cessitant un temps d’inte´gration long pour assurer
des images haute re´solution. On peut citer par exemple les algorithmes tre`s connus RMA (Range
Migration Algorithm) et CSA (Chirp Scaling Algorithm) [17].
Dans ce me´moire, nous cherchons un traitement simple pour corriger le terme pre´ponde´rant
de migration en distance des cibles. Nous ne´gligeons ainsi des termes de phase qui se rajoutent en
pratique a` cette migration distance (RVP, migration quadratique, etc). Nous nous limitons ainsi
a` quelques exemples de traitements simples base´s sur des hypothe`ses de vitesse, qui effectuent
une compensation suffisante par rapport au temps d’inte´gration et a` l’application conside´re´e.
Compensation par hypothe`se de vitesse En contexte mono-cible, la connaissance a priori
de la vitesse radiale vrad de la cible permet de compenser sa migration distance avant traitement
par double FFT. Il suffit de multiplier la matrice de battement (1.27) par le terme e−j
4piBvrad
c
mtc
pour chaque couple (tc,m) afin de se ramener au signal (1.30). En pratique, on ne connaˆıt pas la
vitesse cible et on doit tester plusieurs hypothe`ses de vitesse vcom a` compenser. La compensation
de migration est re´ellement efficace que lorsque l’erreur commise entre la vitesse re´elle de la cible
et la vitesse compense´e δv = vrad − vcom est telle que
|δvTint| < ∆R (1.40)
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c’est-a`-dire que le ’mouvement’ re´siduel de la cible apre`s compensation reste infe´rieur a` la dimen-
sion d’une case distance : c’est la compensation optimale qui maximise le RSB de la cible parmi
les hypothe`ses de compensation. L’e´norme inconve´nient de ce traitement est que l’on ne peut
compenser la migration que pour un ensemble de vitesses de longueur ∆V = ∆R/Tint autour de
vcom. On peut e´galement penser a` combiner le traitement de compensation de migration avec le
traitement Doppler : pour chaque intervalle de vitesse de longueur ∆V , on compense la migra-
tion associe´e a` cet intervalle de vitesse et on ne calcule la FFT Doppler que sur cet intervalle.
Malheureusement, cette me´thode pre´sente un inconve´nient majeur en pratique : le repliement
vitesse du radar, en particulier pour les radars a` basse fre´quence de re´pe´tition. Deux cibles de
meˆme fre´quence Doppler replie´e peuvent pre´senter des vitesses radiales diffe´rentes suivant leur
nombre de repliement. Il devient donc difficile de de´tecter la premie`re cible avec la bonne hy-
pothe`se de vitesse tandis que la seconde, conside´re´e alors comme du bruit, s’e´tale sur la zone
de de´tection. C’est tout l’inte´reˆt des me´thodes propose´es dans [22] qui utilisent la diffe´rence de
migration des deux cibles pour les se´parer et ame´liorer leur de´tection.
Traitement pour les obstacles fixes Les cibles a` de´tecter dans l’application de de´tection
d’obstacles sont des cibles fixes. Leurs vitesses radiales sont fonction de la vitesse du porteur
va et de leur angle de vue α, comme le montre la figure 1.12. On suppose connue la vitesse
du porteur, par exemple a` partir des informations de bord via GPS ou centrales inertielles. On
peut donc s’appuyer sur cette connaissance a priori des vitesses des obstacles pour mettre en
place la compensation de migration pre´sente´e au paragraphe pre´ce´dent. Comme nous l’avons
vu, la formation de faisceaux conventionnelle favorise les cibles dans une direction donne´e. En
supposant que seules des cibles fixes se trouvent dans le faisceau forme´, on peut appliquer la
compensation de migration a` partir de la vitesse moyenne du faisceau. Il faut alors s’assurer que
l’erreur de migration est infe´rieure a` ∆R pour toutes les cibles fixes du faisceau. Cette me´thode
permet de compenser la migration de tous les obstacles fixes pre´sents dans un faisceau donne´.
Elle permet e´galement de de´favoriser les cibles fortes se situant dans les lobes secondaires du
faisceau, car elles continueront a` migrer malgre´ la compensation. Ce traitement n’est envisageable
que parce que l’on connaˆıt a priori les vitesses des cibles a` de´tecter. Son efficacite´ de´pend de la
vitesse du porteur, de la largeur des faisceaux et du temps d’inte´gration.
Compensation par Transformation de Keystone Un autre traitement peut eˆtre mis en
place sur les signaux radars FMCW pour compenser la migration distance de toutes les cibles
sans faire d’hypothe`ses sur leurs vitesses [41]. Cette me´thode est analogue aux transforme´es de
Keystone (KT) que l’on retrouve dans la litte´rature d’imagerie SAR [73][74][104][105] pour des
signaux radars pulse´s. La Transforme´e de Keystone permet d’e´liminer une migration line´aire
des cibles mobiles sans aucune information sur leurs vitesses en re´e´chantillonnant le signal de
manie`re astucieuse. Le signal de battement (1.27) peut eˆtre re´e´crit sous la forme [41]
sb(tc,m) = e
j2pifbtcexp
(
j2pi
2Bvrad
cT
(
tc +
f0T
B
)
mT
)
. (1.41)
On cherche alors un coefficient de dilatation η tel que l’on puisse re´e´crire le signal sous la forme
2Bvrad
cT
(
tc +
f0T
B
)
mT = ηf0
2vrad
c
mT = fDlT. (1.42)
On obtient le coefficient de dilatation suivant
η = 1 +
B
f0T
tc. (1.43)
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Figure 1.15 – Re´e´chantillonnage de la transforme´e de Keystone
Pour chaque temps court tc, la Transforme´e de Keystone consiste a` re´e´chantillonner le signal
sur le temps long mT pour obtenir un nouveau temps long re´e´chantillonne´ lT . On obtient un
e´chantillonnage non-uniforme du signal, qui sera de´couple´ du temps court tc. La double FFT,
qui fait toujours l’hypothe`se d’un signal e´chantillonne´ uniforme´ment, redevient le traitement
adapte´ pour le signal re´e´chantillonne´. Remarquons que le re´e´chantillonnage est inde´pendant des
vitesses des cibles, ce qui fait tout l’inte´reˆt de ce traitement. Cette me´thode porte le nom de
’Keystone’ car les points re´e´chantillonne´s appartiennent a` une cle´ de vouˆte repre´sente´e en rouge
sur la figure 1.15.
L’e´tape d’interpolation peut eˆtre tre`s couˆteuse a` imple´menter, et certains auteurs cherchent
a` utiliser le principe de transformation de Keystone sans effectuer d’interpolation [104][106][105].
Les traitements associe´s tels que la transforme´e Chirp-Z [104] reposent alors sur le meˆme prin-
cipe de mise a` l’e´chelle (scaling) utilise´ dans les traitements SAR [17]. On change d’espace de
repre´sentation en effectuant des FFT ou FFT inverses, et on applique au signal des de´phasages
successifs pour remettre a` l’e´chelle l’historique de phase d’une cible [105].
On remarque e´galement que la transforme´e de Keystone ne fonctionne que sur un meˆme jeu
d’ambigu¨ıte´ vitesse. Le re´e´chantillonnage (1.43) fait l’hypothe`se que la vitesse de la cible n’est
pas ambigue¨. Lorsque la cible est ambigue¨ en vitesse
vrad = v0 + kvamb (1.44)
il faut compenser ’a` la main’ la partie de la migration de la cible due au degre´ d’ambigu¨ıte´
kvamb en testant plusieurs hypothe`ses de degre´ d’ambigu¨ıte´ k [74]. La Transforme´e de Keystone
permet ensuite d’e´liminer la migration line´aire due a` la vitesse replie´e v0. En pratique, lorsque
le radar doit faire face a` plusieurs degre´s d’ambigu¨ıte´ vitesse, la Transforme´e de Keystone pose
donc les meˆmes proble`mes que les me´thodes de compensation directe par hypothe`se de vitesse.
Deux cibles de meˆme vitesse replie´e mais de degre´s d’ambigu¨ıte´ diffe´rents ne sont pas se´parables
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apre`s Keystone, et la plus forte des deux cibles continue de masquer la plus faible. Dans ce cas,
on peut avoir recours a` des me´thodes ite´ratives de type CLEAN [42] qui vont supprimer le signal
de la cible forte apre`s une premie`re de´tection pour rechercher ensuite les cibles de plus faibles
puissances.
1.3.5 Introduction a` la de´tection
Quand peut-on de´cider de la pre´sence d’une cible dans le jeu de donne´es radar ? C’est l’e´tape
de de´tection qui re´pond a` cette question. L’e´tape de de´tection fait suite au traitement adapte´ et
compare le niveau de puissance d’une case distance-vitesse avec un niveau de puissance de bruit
ambiant calcule´ a` partir des donne´es de plusieurs cases adjacentes [53][44]. Le rapport de ces
deux puissances constitue une estimation locale du RSB de la case distance-vitesse sous test. Ce
RSB est a` son tour compare´ a` un seuil de de´tection. Compte tenu du caracte`re fluctuant du bruit
et du signal, le passage de ce seuil peut eˆtre soumis a` des erreurs et des fausses alarmes [43]. On
de´finit la probabilite´ de fausse alarme Pfa la probabilite´ de passage du seuil par le bruit seul. On
de´finit la probabilite´ de de´tection Pd la probabilite´ de passage du seuil par le signal composite
(signal+bruit). En pratique, c’est le seuil de de´tection qui est de´fini a` partir du couple (Pd−Pfa)
que souhaite l’ope´rateur. Une de´tection est leve´e sur la case lorsque le seuil de de´tection est
de´passe´. En d’autres termes, lorsque le contraste de puissance entre la case sous test et son
environnement direct est suffisamment important, le syste`me de´cide de la pre´sence d’une cible.
La figure 1.16 repre´sente un cas de de´tection d’une cible. La figure du haut repre´sente le cas
ide´al ou` une cible de´passe largement le bruit thermique (de moyenne m et de variance σ) et
le seuil en orange. Dans la figure qui suit, la cellule sous test est en bleu. Les cases hachure´es
directement adjacentes a` la cellule sous test ne sont pas prises en compte et constituent une zone
de garde. Les e´chantillons collecte´s pour mesurer le niveau de bruit ambiant sont repre´sente´s
en orange. L’ope´rateur cherche a` ce que l’alarme ne soit pas de´clenche´e intempestivement : il
souhaite une Pfa la plus faible possible. De meˆme, il cherche a` ce que les cibles soient de´tecte´es le
plus suˆrement possible, donc que la Pd soit la plus forte possible. Ces deux souhaits s’opposent
naturellement, et l’ope´rateur doit trouver un compromis. Nous nous attarderons plus en de´tail
sur le proble`me de de´tection dans le prochain chapitre.
1.3.6 Le fouillis de sol
L’environnement direct des obstacles fixes sur une carte distance-vitesse n’est pas seulement
constitue´ du bruit thermique. Tous les e´chos de re´flecteurs e´le´mentaires au sol (champs, routes,
etc) et qui ne sont pas des obstacles dangereux renvoient e´galement de l’e´nergie vers le radar. Ces
re´flecteurs pre´sentent les meˆmes caracte´ristiques distance et vitesse que les obstacles a` de´tecter.
Les e´chos de ces re´flecteurs constituent alors une source de bruit supple´mentaire et ale´atoire
que l’on appelle fouillis de sol [92]. Plus pre´cise´ment, on appelle fouillis l’ensemble des e´chos
re´trodiffuse´s vers le radar et qui ne sont pas issus de la cible a` de´tecter. Le fouillis peut provenir
de l’atmosphe`re, de la pluie, du sol, de la mer. En particulier, les obstacles a` de´tecter tels que
les caˆbles et les pyloˆnes vont se situer dans la meˆme zone distance-vitesse que le fouillis de sol.
Intuitivement, leur de´tection ne se fera plus par comparaison avec le niveau de bruit thermique :
elle se fera avec le niveau de puissance du fouillis de sol si celui-ci de´passe le niveau de bruit
thermique [99].
Mode`le de Ward Le mode`le de fouillis de sol le plus largement utilise´ est le mode`le GCM
(General Clutter Model) de´veloppe´ par Ward [99]. Sous hypothe`se de sol plat, on cherche a`
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Figure 1.16 – Principe de de´tection sur une carte distance-vitesse
de´couper le sol en cases distance-vitesse, comme illustre´ sur la figure 1.17. Une ligne iso-distance
par rapport au porteur est un cercle au sol, intersection entre la sphe`re de rayon R0 et du sol
plan. Une ligne iso-vitesse est une conique (parabole ou hyperbole), intersection entre le coˆne de
demi-angle au sommet α et le sol plan. L’angle de vue α peut se de´composer en une e´le´vation θ
et un azimut φ tels que
sin(θ) =
ha
R0
et cos(α) = cos(θ)cos(φ) (1.45)
ou` ha de´signe la hauteur du porteur. Le vecteur directionnel ~k entre le porteur et un point au
sol de coordonne´es (R0, φ, θ) s’e´crit
~k = cos(θ)cos(φ) ~X + cos(θ)sin(φ)~Y + sin(θ)~Z. (1.46)
A partir des re´solutions distance et vitesse, on peut ainsi ’quadriller’ le sol en cases distance-
vitesse. La re´solution angulaire d’une case vitesse au sol est donne´e par
∆φ = 2sin−1
(
λ
2vacos(θ)sin(φ)Tint
)
(1.47)
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Figure 1.17 – De´composition en cases distance-vitesse du sol
et diminue en fonction de l’azimut, de la vitesse porteur et du temps d’inte´gration. Pour une
case distance donne´e, le mode`le de Ward de´coupe le sol en Na e´le´ments e´qui-re´partis en azimut.
L’e´talement angulaire de chaque e´le´ment est e´gal a` δφ˜ = 2pi/Na qui doit eˆtre infe´rieur a` la
re´solution angulaire minimale min(∆φ). Le fouillis de sol sur une case distance est alors la
somme des contributions des Na e´le´ments mode´lise´s.
Calcul de la SER du fouillis de sol On cherche a` calculer la SER du fouillis de sol sur une
case distance-vitesse et en de´duire la puissance du fouillis sur cette case. Dans un premier temps,
on calcule la surface e´quivalente Ssol d’une case distance-vitesse projete´e au sol. La dimension
d’une case distance au sol de´pend de l’e´le´vation et de la re´solution distance du radar, soit
∆R/cos(θ). La dimension d’une case vitesse de´pend de la distance et de la re´solution angulaire
de la case, soit R0∆φ. On peut ainsi e´crire que
Ssol =
∆R
cos(θ)
R0∆φ =
c
2Bcos(θ)
R0∆φ. (1.48)
La puissance d’une case distance-vitesse est ensuite pre´dite en supposant un sol homoge`ne sur
chaque case distance-vitesse : les e´chos provenant du sol sont issus de nombreux re´flecteurs situe´s
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dans la meˆme case et issus d’un meˆme type de sol. Pour pouvoir caracte´riser chaque type de
sol, une SER par unite´ de surface note´e σ0 [64][99], aussi appele´e re´flectivite´ [55], est introduite.
Cette re´flectivite´ ne de´pend pas de la surface de la case distance-vitesse. Elle de´pend du type
de terrain et de l’angle d’incidence θ du radar. Le mode`le de constante gamma [64] est le plus
couramment utilise´ pour de´crire la re´flectivite´ du sol
σ0 = γsin(θ) (1.49)
ou` la constante γ, ge´ne´ralement comprise entre -10 et -30dB, de´pend du type de terrain. Le
tableau 1.1 donne quelques exemples de valeurs pour diffe´rents types de terrain. La SER d’une
Type de terrain γ(dB)
Ville -10.8
Montagne -21.6
Foreˆt -25.0
Campagne -28.8
De´sert -42.0
Table 1.1 – Valeur de γ selon le type de terrain
case distance-vitesse de fouillis de sol s’e´crit donc
σs = σ0Ssol = γtan(θ)
c
2B
R0∆φ. (1.50)
Le tableau 1.2 donne un exemple concret de calcul de SER d’une case distance-vitesse du fouillis
de sol pour l’application de de´tection d’obstacles. La SER obtenue est d’environ -12dBm2 lors-
qu’un caˆble en bande X posse`de une SER comprise entre -5 et -8dBm2. Notons e´galement que
λ va Tint h φ R0 ∆R γ SER
3cm 50m/s 0.5s 100m 5˚ 1000m 5m -20dB -12dB
Table 1.2 – Calcul type de SER d’une case distance-vitesse du fouillis
le mode`le de Ward mode´lise le fouillis de sol comme la somme de processus ale´atoires gaussiens.
En effet, le mode`le de Ward suppose que le fouillis de sol sur une case distance-vitesse est issu
de la somme des e´chos ale´atoires, en amplitude et phase, d’un tre`s grand nombre de re´flecteurs
e´le´mentaires, pouvant ainsi eˆtre repre´sente´ par un processus gaussien en invoquant le the´ore`me
central limite.
La figure 1.18 repre´sente une carte distance-vitesse pour un radar pointe-avant avec du fouillis
de sol simule´ a` partir du mode`le de Ward et pour un sol parfaitement homoge`ne. On remarque
que le fouillis de sol pointe-avant issu du lobe principal d’antennes forme une hyperbole (J-
hook en anglais [92]) posse´dant deux asymptotes repre´sentant la vitesse du porteur sur l’axe des
vitesses et la hauteur du porteur sur l’axe des distances (sous hypothe`se de sol plat et modulo
les ambigu¨ıte´s distance et vitesse). On remarque e´galement que le fouillis de sol apparaˆıt dans
les lobes secondaires du re´seau d’antennes.
Remarque pratique Le mode`le de Ward permet dans un premier temps de pre´dire le lieu de
fouillis sur une carte distance-vitesse, et dans un deuxie`me temps de de´finir un rapport signal
a` fouillis de re´fe´rence pour tester la de´tection d’une cible dans les zones de fouillis. La pre´sence
de fouillis de sol se traduit par une diminution importante du contraste de puissance de la cible
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Figure 1.18 – Fouillis de sol Gaussien pointe-avant suivant le mode`le de Ward
a` de´tecter par rapport a` son environnement direct, et donc des pertes en capacite´ de de´tection.
Pour assurer de bonnes performances, le fouillis de sol doit alors eˆtre pris en compte dans l’e´tage
de de´tection [31].
1.4 En re´sume´
Dans ce chapitre, nous avons introduit les principes ge´ne´raux de fonctionnement des syste`mes
radar, et nous avons aborde´ un ensemble de traitements issus de l’e´tat de l’art adapte´s a` la
de´tection de cibles par un radar FMCW ae´roporte´. Une premie`re e´tape de formation de faisceaux
conventionnelle permet de focaliser l’e´nergie dans une direction donne´e dans le plan horizontal.
La vitesse du porteur et le temps d’inte´gration mis en jeu pour la de´tection de petites cibles telles
que des caˆbles ne´cessitent de prendre en compte et de compenser la migration en distance des
cibles fixes. Cette compensation de migration est re´alise´e dans une seconde e´tape de traitement
a` partir de l’information de vitesse porteur. Une double FFT est ensuite calcule´e pour tous les
faisceaux forme´s afin de se´parer les cibles en distance et en vitesse en re´alisant une cartographie
distance-vitesse de l’environnement du radar [93]. Enfin, une e´tape de de´tection a` taux de fausse
alarme constante est mise en place. Cette e´tape se base sur le contraste de puissance entre une
cellule sous test et son environnement [53].
Les traitements de´crits dans ce chapitre sont adapte´s a` la de´tection d’une cible noye´e dans
du bruit thermique, mais ne prennent pas en compte l’influence des e´chos renvoye´s par le sol
vers le radar. En effet, en pre´sence de fouillis de sol, le contraste de puissance entre la cible
et son environnement direct sur lequel s’appuie l’e´tape de de´tection diminue : les performances
de de´tection de la cible dans les zones de fouillis s’en trouvent de´grade´es, et un traitement
supple´mentaire doit alors eˆtre utilise´ pour limiter l’influence du fouillis de sol sur les performances
de de´tection [99].
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Figure 1.19 – Bilan des traitements
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Chapitre 2
De´tection adaptative d’obstacles
fixes par un radar ae´roporte´
pointe-avant
Dans ce chapitre, nous e´tudions le proble`me de de´tection d’obstacles fixes situe´s au dessus du
sol et pre´sentant un danger potentiel de collision avec le porteur. Le porteur radar est suppose´
voler a` basse altitude et posse´der un re´seau vertical d’antennes. L’information de direction
d’arrive´e en e´le´vation, disponible graˆce au re´seau vertical, permet de se´parer les signaux du
fouillis de sol et de l’obstacle en fonction de leur e´le´vation. Sous hypothe`se de fouillis gaussien
et homoge`ne, la premie`re partie de ce chapitre pre´sente une approche intuitive pour rejeter le
fouillis de sol : une formation de faisceaux adaptative en e´le´vation, base´e sur la matrice de
covariance empirique du fouillis obtenue a` partir de donne´es secondaires. Ce traitement permet
de cre´er un diagramme de re´seau avec un ze´ro dans la direction du sol pour le rejeter, et un
maximum de gain dans la direction de l’obstacle. Cependant, pour un fouillis de sol de pointe-
avant et une incidence rasante, l’hypothe`se de fouillis gaussien peut eˆtre mise en de´faut induisant
des pertes de RSB sur la cible. La seconde partie de ce chapitre est alors consacre´e au proble`me
plus ge´ne´ral de de´tection d’une cible dans un fouillis gaussien, puis non-gaussien. Dans un fouillis
impulsif, dans les zones de transition du fouillis, ou lorsque des cibles contaminent les donne´es
secondaires, les de´tecteurs base´s sur la matrice de covariance empirique perdent en capacite´ de
de´tection. Pour reme´dier a` ce proble`me, un autre estimateur de la matrice de covariance, appele´
estimateur du point fixe, permet d’obtenir un de´tecteur robuste vis-a`-vis de ces perturbations par
rapport au mode`le de fouillis gaussien, homoge`ne et sans contamination. Le de´tecteur adaptatif
ou la formation de faisceaux base´s sur cette matrice du point fixe sont plus robustes en fouillis
non-gaussien et peuvent alors eˆtre applique´s au proble`me de de´tection de caˆbles pour obtenir de
meilleures performances sur du fouillis pointe-avant.
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2.1. Traitement d’antennes pour la re´jection de fouillis
2.1 Traitement d’antennes pour la re´jection de fouillis
Nous nous plac¸ons en sortie des traitements de´crits dans le chapitre 1. Un re´seau d’antennes
horizontal et les traitements propose´s permettent de calculer un ensemble de cartes distance-
vitesse de l’environnement du radar pour plusieurs hypothe`ses d’angles d’azimut d’observation
d’obstacles en focalisant le diagramme de re´seau horizontal d’antennes dans une direction pri-
vile´gie´e. Les obstacles a` de´tecter sur ces cartes sont des obstacles fixes situe´s au dessus du sol.
Ils se retrouvent naturellement dans la zone de fouillis dans laquelle leur de´tection est fortement
de´grade´e [99].
Principe Nous cherchons un moyen de se´parer le signal d’un obstacle et le signal du fouillis
pour ame´liorer la de´tection de l’obstacle. Par de´finition, il existe une diffe´rence de hauteur
entre le fouillis de sol et l’obstacle situe´ au-dessus du sol. Comme le montre la figure 2.1, cette
diffe´rence de hauteur se traduit par une diffe´rence de direction d’arrive´e en e´le´vation pour un
point du sol de direction rouge θf = sin
−1 (ha/R0) et pour un caˆble ou un pyloˆne de direction
bleu θc = sin
−1 ((ha − hc)/R0).
Un re´seau vertical d’antennes permet d’exploiter la direction d’arrive´e en e´le´vation et en par-
ticulier celle du fouillis [95][21]. L’ide´e principale de ce chapitre est donc de re´aliser une formation
de faisceaux en e´le´vation pour focaliser le diagramme du re´seau en direction de la cible θc tout en
plac¸ant un ze´ro dans la direction du sol θf , puis d’effectuer la de´tection adaptative de l’obstacle
dans le fouillis de sol. En d’autres termes, l’introduction d’une dimension supple´mentaire sur le
signal permet d’augmenter le pouvoir de discrimination du radar : la formation de faisceaux en
e´le´vation va nous permettre conjointement de rejeter le fouillis de sol et d’ame´liorer le RSB de
l’obstacle par traitement d’antennes.
Figure 2.1 – Les obstacles a` de´tecter se situent au dessus du sol
2.1.1 Prise en compte de l’e´le´vation dans le signal de battement
Nous supposons maintenant disposer de Q re´seaux horizontaux d’antennes dispose´s line´ai-
rement les uns au-dessus des autres et espace´s d’une distance dθ, comme illustre´ sur la figure
2.2. Chaque sous-re´seau horizontal jouant le roˆle d’une antenne e´quivalente, nous disposons d’un
re´seau vertical uniforme et line´aire de Q antennes e´quivalentes. Nous re´e´crivons le mode`le de
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Figure 2.2 – Re´seau d’antennes
signal rec¸u par chaque antenne du re´seau. Pour cela, il suffit de calculer la diffe´rence de marche
qui existe entre les diffe´rentes antennes du re´seau et l’antenne prise pour re´fe´rence.
Diffe´rence de marche sur le re´seau La diffe´rence de marche entre les diffe´rentes antennes
du re´seau et l’antenne prise pour re´fe´rence est e´gale au produit scalaire entre le vecteur direc-
tionnel ~k d’une cible de coordonne´es sphe´riques (R0, φ, θ) et le vecteur de coordonne´es (pdφ, qdθ)
dans le repe`re du re´seau d’antennes [7], soit
δR(p, q, φ, θ) = pcos(θ)sin(φ) + qsin(θ). (2.1)
Signal de battement sur le re´seau Le signal de battement obtenu par le capteur (p, q)
s’e´crit simplement
sb(p, q, tc,m) = e
j 2pi
λ
pdφcos(θ)sin(φ)ej
2pi
λ
qdθsin(θ)sb(0, 0, tc,m). (2.2)
On effectue le traitement de´crit dans le chapitre 1 sur le signal (2.2) de chaque sous-re´seau
horizontal pour obtenir Q cartes distance-vitesse ”identiques” pour chaque hypothe`se d’azimut.
Une cible sera pre´sente dans la meˆme case distance-vitesse sur les Q cartes obtenues sur chaque
sous-re´seau horizontal, mais avec un de´phasage entre cartes e´gal a` 2piλ qdθsin(θ). On extrait ainsi
le signal spatial de la meˆme case distance-vitesse depuis les Q cartes comme illustre´ sur la figure
2.3.
Remarque La formation de faisceaux conventionnelle en azimut utilise´e dans le chapitre 1
suppose que l’effet de l’e´le´vation cos(θ) est ne´gligeable sur la phase du signal entre capteurs en
compensant un de´phasage de la forme 2piλ pdφsin(φ). Cette hypothe`se est vraie pour des cibles de
distance grande devant la hauteur du porteur, mais va induire une baisse de gain de traitement
pour les cibles qui ne ve´rifient pas cette hypothe`se. Cependant, ceci n’est pas un proble`me car
le RSB des obstacles a` faible porte´e sera suffisant pour leur de´tection.
2.1.2 Mode´lisation du signal spatial
Nous conside´rons le signal spatial d’une case distance-vitesse sur les Q cartes obtenues sur
les Q sous-re´seaux pour une hypothe`se d’azimut donne´e. Une case distance-vitesse est compose´e
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Figure 2.3 – Extraction des donne´es spatiales en e´le´vation
de bruit thermique, et nous supposons e´galement pre´sents sur cette case du fouillis de sol et
un obstacle a` de´tecter. Le signal spatial y de cette case distance-vitesse sur les Q cartes peut
s’e´crire sous forme vectorielle
y = acAc + afAf + b (2.3)
ou` Ac et Af sont les amplitudes scalaires complexes de la cible et du fouillis, ac et af sont les
vecteurs directionnels spatiaux, de dimension Q× 1, de la cible et du fouillis de´finis par
ac =
[
1 ej
2pi
λ
dθsin(θc) . . . ej
2pi
λ
(Q−1)dθsin(θc)
]T
(2.4)
af =
[
1 ej
2pi
λ
dθsin(θf ) . . . ej
2pi
λ
(Q−1)dθsin(θf )
]T
(2.5)
ou` l’on rappelle que θc et θf sont les e´le´vations de la cible et du sol. Le bruit thermique est
suppose´ eˆtre un bruit additif gaussien et blanc spatialement, mode´lise´ par un processus ale´atoire
gaussien centre´
b ∼ CN (0,Rb) (2.6)
avec pour matrice de covariance
Rb = E
[
bbH
]
= σ2I (2.7)
ou` σ2 est la puissance du bruit thermique et I de´signe la matrice identite´. On suppose que la cible
est ponctuelle et que son amplitude Ac est inconnue et de´terministe. Sur cette case distance-
vitesse, conforme´ment au mode`le de fouillis de Ward [99], on mode´lise le signal du fouillis comme
un re´flecteur unique re´sultant de tous les e´chos des re´flecteurs e´le´mentaires partageant la meˆme
case distance-vitesse. Le fouillis de sol, conside´re´ comme une interfe´rence, est ainsi mode´lise´ par
un processus ale´atoire gaussien complexe. Son amplitude complexe Af est mode´lise´e par une
variable ale´atoire complexe gaussienne centre´e de puissance σ2f = E
[|Af |2]. Le signal composite
fouillis+bruit est alors un processus gaussien centre´ de matrice de covariance
C = E
[
(afAf + b)(afAf + b)
H
]
= σ2fafa
H
f + σ
2I (2.8)
car l’on suppose que le bruit thermique et le fouillis sont des processus inde´pendants.
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Remarque pour la suite La matrice afa
H
f est une matrice de rang 1 qui porte l’information
de direction d’arrive´e du sol sur la case distance-vitesse conside´re´e. Prenons le cas particulier
Q = 2, on obtient
C = σ2f
[
1 e−j
2pi
λ
dθsin(θf )
ej
2pi
λ
dθsin(θf ) 1
]
+ σ2
[
1 0
0 1
]
. (2.9)
On peut donc retrouver la direction d’arrive´e du fouillis θf a` partir des phases des e´le´ments de
C qui ne sont pas situe´s sur la diagonale.
2.1.3 Filtrage spatial du fouillis
Nous cherchons a` rejeter le fouillis de sol en re´alisant un filtrage sur le signal spatial donne´ par
(2.3). On cherche a` favoriser les directions d’arrive´e potentielles de la cible tout en rejetant les
directions d’arrive´e du fouillis. On suppose connus dans un premier temps le vecteur directionnel
de la cible ac et la matrice de covariance fouillis + bruit C. On cherche le formateur de faisceaux
ou filtre spatial w qui maximise le RSB rapport signal a` bruit (bruit + interfe´rence dans notre
cas) [7] de´fini par
RSB =
|AcwHac|2
wHCw
. (2.10)
Le RSB correspond dans ce cas a` la puissance de la cible dans la direction vise´e ramene´e a` la
puissance des interfe´rences (bruit + fouillis) apre`s formation de faisceaux. Ce filtre spatial est
en fait la solution du proble`me de minimisation sous contrainte suivant
min wHCw sous contrainte wHac = 1. (2.11)
Ce proble`me de minimisation se re´sout en utilisant la fonction de Lagrange L(w, µ) de´finie par
L(w, µ) = wHCw + µ
(
wHac − 1
)
+ µH
(
aHc w − 1
)
. (2.12)
En de´rivant la fonction de Lagrange par rapport a` w, le filtre spatial s’e´crit
w = −µC−1ac (2.13)
et on inse`re cette dernie`re expression dans la contrainte pour de´finir le coefficient de proportion-
nalite´ µ
µ =
−1
aHc C
−1ac
. (2.14)
On obtient finalement l’expression du formateur de faisceaux optimal par rapport au crite`re de
maximisation de RSB
wMVDR =
C−1ac
aHc C
−1ac
. (2.15)
Ce formateur est appele´ commune´ment MVDR pour Minimum Variance Distortionless Response
ou formateur optimum.
Remarque On retrouve bien suˆr la formation de faisceaux conventionnelle
wFFC =
ac
aHc ac
= ac/Q (2.16)
dans le cas ou` il n’y a pas d’interfe´rence et ou` C = σ2I.
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Figure 2.4 – Comparaison entre FFC et MVDR
Interpre´tation du MVDR Contrairement a` la formation de faisceaux conventionnelle, le
formateur MVDR prend en compte l’environnement du signal a` travers la matrice de covariance
des interfe´rences C. En outre, la de´composition en valeurs propres/vecteurs propres de C s’e´crit
dans le cas ou` I signaux interfe´rences sont pre´sents dans le signal [95]
C =
I∑
i=1
Piaia
H
i + σ
2I =
I∑
i=1
ρiuiu
H
i + σ
2
Q∑
i=I+1
uiu
H
i (2.17)
ou` les ui sont les vecteurs propres de C et les ρi sont les I valeurs propres associe´s aux interfe´-
rences. Le formateur MVDR peut alors s’e´crire sous la forme suivante
wMVDR ∝ 1
σ2
[
ac −
I∑
i=1
ρi − σ2
ρi
[
uHi ac
]
ui
]
. (2.18)
Le premier terme correspond au formateur de faisceaux conventionnel. Le second terme est un
terme correctif a` la FFC, et est une combinaison des re´ponses
[
uHi ac
]
des I vecteurs propres
principaux de la matrice de covariance C que l’on soustrait a` la FFC. Cette soustraction revient
a` placer des trous dans le diagramme dans la direction des interfe´rences. C’est ce qu’illustre la
figure 2.4 dans le cas simple d’une seule cible situe´e a` θc = 0˚ et d’une interfe´rence connue situe´e
a` θf = 10˚ de puissance 1000 fois supe´rieure a` la cible, pour un espacement de λ/2 et Q = 16
sous-re´seaux. Le MVDR en rouge place bien un trou dans la direction θf par rapport a` la FFC
en bleu.
Nous allons maintenant comparer les performances du formateur MVDR a` celles du forma-
teur conventionnel afin de mettre en e´vidence le gain apporte´ par le traitement d’antennes sur
la cible et ses capacite´s de re´jection de fouillis.
Calcul du gain en RSB L’ame´lioration du RSB en passant de la FFC au MVDR peut eˆtre
quantifie´e dans le cas simple d’une seule source utile et d’une seule interfe´rence, cas dans lequel
nous nous trouvons avec le mode`le (2.3). Le RSB pour la FFC s’e´crit
RSBFFC =
|Ac|2Q2
aHc
[
σ2fafa
H
f + σ
2I
]
ac
=
|Ac|2Q
σ2
× 1
1 + gJ
(2.19)
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en notant g =
|aHc af |2
Q ≤ Q le gain en direction de l’interfe´rence et J =
σ2f
σ2
le rapport fouillis a`
bruit. Pour calculer le RSB du formateur MVDR, nous avons besoin de calculer l’inverse de la
matrice de covariance C. Pour cela, on utilise le lemme d’inversion matricielle [32]
[
A + uvH
]−1
= A−1 − A
−1uvHA−1
1 + vHA−1u
(2.20)
pour toute matrice A et pour tout couple de vecteurs u et v. Ce qui nous donne
C = σ2
[
I + Jafa
H
f
]⇒ C−1 = 1
σ2
[
I− Jafa
H
f
1 + JaHf af
]
(2.21)
Le RSB du formateur MVDR s’e´crit donc
RSBMVDR = |Ac|2aHc C−1ac =
|Ac|2Q
σ2
× 1 + J (Q− g)
1 +QJ
. (2.22)
Le terme commun |Ac|
2Q
σ2
dans (2.19) et (2.22) repre´sente la puissance du signal et le gain de
re´seau en bruit blanc. Le second terme correspond a` une perte lie´e a` un bruit spatialement colore´
(ici le fouillis). Lorsque le rapport fouillis a` bruit J est grand, le RSBFFC tend vers ze´ro en 1/J ,
tandis que le RSBMVDR devient inde´pendant de J et tend vers une valeur limite
|Ac|2Q
σ2
Q−g
Q .
L’inte´reˆt du MVDR par rapport a` la FFC apparaˆıt alors de manie`re e´vidente. Malheureusement,
lorsque le fouillis se rapproche de la cible, c’est-a`-dire quand g tend vers Q, le RSB chute dans
les deux cas. Aucun des deux formateurs ne parvient a` se´parer correctement les deux sources
lorsqu’elles sont trop proches. Dans le cas du MVDR, on peut expliquer cette baisse de RSB
de la manie`re suivante. Le formateur MVDR place un trou dans la direction du fouillis sous la
forme d’une cuvette comme illustre´e sur la figure 2.5. La cible, proche du fouillis, se retrouve
’au bord de la cuvette’ forme´e par le MVDR et subit une diminution de gain dans sa direction
engendrant des pertes par rapport au RSB optimum. Remarquons de plus que la capacite´ du
traitement a` rejeter le fouillis et a` conserver l’obstacle se mesure a` partir de l’e´cart entre les
gains apporte´s au fouillis et a` la cible.
Conclusion Le formateur MVDR est le formateur optimal pour rejeter le fouillis au sens du
crite`re de maximisation du RSB [95][7]. Cependant, il ne´cessite la connaissance a priori de la
matrice de covariance des interfe´rences C ainsi que du vecteur directionnel de la cible ac. En
pratique, ces deux informations sont inconnues, et nous devons soit les estimer (en particulier
C) soit faire des hypothe`ses sur leurs valeurs (en particulier ac). Dans la suite, nous e´tudions
l’imple´mentation pratique du formateur MVDR pour l’application de de´tection d’obstacles. La
matrice de covariance fouillis+bruit doit eˆtre estime´e a` partir de donne´es secondaires rendant
adaptative la formation de faisceaux effectue´e en pratique.
2.1.4 Formation de faisceaux adaptative
Le formateur MVDR est le formateur optimal d’un point de vue de la maximisation du
RSB de l’obstacle de`s lors que l’on connaˆıt le vecteur directionnel ac de la cible et la matrice
de covariance fouillis+bruit C. Malheureusement, ces deux quantite´s ne sont pas connues en
pratique et doivent eˆtre estime´es afin de pouvoir mettre en œuvre le MVDR.
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Figure 2.5 – Gains de traitement lorsque fouillis et obstacle sont proches, Q = 3, R0 = 1000m,
ha = 50m, hc = 15m
Estimation de la matrice de covariance Dans un premier temps, nous cherchons a` estimer
la matrice de covariance fouillis+bruit. Pour cela, nous supposons avoir a` notre disposition des
donne´es secondaires ne contenant pas le signal cible. En radar, ces donne´es secondaires sont le
plus souvent issues des cases distance-vitesse adjacentes a` la case teste´e [44][8][53]. La figure 2.6
donne un exemple de re´cupe´ration d’un jeu de donne´es secondaires ou domaine d’entraˆınement a`
partir desQ cartes distance-vitesse. La case en rouge est la case distance-vitesse teste´e, et les cases
vertes repre´sentent les donne´es secondaires. La forme en L repre´sente le domaine d’entraˆınement.
Notons e´galement qu’il est de coutume de laisser quelques cases adjacentes de garde entre la
case sous test et le domaine d’entraˆınement, car en pratique la cible n’est pas ponctuelle et
peut s’e´tendre sur plusieurs cases distance ou vitesse. En re`gle ge´ne´rale, on suppose que ces
donne´es secondaires ve´rifient plusieurs hypothe`ses. La premie`re hypothe`se est bien e´videmment
l’absence de signal cible : dans notre cas, on supposera que seul du fouillis de sol et du bruit
thermique contaminent les donne´es secondaires, et qu’aucun obstacle fixe au-dessus du sol n’est
pre´sent dans les donne´es secondaires. La deuxie`me hypothe`se consiste a` dire que le fouillis de
sol sur les donne´es secondaires est la re´alisation d’un meˆme processus ale´atoire : dans notre cas,
le fouillis de sol (+ le bruit thermique) est mode´lise´ par un processus ale´atoire gaussien centre´
et de matrice de covariance C commune pour toutes les donne´es secondaires. De plus, le fouillis
de sol sur la case sous test est la re´alisation du meˆme processus gaussien et de meˆme matrice de
covariance que les donne´es secondaires. Enfin, les donne´es secondaires sont inde´pendantes entre
elles et inde´pendantes des donne´es teste´es. Pour re´sumer, on dit que les donne´es ve´rifiant toutes
ces hypothe`ses sont des donne´es Gaussiennes identiquement distribue´es (ou iid).
L’estimateur naturel de la matrice de covariance C du fouillis + bruit est appele´ SCM pour
Sample Covariance Matrix. Il consiste a` faire la moyenne empirique des covariances des donne´es
secondaires
CˆSCM =
1
K
K∑
k=1
yky
H
k (2.23)
ou` les yk sont les K donne´es secondaires issues du domaine d’entraˆınement [44]. Dans le cas de
donne´es iid, l’estimateur SCM est en fait l’estimateur au sens du maximum de vraisemblance de
la matrice de covariance C [8][70], et est tre`s largement utilise´ en pratique car il est consistant,
non-biaise´ et simple a` mettre en oeuvre. On remplace alors dans l’expression du MVDR (2.15) la
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Figure 2.6 – Domaine d’entraˆınement possible pour la formation de faisceaux adaptative
matrice de covariance inconnue C par son estimateur SCM. Le formateur de faisceaux adaptatif
ainsi obtenu s’e´crit
wSMI =
Cˆ−1SCMac
aHc Cˆ
−1
SCMac
(2.24)
ou` le sigle SMI signifie Sample Matrix Inversion et indique que la matrice de covariance a d’abord
e´te´ estime´e puis inverse´e [14]. En particulier, Brennan et al [14] ont montre´ que lorsque le nombre
de donne´es secondaires K est deux fois supe´rieur a` la dimension du proble`me Q, les pertes du
formateur wSMI (2.24) par rapport au formateur clairvoyant wMVDR (2.15) pour lequel C est
connu sont de l’ordre de 3dB. On retrouve ce re´sultat sur la figure 2.7 qui montre l’e´volution du
RSB obtenu a` partir du formateur SMI en fonction du nombre de donne´es secondaires.
Le choix du domaine d’entraˆınement est de´licat, car l’on doit s’assurer que les hypothe`ses
iid sont bien ve´rifie´es pour que le formateur conserve de bonnes performances [8]. Par exemple,
l’hypothe`se d’absence de signal utile dans les donne´es secondaires pre´sente son importance. Ceci
est compre´hensible dans la mesure ou` l’on cherche a` minimiser la puissance des interfe´rences
contenues dans la matrice estime´e CˆSCM en sortie de formation de faisceaux. Lorsque du signal
utile est pre´sent dans le jeu de donne´es secondaires, ce signal sera e´galement pre´sent dans la
matrice CˆSCM et le MVDR aura tendance a` e´liminer e´galement la cible utile. On voit donc ici
apparaˆıtre un dilemme classique : les performances the´oriques augmentent avec le nombre de
donne´es secondaires, mais le risque d’inte´grer des cibles utiles ou des donne´es qui ne sont pas
iid se retrouve e´galement accru, engendrant en pratique des pertes ine´vitables.
Estimation de la direction d’arrive´e du sol L’information de direction d’arrive´e du sol
est importante car nous allons nous appuyer dessus dans le paragraphe suivant pour calculer
la direction de l’obstacle. Nous avons de´ja` remarque´ que nous pouvons estimer la direction
d’arrive´e du sol a` partir de la matrice de covariance C et de ses e´le´ments hors diagonale a` partir
de l’e´quation (2.9). En particulier pour Q = 2, les e´le´ments anti-diagonaux s’e´crivent
σ2fe
±j 2pi
λ
dθsin(θf ). (2.25)
Il suffit alors de calculer la phase du premier e´le´ment hors diagonale de la matrice CˆSCM pour
estimer le terme 2piλ dθsin(θf ) et en de´duire la direction d’arrive´e du sol θf . Pour obtenir une
estimation plus pre´cise, on peut e´galement utiliser les autres e´le´ments de la matrice et utiliser
par exemple une re´gression line´aire sur leurs phases.
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Figure 2.7 – RSB en fonction du nombre de donne´es secondaires, Q = 64 antennes a` λ/2
Le choix du domaine d’entraˆınement est important pour estimer la direction d’arrive´e du sol.
Pour que cette estimation soit non-biaise´e, il faut que le fouillis sur le domaine d’entraˆınement
partage, du moins en moyenne, la meˆme e´le´vation que le fouillis de la case sous test. Le domaine
d’entraˆınement est donc ne´cessairement constitue´ de cases distance-vitesse adjacentes a` la case
sous test. Prenons l’exemple d’un domaine d’entraˆınement en forme de L inverse´ de la figure 2.8.
Sous hypothe`se de sol plat, l’e´le´vation du sol diminue en fonction de la distance sin (θ) = ha/R0.
La branche ’verticale’ du L repre´sente du fouillis iso-vitesse sur plusieurs cases distances, et
assure de prendre en compte plusieurs valeurs d’e´le´vation θ autour de celle de la case sous test
θf . Au contraire, la branche ’horizontale’ du L prend en compte du fouillis iso-distance sur
plusieurs vitesses. Elle va avoir tendance a` sure´valuer la direction du sol si la branche se situe
a` une distance infe´rieure a` la case sous test, et a` la sous-e´valuer si la branche se situe a` une
distance supe´rieure.
L’ide´e intuitive derrie`re ce choix de domaine d’entraˆınement est d’inclure dans la SCM un
ensemble de valeurs autour de l’e´le´vation θf du fouillis de la case teste´e. Le MVDR cherche
ensuite a` e´liminer toutes les contributions des interfe´rences contenues dans la matrice SCM,
comme on peut l’interpre´ter dans l’e´quation (2.18). Ces interfe´rences e´tant rapproche´es et dis-
tribue´es autour de θf , il en re´sulte que le MVDR placera effectivement un trou dans la direction
recherche´e.
On cherche e´galement a` limiter dans le domaine d’entraˆınement le nombre de cases ou` le
fouillis peut eˆtre absent. Ces cases n’apportent aucune information sur la direction d’arrive´e du
sol et contribuent meˆme a` sous-e´valuer la puissance moyenne du fouillis σ2f dans la SCM. C’est
ce qui explique pourquoi une forme en L est pre´fe´re´e par rapport a` un carre´ autour de la case
sous test : la branche verticale a` gauche du carre´ sur du fouillis pointe-avant pourrait assimiler
dans la SCM des cases contenant uniquement du bruit thermique ou e´ventuellement un obstacle
qui se de´tacherait du fouillis.
Estimation du vecteur directionnel de l’obstacle L’imple´mentation du MVDR ne´cessite
la connaissance a priori du vecteur directionnel ac de l’obstacle. Cependant, cette connaissance
n’est pas connue en pratique et doit eˆtre a` son tour estime´e. La seule information dont nous
disposons est que les obstacles a` de´tecter se situent au-dessus du sol a` une hauteur hc confor-
me´ment a` la figure 2.1. Rappelons que c’est ce qui a motive´ l’utilisation d’un re´seau d’antennes
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Figure 2.8 – Plusieurs choix possibles de domaine d’entraˆınement
vertical. En connaissant la hauteur des obstacles a` de´tecter hc et la direction d’arrive´e du sol
θf , on peut en de´duire la direction d’arrive´e de la cible θc
sin (θc) =
ha − hc
R0
=
ha
R0
− hc
R0
= sin (θf )− hc
R0
(2.26)
et donc son vecteur directionnel ac. Concre`tement, la hauteur de la cible a` de´tecter n’est pas
connue, mais on peut faire plusieurs hypothe`ses sur sa valeur, par exemple 10m ou 20m, 30m,
etc... Le vecteur directionnel de la cible est ainsi estime´ a` partir d’une hypothe`se de hauteur hˆc
et de la phase φˆf =
2pi
λ dθsin(θf ) estime´e sur la matrice Cˆ. Le vecteur directionnel aˆc suppose´ de
l’obstacle s’e´crit alors
aˆc =
[
1 ejφˆc . . . ej(Q−1)φˆc
]T
(2.27)
ou` le pas de phase entre les e´le´ments de aˆc s’e´crit
φˆc = φˆf − 2pidθhˆc
R0λ
. (2.28)
Par exemple, dans la figure 2.9, trois hypothe`ses de hauteur sont teste´es pour l’obstacle. Les
hypothe`ses de hauteur doivent eˆtre telles que la diffe´rence d’e´le´vation entre le fouillis et l’obstacle
permette au MVDR de les se´parer. Ne´anmoins, il peut eˆtre tre`s couˆteux en calcul d’utiliser
plusieurs hypothe`ses de hauteur simultane´ment, et ce pour chaque case de la carte distance-
vitesse. On peut alors (ou l’on doit) choisir de se limiter a` ne tester qu’une seule hypothe`se de
hauteur par cycle radar afin de limiter la charge calculatoire.
De´gradation due a` une erreur sur le vecteur directionnel En pratique, le vecteur
directionnel estime´ aˆc de´vie par rapport au vecteur re´ellement mis en jeu ac de l’obstacle. Le
formateur MVDR suppose alors que le vecteur ’utile’ est aˆc au lieu de ac et cette erreur de
pointage sur le vecteur directionnel se traduit par une perte de RSB sur l’obstacle. En supposant
connue la matrice de covariance C, le formateur MVDR s’e´crit alors
west =
C−1aˆc
aˆHc C
−1aˆc
. (2.29)
Cette ponde´ration diffe`re donc de la ponde´ration optimale (2.15) qui prend en compte le vrai
vecteur directionnel de l’obstacle. Avec ce nouveau vecteur de ponde´ration west, estime´ a` partir
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Figure 2.9 – Une direction teste´e par hypothe`se de hauteur de l’obstacle
de l’hypothe`se de hauteur, le RSB de l’obstacle devient
RSBest =
|AcwHestac|2
wHestCwest
= |Ac|2 |aˆ
H
c C
−1ac|2
aˆHc C
−1aˆc
. (2.30)
ou encore en faisant apparaˆıtre le RSB optimal (2.22)
RSBest = RSBopt × |aˆ
H
c C
−1ac|2
(aˆcC−1aˆc) (acC−1ac)
= RSBopt × cos2
(
ac, aˆc; C
−1) (2.31)
Le terme cos (a,b; Z) mesure le cosinus de l’angle ge´ne´ralise´ entre les deux vecteurs a et b
ponde´re´ par la matrice Z, c’est-a`-dire
cos2 (a,b; Z) =
|aHZb|2
(aHZa) (bHZb)
. (2.32)
Ce terme est bien suˆr infe´rieur a` 1 et mesure la diminution du RSB dans le cas d’une erreur
de pointage. Cette de´gradation est d’autant plus importante que la direction vise´e par aˆc est
proche d’une interfe´rence, du fouillis de sol dans notre cas. Intuitivement, on a donc tout inte´reˆt
a` sure´valuer la hauteur de l’obstacle pour e´loigner le plus possible les directions d’arrive´e aˆc de
celle du fouillis de sol.
La relation (2.31) nous permet de regarder l’effet de la distance sur les performances du for-
mateur de faisceaux ainsi que l’influence de l’hypothe`se de hauteur utilise´e pour estimer aˆc. Plus
la distance augmente, plus la diffe´rence d’e´le´vation entre l’obstacle et le fouillis diminue. L’obs-
tacle ’tombe’ alors de plus en plus dans la cuvette illustre´e sur la figure 2.5 en se ’rapprochant’
du fouillis, et son RSB chute en conse´quence avec la distance. La figure 2.10 (a) pour Q = 4,
un espacement de 1.5λ et une hauteur d’obstacle de 25m montre que l’hypothe`se de hauteur
n’affecte pratiquement pas le RSB de l’obstacle a` partir d’une certaine distance d’observation,
ici a` partir de 1500m. Ceci se justifie par le fait que la re´solution du MVDR est telle que le gain
observe´ pour toutes les hypothe`ses de hauteur reste sensiblement e´gal. On peut alors se limiter
en pratique a` une seule hypothe`se de hauteur lorsque le nombre d’antennes est faible. Entre 500
et 1500m, l’hypothe`se de hauteur reste importante et une erreur peut se traduire par des pertes
entre 3 et 6dB. La figure 2.10 (b) pour Q = 16 illustre encore une fois l’importance de tester
une hypothe`se proche de la hauteur de la cible. A longue distance, une hypothe`se errone´e se
traduit par une diminution de quelques dB sur le RSB. On note e´galement une forte diminution
de RSB a` courte distance pour les hypothe`ses errone´es, a` cause de l’espacement supe´rieur a` λ/2
des antennes.
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(a) Q = 4, hc = 25m, ha = 50m (b) Q = 16, hc = 25m, ha = 50m
Figure 2.10 – Influence de la distance et de l’hypothe`se de hauteur sur les performances du
formateur de faisceaux
Formation d’une carte distance-vitesse filtre´e du fouillis de sol L’objectif du formateur
pre´sente´ dans cette partie est de rejeter le fouillis en conservant un niveau de signal de l’obstacle
suffisant pour sa de´tection. Pour pouvoir mettre en place la version adaptative du MVDR, il
nous a fallu
– de´finir un domaine d’entraˆınement,
– estimer la matrice de covariance des perturbations Cˆ sur le domaine d’entraˆınement,
– calculer la direction d’arrive´e du sol a` partir de cette matrice,
– calculer le vecteur directionnel suppose´ de l’obstacle aˆc a` partir de la direction du sol et
d’une hypothe`se de hauteur de l’obstacle.
Nous avons suppose´ que le fouillis de sol pouvait eˆtre mode´lise´ par un processus ale´atoire gaussien
centre´ de meˆme matrice de covariance sur la case sous test et les donne´es secondaires. Sous ces
hypothe`ses, le formateur de faisceaux adaptatif ainsi de´fini s’e´crit
wa =
Cˆ−1aˆc
aˆHc Cˆ
−1aˆc
. (2.33)
Pour chaque case distance-vitesse dans la zone de fouillis, on re´alise le traitement (2.33). Le
traitement propose´ permet ainsi de filtrer les Q cartes distance-vitesse de l’environnement et de
former une carte distance-vitesse filtre´e du fouillis en e´le´vation. Sur cette carte doivent apparaˆıtre
les obstacles fixes situe´s au dessus du sol avec un bien meilleur contraste de puissance avec leur
environnement direct. La figure 2.11 illustre ce point sur simulation pour Q = 3 et un espacement
entre sous-re´seaux e´gal a` λ. Le pyloˆne ressort beaucoup mieux de son environnement sur la
carte apre`s formation de faisceaux et filtrage du fouillis, et pourra eˆtre de´tecte´ facilement par
des traitements d’image qui comparent la valeur d’un pixel avec celles de son environnement
(contraste de couleur ou de puissance) comme ceux propose´s dans [57]. Remarquons que le
traitement de re´jection de fouillis fonctionne meˆme lorsque le nombre d’antennes est re´duit.
2.1.5 Limitations
Le formateur (2.33) subit des pertes de RSB par rapport au formateur optimal MVDR car il
doit estimer la matrice de covariance des perturbations et le vecteur directionnel de l’obstacle.
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(a) Avant formation de faisceaux (b) Apre`s formation de faisceaux
Figure 2.11 – Le pyloˆne apparaˆıt clairement apre`s formation de faisceaux
La diffe´rence d’e´le´vation entre l’obstacle et le fouillis e´tant faible en pratique, il tend e´galement
a` e´liminer une partie du signal de l’obstacle. Intuitivement, le gain de traitement apporte´ par
le formateur se de´finit comme la diffe´rence de gains apporte´s au fouillis et a` l’obstacle. Ce gain
diminue avec la distance d’observation et l’e´cart d’e´le´vation entre la cible et le fouillis, comme
le montre la figure 2.5.
De plus, le formateur de faisceaux adaptatif mis en place fait l’hypothe`se d’un fouillis gaus-
sien et homoge`ne entre les donne´es secondaires et la case sous test. Hypothe`se fausse dans les
zones de transition de fouillis. La figure 2.12(a) montre les de´gradations de RSB dans une zone
de transition de fouillis. La case sous test et K − K ′ donne´es secondaires partagent la meˆme
matrice de covariance, tandis que K ′ donne´es secondaires partagent la meˆme structure de ma-
trice de covariance mais avec une puissance double´e. Lorsque K ′ augmente, les performances
du formateur diminue d’autant, car le nombre de donne´es secondaires qui ne partagent pas la
statistique du fouillis de la case sous test augmente. Le MVDR contamine´ pre´voit une puissance
du fouillis supe´rieure a` celle re´ellement observe´e sur la case sous test et accentue en conse´quence
le trou dans la direction du fouillis, ce qui a pour effet de baisser le RSB de la cible.
Une autre hypothe`se peut eˆtre mise en de´faut, l’absence de cibles dans les donne´es secon-
daires. Lorsqu’une seconde cible contamine les donne´es secondaires, le formateur subit des de´-
gradations de performances supple´mentaires. Il est peu robuste face a` ce type de perturbations
sur le mode`le de signal. En effet, l’ope´ration de blanchiment des donne´es par la SCM e´limine une
partie de la cible recherche´e dans la case sous test, et ce proportionnellement a` la puissance de
la cible contaminante. La figure 2.12 (b) montre les de´gradations de RSB de la cible sur la case
sous test en fonction de la puissance de la cible qui contamine les donne´es secondaires. Le niveau
de fouillis est de 20dB supe´rieur a` celui de la cible. Sur cette figure, nous remarquons que les
de´gradations de performance deviennent importantes lorsque le niveau de la cible contaminante
de´passe le niveau de fouillis. Intuitivement, il faut que le fouillis de sol reste le signal interfe´rant
dominant pour que la formation de faisceaux conserve de bonnes performances. En pratique,
pour la de´tection d’obstacles fixes au dessus du sol, cette situation de cibles supple´mentaires
dans les donne´es secondaires est fort probable. Par exemple, un caˆble est ne´cessairement accom-
pagne´ d’au moins deux pyloˆnes situe´s a` quelques me`tres l’un de l’autre, ces derniers pouvant se
retrouver dans le domaine d’entraˆınement du caˆble.
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(a) Fouillis de puissance supe´rieure sur les donne´es secondaires, Q = 8,
K = 8Q
(b) Contamination par une cible pre´sente dans une donne´e secondaire,
Q = 8, K = 4Q
Figure 2.12 – De´gradations du RSB pour des donne´es ne ve´rifiant pas l’hypothe`se iid
2.1.6 Conclusion
Dans cette section, nous avons mis en place le traitement d’antennes adapte´ a` la re´jection
de fouillis et a` l’optimisation du RSB d’un obstacle situe´ au-dessus du sol. Ce traitement fait
l’hypothe`se de perturbations gaussiennes iid pour mode´liser le signal composite fouillis + bruit.
Cependant, le traitement subit des baisses de performances lorsque ces hypothe`ses iid ne sont
plus respecte´es. En particulier, les pertes dues a` un facteur d’e´chelle sur la puissance du fouillis
dans les zones de transition ou lorsqu’une autre cible contamine les donne´es secondaires peuvent
se re´ve´ler proble´matiques pour la de´tection des cibles les plus faibles.
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Dans la suite de ce chapitre, nous e´tudions le meˆme mode`le de signal (2.3) non plus du point
de vue de la re´jection de fouillis et de l’ame´lioration du RSB de la cible, mais du point de vue
de la de´tection cohe´rente de la cible dans le fouillis de sol. L’e´tude bibliographique pre´sente´e ci-
apre`s conduira a` de´finir des de´tecteurs cohe´rents insensibles au facteur d’e´chelle sur la puissance
du fouillis. En particulier, nous verrons qu’un autre estimateur de la matrice de covariance des
donne´es, appele´e matrice du point fixe [70], va permettre au de´tecteur associe´ d’eˆtre robuste
face aux perturbations sur le mode`le de signal, dans les transitions du fouillis, mais e´galement
face a` la contamination des donne´es secondaires par d’autres cibles.
2.2 Etat de l’art sur la de´tection de cibles dans le fouillis de sol
Nous avons de´veloppe´ dans la section pre´ce´dente une me´thode ’intuitive’ de traitement d’an-
tennes adaptatif pour rejeter le fouillis de sol et ame´liorer le RSB de l’obstacle en vue de sa
de´tection. Ce traitement est base´ sur un mode`le de perturbations gaussiennes identiquement
distribue´es, et subit des pertes de performances lorsque cette hypothe`se n’est plus ve´rifie´e. Dans
cette partie, nous abordons le meˆme proble`me d’un point de vue de la de´tection cohe´rente sur le
mode`le line´aire tre`s ge´ne´ral du signal (2.3). Dans un premier temps, nous rappelons les principes
ge´ne´raux de la de´tection radar, et nous nous inte´ressons ensuite aux de´tecteurs issus de l’e´tat de
l’art pour des mode`les de fouillis gaussien puis non-gaussien. En particulier, nous verrons que
l’estimateur du point fixe de la matrice de covariance du fouillis permet d’obtenir un de´tecteur
robuste et adapte´ au mode`le de fouillis non-gaussien.
2.2.1 Principe ge´ne´ral de la de´tection
Une des fonctions principales d’un syste`me radar est de de´tecter la pre´sence d’une cible
d’inte´reˆt noye´e dans un bruit ambiant, compose´ de bruit thermique et du fouillis [53]. En raison
de la nature ale´atoire du bruit et du fouillis, la de´tection radar s’inscrit dans le cadre de la the´orie
statistique de de´cision : y a-t-il pre´sence d’une cible dans les donne´es teste´es ? Deux hypothe`ses
vont ainsi s’opposer, l’hypothe`se H0 de non-pre´sence ou d’absence de cible pour laquelle le signal
est compose´ uniquement du bruit, et l’hypothe`se H1 pour laquelle la cible est pre´sente dans les
donne´es. Ce proble`me de de´tection se formalise donc ge´ne´ralement par un test d’hypothe`ses
binaires
H0 : y = c
H1 : y = acAc + c
(2.34)
ou` le fouillis et le bruit thermique sont rassemble´s dans un seul vecteur de perturbations c.
Remarquons que l’hypothe`se H1 correspond exactement au signal (2.3).
Objectif de la de´tection L’objectif de la de´tection est de de´terminer laquelle des deux
hypothe`ses H0 ou H1 est la plus vraisemblable. Quatre cas de figure peuvent alors se pre´senter
lors de la de´cision entre les deux hypothe`ses, suivant la de´cision prise et l’hypothe`se vraiment
ve´rifie´e par les donne´es :
– l’hypothe`se H0 est accepte´e et elle est vraie : pas de de´tection,
– l’hypothe`se H0 est rejete´e et elle est fausse : de´tection,
– l’hypothe`se H0 est accepte´e alors qu’elle est fausse : manque ou erreur de seconde espe`ce,
– l’hypothe`se H0 est rejete´e alors qu’elle est vraie : fausse alarme ou erreur de premie`re
espe`ce.
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Dans les deux premiers cas, la bonne de´cision est prise, alors que dans les deux derniers cas
une erreur est commise. Les statisticiens parlent d’erreur de premie`re ou seconde espe`ce tandis
que les radaristes parlent de ”manque” lorsqu’une cible est pre´sente et n’est pas de´tecte´e, et de
”fausse alarme” lorsqu’une alarme est leve´e alors qu’aucune cible n’e´tait pre´sente. En particulier
en de´tection radar, on parle plutoˆt de probabilite´ de de´tection Pd pour de´crire la probabilite´
qu’une cible soit pre´sente dans le signal et soit bien de´tecte´e par l’ope´rateur
Pd = Pr (de´cider H1 alors que H1 est vraie)
ou encore de probabilite´ de fausse alarme Pfa pour de´crire la probabilite´ que l’ope´rateur de´cre`te
la pre´sence d’une cible alors qu’aucune n’e´tait pre´sente dans le signal
Pfa = Pr (de´cider H1 alors que H0 est vraie) .
Crite`re de Neyman-Pearson La proce´dure de de´cision s’appuie, sur un test pour les sta-
tisticiens, ou sur un de´tecteur pour les radaristes. Ide´alement, on recherche un de´tecteur qui va
maximiser la probabilite´ de de´tection tout en minimisant la probabilite´ de fausse alarme. D’un
coˆte´, l’ope´rateur radar ne souhaitera pas manquer la de´tection des cibles pre´sentes dans le milieu
car elles peuvent repre´senter un danger. De l’autre, il ne souhaitera pas voir se lever trop de
fausses alarmes intempestives qui pourraient nuire a` sa visibilite´ ope´rationnelle. Les trois crite`res
les plus re´pandus pour de´finir la proce´dure de de´cision sont
– les crite`res de de´cision baye´sienne,
– le crite`re du minimax,
– le crite`re de Neyman-Pearson.
En contexte radar, le crite`re retenu est le crite`re de Neyman-Pearson qui consiste a` maximiser
la probabilite´ de de´tection sous contrainte d’une fausse alarme borne´e. Le crite`re de Neyman-
Pearson conduit en pratique au test du rapport des vraisemblances des donne´es
Λ(y) =
p (y|H1)
p (y|H0)
H1
≷
H0
η (2.35)
ou` p (y|H0) et p (y|H1) repre´sentent respectivement la densite´ de probabilite´ (ou vraisemblance)
des donne´es y sous les deux hypothe`ses H0 et H1, et η est le seuil de de´tection. Lorsque le test
Λ(y) de´passe le seuil η, le de´tecteur choisit l’hypothe`se H1 et de´cre`te une de´tection. Notons que
la probabilite´ de fausse alarme et le seuil de de´tection sont intimement lie´s par la relation
Pfa =
∫ +∞
η
p (Λ(y)|H0) dΛ. (2.36)
ou` p (Λ(y)|H0) de´signe la densite´ de probabilite´ du test Λ(y) sous l’hypothe`se H0. Autrement
dit, le seuil η est choisi pour atteindre une certaine probabilite´ de fausse alarme.
Pour pouvoir calculer un de´tecteur adapte´ aux donne´es et base´ sur le crite`re de Neyman-
Pearson, il faut donc connaˆıtre a priori la vraisemblance des donne´es sous les deux hypothe`ses
H0 et H1. Une mode´lisation du signal est alors ne´cessaire, et le mode`le gaussien est le plus simple
et le plus largement utilise´ en pratique pour de´crire les donne´es [87].
Rapport de Vraisemblance Ge´ne´ralise´ En pratique, dans le cadre de la de´tection radar,
certains parame`tres ne sont pas connus, comme l’amplitude de la cible ou son vecteur directionnel
(distance, Doppler, direction d’arrive´e, etc...). La vraisemblance des donne´es de´pendant de ces
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parame`tres inconnus et ne pouvant donc pas eˆtre de´termine´e, le rapport de vraisemblance ne
peut pas eˆtre calcule´. Pour contourner ce proble`me, les parame`tres inconnus sont alors estime´s
au sens du Maximum de Vraisemblance (MV), et les estime´s ainsi obtenus sont ensuite inse´re´s
dans le rapport de vraisemblance pour former ce que l’on appelle le rapport de vraisemblance
ge´ne´ralise´. Cette proce´dure conduit au test du rapport de vraisemblance ge´ne´ralise´ (TRVG) plus
connu sous le nom anglais GLRT (Generalized Likelihood Ratio Test) [87].
La me´thode du maximum de vraisemblance est une me´thode d’estimation re´pute´e pour ses
bonnes proprie´te´s statistiques (consistance, efficacite´) et cherche, comme son nom l’indique, le
vecteur de parame`tres inconnus θ qui maximise la vraisemblance
θˆi = arg max
θ
p (y|θ,Hi) . (2.37)
Le rapport de vraisemblance ge´ne´ralise´ ou GLRT s’e´crit alors sous la forme
Λ(y) =
p
(
y|θˆ1, H1
)
p
(
y|θˆ0, H0
) H1≷
H0
η. (2.38)
ou` l’on a estime´ sous les deux hypothe`ses le vecteur de parame`tres θ.
Performances d’un de´tecteur L’objectif d’un de´tecteur radar est de maximiser la proba-
bilite´ de de´tection des cibles d’inte´reˆt tout en minimisant sa probabilite´ de fausse alarme. Ces
deux probabilite´s sont conjointement lie´es au seuil de de´tection choisi par l’ope´rateur radar. Les
performances d’un de´tecteur sont ainsi de´finis a` partir de la courbe (Pd,Pfa) aussi connue sous
le nom de courbe ope´rationnelle du re´cepteur (COR). Chaque point de fonctionnement de la
courbe correspond a` un seuil de de´tection. Cette courbe permet de de´terminer le rapport signal
a` bruit RSB ne´cessaire pour atteindre une certaine probabilite´ de de´tection Pd attendue pour
une Pfa fixe´e.
Les courbes COR sont difficiles a` exploiter en pratique, et l’on pre´fe`re ge´ne´ralement calculer
les performances d’un de´tecteur en deux e´tapes. Tout d’abord en calculant la relation Pfa− seuil
a` partir de l’e´quation (2.36) ou par simulation de Monte-Carlo lorsque celle-ci n’admet pas d’ex-
pression analytique. Puis, pour une Pfa fixe´e, en calculant nume´riquement ou par simulation la
courbe (Pd−RSB). Cette courbe est plus intuitive a` exploiter pour l’ope´rateur radar. A Pfa fixe´e,
l’ope´rateur obtient explicitement le RSB ne´cessaire pour obtenir une probabilite´ de de´tection
voulue, ce que ne permet pas la courbe COR. Les courbes COR ou (Pd−RSB) permettent ainsi
de comparer les de´tecteurs entre eux.
2.2.2 De´tecteurs non-adaptatifs dans le cas gaussien
Dans un premier temps, nous supposons que le vecteur de perturbation c de taille Q×1 est
un processus ale´atoire complexe gaussien centre´ et de matrice de covariance C de taille Q×Q
connue
c ∼ CN (0,C) (2.39)
dont la densite´ de probabilite´ s’e´crit
p (c) =
1
piQ|C|e
−cHC−1c (2.40)
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avec |C| le de´terminant de C. La vraisemblance des donne´es y sous H0 s’e´crit alors
p (y|H0) = 1
piQ|C|e
−yHC−1y. (2.41)
Nous supposons que le vecteur directionnel de la cible ac est connu sous H1. La vraisemblance
des donne´es sous H1 s’e´crit alors
p (y|H1) = 1
piQ|C|e
−(y−acAc)HC−1(y−acAc). (2.42)
Le seul parame`tre inconnu dans ce mode`le est l’amplitude de la cible Ac. On calcule donc son
estime´ au sens du maximum de vraisemblance [87]. Pour cela, on cherche a` annuler la de´rive´e
de la log-vraisemblance des donne´es sous H1
∂
∂Ac
ln [p (y|Ac, H1)] = 0. (2.43)
L’estimateur MV de l’amplitude de la cible s’e´crit alors
Aˆc =
aHc C
−1y
aHc C
−1ac
(2.44)
et est ensuite inse´re´ dans le rapport de vraisemblance. On montre alors que le GLRT conduit de
manie`re e´quivalente a` comparer la quantite´
ΛOGD =
|aHc C−1y|2
aHc C
−1ac
H1
≷
H0
ηOGD (2.45)
a` un seuil de de´tection ηOGD. Ce test de de´tection est connu dans la litte´rature sous le nom
d’Optimum Gaussian Detector (OGD) [40]. Il consiste a` comparer la puissance du signal en
sortie de filtre adapte´ |aHc C−1y|2 au niveau de bruit ambiant aHc C−1ac. Le seuil de de´tection
est de´fini a` partir de la Pfa recherche´e par l’ope´rateur. La loi de 2ΛOGD sous H0 est une loi du
χ2 centre´ a` deux degre´s de liberte´, et le seuil de de´tection s’e´crit analytiquement en fonction de
la Pfa comme
ηOGD = −ln (Pfa) . (2.46)
La probabilite´ de de´tection the´orique se de´duit de la meˆme manie`re en connaissant la loi de
probabilite´ de 2ΛOGD sous H1
2ΛOGD ∼ χ22,2RSB
et de la fonction de re´partition d’une loi du χ2 a` deux degre´s de liberte´ et de´centre´e d’un
parame`tre de de´centrage 2RSB
Pd = 1− Fχ22,2RSB (2ηOGD) . (2.47)
Le de´tecteur OGD est en fait le de´tecteur associe´ au traitement adapte´, c’est pourquoi il est
e´galement connu sous le nom de Matched Filter Detector [87]. Dans notre proble`me de de´tection
de caˆbles par traitement d’antennes de la partie pre´ce´dente 2.1, c’est donc le de´tecteur dual au
formateur MVDR (2.15).
52
2.2. Etat de l’art sur la de´tection de cibles dans le fouillis de sol
Cas ou` la matrice de covariance est connue a` un facteur pre`s Dans certains cas, la
matrice de covariance des perturbations n’est connue qu’a` un facteur de puissance pre`s
C = σ2M (2.48)
ou` σ2 est un facteur de puissance inconnu, et la matrice M est connue. Pour calculer le GLRT
du proble`me, il faut donc estimer σ2 sous H0 et H1. L’estimateur MV de Ac s’e´crit toujours
comme (2.44), et les estimateurs de σ2 s’e´crivent
σˆ20 =
yHM−1y
Q
et σˆ21 =
1
Q
(
yHM−1y − |a
H
c M
−1ac|2
aHc M
−1ac
)
. (2.49)
Le GLRT adapte´ a` ce proble`me de de´tection est connu sous le nom de ”Normalized Matched
Filter” (NMF) [88] et s’e´crit
ΛNMF =
|aHc M−1y|2
(aHc M
−1ac) (yHM−1y)
H1
≷
H0
ηNMF . (2.50)
On remarque que la normalisation apporte´e a` la matrice de covariance a rendu insensible le
de´tecteur au facteur d’e´chelle sur les donne´es y ou sur la matrice M. On peut montrer que sous
l’hypothe`se H0 le de´tecteur ΛNMF suit une loi beˆta de premie`re espe`ce de parame`tres (1, Q− 1)
ΛNMF ∼ β1(1,Q−1) (2.51)
et que le seuil est relie´ a` la Pfa par la relation
ηNMF = 1− P
1
Q−1
fa . (2.52)
En outre, le seuil de de´tection est inde´pendant de la puissance σ2 du bruit, on dit alors que ce
de´tecteur est a` taux de fausse alarme constant (TFAC) par rapport au parame`tre σ2. Le seuil
peut donc eˆtre fixe´ quelque soit le niveau de bruit sans que cela impacte les performances du
de´tecteur. La proprie´te´ TFAC d’un de´tecteur par rapport aux parame`tres inconnus du mode`le
est donc particulie`rement recherche´e. Chose remarquable, le de´tecteur (2.50) est exactement le
cosinus carre´ de l’angle entre y et ac ponde´re´ par la matrice M
−1. Ce de´tecteur est ainsi parfois
appele´ de´tecteur d’angle contrairement a` l’OGD qui est un de´tecteur de puissance.
Interpre´tation sous-espace Le de´tecteur NMF peut eˆtre re´e´crit en conside´rant les donne´es
blanchies
y¯ = M−1/2y et a¯c = M−1/2ac
sous la forme suivante
ΛNMF =
yHM−1acaHc M−1y
(aHc M
−1ac) (yHM−1y)
=
y¯HPa¯c y¯
H
y¯H y¯
(2.53)
et ou` Pa¯c est la matrice de projection orthogonale sur le sous-espace cible blanchie Vect (a¯c)
de´finie par
Pa¯c = a¯c
(
a¯Hc a¯c
)−1
a¯Hc .
On peut alors e´crire le NMF sous la forme suivante [88]
ΛNMF =
y¯HPa¯c y¯
y¯H
(
Pa¯c + P
⊥¯
ac
)
y¯
=
F
1 + F
(2.54)
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avec
F =
y¯HPa¯c y¯
y¯HP⊥¯ac y¯
. (2.55)
La fonction x1+x e´tant strictement monotone, le test de statistique F est donc totalement e´qui-
valent au test ΛNMF et est appele´ Matched Subspace Detector (MSD) [88]. Ce de´tecteur e´qui-
valent permet d’obtenir une interpre´tation e´le´gante du NMF en termes de sous-espace : la pro-
jection des donne´es sur le sous-espace cible Vect (a¯c) est compare´e a` la projection des donne´es
sur le sous-espace orthogonal au sous-espace cible Vect (a¯c)
⊥, aussi appele´ sous-espace bruit.
2.2.3 De´tecteurs adaptatifs dans le cas gaussien
On suppose de´sormais que la matrice de covariance des perturbations C n’est pas connue.
Dans ce cas, nous ne pouvons plus mettre en place les de´tecteurs propose´s ci-dessus et nous de-
vons rechercher un estimateur de C afin de l’injecter dans le rapport de vraisemblance ge´ne´ralise´
(2.38). Pour cela, nous supposons avoir a` notre disposition des donne´es secondaires ne contenant
pas le signal cible. Le nouveau proble`me de de´tection s’e´crit sous la forme
H0 : y = c yk = ck, k = 1, ...,K
H1 : y = acAc + c yk = ck, k = 1, ...,K
(2.56)
ou` c et les ck sont inde´pendants et ont la meˆme matrice de covariance, c ∼ CN (0, C) et ck ∼
CN (0, C). On supposera e´galement que l’on dispose de suffisamment de donne´es secondaires,
c’est-a`-dire K>Q. Les de´tecteurs de´crits ci-apre`s sont dits adaptatifs car ils s’appuient sur une
estimation de la matrice de covariance des perturbations et s’adaptent ainsi a` leur environnement.
Le GLRT de Kelly Dans [44], Kelly a de´veloppe´ le GLRT pour le proble`me (2.56) dans
lequel l’amplitude Ac et la matrice de covariance C sont inconnues. Les donne´es primaires et
secondaires e´tant suppose´es inde´pendantes, la densite´ de probabilite´ jointe des donne´es sous H0
s’e´crit
p(y,yk) = p(c)
K∏
k=1
p(ck) =
1
piQ|C|e
−yHC−1y
K∏
k=1
1
piQ|C|e
−yHk C−1yk (2.57)
et la densite´ de probabilite´ jointe des donne´es sous H1 s’e´crit
p(y,yk) = p(c)×
K∏
k=1
p(ck) =
1
piQ|C|e
−(y−acAc)HC−1(y−acAc)
K∏
k=1
1
piQ|C|e
−yHk C−1yk . (2.58)
On de´rive la log-vraisemblance sous H0 par rapport a` C et on annule cette de´rive´e pour obtenir
l’estimateur MV de C sous H0
Cˆ0 =
1
K + 1
[
yyH +
K∑
k=1
yky
H
k
]
. (2.59)
De meˆme, on obtient l’estimateur MV de C sous H1 suivant
Cˆ1 =
1
K + 1
K∑
k=1
yky
H
k (2.60)
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et l’estimateur de l’amplitude est encore une fois donne´e par l’e´quation (2.44). En notant y = y0,
le GLRT s’e´crit alors
ΛKelly =
|Cˆ0|K+1
|Cˆ1|K+1
exp
[
K∑
k=1
yHk Cˆ
−1
1 yk −
K∑
k=0
yHk Cˆ
−1
0 yk
]
(2.61)
et en remarquant que
Q(K + 1) =
K∑
k=1
Tr
(
Cˆ−11 yky
H
k
)
=
K∑
k=1
yHk Cˆ
−1
1 yk =
K∑
k=0
yHk Cˆ
−1
0 yk (2.62)
le rapport de vraisemblance ge´ne´ralise´ se simplifie pour donner finalement
ΛKelly =
|Cˆ0|K+1
|Cˆ1|K+1
. (2.63)
Apre`s quelques transformations sur les de´terminants, Kelly montre que ce rapport est e´quivalent
au de´tecteur suivant appele´ GLRT de Kelly
ΛKelly =
|aHc Cˆ−1SCMy|2(
aHc Cˆ
−1
SCMac
)(
K + yHCˆ−1SCMy
) H1≷
H0
ηKelly. (2.64)
On voit apparaˆıtre dans ce test la matrice empirique des donne´es CˆSCM (2.23) calcule´e unique-
ment sur les donne´es secondaires. Sous H0, Kelly pre´cise que son test (2.64) suit une loi beˆta de
premie`re espe`ce de parame`tres (1,K −Q+ 1)
ΛKelly ∼ β11,(K−Q+1)
ce qui permet de de´terminer analytiquement la relation ”Pfa−seuil” de ce de´tecteur
ηKelly = 1− P
1
K−Q+1
fa .
Cette relation ne de´pend pas de la matrice de covariance C, et le GLRT de Kelly est donc un
de´tecteur TFAC par rapport a` la matrice de covariance C. Cependant, la probabilite´ de de´tection
n’admet pas de relation analytique et doit eˆtre calcule´e par simulation de Monte-Carlo.
Le de´tecteur AMF Une approche simplifie´e et plus intuitive au proble`me de de´tection a
de´ja` e´te´ aborde´e pour la formation de faisceaux adaptative e´tudie´e en 2.1.4. Il s’agit d’estimer
la matrice de covariance C a` partir des donne´es secondaires ck et d’injecter l’estime´ directement
dans le de´tecteur OGD. Lorsqu’aucune information a priori n’est connue sur C, son estimateur
au sens du maximum de vraisemblance a` partir des donne´es secondaires est bien suˆr la matrice
de covariance empirique appele´e SCM (Sample Covariance Matrix) (2.23). Le test qui en re´sulte
est appele´ Adaptive Matched Filter (AMF) [78] et s’e´crit
ΛAMF
(
CˆSCM ,y
)
=
|aHc Cˆ−1SCMy|2
aHc Cˆ
−1
SCMac
H1
≷
H0
ηAMF. (2.65)
Ce de´tecteur est calcule´ en deux parties car on a e´carte´ les donne´es primaires pour estimer
la matrice C. L’approche est en ce sens diffe´rente de celle de Kelly. Cette se´paration avec les
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(a) K=20 (b) K=50
Figure 2.13 – Courbes (Pd−RSB) des de´tecteurs de Kelly et AMF, Pfa = 10−3, Q = 10
donne´es primaires en fait un GLRT a` deux e´tapes. La relation analytique reliant le seuil de
de´tection ηAMF et la Pfa est donne´e par [78][49]
Pfa = 2F1
(
K −Q+ 1,K −Q,K + 1,−ηAMF
K
)
(2.66)
ou` 2F1 est la fonction hyperge´ome´trique de´finie par
2F1 (a, b, c, d) =
Γ(c)
Γ(b)Γ(b− c)
∫ 1
0
tb−1(1− t)c−b−1
(1− td)a dt
La relation qui relie Pfa et ηAMF ne de´pend pas de la matrice de covariance C, et le de´tecteur
AMF est donc TFAC par rapport a` C. Remarquons enfin que l’AMF est le de´tecteur dual a` la
formation de faisceaux adaptative propose´e en 2.1.4.
L’AMF et le GLRT de Kelly sont base´s sur les meˆmes hypothe`ses de signal, et l’on souhaite
comparer leurs performances. L’AMF n’e´tant pas tout a` fait un GLRT, mais une version simpli-
fie´e, on s’attend a` ce que le test de Kelly pre´sente de meilleures performances en de´tection pour
une Pfa donne´e. La figure 2.13 compare les courbes (Pd−RSB) des de´tecteurs AMF et de Kelly
a` celle du de´tecteur optimal clairvoyant OGD pour K = 20 (a) et K = 50 (b), pour Q = 10 et
une Pfa de 10
−3. A faible support d’entraˆınement (a), le GLRT de Kelly posse`de de meilleures
performances que l’AMF, mais lorsque l’on augmente le nombre de donne´es secondaires, leurs
performances deviennent e´quivalentes. De ce fait, lorsque le support d’entraˆınement le permet,
l’AMF est pre´fe´re´ au GLRT de Kelly pour sa plus grande simplicite´ d’imple´mentation.
Le de´tecteur ANMF ou ACE Kraut et al [47] se sont place´s dans un contexte plus ge´ne´ral
que le proble`me (2.56) en conside´rant que la matrice de covariance de la donne´e primaire est par-
tage´e avec les donne´es secondaires a` un facteur d’e´chelle pre`s, c’est-a`-dire que c ∼ CN (0, σ2M)
et ck ∼ CN (0,M). Les parame`tres σ2 et M sont des parame`tres inconnus. Kraut a montre´ dans
[47] que le rapport de vraisemblance ge´ne´ralise´ pour ce mode`le s’e´crit
ΛANMF =
 yHMˆ−1SCMy
yHMˆ−1SCMy −
|aHc Mˆ−1SCMy|2
aHc Mˆ
−1
SCMac

Q
(2.67)
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(a) K=20 (b) K=50
Figure 2.14 – Courbes (Pd−RSB) des de´tecteurs NMF et ANMF, Pfa = 10−3, Q = 10
qui conduit au de´tecteur e´quivalent
ΛANMF =
|aHc Mˆ−1SCMy|2(
aHc Mˆ
−1
SCMac
)(
yHMˆ−1SCMy
) H1≷
H0
ηANMF (2.68)
ou` MˆSCM est la matrice de covariance empirique des donne´es secondaires. On remarque donc
que ce de´tecteur posse`de la meˆme forme que le de´tecteur NMF en remplac¸ant la matrice de
covariance inconnue M par son estime´ MˆSCM . C’est pourquoi ce de´tecteur est connu sous le
nom d’Adaptive Normalized Matched Filter. Il est e´galement connu sous le nom de ACE pour
Adaptive Coherent Estimator [48]. Il mesure le cosinus carre´ de l’angle entre y et ac ponde´re´
par Mˆ−1SCM . Dans le cadre gaussien, la relation entre la probabilite´ de fausse alarme et le seuil
fait encore une fois intervenir une fonction hyperge´ome´trique
Pfa = 2F1
(
K −Q+ 1, Q− 1,K + 1, ηANMF
ηANMF − 1
)
. (2.69)
Cette expression est inde´pendante de σ2 et M et montre que l’ANMF est TFAC par rapport
a` ces deux parame`tres. Notons e´galement que ce de´tecteur correspond aussi au GLRT pour
d’autres proble`mes de de´tection, par exemple lorsque les donne´es primaires sont corrompues par
un signal interfe´rant non-pre´sent dans les donne´es secondaires [6] ou lorsque les perturbations
ne sont plus gaussiennes [70][82].
On souhaite comparer les performances en de´tection du NMF et de l’ANMF pour une Pfa
donne´e. La figure 2.14 compare les courbes (Pd−RSB) des de´tecteurs NMF et ANMF a` celle du
de´tecteur optimal clairvoyant OGD pour K = 20 (a) et K = 50 (b), pour Q = 10 et une Pfa
de 10−3. Le NMF posse`de logiquement de meilleures performances que l’ANMF, mais l’e´cart de
performances se re´duit lorsque le nombre de donne´es d’entraˆınement augmente.
2.2.4 Mode´lisation statistique du fouillis non-gaussien
Tous les de´tecteurs pre´sente´s jusqu’a` maintenant ont e´te´ de´veloppe´s pour re´pondre a` des
perturbations gaussiennes. Le fouillis de sol provient de la sommation en amplitude et en phase
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(a) Fouillis gaussien (b) Fouillis impulsif non-gaussien
Figure 2.15 – Baisse de performances des de´tecteurs gaussiens dans un fouillis impulsif
des diffe´rents re´flecteurs e´le´mentaires au sol pre´sents dans la case sous test. Le mode`le gaussien du
fouillis provient de l’application du the´ore`me centrale limite : lorsque le nombre de re´flecteurs
e´le´mentaires est grand, le signal re´trodiffuse´ par le sol peut eˆtre mode´lise´ par un processus
gaussien complexe circulaire.
Limitations du mode`le gaussien En pratique, de nombreux travaux ont montre´ que le
fouillis de sol pouvait s’e´loigner de la statistique gaussienne [9][10], en particulier en incidence
rasante ou pour des radars a` haute re´solution. Pour de telles configurations, le the´ore`me centrale
limite ne peut plus s’appliquer, les re´flecteurs e´le´mentaires varient en nombre de case en case
et peuvent changer d’orientation, de nature, et de re´flectivite´ de manie`re ale´atoire. Le fouillis
devient plus impulsif, et l’apparition de forts e´chos du fouillis rend complexe son analyse. Ces
forts e´chos se traduisent par un allongement de la queue de distribution de l’amplitude du fouillis,
et donc d’un e´cart important par rapport aux statistiques gaussiennes.
La conse´quence principale de ces forts e´chos au niveau de la de´tection est que les seuils de
de´tection, fixe´s pour garantir un niveau de fausse alarme sous hypothe`se de fouillis gaussien,
sont sous-e´value´s. De ce fait, de nombreuses fausses alarmes apparaissent et la probabilite´ de
fausse alarme est bien supe´rieure a` celle recherche´e. C’est ce qu’illustre la figure 2.15, le seuil de
de´tection pour un fouillis gaussien est de´passe´ a` de nombreuses reprises par le fouillis impulsif.
Il faut alors rehausser le seuil de de´tection pour revenir a` la probabiltie´ de fausse alarme voulue,
au de´triment de la probabilite´ de de´tection. Rehausser le seuil revient a` augmenter le RSB
ne´cessaire pour de´clarer une de´tection. De ce fait, les cibles plus faibles ne pourront plus eˆtre
de´tecte´es dans le fouillis impulsif.
La the´orie de la de´tection est de´pendante de la statistique du proble`me, en particulier pour
la mise en place du rapport de vraisemblance. Il est donc ne´cessaire de de´finir une statistique
du fouillis de sol plus proche de la re´alite´ que le mode`le gaussien et de de´finir des de´tecteurs
adapte´s a` cette mode´lisation.
Mode´lisation du fouillis par des distributions non-gaussiennes Le fouillis non-gaussien
ou impulsif doit eˆtre mode´lise´ par une distribution a` queue longue. La distribution log-normale
fut conside´re´e en premier lieu [94] pour mode´liser l’e´volution du fouillis de mer, mais la distri-
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bution du fouillis semble en re´alite´ se situer entre une loi de Rayleigh (cas gaussien) et une loi
log-normale. C’est pourquoi la distribution de Weibull a e´te´ avance´e pour mode´liser l’amplitude
d’un fouillis non-gaussien [89]. La loi de Weibull de densite´ de probabilite´
p(x) =
α
β
(
x
β
)α−1
e
−
(
x
β
)α
pour x ≥ 0 (2.70)
permet en effet d’approcher une loi log-normale et peut se de´ge´ne´rer en loi de Rayleigh de
parame`tre σ pour α = 2 et β =
√
2σ. D’autres lois ont e´galement e´te´ e´tudie´es, telles que la loi
de Rice, la loi Gamma et la loi Gamma ge´ne´ralise´e. Pourtant, ces distributions ne s’appuient
pas sur un mode`le physique, et sont issues d’ajustements statistiques sur donne´es re´elles.
Une autre loi, la loi K, a alors e´te´ propose´e pour de´crire l’amplitude d’un fouillis de sol
ou de mer. Cette loi repose sur le me´canisme de re´trodiffusion, contrairement aux autres lois
propose´es. Si l’on suppose que le nombre de re´flecteurs e´le´mentaires et identiquement distribue´s
suit une loi binomiale ne´gative, le signal re´trodiffuse´ re´sultant suit une loi K. Ward [100] retrouve
cette loi K en e´tudiant le fouillis de mer sur donne´es re´elles et en donne une interpre´tation a`
deux e´chelles. Il conside`re que le fouillis de mer est un phe´nome`ne a` deux composantes, une
composante a` fluctuations rapides d’amplitude distribue´e suivant une loi de Rayleigh appele´e
speckle, et une composante a` fluctuations lentes d’amplitude mode´lise´e par une loi Gamma
appele´e texture. L’amplitude re´sultant du produit de ces deux composantes suit alors une loi K.
Cette repre´sentation de la loi K est appele´e mode`le K-compose´.
Cependant, la connaissance de la distribution de l’amplitude du fouillis n’est pas suffisante
pour de´crire son comportement dans le cadre de la de´tection cohe´rente, car la phase du fouillis
rentre e´galement en jeu. C’est pourquoi on ajoute a` la mode´lisation de l’amplitude une phase
ale´atoire inde´pendante et uniforme´ment distribue´e sur [0, 2pi] [26]. Le speckle devient alors un
processus gaussien complexe circulaire, la texture restant un processus re´el positif. La mode´li-
sation du fouillis qui en re´sulte est appele´e mode`le gaussien-compose´. Pour la loi K, on obtient
c =
√
τx
ou` x est une variable ale´atoire gaussienne complexe circulaire repre´sentant le speckle, inde´pen-
dante de la texture τ qui suit une loi Gamma de densite´
pτ (τ) =
aντν−1
Γ(ν)
e−aτ , pour x ≥ 0
ou` Γ(.) de´signe la fonction Gamma d’Euler. La loi Gamma est parame´tre´e par un parame`tre de
forme ν et un parame`tre d’e´chelle a. La densite´ du processus c est alors la densite´ de la loi K
qui s’e´crit
pc(c) =
2β
Γ(ν)
(
βc
2
)ν
Kν−1 (βc) , c ≥ 0 (2.71)
ou`Kν−1 est la fonction de Bessel modifie´e de seconde espe`ce d’ordre ν−1. La loiK est parame´tre´e
par un parame`tre de forme ν et un facteur d’e´chelle β =
√
a/2. Le facteur d’e´chelle β joue sur
le niveau moyen, tandis que le parame`tre de forme ν renseigne sur le comportement impulsif
de la loi : plus ν est petit, plus la densite´ de la loi K de´croˆıt lentement, et plus le fouillis sera
impulsif. Lorsque ν tend vers l’infini, la loi K de´ge´ne`re en loi de Rayleigh et le fouillis qui en
re´sulte est gaussien.
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Mode´lisation SIRV du fouillis Le mode`le K-compose´ du fouillis est un cas particulier d’une
classe plus ge´ne´rale de lois gaussiennes compose´es, e´galement appele´es SIRP (Spherically Inva-
riant Random Process), pour laquelle la texture du processus compose´ admet une densite´ de
probabilite´ quelconque [40]. Les lois gaussiennes compose´es ont e´te´ e´tendues au cas multivarie´,
conduisant a` la de´finition du mode`le SIRV (Spherically Invariant Random Vector) pour le fouillis
[40]. Les SIRV constituent une famille de processus tre`s e´tendue qui englobe toutes les distri-
butions propose´es dans la litte´rature pour mode´liser un fouillis non-gaussien (loi de Weibull, loi
K, loi Gamma, loi de Rice, etc...). La loi Gaussienne en fait e´galement partie. Ils sont de ce fait
tre`s utilise´s par la communaute´ radar pour mode´liser le fouillis de sol [19][40][70][82].
Ainsi, un processus SIRV ou Gaussien-compose´ mode´lisant le fouillis c est le produit de
la racine carre´e d’une variable ale´atoire scalaire positive τ , appele´e texture caracte´rise´e par sa
densite´ de probabilite´ pτ , et d’un vecteur ale´atoire complexe gaussien centre´ circulaire x de taille
Q× 1 et de matrice de covariance M, tels que l’on puisse e´crire
c =
√
τx (2.72)
ou` τ et x sont inde´pendants. Pour des raisons d’identifiabilite´, on conside`re que
Tr (M) = Q
ou` Tr (.) est l’ope´rateur trace, car les couples (τ,x) et (aτ,x/a) conduisent au meˆme SIRV pour
tout a 6=0. La densite´ de probabilite´ du fouillis c s’e´crit alors sous forme inte´grale, conditionnel-
lement a` τ
pc(c) =
∫ +∞
0
1
(piτ)Q|M| exp
(
−c
HM−1c
τ
)
pτ (τ)dτ. (2.73)
Conditionnellement a` τ , le vecteur c est suppose´ gaussien, la matrice de covariance M ge´rant
son degre´ de corre´lation et la texture τ ge´rant son niveau de puissance. La texture τ mode´lise le
fait que la puissance du fouillis peut varier ale´atoirement de case en case. Par exemple, pour une
application ae´roporte´e pointe-avant, la texture peut indiquer que la puissance du fouillis e´volue
en fonction de la distance d’observation, tandis que la matrice de covariance ge`re la corre´lation
du fouillis sur l’axe angulaire.
Lorsque la texture est conside´re´e comme un parame`tre de´terministe inconnu a` estimer pour
chaque case, par exemple par la me´thode du maximum de vraisemblance, on parle alors de
mode`le de fouillis localement gaussien.
2.2.5 De´tection dans un fouillis non-gaussien
Pour construire le de´tecteur adapte´ a` la mode´lisation SIRV, on doit calculer le rapport de
vraisemblance ge´ne´ralise´ a` partir des vraisemblances des donne´es sous H0 et sous H1 graˆce a` la
densite´ de probabilite´ du SIRV
Λ(y) =
∫ +∞
0 τ
−Q exp
(
− 1τ [y − acAc)H M−1 (y − acAc)
]
pτ (τ)dτ∫ +∞
0 τ
−Q exp
[− 1τ cHM−1c] pτ (τ)dτ
H1
≷
H0
η (2.74)
mais la densite´ de la texture pτ , inconnue, constitue un frein au calcul du rapport de vraisem-
blance.
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De´tection non-adaptative On peut e´tablir le de´tecteur optimal adapte´ a` chaque loi par-
ticulie`re de SIRV (Weibull, loi K, etc...). Les de´tecteurs associe´s a` chacune de ces lois sont
disponibles dans [40], chapitre 2, mais ils ne sont adapte´s qu’a` la loi pour laquelle ils ont e´te´
de´finis et pre´sentent de mauvaises performances de de´tection de`s lors qu’ils font face a` une autre
distribution de fouillis.
Pour calculer le rapport de vraisemblance quelque soit pτ , Jay [40] propose d’estimer la
densite´ de la texture pτ par une estimation baye´sienne a` partir des K donne´es secondaires ck
pˆ(τ) =
τ−Q−1
2QΓ(Q)K
K∑
k=1
(
cHk M
−1ck
)Q
exp
[
−c
H
k M
−1ck
τ
]
(2.75)
et d’inse´rer la densite´ estime´e dans le rapport de vraisemblance pour former le Bayesian Optimum
Radar Detector (BORD). N’e´tant pas tre`s maniable en pratique, Jay en propose une version
asymptotique aBORD en faisant tendre le nombre de donne´es secondaires K vers l’infini
ΛaBORD(y) =
|aHc M−1y|2
(aHc M
−1ac) (yHM−1y)
H1
≷
H0
ηaBORD. (2.76)
On reconnait alors la forme du de´tecteur NMF (2.50) de´ja rencontre´ dans le cas d’un fouillis
gaussien. Cette forme de de´tecteur a e´galement e´te´ obtenue par Conte et al [18] comme ap-
proximation asymptotique du de´tecteur optimal dans un fouillis K-distribue´, ou par Sangston
et al [82] en conside´rant la texture comme un parame`tre de´terministe et en la remplac¸ant par
son estime´ au sens du maximum de vraisemblance sous les deux hypothe`ses dans le rapport de
vraisemblance.
Ce de´tecteur est invariant a` tout effet d’e´chelle sur les parame`tres ac, τ et M. Comme nous
l’avons vu, il est TFAC par rapport a` la texture inconnue τ et e´galement par rapport a` la matrice
de covariance M. Ce de´tecteur est dit SIRV-TFAC, proprie´te´ tre`s importante en environnement
he´te´roge`ne. En particulier, ce de´tecteur s’affranchit de tout effet de variation de puissance et est
donc particulie`rement adapte´ aux zones de transitions de fouillis.
De´tection adaptative Dans le cadre de la de´tection adaptative, la matrice de covariance M
doit eˆtre estime´e a` partir de donne´es secondaires. Comme nous l’avons vu dans le cas gaussien, la
version adaptive du NMF est l’ANMF pour lequel on remplace la matrice de covariance inconnue
M par son estimateur empirique MˆSCM
MˆSCM =
1
K
K∑
k=1
ckc
H
k .
L’estimateur SCM est l’estimateur du Maximum de Vraisemblance de M dans le cas gaussien,
mais n’est pas adapte´ a` la mode´lisation SIRV. En effet, lorsque l’on remplace les ck par leur
forme SIRV, on obtient
MˆSCM =
1
K
K∑
k=1
τkxkx
H
k (2.77)
dont la distribution de´pend des textures τk. L’ANMF construit a` partir de la matrice MˆSCM
n’est plus TFAC par rapport a` la texture et est donc sensible aux variations de puissance du
fouillis. Conte et Gini ont alors propose´ un nouvel estimateur de la matrice de covariance pour
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rendre insensible le de´tecteur a` la texture. Ce nouvel estimateur appele´ NSCM pour Normali-
zed Sampled Covariance Matrix, est construit en normalisant les donne´es secondaires par leurs
puissances cHk ck
MˆNSCM =
Q
K
K∑
k=1
ckc
H
k
cHk ck
=
Q
K
K∑
k=1
xkx
H
k
xHk xk
(2.78)
et ne fait finalement intervenir que le speckle xk. Le de´tecteur adaptatif ANMFNSCM dans
lequel on inse`re l’estimateur NSCM a` la place de la SCM est alors rendu TFAC par rapport a`
la texture. Malheureusement, l’estimateur NSCM est biaise´ et non-consistant [70], et fait perdre
au de´tecteur ANMF sa proprie´te´ TFAC par rapport a` la matrice de covariance.
L’estimateur du Point Fixe Aucun des deux estimateurs SCM et NSCM de la matrice de
covariance ne permet de conserver la proprie´te´ TFAC a` la fois par rapport a` la texture et a` la
matrice de covariance. Cependant, il existe un estimateur qui permet au de´tecteur ANMF de
conserver la proprie´te´ SIRV-TFAC du de´tecteur NMF. Cet estimateur de la matrice de cova-
riance normalise´e est l’estimateur au sens du maximum de vraisemblance calcule´ sur les donne´es
secondaires [20]. Pour de´terminer cet estimateur, on choisit un mode`le de fouillis localement
gaussien, c’est-a`-dire que les textures τk des donne´es secondaires sont des parame`tres inconnus
et de´terministes. Dans ce cas, la fonction de vraisemblance des donne´es secondaires s’e´crit
pck (M, τk, ck) =
K∏
k=1
1
piQτQ|M| exp
[
−c
H
k M
−1ck
τk
]
. (2.79)
La log-vraisemblance est alors donne´e par
L (M, τk, ck) = −QKln|M| −Q
K∑
k=1
ln(τk)−
K∑
k=1
cHk M
−1ck
τk
. (2.80)
On de´rive la log-vraisemblance par rapport a` chaque τk
∂L
∂τk
= −Q
τk
+
cHk M
−1ck
τ2k
(2.81)
et on annule cette de´rive´e pour obtenir l’estimateur du maximum de vraisemblance des τk en
fonction de la matrice M suppose´e connue pour le moment
τˆk =
cHk M
−1ck
Q
. (2.82)
De la meˆme fac¸on, la de´rive´e de la log-vraisemblance par rapport a` M est
∂L
∂M
= −KM−1 +
K∑
k=1
M−1ckcHk M
−1
τk
(2.83)
qui s’annule pour
Mˆ =
1
K
K∑
k=1
ckc
H
k
τk
. (2.84)
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En inse´rant (2.82) dans (2.84), on de´duit l’estimateur du maximum de vraisemblance de la
matrice de covariance normalise´e M, de´fini par l’e´quation
Mˆ =
Q
K
K∑
k=1
ckc
H
k
cHk Mˆ
−1ck
. (2.85)
Cet estimateur est donc un point fixe de la fonction h de´finie par
h(M) =
Q
K
K∑
k=1
ckc
H
k
cHk M
−1ck
. (2.86)
Pour cette raison, cet estimateur est appele´ estimateur du point fixe et sera note´ MˆPF . Pascal
et al [70] ont montre´ l’existence, l’unicite´ et la consistance de cet estimateur lorsque K>Q. Ils
ont aussi montre´ que la matrice du point fixe peut eˆtre de´termine´e par un algorithme re´cursif
du type
Mn+1 =
Q
K
K∑
k=1
ckc
H
k
cHk M
−1
n ck
(2.87)
qui converge rapidement en moins de dix ite´rations, et ce quelque soit la matrice de de´part
choisie. Remarquons que le choix particulier M0 = I nous donne pour premie`re ite´ration la
matrice NSCM, soit M1 = MNSCM . La matrice du point fixe est ainsi de´finie comme la limite
de la suite (2.87).
Le de´tecteur ANMF dans lequel on inse`re l’estimateur du point fixe est de´fini par
ΛPF =
|aHc Mˆ−1PFy|2(
aHc Mˆ
−1
PFac
)(
yHMˆ−1PFy
) H1≷
H0
ηPF (2.88)
et sera appele´ ANMF-PF. La distribution de ce test a e´te´ e´tablie dans [70], et la relation
(Pfa−seuil) est de´finie par
Pfa = (1− ηPF)a−1 2F1 (a, a, b− 1, ηFP) (2.89)
avec
a =
Q
Q+ 1
K −Q+ 2 et b = Q
Q+ 1
K + 2.
Le de´tecteur ANMF-PF est donc a` la fois TFAC par rapport a` la texture et par rapport a` la
matrice de covariance normalise´e, ce qui fait de lui le de´tecteur ide´al pour un fouillis non-gaussien
ou dans les transitions de fouillis.
Contamination des donne´es secondaires Mahot et al [58] ont e´galement montre´ l’inte´reˆt
d’utiliser la matrice du point fixe pour combattre la contamination des donne´es secondaires
par des perturbations de´terministes, par exemple, lorsqu’une cible de meˆme vecteur directionnel
que celle recherche´e dans la case sous test est pre´sente dans les donne´es secondaires. Le biais
de la contamination ∆SCM , de´fini par la diffe´rence entre l’espe´rance de la SCM contamine´e et
l’espe´rance de la SCM non-contamine´e, s’e´crit
∆SCM =
Q
N
K∑
k=1
aka
H
k −
K
N
M (2.90)
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(a) AMF avec SCM contamine´e ou non (b) ANMF avec matrice PF contamine´e ou non
Figure 2.16 – Courbes (Pd−RSB) des de´tecteurs AMF et ANMF avec une donne´e secondaire
contamine´e, Pfa = 10
−2, Q = 8, K = 3Q
ou` N est le nombre de donne´es secondaires observe´es, et K est le nombre de donne´es secondaires
contamine´es par les perturbations de´terministes ak. Plus les normes des perturbations ‖ak‖ sont
fortes, plus le biais d’estimation est important. De ce fait, l’e´quation (2.90) montre que la matrice
estime´e MˆSCM n’est pas robuste face aux contaminations des donne´es secondaires.
Il en est tout autrement pour la matrice du point fixe. En effet, l’analyse du biais de la
matrice du point fixe contamine´e montre que
∆PF =
Q+ 1
N
(
K∑
k=1
aka
H
k
aHk M
−1ak
− K
N
M
)
. (2.91)
Le biais sur la matrice du point fixe est inde´pendant de tout facteur d’e´chelle sur la puissance des
perturbations ‖ak‖. La matrice du point fixe est de ce fait robuste a` la pre´sence de contaminations
de´terministes sur les donne´es secondaires.
En d’autres termes, en pre´sence de cibles dans les donne´es secondaires, l’ope´ration de blan-
chiment des donne´es par la SCM tend a` e´liminer la cible recherche´e dans la case sous test et ce
proportionnellement a` la puissance des cibles contaminantes. Cet effet ne´faste est fortement at-
te´nue´ lorsque l’on utilise la matrice du point fixe, d’ou` la robustesse du de´tecteur ANMF associe´
face aux donne´es contamine´es. C’est ce que sugge`re la figure 2.16. Les performances de de´tection
de l’AMF sont fortement de´grade´es par une cible de´passant le fouillis de 10dB et contaminant
une donne´e secondaire. Au contraire, les performances de l’ANMF avec la matrice du point fixe
avec 5 ite´rations sont tre`s peu impacte´es par la donne´e contamine´e.
Comparaison entre l’AMF et l’ANMF-PF Nous souhaitons comparer les performances de
de´tection de l’AMF et l’ANMF-PF sans contamination. Rappelons que l’AMF est le de´tecteur
dual de la me´thode de traitement d’antennes propose´e dans la section 2.1. Dans un premier
temps, nous nous plac¸ons dans les conditions pour lesquelles l’AMF a e´te´ de´fini, c’est-a`-dire
pour un fouillis gaussien et des donne´es secondaires iid. L’ANMF est teste´e avec la matrice de
covariance empirique SCM et la matrice du point fixe pour un nombre d’ite´rations Nit = 10
de l’algorithme re´cursif (2.87). La figure 2.17 (a) montre que les performances de l’AMF sont
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(a) Fouillis gaussien (b) Fouillis K-distribue´
Figure 2.17 – Courbes (Pd−RSB) des de´tecteurs AMF et ANMF, Pfa = 10−3, Q = 8, K = 4Q
meilleures que celles de l’ANMF pour les 2 configurations. Dans un second temps, nous nous
plac¸ons dans le cas d’un fouillis K-compose´ et impulsif, de facteur de forme ν = 0.1. Les
performances de l’ANMF sont a` peu pre`s identiques que dans le cas gaussien, mais on note
une forte de´gradation du de´tecteur AMF. Cette observation montre une nouvelle fois que les
performances de l’ANMF, moins performant en contexte gaussien que l’AMF, se re´ve`le donc
plus robuste en fouillis impulsif pour lequel il a e´te´ de´veloppe´.
2.3 Conclusion
Dans ce chapitre, nous avons e´tudie´ le proble`me de de´tection de cibles fixes situe´es au dessus
du sol. Dans un premier temps, l’approche intuitive qui consiste a` effectuer une formation de
faisceaux adaptative avec un re´seau vertical pour se´parer en e´le´vation la cible du fouillis de
sol a e´te´ de´veloppe´e. Malheureusement, le traitement d’antennes propose´ fait l’hypothe`se d’un
fouillis gaussien identiquement distribue´ et sans contamination sur les donne´es secondaires. Cette
hypothe`se peut eˆtre mise a` de´faut dans l’application concerne´e de de´tection de caˆbles (fouillis de
pointe-avant, incidence rasante, un caˆble est entoure´ de pyloˆnes...) pouvant entraˆıner de fortes
baisses de performances.
Nous avons alors aborde´ le proble`me du point de vue de la de´tection adaptative. Le de´tecteur
AMF, qui repose sur l’estimation empirique de la matrice de covariance des perturbations, est
le de´tecteur dual au traitement d’antennes propose´. Nous avons ensuite conside´re´ un mode`le
de fouillis non-gaussien, commune´ment appele´ SIRV ou gaussien compose´. Dans ce mode`le, le
fouillis est le produit de deux composantes, une texture ale´atoire repre´sentant la puissance du
fouillis et un vecteur gaussien appele´ speckle qui admet une matrice de covariance normalise´e.
Le de´tecteur adapte´ au mode`le SIRV est le de´tecteur ANMF, et trois estime´es de la matrice de
covariance ont e´te´ propose´es pour le rendre adaptatif. La SCM et la NSCM ne permettent pas
de conserver les bonnes proprie´te´s du de´tecteur et sont rejete´es.
Le troisie`me estimateur, appele´ l’estimateur du point fixe, peut eˆtre combine´ au de´tecteur
ANMF. On obtient alors un de´tecteur robuste face a` un fouillis non-gaussien, a` des zones de
transition de fouillis, ou lorsque des cibles contaminent les donne´es secondaires. Il repre´sente
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ainsi un candidat de choix pour remplacer le de´tecteur AMF dans le proble`me de de´tection de
cibles fixes au-dessus du sol.
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Chapitre 3
Reconnaissance de cibles de collision
par traitement Doppler a` l’ordre 2
Dans ce chapitre, nous souhaitons e´largir le proble`me de de´tection aux cibles pre´sentant une
trajectoire de collision avec le porteur. Sous hypothe`se de trajectoire rectiligne uniforme, une
cible de collision est vue par le radar sous le meˆme angle au cours du temps. En bande X, un
caˆble se comporte comme une cible de collision : son point le plus re´fle´chissant e´tant le point le
plus proche du porteur, le caˆble est vu sous le meˆme angle au cours du temps par le porteur.
Au contraire, un pyloˆne qui ne pre´sente pas de risque change d’angle de vue, ce qui se traduit
par un changement de fre´quence Doppler au cours du temps sur le signal du pyloˆne.
Le but de ce chapitre est d’inclure cette information de variation de fre´quence Doppler pour
reconnaˆıtre les cibles de collision, et diffe´rencier un pyloˆne d’un caˆble. Le signal temporel d’une
case distance d’une cible quelconque est un signal a` phase polynomiale d’ordre deux, i.e. une
exponentielle dont la fre´quence Doppler varie line´airement au cours du temps, tandis que le
signal d’une cible de collision est une exponentielle de fre´quence Doppler constante. Une e´tude
bibliographique montre que l’on peut estimer les parame`tres Doppler d’une cible lorsque le
temps d’inte´gration est suffisamment long, mais le proble`me d’estimation s’ave`re plus de´licat en
contexte multi-cibles. En particulier, les me´thodes d’estimation propose´es e´chouent en pre´sence
de fouillis de sol. Dans le cadre de la de´tection d’obstacles, ce proble`me se re´sout en utilisant
la formation de faisceaux pre´sente´e dans le chapitre 2 pour filtrer le fouillis et se ramener a` un
signal avec un nombre limite´ de composantes. L’estimation des parame`tres Doppler sur le signal
filtre´ conduit alors a` la me´thode de reconnaissance d’obstacles, caˆble ou pyloˆne, recherche´e.
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3.1 Caracte´risation des cibles par un terme d’acce´le´ration
Dans ce chapitre, nous cherchons a` ame´liorer les capacite´s de de´tection d’un radar ae´roporte´
sur les cibles pre´sentant un risque de collision avec le porteur. En particulier, nous cherchons
a` de´finir une proprie´te´ particulie`re des cibles dˆıtes de collision qui puisse les diffe´rencier des
cibles ne pre´sentant pas de danger direct avec le porteur. Pour cela, nous nous inte´ressons a`
la diffe´rence de trajectoire qui existe entre une cible de collision et une cible quelconque. Sous
hypothe`se de trajectoire rectiligne uniforme du porteur, une cible de collision est vue par le
radar sous le meˆme angle au cours du temps, tandis qu’une cible quelconque change d’angle de
vue. L’objet de cette partie est d’e´tudier comment se traduit ou comment faire apparaˆıtre cette
proprie´te´ dans le signal radar.
3.1.1 Une diffe´rence de trajectoire
Plac¸ons-nous dans le cas ou` le porteur et une cible mobile se de´placent dans le meˆme plan
horizontal et a` vitesses constantes. Nous nous plac¸ons dans le repe`re du porteur. Notons ~va et
~vc les vitesses du porteur et de la cible.
Cas ge´ne´ral La vitesse relative de la cible par rapport au porteur
~vr = ~vc − ~va
se de´compose en une vitesse radiale et en une vitesse comple´mentaire appele´e vitesse orthoradiale
telles que
vrad = −vrcosγ et vorth = vrsinγ (3.1)
ou` γ est l’angle entre le vecteur ~vr et la direction porteur-cible, de´finis sur la figure 3.1 (a).
Sur cette figure, αL de´signe l’angle de lacet du porteur et α l’angle de vue de la cible. Dans
le cas ge´ne´ral, l’angle γ varie au cours du temps, l’e´quation (3.1) est vraie a` tout instant, et
donc le porteur et la cible vont se croiser sans se toucher. Lorsque R0 est suffisamment grand,
le the´ore`me d’Al-Kashi rappele´ sur la figure 3.1 (c) assure que
R(t) = R0
√
1 +
(
vrt
R0
)2
− 2vrcosγ
R0
t ≈ R0 − vrcosγt+ v
2
r sin
2γ
2R0
t2. (3.2)
Le terme en t2 est un terme d’acce´le´ration de´pendant de la vitesse orthoradiale et de la distance
R0. On peut alors effectuer une approximation line´aire
vrad (t+ ∆t) = −vrcos (γ + ∆γ) = −vrcosγ + v
2
r sin
2γ
R0
∆t (3.3)
qui permet de relier la vitesse orthoradiale au taux de variation angulaire γ˙
γ˙ =
∆γ
∆t
=
vrsinγ
R0
⇒ γ˙R0 = vrsinγ = vorth. (3.4)
La vitesse orthoradiale est donc lie´e a` un changement d’angle d’approche de la cible. Ce re´sultat
est en fait tre`s connu dans le cas d’un mouvement circulaire uniforme pour lequel la vitesse radiale
est nulle et le terme v2r sin
2γ/R0 repre´sente l’acce´le´ration centripe`te du mobile par rapport au
centre de rotation.
Notons e´galement que la vitesse relative des cibles fixes (par exemple des pyloˆnes) est e´gale a`
l’oppose´ de la vitesse du porteur radar. Dans ce cas particulier, l’angle γ est e´gal a` la diffe´rence
entre l’angle de vue α et l’angle de lacet αL.
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(a) Trajectoire dans le cas ge´ne´ral (b) Trajectoire particulie`re de collision
(c) The´ore`me d’Al-Kashi
Figure 3.1 – Trajectoires d’une cible mobile par rapport au porteur
Cas de collision La figure 3.1 (b) illustre le cas particulier de collision pour un angle de lacet
nul. La cible se situe a` une distance R0 a` t = 0. Le temps Timp est le temps avant impact du
porteur et de la cible. Le porteur parcourt une distance e´gale a` vaTimp jusqu’a` l’impact, et la
cible vcTimp. Dans le cas particulier de collision, quelques calculs trigonome´triques permettent
de montrer que
vrad = vacosα+ vccos (β − α) = R0
Timp
vorth = vasinα− vcsin (β − α) = 0.
(3.5)
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La vitesse radiale de la cible de collision est constante au cours du temps, sa vitesse orthoradiale
est nulle, et l’angle d’observation α reste constant au cours du temps. Ce constat, valable pour
un angle de lacet quelconque, est bien connu dans le monde de la navigation maritime : si un
obstacle ou un autre bateau se rapproche sans changer d’angle de vue, il faut rapidement changer
de cap car il y a risque de collision. En fait, ceci correspond au cas ou` la vitesse relative de la
cible reste coline´aire avec la direction porteur-cible, c’est-a`-dire lorsque l’angle γ est nul. Notons
que l’on retrouve cette condition de manie`re e´quivalente dans [45] ge´ne´ralisant le proble`me plan
en 3 dimensions. De ce fait, une cible de collision n’admet ni de changement d’angle de vue ni
de terme d’acce´le´ration due a` la vitesse orthoradiale.
Cas particulier des caˆbles vu par un radar en bande X Nous avons e´voque´ dans le
chapitre 1 une proprie´te´ particulie`re des caˆbles en bande X : seul le point du caˆble le plus proche
du radar re´trodiffuse l’onde e´lectromagne´tique vers le radar. Du point de vue du radar, c’est
comme si ce point de re´flexion glissait virtuellement le long du caˆble a` mesure que le porteur
avance, comme l’illustre la figure 3.3(a). D’un point de vue pratique, tout se passe comme si le
caˆble e´tait vu par le radar comme une cible ponctuelle mobile se de´plac¸ant a` la vitesse vasinα
le long du caˆble.
En outre, lorsque la trajectoire du porteur croise celle d’un caˆble, tel que pre´sente´ sur la figure
3.3(a), le point du caˆble suit exactement une trajectoire de collision telle que de´finie plus haut :
son angle de vue est constant au cours du temps et sa vitesse relative par rapport au porteur
est porte´e a` tout instant par l’axe perpendiculaire au caˆble. Cette proprie´te´ particulie`re permet
donc the´oriquement de distinguer le caˆble des deux pyloˆnes qui le portent, car eux changeront
d’angle de vue. En outre, nous excluons de´sormais le cas particulier des caˆbles lorsque nous
parlerons de cible fixe.
Diffe´rencier un caˆble d’un pyloˆne Dans le cadre de la de´tection d’obstacles, on peut mon-
trer qu’un caˆble et un pyloˆne ne pre´sentent pas le meˆme degre´ de danger pour le porteur radar.
En configuration de vise´e pointe-avant, nous pouvons de´finir un coˆne de se´curite´ de demi-angle
au sommet αs comme illustre´ sur la figure 3.2. Un pyloˆne ou un caˆble rentrant dans cette zone
sont tous les deux conside´re´s comme dangereux pour le porteur radar, car chacun repre´sente un
risque potentiel pour le porteur. Il apparaˆıt donc difficile de pouvoir les distinguer dans cette
configuration.
La figure 3.3 repre´sente une cible situe´e a` une distance R0 et vue avec un angle de vue α > αs,
dans le cas d’un caˆble (a) et le cas d’un pyloˆne (b). A la diffe´rence du pyloˆne, le caˆble pre´sente
un re´el risque de collision car la trajectoire du porteur croise le caˆble. Pourtant, le caˆble et le
pyloˆne seraient de´tecte´s sur la meˆme case distance-vitesse et au meˆme angle d’observation par le
radar. Il est donc inte´ressant voire critique pour l’application de de´tection d’obstacles d’e´valuer
le risque de collision d’un obstacle avec le porteur. En dehors de la zone de se´curite´, ceci revient
a` distinguer si un obstacle fixe de´tecte´ est un caˆble ou un pyloˆne.
3.1.2 Mode`le de signal d’une cible avec acce´le´ration
La proprie´te´ caracte´ristique d’une cible de collision re´side dans le fait qu’elle ne posse`de pas
d’acce´le´ration due a` sa vitesse orthoradiale. Pour pouvoir tirer parti de cette information, il nous
faut donc e´tendre le mode`le de signal d’une cible de l’e´quation (1.27) en prenant en compte les
termes d’acce´le´ration.
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Figure 3.2 – Vise´e pointe-avant et zone de se´curite´
(a) Risque de collision avec un caˆble (b) Aucun risque de collision avec le pyloˆne
Figure 3.3 – Observation d’un caˆble ou d’un pyloˆne au meˆme angle et a` la meˆme distance
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Signal de battement Nous reprenons les e´tapes et les notations de 1.2.4 en utilisant main-
tenant un de´veloppement de Taylor a` l’ordre deux pour de´crire l’e´volution de la distance d’une
cible par rapport au porteur [50]
R(t) = R0 + R˙t+
1
2
R¨t2
qui se re´e´crit a` partir des rappels de cine´matique donne´s en annexe A comme
R(t) = R0 + vradt+
1
2
(
arad +
‖~vorth‖2
R0
)
t2 (3.6)
ou` R0 est la distance de la cible au temps initial, vrad est sa vitesse radiale, arad son acce´le´ration
radiale, et ‖~vorth‖2 est la norme au carre´ de sa vitesse orthoradiale, comple´mentaire de la vitesse
radiale par rapport a` la vitesse relative de la cible par rapport au porteur. Cette e´quation
ge´ne´ralise ainsi (3.2) en prenant en compte le terme d’acce´le´ration radiale. Le retard de la cible
s’e´crit ainsi au cours du temps
τ(t) =
2R(t)
c
=
2R0
c
+
2vrad
c
t+
1
c
(
arad +
‖~vorth‖2
R0
)
t2. (3.7)
En omettant son amplitude, le signal de battement sur le temps court et le temps long s’e´crit
toujours suivant l’e´quation (1.13) que l’on rappelle
sb(tc,m) = e
j2pi(f0τ− B2T τ2+BT τtc).
Comme pre´ce´demment, nous ne´gligeons les termes en t2c et d’ordre supe´rieur (Residual Video
Phase) dans la phase du signal de battement. Le signal de battement peut donc se re´e´crire sous
la forme
sb(tc,m) = e
jφ0ej2pifb(m)tcej2pi(fD(0)mT+
1
2
f˙Dm
2T 2) (3.8)
ou` fb(m) est la fre´quence de battement au chirp nume´ro m, fD(0) est la fre´quence Doppler de
la cible au temps initial et f˙D est le taux de variation de la fre´quence Doppler de la cible. La
fre´quence de battement de la cible varie maintenant au cours du temps long mT
fb(m) =
2BR0
cT
+
2mBvrad
c
+
(
arad +
‖~vorth‖2
R0
)(
2
λ
+
2B
c
m
)
mT (3.9)
ou` les deux derniers termes sont des termes de migrations line´aire et quadratique de la cible. De
plus, la fre´quence Doppler de la cible n’est plus constante et e´volue de´sormais line´airement au
cours du temps long
fD(m) = fD(0) + f˙DmT =
2vrad
λ
+
2
λ
(
arad +
‖~vorth‖2
R0
)
mT. (3.10)
La prise en compte de l’acce´le´ration dans le signal de battement se re´sume donc a` l’ajout d’un
terme quadratique de migration distance et d’une variation line´aire de la fre´quence Doppler de
la cible. Notre objectif est maintenant de caracte´riser et d’exploiter l’information supple´mentaire
apporte´e par l’acce´le´ration et la variation line´aire de fre´quence Doppler des cibles.
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Hypothe`ses sur le mode`le de signal Le mode`le de signal de battement avec acce´le´ration
(3.8) se substitue au mode`le (1.13) lorsque la distance de la cible n’e´volue plus line´airement
au cours du temps mais de manie`re quadratique. Pour cela, il est ne´cessaire de conside´rer un
temps d’observation du signal plus long. Nous verrons dans la suite comment quantifier le temps
d’observation pour que l’e´volution quadratique de la distance de la cible soit significative sur le
signal.
Dans la suite, nous nous plac¸ons en sortie de traitement distance et nous e´tudions le signal
d’une case distance au cours du temps long. Pour cela, nous supposons parfaitement compense´e
la migration distance de toutes les cibles pre´sentes dans la case distance conside´re´e.
De plus, nous supposons que le porteur est en vol parfaitement stabilise´, c’est-a`-dire que son
vecteur vitesse est constant en direction et en norme au cours du temps. Du moins, on suppose
que l’on peut compenser ou ne´gliger les effets d’acce´le´ration radiale du porteur. Nous faisons la
meˆme hypothe`se sur la cible lorsque celle-ci est mobile. Dans ces conditions, les cibles fixes ou la
cible mobile n’admettent pas d’acce´le´ration radiale et seul le terme lie´ a` leur vitesse orthoradiale
de´crit leur acce´le´ration.
Mode`le de signal d’une cible sur une case distance Apre`s traitement distance, et sous
les hypothe`ses de´crites ci-dessus, le signal d’une cible sur une case distance au cours du temps
long s’e´crit sous la forme
A exp
[
j2pi
(
fD(0)mT +
1
2
f˙Dm
2T 2
)]
pour 0 ≤ m ≤M − 1 (3.11)
ou` A repre´sente l’amplitude complexe de la cible, suppose´e constante au cours du temps d’ob-
servation. On reconnaˆıt alors un signal a` phase polynomiale (SPP) d’ordre 2 [71]. Ce signal est
un chirp line´aire de fre´quence de de´part fD(0) et de bande passante f˙DMT . Par abus et pour
simplifier les notations, nous noterons de´sormais fD la fre´quence Doppler initiale fD(0).
Nous allons maintenant examiner les cas particuliers d’une cible de collision, d’une cible fixe,
et du fouillis de sol.
Caracte´risation du signal d’une cible de collision Sous les hypothe`ses de travail que
l’on s’est fixe´es, une cible de collision est caracte´rise´e par le fait que sa fre´quence Doppler est
constante au cours du temps, car son acce´le´ration est nulle par hypothe`se de vitesses constantes,
et sa vitesse orthoradiale est e´galement nulle par de´finition d’une cible de collision. Le signal
d’une cible de collision est donc, a` l’amplitude pre`s, une exponentielle de fre´quence constante
e´gale a` la fre´quence Doppler de la cible de collision
exp [j2pifDmT ] pour 0 ≤ m ≤M − 1. (3.12)
Caracte´risation du signal d’une cible fixe Toujours sous les meˆmes hypothe`ses, nous
pouvons caracte´riser le signal d’une cible fixe en fonction de la vitesse du porteur va et de
l’angle d’observation de la cible α repre´sente´s sur la figure 3.3. La vitesse radiale et la vitesse
orthoradiale d’une cible fixe s’e´crivent
vrad = −vacosα et vorth = vasinα. (3.13)
Sans perte de ge´ne´ralite´, nous conside´rons un angle de lacet nul car dans le cas ge´ne´ral il suffit
de remplacer α par α− αL. La fre´quence Doppler initiale d’une cible fixe s’e´crit donc
fD =
2vacosα
λ
(3.14)
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Figure 3.4 – Parabole des cibles fixes et zone de cible de collision dans le plan (fD, f˙D)
et son taux de variation de fre´quence Doppler pour une distance R0 s’e´crit
f˙D =
2v2asin
2α
λR0
. (3.15)
La fre´quence Doppler et le taux de variation d’une cible fixe sont relie´es par une e´quation valable
pour toutes les cibles fixes
f˙D =
2v2a
(
1− cos2α)
λR0
=
2v2a
λR0
− λ
2R0
f2D. (3.16)
De ce fait, toutes les cibles fixes se retrouvent sur la meˆme parabole dans le plan (fD, f˙D)
parame´tre´e uniquement par la vitesse du porteur va et la distance R0. La figure 3.4 repre´sente
dans le plan (fD, f˙D) les lieux ou` peuvent se situer une cible fixe et une cible de collision.
Les cibles de fre´quence Doppler positive s’e´loignent du porteur et ne sont donc pas conside´re´es
comme dangereuses par de´finition, ce qui explique pourquoi on se limite aux fre´quences Doppler
ne´gatives sur la figure.
Le fouillis de sol Conforme´ment au mode`le GCM de Ward [99] rappele´ dans le chapitre 1, le
fouillis de sol peut eˆtre mode´lise´ par la somme des contributions de Na re´flecteurs e´le´mentaires
e´qui-re´partis. Pour une case distance donne´e, le nombre effectif de cibles e´quivalentes pour
mode´liser le fouillis est de l’ordre du nombre de cases vitesses occupe´es par le sol. Ce nombre
augmente avec le temps d’inte´gration. Tous les re´flecteurs mode´lisant le fouillis sont fixes par
de´finition et sont situe´s sur une portion de la parabole dans le plan (fD, f˙D) illustre´e sur la figure
3.5. La fauche´e du diagramme d’antenne de´termine la zone de fouillis couverte par le radar dans
le plan (fD, f˙D) en fonction des angles αmin et αmax d’observation du sol.
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Figure 3.5 – Zone du fouillis de sol dans le plan (fD, f˙D)
Mode`le ge´ne´ral du signal d’une case distance Le signal d’une cible sur sa case distance
est un signal a` phase polynomiale d’ordre deux donne´ par (3.11). Ce signal peut encore eˆtre mis
sous la forme
A exp
[
j
(
a1m+ a2m
2
)]
pour 0 ≤ m ≤M − 1 (3.17)
ou` l’on fait la correspondance entre les parame`tres Doppler (fD, f˙D) et les parame`tres de phase
(a1, a2)
a1 = 2pifDT et a2 = pif˙DT
2.
Nous mode´lisons le signal temporel d’une case distance au cours du temps long comme la somme
des contributions de P cibles situe´es sur la case distance e´tudie´e
yt(m) =
P∑
p=1
Ap exp
[
j
(
a1,pm+ a2,pm
2
)]
+ w(m) pour 0 ≤ m ≤M − 1 (3.18)
ou` Ap est l’amplitude complexe de la p
ie`me cible, a1,p et a2,p ses parame`tres de phase, et w(m)
repre´sente le bruit thermique. Le nombre de cibles n’est pas connu, et est difficile a` estimer en
pratique. Dans le cas ge´ne´ral, aucune information n’est disponible sur les parame`tres de phase
des cibles.
Nous supposerons donc que le signal est compose´ d’une cible de collision et de une ou plusieurs
cibles fixes, tels que des pyloˆnes ou des re´flecteurs constituant le fouillis de sol. La se´paration
entre la cible de collision et les cibles fixes dans le plan (fD, f˙D) ou (a1, a2) revient en fait a`
remplacer le traitement Doppler usuel par une me´thode d’estimation des deux parame`tres de
phase de chacune des cibles. On remarque e´galement que l’information de collision est porte´e
uniquement par le parame`tre d’ordre deux (a` condition d’une fre´quence Doppler ne´gative). Seule
cette information est ne´cessaire pour de´cider si une cible pre´sente un risque de collision ou non. La
section suivante pre´sente donc un e´ventail de me´thodes dont le but est d’estimer les parame`tres
de phase sur des signaux a` phase polynomiale.
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3.2 Estimation des parame`tres de signaux a` phase polynomiale
Le proble`me d’estimation des parame`tres de signaux a` phase polynomiale (SPP) d’ordre
2 ou d’ordre supe´rieur est un proble`me tre`s connu dans le domaine du traitement du signal.
Les signaux a` phase polynomiale peuvent de´crire et mode´liser un tre`s grand nombre de phe´no-
me`nes physiques, souvent illustre´s par l’exemple des e´chos radar [98][3]. Nous nous inte´ressons
particulie`rement au cas des SPP d’ordre 2 pour des amplitudes constantes et de´terministes,
commune´ment appele´s chirps.
3.2.1 Traitements pour le cas monocomposante
Le proble`me d’estimation des parame`tres d’un chirp noye´ dans un bruit blanc a e´te´ longue-
ment e´tudie´, donnant naissance a` diverses me´thodes de traitement. La DCFT (Discrete Chirp
Fourier Transform) [30] est l’estimateur au sens du maximum de vraisemblance du proble`me.
Mann et al [60] ont propose´ comme alternative la transforme´e en chirplets pour prendre en
compte les effets de compression/dilatation sur le signal. On peut citer e´galement la transforme´e
de Wigner-Ville et ses de´rive´es qui transforment le signal dans un plan temps-fre´quence [11].
Dans un tel plan, un chirp est un segment dont on peut estimer la longueur et la pente, toutes
deux relie´es aux parame`tres du chirp. La transforme´e de Fourier fractionnaire peut e´galement
eˆtre utilise´e dans ce contexte [1]. Les me´thodes de transforme´es a` phase polynomiale telle que
la HAF (High-order Ambiguity Function) [3], aussi connue sous le nom de transforme´e a` phase
polynomiale [72], ou encore la CPF (Cubic Phase Function) [65], proposent quant a` elles de
transformer le signal par autocorre´lation. Elles estiment dans un premier temps le parame`tre
de plus haut degre´, puis de´modulent le signal pour estimer successivement les parame`tres de
degre´ infe´rieur. Nous nous inte´ressons plus particulie`rement dans cette partie a` la transforme´e
en chirplets ou DCFT du signal, puis a` sa transforme´e HAF.
Borne de Cramer-Rao La borne de Cramer-Rao joue un roˆle important dans l’e´valuation des
performances d’un estimateur. Elle constitue une borne infe´rieure sur la variance des estimateurs
des parame`tres a` estimer. Dans le cas des signaux a` phase polynomiale, la borne de Cramer-Rao
est relie´e au temps d’observation du signal et donne une information importante sur le temps
d’observation minimal pour conside´rer qu’un terme de phase n’est plus ne´gligeable.
Peleg et Porat donnent une formule approche´e dans [71] de la borne de Cramer-Rao d’un
SPP d’ordre quelconque, en approximant l’inversion matricielle de la matrice d’information de
Fischer. Pour un SPP d’ordre 2, cette inversion peut eˆtre re´alise´e de manie`re analytique (inversion
d’une matrice 3× 3), et la borne de Cramer-Rao (BCR) du parame`tre a2 s’e´crit
BCR [a2] =
90
M5T 4
σ2
|A|2 =
90
MT 4RSB
(3.19)
ou` σ2 est la puissance du bruit blanc w(m), M est le nombre de points, et le rapport signal
a` bruit est de´fini par RSB = |A|2/σ2. Le parame`tre a2 du chirp doit eˆtre suffisamment grand
devant la racine carre´e de la BCR pour pouvoir eˆtre le´gitimement conside´re´ comme non-nul. Pour
notre proble´matique, ce crite`re permet de donner un ordre de grandeur au temps d’inte´gration
ne´cessaire pour eˆtre en mesure de diffe´rencier le signal d’une cible de collision de celui d’une
cible fixe.
La DCFT et la transforme´e en chirplets La Discrete Chirp Fourier Transform (DCFT) est
une extension naturelle de la transforme´e de Fourier discre`te pour l’estimation des parame`tres
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Figure 3.6 – Domaine d’ambigu¨ıte´ des chirplets
d’un chirp. Elle s’obtient en re´solvant le proble`me d’estimation des parame`tres d’un chirp noye´
dans un bruit blanc a` partir de la me´thode du maximum de vraisemblance [30]. La DCFT du
signal (3.17) s’e´crit ainsi
DCFT (k, l) =
1√
M
M−1∑
m=0
Ae[ja1m+a2m
2]e
−j2pi
[
km
M
+ lm
2
M2
]
(3.20)
ou` k repre´sente la fre´quence initiale et normalise´e du chirp, et l repre´sente la pente normalise´e
du chirp. Pour un indice l fixe´, la DCFT revient a` remettre en phase le signal par rapport
a` un chirp de parame`tres normalise´s (0, l) puis a` calculer sa transforme´e de Fourier discre`te.
Cette transformation peut eˆtre vue comme la projection du signal sur une base de chirps de
parame`tres (k, l). La fonction d’ambigu¨ıte´ de la DCFT prend une forme de noeud papillon. En
effet, lorsqu’un mauvais choix de pente l est teste´, la DCFT calcule la transforme´e de Fourier
d’un chirp qui s’e´tale sur une bande de fre´quence donne´e. Le maximum de la DCFT est atteint
pour le couple (k, l) qui se rapproche le plus du chirp e´tudie´ : les parame`tres (a1, a2) recherche´s
sont donc estime´s a` partir du maximum du spectre en deux dimensions dans le plan (k, l).
Une alternative a` la DCFT consiste a` utiliser la transforme´e en chirplets pour estimer les
parame`tres de chirps. Mann et al [60] ont propose´ la transforme´e en chirplets en ge´ne´ralisant
la the´orie des ondelettes. La transforme´e en chirplets effectue la corre´lation du signal avec une
base de chirps gaussiens de la forme
gtc,fc,∆t,c(t) =
1√√
pi∆t
e−(1/2)(t/∆t)
2
ej2pi[C(t−tc)
2+fc(t−tc)] (3.21)
constitue´e d’une ponde´ration gaussienne et d’un chirp. Une chirplet est parame´tre´e par un temps
central tc, une fre´quence centrale fc, une pente C et une dure´e ∆t. Deux autres degre´s de liberte´
de dilatation et de compression des chirplets ne sont pas utilise´s ici [59]. La transforme´e en
chirplets est analogue a` la DCFT, car, sans ponde´ration gaussienne et pour un temps central
nul, les chirplets ainsi de´finies sont e´quivalentes a` la base de chirps utilise´e par la DCFT.
On peut effectuer un changement de variables pour calculer la transforme´e en chirplets du
signal sur une base plus simple a` imple´menter en pratique. Ce changement de variables consiste
a` parame´trer les chirplets en fonction de la fre´quence initiale et de la fre´quence finale du chirp
f0 = fc − CT
2
et f1 = fc +
CT
2
(3.22)
et revient a` effectuer une rotation de 45˚ du plan (fc, C), comme illustre´ sur la figure 3.6. Le
domaine d’ambigu¨ıte´ de la transforme´e en chirplets prend la forme d’un diamant dans le plan
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Figure 3.7 – Transforme´e en chirplet d’un chirp dans le plan (f0, f1)
(fc, C) et d’un rectangle dans le plan (f0, f1). Le nouveau domaine d’ambigu¨ıte´, par respect du
the´ore`me de Shannon, et le choix du pas d’e´chantillonnage se traduisent plus simplement dans
le nouvel espace (f0, f1) ainsi de´fini.
La transforme´e en chirplets a e´te´ initialement utilise´e en compression de donne´es : seuls
les coefficients de projection sont retenus, permettant de rejouer les donne´es a` partir de la
connaissance de la base et des coefficients. On la retrouve principalement en traitement d’images.
Mais la transforme´e en chirplets nous inte´resse particulie`rement car elle permet de projeter le
signal dans un plan (Fre´quence centrale fc - Pente C) analogue au plan repre´sente´ sur la figure
3.4. Comme pour la DCFT, la marque d’un chirp dans le plan (fc, C) est un noeud papillon
(bowtie en anglais), repre´sente´ en vue de dessus sur la figure 3.7. Notons pour finir que Mann et
al ont utilise´ les chirplets dans [59] pour re´soudre un proble`me relativement similaire au noˆtre : la
de´tection radar de cibles dans du fouillis de mer. Ils y exploitent le fait que les cibles recherche´es
posse`dent une acce´le´ration propre, face a` du fouillis de mer qui n’a pas d’acce´le´ration. Cette
me´thode se retrouve e´galement dans [103]. Dans [97], les auteurs utilisent un temps d’inte´gration
long tel que le signal d’une cible est un signal a` phase polynomiale d’ordre supe´rieur a` deux.
Ils proposent tout d’abord d’e´liminer le fouillis de mer en estimant la matrice de covariance du
fouillis sur les cases distance adjacentes, et choisissent ensuite de de´tecter la cible mobile dans
le signal filtre´ du fouillis par transforme´e en chirplets adaptative, qui permet de repre´senter le
signal complexe de la cible comme la somme de plusieurs chirps.
La transforme´e a` phase polynomiale ou HAF Dans le cas ge´ne´ral de l’estimation des
parame`tres d’un SPP d’ordre N de la forme
A exp
(
j
N∑
n=1
ant
n
)
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Figure 3.8 – FFT et transforme´e HAF d’une exponentielle et d’un chirp
la the´orie du maximum de vraisemblance conduit a` la minimisation d’un crite`re dans un espace
de dimension N . Pour e´viter cette minimisation, Peleg et al dans [72] puis Barbarossa dans [3] ont
propose´ une solution sous-optimale qui consiste a` se´parer le proble`me de minimisation d’ordre
N en autant de proble`mes de minimisation dans un espace de dimension 1. La Transforme´e
a` phase polynomiale, de´nomme´e plus tard HAF (High-order Ambiguity Function), adopte une
approche ite´rative pour estimer un a` un les coefficients d’un SPP d’ordre N [3]. Les fonctions
HAF se basent sur la de´finition des moments d’ordre supe´rieur a` partir de plusieurs retards et
sont de´finis de manie`re re´cursive pour un signal y(m) par
y1 (m) = y (m)
y2 (m, τˆ1) = y1 (m+ τ1) y
∗
1 (m− τ1)
... ... ...
yN (m, τˆN−1) = yN−1 (m+ τN−1, τˆN−2) y∗N−1 (m− τN−1, τˆN−2)
(3.23)
ou` l’on note le retard ge´ne´ralise´ τˆi = (τ1, τ2, ..., τi). Les fonctions HAF sont de´finies comme les
transforme´es de Fourier discre`tes des moments d’ordre supe´rieur
HAFN (k, τˆN−1) =
M−1∑
m=0
yN (m, τˆN−1)e−j2pikm. (3.24)
On montre que la HAF d’ordre N d’un signal monocomposant d’ordre N est une exponentielle
complexe de fre´quence normalise´e
f¯N = 2
N−1N !
(
N−1∏
i=1
τi
)
aN
2pi
(3.25)
qui est proportionnelle au produit des retards choisis
∏N−1
i=1 τi. Une simple transforme´e de Fourier
discre`te permet d’estimer le parame`tre aN . Le signal est ensuite de´module´ par l’estime´ aˆN . Le
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signal devient alors un SPP d’ordre N − 1, une nouvelle HAF d’ordre N − 1 est calcule´e, et
ainsi de suite. Le principe d’estimation des parame`tres d’un SPP par les fonctions HAF est donc
ite´ratif. Pour un signal monocomposante, un seul retard peut eˆtre utilise´, par exemple τ = MN .
Le the´ore`me de Shannon pour le parame`tre aN se de´duit de l’e´quation (3.25)
|aN | ≤ piN
N−1
N !MN−1TN
(3.26)
ou` T est la pe´riode d’e´chantillonnage. Un des inconve´nients de la me´thode HAF est l’effet de
propagation. Une erreur sur les parame`tres d’ordre supe´rieur influe sur la qualite´ d’estimation
des parame`tres d’ordres infe´rieurs. Les erreurs de propagation peuvent eˆtre grandement dimi-
nue´es en utilisant une technique de de´formation (warping) [38] pour estimer de manie`re plus
pre´cise les coefficients. Cependant, dans notre cas a` l’ordre 2, cet effet a peu de conse´quence
pour l’estimation des parame`tres d’un chirp. Pour un signal centre´ et un retard e´gal a` M/2,
l’expression de la HAF d’ordre 2 se simplifie pour donner
HAF(y)(k) =
M−1
2∑
m=0
y
(
m+
M
2
)
y∗
(
m− M
2
)
e−j2pikm
= eja1M
M−1
2∑
m=0
ej2Ma2me−j2pikm
(3.27)
dont le module est maximal pour k = Ma2/pi. L’autocorre´lation effectue´e sur le signal permet
de diminuer l’ordre du SPP d’un rang, et la transforme´e de Fourier qui s’ensuit permet ainsi de
de´terminer le parame`tre a2. La fre´quence mesure´e par la FFT est donc
fm = f˙DTint
ou` le facteur Tint = MT est le temps d’inte´gration. La figure 3.8 repre´sente un signal synthe´tique
mode´lisant une cible de collision en haut, de parame`tre a2 nul, pour lequel le maximum de la
HAF se situe a` la fre´quence nulle, et en bas un signal synthe´tique d’une cible quelconque de
parame`tre a2 non-nul pour lequel le maximum de la HAF se situe a` une fre´quence non-nulle. En
l’absence de toute autre cible, la me´thode HAF permet donc de de´terminer si une cible pre´sente
un risque de collision ou non.
La Cubic Phase Function La Cubic Phase Function (CPF) est base´e sur le meˆme principe
d’autocorre´lation du signal que la HAF. Cette me´thode n’est utilise´e que pour les SPP d’ordre
2 et 3 [65], et s’e´crit
CPF(n,Ω) =
M−1
2∑
m=0
y(n+m)y(n−m)e−jΩm2
= e2j[a1n+a2n
2]
M−1
2∑
m=0
ej2a2m
2
e−jΩm
2
(3.28)
ou` n repre´sente le retard choisi, et les termes en dehors du support de y(m) sont pris e´gaux
a` ze´ro. L’ide´e de cette me´thode consiste a` supprimer le terme a1 du signal par autocorre´lation
puis d’estimer le parame`tre a2 du chirp. Lorsqu’un seul SPP d’ordre 2 est pre´sent dans le signal,
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(a) FFT du signal a` deux composantes (b) Transforme´e en chirplets
Figure 3.9 – Cas d’un signal a` deux composantes, une exponentielle pure et un chirp
cette fonction est maximale en Ω = 2a2. Contrairement a` la HAF, ce n’est donc pas une FFT
qui est utilise´e pour le calcul du parame`tre a2, mais une projection sur la base des fonctions{
ejΩm
2
}
,m = 0, ...,M − 1.
La CPF pre´sente de meilleures performances [24] que la HAF pour les SPP d’ordre 2 et 3
mais elle ne se base pas sur une FFT et pre´sente donc une complexite´ d’utilisation supe´rieure.
Djurovic et al ont re´cemment propose´ de combiner la HAF et la CPF pour obtenir de meilleures
performances [25] en utilisant un choix optimal de retards.
3.2.2 Le cas multicomposantes
Le proble`me d’estimation des parame`tres de signaux a` phase polynomiale du type (3.18)
constitue´s de plusieurs composantes se re´ve`le beaucoup plus de´licat a` re´soudre que le cas mono-
composante, en particulier lorsque le nombre de composantes devient grand ou est inconnu. Les
deux classes de me´thodes cite´es ci-dessus pour le cas monocomposante pre´sentent des proble`mes
quant a` leur utilisation en environnement multicomposantes.
Me´thode directe par transforme´e en chirplets L’e´talement de la fonction d’ambigu¨ıte´
peut rendre les me´thodes directes (DCFT ou chirplets) re´dhibitoires, car la composante de plus
forte puissance peut masquer les composantes de puissances plus faibles. C’est le cas lorsque les
composantes sont proches entre elles ou en pre´sence de fouillis. La figure 3.9 illustre ce phe´nome`ne
pour deux composantes. L’exponentielle pure que l’on peut distinguer du chirp sur le spectre
FFT n’est plus visible apre`s transforme´e en chirplets. Pour pouvoir estimer la composante la
plus faible, il faut alors estimer la premie`re composante la plus forte, la supprimer du signal par
projection orthogonale, puis calculer une nouvelle transforme´e en chirplets sur le signal sans la
premie`re composante. Cette proce´dure peut devenir aussi couˆteuse qu’il y a de composantes a`
calculer.
Une extension a` la HAF Les me´thodes par autocorre´lation (HAF, CPF, ...) font apparaˆıtre
des termes croise´s qui s’additionnent au spectre que l’on obtiendrait si l’on pouvait traiter
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Figure 3.10 – FFT et transforme´e HAF d’un signal a` deux composantes
inde´pendamment chaque composante [3]. En effet, pour le cas a` deux composantes, la HAF
d’ordre 2 s’e´crit
HAF(y)(k) =
M−1∑
m=0
[
y1(m+
M
2
) + y2(m+
M
2
)
] [
y∗1(m−
M
2
) + y∗2(m−
M
2
)
]
e−j2pikm (3.29)
ou` y1 et y2 sont deux SPP d’ordre quelconque. On voit donc apparaˆıtre deux termes croise´s
y1(m+
M
2 )y
∗
2(m− M2 ) et y2(m+ M2 )y∗1(m− M2 ) qui s’ajoutent dans le spectre obtenu par FFT.
La figure 3.10 illustre le cas ou` une des deux composantes est trois fois plus forte que la seconde.
Les termes croise´s dominent la seconde composante la plus faible dans le spectre HAF. Cet effet
ne´gatif devient de plus en plus important a` mesure que le nombre P de composantes augmente, le
nombre de termes croise´s pouvant atteindre P 2−P . De ce fait, de´terminer toutes les composantes
avec une seule HAF n’est pas possible, et seule la composante la plus puissante peut eˆtre en
pratique estime´e sans risque d’erreur. Comme pour les me´thodes directes, on peut donc utiliser
une me´thode ite´rative pour estimer toutes les composantes. Barbarossa et al [3] ont remarque´ que
l’emplacement des termes croise´s de´pendaient des retards utilise´s pour calculer la HAF, tandis
que les ’vrais’ termes sont toujours situe´s aux meˆmes fre´quences lorsque le produit des jeux de
retards est constant. Leur ide´e consiste donc a` calculer la HAF pour divers jeux de retards dont
le produit est constant, et de calculer le produit des HAF obtenues. Les vrais termes, situe´s aux
meˆmes fre´quences, sont favorise´s par le produit des spectres. Au contraire, les termes croise´s,
qui circulent dans le spectre en fonction des retards, sont eux de´favorise´s par la multiplication.
Cette proce´dure appele´e PHAF pour Product High-order Ambiguity Function fait alors ressortir
du spectre les vrais termes par rapport aux terme croise´s. Dans le cadre des SPP d’ordre 2, une
HAF ne fait intervenir qu’un seul retard, et l’on doit donc utiliser des retards diffe´rents pour
utiliser la PHAF. L’emplacement des vrais termes sont fonction des retards utilise´s, mais ils
peuvent eˆtre recale´s par effet d’e´chelle afin que la PHAF soient efficaces. On calcule donc
PHAF(y)(k) =
L∏
l=1
HAF(y)
(
τ (l)
τ (1)
k, τ (1)
)
(3.30)
ou` τ (l) est le retard choisi pour le calcul de la lie`me HAF, et le parame`tre d’e´chelle fre´quentielle
s’e´crit τ
(l)
τ (1)
. En pratique, pour effectuer cette remise a` l’e´chelle, il faut donc interpoler ou sur-
e´chantillonner les spectres HAF. La figure 3.11 pre´sente une PHAF calcule´e sur trois retards et
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Figure 3.11 – Transforme´es HAF et PHAF d’un signal a` deux composantes
pour le meˆme signal de la figure 3.10. On remarque que les arte´facts issus des termes croise´s se
situent a` des fre´quences diffe´rentes entre les HAF. Conforme´ment a` ce qui e´tait attendu, seuls les
vrais termes ressortent dans le spectre de la PHAF et peuvent ensuite eˆtre de´tecte´s par seuillage.
Notons e´galement que la PHAF a e´te´ propose´e par [56] pour la de´tection de cibles mobiles sur
fouillis de mer par un radar FMCW de surveillance coˆtie`re. Le fouillis de mer ne posse`de pas
d’acce´le´ration et se retrouve concentre´ autour de la fre´quence nulle sur les spectres obtenus par
les HAF. Au contraire, une cible agile posse`de des termes d’acce´le´ration qui l’e´loignera du fouillis
sur les spectres HAF. Notons encore que notre proble`me est inverse par rapport au proble`me
de [56], car dans notre cas c’est la cible qui se situe autour de la fre´quence nulle, tandis que le
fouillis (de sol) doit s’en e´loigner.
Une extension similaire a e´te´ propose´e pour la CPF, et est appele´e PCPF (Product Cubic
Phase Function) [65][102]. Le principe est le meˆme que pour la PHAF : plusieurs CPF sont
calcule´es pour diffe´rents jeux de retard, leur produit favorise les vrais termes, tandis que les
termes croise´s sont atte´nue´s. Toutes les composantes doivent ensuite eˆtre estime´es de manie`re
ite´rative en supprimant progressivement les SPP de´ja` estime´s.
Des extensions aux techniques HAF et CPF ont e´te´ apporte´es par Djurovic dans [25] et
O’Shea dans [67]. Mais le proble`me d’estimation des SPP multicomposantes reste encore ouvert
a` ce jour, et certains auteurs se tournent vers un e´chantillonnage non-uniforme du signal pour
ame´liorer les performances de ces me´thodes [66].
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3.3 Application a` la caracte´risation de cibles
Dans cette section, nous appliquons a` des signaux synthe´tiques les me´thodes base´es sur la
transforme´e en chirplets et sur la HAF pour de´terminer si une cible pre´sente un risque de collision
avec le porteur radar. En particulier, nous verrons que la proce´dure de´crite dans ce chapitre
permet la reconnaissance d’un caˆble ou d’un pyloˆne en configuration de vise´e non-frontale.
Dans un premier temps, nous examinons le choix du temps d’inte´gration ne´cessaire pour
se´parer une cible de collision et une cible fixe par leurs termes d’acce´le´ration. Nous e´tudions
ensuite le cas d’une cible mobile quelconque pre´sentant une trajectoire de collision et se situant
en dehors de la zone de fouillis de sol. Enfin, nous nous attachons au cas de reconnaissance de
caˆbles et de pyloˆnes situe´s dans la zone du fouillis.
3.3.1 Choix du temps d’inte´gration
Nous nous posons la question du choix du temps d’inte´gration pour mettre en place les traite-
ments HAF et chirplets sur le signal (3.18). Nous cherchons a` pouvoir de´cider apre`s traitement
si une cible pre´sente un risque de collision ou non. Quel seuil doit-on choisir sur le terme de
variation de fre´quence Doppler f˙D pour qu’une cible puisse eˆtre de´clare´e comme dangereuse ?
Ceci revient a` de´terminer la re´solution du traitement utilise´, le seuil e´tant choisi comme un
multiple de la re´solution. Le calcul de la borne de Cramer-Rao (3.19) re´ve`le que cette re´solution
est proportionnelle a` 1/T 2int. En effet, la fre´quence mesure´e par la HAF d’ordre deux s’e´crit
fm = f˙DTint (3.31)
et est obtenue par FFT. La re´solution sur le parame`tre f˙D est donc bien inversement propor-
tionnelle au carre´ du temps d’inte´gration
δfm =
1
Tint
=⇒ δf˙D = 1
T 2int
. (3.32)
Le temps d’inte´gration peut alors eˆtre choisi en fonction de la re´solution sur le parame`tre f˙D a`
atteindre pour l’application.
Cas des cibles fixes, pyloˆnes et caˆbles On souhaite pouvoir faire la diffe´rence entre un
pyloˆne et un caˆble. Pour cela, nous devons regarder de plus pre`s le terme de variation de fre´quence
Doppler de la cible (3.15)
f˙D =
2v2asin
2α
λR0
et fixer un seuil ∆f˙D en dessous duquel nous conside´rons que la cible est une cible pre´sentant
un risque de collision. Pour cela, nous utilisons l’angle αs de´finissant la zone de se´curite´ autour
du porteur pre´ce´demment de´fini sur la figure 3.2. Le seuil s’e´crit alors
∆f˙D =
2v2asin
2αs
λR0
(3.33)
et correspond a` l’acce´le´ration d’une cible fixe d’angle de vue αs au bord de la zone de se´curite´. Il
doit eˆtre au moins k>2 fois supe´rieur a` la re´solution δf˙D. Le facteur k repre´sente le nombre de
cellules de re´solution qui se´pare apre`s traitement une cible de collision de fre´quence fm suppose´e
nulle, et une cible conside´re´e comme non-dangereuse hors de la zone de se´curite´ de fre´quence fm
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Figure 3.12 – Distance maximale d’utilisation en fonction de l’angle de vue
non-nulle. On de´duit alors a` partir du seuil et du facteur k la condition sur le temps d’inte´gration
Tint >
√
kλR0√
2vasinαs
(3.34)
qui est fonction de la vitesse du porteur et de la distance, connues en pratique. De manie`re ge´ne´-
rale, on pre´fe`re plutoˆt fixer le temps d’inte´gration et calculer la distance maximale d’utilisation
Rmax <
2v2asin
2αsT
2
int
kλ
(3.35)
car nous sommes limite´s en pratique sur le temps d’inte´gration par la migration distance et la
puissance de calcul.
Comme l’on peut s’y attendre, il apparaˆıt difficile voire impossible de discerner un caˆble d’un
pyloˆne pour de faibles angles d’observation car le terme d’acce´le´ration du pyloˆne v
2
asin
2(α)
R0
sur
lequel repose la me´thode est trop faible dans ce cas. Cependant, pour des angles d’observation α
supe´rieurs a` 10˚ comme illustre´ sur la figure 3.3, diffe´rencier un caˆble et un pyloˆne sera possible.
Le caˆble (a) pre´sente toujours un risque de collision, tandis que le pyloˆne (b) qui serait vu
a` la meˆme distance R0 et au meˆme angle α ne pre´sente aucun risque. L’utilisation du terme
d’acce´le´ration pour diffe´rencier un pyloˆne d’un caˆble prend ici tout son sens. La condition sur la
distance d’utilisation (3.35) n’est plus aussi restrictive a` mesure que l’angle de vue des obstacles
augmente
Rmax <
2
k
v2asin
2αT 2int
λ
.
La figure 3.12 montre l’e´volution de la distance d’utilisation pour un facteur k = 20, une vitesse
de 50m/s et des temps d’inte´gration de 500ms, 1s et 2s, en fonction de l’angle de vue α du pyloˆne.
Notons que le temps d’inte´gration doit eˆtre de l’ordre de la seconde pour que l’acce´le´ration du
pyloˆne permette la distinction caˆble/pyloˆne pour des porte´es supe´rieures au kilome`tre : un temps
d’inte´gration long est bien suˆr ne´cessaire pour faire apparaˆıtre les termes d’acce´le´ration [50].
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(a) Spectre du signal par FFT (b) Transforme´e en chirplets
Figure 3.13 – FFT et chirplets d’une cible de collision situe´e en dehors de la zone de fouillis
(a) Spectre du signal par FFT (b) Transforme´e en chirplets
Figure 3.14 – FFT et chirplets d’une cible de collision situe´e dans la zone de fouillis
3.3.2 Cas d’une cible mobile
Nous nous plac¸ons maintenant dans le cas ge´ne´ral d’une cible mobile illustre´e sur la figure
3.1(a) et en pre´sence de fouillis de sol. Nous supposons que la cible mobile ve´rifie les conditions
de collision, et qu’elle se retrouve en dehors de la zone du fouillis sur la case distance conside´re´e.
Le fouillis de sol est ge´ne´re´ a` partir du mode`le GCM de Ward rappele´ dans le chapitre 1 [99].
Transforme´e en chirplets La figure 3.13 montre le spectre obtenu par FFT (a) et la carte
obtenue par transforme´e en chirplets (b). Le fouillis de sol s’e´tend sur une large zone de la
carte (fD, f˙D) obtenue par transforme´e en chirplets, car chaque e´le´ment du fouillis s’e´tale sous
la forme d’un noeud papillon [60]. Le lieu de fouillis s’e´loigne donc du lieu de fouillis ’ide´al’ en
forme de parabole repre´sente´ sur la figure 3.5. Dans le cas ge´ne´ral, une cible mobile peut donc
se retrouver dans la zone d’e´talement du fouillis apre`s transforme´e en chirplets alors qu’elle se
trouvait en dehors du fouillis sur le spectre FFT. Cependant, comme on peut le voir, ceci n’est
pas un proble`me pour une cible de collision, qui restera hors de la zone d’e´talement du fouillis :
elle pourra eˆtre de´tecte´e dans la carte (fD, f˙D) par rapport au bruit blanc.
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(a) Spectre HAF d’une cible en dehors du fouillis (b) Spectre HAF pour une cible 10 fois plus puissante
Figure 3.15 – Spectre HAF d’une cible en pre´sence du fouillis de sol
Me´thode HAF Nous utilisons maintenant la transforme´e HAF sur le signal de la figure 3.13
pour lequel la cible se situe en dehors du fouillis. La figure 3.15 (a) montre que le spectre HAF
ne permet pas de de´tecter la cible. Comment interpre´ter ce re´sultat ? Le fouillis de sol, compose´
d’un nombre important de re´flecteurs, multiplie le nombre de termes croise´s par autocorre´lation
dans la HAF. De ce fait, le fouillis de sol et ses termes croise´s vont se retrouver sur toutes les
fre´quences calcule´es par la HAF. Ceci explique pourquoi le niveau de ’bruit’ est e´leve´ sur la figure
(a), et la cible ne peut ressortir du spectre. Au contraire, en augmentant le niveau de signal de
10dB, la cible mobile peut eˆtre de´tecte´e sur le spectre HAF (b). La cible e´tant suffisamment
puissante devant le fouillis de sol, elle de´passera le plafond de bruit cre´e´ par le fouillis.
La me´thode HAF et son extension PHAF ne peuvent donc fonctionner que lorsque le rapport
signal a` fouillis est suffisamment important, meˆme lorsque la cible se situe en dehors du fouillis
sur le spectre FFT. Elles ne sont donc pas utilisables en pratique si une me´thode de re´jection
de fouillis n’est pas utilise´e au pre´alable. Dans le cas ou` la cible est en dehors du spectre du
fouillis, un simple filtrage ou blanchiment sur les fre´quences du fouillis de sol permet de re´soudre
ce proble`me, mais cela ne le re´sout pas lorsque la cible se situe dans le fouillis, ce qui est le cas
pour le proble`me de de´tection d’obstacles fixes.
3.3.3 Reconnaissance de caˆbles et de pyloˆnes
Nous nous penchons maintenant sur le cas de la de´tection et de la reconnaissance d’un caˆble
et d’un pyloˆne. Comme nous l’avons vu, un caˆble ou un pyloˆne se retrouve dans la zone du
fouillis de sol avec un rapport signal a` fouillis qui ne permet pas de les distinguer du fouillis par
transforme´e en chirplets ou par les me´thodes de type HAF. L’ide´e est donc d’utiliser la me´thode
de re´jection de fouillis de´veloppe´e dans le chapitre 2 pour se ramener a` un signal filtre´ de fouillis,
pour ensuite appliquer les me´thodes pre´sente´es dans ce chapitre.
Re´jection de fouillis de sol Nous souhaitons filtrer le fouillis de sol du signal temporel d’une
case distance par formation de faisceaux de type MVDR. Pour cela, nous supposons avoir a` notre
disposition un re´seau de Q antennes en e´le´vation, et nous conside´rons que toutes les cibles en
pre´sence posse`dent la meˆme hauteur par rapport au sol.
Nous proposons ici d’utiliser une version simplifie´e du traitement d’antennes du chapitre 2.
Ce traitement suppose que l’on dispose d’un signal sans cible d’une case distance proche de la
87
Chapitre 3. Reconnaissance de cibles de collision par traitement Doppler a` l’ordre 2
case distance teste´e. La matrice de covariance spatiale du fouillis est calcule´e a` partir de toutes
les cases Doppler de la zone de fouillis de la case distance sans cible. Ceci conduit a` un traitement
plus simple d’utilisation mais moins performant que celui propose´ dans le chapitre 2 en termes
de re´jection de fouillis et de conservation de signal cible.
Dans un premier temps, nous calculons la FFT du signal de la case distance sans cible pour
les Q sous-re´seaux. A cause du temps d’inte´gration long, ce n’est pas le traitement adapte´ pour
le fouillis de sol du fait de sa variation de fre´quence Doppler, mais la FFT Doppler permet de
de´terminer la zone de fouillis de sol sur laquelle la matrice de covariance doit eˆtre estime´e. Le
signal spatial de chaque case Doppler de la zone du fouillis est ensuite utilise´ comme donne´e
secondaire pour calculer la matrice de covariance spatiale des perturbations. L’avantage de ce
choix de domaine est double : on re´cupe`re un nombre important de donne´es secondaires du
fouillis et l’on s’assure que l’ensemble du fouillis sera filtre´ spatialement du signal a` partir de la
meˆme matrice de covariance. En retour, l’inconve´nient majeur lie´ a` ce choix est que l’on risque
d’assimiler en pratique dans la matrice de covariance des cibles pre´sentes dans la case distance
secondaire suppose´e sans cibles. Ceci peut provoquer une baisse importante des performances du
formateur. De plus, la variation de puissance du fouillis sur l’axe Doppler peut eˆtre importante,
ce qui conduit a` des pertes supple´mentaires.
Pour le premier proble`me, on peut alors invoquer le fait que le nombre de donne´es de fouillis
sera grand devant le nombre de cibles sur la case distance. Ces dernie`res auront une faible
influence sur la matrice de covariance empirique par effet de moyennage. Ceci est vrai pour
un caˆble qui restera sur une seule case vitesse. Mais on peut se poser la question pour un
pyloˆne de forte puissance qui occupera plusieurs cases vitesses, et qui contaminera autant de
donne´es que de cases Doppler qu’il traverse au cours du temps d’inte´gration. Nous pouvons
e´galement utiliser l’estimateur du point fixe pour limiter l’influence des cibles dans l’estimation
de la matrice de covariance [58], a` condition que le nombre de donne´es de fouillis seul soit
suffisamment important. Si les de´gradations de performances sont trop importantes, on peut
retourner au traitement de´crit dans le chapitre 2. Ce dernier effectue en pratique un filtrage
du signal par sous-bande de fre´quence Doppler dans la zone de fouillis, mais ne´cessite un couˆt
calculatoire bien plus important.
La figure 3.16 illustre l’effet de blanchiment sur donne´es synthe´tiques. Avant formation de
faisceaux (a), le caˆble et le pyloˆne ressortent a` peine du fouillis de sol, tandis qu’apre`s blanchiment
(b), seuls les deux obstacles subsistent dans le signal.
Transforme´e HAF Le traitement d’antennes permet de blanchir spatialement les donne´es et
de rejeter le fouillis de sol. On applique alors une transforme´e de Fourier inverse sur le spectre
blanchi pour se ramener au signal temporel (3.18) dans lequel seuls les obstacles a` de´tecter sont
pre´sents.
La transforme´e HAF d’ordre deux permet de de´terminer s’il existe une cible pre´sentant un
risque de collision dans le signal d’une case distance. La figure 3.17(a) repre´sente la transforme´e
HAF d’ordre deux du signal filtre´ du fouillis de sol, pour laquelle il est encore difficile de re-
connaˆıtre les deux composantes. La PHAF a` trois retards (b) permet quant a` elle de distinguer
parfaitement la composante du caˆble a` la fre´quence nulle et celle du pyloˆne. La PHAF est donc
capable de donner a` l’ope´rateur une information importante sur la nature d’une cible, c’est-a`-dire
si elle pre´sente un risque potentiel de collision avec le porteur. En contrepartie, la PHAF d’ordre
deux ne permet pas a` elle seule de de´signer quelle cible de la case distance pre´sente le risque
de collision. Pour la localiser en fre´quence Doppler, il faut de´moduler le signal comme le de´crit
Sergio Barbarossa dans [3], avec les proble`mes que l’on connaˆıt dans le cas multicomposantes.
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(a) Spectre FFT du signal avant formation de faisceaux (b) Spectre FFT du signal apre`s formation de faisceaux
Figure 3.16 – Spectre d’un signal constitue´ de fouillis, d’un caˆble et d’un pyloˆne
(a) Transforme´e HAF avec un seul retard (b) Transforme´e PHAF avec trois retards
Figure 3.17 – Traitements HAF et PHAF du signal filtre´ du fouillis
Mais le proble`me pratique de la HAF et de la PHAF est qu’elles ne fonctionnent que pour un
fort rapport signal a` bruit, typiquement supe´rieurs a` 10dB, et ne peut ainsi eˆtre utilise´e que
pour des courtes porte´es pour lesquelles le RSB et les performances du traitement d’antennes
sont les plus e´leve´es.
Transforme´e en chirplets La figure 3.18 montre la transforme´e en chirplets du signal de
la figure 3.16 avant et apre`s filtrage du fouillis, la figure 3.19 e´tant un zoom autour de la zone
du caˆble. Avant filtrage (a), le pyloˆne ressort clairement du signal, tandis que le caˆble reste
noye´ dans le fouillis de sol. Apre`s filtrage (b), le pyloˆne reste dominant dans le spectre, mais le
caˆble peut maintenant eˆtre observe´. Remarquons que le caˆble se situe sur la droite (Fre´quence
initiale = Fre´quence finale), tandis que le pyloˆne se situe au-dessus de cette droite. Lorsque le
rapport de puissance entre le pyloˆne et le caˆble est trop grand, on peut choisir de de´tecter puis
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(a) Avant formation de faisceaux (b) Apre`s formation de faisceaux
Figure 3.18 – Transforme´e en chirplets du signal constitue´ de fouillis, d’un caˆble et d’un pyloˆne
(a) Avant formation de faisceaux (b) Apre`s formation de faisceaux
Figure 3.19 – Zoom autour du caˆble de la transforme´e en chirplets du signal
de supprimer le pyloˆne du signal par projection orthogonale afin de de´tecter dans une seconde
e´tape le signal du caˆble. La figure 3.18 montre donc que la transforme´e en chirplets permet
d’effectuer la reconnaissance d’un caˆble et d’un pyloˆne en positionnant les cibles par rapport
a` la droite (Fre´quence initiale=Fre´quence finale). Elle fonctionne e´galement pour des RSB plus
modestes que la HAF, et peut eˆtre utilise´e avec un traitement d’antennes qui effectue le filtrage
du fouillis de sol par sous-bande sur la zone Doppler du fouillis.
3.4 Conclusion
Dans ce chapitre, nous avons aborde´ le proble`me de de´tection et de reconnaissance de cibles
pre´sentant une trajectoire de collision avec le porteur radar. Nous avons exploite´ l’information
de changement d’angle de vue des cibles que nous avons relie´e a` un terme d’acce´le´ration dans le
signal. Dans le cas ge´ne´ral, ce terme se traduit par un changement de fre´quence Doppler. Une
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cible de collision est un cas particulier de cible car sa fre´quence Doppler ne change pas au cours
du temps. Pour exploiter cette caracte´ristique, nous avons alors mis en place deux traitements
sur le signal temporel d’une case distance observe´e sur un temps d’observation long, de l’ordre de
la seconde. Le premier traitement est base´ sur une transforme´e en chirplets, et permet de mesurer
conjointement la fre´quence Doppler de de´part et d’arrive´e d’une cible. Le second traitement est
une transforme´e HAF d’ordre deux qui mesure directement la variation de fre´quence Doppler
d’une cible. Ces deux traitements permettent de de´terminer la nature de la cible en l’absence de
fouillis de sol.
En pre´sence de fouillis de sol, ces deux traitements sont mis a` mal, et une me´thode de
re´jection de fouillis doit eˆtre utilise´e au pre´alable. Dans le cadre de la de´tection d’obstacles fixes,
on peut alors utiliser une formation de faisceaux en e´le´vation pour rejeter le fouillis de sol et
se ramener a` un signal avec un nombre restreint de composantes a` estimer. La me´thode HAF
permet de de´terminer s’il existe dans le signal filtre´ du fouillis une cible pre´sentant un risque
de collision avec le porteur. La transforme´e en chirplets permet quant a` elle la se´paration et la
reconnaissance d’un caˆble et d’un pyloˆne. L’utilisation conjointe de ces deux me´thodes permet
de donner a` l’ope´rateur un facteur de risque de collision et de reconnaˆıtre les caˆbles par rapport
aux pyloˆnes.
91
Chapitre 3. Reconnaissance de cibles de collision par traitement Doppler a` l’ordre 2
92
Chapitre 4
De´tection de cibles dans du fouillis
de sol en exploitant la variation de
fre´quence Doppler du fouillis
Dans ce chapitre, nous e´tudions le proble`me de de´tection dans du fouillis de sol d’une cible
mobile pre´sentant un risque de collision. Le fouillis de sol et une telle cible se diffe´rencient par
leur variation de fre´quence Doppler. Pour le fouillis, cette variation se traduit par un signal
posse´dant une phase quadratique de´pendant de la vitesse du porteur et de l’angle d’observation,
tous les deux suppose´s connus. Le signal du fouillis appartient a` un sous-espace structure´, dont
les e´le´ments posse`dent une phase quadratique connue au cours du temps. Pour la cible, cette
variation de fre´quence est nulle, et le signal de la cible appartient a` un sous-espace dont les
e´le´ments posse`dent une phase line´aire au cours du temps de´pendant de la fre´quence Doppler
inconnue de la cible. Le but de ce chapitre est d’exploiter la structure particulie`re des sous-
espaces fouillis et cible pour la de´tection de la cible.
Lorsque les amplitudes du fouillis et de la cible sont suppose´es de´terministes et inconnues,
la solution du proble`me d’estimation et de de´tection de la cible fait appel a` une projection
oblique du signal sur le sous-espace cible paralle`lement au sous-espace fouillis. Les performances
de de´tection de´pendent de la se´paration entre les deux sous-espaces et de la dimension du sous-
espace fouillis. La projection oblique permet en pratique de rejeter du signal les e´le´ments du
fouillis les plus forts ou des cibles pre´alablement de´tecte´es et dont on connaˆıt a priori l’historique
de phase.
Dans le cadre d’un fouillis gaussien ou gaussien compose´, la structure du sous-espace fouillis
permet d’estimer la matrice de covariance des perturbations a` partir de la donne´e primaire seule
en e´liminant par projection oblique le sous-espace cible. L’estime´e de la matrice de covariance
peut ensuite eˆtre inse´re´e dans les de´tecteurs GLRT adapte´s au sous-espace de la cible. Une
extension pour des cibles e´tendues en distance et en Doppler du de´tecteur est finalement aborde´e
afin d’ame´liorer les performances de de´tection de la cible mobile.
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4.1 Position du proble`me et mode´lisation
Dans ce chapitre, nous cherchons a` de´tecter une cible pre´sentant un risque de collision avec le
porteur. Contrairement au chapitre pre´ce´dent, nous supposons que la cible est mobile et qu’elle
se situe dans la zone de fouillis par repliement vitesse [50]. Une me´thode de re´jection de fouillis
par formation de faisceaux en e´le´vation telle que pre´sente´e dans le chapitre 2 peut eˆtre difficile
a` mettre en oeuvre dans ces conditions. La hauteur de la cible ou son e´le´vation par rapport au
porteur radar est inconnue en pratique, et le domaine de recherche en e´le´vation peut devenir
trop important pour mettre en oeuvre la formation de faisceaux adapte´e. De plus, l’e´cart entre
les re´seaux d’antennes en e´le´vation peut eˆtre supe´rieur a` λ/2, et la cible pourrait tomber par
repliement spatial aux meˆmes angles ambigus que le fouillis, rendant inadapte´e une formation
de faisceaux pour rejeter le fouillis et de´tecter la cible [53].
Dans ce chapitre, nous proposons d’effectuer la de´tection de la cible dans le fouillis sur
le signal temporel d’une case distance e´tudie´ dans le chapitre pre´ce´dent et suivant les meˆmes
hypothe`ses d’inte´gration longue des donne´es. Les me´thodes pre´sente´es dans ce chapitre sont ainsi
adapte´es pour eˆtre utilise´es avec un seul re´seau d’antennes en e´le´vation.
4.1.1 De´tection d’une cible mobile de collision dans du fouillis de sol
La figure 4.1 illustre le cas d’utilisation conside´re´ dans ce chapitre et met l’accent sur la
diffe´rence de trajectoires qui existe entre la cible mobile et un e´le´ment au sol. Dans le repe`re
du porteur, la cible mobile ne change pas d’angle de vue et pre´sente ainsi une trajectoire de
collision avec le porteur telle que de´finie dans le chapitre pre´ce´dent. Un re´flecteur au sol quant a`
lui change d’angle de vue au cours du temps, et posse`de une vitesse orthoradiale qui induit une
variation de fre´quence Doppler sur le fouillis.
Comme dans le chapitre pre´ce´dent, nous allons donc nous appuyer sur cette diffe´rence de
trajectoire et de variation de fre´quence Doppler pour effectuer la de´tection de la cible mobile
dans le fouillis de sol a` partir du mode`le de signal temporel d’une case distance (3.18).
Figure 4.1 – Trajectoires d’une cible mobile de collision et d’un e´le´ment au sol
95
Chapitre 4. De´tection de cibles dans du fouillis de sol en exploitant la variation de fre´quence Doppler du fouillis
4.1.2 Mode´lisation du signal d’une case distance
Nous reprenons le signal d’une case distance au cours du temps long (3.18). Nous supposons
que ce signal est constitue´ du signal de la cible mobile de collision, du bruit thermique et d’un
signal interfe´reur qui geˆne la de´tection de la cible mobile. Ce signal interfe´reur est constitue´ du
fouillis de sol ou d’un ensemble de re´flecteurs suppose´s connus a priori et de forte puissance
devant le bruit thermique.
Mode`le de signal de la cible de collision La cible mobile est suppose´e eˆtre une cible de
collision. Sa fre´quence Doppler est constante pendant le temps d’observation, et le signal de la
cible au cours du temps long sur sa case distance est de la forme (3.12)
A exp [j2pifDmT ] pour 0 ≤ m ≤M − 1
ou` A et fD repre´sentent l’amplitude complexe et la fre´quence Doppler inconnues de la cible.
Nous pouvons re´e´crire le signal de la cible sous forme vectorielle de la fac¸on suivante
x = h (fD)A (4.1)
ou` le vecteur directionnel de la cible h (fD) de dimension M×1 s’e´crit
h (fD) =
[
1 ej2pifDT . . . ej2pifD(M−1)T
]T
. (4.2)
Pour simplifier, nous noterons dans la suite h (fD) = h en gardant en teˆte que fD est un
parame`tre inconnu et de´terministe.
Dans un premier temps, nous supposons que la cible est ponctuelle et occupe une seule
fre´quence ou case Doppler repre´sente´e par le vecteur h. En pratique, la cible n’est pas ponctuelle,
et nous prendrons en compte son e´talement spectral dans la section 4.4.
Mode`le de signal du fouillis Conforme´ment au mode`le GCM de Ward [99], le fouillis de sol
peut eˆtre mode´lise´ par la somme des contributions de Na re´flecteurs e´le´mentaires e´qui-re´partis
au sol. Pour une case distance donne´e, le nombre effectif de cibles e´quivalentes pour mode´liser
le fouillis est de l’ordre du nombre de cases Doppler occupe´es par le sol, et ce nombre augmente
avec le temps d’inte´gration et la re´solution Doppler du radar. Le signal au cours du temps long
d’un e´le´ment fixe au sol prend la forme (3.11)
B exp
[
j2pi
(
fDmT +
1
2
f˙Dm
2T 2
)]
pour 0 ≤ m ≤M − 1.
Pour les re´flecteurs fixes et le fouillis de sol, nous rappelons que fD et f˙D sont lie´es et entie`rement
de´termine´es par l’angle de vue α, la vitesse du porteur va et la distance d’observation R0
fD =
2vacosα
λ
et f˙D =
2v2asin
2α
λR0
.
Nous pouvons ainsi re´e´crire le signal du pie`me e´le´ment du fouillis sous forme vectorielle en fonction
de son angle d’observation αp comme
sp =
[
1 e
j2pi
(
2vacosαp
λ
T+
v2asin
2αp
λR0
T 2
)
. . . e
j2pi
(
2vacosαp
λ
(M−1)T+ v
2
asin
2αp
λR0
(M−1)2T 2
)]T
. (4.3)
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Nous mode´lisons ainsi le signal de fouillis de sol comme la somme des contributions de P e´le´ments
c =
P∑
p=1
cp =
P∑
p=1
spBp = SB (4.4)
ou` la matrice S = [s1, ..., sP ] de dimension M×P repre´sente la matrice de phase des e´le´ments
du fouillis de sol, et le vecteur B = [B1, ..., BP ]
T de dimension P×1 est le vecteur complexe des
amplitudes du fouillis.
Fouillis gaussien ou fouillis de´terministe Le fouillis de sol peut eˆtre de´compose´ en un
mode`le de fouillis gaussien pre´dit par le mode`le de Ward, pour lequel le vecteur d’amplitudes
B est gaussien, et un mode`le de re´flecteurs fixes au sol de fortes puissances devant le niveau de
bruit thermique et le niveau moyen du fouillis gaussien, pour lequel le vecteur d’amplitudes B
peut eˆtre conside´re´ de´terministe. Par exemple, ces re´flecteurs de fortes puissances peuvent eˆtre
des pyloˆnes e´tudie´s dans le chapitre pre´ce´dent, des immeubles, des tours, des e´oliennes, etc... qui
ressortent du niveau moyen de fouillis.
Nous pouvons ainsi mode´liser le fouillis de sol comme la somme d’une composante gaussienne
et d’une composante de´terministe
c = SB = SGBG + SDBD (4.5)
ou` G et D indiquent respectivement la partie gaussienne et de´terministe du fouillis. Notons que
la matrice SG repre´sente le fouillis gaussien du mode`le de Ward et mode´lise l’ensemble du fouillis
de sol observe´ par le radar sur la case distance, tandis que la matrice SD ne repre´sente seulement
que quelques e´le´ments pre´ponde´rants qui ressortent du fouillis de sol.
Dans la suite, nous e´tudions l’e´chantillonnage en fre´quence Doppler a` apporter a` la matrice
de phase S pour de´crire l’ensemble du fouillis de sol observe´ par le radar sur une case distance.
Nous verrons que ce pas doit eˆtre infe´rieur a` l’e´chantillonnage du traitement Doppler classique
par FFT, e´gal a` 1/Tint, pour eˆtre repre´sentatif.
Mode`le de signal d’une case distance Le signal d’une case distance au cours du temps
long est constitue´ du signal de la cible, du signal du fouillis, et du bruit thermique
z = hA+ SB + n (4.6)
ou` le bruit thermique n est un bruit blanc additif gaussien complexe de puissance σ2 et de
matrice de covariance
E
[
nnH
]
= σ2I.
Dans un premier temps, nous abordons le proble`me dit de´terministe pour lequel la partie gaus-
sienne du fouillis est ne´glige´e et ou` seule la partie de´terministe du fouillis est conside´re´e
SB = SDBD.
Le signal du fouillis SB est constitue´ d’un ensemble de re´flecteurs de forte puissance dont on
connaˆıt l’historique de phase et qui perturbent la de´tection de la cible. Dans un premier temps,
nous conside´rons ainsi le proble`me de´terministe. La re´solution de ce proble`me permet de mettre
en e´vidence les contraintes et les capacite´s de re´jection de cibles fixes au sol a` partir de leurs
variations de fre´quence Doppler pour assurer la de´tection de la cible mobile de collision.
97
Chapitre 4. De´tection de cibles dans du fouillis de sol en exploitant la variation de fre´quence Doppler du fouillis
4.1.3 Echantillonnage de la matrice de phase du sol
Dans cette partie, nous cherchons une base de vecteurs sp (4.3) pour de´crire l’ensemble du
fouillis de sol observe´ par le radar a` la distance R0 et pour des angles d’observation compris
entre αmin et αmax. Plus pre´cise´ment, ceci revient a` chercher le pas d’e´chantillonnage ∆fD de
fre´quence Doppler entre deux vecteurs sp adjacents pour de´crire entie`rement le fouillis de sol a`
partir de la matrice de phase S. Intuitivement, le nombre de vecteurs sp pour de´crire le fouillis
est au moins e´gal au nombre de cases Doppler occupe´es par le sol, et le pas recherche´ est infe´rieur
a` la re´solution spectrale de Fourier e´gale a` 1/Tint.
Mesure du pas par intercorre´lation Pour de´terminer l’e´chantillonnage sur la fre´quence
Doppler de la matrice S, une premie`re approche consiste a` calculer la corre´lation entre les
vecteurs sp par analogie avec l’analyse spectrale de Fourier, puis a` de´terminer la largeur du lobe
principal de la fonction d’intercorre´lation.
Pour l’analyse spectrale de Fourier, la base de fonctions utilise´es est une base d’exponentielles
pures dont les fre´quences sont espace´es de la re´solution de Fourier 1/Tint. L’intercorre´lation de la
base de Fourier avec n’importe quel vecteur de la base est un sinus cardinal (un noyau de Dirichlet
sous sa forme e´chantillonne´e). La re´solution de l’analyse de Fourier est alors de´finie comme la
demi-largeur du lobe de l’intercorre´lation, et est e´gale a` l’inverse du temps d’observation.
L’intercorre´lation entre un vecteur sp de parame`tres (fD1, f˙D1) et un autre vecteur de para-
me`tres (fD2, f˙D2) s’e´crit sous la forme
Xcorr =
∫ Tint
0
exp
(
j2pi
(
∆fDt+
1
2
∆f˙Dt
2
))
dt (4.7)
ou` l’on note
∆fD = fD1 − fD2 et ∆f˙D = f˙D1 − f˙D2.
En utilisant (3.16), on remarque alors que
∆f˙D =
λ
2R0
(
∆f2D + 2∆fDfD1
) ≈ λ
R0
∆fDfD1.
L’intercorre´lation s’e´crit alors
Xcorr(fD,∆fD) =
∫ Tint
0
exp
(
j2pi∆fD
(
t+
λfD
2R0
t2
))
dt (4.8)
qui est l’inte´grale d’un chirp sur un intervalle fini. Cette intercorre´lation, qui de´pend de la
fre´quence fD, ne peut donc pas eˆtre de´termine´e analytiquement. Ne´anmoins, elle peut eˆtre
calcule´e nume´riquement en fonction des parame`tres en prenant par exemple une pre´cision de
calcul dix fois infe´rieure a` la re´solution de Fourier.
Une intercorre´lation calcule´e nume´riquement est repre´sente´e sur la figure 4.2 (a) et prend
une forme similaire a` un sinus cardinal. Ceci n’est pas e´tonnant, car le terme λfD2R0 e´tant petit
devant 1, le chirp sous l’inte´grale ne s’e´loigne pas beaucoup d’une exponentielle de fre´quence
pure, et nous pouvons alors conside´rer l’approximation intuitive suivante
Xcorr(fD,∆fD) ≈
∫ Tint
0
exp
(
j2pi∆fD
(
t+
λfD
4R0
Tint
))
dt (4.9)
≈ TintSinc
[
pi∆fDTint
(
1 +
λfDTint
4R0
)]
(4.10)
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(a) Intercorre´lation de S avec une de ses colonnes (b) SVD de S sure´chantillonne´e
Figure 4.2 – Calcul du pas de fre´quence Doppler par intercorre´lation et SVD
qui s’annule pour
∆fD =
1
Tint
1
1 + λfDTint4R0
=
1
Tint
1
1 + vacosαTintR0
<
1
Tint
. (4.11)
Cette dernie`re e´quation nous donne une valeur approximative de la re´solution de l’intercorre´-
lation, et donc du pas d’e´chantillonnage recherche´. Notons le fait que ce pas est infe´rieur a` la
re´solution Doppler conventionnelle 1/Tint. Ceci peut s’expliquer par le fait que l’on inte`gre un
chirp et non une exponentielle, et cette re´duction du lobe principal de la fonction d’intercorre´-
lation peut s’apparenter a` une compression d’impulsion [53].
Remarquons e´galement que cette re´solution de´pend de l’angle d’observation α et qu’elle est
minore´e par
1
Tint
1
1 + vaTintR0
qui fait intervenir le de´placement du porteur vaTint compare´ a` la distance R0. Le de´placement
total ne de´passant pas 10−20% de la distance d’observation, le pas sur la fre´quence Doppler a`
choisir est de l’ordre de
∆fD =
0.9
Tint
.
SVD de la matrice de phase du fouillis Une seconde approche pour de´terminer le pas
d’e´chantillonnage consiste a` sure´chantillonner la matrice S et a` de´terminer ses valeurs singulie`res
ou son rang. La SVD (Singular Value Decomposition) de la matrice sure´chantillonne´e S de
dimension M×N s’e´crit [32]
S = UΣVH =
r∑
k=1
σkukv
H
k . (4.12)
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Les matrices U et V sont des matrices unitaires de dimension M×N et N×M , et la matrice Σ
se met sous la forme
Σ =
(
D 0
0 0
)
avec D =

σ1
σ2
. . .
σr
 (4.13)
ou` r est le rang de S, et les σk sont ses r valeurs singulie`res (non-nulles).
La figure 4.2 (b) montre les valeurs singulie`res classe´es par ordre de´croissant d’une matrice S
sure´chantillonne´e a` deux fois la re´solution Doppler conventionnelle. Nous remarquons la pre´sence
d’un premier palier de valeurs singulie`res dominantes, et d’un second palier constitue´ de valeurs
singulie`res nulles ou ne´gligeables. Entre les deux se situe une zone de coupure. Le rang de la
matrice S est alors de´fini par le nombre de valeurs singulie`res dominantes. L’encoche verte
marque le nombre de valeurs singulie`res obtenu avec un e´chantillonnage e´gal a` la re´solution
Doppler conventionnelle. Conforme´ment a` nos attentes, ce nombre est infe´rieur au rang de S.
Le rang de la matrice S sure´chantillonne´e nous renseigne sur le facteur de sure´chantillonnage a`
apporter par rapport a` la re´solution Doppler conventionnelle. Ce facteur de sure´chantillonnage
est bien suˆr fonction des parame`tres conduisant a` la de´finition de la matrice S et ne peut eˆtre
calcule´ analytiquement, mais il reste de l’ordre de 10−20%. On retrouve donc que le pas sur la
fre´quence Doppler a` choisir est de l’ordre de
∆fD =
0.9
Tint
.
4.2 Estimation et de´tection de la cible mobile pour le proble`me
de´terministe
Dans cette partie, nous nous posons le proble`me de de´tection de la cible mobile de collision
noye´e dans le fouillis de sol a` partir du mode`le de signal d’une case distance (4.6). Nous ne´gligeons
la partie gaussienne du fouillis, et nous conside´rons que le fouillis est seulement constitue´ de
re´flecteurs de forte puissance devant le bruit thermique, et de´terministes. La solution du proble`me
d’estimation et de de´tection de la cible se base sur une interpre´tation sous-espace des matrices
de phase du fouillis et du vecteur directionnel de la cible. Elle fait appel a` une projection oblique
du signal par rapport au sous-espace fouillis et au sous-espace cible, dont les performances
de´pendent de la se´paration entre les deux sous-espaces.
4.2.1 Estimation de l’amplitude de la cible par projection
Nous supposons que le fouillis de sol est constitue´ de re´flecteurs de forte puissance, et de´ter-
ministes. Nous nous posons donc le proble`me d’estimation de l’amplitude de la cible a` partir du
mode`le line´aire de signal (4.6)
z = hA+ SB + n.
Ce mode`le a e´te´ e´tudie´ par Scharf et Behrens [5] dans le cas ou` les amplitudes de la cible A et
du fouillis B sont des parame`tres inconnus et de´terministes a` estimer au sens du maximum de
vraisemblance. Scharf et Behrens donnent une interpre´tation sous-espaces a` ce mode`le line´aire
de signal. Le signal utile et recherche´, ici celui de la cible, appartient au sous-espace engendre´
par le vecteur h, note´ dans cette partie <h>.
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Le signal SB est quant a` lui conside´re´ comme un bruit structure´ par la matrice S, qui parasite
l’estimation et la de´tection du signal utile. Il appartient au sous-espace <S> engendre´ par les
colonnes de S, suppose´es line´airement inde´pendantes entre elles et inde´pendantes de h. L’ide´e
intuitive derrie`re ce mode`le sous-espace est de chercher a` supprimer le bruit structure´ SB par
projection en exploitant la structure particulie`re de la matrice S.
Matrice de projection orthogonale Une matrice de projection orthogonale permet de pro-
jeter un signal sur un sous-espace donne´. La matrice de projection orthogonale qui projette un
signal sur le sous-espace <H> engendre´ par les colonnes d’une matrice H s’e´crit [32]
PH = H
(
HHH
)−1
H = HH† (4.14)
ou` H† =
(
HHH
)−1
HH de´signe la matrice pseudo-inverse de Moore-Penrose de H. La matrice
de projection duale, qui projette le signal sur le sous-espace <H>⊥ orthogonal au sous-espace
<H> s’e´crit
P⊥H = I−PH = I−H
(
HHH
)−1
HH . (4.15)
Cette dernie`re matrice permet en retour de supprimer du signal tout e´le´ment appartenant au
sous-espace <H>. Ces deux matrices ve´rifient les deux relations suivantes
PHH = H proprie´te´ de projection
P⊥HH = 0 proprie´te´ de re´jection.
Une matrice de projection orthogonale P ve´rifie e´galement les proprie´te´s matricielles suivantes
P2 = P idempotence
PH = P syme´trie hermitienne.
Scharf et Behrens utilisent ainsi la connaissance a priori du bruit structure´ S pour former
la matrice de projection orthogonale P⊥S afin d’e´liminer le bruit structure´ du signal par projec-
tion. Nous allons voir que cette approche est e´quivalente a` de´terminer l’estimateur au sens du
maximum de vraisemblance de l’amplitude de la cible.
L’estimateur MV du proble`me de´terministe Nous cherchons a` de´terminer l’estimateur au
sens du maximum de vraisemblance (MV) de A et B. Dans un premier temps, nous concate´nons
le signal de la cible et du fouillis
hA+ SB = [h S]
[
A
B
]
= HA. (4.16)
La log-vraisemblance des donne´es s’e´crit alors sous la forme
lnp (z) = −M lnpi −M ln (σ2)− 1
σ2
[z−HA]H [z−HA] . (4.17)
En de´rivant la log-vraisemblance par rapport au vecteur de parame`tres inconnus A, on de´duit
l’estimateur MV du vecteur d’amplitudes concate´ne´es A
Aˆ =
(
HHH
)−1
HHz = H†z (4.18)
101
Chapitre 4. De´tection de cibles dans du fouillis de sol en exploitant la variation de fre´quence Doppler du fouillis
qui n’est autre que la solution au sens des moindres carre´s de l’estimation des amplitudes du
mode`le. Il reste maintenant a` se´parer les estime´s de A et de B[
Aˆ
Bˆ
]
=
[
hHh hHS
SHh SHS
]−1 [
hH
SH
]
z (4.19)
pour obtenir l’estimateur Aˆ. Pour cela, nous utilisons le lemme d’inversion matricielle suivant[
A B
C D
]−1
=
[
A−1 0
0 0
]
+
[ −A−1B
I
] (
C−DA−1B)−1 [ −DA−1 I ]
qui permet apre`s calcul d’obtenir l’estimateur MV de l’amplitude de la cible
Aˆ =
(
hHh− hH
[
S
(
SHS
)−1
SH
]
h
)−1
hH
[
I− S (SHS)−1 SH] z. (4.20)
L’estimateur MV de l’amplitude A s’e´crit de manie`re plus compacte en utilisant la the´orie des
projections orthogonales. Ainsi, l’expression pre´ce´dente se simplifie pour donner
Aˆ =
(
hHP⊥Sh
)−1
hHP⊥Sz =
(
P⊥Sh
)†
z. (4.21)
Le signal z est projete´ sur le sous-espace <S>⊥ orthogonal au sous-espace <S> afin de rejeter
le bruit structure´. Le signal projete´ est ensuite corre´le´ avec la re´plique h du sous-espace cible, et
le re´sultat est normalise´ par la quantite´ hHP⊥Sh pour compenser les pertes lie´es a` la projection.
De la meˆme manie`re, le vecteur d’amplitudes du fouillis s’e´crit en intervertissant h et S dans
(4.21)
Bˆ =
(
SHP⊥hS
)−1
SHP⊥hz =
(
P⊥hS
)†
z. (4.22)
.
Projections obliques Scharf et Behrens [5] donnent une interpre´tation de l’estimateur (4.21),
ou plutoˆt de la quantite´ hAˆ, en tant que projection oblique du signal z. Pour cela, ils de´composent
le projecteur orthogonal
P[h S] = [h S]
[
hHh hHS
SHh SHS
]−1 [
hH
SH
]
= E[h S] + E[S h] (4.23)
en deux projecteurs comple´mentaires E[h S] et E[S h] de´finis par
E[h S] = [h 0]
[
hHh hHS
SHh SHS
]−1 [
hH
SH
]
= h
(
P⊥Sh
)†
(4.24)
E[S h] = [0 S]
[
hHh hHS
SHh SHS
]−1 [
hH
SH
]
= S
(
P⊥hS
)†
(4.25)
l’un projetant le signal z sur le sous-espace <h> paralle`lement a` <S>, et l’autre sur le sous-
espace <S> paralle`lement a` <h>. Ce sont bien des projecteurs car ils conservent la proprie´te´
d’idempotence
E2 = E
mais ils ne sont pas a` syme´trie hermitienne. La figure 4.3 illustre le fait que les deux sous-espaces
<h> et <S> sont disjoints mais ne sont pas orthogonaux entre eux. Le signal z est tout d’abord
projete´ orthogonalement sur le plan engendre´ par <h> et <S>, puis le signal projete´ P[h S]z
est de´compose´ sur les deux sous-espaces <h> et <S> par projections obliques.
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Figure 4.3 – Projections orthogonales et obliques du signal
Interpre´tation ge´ome´trique et angles principaux entre sous-espaces Les angles prin-
cipaux entre deux sous-espaces sont une ge´ne´ralisation du concept ge´ome´trique des angles entre
les lignes et les plans [32][5]. Il existe autant d’angles entre les deux sous-espaces que la dimen-
sion du sous-espace de rang le plus faible. Un rappel des proprie´te´s des angles principaux est
donne´ dans [13]. Nous supposons que le signal cible est engendre´ par un sous-espace <h> de
dimension 1, c’est-a`-dire que la cible n’est contenue que sur une case Doppler. En conse´quence,
nous pouvons re´e´crire l’e´quation (4.21) comme
Aˆ =
hHP⊥Sz
hHP⊥Sh
. (4.26)
Le terme au de´nominateur repre´sente la proportion de la puissance du signal cible conserve´e
apre`s projection P⊥S , et permet de mesurer l’angle principal qui existe entre <h> et <S>
hHP⊥Sh =
∥∥∥P⊥Sh∥∥∥2 = Msin2β (4.27)
ou` β est l’angle principal entre les deux sous-espaces, repre´sente´ sur la figure 4.4. Lorsque β est
e´gal a` 90˚ , la projection est orthogonale.
Lorsque β tend vers ze´ro, cela signifie que les deux sous-espaces sont trop proches et de-
viennent line´airement de´pendants. Il devient alors impossible de les se´parer par projection. En
d’autres termes, la puissance de la cible apre`s projection tend vers ze´ro, ce qui signifie que la
projection P⊥S rejette e´galement la cible.
Imple´mentation L’estimateur MV de l’amplitude de la cible suppose la connaissance a priori
du vecteur directionnel de la cible h et de la matrice de phase S des e´le´ments du fouillis ou de
manie`re plus ge´ne´rale, des cibles a` rejeter du signal.
La matrice S est suppose´e connue et peut eˆtre sure´chantillonne´e pour de´terminer son rang
r et une base du sous-espace <S> a` partir de sa SVD (4.12). La de´composition SVD de S peut
s’e´crire sous la forme
S =
[
U1 U2
] [ D
0
] [
VH1
VH2
]
(4.28)
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Figure 4.4 – Angle principal entre le vecteur cible et le sous-espace fouillis
ou` U1 est de dimension M × r. Les matrices de projection orthogonale lie´es a` la matrice S
s’e´crivent alors
PS = U1U
H
1
P⊥S = I−U1UH1 = U2UH2 .
(4.29)
La matrice de projection orthogonale P⊥S peut ainsi eˆtre de´termine´e directement a` partir de la
SVD de S. Le vecteur directionnel de la cible h et sa fre´quence Doppler fD sont inconnus en
pratique et doivent eˆtre recherche´s. Nous pouvons montrer que l’estimateur au sens du maxi-
mum de vraisemblance de la fre´quence Doppler de la cible fD dans le cas ou` h est inconnu et
de´terministe s’e´crit [34]
fD = arg max
fD
zHP⊥Sh
(
hHP⊥Sh
)−1
hHP⊥Sz avec h = h(fD)
qui est e´quivalent a` rechercher la fre´quence Doppler fD ou le vecteur h qui maximise la puissance
en sortie de projection. La recherche de la fre´quence de la cible est donc similaire au pe´riodo-
gramme ou au spectre FFT du signal projete´, h e´tant un vecteur de la base de Fourier. Plus
pre´cise´ment, le nume´rateur et le de´nominateur de l’e´quation (4.26) sont respectivement la FFT
du signal projete´ P⊥Sz et le module carre´ de la FFT des colonnes de la matrice P
⊥
S . Nous appel-
lerons dans la suite spectre oblique le spectre du signal (4.6) obtenu a` partir du module carre´
de l’e´quation (4.26) pour toutes les fre´quences de la base de Fourier utilise´e dans l’algorithme
FFT.
La figure 4.5 illustre le spectre obtenu par FFT et le spectre oblique d’un signal synthe´tique
contenant quelques e´le´ments de fouillis de sol de forte puissance. La cible est masque´e par les
e´le´ments du fouillis sur le spectre FFT (a), mais elle apparaˆıt sur le spectre oblique (b) car
les e´le´ments du fouillis sont rejete´s avec succe`s par la projection. Cependant, certains pics de
puissance lie´s au fouillis apparaissent toujours sur le spectre oblique.
La figure (c) repre´sente l’angle principal (4.39) entre le sous-espace fouillis, fixe´ par la connais-
sance de S, et le sous-espace cible qui est fonction de la fre´quence Doppler fD. La projection
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(a) Spectre FFT (b) Spectre oblique
(c) Angle entre les sous-espaces fouillis et cible
Figure 4.5 – Comparaison entre les spectres FFT et oblique, et l’angle entre les sous-espaces
oblique est d’autant plus efficace pour e´liminer le fouillis que l’angle principal entre les sous-
espaces est grand. Nous remarquons que la zone ou` l’angle entre les sous-espaces est minimal
correspond a` la zone sur laquelle apparaissent les pics de puissance re´siduels du fouillis sur le
spectre oblique. Sur cette zone, l’angle entre les deux sous-espaces y est plus faible, les perfor-
mances de la projection sont de´grade´es, et le fouillis de sol n’est pas totalement e´limine´ par la
projection.
4.2.2 De´tection de la cible pour le proble`me de´terministe
Nous conside´rons le proble`me de de´tection suivant [88]
H0 : z = SB + n
H1 : z = hA+ SB + n
(4.30)
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ou` les amplitudes A et B sont suppose´es de´terministes et inconnues, la puissance du bruit ther-
mique σ2 est e´galement suppose´e inconnue. Nous supposons la fre´quence de la cible et le vecteur
h connus, ainsi que la matrice de phase du fouillis S. Sous ces hypothe`ses, la vraisemblance des
donne´es sous H0 et sous H1 s’e´crit
p
(
z|σ2, H0
)
=
1
piMσ2M
exp
(
− [z− SB]
H [z− SB]
σ2
)
p
(
z|σ2, H1
)
=
1
piMσ2M
exp
(
− [z− hA− SB]
H [z− hA− SB]
σ2
)
.
(4.31)
L’estimateur MV de l’amplitude de la cible sous H1 est donne´ par l’e´quation (4.21), et l’es-
timateur MV des amplitudes du fouillis est donne´ par (4.22) sous H0 et H1. Sous les deux
hypothe`ses, nous inse´rons ces estime´s dans la log-vraisemblance des donne´es, que nous de´rivons
ensuite par rapport au parame`tre inconnu σ2. Enfin, nous annulons cette de´rive´e afin de calculer
les estimateurs MV de σ2 sous les deux hypothe`ses, pour donner
σˆ20 =
zHP⊥Sz
M
et σˆ21 =
zHP⊥Hz
M
(4.32)
avec H de´fini par (4.16). Le de´tecteur GLRT associe´ au proble`me de de´tection (4.30) s’e´crit par
de´finition
Λ(z) =
p
(
z|Aˆ, Bˆ, σˆ21, H1
)
p
(
z|Bˆ, σˆ20, H0
) H1≷
H0
η (4.33)
et est e´quivalent au test de de´tection suivant [88][34]
Λ(z) ≡
zHP⊥SPP⊥S hP
⊥
Sz
zHP⊥S
(
I−PP⊥S h
)
P⊥Sz
H1
≷
H0
η (4.34)
ou` le symbole ≡ indique que les deux de´tecteurs sont e´quivalents. Ce de´tecteur se simplifie en
conside´rant les projections de h et z sur <S>⊥
h¯ = P⊥Sh et z¯ = P
⊥
Sz
pour donner
Λ(z¯) ≡ z¯
HPh¯z¯
z¯H (I−Ph¯) z¯
H1
≷
H0
η (4.35)
dont le nume´rateur et le de´nominateur constituent respectivement une estimation de la puissance
du signal de la cible apre`s projection, et une estimation du niveau de bruit thermique. Ce
de´tecteur GLRT associe´ au proble`me de de´tection (4.30) a e´te´ de´montre´ dans [88], et peut
e´galement se de´montrer en conside´rant le proble`me de de´tection directement a` partir du signal
projete´ [34]
z¯ = h¯A+ P⊥Sn
qui conduit au de´tecteur GLRT donne´ par l’e´quation (4.35).
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Figure 4.6 – Performances de de´tection en fonction de l’angle principal entre les sous-espaces
cible et fouillis
Performances the´oriques Le de´tecteur (4.35) effectue le rapport de deux fonctions mesurant,
apre`s e´limination du fouillis, la puissance du signal sur le sous-espace cible, et la puissance du
signal sur le sous-espace orthogonal au sous-espace cible, c’est-a`-dire sur le sous-espace bruit.
Nous rappelons les performances du de´tecteur (4.33) donne´es dans [88][34]. Le test statistique
(4.33) pour des donne´es gaussiennes effectue le rapport entre deux variables ale´atoires qui suivent
des lois du χ2
1
σ2
zHP⊥SPP⊥S hP
⊥
Sz ∼ χ22p(ρ2)
1
σ2
zHP⊥SP
⊥
P⊥S h
P⊥Sz ∼ χ22(s−p)(0)
ou` p=1 est la dimension du sous-espace cible, s=M−r est la dimension du sous-espace <S>⊥,
et ρ2 est le parame`tre de de´centrage
ρ2 =
|A|2
σ2
hHP⊥Sh =
M |A|2 sin2β
σ2
(4.36)
qui n’est autre que le RSB de la cible apre`s projection sur le sous-espace orthogonal au fouillis.
Cette dernie`re expression montre que le RSB de la cible et donc les performances de de´tection
de´pendent grandement de l’angle β entre les sous-espaces cible et fouillis. Le test statistique
(4.33), rapport de deux lois du χ2, suit ainsi une loi F
s− p
p
Λ(z) ∼
{
F2p,2(s−p)(ρ2) sous H1
F2p,2(s−p)(0) sous H0.
(4.37)
La probabilite´ de fausse alarme et la probabilite´ de de´tection de ce de´tecteur s’e´crivent donc
Pfa = 1− P
[
F2p,2(s−p)(0) ≤ η
]
Pd = 1− P
[
F2p,2(s−p)(ρ2) ≤ η
] (4.38)
et permettent de tracer les courbes the´oriques (Pd−Pfa) et (Pd−RSB) du de´tecteur. La figure
4.6 montre l’influence de l’angle β entre les sous-espaces cible et fouillis pour une Pfa de 10
−3,
avec M = 1000, p = 1 et r = 100. Nous remarquons ainsi que les performances de de´tection sont
tre`s nettement de´grade´es lorsque l’angle principal entre les sous-espaces est infe´rieur a` 30˚ .
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4.2.3 Capacite´s de re´jection de cibles fixes par leur variation de fre´quence
Nous avons vu que les capacite´s de re´jection de fouillis et les performances de de´tection de
la cible mobile dans le cas du proble`me de´terministe de´pendent de l’angle entre le sous-espace
fouillis et le sous-espace cible. L’angle β entre ces deux sous-espaces ve´rifie (4.39)
hHP⊥Sh =
∥∥∥P⊥Sh∥∥∥2 = Msin2β.
Cette relation repre´sente la portion de la puissance du signal cible conserve´e apre`s projection, et
de´pend du rang de la matrice S. Dans cette partie, nous cherchons a` de´terminer une condition
liant l’angle β et les parame`tres conduisant a` la de´finition de S pour conserver des performances
de de´tection admissibles.
Matrice de phase d’un re´flecteur de forte puissance Sans perte de ge´ne´ralite´s, nous nous
plac¸ons dans le cas d’une cible fixe au sol de forte puissance a` rejeter du signal par projection, tel
qu’un immeuble ou un pyloˆne. Par de´finition, une telle cible n’est pas ponctuelle et est e´tendue
spatialement au sein de la meˆme case distance. Comme illustre´e sur la figure 4.7, elle est vue par
le radar suivant un ensemble d’angles de vue compris entre αmin et αmax. On dit qu’elle s’e´tale
’physiquement’ en fre´quence Doppler entre les fre´quences
fmin = −2vacosαmin
λ
et fmax = −2vacosαmax
λ
lorsque l’e´cart de fre´quence |fmin−fmax| est supe´rieur a` la re´solution Doppler 1/Tint. Autrement
dit, la cible occupe plusieurs cases Doppler adjacentes comme le montre son spectre repre´sente´ sur
la figure 4.8(a). Le mot ’physiquement’ signifie donc ici que l’e´talement en fre´quence Doppler de la
cible est duˆ a` son extension spatiale, et non aux variations de fre´quence sur le temps d’inte´gration.
En comparaison, le spectre de la cible prenant en compte les variations de fre´quence duˆ au temps
d’inte´gration long est repre´sente´ sur la figure 4.8(b).
En pratique, nous supposons connus la vitesse porteur va, la distance R0 et le coˆne d’ob-
servation (αmin, αmax) de la cible, ce qui permet de de´terminer a priori la matrice de phase S.
Figure 4.7 – Coˆne d’observation d’une cible e´tale´e spatialement
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(a) Sans variation de fre´quence (b) Avec variation de fre´quence
Figure 4.8 – Spectre d’une cible e´tendue avec et sans variation de fre´quence
La cible a` e´liminer du signal peut eˆtre repre´sente´e par un ensemble de re´flecteurs e´le´mentaires
mode´lise´s par une matrice S dont les colonnes sont e´chantillonne´es en fre´quence Doppler entre
fmin et fmax tous les ∆fD < 1/Tint (pas d’e´chantillonnage de´fini dans 4.1.3).
Calcul de l’angle entre sous-espaces Pour de´terminer l’angle β entre le sous-espace <S>
et le sous-espace <h>, nous devons calculer le terme hHP⊥Sh pour tous les vecteurs h de la base
de Fourier
hHP⊥Sh = h
Hh− hHS (SHS)−1 SHh
= M − hHS (SHS)−1 SHh. (4.39)
Cette expression ne peut pas se calculer de manie`re analytique, et doit eˆtre estime´e nume´rique-
ment, comme nous l’avons fait pour pre´senter la figure 4.5(c). Notons B la variation minimale
de fre´quence due a` la vitesse orthoradiale de la cible a` rejeter
B =
2v2asin
2αmin
λR0
Tint.
Nous pouvons distinguer deux cas en fonction de B et de l’e´talement physique de fre´quence
|fmin − fmax|. La figure 4.9 repre´sente l’angle β calcule´ nume´riquement a` partir de (4.39) en
fonction de la fre´quence Doppler et pour
(a) |fmin − fmax| < B (b) |fmin − fmax| > B.
L’angle β tend vers ze´ro dans le second cas, et la projection ne peut e´liminer la cible. Dans
les deux cas, nous remarquons que l’angle β prend la forme d’un V en fonction de la fre´quence
Doppler : β diminue de manie`re quasiment line´aire entre fmin et fmax, puis reste globalement
constant sur une plage de fre´quences, et augmente de nouveau de manie`re line´aire.
Dans l’annexe B, nous donnons une approche intuitive de re´solution de l’e´quation (4.39) pour
retrouver les re´sultats de la figure 4.9 et comprendre les variations de l’angle β en fonction de
la fre´quence. Pour cela, nous supposons que les colonnes de S sont tre`s peu corre´le´es entre elles,
ce qui est le cas par de´finition du pas d’e´chantillonnage retenu dans 4.1.3. D’autre part, nous
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(a) |fmin − fmax| < B (b) |fmin − fmax| > B
Figure 4.9 – Angle β entre les sous-espaces en fonction de la fre´quence Doppler
approximons le module de la transforme´e de Fourier d’un chirp par une fonction porte. Ceci
nous conduit a` conside´rer que l’angle minimal βmin de´finissant les performances de la projection
suit approximativement les relations suivantes
sin2βmin =
{
1− |fmin−fmax|B si |fmin − fmax| < B
0 sinon
(4.40)
ce qui signifie qu’a` performances ou angle β fixe´s, la relation qui relie la plage d’observation
angulaire (αmin, αmax) de la cible a` rejeter avec les parame`tres de vitesse va, de distance R0, et
de temps d’inte´gration Tint, s’e´crit
cos αmin − cos αmax =
(
1− sin2β) vaTint
R0
sin2αmin (4.41)
sous contrainte que le de´placement vaTint soit bien infe´rieur a` la distance d’observation R0.
Coˆne ou bande de suppression du fouillis Nous avons mis en e´vidence a` travers la relation
(4.39) que la projection pouvait e´liminer du signal une cible e´tendue ou de manie`re e´quivalente
le fouillis de sol sur un coˆne d’observation (αmin;αmax) devant ve´rifier la relation (4.41). La
projection cherche a` e´liminer chaque re´flecteur du fouillis contenu dans ce coˆne mode´lise´ par la
matrice S. Le succe`s de la projection de´pend de l’e´talement spectral |fmin − fmax| du fouillis
a` rejeter, qui doit eˆtre infe´rieur a` la bande B d’e´talement spectral. En d’autres termes, la
bande spectrale de fouillis que la projection peut rejeter doit eˆtre infe´rieure a` la bande spectrale
d’e´talement due a` la vitesse orthoradiale du fouillis.
Il est donc inte´ressant d’un point de vue pratique de de´terminer l’ouverture angulaire ∆α =
αmax − αmin du coˆne d’observation du fouillis ou d’une cible que la projection peut rejeter a`
partir de l’e´quation (4.39) afin de la comparer a` titre d’exemple a` l’e´talement angulaire d’un
immeuble. Cet e´talement repre´sente´ sur la figure 4.7 s’e´crit
R0cosα = (R0 + ∆R) cos (α+ ∆α)
⇒ ∆α = cos−1
(
R0
R0 + ∆R
cosα
)
− α ≈ cosα
sinα
∆R
R0
.
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Figure 4.10 – Ouverture angulaire admissible pour la projection et coˆne d’observation d’un
immeuble
La figure 4.10 compare en fonction de l’angle d’observation α l’e´talement angulaire d’un im-
meuble avec l’angle au sommet du coˆne que peut rejeter la projection pour une vitesse va =
50m/s, un temps d’inte´gration Tint = 2s, une distance R0 = 1000m, une re´solution ∆R = 5m
et ve´rifiant 1 − sin2β = 0.2. Dans ces conditions, nous remarquons donc que le signal de l’im-
meuble peut eˆtre supprime´ a` partir d’un angle d’observation minimal de 18˚ . Cependant, nous
remarquons que l’extension du coˆne de suppression reste limite´e a` quelques degre´s. Ceci nous
indique que le fouillis de sol ne peut pas eˆtre e´limine´ par la projection dans son inte´gralite´ .
4.2.4 Conclusion sur la re´solution du proble`me de´terministe
Dans cette section, nous avons suppose´ que le fouillis de sol e´tait constitue´ uniquement de
cibles fixes au sol de forte puissance, et nous avons re´solu le proble`me de´terministe de fouillis
et de de´tection d’une cible mobile de collision suppose´e ponctuelle a` partir du signal d’une case
distance. La variation de fre´quence suppose´e connue du fouillis permet de mettre en place une
projection orthogonale dans le but de le supprimer du signal, la de´tection de la cible mobile se
faisant sur le signal projete´.
Les performances de re´jection de fouillis et de de´tection de la cible de´pendent de la se´paration
entre le sous-espace fouillis et le sous-espace cible. En outre, nous avons montre´ que la projection
orthogonale est capable de supprimer une cible fixe e´tendue en conservant un bon niveau de
puissance pour la cible mobile tant que la variation de fre´quence de la cible fixe due a` sa vitesse
orthoradiale reste supe´rieure a` son e´talement spectral. De ce fait, le coˆne de suppression reste
limite´ et la projection ne permet pas de rejeter le fouillis de sol dans son ensemble.
En pratique, le traitement propose´ peut eˆtre applique´ a` l’e´limination de cibles fixes avec peu
d’e´talement spectral, et renvoyant une grande quantite´ d’e´nergie vers le radar et ressortant du
niveau moyen de fouillis tel qu’un pyloˆne ou un immeuble. En outre, la projection de´finie dans ce
chapitre peut e´galement eˆtre utilise´e dans le contexte de classification de cibles fixes de´veloppe´s
dans le chapitre pre´ce´dent pour supprimer les cibles de´ja` de´tecte´es.
Nous conside´rons maintenant le proble`me de de´tection de la cible mobile dans un fouillis
gaussien pour lequel l’ensemble du fouillis est pris en compte.
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4.3 De´tection de la cible dans un fouillis gaussien
Dans cette partie, nous nous posons le proble`me de de´tection de la cible mobile dans un
fouillis gaussien a` patir du mode`le de signal (4.6). Le proble`me de de´tection en fouillis gaussien
introduit dans le chapitre 2 conduit a` un de´tecteur GLRT pouvant eˆtre interpre´te´ en termes de
sous-espaces. Pour mettre en place ce de´tecteur, la connaissance de la matrice de covariance des
perturbations est ne´cessaire. Cette matrice n’est pas connue en pratique, et doit eˆtre estime´e,
ge´ne´ralement a` partir de donne´es secondaires, pour mettre en place la strate´gie de de´tection.
Dans cette partie, nous proposons au contraire d’utiliser la structure particulie`re du fouillis
induite par la matrice S, que nous supposons connue, pour estimer la matrice de covariance du
fouillis et imple´menter le de´tecteur sans avoir recours a` des donne´es secondaires.
4.3.1 Rappel sur la de´tection en fouillis gaussien
Nous conside´rons le proble`me de de´tection suivant
H0 : z = SB + n
H1 : z = hA+ SB + n
(4.42)
ou` l’amplitude A est suppose´e de´terministe et inconnue, et pour lequel les amplitudes du fouillis
B sont des variables ale´atoires gaussiennes. La puissance du bruit thermique σ2 est suppose´e
inconnue. Lorsque les amplitudes du sous-espace <S> ne sont plus de´terministes mais gaus-
siennes et de´corre´le´es, le signal composite des perturbations fouillis+bruit est un signal gaussien
complexe centre´ dont la matrice de covariance s’e´crit
C = σ2I + SE
[
BBH
]
SH = σ2I + SΛSH (4.43)
ou` Λ est une matrice diagonale des puissances moyennes du fouillis
Λ = E
[
BBH
]
=
 Λ1 . . .
Λr
 . (4.44)
De ce fait, la vraisemblance des donne´es sous H0 et sous H1 s’e´crivent respectivement
p
(
z|σ2, H0
)
=
1
piMσ2M
exp
(−zHC−1z)
p
(
z|σ2, H1
)
=
1
piMσ2M
exp
(
− [z− hA]H C−1 [z− hA]
)
.
(4.45)
Lorsque le niveau de puissance est inconnu, le de´tecteur GLRT adapte´ au proble`me (4.30) est
le NMF (2.50)
ΛNMF =
|hHC−1z|2
(hHC−1h) (zHC−1z)
H1
≷
H0
ηNMF (4.46)
dans lequel la matrice de covariance C inconnue doit eˆtre remplace´e par un estime´ pour former
la version adaptative du de´tecteur NMF
ΛANMF =
|hHCˆ−1z|2(
hHCˆ−1h
)(
zHCˆ−1z
) H1≷
H0
ηANMF . (4.47)
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Remarque Nous avons vu dans le chapitre 2 que le de´tecteur ANMF est e´galement connu
comme e´tant un de´tecteur GLRT adapte´ au proble`me d’estimation de la cible dans un fouillis
gaussien compose´. Le de´veloppement qui suit est donc a` la fois valable pour un fouillis gaussien
et un fouillis gaussien compose´.
Lien entre projection et matrice de covariance Il existe un lien fort entre les matrices
de projection orthogonale utilise´es dans le proble`me de´terministe et la matrice de covariance
utilise´e dans le proble`me gaussien. En effet, l’inverse de la matrice de covariance s’e´crit
C−1 =
1
σ2
[
I +
1
σ2
SΛSH
]−1
=
1
σ2
[
I− S (σ2Λ−1 + SHS)−1 S] . (4.48)
Ce dernier re´sultat a e´te´ obtenu en utilisant le lemme d’inversion matriciel
(A + BCD)−1 = A−1 + A−1B
(
C−1 + DA−1B
)−1
AD−1.
Ainsi, lorsque la puissance du fouillis est grande devant celle du bruit thermique, c’est-a`-dire
lorsque
min
i
Λi >> σ
2
la matrice de covariance se simplifie en projection orthogonale
C−1 ≈ 1
σ2
[
I− S (SHS)−1 S] = 1
σ2
P⊥S . (4.49)
L’estimateur MV de l’amplitude de la cible pour des perturbations gaussiennes a de´ja` e´te´ consi-
de´re´ pour le signal spatial (2.3) dans le chapitre 2 et s’e´crit donc pour le signal temporel (4.6)
Aˆ =
hHC−1z
hHC−1h
(4.50)
qui est identique a` l’e´quation (4.26) dans laquelle l’inverse de la matrice de covariance C−1
est effectivement remplace´e par la matrice de projection orthogonale P⊥S . De la meˆme fac¸on,
nous avons remarque´ dans le chapitre 2 que le de´tecteur NMF e´tait e´quivalent au de´tecteur
sous-espace (2.55), qui est exactement le de´tecteur obtenu dans le cas de´terministe (4.35) en
remplac¸ant l’inverse de la matrice de covariance par la projection orthogonale.
De ce fait, sous hypothe`se de fouillis de forte puissance devant le bruit thermique, la connais-
sance a priori de la structure S du fouillis de sol se substitue a` la connaissance de la matrice
de covariance du fouillis dans le proble`me de re´jection de fouillis, d’estimation de l’amplitude
de la cible ou de de´tection. Cependant, la matrice de projection perd l’information de puissance
contenue dans la matrice de covariance, et cherche a` supprimer de manie`re aveugle et sans ordre
de priorite´ toutes les composantes du fouillis. Nous verrons que c’est cette suppression aveugle
sans prise en compte de la puissance du fouillis qui conduit a` limiter la projection a` rejeter une
bande de fouillis limite´e (4.2.3).
4.3.2 Mise en place du de´tecteur ANMF
Pour mettre en place le de´tecteur ANMF, nous devons effectuer une estimation de la matrice
de covariance des perturbations, ou du moins de son inverse, pour la remplacer dans le de´tecteur
(4.46) et former l’ANMF (4.47). Contrairement au chapitre 2, nous supposons ne pas avoir
a` disposition de donne´es secondaires pour effectuer cette estimation. Nous cherchons donc a`
estimer C a` partir du signal z et de l’e´quation (4.43). La premie`re e´tape dans l’estimation de
C−1 consiste a` estimer les amplitudes B du fouillis.
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Estimation des amplitudes du fouillis Dans le cas ou` le vecteur d’amplitudes B est suppose´
de´terministe inconnu, son estimateur MV est donne´ par (4.22)
Bˆ =
(
SHP⊥hS
)−1
SHP⊥hz =
(
P⊥hS
)†
z
qui suppose connu le vecteur directionnel de la cible h. Cette e´quation revient a` censurer la
bande de fre´quence ou` se situe la cible, et a` estimer ensuite au sens des moindres carre´s les
amplitudes du fouillis. Nous conside´rons donc cet estimateur pour de´terminer le vecteur B.
Notons qu’il est important de rejeter la cible du signal avant d’estimer les amplitudes du
fouillis. La cible e´tant une exponentielle pure, face a` des chirps constituant le fouillis, sa puis-
sance se retrouve partage´e par projection sur l’ensemble des e´le´ments du fouillis dont le contenu
fre´quentiel inclut la fre´quence de la cible. La cible de forte puissance, perturbant l’estimation des
amplitudes du fouillis, risque d’eˆtre inclue dans la matrice de covariance a` travers les amplitudes
estime´es du fouillis, et d’eˆtre supprime´e par l’ope´ration de blanchiment.
Estimation de la matrice de covariance La matrice de puissance du fouillis est estime´e
en conside´rant que les amplitudes du fouillis Bi sont inde´pendantes entre elles, si bien que
Λ = E
[
BBH
]
=
 Λ1 . . .
Λr
⇒ Λˆ =
 |Bˆ1|
2
. . .
|Bˆr|2
 . (4.51)
De ce fait, Λˆ est calcule´e comme e´tant une matrice diagonale. En conside´rant que la puissance
du bruit thermique σ2 correspond a` la plus petite puissance mesure´e sur le sous-espace fouillis
σˆ2 = min
i
Λi = Λˆm
l’inverse de la matrice de covariance peut eˆtre estime´e en calculant
Cˆ−1 =
1
Λˆm
[
I− S
(
ΛˆmΛˆ
−1 + SHS
)−1
SH
]
(4.52)
expression dans laquelle le facteur de normalisation 1
Λˆm
se simplifie dans le calcul de l’ANMF et
peut eˆtre mis de coˆte´ en pratique. En l’absence de donne´es secondaires, nous choisissons donc
d’utiliser l’estimateur (4.52) pour la mise en place du de´tecteur ANMF.
4.3.3 Facteur de blanchiment et se´lection
Nous avons vu dans le proble`me de´terministe que les capacite´s de re´jection de fouillis ou
de de´tection de la cible e´taient lie´es a` l’angle β entre les sous-espaces fouillis et cible (4.39).
De manie`re analogue, les performances de de´tection dans le cas gaussien sont de´finies par la
capacite´ de re´jection du fouillis et la conservation du signal de la cible, de´finies par l’ope´ration
de blanchiment des donne´es effectue´e par la matrice Cˆ−1.
Facteur de blanchiment Dans le cas gaussien, nous pouvons faire l’analogie suivante
hHP⊥Sh ≡ hHC−1h.
Tout comme l’angle entre les sous-espaces pour le proble`me de´terministe, le terme hHC−1h,
que nous appellons facteur de blanchiment, nous permet de comprendre les pertes sur le signal
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(a) Spectre FFT d’un fouillis gaussien (b) Facteur de blanchiment
Figure 4.11 – Spectre FFT d’un fouillis gaussien et facteur de blanchiment
cible h par le blanchiment des donne´es re´alise´es par C−1. En particulier, plus ce facteur de
blanchiment diminue, plus la cible risque d’eˆtre supprime´e du signal. Comme pour le proble`me
de´terministe, ceci est le cas lorsque l’ensemble du fouillis est pris en compte dans la matrice de
covariance.
La figure 4.11(a) repre´sente le spectre obtenu par FFT d’un signal constitue´ d’un fouillis de
sol gaussien pour α ∈ [8˚ ; 20˚ ], va = 50m/s, Tint = 2s et R0 = 1000m. Une cible est e´galement
inclue dans le jeu de donne´es a` -200Hz. La figure 4.11(b) repre´sente le facteur de blanchiment
lorsque l’ensemble du fouillis de sol est pris en compte dans la matrice de covariance. Nous
remarquons donc le meˆme proble`me que dans le cas de´terministe, c’est-a`-dire que le facteur de
blanchiment tend vers ze´ro : le fouillis et la cible sont conjointement e´limine´es par le blanchiment,
et le de´tecteur ANMF e´choue dans la de´tection de la cible. Ceci vient du fait que le sous-espace
fouillis pris en compte dans Cˆ est trop grand et ne laisse pas de place au sous-espace cible. Pour
e´viter cet e´cueil, la solution naturelle consiste a` diminuer la dimension du sous-espace fouillis pris
en compte dans Cˆ−1 en se´lectionnant seulement les e´le´ments les plus puissants. Cette se´lection
permet ainsi de conserver un niveau de signal cible suffisant pour sa de´tection en limitant la
re´jection de fouillis aux e´le´ments les plus geˆnants.
Se´lection des e´le´ments a` rejeter Afin d’e´viter que le blanchiment des donne´es supprime le
signal de la cible, nous sommes amene´s a` se´lectionner les e´le´ments de fouillis les plus puissants
pour estimer la matrice de covariance des perturbations. Le blanchiment qui re´sulte de cette
se´lection cherche ainsi a` supprimer seulement les e´le´ments de fouillis les plus geˆnants pour la
de´tection de la cible en laissant de coˆte´ les e´le´ments les moins geˆnants.
De ce fait, nous retrouvons le dilemme connu en traitement d’antennes, entre re´jection d’in-
terfe´rences et conservation du signal utile : le niveau de RSBI optimal ne s’obtient pas en
e´liminant l’ensemble des interfe´rences, mais en se´lectionnant seulement celles qui perturbent le
plus la de´tection du signal utile [95].
La figure 4.12(a) repre´sente les puissances par ordre de´croissant des e´le´ments du fouillis
contenus dans le signal de la figure 4.11(a), et la figure (b) repre´sente le facteur de blanchiment
pour diffe´rents seuils de puissance de se´lection. Nous remarquons que le facteur de blanchiment
augmente a` mesure que le seuil de se´lection diminue, car le nombre d’e´le´ments pris en compte
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(a) Classement de puissances (b) Facteurs de blanchiment
Figure 4.12 – Facteur de blanchiment en fonction du seuil de se´lection
dans la matrice de covariance est e´galement plus faible.
La figure 4.13 repre´sente le de´tecteur ANMF en fonction de la fre´quence Doppler pour
diffe´rents ratios de se´lection. La cible situe´e a` -200Hz, non de´celable sur le de´tecteur ANMF
de ratio 20% la figure 4.13(a), est le maximum de l’ANMF pour les ratios de 40%(b) et 60%(c).
Cependant, lorsque trop d’e´le´ments sont pris en compte, par exemple pour 90%(d), la cible ne
ressort pas du fouillis de sol. Nous remarquons e´galement que le niveau de l’ANMF e´volue en
fonction du ratio choisi, le de´tecteur ANMF n’est donc plus TFAC par rapport a` la matrice de
covariance estime´e par la proce´dure propose´e dans ce chapitre.
Remarque Paradoxalement, le principe de se´lection des e´le´ments les plus forts du fouillis dans
la matrice de covariance prend tout son sens dans un environnement impulsif, environnement
pour lequel l’e´cart entre les e´le´ments les plus puissants et le niveau moyen sera le plus important.
De ce fait, en e´liminant les quelques e´le´ments les plus puissants, la cible pourra eˆtre de´tecte´e sur
le reste du fouillis avec un RSBI ame´liore´ par rapport au de´tecteur de puissance usuel base´ sur
un traitement Doppler via FFT.
Au contraire, dans un environnement gaussien et homoge`ne, l’e´cart entre les puissances du
fouillis et le niveau moyen reste relativement faible, et l’effet de l’ope´ration de blanchiment est
moins net que dans le cas impulsif, car le niveau de fouillis restant apre`s blanchiment n’est pas
tre`s e´loigne´ du niveau de fouillis avant blanchiment.
Ame´lioration du RSBI Nous souhaitons e´valuer les performances de la strate´gie propose´e
pour de´tecter une cible mobile dans le fouillis de sol. Pour cela, nous comparons le RSBI obtenu
en sortie du de´tecteur ANMF propose´ avec le RSBI obtenu par le de´tecteur de puissance usuel
sans traitement particulier, i.e., le pe´riodogramme qui est le module carre´ de la FFT du signal. La
figure 4.14 repre´sente le gain en RSBI obtenu en fonction du ratio d’e´le´ments se´lectionne´s, pour
diffe´rents coˆnes d’observation du fouillis de sol, et pour va = 50m/s, Tint = 2s et R0 = 1000m.
Nous remarquons que le meilleur gain est obtenu pour une se´lection d’environ 60%.
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(a) Ratio 20% (b) Ratio 40%
(c) Ratio 60% (d) Ratio 90%
Figure 4.13 – De´tecteur ANMF pour diffe´rents ratio de se´lection de puissance du fouillis
Figure 4.14 – Gain en RSBI apporte´ par le de´tecteur ANMF propose´
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4.3.4 Conclusion
Le proble`me de de´tection en fouillis gaussien conduit a` l’utilisation du de´tecteur ANMF.
Pour mettre en place ce de´tecteur, nous avons propose´ d’estimer la matrice de covariance du
fouillis non pas sur donne´es secondaires, mais en utilisant la connaissance a priori de la structure
particulie`re du fouillis induite par sa variation de fre´quence Doppler au cours du temps. Dans
un premier temps, les puissances moyennes du fouillis sont estime´es par projection en e´liminant
la cible potentielle du signal, et l’inverse de la matrice de covariance du fouillis est alors estime´e
a` partir de ces puissances et de la structure de phase du fouillis.
La prise en compte de l’ensemble du fouillis de sol dans la matrice de covariance conduit
a` l’e´limination de la cible, et nous devons alors se´lectionner les e´le´ments du fouillis a` rejeter
pour conserver la cible apre`s blanchiment des donne´es. Cette se´lection sur le sous-espace fouillis
permet d’e´liminer les e´le´ments les plus geˆnants et de de´tecter la cible avec succe`s. Cependant,
la strate´gie de de´tection ainsi mise en place avec se´lection perd le caracte`re TFAC du de´tecteur
ANMF, et le choix du seuil de se´lection pour maximiser le RSBI reste un sujet ouvert, bien
qu’une large plage de valeurs admissibles (30 − 70%) donne de bons re´sultats, comme l’atteste
la figure 4.14.
4.4 Strate´gie de de´tection pour une cible e´tendue en distance
et en fre´quence Doppler
Dans cette partie, nous e´tudions le proble`me de de´tection d’une cible mobile de collision
e´tendue en distance et en fre´quence Doppler dans un fouillis de sol gaussien ou gaussien compose´.
Du fait du temps d’inte´gration long et de la re´solution fine du radar en fre´quence Doppler, une
cible mobile de par son envergure occupe plusieurs cases Doppler adjacentes apre`s traitement
Doppler et ne peut plus eˆtre conside´re´e comme une cible ponctuelle. De meˆme, la cible mobile
peut eˆtre e´tendue en distance par effet de migration ou lorsque la re´solution distance du radar
est plus petite que l’envergure de la cible. Par cet e´talement, la puissance de la cible se retrouve
partage´e parmi les cases distance-Doppler occupe´es par la cible : le traitement de´veloppe´ pour
une cible ponctuelle n’est plus adapte´ et la de´tection de la cible se trouve de´grade´e.
Le but de cette partie est donc de prendre en compte l’e´talement en distance et en fre´quence
Doppler pour ame´liorer les performances de de´tection de la cible mobile dans le fouillis de sol.
4.4.1 Position du proble`me et mode´lisation
Une cible mobile ne peut plus eˆtre conside´re´e comme un re´flecteur ponctuel observe´ par le
radar sur une seule et unique case distance-Doppler lorsque les donne´es sont inte´gre´es sur un
temps long [50]. La re´solution Doppler et les e´ventuelles migrations en distance non-compense´es
de la cible provoquent un e´talement en fre´quence Doppler et en distance de la cible. Un traitement
dit ’mono-case’ adapte´ a` une cible ponctuelle n’est donc plus adapte´ en pratique aux cibles
occupant plusieurs cases distance-Doppler.
Etalement Doppler de la cible Sans perte de ge´ne´ralite´, nous donnons l’exemple d’un petit
avion a` moteur comme cible mobile a` de´tecter, repre´sente´ sur la figure 4.15. Cette cible mobile
est vue par le radar sur un ensemble d’angles de vue compris entre αmin et αmax. La re´solution
Doppler devenant de plus en plus fine avec un temps d’inte´gration long, cette cible mobile s’e´tend
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Figure 4.15 – Coˆne d’observation (αmin, αmax) d’une cible mobile e´tale´e spatialement
naturellement sur plusieurs fre´quences Doppler comprises entre
fmin = −2vrcosαmin
λ
et fmax = −2vrcosαmax
λ
avec vr la vitesse relative de la cible par rapport au porteur radar.
Pour chaque fre´quence fD comprise entre fmin et fmax, la cible mobile est donc a` l’origine
d’un signal de la forme (3.12)
A exp [j2pifDmT ] pour 0 ≤ m ≤M − 1
ou` A repre´sente l’amplitude complexe de la cible a` la fre´quence fD. De ce fait, nous de´composons
le signal de la cible mobile comme la contribution de P cibles ponctuelles, chacune associe´e a`
une fre´quence Doppler fp comprise entre fmin et fmax
x =
P∑
p=1
hpAp = HA (4.53)
ou` la matrice H = [h1 ... hP ] de dimension M×P repre´sente la matrice de phase de la cible
mobile, constitue´e des vecteurs directionnels hp
hp =
[
1 ej2pifpT . . . ej2pifp(M−1)T
]T
fmin ≤ fp ≤ fmax. (4.54)
A est le vecteur d’amplitudes complexes de la cible de dimension P×1. L’e´chantillonnage choisi
pour repre´senter la matrice H en fre´quence Doppler est e´gal a` la re´solution Doppler usuel 1/Tint.
Le signal temporel sur la case distance conside´re´e s’e´crit donc
z = HA + c (4.55)
ou` c repre´sente le vecteur des perturbations de dimension M×1 contenant le fouillis de sol et le
bruit thermique.
Etalement en distance de la cible Nous supposons que la cible mobile occupe plusieurs
cases distance adjacentes apre`s traitement distance. La compensation de migration distance est
choisie pour compenser le de´placement du porteur radar et la migration des e´le´ments du fouillis
de sol, de sorte que la phase du fouillis soit quadratique au cours du temps d’inte´gration. Ainsi, la
vitesse propre de la cible mobile n’est pas compense´e, et la cible mobile migre de quelques cases
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(a) Cible ponctuelle (b) Cible e´tale´e en distance et Doppler
Figure 4.16 – Cible ponctuelle et cible e´tale´e sur une carte distance-Doppler
distance. La figure 4.16 illustre dans un plan distance-Doppler une cible ponctuelle occupant
une seule case (a), et une cible e´tale´e a` la fois en distance et en fre´quence Doppler (b).
Nous conside´rons donc que la cible mobile occupe L cases distance adjacentes au cours du
temps d’inte´gration. Le signal de la rie`me case distance s’e´crit alors
zr = HAr + cr (4.56)
ou` la matrice de phase de la cible H est partage´e sur toutes les cases distances. En effet, H est
inde´pendante de la distance d’observation, car la cible est suppose´e eˆtre une cible de collision
et ne change pas de fre´quence Doppler au cours du temps, ni de case distance en case distance.
Enfin, nous supposons que les donne´es zr de chaque case distance sont inde´pendantes entre elles.
4.4.2 De´tection d’une cible e´tale´e en distance et fre´quence Doppler
Nous conside´rons le proble`me suivant de de´tection d’une cible mobile e´tale´e sur L cases
distance noye´e dans un bruit gaussien
H0 : zr = cr
H1 : zr = HAr + cr, 1 ≤ r ≤ L
(4.57)
pour lequel les vecteurs d’amplitudes Ar de la cible sont suppose´s de´terministes et inconnus.
Nous supposons que les perturbations cr sont localement gaussiennes [12], i.e., les vecteurs cr
peuvent eˆtre mode´lise´s comme le produit d’un vecteur gaussien complexe centre´ note´ sr de
matrice de covariance Mr et d’un parame`tre d’e´chelle de´terministe et positif σ
2
r tels que
cr = σrsr. (4.58)
Ce mode`le localement gaussien est en fait un mode`le SIRV pour lequel la texture est conside´re´e
comme un parame`tre de´terministe inconnu a` estimer [23][40]. Dans le cas que nous conside´rons,
le parame`tre de texture σ2r permet de prendre en compte les e´ventuelles variations de puissance
du fouillis de case distance en case distance.
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Nous supposons connues la matrice de phase de la cible H et les matrices de covariance
normalise´es des perturbations Mr sur chaque case distance. Les donne´es de chaque case e´tant
suppose´es inde´pendantes, la vraisemblance des donne´es comple`tes Z = [z1 ... zL] sous H0 et sous
H1 s’e´crivent respectivement
p (Z|H0) =
L∏
r=1
p
(
zr|σ2r , H0
)
=
L∏
r=1
1
piMσMr
exp
(
−z
H
r M
−1
r zr
σ2r
)
p (Z|H1) =
L∏
r=1
p
(
zr|σ2r , H1
)
=
L∏
r=1
1
piMσMr
exp
(
− [zr −HAr]
H M−1r [zr −HAr]
σ2r
)
.
(4.59)
Estimation des amplitudes de la cible L’hypothe`se d’inde´pendance des donne´es nous per-
met par ailleurs de travailler inde´pendamment sur chacune des cases distances. Les estimateurs
au sens du maximum de vraisemblance des vecteurs d’amplitudes Ar de la cible sur chaque case
distance [12] sont obtenus en annulant la de´rive´e de la log-vraisemblance des donne´es sous H1
et s’e´crivent
Aˆr =
(
HHM−1r H
)−1
HHM−1r zr pour 1 ≤ r ≤ L. (4.60)
Estimation des parame`tres de texture Les parame`tres de texture doivent eˆtre estime´s
sous H0 et sous H1. Sous H0, la de´rive´e de la log-vraisemblance par rapport a` σ
2
r s’e´crit
∂
∂σ2r
lnp
(
zr|σ2r , H0
)
= −M
σ2r
+
1
σ4r
zHr M
−1
r zr
qui s’annule pour
σˆ2r =
zHr M
−1
r zr
M
(4.61)
et qui n’est autre que l’estimateur MV sous H0. En suivant un raisonnement identique, l’esti-
mateur MV sous H1 s’e´crit
σˆ2r =
1
M
(
zr −HAˆr
)H
M−1r
(
zr −HAˆr
)
.
En remplac¸ant Aˆr par son expression (4.60), l’estimateur MV de σ
2
r sous H1 se simplifie et s’e´crit
apre`s calcul
σˆ2r =
zr
(
M−1r −Qr
)
zr
M
(4.62)
ou` la matrice Qr est une matrice prenant une forme similaire a` une matrice de projection, et est
de´finie par
Qr = M
−1
r H
(
HHM−1r H
)−1
HHM−1r . (4.63)
De´tecteur GLRT du proble`me Le crite`re de Neyman-Pearson du proble`me de de´tection
(4.57) s’e´crit
ΛNP =
p (Z|H1)
p (Z|H0)
dans lequel nous remplac¸ons les parame`tres inconnus du mode`le, Ar et σ
2
r , par leurs estime´s au
sens du maximum de vraisemblance pour former le de´tecteur GLRT du proble`me (4.57), donne´
par
ΛMRMD =
L∏
r=1
(
zHr M
−1
r zr
)M(
zHr
(
M−1r −Qr
)
zr
)M (4.64)
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ou encore de manie`re e´quivalente sous sa forme logarithmique
lnΛMRMD = M
L∑
r=1
ln
[
zHr M
−1
r zr
zHr
(
M−1r −Qr
)
zr
]
. (4.65)
En conside´rant les donne´es blanchies et le sous-espace cible blanchi
z¯r = M
−1/2
r zr et H¯ = M
−1/2
r H
ce de´tecteur peut eˆtre re´e´crit sous la forme suivante
lnΛMRMD = M
L∑
r=1
ln
[
1 +
z¯Hr PH¯z¯r
z¯Hr P
⊥¯
H
z¯r
]
. (4.66)
Nous reconnaissons ainsi dans cette expression le de´tecteur sous-espace (2.55)
z¯Hr PH¯z¯r
z¯Hr P
⊥¯
H
z¯r
calcule´ sur chaque case distance. De ce fait, le GLRT adapte´ au proble`me de de´tection de la
cible e´tendue en distance [35] revient a` faire l’inte´gration incohe´rente des de´tecteurs sous-espace
calcule´ sur chaque case distance, ce qui est logique puisque nous avons suppose´ que les donne´es
e´taient inde´pendantes entre elles.
Remarques Le de´tecteur (4.66) constitue une extension naturelle au de´tecteur (4.47) propose´
pour une cible ponctuelle. L’e´talement en fre´quence Doppler de la cible est pris en compte travers
le sous-espace cible <H> de dimension supe´rieure a` 1 qui se substitue simplement au sous-espace
de cible ponctuelle <h> de dimension 1 dans les e´quations [5]. De meˆme, l’extension au cas
d’une cible e´tendue en distance se fait simplement en sommant les de´tecteurs (logarithmiques)
adapte´s a` une seule case distance [12].
Remarquons e´galement que le de´tecteur (4.66) est adapte´ au proble`me de de´tection sur bruit
blanc d’une cible e´tale´e, pour lequel l’ope´ration de blanchiment n’a pas lieu, les matrices Mr
e´tant proportionnelles a` la matrice identite´
lnΛMRMD = M
L∑
r=1
ln
[
1 +
zHr PHzr
zHr P
⊥
Hzr
]
. (4.67)
4.4.3 Imple´mentation du de´tecteur
Le de´tecteur MRMD (Multi-Range Multi-Doppler) (4.66) suppose connues les matrices de
covariance des perturbations Mr. En pre´sence de fouillis de sol, les matrices Mr ne sont pas
connues et doivent eˆtre estime´es pour mettre en place le de´tecteur. Nous utilisons ainsi la meˆme
proce´dure d’estimation que celle propose´e dans la partie pre´ce´dente 4.3. Pour cela, nous repre-
nons le mode`le de fouillis de sol (4.42), et ce pour chaque case distance
cr = SrBr + nr. (4.68)
La matrice de phase du fouillis Sr de´pend de la distance d’observation, donc de la case distance
conside´re´e. Cependant, lorsque la migration de la cible L∆R est petite devant R0, la matrice
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Figure 4.17 – Comparaison des performances de de´tection pour une cible ponctuelle et une
cible e´tale´e
de phase du fouillis varie peu de case en case et peut eˆtre conside´re´e identique pour toutes les
cases distance. Nous supposons e´galement que l’e´talement en fre´quence Doppler de la cible reste
petit devant la variation de fre´quence Doppler du fouillis durant le temps d’observation. Les
amplitudes du fouillis sont alors estime´es par
Bˆr =
(
P⊥HS
)†
zr
et les inverses des matrices de covariance Mr sont estime´es a` un facteur de proportionnalite´ pre`s
a` partir de l’e´quation (4.52) sur chaque case distance, puis inse´re´e dans (4.66).
Ame´lioration des performances de de´tection La figure 4.17 compare les performances
de de´tection du de´tecteur adaptatif (4.66) pour une cible ponctuelle, pour une cible e´tendue en
fre´quence Doppler et une seule case distance, et pour une cible e´tendue en fre´quence Doppler et
en distance pour L = 4 cases distance. Ces courbes de de´tection (Pd − RSBI) ont e´te´ obtenues
par simulation de Monte-Carlo et pour une Pfa de 10
−3. La dimension du sous-espace cible <H>
est prise e´gale a` P = 20. Le facteur de se´lection pour les e´le´ments de fouillis est pris e´gal a` 45%
dans l’estimation des matrices de covariance. La prise en compte de l’e´talement en fre´quence
Doppler et en distance de la cible permet d’ame´liorer grandement les performances de de´tection.
Le de´tecteur MRMD permet d’apporter une solution aux proble`mes lie´s a` l’utilisation d’un
temps d’inte´gration long. La re´solution Doppler devenant de plus en plus fine, la cible se retrouve
e´tale´e en fre´quence Doppler, et sa puissance associe´e a` une case Doppler s’en trouve d’autant
plus diminue´e, ce qui explique les mauvaises performances du de´tecteur de cible ponctuelle.
En revanche, l’inte´gration des cases Doppler sur lesquelles la cible s’e´tale permet de retrouver
l’inte´gralite´ de la puissance de la cible pour sa de´tection sur une case distance, d’ou` la nette
ame´lioration de performances du de´tecteur pour une cible e´tale´e en fre´quence Doppler.
Un raisonnement identique peut eˆtre apporte´ pour une cible e´tale´e en distance dans le cas
ou` la re´solution distance du radar est infe´rieure a` l’envergure de la cible : la prise en compte de
l’ensemble des cases distance occupe´es par la cible permet de mieux collecter l’e´nergie de la cible
pour sa de´tection. Dans le cas d’une cible migrante, nous pouvons dire que la cible est vue sur une
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meˆme case distance sur un temps limite´, tandis que le fouillis de sol sera vu durant tout le temps
d’inte´gration. De ce fait, le RSB de la cible par rapport au fouillis sur une case distance-Doppler
donne´e a tendance a` diminuer au cours du temps d’inte´gration. L’inte´gration incohe´rente re´alise´e
par le de´tecteur sur chaque case apre`s re´jection de fouillis permet de compenser les pertes lie´es a`
la migration et collecter de nouveau une partie du signal de la cible pour ame´liorer sa de´tection.
4.5 Conclusion
Dans ce chapitre, nous avons e´tudie´ le proble`me de de´tection d’une cible mobile pre´sentant
un risque de collision dans du fouillis de sol, en exploitant la structure particulie`re des sous-
espaces fouillis et cible sur un temps d’inte´gration long. Le fouillis de sol et une cible mobile se
diffe´rencient par leur variation de fre´quence Doppler. Pour le fouillis, cette variation se traduit
par un signal posse´dant une phase quadratique a` e´volution connue. Le signal du fouillis appar-
tient alors a` un sous-espace structure´ qui permet de mettre en place les strate´gies de de´tection
propose´es.
Dans un premier temps, nous avons conside´re´ le proble`me de de´tection de la cible face a` des
e´le´ments de fouillis de sol de´terministes, de forte puissance et qui geˆnent la de´tection de la cible,
typiquement un immeuble. La solution a` ce proble`me de de´tection fait intervenir une projection
orthogonale qui supprime les e´le´ments geˆnants du signal avant la de´tection de la cible. Cette
projection tend e´galement a` supprimer le signal de la cible lorsque l’e´talement de fre´quence
de la partie du fouillis a` supprimer devient trop important. La projection se limite ainsi a` un
coˆne angulaire sur le fouillis borne´ par la bande de variation de fre´quence Doppler des e´le´ments
observe´s sur le coˆne.
Dans un second temps, nous avons e´tudie´ le proble`me de de´tection de la cible face a` un fouillis
gaussien ou gaussien compose´. La structure du fouillis induite par sa variation de fre´quence
permet d’estimer sur les donne´es la matrice de covariance des perturbations sans avoir recours
aux donne´es secondaires, en supprimant par hypothe`se la cible du signal. La prise en compte de
l’ensemble du fouillis de sol, comme pour le proble`me de´terministe, conduit a` la suppression du
signal de la cible, et nous sommes amene´s a` se´lectionner les e´le´ments du fouillis les plus puissants
a` rejeter pour conserver la cible et la de´tecter.
Enfin, nous avons propose´ une strate´gie de de´tection adapte´e a` une cible e´tale´e en distance et
en fre´quence Doppler. Du fait du temps d’inte´gration long, la cible s’e´tale sur plusieurs fre´quences
Doppler et peut migrer sur plusieurs cases distance. La puissance de la cible est alors partage´e
sur plusieurs cases, et le but du de´tecteur propose´ est alors de collecter la puissance du signal
de la cible sur les cases distance-vitesse ou` elle est pre´sente pour ame´liorer sa de´tection.
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Chapitre 5
Re´sultats sur donne´es
expe´rimentales
Dans ce chapitre, nous testons sur donne´es expe´rimentales les algorithmes pre´sente´s pour la
de´tection de caˆbles et de cibles de collision par un radar FMCW ae´roporte´. Dans un premier
temps, nous testons les traitements adapte´s a` la cre´ation d’une carte distance-vitesse de l’en-
vironnement. La formation de faisceaux adaptative en e´le´vation est ensuite teste´e pour rejeter
le fouillis de sol et mettre en e´vidence les cibles fixes situe´es au dessus du sol, telles que des
pyloˆnes et des caˆbles. Les transforme´es HAF et chirplets sont e´galement teste´es sur des signaux
contenant du fouillis de sol, un pyloˆne et un caˆble.
Dans un second temps, nous nous plac¸ons dans le contexte de de´tection d’une cible ae´ropor-
te´e qui risque de rentrer en collision avec le porteur. Nous testons le de´tecteur multi-distance
multi-Doppler pour une cible dans du bruit thermique en fonction du nombre de cases distance
et Doppler inte´gre´es dans le de´tecteur. La prise en compte de l’e´talement de la cible permet
d’ame´liorer sa de´tection. Nous testons ensuite la strate´gie de de´tection d’une cible noye´e dans
du fouillis de sol en estimant la matrice de covariance du fouillis a` partir de sa structure de phase
quadratique.
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Chapitre 5. Re´sultats sur donne´es expe´rimentales
5.1 De´tection d’obstacles par radar he´liporte´
Dans cette partie, nous testons les traitements propose´s pour la de´tection et la reconnaissance
de caˆbles et de pyloˆnes sur donne´es expe´rimentales, obtenues en 2010 par un prototype de radar
ae´roporte´ en configuration pointe-avant de´veloppe´ par Rockwell-Collins France. Nous rappelons
dans un premier temps les pre´-traitements introduits dans le chapitre 1 qui conduisent a` la
formation d’une carte distance-vitesse de l’environnement. Une formation de faisceaux adaptative
en e´le´vation aborde´e dans le chapitre 2 permet de rejeter le fouillis de sol pour ame´liorer les
capacite´s de de´tection de caˆbles et de pyloˆnes. Nous augmentons ensuite le temps d’inte´gration
des donne´es d’une case distance afin de tester les transforme´es HAF et en chirplets pour la
reconnaissance de caˆbles et de pyloˆnes.
5.1.1 Pre´traitements des donne´es expe´rimentales
Les donne´es expe´rimentales mises a` notre disposition par Rockwell-Collins France sont issues
d’essais en vol re´alise´s avec un prototype de radar FMCW he´liporte´ pointe-avant fonctionnant
en bande X. Un GPS embarque´ permet de connaˆıtre a` chaque instant la vitesse et la position
du porteur. La figure 5.1 illustre une repre´sentation de la trajectoire du porteur obtenue avec
Google Map a` partir des donne´es GPS recueillies durant les essais.
A` partir des informations de vitesse et de position du porteur, les traitements introduits
dans le chapitre 1 et rappele´s sur la figure 1.19 sont mis en place : une formation de faisceaux
conventionnelle horizontale (ou en azimut), une e´tape de compensation de migration distance
adapte´e aux cibles fixes au sol, et une Double Transforme´e de Fourier distance et vitesse par
algorithme FFT. Une carte distance-vitesse de la sce`ne est calcule´e pour chaque faisceau forme´
en azimut. Le traitement choisi pour effectuer la compensation de migration distance est un
traitement simple base´ sur une hypothe`se de vitesse des cibles fixes, de´crit dans 1.3.4. Il suppose
que les cibles observe´es par le radar sont des e´le´ments fixes au sol, et ne´glige leur e´le´vation.
De ce fait, pour un faisceau pointant dans la direction en azimut φ, ce traitement compense
la vitesse radiale moyenne vacosφ des e´le´ments fixes observe´s par le faisceau. Enfin, une carte
distance-vitesse de la sce`ne focalise´e dans chaque direction φ est forme´e par une double FFT.
La figure 5.2 illustre 4 cartes distance-vitesse de la meˆme sce`ne pour quatre faisceaux pointe´s
dans des directions diffe´rentes et apre`s compensation de migration distance. Les configurations
’pointe-avant’ correspondent aux figures (a) et (b), et les configurations plus ’late´rales’ corres-
pondent aux figures (c) et (d). Les e´chelles sur les axes en distance et vitesse ne sont pas donne´es
par soucis de confidentialite´. Le porteur se de´place a` 90m au-dessus du sol avec une vitesse ho-
rizontale de 37, 5m/s. Nous comparons e´galement la meˆme carte distance-vitesse obtenue sans
(e) et avec compensation de migration distance (f) pour un temps d’inte´gration de l’ordre de
deux secondes. Le traitement simple de compensation suffit a` e´liminer la migration line´aire des
e´le´ments fixes pour le temps d’inte´gration choisi.
5.1.2 Re´jection de fouillis par formation de faisceaux en e´le´vation
Dans le cadre de la de´tection d’obstacles, tels que des caˆbles ou des pyloˆnes, nous sommes
amene´s a` effectuer une formation de faisceaux adaptative en e´le´vation de´crite dans le chapitre
2, d’une part afin de rejeter le fouillis de sol en plac¸ant un ze´ro du diagramme de re´seau dans la
direction du sol, et d’autre part afin d’ame´liorer le niveau de signal des cibles situe´es au dessus
du sol.
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5.1. De´tection d’obstacles par radar he´liporte´
Les donne´es expe´rimentales traite´es dans cette partie ont e´te´ obtenues a` partir de deux sous-
re´seaux en e´le´vation, se´pare´s d’un e´cart de l’ordre de deux/trois longueurs d’onde. Pour diminuer
la charge de calcul, les cases distance-vitesse sont regroupe´es par bloc 4×4 dans le calcul de la
matrice de covariance locale des perturbations, en supposant que chaque case distance-vitesse
dans un meˆme bloc ve´rifie la meˆme loi statistique. Le domaine d’entraˆınement choisi pour le
calcul de la matrice de covariance est un L inverse´ de type 2 repre´sente´ sur la figure 2.8 contenant
5 blocs, ce qui permet de ve´rifier la re`gle de Brennan a` l’e´chelle des blocs
K > 2Q
ou` Q = 2 est le nombre de re´seaux en e´le´vation et K = 5 est le nombre de donne´es secondaires.
A` l’e´chelle des cases distance-vitesse, la re`gle de Brennan est ainsi largement ve´rifie´e.
Les figures 5.3 montrent l’effet de la formation de faisceaux en e´le´vation sur une zone de
fouillis de sol dans laquelle un pyloˆne est pre´sent. Cette zone se situe a` une distance de l’ordre
du kilome`tre par rapport au porteur. L’hypothe`se de hauteur utilise´e pour le traitement est e´gale
a` 30m. Le pyloˆne n’est pas visible avant formation de faisceaux car il est noye´ dans le fouillis
de sol (a)(c). Une formation de faisceaux avec deux re´seaux d’antennes seulement, et se´pare´s
de plus d’une demi-longueur d’onde, permet de rejeter suffisamment le fouillis de sol pour faire
apparaˆıtre le pyloˆne. De`s lors, le pyloˆne reste seul pre´sent dans le signal et apparaˆıt clairement
sur la carte distance-vitesse (b) et sur le spectre Doppler de la case distance (d).
5.1.3 Traitements par inte´gration longue des donne´es
Dans cette partie, nous testons les transforme´es en chirplets, HAF et PHAF sur les donne´es
d’une meˆme case distance observe´es pour un temps d’inte´gration long de l’ordre de deux secondes.
Dans un premier temps, ces trois traitements sont teste´s sur des signaux contenant du fouillis de
Figure 5.1 – Trajectoire GPS du porteur obtenue avec Google Map
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Chapitre 5. Re´sultats sur donne´es expe´rimentales
(a) Direction 10˚ (b) Direction 24˚
(c) Direction 37˚ (d) Direction 51˚
(e) Sans compensation de migration (f) Avec compensation de migration
Figure 5.2 – Comparaison de cartes distance-vitesse pour 4 directions de vise´e, et avec ou sans
compensation de migration distance
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5.1. De´tection d’obstacles par radar he´liporte´
(a) Avant formation de faisceaux (b) Apre`s formation de faisceaux
(c) Avant formation de faisceaux (d) Apre`s formation de faisceaux
Figure 5.3 – Impact de la formation de faisceaux adaptative en e´le´vation
sol afin de ve´rifier que le fouillis admet un terme d’acce´le´ration lie´ a` sa vitesse orthoradiale. Dans
un second temps, nous utilisons ces meˆmes traitements sur des signaux contenant les donne´es
d’un caˆble et du fouillis de sol. Nous filtrons ensuite le fouillis de sol par formation de faisceaux
adaptative en e´le´vation, et nous testons de nouveau ces trois traitements sur les signaux filtre´s
du fouillis.
Traitements applique´s au fouillis de sol Nous collectons les donne´es temporelles d’une case
distance pour une direction en azimut donne´e et teste´e par la formation de faisceaux convention-
nelle horizontale. La figure 5.4(a) illustre le spectre FFT Doppler de la case distance teste´e pour
une direction de vise´e en azimut de 30˚ . Deux zones de fouillis de sol dominent le spectre Doppler
du signal. La figure (b) repre´sente la transforme´e en chirplets de la case distance domine´e par
le fouillis de sol. Nous reconnaissons les deux zones dominantes de fouillis sur la transforme´e en
chirplets. Ces deux zones se situent en dessous de la droite (f0, f1), et l’e´cart entre la fre´quence
initiale et la fre´quence finale de ces deux zones de fouillis correspondent approximativement
a` 40Hz. La figure (c) repre´sente la transforme´e HAF du signal, et la figure (d) repre´sente la
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Chapitre 5. Re´sultats sur donne´es expe´rimentales
(a) Spectre FFT Doppler (b) Transforme´e en chirplets
(c) Spectre HAF (d) PHAF a` trois retards
Figure 5.4 – Traitements temps long d’un signal contenant du fouillis de sol
transforme´e PHAF du signal obtenue avec trois retards
τ1 =
M
2
, τ2 =
M
4
, τ3 =
M
8
ou` M est le nombre de points des donne´es. Le spectre HAF n’est pas exploitable, mais nous
remarquons un pic dominant sur la PHAF pour une fre´quence d’environ 40Hz lie´e au fouillis de
sol. Nous ve´rifions alors que cette fre´quence correspond bien au taux de variation de fre´quence
(3.15) du fouillis observe´ sur le spectre Doppler
f˙D =
2v2asin
2α
λR0
= 40Hz
pour les valeurs suivantes va = 37m/s, α = 34˚ , λ = 0.03m, R0 = 700m correspondant aux
donne´es. Les transforme´es en chirplets et PHAF permettent ainsi de montrer que le fouillis
de sol posse`de un terme d’acce´le´ration lie´ a` sa vitesse orthoradiale, conforme´ment au mode`le
conside´re´ dans cette the`se.
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5.1. De´tection d’obstacles par radar he´liporte´
(a) Spectre FFT Doppler (b) Transforme´e en chirplets
(c) Spectre HAF (d) PHAF a` trois retards
Figure 5.5 – Spectres temps long d’un signal contenant du fouillis de sol et un caˆble
Traitements applique´s au signal d’un caˆble Nous utilisons maintenant des signaux d’une
case distance contenant un caˆble et du fouillis de sol. La figure 5.5 illustre le spectre FFT
Doppler (a), la transforme´e en chirplets (b), la transforme´e HAF (c) et la transforme´e PHAF a`
trois retards (d) du signal. Le rapport caˆble a` fouillis de sol est de l’ordre de 5dB et est suffisant
pour conside´rer que le caˆble domine le signal. Le caˆble se situe sur la droite (fre´quence initiale-
fre´quence finale) sur la transforme´e en chirplets, et deux autres maxima locaux apparaissent et
appartiennent au fouillis de sol. Le caˆble apparaˆıt e´galement a` la fre´quence nulle sur la HAF.
Paradoxalement, dans le cas pre´sente´, la PHAF est moins efficace que la HAF pour distinguer
le caˆble dans le fouillis. La figure 5.5 montre que le caˆble se comporte bien comme une cible
de collision, car sa variation de fre´quence Doppler est nulle. De plus, lorsque le rapport de
puissance entre le caˆble et le fouillis de sol est suffisamment important, les transforme´es HAF
et par chirplets permettent de de´tecter et reconnaˆıtre le caˆble dans le signal.
Traitements applique´s apre`s re´jection de fouillis de sol par formation de faisceaux
Nous souhaitons maintenant appliquer les transforme´es PHAF et chirplets a` des donne´es pour
lesquelles le fouillis de sol a e´te´ filtre´ afin d’ame´liorer le RSB d’un e´ventuel caˆble ou d’un pyloˆne
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Chapitre 5. Re´sultats sur donne´es expe´rimentales
(a) Spectre FFT Doppler (b) Transforme´e en chirplets
Figure 5.6 – Re´sultats pour un pyloˆne apre`s formation de faisceaux adaptative en e´le´vation
dans les donne´es. Pour cela, nous appliquons le traitement de re´jection de fouillis par formation
de faisceaux adaptative (FFA) en e´le´vation teste´e dans la section 5.1.2. Une transforme´e de
Fourier inverse sur le spectre Doppler de la case distance concerne´e permet ainsi de revenir dans
le domaine temporel et de tester le nouveau signal par les me´thodes de traitement temps long.
La figure 5.6 repre´sente le spectre Doppler du signal d’une case distance contenant un pyloˆne
apre`s formation de faisceaux et re´jection de fouillis (a), et la transforme´e en chirplets du signal
temporel issu du spectre filtre´ du fouillis. Le pyloˆne observe´ sur cette case distance ne pre´sente
pas de risque de collision, mais nous remarquons que le pyloˆne se retrouve sur la droite (fre´-
quence intitiale-fre´quence finale) re´serve´e aux cibles de collision sur la transforme´e en chirplets.
Comment expliquer ce phe´nome`ne ? Ceci est un effet inde´sirable de la formation de faisceaux en
e´le´vation, qui effectue un filtrage local du fouillis. Plusieurs matrices de covariance diffe´rentes
filtrent le fouillis sur les cases Doppler ou` se situe le pyloˆne. Mais ce filtrage casse la signa-
ture fre´quentielle du pyloˆne : chaque matrice de covariance applique en sortie de traitement un
de´phasage diffe´rent sur les cases Doppler du pyloˆne. De ce fait, en revenant dans le domaine
temporel par FFT inverse, le signal du pyloˆne perd sa cohe´rence, et le chirp repre´sentant le py-
loˆne se retrouve scinde´ en sommes d’exponentielles pures. La formation de faisceaux en e´le´vation
pour rejeter le fouillis ne peut donc pas eˆtre applique´e en pre´traitement pour obtenir un signal
contenant seulement un caˆble et/ou un pyloˆne avec un fort RSBI.
5.2 De´tection d’une cible mobile de collision e´tale´e en distance
et en vitesse
Dans cette partie, nous testons sur un deuxie`me jeu de donne´es expe´rimentales les traitements
propose´s pour la de´tection d’une cible mobile ae´roporte´e, e´tale´e en distance et en vitesse, et qui
pre´sente un risque de collision avec le porteur, tout d’abord dans une zone de bruit thermique,
puis dans une zone de fouillis de sol. Dans ce dernier cas, nous mettons en place la strate´gie
de de´tection mettant a` profit la connaissance a priori de variation de fre´quence du fouillis pour
estimer la matrice de covariance des perturbations.
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5.2. De´tection d’une cible mobile de collision e´tale´e en distance et en vitesse
(a) Zoom autour de la cible (b) Spectre Doppler
Figure 5.7 – Carte distance-vitesse et spectre Doppler en pre´sence d’une cible mobile et du
fouillis de sol
5.2.1 Cas d’utilisation
Le second jeu de donne´es expe´rimentales a e´te´ obtenu a` partir du meˆme prototype de radar
FMCW que dans la partie pre´ce´dente. La figure 4.1 illustre le cas d’utilisation propose´. Le porteur
radar est en vol horizontal a` une altitude d’environ 500m. Un avion quadriplace constitue la cible
a` de´tecter, et se dirige vers le porteur. Sa trajectoire par rapport a` celle du porteur est quasiment
une trajectoire de collision.
Nous mettons en place les meˆmes pre´traitements que dans la partie pre´ce´dente : formation
de faisceaux horizontal, compensation de migration distance, et double FFT. Un GPS embarque´
sur la cible permet de la localiser par rapport au porteur a` tout instant lorsque l’on rejoue les
donne´es. La formation de faisceaux en azimut est ainsi re´alise´e en direction de la cible mobile
a` partir de la localisation angulaire de la cible donne´e par les GPS. La vitesse de la cible
mobile e´tant normalement inconnue en pratique par le syste`me radar, seule la migration lie´e a` la
vitesse du porteur est compense´e. De ce fait, la cible mobile migre en distance durant le temps
d’inte´gration. La figure 5.7(a) illustre la zone distance-vitesse autour de la cible mobile dans un
cas ou` elle se situe en dehors du fouillis. La figure (b) repre´sente le spectre Doppler d’une case
distance sur laquelle la cible est pre´sente. Nous remarquons que la cible est effectivement e´tale´e
en distance et en vitesse, et qu’elle n’est pas au sens strict du terme une cible de collision, car
elle change le´ge`rement de vitesse au cours du temps d’inte´gration.
5.2.2 De´tection de la cible mobile dans une zone de bruit thermique
La cible mobile a` de´tecter s’e´tale en distance et en vitesse pour un temps d’inte´gration long.
D’une part, la re´solution Doppler e´tant tre`s fine pour un temps d’inte´gration long, les re´flecteurs
constituant la cible mobile occupent plusieurs cases vitesse. D’autre part, les traitements utilise´s
ne sont pas adapte´s au signal de la cible, qui migre en conse´quence en distance. Le de´tecteur
MRMD (4.66) propose´ dans le chapitre 5 inte`gre les donne´es sur plusieurs fre´quences Doppler
et plusieurs cases distance pour re´duire les pertes lie´es aux e´talements de la cible.
Nous testons l’inte´gration sur plusieurs cases Doppler puis sur plusieurs cases distance de
donne´es expe´rimentales. Les deux figures 5.8 comparent la sortie du de´tecteur MRMD pour dif-
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(a) Nombres de cases infe´rieurs au sous-espace cible (b) Nombres de cases supe´rieurs au sous-espace cible
Figure 5.8 – De´tecteur sur une seule case distance pour diffe´rentes hypothe`ses de dimension de
sous-espace cible
fe´rents tests de dimensions du sous-espace cible et pour une seule case distance. La dimension du
sous-espace cible correspond en pratique au nombre de cases Doppler inte´gre´es dans le de´tecteur.
La dimension re´elle du sous-espace cible est d’environ 15 cases Doppler.
La figure (a) correspond au cas ou` le nombre de cases Doppler inte´gre´es dans le de´tecteur
est infe´rieur ou e´gal a` la vraie dimension du sous-espace cible. Plus on se rapproche de la
vraie dimension, plus le de´tecteur est efficace, c’est-a`-dire que la cible ressort d’autant mieux
du plateau de bruit. La figure (b) correspond au cas ou` le nombre de cases Doppler inte´gre´es
de´passe la vraie dimension du sous-espace cible. Dans ce cas, le de´tecteur n’exhibe plus un pic
net sur la cible : la pre´cision sur l’estimation de la fre´quence Doppler de la cible s’en trouve alors
fortement de´grade´e.
Nous devons donc eˆtre vigilant a` ne pas de´passer la dimension du sous-espace cible. Cepen-
dant, la figure 5.8(a) montre que nous pouvons sous-estimer cette dimension tout en conservant
de bonnes performances de de´tection. De plus, l’excellente re´solution Doppler apporte´e par le
temps d’inte´gration long n’est pas ne´cessaire pour l’application de de´tection de cible de collision,
et la baisse de pre´cision induite lorsque l’on inte`gre plusieurs cases Doppler n’est de ce fait pas
un proble`me en soi.
Nous e´tudions maintenant l’influence du nombre de cases distance inte´gre´es dans le de´tecteur.
La cible conside´re´e est e´tale´e sur 8 cases distance. Les figures 5.9 montrent la sortie du de´tecteur
pour une inte´gration sur 10 cases Doppler et un nombre variant entre 1 et 8 cases distance sur
lesquelles la cible est pre´sente. Intuitivement, lorsque la cible est pre´sente aux meˆmes fre´quences
sur les cases distance adjacentes, c’est-a`-dire lorsque la cible ve´rifie la condition de collision, le
de´tecteur multi-cases distance est d’autant plus efficace. Lorsque la cible e´volue en fre´quence
ou n’est plus pre´sente sur une des cases distance inte´gre´e, le de´tecteur inte`gre du bruit a` la
place du signal de la cible et perd en efficacite´. La figure (a) montre le cas ou` la cible ve´rifie la
condition de collision, le de´tecteur est alors d’autant plus efficace a` mesure que le nombre de cases
distance inte´gre´es augmente. La figure (b) montre les pertes du de´tecteur dans le cas ou` la cible
ne ve´rifie plus la condition de collision. Naturellement, le pic de la cible sur le de´tecteur subit
un e´largissement sur le de´tecteur multi-cases, induisant une perte de pre´cision supple´mentaire.
Ne´anmoins, nous observons tout de meˆme un gain non-ne´gligeable meˆme en condition de non-
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5.2. De´tection d’une cible mobile de collision e´tale´e en distance et en vitesse
(a) Pour une cible de collision (b) Pour une cible quelconque
Figure 5.9 – De´tecteur MRMD sur 10 cases Doppler et sur plusieurs cases distance
(a) Histogramme (b) Classement par ordre de´croissant
Figure 5.10 – Puissances du sous-espace fouillis sur donne´es expe´rimentales
collision, sugge´rant l’inte´reˆt d’inte´grer syste´matiquement les donne´es meˆme sur un petit nombre
de cases distance.
En conclusion, la prise en compte de l’e´talement de la cible dans la strate´gie de de´tection
permet d’ame´liorer les performances de de´tection de la cible sur bruit thermique, au de´triment
de la pre´cision d’estimation sur sa fre´quence Doppler. Cependant, cette baisse de pre´cision n’est
pas un proble`me car les risques de pre´sence de plusieurs cibles d’inte´reˆt dans la meˆme re´gion
distance-vitesse sont faibles dans l’application conside´re´e.
5.2.3 De´tection de la cible mobile dans une zone de fouillis de sol
Nous souhaitons de´sormais tester la strate´gie de de´tection de´veloppe´e dans le chapitre 5
pour une cible mobile e´tale´e dans du fouillis de sol. Dans un premier temps, la zone de fouillis
est localise´e sur le spectre FFT, et le sous-espace fouillis est construit a` partir de la vitesse du
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(a) Spectre MRMD adapte´ au bruit blanc (b) Spectre MRMD adapte´ au fouillis
(c) Carte MRMD adapte´ au bruit blanc (d) Carte MRMD adapte´ au fouillis
Figure 5.11 – Comparaison des deux de´tecteurs MRMD
porteur, de la distance et des fre´quences Doppler minimale et maximale de la zone de fouillis.
Le signal est ensuite projete´ sur le sous-espace fouillis afin de se´lectionner les e´le´ments les plus
puissants pour estimer la matrice de covariance. La figure 5.10 repre´sente l’histogramme des
puissances du fouillis (a), et leur classement par ordre de´croissant (b).
La puissance de la cible re´elle e´tant faible par rapport au niveau moyen de fouillis dans les
donne´es traite´es, nous plac¸ons une cible synthe´tique dans la zone de fouillis pour ve´rifier sa
de´tection. Nous mettons pour cela en place deux de´tecteurs MRMD sur 20 cases Doppler et 4
cases distance, le premier faisant l’hypothe`se d’un bruit blanc (4.67)
Λ = M
L∑
r=1
ln
[
1 +
zHr PHzr
zHr P
⊥
Hz r
]
et le second utilisant la matrice de covariance estime´e du fouillis (4.66)
Λ = M
L∑
r=1
ln
[
zHr M
−1
r zr
zHr
(
M−1r −Qr
)
zr
]
.
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5.3. Conclusion
Le rapport signal a` fouillis pour une case est de l’ordre de 3dB. Les figures 5.11 comparent la
sortie des deux de´tecteurs dans la zone autour de la cible synthe´tique. La prise en compte de la
structure du fouillis (b)(d) permet d’e´liminer les remonte´es de fouillis que l’on peut observer sur
le de´tecteur adapte´ au bruit blanc (a)(c), et ame´liore conforme´ment a` nos attentes la de´tection
de la cible graˆce au blanchiment des donne´es.
5.3 Conclusion
Dans ce chapitre, nous avons teste´ sur donne´es expe´rimentales les algorithmes pre´sente´s pour
la de´tection de caˆbles et de cibles de collision par un radar ae´roporte´ FMCW. Dans un premier
temps, nous avons forme´ une carte distance-vitesse de l’environnement dans une direction donne´e
en utilisant les algorithmes de formation de faisceaux conventionnelle dans le plan horizontal,
une compensation de migration, et une double FFT. Nous avons ensuite teste´ le formateur de
faisceaux adaptatif en e´le´vation pour rejeter le fouillis de sol et de´tecter les cibles fixes au-
dessus du sol. Nous avons ensuite applique´ les transforme´es en chirplets et HAF sur un signal
contenant du fouillis de sol, ce qui nous a permis d’observer la variation de fre´quence du fouillis
de sol conforme´ment au mode`le utilise´ dans la the`se. Cependant, apre`s formation de faisceaux
en e´le´vation, la structure de phase du fouillis est de´truite et nous perdons cette information.
La reconnaissance de caˆble et de pyloˆne par transforme´e HAF ou chirplets ne peut ainsi eˆtre
re´alise´e que lorsque le niveau de signal utile est grand devant le niveau de fouillis.
Dans un second temps, nous nous sommes place´s dans le contexte de de´tection d’une cible
ae´roporte´e qui risque de rentrer en collision avec le porteur. Nous avons teste´ le de´tecteur multi-
distance multi-Doppler pour une cible noye´e dans du bruit thermique. La prise en compte de
l’e´talement de la cible permet d’ame´liorer sa de´tection. Nous avons ensuite teste´ la strate´gie
de de´tection sur un signal contenant une cible synthe´tique noye´e dans un fouillis de sol re´el.
Nous avons ainsi pu mettre en e´vidence l’inte´reˆt d’utiliser la matrice de covariance estime´e par
projection sur le sous-espace fouillis de´duit de la structure de phase quadratique du fouillis par
rapport au de´tecteur qui conside`re un fouillis blanc et gaussien.
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La de´tection d’obstacles est une application privile´gie´e pour les syste`mes radar automobiles
et ae´roporte´s. Cette the`se s’inscrit ainsi dans le contexte de de´tection d’obstacles et plus parti-
culie`rement de cibles pre´sentant un risque de collision par un radar FMCW ae´roporte´.
Dans le premier chapitre, nous avons propose´ une architecture de traitements adapte´s a` la
de´tection d’obstacles par un radar ae´roporte´ en configuration pointe-avant. Le traitement adapte´
a` la forme d’onde FMCW est un traitement base´ sur deux transforme´es de Fourier discre`tes
successives qui permettent de former une cartographie distance-vitesse de l’environnement du
radar. Une formation de faisceaux permet de localiser la direction d’arrive´e de la cible dans le
plan horizontal. Un traitement de compensation de migration en distance des cibles est e´galement
ne´cessaire pour assurer le meilleur RSB possible pour la cible. Cependant, ces traitements ne
sont plus adapte´s et ne permettent pas de de´tecter la cible d’inte´reˆt lorsque celle-ci se retrouve
dans une zone de fouillis de sol.
Dans le deuxie`me chapitre, nous avons propose´ de filtrer spatialement le fouillis de sol en
utilisant un re´seau d’antennes vertical et une version adaptative du formateur MPDR. La direc-
tion du sol est de´duite de la matrice de covariance estime´e du fouillis, et la direction suppose´e de
la cible est calcule´e a` partir de la direction du sol et d’une hypothe`se de hauteur de l’obstacle.
La formation de faisceaux adaptative propose´e permet ainsi de placer un ze´ro dans la direction
du sol pour rejeter le fouillis, suppose´ gaussien. Nous avons ensuite aborde´ le contexte plus ge´-
ne´ral de la de´tection adaptative dans du fouillis gaussien et non-gaussien, en s’appuyant sur le
mode`le spatial en e´le´vation. Le de´tecteur ANMF associe´ a` l’estimateur de la matrice du point
fixe permet de prendre en compte le caracte`re he´te´roge`ne et non-gaussien du fouillis.
Dans le troisie`me chapitre, nous avons cherche´ a` inclure la notion de risque de collision dans
le mode`le de signal. Les traitements propose´s dans les deux premiers chapitres ne permettent
pas de de´terminer le degre´ de dangerosite´ d’une cible, et nous nous sommes alors penche´s sur le
proble`me plus particulier de de´tection de cible de collision. Sous hypothe`se de vitesse horizontale
constante du porteur, une cible pre´sentant un risque de collision est vue au cours du temps par le
radar sous le meˆme angle, et ne change pas de fre´quence Doppler durant le temps d’observation.
Au contraire, une cible ne pre´sentant pas de risque posse`de une vitesse orthoradiale, et change
d’angle de vue et de fre´quence Doppler au cours du temps. La de´termination du taux de variation
de fre´quence permet ainsi de ve´rifier si une cible pre´sente un risque de collision. Deux traitements
ont e´te´ propose´s pour la recherche de ce taux de variation, la transforme´e en chirplets et la PHAF,
qui posse`dent toutes deux de bonnes performances de`s lors que le nombre de composantes a`
de´terminer est faible, et que le rapport signal a` bruit est suffisant. Cependant, en configuration
mutli-cibles, des proble`mes de se´paration peuvent subvenir. La cible de plus forte puissance doit
eˆtre e´limine´e du signal pour pouvoir faire ressortir les cibles plus faibles. Dans ce chapitre, nous
avons e´galement souligne´ le fait qu’un caˆble vu en bande X se comportait comme une cible de
collision et que ces me´thodes pouvaient servir a` l’identification de caˆbles et de pyloˆnes.
Dans le quatrie`me chapitre, nous avons relie´ la variation de fre´quence Doppler du fouillis avec
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la vitesse du porteur et son angle d’observation. Cette variation de fre´quence Doppler impose
une structure particulie`re sur le signal du fouillis de sol. Nous avons ainsi exploite´ cette structure
connue du signal du fouillis pour re´pondre au proble`me de de´tection d’une cible mobile suppose´e
pre´sente´e un risque de collision, et situe´e dans la zone de fouillis. La solution au proble`me de
de´tection dans le cas de´terministe fait appel a` une projection oblique du signal sur le sous-
espace cible paralle`lement au sous-espace fouillis, dont les performances de´pendent de la bande
de fre´quence de fouillis a` rejeter et de la variation minimale de fre´quence du fouillis. Dans le
cas d’un fouillis gaussien, la structure du fouillis permet d’estimer la matrice de covariance des
perturbations, que l’on peut ensuite inse´rer dans les de´tecteurs adapte´s. Cependant, une se´lection
des e´le´ments du fouillis les plus puissants doit avoir lieu pour laisser passer suffisamment de
signal afin d’assurer sa de´tection apre`s l’ope´ration de blanchiment. Le choix du seuil de se´lection
reste entier, mais une large plage de se´lection est admissible pour ame´liorer les performances de
de´tection. Nous avons e´galement pris en compte l’e´talement e´ventuel de la cible en distance et
en Doppler en proposant une version plus robuste du de´tecteur pre´ce´dent qui inte´gre les donne´es
sur plusieurs cases distance et Doppler.
Dans le cinquie`me chapitre, nous avons teste´ les algorithmes utilise´s dans cette the`se sur
donne´es expe´rimentales issues d’un prototype radar FMCW ae´roporte´ fonctionnant en bande X.
Nous avons dans un premier temps teste´ les algorithmes de formation de faisceaux horizontale, de
compensation de migration distance et double FFTs pour ge´ne´rer des cartes distance-vitesse de
l’environnement du radar. Nous avons ensuite mis en place avec succe`s la formation de faisceaux
adaptative en e´le´vation pour rejeter le fouillis de sol et mettre en e´vidence les cibles fixes situe´es
au dessus du sol, tels que des caˆbles ou des pyloˆnes. Les traitements par chirplets et HAF ont
permis de confirmer la pre´sence d’un terme d’acce´le´ration et de variation de fre´quence pour
le fouillis de sol. Ces deux me´thodes permettent de reconnaˆıtre un caˆble d’un pyloˆne lorsque
leur rapport signal a` fouillis est suffisamment e´leve´. Lorsque ce n’est pas le cas, nous avons eu
l’ide´e d’utiliser la formation de faisceaux en e´le´vation pour rejeter le fouillis, mais en contrepartie,
nous avons perdu l’information de variation de fre´quence du pyloˆne, rendant alors inade´quats les
traitements temps long. Nous avons finalement teste´ sur donne´es re´elles la strate´gie de de´tection
pour cible e´tale´e, tout d’abord sur bruit thermique, puis sur fouillis de sol en prenant en compte
la structure particulie`re du fouillis. La prise en compte de l’e´talement de la cible permet de
gagner en performances, et la strate´gie de de´tection sur fouillis a` partir de l’information de
phase quadratique permet e´galement de gagner en performances par rapport aux traitements
qui ne font pas d’hypothe`ses sur le fouillis.
Au vu des diffe´rents re´sultats obtenus durant cette the`se, diffe´rentes perspectives de recherche
peuvent eˆtre envisage´es.
Prise en compte de l’acce´le´ration radiale dans le mode`le Tout au long de cette the`se,
nous avons fait l’hypothe`se que le porteur radar e´tait en vol horizontal stabilise´. Dans ces condi-
tions, l’acce´le´ration radiale induite par le mouvement du porteur peut eˆtre ne´glige´e. En pratique,
cette hypothe`se peut ne pas eˆtre ve´rifie´e, et il peut eˆtre inte´ressant d’e´tudier l’impact de l’ac-
ce´le´ration radiale sur les traitements propose´s. Tout comme en imagerie SAR, une information
suffisante sur la trajectoire et la vitesse du porteur devrait permettre de connaˆıtre a priori
l’historique de phase du sol, et de de´duire la structure du sous-espace fouillis a` partir de ces
informations.
De la meˆme fac¸on, nous pouvons e´galement envisager d’e´tudier l’impact d’une trajectoire en
virage du porteur radar sur le mode`le de signal.
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Prise en compte de la variation d’angle de vue sur un mode`le spatio-temporel Dans
cette the`se, nous avons mis a` profit la variation de fre´quence Doppler du fouillis pour la de´tection
de cibles de collision a` partir du mode`le de signal temporel seulement. Cette variation de fre´-
quence provient en fait du changement d’angle de vue du fouillis au cours du temps. Nous avons
ainsi pu re´aliser en quelque sorte un traitement spatio-temporel ’synthe´tique’ : l’information
spatiale est obtenue en inte´grant les donne´es plus longuement, par analogie avec le principe de
l’imagerie SAR. Les traitements spatio-temporels classiquement utilise´s exploitent quant a` eux
un re´seau d’antennes et la relation reliant l’angle d’arrive´e et la fre´quence Doppler du fouillis
pour le rejeter. Nous pouvons de`s lors envisager un traitement spatio-temporel qui associe ces
deux approches, l’utilisation d’un re´seau d’antennes et d’un temps d’inte´gration long, et qui ex-
ploite a` la fois l’information d’angle d’arrive´e, la fre´quence Doppler et la variation de fre´quence
du fouillis.
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Annexe A
Rappel de cine´matique du point
mate´riel
Dans cette annexe, nous rappelons les formules de cine´matique d’un point mate´riel mobile
M situe´ a` la distance r par rapport a` un point O dans le repe`re sphe´rique (~er, ~eθ, ~eφ) illustre´ sur
la figure suivante.
Figure A.1 – Repe`re sphe´rique (~er, ~eθ, ~eφ)
La vitesse relative du point M dans le repe`re sphe´rique s’e´crit
~v =
d ~OM
dt
=
d (r~er)
dt
= r˙ + rθ˙~eθ + rφ˙sinθ~eθ
Son acce´le´ration relative s’e´crit
~a =
d2 ~OM
dt2
=
(
r¨ − rθ˙2 − rφ˙2sin2θ
)
~er
+
(
rθ¨ + 2r˙θ˙ − rφ˙2sinθcosθ
)
~eθ
+
(
rφ¨sinθ + 2r˙φ˙sinθ + 2rφ˙θ˙cosθ
)
~eφ
143
Annexe A. Rappel de cine´matique du point mate´riel
La vitesse radiale du point M s’e´crit par de´finition
vrad = ~v.~er = r˙
et sa vitesse orthoradiale s’e´crit
~vorth =~v − ~v.~er = rθ˙~eθ + rφ˙sinθ~eθ
⇒‖~vorth‖2 = r2φ˙2cos2θ + r2θ˙2.
De meˆme, l’acce´le´ration radiale du point M s’e´crit par de´finition
arad = ~a.~er = r¨ − rθ˙2 − rφ˙2sin2θ = r¨ − ‖~vorth‖
2
r
.
On en de´duit que la de´rive´e seconde de la distance s’e´crit
r¨ = arad +
‖~vorth‖2
r
.
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Annexe B
Calcul approche´ de l’angle entre
sous-espaces
Dans cette annexe, nous donnons une approche intuitive de re´solution de l’e´quation (4.39)
hHP⊥Sh = M − hHS
(
SHS
)−1
SHh
pour comprendre les variations de l’angle β entre sous-espaces en fonction de la fre´quence.
Pour simplifier (4.39), nous pouvons supposer que les colonnes de S sont tre`s peu corre´le´es
entre elles, ce qui est le cas par de´finition du pas d’e´chantillonnage retenu dans 4.1.3
hHP⊥Sh ≈M −
1
M
hHSSHh
≈M − 1
M
r∑
p=1
|FFT [sp] (f)|2
(B.1)
ou` le terme hHSSHh n’est autre que la somme des modules au carre´ des FFT des colonnes de
S a` la fre´quence f que repre´sente le vecteur h. Nous approximons |FFT [sp] (f)|2, module carre´
d’un chirp, par une fonction porte de bande passante Bp et d’amplitude
Ap =
M2
BpTint
comme illustre´ sur la figure B.1(a). Pour un re´flecteur fixe au sol, les bandes passantes Bp
augmentent a` mesure que leurs fre´quences de de´part f diminuent conforme´ment aux e´quations
f =
2vacosα
λ
et B = f˙Tint =
2v2asin
2α
λR0
Tint.
La figure B.1(b) illustre e´galement le domaine d’e´talement physique du re´flecteur (fmin, fmax et
le domaine d’e´talement duˆ a` la variation de fre´quence.
Notons P le nombre de portes qui traversent une fre´quence f donne´e, Bmin et Bmax les
bandes minimales et maximales des portes |FFT [sp] (f)|2. Nous pouvons alors e´crire que
|FFT [sp] (f)|2 =
P∑
p=1
Ap =
M2
Tint
P∑
p=1
1
Bp
⇒P M
2
TintBmax
< |FFT [sp] (f)|2 < P M
2
TintBmin
(B.2)
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(a) Approximation d’un chirp par une fonction porte (b) Portes passant par la fre´quence fD
(c) |fmin − fmax| < Bmin (d) |fmin − fmax| > Bmin
Figure B.1 – Approximations pour le calcul approche´ de l’angle entre les sous-espace
Pour calculer |FFT [sp] (f)|2, nous devons de´terminer le nombre de portes P qui traversent
la fre´quence f . En dehors du domaine fre´quentiel du re´flecteur, ce nombre de portes est nul et
|FFT [sp] (f)|2 est nul. Pour une fre´quence f entre fmin et fmax, ce nombre de portes P augmente
line´airement avec la fre´quence, et vaut 0 pour fmin et est maximum pour fmax
0 < P <
|fmin − fmax|
∆fD
⇒ P (fD) = |fmin − f |
∆f
.
Pour f > fmax, P diminue line´airement jusqu’a` redevenir nul. Ces observations nous donnent
donc l’allure de l’angle entre les sous-espaces en fonction de la fre´quence. La courbe repre´sentant
l’angle β est une forme de V. Nous pouvons distinguer deux cas
|fmin − fmax| < Bmin et |fmin − fmax| > Bmin.
Le premier cas est donne´ sur la figure B.1(c), et repre´sente le cas favorable : l’angle entre les sous-
espaces n’est jamais nul. Le second cas illustre´ sur la figure B.1(d) repre´sente le cas de´favorable
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pour lequel l’angle entre les sous-espaces devient nul sur un ensemble de fre´quences. Dans ce
second cas, il devient donc impossible d’e´liminer la cible par projection. Nous venons d’exprimer
une condition importante sur le succe`s de la projection : l’e´talement physique de la cible a`
supprimer du signal doit eˆtre infe´rieur a` la bande minimale de variation de fre´quence Doppler,
et l’angle β minimal s’e´crit alors
sin2βmin =
{
1− |fmin−fmax|Bmin si |fmin − fmax| < Bmin
0 sinon
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Annexe C
Acronymes
TeSA Telecommunications for Space and Aeronautics
ISAE Institut Supe´rieur de l’Ae´ronautique et de l’Espace
IRIT Institut de Recherche en Informatique de Toulouse
MITT Mathe´matiques, Informatique et Te´le´communications de Toulouse
FMCW Frequency Modulated Continuous Wave
SAR Synthetic Aperture Radar
LPI Low Probability of Interception
SER Surface E´quivalente Radar
ULA Uniform Linear Array
GCM Ground Clutter Model
RSB Rapport Signal a` Bruit
FFC Formation de Faisceaux Conventionnelle
FFT Fast Fourier Transform
MVDR Minimum Variance Distortionless Response
SCM Sample Covariance Matrix
SMI Sample Covariance Inversion
TFAC Taux de Fausse Alarme Constant
ROC Courbe Ope´rationnelle du Re´cepteur
GLRT Generalized Likelihood Ratio Test
OGD Optimum Gaussian Detector
AMF Adaptive Matched Filter
ANMF Adaptive Normalized Matched Filter
SIRV Spherically Invariant Random Vector
BORD Bayesian Optimum Radar Detector
NSCM Normalized Sample Covariance Matrix
PF Point Fixe
BCR Borne de Crame-Rao
HAF High-order AMbiguity Function
PHAF Product High-order AMbiguity Function
DCFT Discrete Chirp Fourier Transform
CPF Cubic Phase Function
SPP Signaux a` Phase Polynomiale
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Re´sume´
Cette the`se, re´alise´e en partenariat avec Rockwell-Collins France, s’inscrit dans le cadre du de´veloppement
d’un radar FMCW ae´roporte´ de de´tection d’obstacles fonctionnant en bande X. Dans cette the`se, nous nous
plac¸ons dans le contexte plus ge´ne´ral de de´tection de cibles pre´sentant un risque de collision avec le porteur
radar dans du fouillis de sol. Les performances de de´tection des cibles d’inte´reˆt diminuent grandement lorsqu’elles
se retrouvent dans les zones de fouillis. Le principal objectif de cette the`se re´side ainsi dans la conception de
traitements en vue d’ame´liorer les capacite´s de de´tection et de reconnaissance de cibles pre´sentant un risque
de collision avec le porteur radar dans les zones de fouillis de sol. Dans un premier temps, nous effectuons une
revue des traitements adapte´s a` la de´tection d’obstacles par un radar ae´roporte´ FMCW : formation de faisceaux
conventionnelle, compensation de migration distance, et cre´ation d’une cartographie distance-vitesse par double
FFT. Dans un second temps, nous utilisons ensuite un traitement d’antennes adaptatif pour se´parer en e´le´vation le
fouillis de sol et d’e´ventuels obstacles situe´s au-dessus du sol pouvant pre´senter un risque pour le porteur (caˆbles,
pyloˆnes, immeubles, ...). Dans la seconde partie de cette the`se, nous incluons une information supple´mentaire sur
le signal temporel d’une case distance avec un temps d’inte´gration plus long : la variation de fre´quence Doppler
des cibles. Une cible de collision ou un caˆble ne changent pas de fre´quence tandis qu’un e´le´ment au sol aura une
variation connue de´pendant de la vitesse du porteur et de son angle de vue. Cette information nous a tout d’abord
permis de se´parer le signal d’un pyloˆne et d’un caˆble, pour ensuite se´parer la cible de collision du fouillis de sol.
Enfin, nous effectuons la de´tection adaptative d’une cible mobile de collision e´tendue en distance et noye´e dans le
fouillis de sol. Les algorithmes de´veloppe´s dans cette the`se ont e´te´ teste´s avec succe`s sur donne´es expe´rimentales.
Mots-cle´s: radar FMCW, ae´roporte´, de´tection adaptative, fouillis de sol, cibles de collision
Abstract
This thesis, in collaboration with Rockwell-Collins France, forms part of the development of an X-band
FMCW airborne radar designed for obstacles detection and collision avoidance. More precisely, this thesis deals
with the problem of detecting targets which exhibit a collision trajectory with the radar carrier, in presence of
ground clutter. Target detection performances are highly degraded when the targets of interest fall into ground
clutter. The main goal of this thesis is to develop signal processing methods to increase radar detection capacities
and recognition for collision targets inside ground clutter. First, we give a brief review of signal processing methods
for target detection using an airborne FMCW radar : conventional beamforming, range migration compensation,
double-FFTs for Range-Doppler Map visualization. We then derive an adaptive antenna array processing to
separate ground clutter and fixed hazardous obstacles above the ground (cables, pylons, buildings, ...) using their
difference in elevation angle. In the second part of this thesis, we use a long integration time and include extra
information on the time model of a range cell signal : Doppler frequency variation. A collision target does not
exhibit Doppler frequency variation, whereas fixed obstacle or ground clutter exhibits a known variation depending
on the carrier velocity and the aspect angle. We take advantage of this variation first to separate a cable from
a pylon, and then separate collision target from ground clutter. We finally tackle the problem of adaptively
detecting a collision mobile spread target in ground clutter region. The proposed algorithms in this thesis have
been successively tested on experimental data.
Keywords: FMCW radar, airborne, adaptive detection, ground clutter, collision target
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