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Abstract
Set- and vector-valued optimization problems can be re-formulated as complete
lattice-valued problems. This has several advantages, one of which is the existence
of a clear-cut solution concept which includes the attainment as the infimum (not
present in traditional vector optimization theory) and minimality as two potentially
different features. The task is to find a set which is large enough to generate the
infimum but at the same time small enough to include only minimizers.
In this paper, optimality conditions for such sets based on the inf-translation are
given within an abstract framework. The inf-translation reduces the solution set to
a single point which in turn admits the application of more standard procedures. For
functions with values in complete lattices of sets, scalarization results are provided
where the focus is on convex problems. Vector optimization problems, in particular
a vectorial calculus of variations problem, are discussed as examples.
Keywords. set optimization, complete lattice, inf-translation, optimality condition,
scalarization, vectorial calculus of variations
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1 Complete lattice-valued optimization problems
A complete lattice is a partially ordered set (W,≤) such that every subset of W has an
infimum and a supremum in W with respect to ≤. Thus, the set IR of real numbers
together with the usual ≤ relation is not a complete lattice since, for example, IR itself
neither has an infimum nor a supremum in IR. On the other hand, IR := IR ∪ {±∞} is
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a complete lattice where ≤ is extended in the obvious way. In fact, this complete lattice
serves as a blueprint for many complete lattices of sets.
Lattices of sets sharing all properties with (IR,≤) but the totalness of the order re-
lation were recently studied in connection with optimization problems with a set-valued
objective since they can be generated via so-called set relations. See [5, 6, 14, 15], for
example. Moreover, vector optimization problems can be extended to complete lattice-
valued problems in a straightforward manner and treated as set optimization problems
[2, 10, 15].
It turns out that the two features “attaining a minimal value” and “attaining the infi-
mum” become two different concepts for complete lattice-valued minimization problems.
This means, a point x¯ ∈ X might be a minimizer of a complete lattice-valued function
f , but the value f(x¯) is not the infimum of f , i.e., f does not attain its infimum in x¯–
despite the fact that the infimum exists. Thus, looking for minimal function values and
looking for function values which yield the infimum become two different tasks as already
observed in [4].
In [10, Definition 2.7], [15, Definition 2.8], solutions of complete lattice-valued opti-
mization problems were defined which incorporate both minimality and the attainment
of the infimum. The definition reads as follows.
Definition 1.1 Let (W,≤) be a complete lattice, X 6= ∅ a set and f : X →W .
A set M ⊆ X is called a lattice-infimizer of f if
inf {f(x) | x ∈M} = inf {f(x) | x ∈ X} .
An element x¯ ∈ X is called a lattice-minimizer of f if
x ∈ X, f(x) ≤ f(x¯) ⇒ f(x) = f(x¯).
A set M ⊆ X is called a lattice-solution to the problem
minimize f over X (P)
if M is a lattice-infimizer and each x ∈ M is a lattice-minimizer of f . A lattice-solution
M ⊆ X to (P) is called full if M includes all lattice-minimizers of f .
The labels (W,≤)-infimizer and (W,≤)-solution will also be used in the following if
the lattice is emphasized in which an infimizer or a solution is looked for.
Note that a lattice-solution is called a mild solution in [10, Definition 7.1] and [15,
Definition 2.41], and a full lattice-solution is just called a solution. Below, also a slightly
different solution concept will be discussed which is the reason why the label “(full) lattice-
solution” is preferred in this paper. Moreover, the concept of minimizers also makes sense
if (W,≤) is just a partially ordered set. In fact, it is the predominant solution concept
in vector optimization (with respect to a vector order, also called efficient or minimal
solution) and in many papers on set-valued optimization (with respect to a vector order
or a set relation).
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In a complete lattice, there always exist a top and a bottom element, sometimes
dubbed +∞ and −∞, respectively. Thus, one can easily incorporate constraints in (P):
if X ⊆ X is a set of feasible points, one can replace the values of f by +∞ outside X .
Example 1.2 Typical examples of complete lattices relevant for set optimization problems
can be constructed as follows. Let Z be a non-trivial, topological linear space over the real
numbers. Furthermore, let C ⊆ Z be a non-empty convex cone (i.e., C + C ⊆ C and
sC ⊆ C for all s > 0) and
F(Z,C) = {A ⊆ Z | A = cl (A+ C)} , G(Z,C) = {A ⊆ Z | A = cl co (A+ C)}
where cl and co stands for the topological closure and the convex hull, respectively, and the
addition of sets is the usual element-wise (Minkowski) addition with the extension A+∅ =
∅+A = ∅ for all A ⊆ Z. Then, both of (F(Z,C),⊇) and (G(Z,C),⊇) are complete lattices
with top element ∅ and bottom element Z. If the cone is replaced by its negative, one
obtains the complete lattices (F(Z,−C),⊆) and (G(Z,−C),⊆) with completely symmetric
properties; in particular, ∅ is the bottom and Z is the top element in these lattices.
Such complete lattices of sets can be generated as representatives of equivalence classes
with respect to the symmetric part of so-called set relations (see the early work [14], for
example). Compare [5, 6] for the procedure and more and earlier references.
The solution concept in Definition 1.1 may appear intricate since infimizers, in par-
ticular solutions of (P), are sets which are, in general, not singletons. Thus, optimality
conditions such as “zero belongs to the subdifferential of the function at some point”
should actually be taken “at sets” rather than “at points” if one wants to characterize
infimizers and solutions.
It is already not straightforward to define the (directional) derivative or the subdif-
ferential of a set-valued function at a point: several different concepts are used in vector
optimization (especially with a set-valued objective) such as the contingent derivative [3,
Chap. 3], the contingent epiderivative [13, Chap. 15] and Mordukhovich’s coderivatives
[17, Chap. 1], for example. They all share the feature that they are taken at points of the
graph of a set-valued map rather than at points of the domain of a set-valued function.
Clearly, it would be even more challenging to come up with such a derivative concept
“at a set” (instead of at a point of the domain or at points of the graph). A major goal of
this paper is to provide and apply a general method to circumvent this difficulty in linear
spaces. The first attempt in this direction is [8], where a directional derivative for convex
set-valued functions is defined which is more in the spirit of traditional directional deriva-
tives. It is also shown in [8] that in the convex case this derivative based on residuations
in complete lattices with an additional additive structure is not only a reformulation, but
also a generalization of the coderivative from [17, Chap. 1].
Another feature of the solution concept in Definition 1.1 is emphasized by the obvious
fact that M ⊆ X is a lattice-infimizer of f if, and only if,
N is a lattice-infimizer of f for all M ⊆ N ⊆ X. (ℓ-inf)
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In particular, X itself is always an infimizer of f . On the other hand, a single minimizer
of f often does not provide enough infomation as a solution of a vector- or set-valued
optimization problem. Thus, one can turn the above solution concept into the task to
find a set M ⊆ X which is ”big” enough to be an inifimizer, but also ”small” enough to
consist only of minimizers.
Under usual assumptions lattice-solutions of complete lattice-valued optimization prob-
lems exist. The standard reference is [10] (see also [15]). One more concept is needed to
formulate the result.
Definition 1.3 Let X be a topological space and (W,≤) a partially ordered set. A func-
tion f : X → W is called level-closed if the set Lf (w) = {x ∈ X | f(x) ≤ w} is closed for
each w ∈ W .
Level-closedness and a usual compactness assumption guarantee the existence of lattice-
solutions.
Theorem 1.4 Let X 6= ∅ be a compact topological space, (W,≤) a complete lattice and
f : X →W a level-closed function. Then problem (P) has a full lattice-solution.
Proof. This follows from [10, Proposition 2.8] and [10, Proposition 5.15] in exactly
the same way as [10, Theorem 6.2] from these two propositions, and the details are
therefore omitted. One may also compare [15, Chap. 2]. 
Thus, this result and the method of its proof is essentially due to [10] although the final
existence result Theorem 1.4 was not stated in [10, 15] in this generality—only versions for
vector-valued functions were given. An alternative approach based on scalarizing families
can be found in [1].
In the next section, conlinear spaces are defined and a few crucial properties identified
for subsequent use. Section 3 contains the central concept for reducing lattice-solutions to
single points, namely the inf-translation. In Section 4, the most important lattices of sets
are discussed, Section 5 provides a scalarization procedure along with a corresponding
solution concept and Section 6 gives an application to vector optimization problems with
a vectorial calculus of variations problem as an example. A few remarks on maximization
conclude the paper.
2 Ordered conlinear spaces
The concept of an (ordered) conlinear space was introduced in [5]. It is motivated by the
fact that it captures the algebraic structure which is preserved when passing from a(n)
(ordered) linear space to its power set with the element-wise addition and multiplication
by scalars. Compare [6] for a survey and more references.
Definition 2.1 A nonempty set W together with two algebraic operations +: W ×W →
W and · : IR+ ×W → W is called a conlinear space provided that
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(C1) (W,+) is a commutative semigroup with neutral element θ,
(C2) (i) ∀w1, w2 ∈ W , ∀r ∈ IR+: r · (w1 + w2) = r · w1 + r · w2,
(ii) ∀w ∈ W , ∀r, s ∈ IR+: s · (r · w) = (sr) · w,
(iii) ∀w ∈ W : 1 · w = w,
(iv) ∀w ∈ W : 0 · w = θ.
Definition 2.2 A non-empty subset V ⊆ W of the conlinear space (W,+, ·) is called a
conlinear subspace of W if
(v) v1, v2 ∈ V implies v1 + v2 ∈ V and
(vi) v ∈ V and t ≥ 0 imply t · v ∈ V .
If V is a conlinear subspace of (W,+, ·), then (V,+, ·) is a conlinear space itself with
the same zero element.
An element w ∈ W of the conlinear space (W,+, ·) is called convex if
∀s ∈ [0, 1] : w = sw + (1− s)w.
The zero element is always convex, and the set of convex elements in a conlinear space is
a conlinear subspace [5, Prop. 12].
Definition 2.3 A conlinear space (W,+, ·) together with a preorder  on W is called
preordered conlinear space provided that
(i) w,w1, w2 ∈ W , w1  w2 imply w1 + w  w2 + w,
(ii) w1, w2 ∈ W , w1  w2, r ∈ IR+ imply r · w1  r · w2.
If  is additionally antisymmetric, (W,+, ·,) is called ordered conlinear space.
In certain ordered conlinear spaces all elements satisfy a “one-sided” convexity condi-
tion which turns out to be an essential structural property. An ordered conlinear space
is called semiconvex if the condition
∀w ∈ W, ∀s ∈ (0, 1) : sw + (1− s)w ≤ w (2.1)
is satisfied. Semiconcavity is defined symmetrically.
Another property links the complete-lattice structure and the addition. Let (W,+, ·,≤)
be an ordered conlinear space such that (W,≤) is a complete lattice. Then, it is called
inf-additive if
inf ({w}+ A) = w + inf A (2.2)
for all A ⊆ W . Sup-additivity is defined similarly. It can be shown that inf-additivity is
equivalent to several other properties, one of which is that the addition on W admits an
inf-residuation. Compare [6, 7] for more details.
5
3 The inf-translation
From now on, let X be a non-trivial linear space over the real numbers. We consider
problem (P) for the function f : X →W with values in the complete lattice (W,≤). The
central concept of this paper is introduced in the following definition.
Definition 3.1 Let M ⊆ X be a non-empty set. The function fˆ(·;M) : X → W defined
by
fˆ(x;M) = inf
y∈M
f(x+ y) (3.1)
is called the inf-translation of f by M .
The value fˆ(x;M) coincides with the canonical extension of f at M + {x}. The latter
concept was introduced in [10, 15], but with a different goal in mind: the function f was
extended to a function on the power set of X . Here, the canonical extension taken at
M + {x} is considered as a function on X . This concept was introduced in [8] for the
special case of G(Z,C)-valued functions.
Clearly, if M = {y} is a singleton, then fˆ(·;M) is just a shift of f . However, if M
includes more than one element, even the inf-translation of a vector-valued function is a
genuine set-valued one which is one more reason to discuss vector optimization problems
within a complete lattice framework.
A few elementary, but important properties of the inf-translation are collected in the
following lemma. Such a statement was already given in [8, Lemma 5.8, Proposition 5.9],
but only for (convex) G(Z,C)-valued functions.
Lemma 3.2 For a set M ⊆ X, one has
(a) if M ⊆ N ⊆ X then fˆ(x;N) ≤ fˆ(x;M) for all x ∈ X,
(b) infx∈X f(x) = infx∈X fˆ(x;M),
(c) the following features are equivalent:
(c1) M is a lattice-infimizer of f ,
(c2) {0} ⊆ X is a lattice-infimizer of fˆ(·;M),
(c3) fˆ(0;M) = fˆ(0;N) for all M ⊆ N ⊆ X,
(c4) {0} ⊆ X is a lattice-infimizer of fˆ(·;N) for all M ⊆ N ⊆ X.
Of course, (ℓ-inf) gives another equivalent characterization for the list in (c). The
following fact is an immediate consequence of Lemma 3.2.
Corollary 3.3 A set M ⊆ X is a lattice-infimizer for f if, and only if, {0} is a lattice-
infimizer for fˆ(·; coM) and fˆ(0;M) = fˆ(0; coM).
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Proof of Lemma 3.2. (a) is immediate from the definition of fˆ(·;M) as is (b) from
inf
x∈X
f(x) = inf
x∈X
inf
y∈X
f(x+ y) ≤ inf
x∈X
inf
y∈M
f(x+ y) = inf
x∈X
f(x).
The equivalence of (c1) and (c2) follows from fˆ(0;M) = infy∈M f(y) and (b). (c1)
implies (c3) since, if M is a lattice-infimizer and M ⊆ N ,
fˆ(0;M) = inf
x∈M
f(x) ≥ inf
x∈N
f(x) ≥ inf
x∈X
f(x) = inf
x∈M
f(x) = fˆ(0;M)
by (a) where fˆ(0;N) = infx∈N f(x) by definition.
(c3) implies (c4) since, if y ∈ X and M ⊆ N ,
fˆ(0;M) = fˆ(0;N) = fˆ(0;X) = inf
x∈X
f(x) ≤ inf
x∈N
f(y + x) = fˆ(y;N).
Finally, (c2) is immediate from (c4). 
In particular (c2) and (c4) of the previous lemma show that a lattice-infimizer (a set,
in general) can be reduced to a single point via the inf-translation.
In order to deal with convex functions and sets, the framework needs to be specialized
further. For the next result, let W be a conlinear space which is partially ordered by ≤,
i.e., (W,+, ·,≤) is an ordered conlinear space. It is still assumed that (W,≤) is a complete
lattice.
A function f : X →W is called convex if
∀x, y ∈ X, ∀s ∈ (0, 1) : f(sx+ (1− s)y) ≤ sf(x) + (1− s)f(y).
The next lemma is a generalization of [8, Lemma 5.8 (c)] which was stated for G(Z,C)-
valued functions.
Lemma 3.4 If f and M are convex, so is fˆ(·;M) : X →W .
Proof. Take s ∈ (0, 1), x1, x2 ∈ X . One has M = sM +(1− s)M since M is convex.
This and the convexity of f yield
fˆ(sx1 + (1− s)x2;M) = inf
y∈M
f(sx1 + (1− s)x2 + y)
= inf
y1,y2∈M
[f(s(x1 + y1) + (1− s)(x2 + y2))]
≤ inf
y1,y2∈M
[sf(x1 + y1) + (1− s)f(x2 + y2)]
= sfˆ(x1;M) + (1− s)fˆ(x2;M).

Lemma 3.5 If (W,+, ·,≤) is semiconvex and f : X → W is a convex function, then
(a) f(x) ∈ W is a convex element for each x ∈ X,
(b) if, additionally, (W,≤) is inf-additive andM ⊆ X is convex, then infx∈M f(x) ∈ W
is a convex element.
7
Proof. (a) By convexity of f , f(x) = f(sx+ (1− s)x) ≤ sf(x) + (1− s)f(x) where
(2.1) yields the opposite inequality. Since ≤ is antisymmetric, equality follows which
means that f(x) is a convex element.
(b) Set If(M) = infx∈M f(x) ∈ W . By (2.1), one has sIf(M)+ (1− s)If(M) ≤ If (M)
for all s ∈ (0, 1). Fix s ∈ (0, 1). Then
∀x, y ∈ M : If(M) ≤ f(sx+ (1− s)y) ≤ sf(x) + (1− s)f(y).
Taking the infimum on the right hand side over x ∈ M and y ∈ M consecutively one
obtains If(M) ≤ sIf (M) + (1 − s)If (M) since one can use inf-additivity (2.2). Anti-
symmetry of ≤ yields equality for s ∈ (0, 1) whereas the case s ∈ {0, 1} is immediate.

Consequently, if (2.1) is satisfied and f , M are convex, then fˆ(·;M) has only convex
values (as well as f).
Note that fˆ (·;M) is not convex in general even if f is convex, and, of course, lattice-
infimizers are not necessarily convex sets.
4 Complete lattices of sets for set optimization
Let Z be a non-trivial, topological linear space over the real numbers. Furthermore, let
C ⊆ Z be a convex cone. As already mentioned in Example 1.2, the pair (F(Z,C),⊇) is
a complete lattice in which infima and suprema are given by
inf
A∈A
A = cl
⋃
A∈A
A and sup
A∈A
A =
⋂
A∈A
A. (4.1)
The structure (F(Z,C),⊕, ·) is a conlinear space where the addition is A⊕B = cl (A+B)
and the multiplication with non-negative numbers is defined element-wise except for 0·A =
clC for all A ∈ F(Z,C), i.e., clC is the zero element in (F(Z,C),⊕, ·).
Adding the convex hull produces G(Z,C) = {A ⊆ Z | A = cl co (A+ C)} which is a
conlinear subspace of (F(Z,C),⊕, ·) and also a complete lattice with respect to ⊇ with
inf
A∈A
A = cl co
⋃
A∈A
A and sup
A∈A
A =
⋂
A∈A
A (4.2)
for A ⊆ G(Z,C). Since each element of G(Z,C) is a convex set, G(Z,C) only includes
convex elements; in fact, it is precisely the conlinear subspace of convex elements of
F(Z,C) (see Section 2).
Note that (F(Z,C),⊇) is semiconvex, but not semiconcave in general whereas the
opposite is true for (F(Z,−C),⊆). Moreover, (G(Z,C),⊇) satisfies (2.1) with equality
instead of inequality. Finally, both (F(Z,C),⊇,⊕) and (G(Z,C),⊇,⊕) are inf-additive,
but not sup-additive in general whereas the opposite is true for (F(Z,−C),⊆,⊕) and
(G(Z,−C),⊆,⊕).
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Corollary 4.1 Let f : X → F(Z,C) be a convex function and let M ⊆ X be a convex
set. Then
(a) f(x) ∈ G(Z,C) for all x ∈ X,
(b) infx∈M f(x) ∈ G(Z,C).
Proof. Both claims follow from Lemma 3.5 since (F(Z,C),⊇) satisfies (2.1) and
(F(Z,C),⊕) is inf-additive. 
(a) means that, for a convex F(Z,C)-valued function, it is not a restriction to assume
that it is G(Z,C)-valued. (b) means that the infima of a convex function f over convex sets
(in particular, over X) in (F(Z,C),⊇) and (G(Z,C),⊇) coincide, and, as a consequence
of (4.2),
inf
x∈X
f(x) = cl
⋃
x∈X
f(x) ∈ G(Z,C). (4.3)
Of course, one can also verify directly that the set on the right hand side is convex.
Remark 4.2 If f : X → F(Z,C) is a convex function and M ⊆ X is an infimizer of f
in (F(Z,C),⊇), then M also is an infimizer of f in (G(Z,C),⊇) since in this case
inf
x∈X
f(x) = cl
⋃
x∈M
f(x) ⊆ cl co
⋃
x∈M
f(x) ⊆ inf
x∈X
f(x)
where the two outer infima are the same in (F(Z,C),⊇) and (G(Z,C),⊇).
On the other hand, if M ⊆ X an infimizer of f in (G(Z,C),⊇), then coM ⊆ X is an
infimizer of f in (F(Z,C),⊇) since the set⋃
x∈coM
f(x)
is convex due to the convexity of f and coM as one directly checks. Consequently, if f
and M are convex, then M is an infimizer of f in (F(Z,C),⊇) if, and only if, it is an
infimizer in (G(Z,C),⊇).
Remark 4.3 One should be equally careful with respect to the inf-translations. Since
cl
⋃
y∈M
f(x+ y) ⊆ cl co
⋃
y∈M
f(x+ y)
the inf-translation in (F(Z,C),⊇) is a subset of the inf-translation in (G(Z,C),⊇) (see
(4.1), (4.2) and the definition of the inf-translation (3.1) in a general lattice). On the
other hand, if both f and M are convex, then the two inf-translations coincide. The next
simple example shows that the case of a convex f and a non-convex M deserves special
attention.
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Example 4.4 Let f : IR2 → G(IR2, IR2+) be defined by
f(x) =
{
x+ IR2+ : x ∈ IR
2
+, x1 + x2 ≥ 1
∅ : otherwise
One has
inf
x∈IR2
f(x) = co
[({
(1, 0)T
}
+ IR2+
)⋃({
(0, 1)T
}
+ IR2+
)]
,
thus the finite set M =
{
(1, 0)T , (0, 1)T
}
is a G(IR2, IR2+)-infimizer of f . Of course, the
features of this example are shared by functions f with polyhedral graphs, e.g., objectives
of linear vector optimization problems. Compare [15, Chap. 4] and [18] for corresponding
solution concepts.
5 Scalarization results
In this section, Z is a non-trivial separated (Hausdorff) locally convex topological linear
space over the real numbers. Its (non-trivial) topological dual is denoted Z∗. If C ⊆ Z is
a convex cone, then the set
C+ = {z∗ ∈ Z∗ | ∀z ∈ C : z∗(z) ≥ 0}
denotes the (positive) dual cone of C. If there is an element zˆ ∈ C such that z∗(zˆ) > 0
for all z∗ ∈ C+\{0} (in particular, if intC 6= ∅), then the set
B+(zˆ) =
{
y∗ ∈ C+ | y∗(zˆ) = 1
}
is a (closed and convex) base of C+, i.e., for each element z∗ ∈ C+\{0} there are unique
y∗ ∈ B+(zˆ) and s > 0 such that z∗ = sy∗.
5.1 The general procedure
Let f : X → F(Z,C) be a function. A family of extended real-valued functions ϕf,z∗ : X →
IR with z∗ ∈ C+ is defined by
ϕf,z∗(x) = inf
z∈f(x)
z∗(z) (5.1)
where it is understood that ϕf,z∗(x) = +∞ whenever f(x) = ∅. Then, ϕf,z∗ is convex for
all z∗ ∈ C+ if, and only if, f is convex. See [6, Lemma 4.20 (a)] for a proof of this fact
and earlier references. In results like this, C+ can be replaced by a base B+(zˆ) of C+ if
it exists since the functions ϕf,z∗ are positive homogeneous in z
∗.
Note that ϕf,z∗(x) = infz∈cl co f(x) z
∗(z), thus the family {ϕf,z∗}z∗∈C+ does not distin-
guish between a function f : X → F(Z,C) and the G(Z,C)-valued function for which
every value f(x) is replaced by its closed convex hull. This is due to the fact that ϕf,z∗ is
a version of the support function of the function values of f and hints that this type of
scalarization is appropriate for convex f . However, note that the infima in F(Z,C) and
G(Z,C) can be different as (4.1) and (4.2) show.
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Lemma 5.1 (a) Let f : X → F(Z,C) be a function. If M ⊆ X is a lattice-infimizer of
f , then 0 ∈ X is a minimizer of ϕfˆ(·;M),z∗ for every z
∗ ∈ C+\{0}. The converse is true if
f and M are convex.
(b) Let f : X → G(Z,C) be a function. If M ⊆ X is a lattice-infimizer of f , then
0 ∈ X is a minimizer of ϕfˆ(·;M),z∗ for every z
∗ ∈ C+\{0}. The converse is true if f is
convex.
Proof. (a) First, let M ⊆ X be an infimizer of f in (F(Z,C),⊇). Take z∗ ∈ C+\{0}
and x ∈ X . Then
ϕfˆ(·;M),z∗(x) = inf
{
z∗(z) | z ∈ fˆ(x;M)
}
= inf
{
z∗(z) | z ∈ inf
y∈M
f(x+ y)
}
≥ inf
{
z∗(z) | z ∈ inf
y∈X
f(y)
}
= inf
{
z∗(z) | z ∈ inf
y∈M
f(y)
}
= inf
{
z∗(z) | z ∈ fˆ(0,M)
}
= ϕfˆ(·;M),z∗(0)
hence 0 is a minimizer of ϕfˆ(·;M),z∗.
For the converse, assume f and M are convex and that 0 ∈ X is a minimizer of
ϕfˆ(·;M),z∗ for every z
∗ ∈ C+\{0}. Suppose M is not an infimizer of f . Then, there exist
x¯ ∈ X and z¯ ∈ f(x¯) such that
z¯ 6∈ inf
y∈M
f(y) = fˆ(0;M)
since otherwise ⋃
x∈X
f(x) ⊆ inf
y∈M
f(y) = fˆ(0;M)
and hence
inf
x∈X
f(x) = cl
(⋃
x∈X
f(x)
)
⊆ inf
y∈M
f(y)
which means that M would be an infimizer. Since fˆ(0;M) = cl
⋃
y∈M f(y) is a closed
convex set due to the convexity ofM and f (see Remark 4.2), z¯ can be strongly separated
from it, i.e., there is z∗ ∈ Z∗\{0} satisfying
z∗(z¯) < inf
z∈fˆ(0;M)
z∗(z).
Since f and M are convex, so is fˆ(·;M) with values in G(Z,C). Therefore, one has
z∗ ∈ C+\{0}. Pick y¯ ∈M . Then
ϕfˆ(·;M),z∗(x¯− y¯) = inf{z
∗(z) | z ∈ fˆ(x¯− y¯;M)}
≤ inf{z∗(z) | z ∈ f(x¯)} ≤ z∗(z¯)
< inf
z∈fˆ(0;M)
z∗(z) = ϕfˆ(·;M),z∗(0).
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This contradicts the assumption that 0 ∈ X is a minimizer of ϕfˆ(·;M),z∗.
(b) For the first claim, observe that the same estimate works for the infimum and the
inf-translation in (G(Z,C),⊇).
For the converse direction, observe that now fˆ(0;M) = cl co
⋃
y∈M f(y) is a closed
convex set by definition, so the same separation argument as in (a) works. 
Lemma 5.1 can be understood as a necessary condition for infimizers. If convexity
is present, the condition becomes also sufficient. The condition that 0 is a minimizer of
ϕfˆ(·;M) can be directly characterized via ϕf,z∗.
Next, the relationship between the scalarization ϕfˆ(·;M),z∗ of the inf-translation of f
and the inf-translation ϕˆf,z∗(·;M) : X → IR of ϕf,z∗ defined by
ϕˆf,z∗(x;M) = inf
y∈M
ϕf,z∗(x+ y)
is clarified. In fact, the two operations “taking the inf-translation” and “scalarization via
(5.1)” commute.
Proposition 5.2 Let f : X → F(Z,C) or f : X → G(Z,C) be a function. Then, for all
z∗ ∈ C+ one has
∀x ∈ X : ϕfˆ(·;M),z∗(x) = ϕˆf,z∗(x;M).
Proof. The definitions and the continuity of z∗ ∈ C+ yield
ϕfˆ(·;M),z∗(x) = inf
{
z∗(z) | z ∈ fˆ(x;M)
}
= inf
{
z∗(z) | z ∈ cl
⋃
y∈M
f(x+ y)
}
= inf
y∈M
inf {z∗(z) | z ∈ f(x+ y)} = inf
y∈M
ϕf,z∗(x+ y) = ϕˆf,z∗(x;M),
and the same lines work if cl
⋃
y∈M f(x + y) is replaced by cl co
⋃
y∈M f(x + y). This
completes the proof. 
Lemma 5.3 Let f : X → F(Z,C) be a function, M ⊆ X and z∗ ∈ C+\{0}. Then
inf
y∈M
ϕf,z∗(y) = inf
x∈X
ϕf,z∗(x) (5.2)
if, and only if, 0 ∈ X is a minimizer of ϕfˆ(·;M),z∗.
Proof. This follows from
ϕfˆ(·;M),z∗(0) = inf
y∈M
ϕf,z∗(y) = inf
x∈X
ϕf,z∗(x) = inf
x∈X
inf
y∈M
ϕf,z∗(x+ y) = inf
x∈X
ϕfˆ(·;M),z∗(x)
and Proposition 5.2 since the second term is the definition of ϕˆf,z∗(0;M) which is equal
to ϕfˆ(·;M),z∗(0) by this proposition. 
Clearly, condition (5.2) is nothing but the fact thatM is an infimizer for ϕf,z∗ . Lemma
5.3 and Proposition 5.2 together just mean that 0 is a minimizer of ϕˆf,z∗(x;M) if, and
only if, M is an infimizer of ϕf,z∗—which of course also is a consequence of Lemma 3.2
applied to ϕf,z∗ and ϕˆf,z∗(·;M) = ϕfˆ(·;M),z∗ .
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Corollary 5.4 (a) Let f : X → F(Z,C) and M ⊆ X be convex. Then M is a lattice-
infimizer of f if, and only if, (5.2) holds.
(b) Let f : X → G(Z,C) be convex and M ⊆ X. Then M is a lattice-infimizer of f if,
and only if, (5.2) holds.
Proof. Both versions follow from Lemma 5.3 and Lemma 5.1 
Corollary 5.5 If f and M are convex, then ϕˆf,z∗(·;M) : X → IR is convex.
Proof. This follows from Proposition 5.2, Lemma 3.4 (a) and the fact that (5.1)
produces a convex function if f is convex. 
Taking Proposition 5.2 into account, one can use Lemma 5.1 via first order conditions
for minimizing ϕˆf,z∗(x;M) over x ∈ X : find a set M ⊆ X such that ϕˆf,z∗(·;M) satisfies
a first order condition at 0 ∈ X for all z∗ ∈ C+\{0}.
Note that
ϕˆf,z∗(x;X) = inf
y∈X
ϕf,z∗(x+ y) ≡ inf
y∈X
ϕf,z∗(y)
is a constant function, thus every point is a minimizer. Thus, Lemma 5.1 becomes trivial—
asM = X always is a lattice-infimizer of f . In light of Definition 1.1, the task is to find an
infimizer which is as “small” as possible, e.g., only includes lattice-minimizers. The next
subsection presents another possibility which has a close link to weakly minimal solutions
in vector optimization.
5.2 Solutions of scalarized problems and optimality conditions
The next concept is concerned with a stronger version of condition (5.2).
Definition 5.6 Let f : X → F(Z,C) be a function and z∗ ∈ C+\{0}. A point x¯ ∈ X is
called a z∗-minimizer of f if
∀x ∈ X : ϕf,z∗(x¯) ≤ ϕf,z∗(x).
A set M ⊆ X is called a sc-solution (short for scalarization-solution) of (P) if it is a
lattice-infimizer and only includes z∗-minimizers.
This solution concept has been considered first in [8]. Condition (5.2) is satisfied if
the function ϕf,z∗ has a minimizer for every z
∗ ∈ C+\{0}. The assumption that such z∗-
minimizers exists for every z∗ ∈ C+\{0} is certainly a strong one. However, sc-solutions
can be smaller.
Example 5.7 Let Z = IR2, C = IR2+ and f : IR→ G(Z,C) be defined by
f(x) =
{ (
x, 1
x
)T
+ IR2+ : x > 0
∅ : x ≤ 0
Neither for z∗ = (1, 0)T , nor for z∗ = (0, 1)T does a z∗-minimizer exist. On the other
hand, the set M = {x ∈ IR | x > 0} is a sc-solution. This shows that the existence of a
solution of every scalarized problem is not necessary.
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We state an optimality condition for convex problems: such a condition is necessary
and sufficient due to convexity. However, other versions based on different types of sub-
differentials or derivatives could also be formulated. Then, the not-so-easy task is to
ensure appropriate conditions to functions of the type x 7→ ϕf,z∗(x), x 7→ ϕˆf,z∗(x;M)
such as Lipschitz continuity or even differentiability. Yet another task is to compute the
corresponding subdifferentials and derivatives, respectively.
The subdifferentials in the following result are the usual ones in convex analysis. A
standard reference is [19]. One should note that up to now, X was merely assumed to be
a linear space. Stronger assumptions are only needed for optimality conditions.
Theorem 5.8 (optimality condition) Let X be a separated, locally convex, topological
linear space, let f : X → G(Z,C) be a convex function and let M ⊆ X be a set. Then, M
is a sc-solution of (P) if, and only if,
(1) infy∈M f(y) = infy∈coM f(y),
(2) one has
∀z∗ ∈ C+\{0} : 0 ∈ ∂ϕˆf,z∗(0; coM),
(3) for each y ∈M there is a z∗ ∈ C+\{0} such that
0 ∈ ∂ϕf,z∗(y).
Proof. By Corollary 3.3 and Lemma 5.1, M is a lattice-infimizer of f if, and only if,
the conditions in (1), (2) are satisfied since the functions ϕˆf,z∗(·; coM) are convex. The
convexity of the functions ϕf,z∗ ensures that (3) holds if, and only if, each y ∈ M is a
z∗-minimizer. 
Remark 5.9 If Z = IR, C = IR+, then z
∗ = 1 is the only interesting element since {1}
is a base of C+ = IR+. Set ϕ(x) = inf f(x). Moreover, attainment of the infimum at a
point x¯ ∈ X and minimality of x¯ ∈ X are equivalent, and so are the two conditions in
(2), (3) for M = {x¯} since ϕf,1(x¯) = ϕ(x¯) and
ϕˆf,1(0; {x¯}) = ϕf,1(x¯) = ϕ(x¯).
The previous result has a similar algorithmic character as a scalar necessary optimality
condition such as Fermat’s rule: find z∗-minimizer for as many z∗ ∈ C+\{0} as possible
(this is a parametric scalar optimization problem) and then check if the set of these z∗-
minimizers already is a lattice-infimizer, i.e., if the conditions (1), (2) of Theorem 5.8
are satisfied. As in the scalar case, necessary conditions become sufficient if convexity is
present.
Example 5.10 (Example 5.7 cont.) It is sufficient to determine ϕˆf,wα(x;M) for wα =
α(1, 0)T + (1 − α)(0, 1)T ∈ IR2+ = C
+ with α ∈ [0, 1] since IR2+ has a base generated by
z¯ = (1, 1)T . The set M = {y ∈ IR | y > 0} (see Example 5.7) is the set of all wα-
minimizers for α ∈ (0, 1) and an infimizer according to Theorem 5.8. One can compute
ϕˆf,w0(x;M) ≡ 0, ϕˆf,w1(x;M) = x
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for all x > 0 and
ϕˆf,wα(x;M) = inf
y>0
[
α(x+ y) + (1− α)
1
x+ y
]
=


2
√
α(1− α) : x ≤
√
1−α
α
αx+ (1− α) 1
x
: x ≥
√
1−α
α
for α ∈ (0, 1) and for all x > 0. Moreover,
∀α ∈ [0, 1] : ϕˆf,wα(0;M) = 2
√
α(1− α).
One can easily check that ϕˆf,wα(x;M) is increasing and convex for x ≥ 0, hence {0} ⊂ IR
is an infimizer of ϕˆf,wα(·;M); moreover, 0 ∈ ∂ϕˆf,wα(0;M) in all cases in accordance with
Theorem 5.8. Note that ϕf,w(0) = +∞ since f(0) = ∅, but ϕˆf,wα(0;M) ∈ IR.
The following result provides a different type of optimality condition which will be
used in the subsequent section.
Proposition 5.11 Let (X, ‖·‖) be a normed space, f : X → F(Z,C), M ⊆ X and z∗ ∈
C+\{0}. If there is x¯ ∈M and a linear subspace D of X with M ⊆ {x¯}+D such that
ϕf,z∗(x¯) = min
u∈D
ϕf,z∗(x¯+ u)
and if ψ : D → IR, defined by ψ(u) = ϕf,z∗(x¯ + u), is Fre´chet-differentiable at 0, then
ϕˆf,z∗(·;M) is Fre´chet-differentiable at 0 on D and one has
ϕˆ′f,z∗(0;M)(u) = ψ
′(0)(u) = 0
for all u ∈ D.
Proof. The assumptions imply M +D = {x¯}+D, hence
inf
y∈M
ϕf,z∗(y) ≤ ϕf,z∗(x¯) = inf
u∈D
ϕf,z∗(x¯+ u) = inf
u∈D
inf
y∈M
ϕf,z∗(y + u) ≤ inf
y∈M
ϕf,z∗(y).
Therefore, one has
0 ≤ ϕˆf,z∗(u;M)− ϕˆf,z∗(0;M) = inf
y∈M
ϕf,z∗(u+ y)− inf
y∈M
ϕf,z∗(y)
= inf
y∈M
ϕf,z∗(u+ y)− ϕf,z∗(x¯) ≤ ϕf,z∗(u+ x¯)− ϕf,z∗(x¯)
= ψ′(0)(u) + o(‖u‖) = o(‖u‖)
for all u ∈ D since 0 minimizes ψ on D and hence ψ′(0)(u) = 0 for all u ∈ D. The
statement follows. 
Again, with additional convexity assumptions, Lemma 5.1 turns the previous propo-
sition into a sufficient condition for sc-solutions.
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6 Vector optimization problems
In this section, let X and Z be (non-trivial) separated locally convex, topological vector
spaces over the reals and C ⊆ Z a closed convex pointed cone. As before, X∗, Z∗ denote
the topological duals.
For a function F : X → Z ∪ {+∞}, let the two sets
domF = {x ∈ X | F (x) 6= +∞} and ImF = {F (x) | x ∈ domF}
be the domain and the image of F . Such a function F is called C-convex if
s ∈ (0, 1), x1, x2 ∈ domF ⇒ sF (x1) + (1− s)F (x2) ∈ {F (sx1 + (1− s)x2)}+ C.
A point x¯ ∈ domF is called a minimizer of F if
(F (x¯)− C) ∩ ImF = {F (x¯)} ,
and it is called a weak minimizer if
(F (x¯)− intC) ∩ ImF = ∅
where intC 6= ∅ is assumed. The set of weak minimizers of F is denoted by wMinF . This
solution concept is very popular in vector optimization (see, for example, [3, Definition
2.1 in Chap. 2]), and weak minimizers are often called weakly efficient solutions. A basic
fact links weak minimizers to solutions of scalarized problems.
Lemma 6.1 Let F be C-convex. Then x¯ ∈ wMinF if, and only if, there is z∗ ∈ C+\{0}
such that x¯ is a minimizer of the function z∗ ◦ F : X → IR ∪ {+∞} defined by
(z∗ ◦ F )(x) = z∗(F (x))
with the convention (z∗ ◦ F )(x) = +∞ for x 6∈ domF .
Proof. This is [3, Theorem 2.10 in Chap. 4]. 
The link to set optimization is provided by the next concept.
Definition 6.2 The inf-extension of a function F : X → Z ∪ {+∞} is the function
f : X → G(Z,C) defined by
f(x) =
{
{F (x)} ⊕ C : x ∈ domF
∅ : x 6∈ domF
It can easily be shown that f is convex if, and only if, F is C-convex. Moreover,
minimizers of F with respect to ≤C are one-to-one with minimizers of its inf-extension f
with respect to ⊇ (see [10, 15]).
16
Definition 6.3 A nonempty set M ⊆ X is called a lattice-infimizer (lattice-solution,
sc-solution) of the vector optimization problem
minimize F over X with respect to ≤C (VOP)
if it is a lattice-infimizer (lattice-solution, sc-solution) of the set optimization problem (P)
where f is the inf-extension of F .
Compare [2] for such a set optimization approach to vector optimization problems.
Note that these solution concepts are considered in (G(Z,C),⊇) with the corresponding
formula for the infimum. Of course, one may define other types of lattice-infimizers and
-solutions for (VOP). Since the focus in this paper is on z∗-minimizers which make mostly
sense in a convex framework, alternatives are not discussed here.
Corollary 6.4 Let F be C-convex. Then
(a) x¯ ∈ wMinF if, and only if, x¯ is a z∗-minimizer for the inf-extension f of F for
some z∗ ∈ C+\{0}.
(b) if (VOP) has a z∗-minimizer for each z∗ ∈ C+\{0}, then the set wMinF is a
sc-solution of (VOP).
Proof. (a) This follows from Lemma 6.1 and
ϕf,z∗(x) = (z
∗ ◦ F )(x) = z∗(F (x)).
(b) This follows from Corollary 5.4 with Lemma 6.1 in view. 
Compare [2, Proposition 2.15] for a related result. Two comments are in order.
First, even though z∗-minimizers of a C-convex (VOP) with intC 6= ∅ are nothing but
the well-known weakly efficient solutions, the inf-translation fˆ(·,M) is a ”true” set-valued
function in general—in particular for M = wMinF .
Secondly, the assumption that there is a z∗-minimizer for each z∗ ∈ C+\{0} is a strong
one as Example 5.7 shows. Therefore, it makes sense to look for a set M ⊆ wMinF which
already produces the infimum. This brings—again, the ”truly” set-valued—condition (2)
of Theorem 5.8 into play. For the inf-translation of ϕf,z∗ one has in case of (VOP)
ϕˆf,z∗(x;M) = inf
y∈M
ϕf,z∗(x+ y) = inf
y∈M
z∗(F (x+ y)).
Example 6.5 (Example 5.7, 5.10 cont.) The function fˆ(·,M) for M = {y ∈ IR | y >
0} in Example 5.7 has upper level sets of hyperbolas as values since
fˆ(x,M) = inf
{{(
x+ y,
1
x+ y
)T}
+ IR2+ | y > 0
}
= cl
⋃
y>0
{(
x+ y,
1
x+ y
)T}
+ IR2+
for x ≥ 0. Example 5.10 provides the formula for ϕˆf,z∗(x;M). Of course, f is the inf-
extension of F : IR→ IR2 defined by
F (x) =
{ (
x, 1
x
)T
: x > 0
+∞ : x ≤ 0
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As a more complex example, a vector-valued calculus of variations problem is consid-
ered. Such problems arise in applications even in areas like the design of energy-saving
buildings in architecture [16]. A more elaborate treatment of such problems with set
optimization methods can be found in [9, 11].
Let a, b ∈ IR be two real numbers with a < b, n, d two positive integers and L : [a, b]×
IRn × IRn → IRd be a function of class C1. We consider
F (x) =
∫ b
a
L(t, x(t), x˙(t)) dt (6.1)
on the set of feasible arcs
X = {x ∈ C1([a, b]; IRn) | x(a) = A, x(b) = B} (6.2)
for A,B ∈ IRn. Since L maps into IRd where d can be strictly greater than 1, the problem
of minimizing F is a multi-criteria calculus of variations problem.
It is assumed in the following that the function L(t, ·, ·) is (jointly) convex in (x, x˙) for
all t ∈ [a, b]. The set-valued extension of the problem requires to extend F to a function
mapping into G(IRd, C). We define f : C1([a, b]; IRn)→ G(IRd, C) by
f(x) =
{
{F (x)}+ C : x ∈ X
∅ : x 6∈ X
The convexity assumption ensures that F is C-convex and hence f is convex. Now, the
set-valued calculus of variations problem
minimize f(x) subject to x ∈ X (CVP)
is considered. The inf-translation of f with M ⊆ C1([a, b]; IRn) is
fˆ(x;M) = inf
u∈M
f(x+ u). (6.3)
One has fˆ(x;M) = ∅ whenever M ⊆ X and x 6∈ C10([a, b]; IR
n) since in this case x+u 6∈ X
for all u ∈M . This means that the inf-translation can be considered as a function on the
linear subspace C10 ([a, b]; IR
n) of C1([a, b]; IRn) which “absorbs” the boundary conditions.
Clearly, as before, even though the original problem is vector-valued, the problem
minimize fˆ(x;M) subject to x ∈ C10 ([a, b]; IR
n) (IP)
is a genuine set optimization problem, and one has according to Lemma 3.2 thatM ⊆ X is
a lattice-infimizer of f if, and only if, {0} ⊂ C10([a, b]; IR
n) is a lattice-infimizer for fˆ(·;M).
The following result is a straightforward consequence of Lemma 5.1 and Proposition 5.2.
Corollary 6.6 IfM ⊆ X is a lattice-infimizer of f , then 0 ∈ C10([a, b]; IR
n) is a minimizer
of ϕˆf,ζ(·;M) for every ζ ∈ C
+\{0}.
Conversely, if M ⊆ X and 0 ∈ C10([a, b]; IR
n) is a minimizer of ϕˆf,ζ(·;M) for every
ζ ∈ C+\{0}, then M is a lattice-infimizer of f .
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In the following, the derivative (gradient) of the function ζTL : [a, b]× IRn× IRn → IR
with respect to the second and third variable is denoted by
∂
∂y
ζTL(t, y, p) and
∂
∂p
ζTL(t, y, p),
respectively.
Proposition 6.7 Let L : [a, b] × IRn × IRn → IRd be of class C1 and M ⊆ X . Assume
that there exists a solution xζ ∈M of the problem
minimize ϕf,ζ(x) = ζ
TF (x) subject to x ∈ X (ScCVP)
for each ζ ∈ C+\{0}. ThenM is a sc-solution of (CVP), ϕˆf,ζ(·;M) is Fre´chet-differentiable
at 0 on C10 ([a, b]; IR
n) and
ϕˆ′f,ζ(0;M)(u) =
∫ b
a
[
∂
∂y
ζTL(t, xζ , x˙ζ)u+
∂
∂p
ζTL(t, xζ , x˙ζ)u˙
]
dt = 0
for every u ∈ C10([a, b]; IR
n) and ζ ∈ C+\{0}.
Proof. Corollary 6.4 gives that M is a lattice-infimizer for the vectorial calculus of
variations problem, hence a sc-solution for (CVP).
Take ζ ∈ C+\{0}. One has X = {x}+C10 ([a, b]; IR
n) for each x ∈ X , hence xζ ∈ M ⊆
X implies M ⊆ {xζ}+ C
1
0([a, b]; IR
n).
Since the functional u 7→ ψ(u) := ϕf,ζ(xζ+u) = (ζ
TF )(xζ+u) is Fre´chet-differentiable
on C10 ([a, b]; IR
n) with
ψ′(0)(u) =
∫ b
a
[
∂
∂y
ζTL(t, xζ , x˙ζ)u+
∂
∂p
ζTL(t, xζ , x˙ζ)u˙
]
dt
(see [12, §0.2, Examples 1, 7 and 8 as well as §2.2]), one can apply Proposition 5.11 with
D = C10([a, b]; IR
n) and the statement follows. 
Taking Corollary 6.4 into account one may observe that the first order optimality
condition for ϕˆf,ζ(·;M), namely ϕˆ
′
f,ζ(0;M)(u) = 0, produces the same result as the direct
(scalar) optimality condition applied to the solutions xζ of (ScCVP). This is, of course,
due to the strong assumption that each scalarized problem has a solution. Again, one can
try to solve as many of the scalarized problems as possible and check if the resulting set
of solutions already is an infimizer.
7 A remark on maximization
The transition from minimization to maximization is slightly more involved for set opti-
mization problems compared to the real-valued case. Instead of the inf-translation, the
sup-translation
fˇ(x;M) = sup
y∈M
f(x+ y)
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of a function f : X →W with values in a complete lattice (W,≤) and for a subset M ⊆ X
of the linear space X has to be used. Lemma 3.2 remains true with the obvious changes
from inf to sup, and in Lemma 3.4, convexity for f has to be replaced by concavity.
Semiconvexity and inf-additivity of (W,+, ·,≤) in Lemma 3.5 has to be replaced by semi-
concavity and sup-additivity, respectively, but the result remains the same.
The standard image lattices are (F(Z,−C),⊆) and (G(Z,−C),⊆), and
ψf,z∗(x) = sup
z∈f(x)
z∗(x)
is the appropriate scalarization. The basic fact parallel to Lemma 5.1 is that if M is
an (F(Z,−C),⊆)- or a (G(Z,−C),⊆)-supremizer of f : X → F(Z,−C), then 0 is a
maximizer of ψfˇ(·;M),z∗ for every z
∗ ∈ C+\{0}. For the (b) part, f : X → G(Z,−C) has
to be concave.
With these and similar changes, the maximization theory becomes completely sym-
metric to the minimization theory.
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