We consider a class of Lipschitz vector fields S : Ω → R n whose values lie in a suitable cone and we show that the trajectories of the system x = S(x) admit a parametrization that is invertible and Lipschitz with its inverse. As a consequence, every v in W 1,1 (Ω) admits a representative that is absolutely continuous on almost every trajectory of x = S(x). If S is an arbritrary Lipschitz field the same property does hold locally at every x such that S(x) = 0.  2003 Elsevier Science (USA). All rights reserved.
Introduction
The results that we present here are motivated by the following problem. Let Ω be an open bounded subset of R n , S : Ω → R n be a Lipschitz vector field such that the trajectories of x = S(x) leave Ω in a finite time and v in C 1 (Ω) be equal to 0 in the boundary ∂Ω of Ω and be such that its gradient ∇v(x) is orthogonal to S(x) for every x in Ω. It then follows immediately that v vanishes on Ω. In fact let x 0 ∈ Ω and x : ]t 1 , t 2 [ → Ω be the maximal solution of
our assumption implies that x(t 2 ) = lim t →t 2 x(t) belongs to ∂Ω. We have
proving the claim. We point out that the same conclusion does not hold if the trajectories of (A) do not leave Ω in a finite time; let for instance v(x, y) = x 2 + y 2 − 1, Ω = {(x, y): x 2 + y 2 < 1}, S(x, y) = (−y, x): in this case ∇v(x, y) is orthogonal to S(x, y) and v = 0 on ∂Ω but v < 0 on Ω.
Here we extend the above vanishing property in the case where v is a function in W 1,1 0 (Ω). This result turns out to be an important tool in establishing the validity of a comparison principle for the minimizers of integral functionals in our paper [7] .
In this situation the previous reasoning cannot be directly applied. The main problem is that, if x is a trajectory of (A), the composed function v • x may not be absolutely continuous. This can be regarded as a particular case of the problem of the composition of Sobolev functions. The known results on this topic [6] do not apply to our case. If S is a nonzero constant field the problem can be easily solved since a classical result shows that, once we fix a hyperplane Π that is transversal to S, there exists a representative of v that is equal to zero on ∂Ω and absolutely continuous on almost every trajectory through Π . In Section 3 we consider the class of vector fields whose values lie in a suitable cone (cone property, see Definition 2.6), allowing the trajectories of (A) to leave Ω in a finite time. The problem is reduced to the case where S is constant by showing that if we fix a hyperplane Π that is transversal to the cone containing the values of S then we can parametrize Ω by means of a function Ψ (t, ξ), whose ξ -sections are the trajectories of (A), that is a bi-Lipschitz homeomorphism. This allows us to look at the composition of v with the trajectories of (A) as the ξ -sections of v • Ψ (t, ξ). The change of variables formula for Sobolev functions shows that there exists a representative of v • Ψ that is absolutely continuous on almost every section. However this is not enough since by ( * ) we need to evaluate v at the endpoints of the trajectories. For this purpose we slightly modify the proof of the aforementioned classical result to show that actually there exists a representative v * of v such that v * • Ψ is absolutely continuous on almost every section and, further, v * vanishes on ∂Ω. We point out that, in order to obtain the lipschitzianity of Ψ −1 , it is essential to assume the cone property as we show in Example 3.4.
Finally, in Section 4, we consider an arbitrary Lipschitz field S : Ω → R n and we prove that if S(x) is nonzero then the previous map Ψ constructed upon a hyperplane Π through x is orthogonal to S(x) is injective and has a Lipschitz inverse in a neighbourhood of (0,x) ∈ R × Π . As a consequence, if v is in W 1,1 (Ω) and τ is a positive real number, there exists a representative v * of v such that for every ξ in a neighbourhood ofx in Π , except a set of (n − 1)-Hausdorff measure zero, the function t → v * (x ξ (t)) is absolutely continuous on [0, τ ], where x ξ is the solution of x = S(x), x(0) = ξ .
Notation and preliminary results
Notation. If A is a subset of R n we denote cl A (respectively, ∂A) the closure (respectively, the boundary) of A. Given two vectors a and b in R n and r > 0 we denote by a · b the usual scalar product in R n , by |a| the euclidean norm of a and by B(a, r) the ball centered in a of radius r; by diam(A) we denote the diameter of A, i.e., diam(A) = sup{|x 2 − x 1 |: x 1 , x 2 ∈ A} and by dist(a, A) the distance of a to A. The standard orthonormal basis of R n is e 1 , . . . , e n . If f : X → Y is a function and W is a subset of X (respectively, Z is a subset of Y ) the image of W (respectively, the inverse image of Z) through f is denoted by f (W)
we denote the space of infinitely differentiable functions in Ω (respectively, infinitely differentiable functions with compact support in Ω) and, for q 1 and
is the usual space of the Lebesgue functions (respectively, the first order Sobolev spaces) of exponent q; for f in W 1,q (Ω) (respectively, differentiable in Ω) the weak derivative (respectively, classical derivative) of f with respect to x i is denoted by f x i (respectively, D x i f ) and its gradient by ∇f . For a function f of one variable the classical derivative is often denoted by f . The composition of the functions f and g (whenever it is defined) is denoted by f • g, the inverse of f is denoted by f −1 .
Let Ω be an open bounded subset of R n . A classical result [8 [8] itself. We will apply Proposition 2.1 in the proof of Theorem 3.5 where the set F is a proper subset of Ω.
If E is an open subset of R n for ξ in the projection of E onto the last n − 1 coordinates we denote by E(ξ) the ξ -section of E, i.e., 2) and Φ(t,x) be its value at t. The domain D of Φ is defined by Definition 2.6 (the cone property). We say that the vector field S : Ω → R n satisfies the cone property if S is Lipschitz in Ω and there exist a vector u in R n and α > 0 such that S(x) · u α for every x in Ω.
We recall that for every s, t, x such that the pairs (s, x) and (t, Φ(s, x)) are in D then Φ(t, Φ(s, x)) = Φ(t + s, x). We will often denote by x ξ (t) the point Φ(t, ξ).

Remark 2.7.
When Ω is bounded, S being Lipschitz, this condition implies that there exists a positive β such that the vector S(x) belongs to the cone {y ∈ R n : y · u β|y|} for every x.
The following result is straightforward.
Proposition 2.8. Let S : Ω → R n be a vector field satisfying the cone property,x in Ω and
x : Ix = ]t 1 (x), t 2 (x)[ → Ω (−∞ t 1 (x) t 2 (x) +∞) be
the maximal solution of the autonomous system (2.2). Then for every t in Ix the following inequalities hold:
Moreover, if Ω is bounded there exist T > 0 depending only on Ω such that |t 1 (x)| T and |t 2 (x)| T ; moreover, the limits lim t →t 2 (x) x(t), lim t →t 1 (x) x(t) exist and belong to the boundary of Ω.
Lipschitz fields that satisfy the cone property
In this section Ω is an open bounded subset of R n , the function S : Ω → R n is assumed to satisfy the cone property and the vector u is as in Definition 2.6. We fix a hyperplane Π that is orthogonal to u and such that Ω ∩ Π = ∅. We set
and we introduce the parametrization Ψ Π of the trajectories of the system x = S(x) that intersect Π by
Ψ is the restriction of Φ to R × Π . When no ambiguity may occur we will often write Ψ instead of Ψ Π and A instead of A Π .
Lemma 3.1. For everyx in Ω the function t → Φ(t,x) · u is strictly increasing on Ix .
Proof. The derivative with respect to t of the map t → Φ(t,x) · u is given by S(Φ(t,x)) · u and is thus greater than the strictly positive constant
α. ✷ Theorem 3.2. The domain A Π of Ψ Π is open in R × Π and the image B = Ψ Π (A Π ) of A Π through Ψ Π is open in R n .
The map Ψ Π is Lipschitz, invertible and its inverse is Lipschitz.
Remark 3.3. In the proof of this result the continuity of Ψ Π and its invertibility follow easily from the properties of the flux of S. However, the fact that the inverse Ψ −1 Π is Lipschitz is not trivial at all; moreover, as we show in the following example this conclusion cannot be obtained if the field S, instead of satisfying the cone property, is just such that the trajectories of the associated dynamical system leave Ω in a finite time.
and thus the inverse map is given by
Clearlyx(x, y) is Lipschitz whereas t (x, y) is not. Here the solutions to (x , y ) = S(x, y) leave the domain in a finite time (namely in a time less than π ), however S does not satisfy the cone property on Ω.
Proof of Theorem 3.2. We subdivide the proof into several steps. It is not restrictive to assume that u = e n and that the hyperplane Π is defined by
and therefore by applying the map Φ(−s, ·) on both sides of the latter equality we obtain ν = Φ(0, ν) = Φ(t − s, ν). Taking the scalar product with e n on each side of the equalities we get 
Our goal is to prove the existence of a constant β depending only on Ω and S satisfying max |t − s|, |ξ − ν| β|z − y|. Since the derivative of the map t → Φ(t, x) is S(Φ(t, x)) then we have
Assume that s and t have opposite signs, for instance that s 0 t. Then
whence, taking the scalar product with e n on both sides of the equality, 
taking again the scalar product with e n on both sides of the latter equality, we obtain Set τ = min{|s|, |t|}; the inequalities (3.3) and (3.4) together with (3.5) yield
Choosing 0 < T 1 < α/(KL Φ ) and τ T 1 we obtain |t − s| C 1 |z − y| for some constant C 1 depending only on Ω and S. Now (3.5) gives |ξ − ν| L Φ (C 1 + 1)|z − y|, proving the claim.
(d) The inverse of Ψ is Lipschitz.
If s and t have opposite signs the application of (3.3) together with (3.5) yields
proving the validity of (3.2). Assume now, without restriction, that s and t are both positive. Remark first that by Proposition 2.8 for every (t, ξ ) in A we have
Therefore, if we set ∆ = αT 1 the inequality |Ψ (t, ξ) · e n | ∆ implies that |t| T 1 . For k in Z we set
We define Ψ k by Ψ k (t, ξ ) = Φ(t, (ξ, h k )) for every ξ in Π ; notice that Ψ 0 = Ψ . As in (3.7) Proposition 2.8 implies that
We may assume that y · e n z · e n : let m in N be such that h m y · e n < h m+1 . Remark that m is bounded above by a constant depending only on Ω and S: in fact, from the latter inequality we deduce that m∆ y · e n = y · e n −ȳ · e n for everyȳ in Π ∩ Ω and therefore m is bounded above by the constant (2 diam Ω)/∆. By the continuity and the monotonicity of the maps t → Ψ (t, ξ) · e n and t → Ψ (t, ν) · e n , there exist 
analogously, for k in {0, . . . , m − 1}, we obtain that t k+1 − t k T 1 (the case k = m is excluded here since t m+1 − t m = t − t m may be greater than T 1 ). Starting with k = m we are therefore led to the following situation:
We point out here that the previous steps (b) and (c) do obviously apply when y = Ψ k (s, ν) and Hence, after m + 1 steps we obtain |ξ − ν| C m+1 |z − y|.
m}). It follows from step (c) that
Finally we use (3.4) to deduce that
Now m, s, t are bounded above by constants depending only on Ω and S: the conclusion follows. ✷
We apply now Proposition 2.1 with Λ = Ψ Π . We recall that, for ξ in Π , we denote by 
is absolutely continuous for almost every ξ in Π and
Moreover, the classical partial derivative with respect to t of v * • x ξ is
for almost every (t, ξ ) in A. 
, ξ )) = 0) and satisfying (3.10) and (3.12). ✷
We are now in the position to extend to Sobolev functions the result that we proved for smooth functions in the introduction. Proof. Let N = {x ∈ Ω: v(x) > 0} and assume that N is non negligible. Let the vector u be as in Definition 2.6 and Π be a hyperplane that is orthogonal to u and whose intersection with N is non negligible (for the (n − 1)-Hausdorff measure in Π ); let Ψ = Ψ Π be the map defined above. By Theorem 3.5 there exists a representative v * of v such that the map t → v * • x ξ (t) is absolutely continuous for almost every ξ , its derivative being
and v * (x ξ (t 1 (ξ ))) = 0. Therefore, for almost every ξ in Π ∩ N we have
and therefore the (n − 1)-dimensional integral of v * on Π ∩ N is given by
where we set A 1 = {(t, ξ ) ∈ R×Π: ξ ∈ N, t 0} and v = 0 out of Ω. Theorem 3.2 allows us to apply the change of variables formula for Sobolev functions [9, Theorem 2.2.2]: denoting by J Ψ −1 the Jacobian of the inverse of Ψ we are thus led to the inequalities
a contradiction. It follows that N is negligible. ✷ Remark 3.7. This result plays an important role in the proof of our comparison principle for the minimizers of integral functionals in [7, Theorem 3.14].
The general case
We give now a local version of Theorem 3.2 for a wider class of vector fields. Let Ω be an open subset of R n , S : Ω → R n be Lipschitz. For every x in Ω such that S(x) = 0 we set Π x to be the hyperplane through x that is orthogonal to S(x). If D denotes the domain of the flux of the autonomous system associated to S, we set A x = D ∩ (R × Π x ) and Ψ x to be the restriction of the flux Φ to A x , i.e.,
ξ).
We first show that S does satisfy the cone property in a neighbourhood of a point where it does not vanish.
Moreover, when |S| is bounded below by a strictly positive constant, the constants ρ and α depend only on S. 
Proof. We have S(x) · S(y) = (S(x) − S(y)) · S(y)
Moreover, when |S| is bounded, the two constants T and R depend only on ρ.
Proof. We set Ψ = Ψx and write that Ψ (t, ξ)−x = Ψ (t, ξ)− Ψ (t,x) + Ψ (t,x) − Ψ (0,x). Let ω(t) = Ψ (t, ξ) − Ψ (t,x).
We have
and from Gronwall's lemma we obtain |ω(t)| |ω(0)|e L|t | = |ξ −x|e L|t | ; moreover, R n → R n such that S = S on W , |S| is bounded and inf R n |S| = inf W |S|. We fix T , R, ρ and α as in Lemmas 4.1 and 4.2; our assumption implies that these constants do not depend on the choice of x 0 . In many parts of the proof we write Ψ instead of Ψ x 0 . We subdivide the proof into several steps. 
be the open half-planes defined by
and that
. Let U be a neighbourhood of x 2 contained in Π + 
is Lipschitz, injective and its inverse is Lipschitz.
The injectivity follows by the uniqueness of the solutions of the Cauchy problem. Since the inverse map can be represented in a similar way by considering the field (−S) instead of S it is enough to prove the map t 0 is Lipschitz. Let ξ 1 , ξ 2 Let m in N be such that (m + 1)T /2 τ . For every k in {0, . . . , m} we set x k = Φ(kT /2, x 0 ) and
We remark that Ψ 0 = Ψ . 
We set T k (ξ ) = t 1 (ξ ) + · · · + t k (ξ ); it follows that for every ξ in B(x 0 , R 0 ) ∩ Π x 0 
and t in ]T k (ξ ) − T , T k (ξ ) + T [ we have
Φ(t, ξ) = Ψ k t − T k (ξ ), Φ(T k (ξ ), ξ ) .
