Abstract. Let f be a holomorphic Hecke eigenforms or a Hecke-Maass cusp form for the full modular group SLp2, Zq. In this paper we shall use circle method to prove the Weyl exponent for GLp2q L-functions. We shall prove that
Introduction
Estimating the central values of L-functions is one of the most important problems in modern number theory. In this paper we shall deal with the t-aspect of subconvexity bound for GLp2q L-functions. Let f be a holomorphic Hecke eigenform, or a Maass cusp form for the full modular group SLp2, Zq with normalised Fourier coefficients λ f pnq. The L-series associated to f is given by Lps, f q "
f ppqp´s`p´2 s˘´1 pRes ą 1q.
It is well known that the series Lps, f q extends to an entire function and satisfies a functional equation relating Lps, f q to Lp1´s, f q. The convexity problem in t-aspects deals with the size of Lps, f q on the central line Res " 1{2. The functional equation together with the Phragmén-Lindelöf principle and an asymptotic formula for the gamma functions gives us the convexity bound, or the trivial bound, Lp1{2`it, f q ! t 1{2`ǫ . The subconvexity bound problem is to obtain a bound of the form Lp1{2`it, f q ! t 1{2´δ for some δ ą 0. In this paper we shall prove the following theorem: This bound was first established by Anton Good [4] for holomorphic forms, and later extended by M. Jutila [19] in the case of Maass forms. In this paper, we shall prove this bound by yet another way. We briefly recall the history of the t-aspect subconvexity bound for L-functions. The convexity bound for the Riemann zeta function is given by ζ p1{2`itq ! t 1{4`ǫ , for ǫ ą 0.
(1.1)
Lindelöf hypothesis asserts that the exponent 1{4`ǫ can be replace by ǫ. Subconvexity bound for ζpsq was first proved by Hardy and Littlewood, and by Weyl independently. Establishing a bound for certain exponential sums, Weyl (see [27] and also [26, It was first written down by Landau in a slightly refined form, and has been generalized to all Dirichlet L-functions. Since then it has been improved by several authors. The best known result for the exponent is 13{84 « 0.15476 due to J. Bourgain [2] . Let χ be a Dirichlet character of conductor q. Using cancellations in character sums over short intervals, Burgess [3] proved that for square-free q, L p1{2, χq ! ǫ q 3{16`ǫ . Heath-Brown [13] proved a hybrid bound (uniformly in both the parameters, q and t) of the same strength. Saving the log-factors, the bound in Theorem 1.1 is of the same strength as the bound (1.2) in the GLp2q setting. Therefore it is also known as the Weyl bound. For holomorphic forms, this was first proved by Good [4] using the spectral theory of automorphic functions. Jutila [18] gave an alternate proof based only on the functional properties of Lp f, sq and Lp f b ψ, sq, where ψ is an additive character. The arguments used in his proof were flexible enough to be adopted for the the Maass cusp forms, as shown by Meruman [25] , who proved the result for Maass cusp forms. Good's mean value estimate itself was extended by Jutila [19] to prove the Weyl bound for Maass cusp forms in yet another way.
However, very little is known about the t-aspect subconvexity bound for L-functions of higher rank groups. Subconvexity bounds for the symmetric square lifts of SLp2, Zq forms or a self-dual Maass form for SLp3, Zq is known due to the fundamental work of X. Li [22] . Assuming f to be a self-dual Hecke-Maass cusp form for SLp3, Zq, she proved (see [22, 
page 3, Corollary 1.2])
L p1{2`it, f q ! ǫ, f p1`|t|q for any ǫ ą 0. Later, using a different approach based on a conductor lowering mechanism (see equation (1.6)), Munshi [7] obtained the same exponent for general Hecke-Maass cusp forms for SLp3, Zq. The aim of this paper is to adopt the method of [7] in the context of GLp2q L-functions. We aim to obtain the Weyl exponent, which has previously obtained in the same context by A. Good [4] and M. Jutila [18] via the more traditional route. However, we note that the method of [7] does not easily extend to our context, and one needs to use a more refined stationary phase analysis (Lemma 3.3), and establish more refined bounds for some exponential integrals (subsection 7.3). Without these refinements, one obtains the bound t 3{8`ǫ in place of t 1{3`ǫ .
To prove our theorem, we first use the following general result for an approximate functional equation of Lp f, sq (see [16, 
Here S pNq is a dyadic sum given by
where Vpxq is a smooth bump function supported on the interval r1, 2s and satisfies x j V p jq pxq ! j 1. We normalize Vpxq so that ş R Vpyqdy " 1. We shall use the conductor lowering mechanism introduced by Munshi [7] to estimate the sum S pNq. To that end, we introduce an extra integral with a parameter K, with t ǫ ! K ! t 1´ǫ to be chosen later and arrive at
Here U is a smooth bump function supported in the interval r3{4, 9{4s, with Upxq " 1 for x P r1, 2s and satisfies x j U p jq pxq ! j 1. We now use Kloosterman's version of the circle method (equation
For a real number Q ą 0, we have (see [16, page 470, Proposition 20.7] )
δpnq " 2Re
We choose Q " pN{Kq 1{2 . Substituting the expression for δpnq from (1.8) into (1.6), we obtain S pNq " S`pNq`S´pNq,
In the rest of the paper we shall estimate the sum S`pNq since estimates on the sum S´pNq are similar. We shall establish the following bound to prove Theorem 1.1. Proposition 1.3. Let S˘pNq be given by equation (1.9) . We have
Substituting the above bound into equation (1.5) and choosing K " t 2{3 , we obtain
We observe that the trivial estimate is S˘pNq ! N 2`ǫ . To obtain the subconvexity bound as stated in the Theorem 1.1, we are require to save N 7{6 from the sum S˘pNq. We shall briefly explain the method of the proof in the following steps. For simplicity, we assume that t -N and q -Q (where α -A means there exist constants 0 ă c 1 ă c 2 such that c 1 A ă |α| ă c 2 A).
Step 1-Poisson summation formula: We start by applying Poisson summation formula to the m-sum. The initial length of the m-sum is of size N. The 'analytic conductor' for m ipt`vq has size t and the 'arithmetic conductor' has size q. Therefore roughly, the conductor for the m-sum has size tQ. After the application of Poisson summation formula, we observe that up to an arbitrarily small error, the dual sum is of length ! tq{N. The dual side also yields a congruence condition which determines a mod q uniquely. The total saving after the first step is
We have used the stationary phase method for the resulting exponential integral to get this saving. After the first step, we have a sum of the form
Step 2-Voronoi summation formula: Next, we apply the Voronoi summation formula to the n-sum. The 'analytic conductor' for n iv is of size K and the 'arithmetic conductor' for epnm{qq is of the size Q, which gives us a total conductor of size KQ. The dual sum has size pQKq 2 {N. So the saving in second step is N{QK " a N{K. To get this saving, we use the second derivative bound for certain exponential integrals (see subsection 6.1). A trivial estimate after the second step give us S`pNq ! ? NKt.
Step 3-Integration over v: We first simplify some integral transforms (see Section 6) by the stationary phase analysis. Trivially, the integration over v has size K. Stationary phase analysis on the integration over v gives a saving of size ? K. We are left with a sum of the form
where Jpq, m, τq is a highly oscillatory function of size Op1q. Trivial estimate gives S`pNq ! ? Nt -t (as N -t) which would give the convexity bound. To obtain an additional saving, we apply the CauchySchwarz inequality and Poisson summation formula to the n-sum. This is where the introduction of K helps us beat the convexity bound.
Step 4-Cauchy inequality and Poisson summation: We first apply the Cauchy-Schwarz inequality to the n-sum to get rid of the Fourier coefficients λ f pnq. We the open the absolute value squared and interchange the order of summation. We then apply the Poisson summation formula to the n-sum. This saves ? K from the diagonal term and t{K from the off-diagonal term. The total saving is mint ? K, t{Ku. By setting ?
K " t{K, the optimal choice for K turns out to be K " t 2{3 . Since the Cauchy-Schwarz inequality squares the amount we need to save, we observe that the saving in this step is of the size K 1{4 -t 1{6 . Hence we obtain
Preliminaries
In this section we recall some basic facts about SLp2, Zq automorphic forms (for details, see [14] and [16] ). Our requirement is minimal, in fact Voronoi summation formula and Rankin-Selberg bound (see Lemma 3.2 ) is all that we use.
2.1. Holomorphic cusp forms. Let f be a holomorphic Hecke eigenform of weight k for the full modular group SLp2, Zq. The Fourier expansion of f at 8 is
where epzq " e 2πiz and λ f pnq are the normalized Fourier coefficients. Deligne proved that |λ f pnq| ď dpnq, where dpnq is the divisor function. The L-function associated with a form f is given by
Lps, f q "
Hecke proved that Lps, f q admits an analytic continuation to the whole complex plane, given by
and satisfies the functional equation
εp f q is a root number and f is the dual cusp form. We now state the Voronoi summation formula for holomorphic cusp forms (see [24] ). [8] . We apply the identity ΓpsqΓp1´sq " π cscpπsq to arrive at the formula as written above.
2.2.
Maass cusp forms. Let f be a weight zero Hecke-Maass cusp form with Laplace eigenvalue 1{4`ν 2 .
The Fourier series expansion of f at 8 is given by
where K iν pyq is a Bessel function of second kind. Ramanujan-Petersson conjecture predicts that |λ f pnq| ! n ǫ . Kim and Sarnak [21] proved |λ f pnq| ! n 7{64`ǫ . L-function associated to the form f is similarly defined by Lps, f q :" ř 8 n"1 λ f pnqn´s ( Re s ą 1). It also extends to an entire function and satisfies the functional equation Λps, f q " ǫp f qΛp1´s, f q, where |ǫp f q| " 1. The completed L-function Λps, f q is given by
We need the following Voronoi summation formula for the Maass forms. This was first established by Meurman [24] for full level.
Lemma 2.2. Voronoi summation formula: Let λ f pnq be as above. Let h be a compactly supported smooth function in the interval p0, 8q. Let a, q P Z be such that pa," 1. We have
where aa " 1 mod q, and
Proof. See [6, Page 44 equation (A.14)]. We have substituted the change of variable 1´s{2 "´u to arrive at the formula in above form.
Some Useful Lemmas
In this section, we state some results that we will use. We start by recalling the following version of Stirling's formula. 
Also in any vertical
and
We now recall the Rankin-Selberg bound for Fourier coefficients of Hecke-Maass cusp forms in the following lemma. 
We also require to estimate the exponential integral of the form:
where f and g are real valued smooth functions on the interval ra, bs. Suppose on the interval ra, bs we have | f 1 pxq| ě B, | f p jq pxq| ď B 1`ǫ for j ě 2 and |g p jq pxq| ! j 1. Then by a change of variables
we obtain
Applying integration by parts, differentiating gpxq{ f 1 pxq j-times and integrating epuq, we have
We use this bound at several place to show that in absence of stationary phase point certain integrals are negligibly small. Next we consider the case when stationary phase exists i.e., when f 1 pxq " 0 for some x in the interval pa, bq.
Lemma 3.3. Let f and g be smooth real valued functions on the interval ra, bs that satisfy
f piq ! Θ f Ω i f , g p jq ! 1 Ω j g and f p2q " Θ f Ω 2 f ,(3.
4)
for i " 1, 2 and j " 0, 1, 2. Suppose that gpaq " gpbq " 0.
(a) Suppose f 1 and f 2 do not vanish on the interval ra, bs. Let Λ " min xPra,bs | f 1 pxq|. Then we have 
(c) Let x 0 be as above and f, g be smooth functions with bounds on derivatives as above. We will also need the expansion of I up to the the second main term,
Proof. For p1q and p2q, see Theorem 1 and Theorem 2 of [5] . For p3q, we use Proposition 8.2 of [1] and expand the expression up to n " 4. The n " 0, 1, 2, 3 terms contribute to the main term and the terms n " 3, 4, 5 give the error term.
We shall also require the following estimates on oscillatory integrals in two variables. Let f px, yq and gpx, yq be two real valued smooth functions on the rectangle ra, bsˆrc, ds. Consider the following exponential integral in two variables,
Suppose there exist two positive parameters r 1 and r 2 such that
for all x, y P ra, bsˆrc, ds. Then we have (See [9, Lemma 4])
Further suppose that Supppgq Ă pa, bqˆpc, dq. The total variation of g equals varpgq :"
We have the following result (see [10, Lemma 5] ).
Lemma 3.4. Let f and g be as above and let f satisfy the conditions given in (3.6). Then
with an absolute implied constant.
3.1.
A Fourier-Mellin transform. Let U be a smooth real valued function supported on the interval ra, bs Ă p0, 8q and satisfying U p jq ! a,b, j 1. Let r P R and s " σ`iβ P C. We consider the following integral transform
We are interested in the behaviour of this integral in terms of parameters β and r (assuming that a, b and σ are fixed). The integral U 6 pr, sq is of the form given in equation (3.2) with gpxq " Upxqx σ´1 and f pxq " 1 2π β log x´rx.
Derivatives of f pxq are given by
The unique stationary point is given by
We can write f 1 pxq in terms of β and r as
Let us first assume that x 0 R ra{2, 2bs. In this case we observe that | f 1 pxq| " a,b,σ maxt|r|, |β|u and f p jq pxq ! a,b,σ, j |β| for x P ra, bs. Using equation (3. 3), U 6 pr, sq ! j mint|r|´j, |β|´ju. Let us now consider the case when x 0 P ra{2, 2bs. In this case we observe that |r| -a,b |β|. We use Lemma 3.3 with Θ f " |β| and Ω f " Ω g " 1 to conclude
We record the above results in the following lemma.
Lemma 3.5. Let U be a smooth real valued function with supppUq Ă ra, bs Ă p0, 8q that satisfies U p jq pxq ! a,b, j 1. Let r P R and s " σ`iβ P C. We have
where U 0 pσ, xq " x σ Upxq and
Integrating equation (3.8) by parts, we also have
In the following sections we outline the details of the proof. We give details when f is a holomorphic form. The case for Maass forms is similar, the only difference being the arguments of the gamma function.
Applying Poisson summation Formula (Step 1:)
We apply Poisson summation formula to the m-sum in equation (1.9). Writing m " α`lq and then applying the Poisson summation formula to sum over l, we have We observe that a mod q is uniquely determined by the above congruence relation. We first examine the contribution of m " 0. We have |Npaqq´1 x| ! q´1pNKq 1{2 (since a -Q and we will choose Q " pN{Kq 1{2 ). From the congruence relation given in equation (4.1) we have pm," 1, hence for the case m " 0, only q " 1 can occur. Applying the second statement of the Lemma 3.5 with β " t`v -t and r " pNKq 1{2 , we observe that the contribution of m " 0 is negligibly small if pNKq 1{2 {t ! 1. This follows since we choose t ǫ ! K ! t 1´ǫ . Let us now consider the case where m ‰ 0. In this case we have |Npaqq´1pam´xq| -Nq´1|m|. Applying the second statement of Lemma 3.5 with β " t`v -t and r " Nq´1|m|, we see that the contribution is negligibly small if t{pq´1N|m|q ă 1, that is if |m| " qt 1`ǫ {N. Therefore, it suffices to consider m in the range 1 ď |m| ! qt 1`ǫ {N. We split the sum over q into dyadic subintervals of the form rC, 2Cs, with 1 ! C ď Q. We record the above result in the following lemma.
Lemma 4.1. Let N and K be as above. We have
where S`pN, Cq "
Here a P pQ, q`Qs is uniquely determined by the congruence relation given in equation (4.1).
Applying Voronoi summation formula (Step 2:)
We next apply the Voronoi summation formula to the sum over n. Using gpnq " n iv ep´nx{aqqVpn{Nq in Lemma 2.1, we obtain Here s " σ`iτ, γps, kq is defined in Lemma 2.1 and V 6 is given by equation (3.8) . By Lemma 3.1,
Using the second statement of Lemma 3.5 with r " N x{aq -pNKq 1{2 {q and β " |τ´v|, we have
Shifting the line of integration to σ " M and choosing j " 2M`3, we have
Letting M Ñ 8, we observe that the dual sum is negligibly small if n " K. For n ! K, we move the line of integration to σ "´1{2 to obtain Gˆn q 2 , 
In the next section we use Lemma 3.5 to analyse the integral G 1 pq, m, τq.
6. Analysis of G 1 pq, m, τq 6.1. Stationary phase analysis for U 6 and V 6 . We apply Lemma 3.5 with r " Npma´xq{aq and s " 1´ipt`Kvq to get
With r " N x{aq and s " 1{2´iτ`iKv we also have
We note that in (6.1), pt`Kvq -t, therefore the main term is bigger than the error term. However, in (6.2), the main term will be smaller than the error term if |τ´Kv| ă 1. Support of V forces Kv´τ -N x{aq. Therefore we bound V 6 by Op1q when N x{aq ă 1, that is, x ă aq{N . Support of V restricts the length of the integral over v to ! N x{Kaq ď 1{K (as |Kv´τ|aq{2πN x ď 2 ñ´4πN x{aqK`τ{K ă v ă  4πN x{aqK`τ{K) . In the range x P r0, aq{Ns, using the facts u r Upuq ! r 1, v r Vpvq ! r 1 and estimating integral over v trivially, we have
When x P raq{N, 1s, we substitute the expressions of U 6 and V 6 from (6.1) and (6.2) into equation (5.2). Then G 1 pq, m, τq is given by
where the arguments of U i , V j are as in (6.1), (6.2) and Epτq is given by
To estimate error term Epτq, we first perform the v-integral by splitting into two cases. In first case, the first term of integrand in equation (6.4) is smaller than second, aq N x¯ă
We observe that the range of integration over v is bounded by N x{aqK. We split the range of v in two parts, |τ| ď 100K and |τ| ě 100K. When |τ| ď 100K, we bound the length of v-integral by N x{aqk. When |τ| ě 100K, we bound the length of v-integral by Op1q. Hence in the first case, Epτq bounded by
Here we use the fact that for |τ| ě 100K, in the range of v this interval does not intersect r1, 2s unless N x{aq -|τ|. 
( 6.6) 6.2.
Step 3: Integration over v. The integral over v is a stationary phase integral of the form ş R GpvqepFpvqq dv with
The argument of V i , U j are the same as in (6.1) and (6.2). Our goal is to apply Lemma 3.3 to the above integral. We have
The stationary phase point is given by F 1 pv 0 q " 0, i.e.,
For later calculations, it helps to note that
Since Vpvq is supported on r1, 2s, we observe that the weight functions V i ppKv´τqaq{2πN xq vanish unless pKv´τq -N x{aq. Using this in equation (6.9) Using the expression of v 0 , we can write the derivative of F as
Using the fact that N ! t 1`ǫ and pKv´τq -N x{aq, we have 0 ă Kv´τ ď N{aq ! K 1{2 t 1`ǫ {N 1{2 . Since V is supported on r1, 2s, there is no stationary phase if v 0 R r3{4, 9{4s. Using the inequality logp1`xq ě x{2 for 0 ď x ď 1 in equation (6.10) in the support of integral, we obtain
When v 0 R r3{4, 9{4s, we apply Lemma (3.3) with On the other hand, if x ą Kaq{N, then Ω G " 1 and Λ " K 2´ǫ aq{N x, so that
Integrating over x,ˆa q Nt˙1
(6.13)
If v 0 P r3{4, 9{4s there still may not be a stationary phase. When there is no stationary phase, by similar calculations as above, the error contribution is bounded by (6.12) and (6.13). When there is a stationary phase, we use the second statement of Lemma 3.3 and estimate the integral over x trivially. As earlier, if aq{N ď x ď Kaq{N, then from equation (6.11), we have Ω F " Ω G and Λ " K 1´ǫ . In this case, the error term in the second part of Lemma with some absolute constant c 1 (note that m ă 0 and |m| -qt{N). Since this stationary phase occurs when aq{N ă x ă 1, we can replace the error term of Gpv 0 q by Opaqt ǫ {N x 1´ǫ q. The contribution of this error term is bounded byˆa q Nt˙1
We now extend the range of x-integral in the main term to r0, 1s. This contributes an error term bounded by
This is dominated by the error term given in equation (6.6) . Collecting the error terms given in equations (6.6) and (6.16), and recalling that a -pN{Kq 1{2 and q -C, we define
(6.17)
We observe that
We summarize this section in the following lemmas. 
where EpC, τq is given in equation (6.17) .
Substituting the decomposition of G 1 pq, m, τq in Lemma (5.1), we get the following result.
Lemma 6.2. We have
where
where for ℓ " 2, 3 we have
with G ℓ pq, m, τq is as defined in the above lemma.
7. Cauchy inequality and Poisson summation formula (Step 4:) 7.1. First application of Cauchy inequality and Poisson summation formula. In this subsection we shall estimate S2 pN, Cq :"
where S2 , j pN, Cq is given in Lemma 6.2. Taking the dyadic divison of summation over n and using the trivial bound for the gamma function, we have
Here and afterwards, e q pαq " epα{qq. We now apply Cauchy inequality to the n-sum to get
Expanding the absolute value squared and interchanging the summation, we obtain 1 q 1´2iτ q 1`2iτ G 2, j pq, m, τqG 2, j pq 1 , m 1 , τqD, where
Writing n " α`lqq 1 and applying Poisson summation to the l-sum,
Integrating by parts, we observe that the integral is negligibly small if
Evaluating the exponential sum, we have
Substituting the bound for D, we get that up to a negligible error, the sum S2 pN, C, L, τq is dominated by
We have to analyze the cases n " 0 and n ‰ 0 separately. When n " 0, the congruence condition above gives q " q 1 and a " a 1 . For a given m, this fixes m 1 up to a factor of t 1`ǫ {N. Moreover, in the case Q 2 ă K, that is, K ą N 1{2 , we'll have only n " 0 for L ą C 2 . Therefore for n ‰ 0, we will let L go up to mintC 2 , Ku. We note that the congruence condition implies q|pn´aq 1 q and q 1 |pn`a 1 qq. Since a and a 1 lie in an interval of length q, fixing n, q and q 1 fixes both a and a 1 . That saves q, q 1 in the m, m 1 -sums respectively. Moreover, since q 1 |pn`aqq, there are only t ǫ -many q 1 for a fixed q. Then,
If K ě N 1{3 , then the contribution of the second term is smaller than that of the first. So we neglect the second term. Summing over L, and using (6.18), S 2 pN, Cq ! t 1{2`ǫ {C 2 . Multiplying by N 1{2 {K and summing over C dyadically,
7.2. Second application of Cauchy inequality and Poisson summation formula. We shall estimate S1 pN, Cq :"
As in the previous case, we split the summation over n into dyadic segments. This time we keep the τ integral inside the absolute value to get
We apply the Cauchy-Schwarz inequality to get 5) where S1 , j pN, C, Lq is given by
Expanding the absolute value squared and interchanging the summation over n, S1 , j pN, C, Lq becomes
As in the previous case, breaking the summation modulo1 , applying Poisson summation formula, and making a change of variable pα`yqq 1 q{L " w, we get
where U 6 is defined by equation (3.8) . Recall that |τ´τ 1 | ! pNKq 1{2 t ǫ {C and q, q 1 -C. Applying Lemma 3.5 we observe that the integral is negligibly small if n " CpNKq 1{2 t ǫ {L. Substituting value of D we have the following lemma.
Lemma 7.1. We have (7.6) where S1 , j pN, C, L, 0q corresponds to contribution of Ip0q, S1 , j pN, C, L, 1q corresponds to contribution of Ipnq for n ‰ 0, and
By using the value of G 2 pq, m, τq as given in Lemma 6.1, we have We shall first evaluate the integral transform U 6 . For n " 0, using Lemma 3.5 with r " 0 and β " |τ´τ 1 | we observe that integral U 6 is negligibly small if |τ´τ 1 | " t ǫ . We denote
The integrand is non-vanishing only when P P r1, 2s. Hence the range of the x-integral is of size
Substituting the above bound and using u 3{2 Vpuq ! 1, we obtain
Now, using above bound for W j pq, m, τq, trivial bound for Gamma function γps, kq ! 1, u 3{2 Vpuq ! 1, along with the fact that τ P r´pNKq 1{2 t ǫ {C, pNKq 1{2 t ǫ {Cs, we obtain that the contribution of the term n " 0 is bounded above by
We need to save little more, as we do in the following subsection. 
Hphq is a function of h defined appropriately. Substituting the above expression into equation (7.10), we have that the integral over τ is given by
This bound is obtained using repeated integration by parts. We observe that integration over τ is negligibly small if
As in equation (7.9), integrating over τ and h, we obtain Ip0q ! t ǫ pKtq´1. We record this result in the following lemma.
Lemma 7.2. Let Ipnq be as given in equation (7.7) . Then Ip0q is negligibly small except for
In the above range we have
Substituting this into equation (7.6) we obtain that the contribution of Ip0q in Lemma 7.1 is given by
Since pa," pa 1 , q 1 q " 1, the congruence condition modulo1 implies q " q 1 and a " a 1 . Therefore m " m 1 mod q. The condition |qm´q 1 m 1 | ! t ǫ C 2 m{pNKq 1{2 becomes |m´m 1 | ă Cm{pNKq 1{2 . Given the condition t ă NK (7.12) we see that Cm{pNKq 1{2 ă C. Therefore choosing m fixes m 1 . The above sum is therefore bounded by
We record this result in the following lemma.
Lemma 7.3. Let S1 , j pN, C, L, 0q be as given in equation (7.6) . We have
In the following subsection we consider the case when n ‰ 0. 7.4. Analysis of Ipnq for n ‰ 0. We apply Lemma 3.5 and use 14) where c 3 is an absolute constant which depends on the sign of n. We shall first estimate the contribution of the error term towards Ipnq. Using γps, kq ! 1, u 3{2 Vpuq ! 1, W j pq, m, τq ! t´1 {2 and that τ range is bounded by J :" pNKq 1{2 t ǫ {C , we have the error contribution bounded by
In the first case, where the first term is smaller that the second, the contribution is bounded by Our goal is to apply Lemma 3.4. For this, we first compute the total variation of function Gpτ, τ 1 q defined as in equation (3.7) . Using Φ 1 pτq ! |τ|´1 and B Bτ W j pq, m, τq ! t´1 {2 |τ|´1, we have varpGq ! t´1`ǫ. We apply Lemma 3.4 with r 1 " τ´1 {2 -j´1 {2 and r 2 " τ 1´1{2 -j´1 {2 , we observe that the double integral is bounded by t´1`ǫ j´1 {2 j´1 {2 ! t´1`ǫ j. Substituting this bound for the double integral, estimating the integral over z trivially and using j ! pNKq 1{2 {C, we have that the total contribution of leading term is bounded by
We summarize the contribution of the leading term and the error term in the following lemma.
Lemma 7.4. Let n ‰ 0. For any ǫ ą 0, we have
Substituting the bound for Ipnq (for n ‰ 0) in Lemma 7.1 and reasoning exactly as we did to bound (7.3), we obtain that S1 , j pN, C, L, 1q is bounded above by 
We record this bound for S1 , j pN, C, Lq in the following lemma.
Lemma 7.5. Let S1 , j pN, C, L, 1q be as given in equation (7.6) . We have
Substituting the bounds of Lemma 7.3 and Lemma 7.5 into Lemma 7.1, we obtain the following lemma Lemma 7.6. Let S1 , j pN, C, Lq be as given in equation (7.5) . We have
Substituting the bound for S1 , j pN, C, Lq in the equation (7.5),
N˙. (7.18) Substituting the bound for S1 , j pN, Cq from equation (7.18) ,
N˙.
Substituting the bound for S1 pN, Cq and using C ! N 1{2 {K 1{2 , we have S1 pNq
t 1{2˙. (7.19) Combining the bounds (7.4) and (7.19), we get Proposition 1.3.
