Abstract. We introduce the notion of a strong L-space, a closed, oriented rational homology 3-sphere whose Heegaard Floer homology can be determined at the chain level. We prove that the fundamental group of a strong L-space is not left-orderable. Examples of strong L-spaces include the double branched covers of alternating links in S 3 .
Introduction
Heegaard Floer homology, developed by Ozsváth and Szabó [8] in the early 2000s, has been an extremely effective tool for answering classical questions about 3-manifolds, particularly concerning the genera of embedded surfaces [6] . However, surprisingly little is known about the relationship between Heegaard Floer homology and topological properties of Heegaard splittings, even though a Heegaard diagram is an essential ingredient in defining the Heegaard Floer homology of a closed 3-manifold Y . In particular, a Heegaard diagram provides a presentation of the fundamental group of Y , and it is natural to ask how this presentation is related to the Heegaard Floer chain complex. In this paper, we shall investigate one such connection.
A left-ordering on a non-trivial group G is a total order < on the elements of G such that g < h implies kg < kh for any g, h, k ∈ G. A group G is called left-orderable if it is nontrivial and admits at least one left-ordering. The question of which 3-manifolds have leftorderable fundamental group has been of considerable interest and is closely connected to the study of foliations. For instance, if Y admits an R-covered foliation (i.e., a taut foliation such that the leaf-space of the induced foliation on the universal cover Y is homeomorphic to R), then π 1 (Y ) is left-orderable. Boyer, Rolfsen, and Wiest [2] showed that the fundamental group of any irreducible 3-manifold Y with b 1 (Y ) > 0 is left-orderable, reducing the question to that of rational homology spheres.
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In its simplest form, Heegaard Floer homology associates to a closed, oriented 3-manifold Y a Z/2Z-graded, finitely generated abelian group HF(Y ). This group is computed as the homology of a free chain complex CF(H) associated to a Heegaard diagram H for Y ; different choices of diagrams for the same manifold yield chain-homotopyequivalent complexes. The group CF(H) depends only on the combinatorics of H, but the differential on CF(H) involves counts of holomorphic curves that rely on auxiliary choices of analytic data. If Y is a rational homology sphere, then the Euler characteristic of HF(Y ) is equal to |H 1 (Y ; Z)|, which implies that the rank of HF(Y ) is at least
thus, L-spaces have the simplest possible Heegaard Floer homology. Examples of Lspaces include S 3 , lens spaces (whence the name), all manifolds with finite fundamental group, and double branched covers of alternating (or, more broadly, quasi-alternating) links. Additionally, Ozsváth and Szabó [6] showed that if Y is an L-space, it does not admit any taut foliation; whether the converse is true is an open question.
The following related conjecture, stated formally by Boyer, Gordon, and Watson [1] , has recently been the subject of considerable attention:
This conjecture is now known to hold for all geometric, non-hyperbolic 3-manifolds [1] .
1 Additionally, Boyer, Gordon, Watson [1] and Greene [3] have shown that the double branched cover of any non-split alternating link in S 3 -which is generically a hyperbolic 3-manifold -has non-left-orderable fundamental group.
In this paper, we prove the "if" direction of Conjecture 1 for manifolds that are "L-spaces on the chain level." To be precise, we call a 3-manifold Y a strong L-space if it admits a Heegaard diagram H such that CF(H) ∼ = Z |H 1 (Y ;Z)| . This purely combinatorial condition implies that the differential on CF(H) vanishes, without any consideration of holomorphic disks. We call such a Heegaard diagram a strong Heegaard diagram. By considering the presentation for π 1 (Y ) associated to a strong Heegaard diagram, we prove:
1 Specifically, work of Boyer, Rolfsen, and Wiest [2] and Lisca and Stipsicz [5] gives the result for Seifert manifolds with base orbifold S 2 , as was also observed by Peters [9] . The cases of Seifert manifolds with non-orientable base orbifold and of Sol manifolds follow from [2] and [1] .
The standard Heegaard diagram for a lens space is easily seen to be a strong diagram. Moreover, Greene [4] constructed a strong Heegaard diagram for the double branched cover of any alternating link in S 3 ; indeed, Boyer, Gordon, and Watson's proof that the fundamental group of such a manifold is not left-orderable essentially makes use of the group presentation for π 1 associated to that Heegaard diagram. At present, we do not know of any strong L-space that cannot be realized as the double branched cover of an alternating link; while it seems unlikely that every strong L-space can be realized in this manner, it is unclear what obstructions could be used to prove this claim. (Indeed, the question of finding an alternate characterization of alternating links is a famous open problem posed by R. H. Fox.) Nevertheless, our theorem seems like a useful step in the direction of Conjecture 1 in that it relies only on data contained in the Heegaard Floer chain complex.
On the other hand, the following theorem, which is well-known but does not appear in the literature, does indicate that being a strong L-space may be a fairly restrictive condition:
In particular, there exist integer homology spheres that are L-spaces (e.g., the Poincaré homology sphere) but not strong L-spaces. The fact that the condition of being a strong L-space detects S 3 suggests that it might be possible to obtain a more explicit characterization or even a complete classification of strong L-spaces. Below, we shall present a graph-theoretic proof of Theorem 2 due to Josh Greene. In fact, this proof can be extended to classify the finitely many strong L-spaces with |H 1 (Y ; Z)| ≤ 3, and it is natural to ask whether, for any n, there are finitely many strong L-spaces with |H 1 (Y ; Z)| ≤ n. Grigsby, Peter Ozsváth, and Liam Watson for helpful conversations, and to the Simons Center for Geometry and Physics, where much of the work in this paper was completed while the authors were visiting in May 2011.
Proofs of Theorem 1 and 2
To prove Theorem 1, we will use a simple obstruction to left-orderability that can be applied to group presentations.
Let X denote the set of symbols {0, +, −, * }. These symbols are meant to represent the possible signs of real numbers: + and − represent positive and negative numbers, respectively, and * represents a number whose sign is not known. As such, we define a commutative, associative multiplication operation on X by the following rules: (1) 0·ǫ = ǫ·0 = 0 for any ǫ ∈ X; (2) +·+ = −·− = +; (3) +·− = −·+ = −; and (4) ǫ · * = * · ǫ = * for ǫ ∈ {+, −, * }.
A group presentation G = x 1 , . . . , x m |r 1 , . . . , r n gives rise to an m × n matrix E(G) = (ǫ i,j ) with entries in X by the following rule: Proof. Suppose that < is a left-ordering on G, and let d i be 0, +, or − according to whether x i = 1, x i > 1, or x i < 1 in G. Since G is nontrivial, at least one of the d i is nonzero. If the j th column of M is nonzero and has entries in {0, +}, the relator r j is a product of generators x i that are all nonnegative in G, and at least one of which is strictly positive. Thus, r j > 1 in G, which contradicts the fact that r j is a relator. An analogous argument applies for a nonzero column with entries in {0, −}.
We shall focus on presentations with the same number of generators as relations. For a permutation σ ∈ S n , let sign(σ) ∈ {+, −} denote the sign of σ (+ if σ is even, − if σ is odd). The key technical lemma is the following: Lemma 2. Let G = x 1 , . . . , x n |r 1 , . . . , r n be a group presentation such that E(G) has the following properties:
(1) There exists at least one permutation σ 0 ∈ S n such that the entries ǫ 1,σ 0 (1) , . . . , ǫ n,σ 0 (n) are all nonzero. (2) For any permutation σ ∈ S n such that ǫ 1,σ(1) , . . . , ǫ n,σ(n) are all nonzero, we have ǫ 1,σ(1) , . . . , ǫ n,σ(n) ∈ {+, −}. (2), we have
Then the group G presented by G is not left-orderable. Figure 1 . Illustration of the proof of Lemma 2. In the matrix M shown at left, the entries m i,σ(i) are highlighted, where σ is the permutation constructed in the proof. To find σ, we start with the + in the upper left corner, travel to a − in the same column, and then travel to the diagonal entry in the same row as this −. Repeating this procedure, we eventually obtain a closed loop, as shown at right.
In other words, if we consider the formal determinant
condition (1) says that at least one summand is nonzero, condition (2) says that no nonzero summand contains a * , and condition (3) says that every nonzero summand has the same sign.
Proof. By reordering the generators and relations, it suffices to assume that σ 0 from condition (1) is the identity, so that ǫ i,i = 0 for i = 1, . . . , n, and hence ǫ i,i ∈ {+, −} by condition (2). We shall show that E(G) satisfies the hypotheses of Lemma 1. Suppose, then, toward a contradiction, that d 1 , . . . , d n are elements of {0, +, −}, not all zero, such that every nonzero column of the matrix M obtained as in Lemma 1 contains a nonzero off-diagonal entry (perhaps a * ) that is not equal to the diagonal entry in that column. Denote the (i, j) th entry of M by m i,j . We may inductively construct a sequence of distinct indices i 1 , . . . , i k ∈ {1, . . . , n} such that (A) m i j ,i j ∈ {+, −} for each j = 1, . . . , m, and (B) m i j+1 ,i j = 0 and m i j+1 ,i j = m i j ,i j for each j = 1, . . . , k, taken modulo k. This is done by "connecting the dots" as in Figure 1 . Specifically, we begin by choosing any i 1 such that m i 1 ,i 1 = 0. Given i j , our assumption on M states that we can choose i j+1 satisfying assumption (B) above; we then have m i j+1 ,i j+1 = 0 since otherwise the whole i j+1 th row would have to be zero. Repeating this procedure, we eventually obtain an index i k that is equal to some previously occurring index i k ′ , where k ′ + 1 < k. The sequence i k ′ +1 , . . . , i k , relabeled accordingly, then satisfies the assumptions (A) and (B) .
Define a k-cycle σ ∈ S n by σ(i j ) = i j+1 for j = 1, . . . , k mod k, and σ(i ′ ) = i ′ for i ′ ∈ {i 1 , . . . , i k }. By construction, ǫ i,σ(i) = 0 for each i = 1, . . . , n, so the sequence (ǫ 1,σ(1) , . . . , ǫ n,σ(n) ) contains no * s by condition (2) . The sequences (ǫ 1,σ(1) , . . . , ǫ n,σ(n) ) and (ǫ 1,1 , . . . , ǫ n,n ) differ in exactly k entries, and the signature of σ is (−1) k−1 . This implies that
which contradicts condition (3). This completes the proof. Now we will apply Lemma 2 to prove Theorem 1. We first recall some basic facts about the Heegaard Floer chain complex. A Heegaard diagram is a tuple H = (Σ, α, β), where Σ is a closed, oriented surface of genus g, α = (α 1 , . . . , α g ) and β = (β 1 , . . . , β g ) are each g-tuples of pairwise disjoint simple closed curves on Σ that are linearly independent in H 1 (Σ; Z), and each pair of curves α i and β j intersect transversely. A Heegaard diagram H determines a closed, oriented 3-manifold Y = Y H with a self-indexing Morse function f : Y → [0, 3] such that Σ = f −1 (3/2), the α circles are the belt circles of the 1-handles of Y , and the β circles are the attaching circles of the 2-handles. If we orient the α and β circles, the Heegaard diagram determines a group presentation
where the generators a 1 , . . . , a g correspond to the α circles, and b j is the word obtained as follows: If p 1 , . . . , p k are the intersection points of β j with the α curves, indexed according to the order in which they occur as one traverses β i , and
where η(p i ) ∈ {±1} is the local intersection number of α i ℓ and β j at p i . Let Sym g (Σ) denote the g th symmetric product of Σ, and let T α , T β ⊂ Sym g (Σ) be the g-dimensional tori α 1 × · · · × α g and β 1 × · · · × β g , which intersect transversely in a finite number of points. Assuming Y is a rational homology sphere, CF(H) is the free abelian group generated by points in S H = T α ∩ T β .
2 More explicitly, these are tuples x = (x 1 , . . . , x g ), where x i ∈ α i ∩ β σ(i) for some permutation σ ∈ S g . The differential on CF(H) counts holomorphic Whitney disks connecting points of S H (and depends on an additional choice of a basepoint z ∈ Σ), but we do not need to describe this in any detail here.
Orienting the α and β circles determines orientations of T α and T β . For x ∈ S H , let η(x) denote the local intersection number of T α and T β at x. If x = (x 1 , . . . , x g ) with x i ∈ α i ∩ β σ(i) , we have Proof. If rank( CF(H)) = χ( CF(H)) = |H 1 (Y ; Z)|, then CF(H) is supported in a single grading, so η(x) = 1 for all x ∈ T α ∩ T β . The result then follows quickly from equations (1), (2), and (3). Specifically, since S H = ∅, there exists σ 0 ∈ S g such that α i ∩ β σ 0 (i) = ∅ for each i, and hence ǫ i,σ 0 (i) = 0. If α i and β j contain a point x that is part of some x ∈ S H , then every other point x ′ ∈ α i ∩β j has η(x ′ ) = η(x), and hence (3) and the fact that η(x) = η(x ′ ) imply the final hypothesis.
Finally, to prove Theorem 2, we use a simple graph-theoretic argument. Given a Heegaard diagram H, let Γ H denote the bipartite graph with vertex sets A = {A 1 , . . . , A g } and B = {B 1 , . . . , B g }, with an edge connecting A i and B j for each intersection point in α i ∩ β j . The set S H thus corresponds to the set of perfect matchings on Γ H . Proof. If A i is 1-valent, then the curve α i intersects one β curve, say β j , in a single point and is disjoint from the remaining β curves. By a sequence of handleslides of the α curves, we may remove any intersections of β j with any α curve other than α i , without introducing or removing any intersection points. We may then destabilize to obtain H ′ . Since every element of S H includes the unique point of α i ∩ β j , we have a bijection between S H and S H ′ . (Indeed, Γ ′ H is obtained from Γ H by deleting A i and B j , which does not change the number of perfect matchings.) The case where B i is 1-valent is analogous.
Proof of Theorem 2. Let H be a strong Heegaard diagram for Y whose genus g is minimal among all strong Heegaard diagrams for Y . Suppose, toward a contradiction, that g > 1. By Lemma 4, Γ H has no leaves. By assumption, Γ H has a single perfect matching µ. We direct the edges of Γ H by the following rule: an edge points from A to B if it is included in µ and from B to A otherwise. Thus, every vertex in A has exactly one outgoing edge, and every vertex in B has exactly one incoming edge. We claim that Γ H contains a directed cycle σ. To see this, let γ be a maximal directed path in Γ H that visits each vertex at most once, and let v be the initial vertex of γ. If v ∈ B, then there is a unique directed edge e in Γ H from some point w ∈ A to v, and e is not included in γ. Likewise, if v ∈ A, then there is an edge e not in γ connecting v and some point w ∈ B since v is not a leaf, and e is directed from w to v since the only outgoing edge from v is in γ. In either case, the maximality of γ implies that w ∈ γ, which means that γ ∪ e contains a directed cycle. However, (µ σ) ∪ (σ µ) is then another perfect matching for Γ H . Thus, the Heegaard diagram H is a torus with a single α curve and a single β curve intersecting in a single point, which describes the standard genus-1 Heegaard splitting of S 3 .
