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We provide a protocol to measure out-of-time-order correlation functions. These correlation func-
tions are of theoretical interest for diagnosing the scrambling of quantum information in black holes
and strongly interacting quantum systems generally. Measuring them requires an echo-type sequence
in which the sign of a many-body Hamiltonian is reversed. We detail an implementation employing
cold atoms and cavity quantum electrodynamics to realize the chaotic kicked top model, and we
analyze effects of dissipation to verify its feasibility with current technology. Finally, we sketch
prospects for measuring out-of-time-order correlation functions in other experimental platforms.
Advances in the coherent manipulation of quantum
many-body systems are enabling measurements of the
dynamics of quantum information [1–4]. Notably, recent
experiments [1] have corroborated the Lieb-Robinson
bound, a fundamental speed limit on the propagation
of signals even in non-relativistic spin systems [5]. At
the same time, new theoretical bounds have been de-
rived from the study of black holes [6]. Consistent with
their wide variety of extreme physical properties, black
holes saturate several absolute limits on quantum infor-
mation processing. They are the densest memories in na-
ture [7]. They also process their information extremely
rapidly [8, 9] and reach a conjectured bound on the rate
of growth of chaos [10].
That black holes process quantum information at all
is demonstrated by the holographic principle [11, 12]: a
black hole in anti-de Sitter space is equivalent to a ther-
mal state of a lower dimensional quantum field theory
without gravity [13]. This means that certain quantum
mechanical systems [14, 15] that might in principle be
realizable in experiments [16] are dynamically equivalent
to black holes in quantum gravity. A major open ques-
tion is the extent to which familiar quantum many-body
systems also behave like black holes. Besides potentially
enabling experimental tests of the holographic principle,
addressing this question will shed light on fundamental
limits on quantum information processing.
For a quantum field theory to be the holographic dual
of a black hole, its dynamics must be highly chaotic [10].
To quantify the rate of growth of chaos, recent work has
explored an inherently quantum mechanical version of
the butterfly effect, namely, the growth of the commuta-
tor between two operators as a function of their separa-
tion in time [6]. This growth is indicative of a process
known as scrambling [6, 8, 9, 17], wherein a localized
perturbation spreads across a quantum many-body sys-
tem’s degrees of freedom, thereby becoming inaccessible
to local measurements. The timescale for scrambling is
theoretically distinct from the relaxation time and has
yet to be probed in any experiment.
In this Letter, we propose a broadly applicable proto-
col for measuring scrambling. We describe a concrete im-
plementation with cold atoms coupled to an optical cav-
ity, a versatile platform for engineering spin models with
non-local interactions [18–22] that have the potential to
exhibit fast scrambling dynamics at or near the chaos
bound [8, 23]. We show that a realistic measurement—
including coupling to the environment—can distinguish
between time-scales for relaxation and scrambling in a
globally interacting chaotic “kicked top” model, a special
case of the non-local models accessible in the cavity-QED
setting. We also discuss prospects for measuring scram-
bling in local Hamiltonians using trapped ions, Rydberg
atoms, or ultracold atoms in optical lattices.
We emphasize the generality of our approach because
scrambling, while hitherto difficult to study outside the
black-hole context, is of broad importance in quantum
many-body dynamics. Probing scrambling in diverse
physical systems could elucidate links between chaos and
fast computation [24], reveal novel ways of robustly hid-
ing quantum information in non-local degrees of freedom
[17], uncover new bounds on transport coefficients [25–
27], and offer insight into closed-system thermalization.
While identifying mechanisms that promote scrambling
could aid in designing many-body systems dual to black
holes, measuring scrambling may also illuminate under
what conditions holographic duality is useful for under-
standing more conventional many-body systems.
We access the scrambling time via the decay of an out-
of-time-order (OTO) correlation function [6, 28]
F (t) = 〈W †t V †WtV 〉, (1)
where V and W are commuting unitary operators and
Wt = U(−t)WU(t) is the Heisenberg operator obtained
by time evolution U(t) = e−iHt (setting ~ = 1) under
a Hamiltonian H. Physically, F describes a gedanken-
experiment in which we are able to reverse the flow of
time. We compare two quantum states obtained by ei-
ther (1) applying V , waiting for a time t, and then ap-
plying W ; or (2) applying W at time t, going back in
time to apply V at t = 0, and then letting time resume
its forward progression to t [29, 30]. The correlator F
measures the overlap between the two final states. In a
many-body system with a nontrivial interaction Hamil-
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2tonian H, F (t) diagnoses the spread of quantum infor-
mation by measuring how quickly the interactions cause
initially commuting operators V and W to fail to com-
mute: 〈|[Wt, V ]|2〉 = 2(1− Re[F ]).
Because F is always one in the absence of noncom-
mutativity, it may be regarded as an intrinsically quan-
tum mechanical variant of the Loschmidt echo [31], a
paradigmatic probe of chaos. The Loschmidt echo, which
depends on time-ordered correlation functions, has been
measured in several pioneering experiments [31–36]. Its
decay can be related to the mean Lyapunov exponent of
a corresponding chaotic classical system and to decoher-
ence [37–39]. By comparison, the decay rates of OTO
correlators depend not only on Lyapunov exponents [40]
but also on the number of degrees of freedom: the higher
the entropy, the slower the decay.
The growth of the scrambling time with entropy S can
be understood from a model of S qubits (spins) evolv-
ing unitarily in discrete time [23]. Intuitively, if we allow
arbitrary pairwise interactions, the fastest way to delo-
calize information is to apply random two-body unitaries
between S/2 random pairs of spins at each time step of
length τ . A single time-step suffices to make simple time-
ordered autocorrelation functions decay, i.e., τ is the re-
laxation time. Scrambling, however, requires information
in one spin to spread to all the spins. With information
spreading exponentially fast to 2, 4, ..., 2t/τ spins, the
scrambling time is then t∗ = τ log2 S.
The relevance of the OTO correlator F for accessing
the scrambling time [6, 10, 17, 28] can be seen from
the same random-circuit model. For operators W and
V that perturb individual spins, the typical time for
〈|[Wt, V ]|2〉 to become order unity is t∗ because Wt is
supported on approximately 2t/τ spins. Similarly, for
black holes in Einstein gravity, scrambling occurs expo-
nentially fast and is accompanied by an initial growth
1 − F ∼ et/τ/S + ..., where the relaxation time τ =
1/(2piT ) is set by the temperature T [41]. The resulting
decay time t∗ = τ lnS is conjectured to be a fundamental
bound for thermal states of time-independent Hamilto-
nians [10]. Identifying bounds on scrambling in time-
dependent models or in non-thermal states is an open
problem, which experimental study of OTO correlators
will help to address.
A key capability required to measure the OTO corre-
lator F (t) = 〈W †t V †WtV 〉 is that of reversing the sign of
the Hamiltonian. Obtaining full information about F (t)
additionally requires many-body interferometry, similar
to schemes in Refs. [42–47]. A control qubit can be used
to produce two branches in the many-body state [46–48];
measurements of the control qubit then reveal F (Fig.
1a). Even without the control qubit, an alternative pro-
tocol (Figure 1b) suffices to measure the magnitude of
F , which quantifies the indistinguishability of two states
obtained by applying V and Wt in differing order.
As perfect time-reversal is impossible in practice, our
Experiment time(a)
i.
W
|ψ〉S |0〉C
|ψ〉S |1〉C V
V
|F |2 = |〈ψ|ψf 〉|2V V †Wt Wt
|ψ〉 |ψf 〉
=
Measure
Measure
(b)
Wt
Wt
Wt
ii.
Local Global
W
V
FIG. 1. (a) Protocols for measuring F (t). (i) Given a control
qubit C, the interferometric protocol can measure F for the
system S by applying different sequences of operators in the
two interferometer arms. (ii) Without a control qubit, the
distinguishability protocol can access |F |2. (b) F (t) can be
measured with either local or global operators V,W , as shown
for a spin chain in the upper branch of the interferometer, with
control qubit C in green (left of chain).
protocol is the experimentally reasonable one: the Hamil-
tonian dynamics is reversed but dissipation is not. It
is thus important to establish that observables obtained
from this partial time reversal access the same physics
as the analogous observables in the unitary protocol. We
show that such a regime is achievable in the cavity model
with current technology.
General protocol. Consider a quantum system S ini-
tialized in state |ψ〉S . Our goal is to measure the four
point function F (t) = 〈W †t V †WtV 〉, where V and W are
simple unitary operators acting on S which initially com-
mute. For F to be non-trivial, the time evolution U(t) =
e−iHt must be governed by a many-body Hamiltonian H
containing interactions between different degrees of free-
dom. The Heisenberg operator Wt = U(−t)WU(t) then
grows in complexity as t increases and eventually fails to
commute with V .
The interferometric protocol for measuring F employs
a control qubit C initialized in state |+X〉C = |0〉C+|1〉C√2 .
First apply the gate sequence (illustrated in Figure 1a)
[1] : IS ⊗ |0〉 〈0|C + VS ⊗ |1〉 〈1|C
[2] : U(t)S ⊗ IC
[3] : WS ⊗ IC
[4] : U(−t)S ⊗ IC
[5] : VS ⊗ |0〉 〈0|C + IS ⊗ |1〉 〈1|C
to prepare the state
(VWt |ψ〉S) |0〉C + (WtV |ψ〉S) |1〉C√
2
. (2)
Then measure the control qubit in the X and Y bases to
find the real and imaginary parts of the OTO correlator
F = 〈XC〉+ i〈YC〉, (3)
3Ω↓Ω↑
Cavity
Control
Qubit
Ensemble ∆↓ ∆↑
δ
g gΩ↓
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|↓↑〉+ |↑↓〉
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FIG. 2. Scheme for measuring out-of-time-order correlators.
(a) Atomic ensemble S and control qubit C in an optical cavity
are driven by control fields Ω↑,Ω↓,ΩC . (b) Control fields Ω↑,↓
and cavity coupling g mediate pairwise interactions in the
ensemble S via 4-photon Raman transitions.
where XC and YC denote Pauli matrices acting on C.
Even without a control qubit, it is possible to mea-
sure the magnitude of F using the distinguishability pro-
tocol. Initialize the system into state |ψ〉. Apply the
gate sequence shown in Fig. 1b to prepare the state
|ψf 〉 = W †t V †WtV |ψ〉. Finally, measure the projector
Π = |ψ〉 〈ψ|. The result is 〈ψf |Π |ψf 〉 = |F |2, which
quantifies the distinguishability of the two branches and
is expected to contain roughly the same timescales as F .
As the projection Π onto an arbitrary many-body state
can be challenging to implement, the distinguishability
protocol requires a careful choice of the initial state |ψ〉.
Cavity QED proposal. As a representative system
amenable to probing the OTO correlator, we consider
a collection of two-level atoms (spins) that interact via
their mutual coupling to one or more modes of an opti-
cal cavity (Fig. 5). A drive laser incident from the side
of the cavity generates interactions among all pairs of
atoms it addresses. The sign of the interactions is set by
the laser frequency, enabling access to the magnitudes of
OTO correlators via the distinguishability protocol. To
access the phase, a single individually addressable atom
can serve as a control qubit for interferometry [48].
The cavity-mediated interactions within the ensemble
generically take the form of a nonlocal spin model [18,
20, 21]
H =
∑
ij
Jijs
x
i s
x
j + h.c., (4)
where si is a pseudo-spin operator representing two in-
ternal atomic states (e.g., hyperfine states) |szi = ±1/2〉.
For N atoms at positions ri with couplings gα(ri) to a set
of degenerate cavity modes indexed by α, the spin-spin
couplings are given by
Jij =
∑
α
Ω∗↑(ri)Ω↓(rj)
∆↑∆↓
gα(ri)g
∗
α(rj)
δ
, (5)
where Ω↑,↓ are the Rabi frequencies of the drive fields,
detuned by ∆↑,↓ from atomic resonance, and δ is the
detuning of the two-photon transition mediated by the
drive fields and cavity couplings gα.
Key features of the light-mediated interactions are that
their sign is controllable via the two-photon detuning δ
[49], they can be switched on and off, and the full graph of
interactions can depend on the atomic positions and the
spatial structure of the cavity modes and control fields.
Also, it is possible to produce noncommuting s+s− type
interactions, to add fields in any direction, and to include
time dependence in the Hamiltonian. This versatility al-
lows for studying a range of many-body phenomena, from
quantum glasses [20, 21, 50] to random circuit models
that mimic the fast scrambling of black holes [23].
For ease of visualization, we focus here on globally in-
teracting spin models obtained by coupling all atoms uni-
formly to a single cavity mode. Here, the Hamiltonian
of Eq. 4 reduces to a “one-axis twisting” Hamiltonian
Htwist = χS
2
x, where S =
∑
i si and the total spin is
S = N/2. By considering correlators where the oper-
ations V and W are global spin rotations, we restrict
the dynamics to a space of permutation-symmetric states
that are conveniently described by quasiprobability dis-
tributions on a Bloch sphere (Fig. 3).
To perform the controlled-V step in the interferometer
of Fig. 1a, we convert the control qubit state |n〉C (with
n ∈ {0, 1}) into an n-photon state of the cavity, which
produces a differential a.c. Stark shift ∝ n between each
of the ensemble atoms’ two levels. The result is a collec-
tive controlled phase gate
ZCφ = IS ⊗ |0〉 〈0|C + e−iφS
S
z ⊗ |1〉 〈1|C , (6)
where SSz =
∑
i s
z
i . The rotation W , by contrast, is
applied irrespective of the control qubit state.
Figure 3 shows calculated results of the interferometric
protocol for the one-axis twisting model with an initial
state |yˆ〉 = |Sy = S〉 and rotations V = W = e−iφSz
with φ = pi/4. Such a large controlled rotation is nei-
ther necessary nor sustainable at higher atom numbers,
as discussed below, but it illustrates in exaggerated form
the processes controlling F . The initial decay of F cor-
responds to the collective spin’s trajectory on the Bloch
sphere diverging between the two interferometer arms,
as shown by Wigner quasiprobabilty distributions [51] in
Fig. 3. Later fluctuations in F correspond to the spread
of the quantum state over the entire Hilbert space.
To further illuminate the physics of the OTO corre-
lator, the S2x Hamiltonian may be modified to produce
a chaotic system. Periodically applying a rapid Sz rota-
tion produces a “kicked top” model that has been studied
both theoretically and experimentally [52–54]. The stro-
boscopic dynamics are described by repeated application
of the unitary operator U = e−ikS
2
x/(2S)e−ipSz , where k
measures the strength of interactions and p measures the
size of the rotational kick. Following Haake et al. [52],
we set p = pi/2; then the corresponding classical model
describes motion on the Bloch sphere which is regular for
small k and chaotic for large k. The semi-classical limit is
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FIG. 3. Interferometric protocol for unitary S2x dynamics at
N = 50. For an initial coherent state |yˆ〉 and rotation angle
φ = pi/4, Re[F ] (green) exhibits decay at short times (a,b),
a quiescent period (c), and subsequent oscillations (d). In-
set: states of the two interferometer arms at various times,
illustrated by Wigner quasiprobability distributions.
the limit of large S, whereas previous experimental work
has studied the case S = 3 [53]. The cavity-QED imple-
mentation proposed here, where the spin is scalable from
the small-S quantum regime to the semi-classical limit,
provides an ideal testbed for probing the physics of the
OTO correlator in a paradigmatic chaotic system.
We compare the OTO correlator F (t) with a time-
ordered correlator G(t) = 〈V †t V 〉, similar to a Loschmidt
echo, for the kicked top at several atom numbers N = 2S
in Fig. 4. We take V and W to be Sz rotations by
a small angle φ = 1/
√
2S, which is chosen so that we
can expect to observe a separation of timescales be-
tween time-ordered and OTO correlators as S → ∞
[55]. We plot both correlators for an initial coher-
ent state e−iSypi/4e−iSzpi/4|Sx = S〉 and kick strength
k = 3, first assuming unitary dynamics. Even at finite
N , the OTO correlator (blue) decays on a significantly
longer timescale than the time-ordered correlator (yel-
low). While the decay time for the time-ordered correla-
tor is roughly independent of N , the decay time for the
OTO correlator grows as log(N). This scaling is consis-
tent with a butterfly effect wherein the initial coherent
spin state of solid angle 1/N exponentially expands on
the Bloch sphere.
The measurement of F can be compromised by two
forms of dissipation: leakage of photons from the cavity
of linewidth κ; and decay from the atomic excited state
of linewidth Γ. The fidelities of the controlled phase gate
and of the time-reversed Hamiltonian are thus limited
by the cooperativity η = 4g2/κΓ, where 2g is the vac-
uum Rabi frequency. For an ensemble of N atoms, the
maximum achievable controlled phase rotation is of order√
η/N , while observing the onset of chaos in the kicked
top requires η & (k/2 lnN)2 [55]. Thus, dissipation can
be kept small at atom numbers N . 102 in a state-of-
the-art strong coupling cavity with η ∼ 101−102 [56, 57],
but it cannot be entirely neglected.
To verify that a realistic non-unitary evolution suffices
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FIG. 4. Interferometric protocol for the kicked top. (a) Uni-
tary time-ordered correlators |G(t)| (thin yellow) and out-
of-time-order correlators |F (t)| (thick blue) for atom num-
bers N = 50, 100, 200, 300, 400, 500 (light to dark), k = 3,
φ = 1/
√
N , and initial state e−iSypi/4e−iSzpi/4 |xˆ〉. (b) Uni-
tary (solid) and dissipative (dashed) evolution of |G(t)| (thin
yellow) and |F (t)| (thick blue) for N = 100. Dissipative evo-
lution is calculated at η = 100 and δ = 10κ from 200 quantum
trajectories; error bars are statistical. Horizontal axes show
kick number (black) and mean number of photons lost by
decay processes in measuring F (blue) and G (yellow) [55].
to estimate the OTO correlator, we simulate measure-
ments of F and G in the kicked-top model using quan-
tum trajectories [55]. The results of the interferometric
protocol are plotted in Fig. 4b for a cavity cooperativity
η = 100 (dashed lines) and compared with the unitary
case (solid lines). The early-time dissipative evolution
is faithful to the unitary evolution, and the difference
in timescales between F and G can easily be resolved.
Fully investigating the dissipative effects, by experimen-
tal study of longer times and larger atom numbers, may
shed new light on chaos and the quantum-to-classical
transition in many-body systems.
Outlook. Observing the early-time physics of the OTO
correlator in state-of-the-art cavities will allow for prob-
ing scrambling in diverse spin models with non-local in-
teractions. Realizing a model known to have the scram-
bling properties of a black hole remains a highly nontriv-
ial task. However, Kitaev has designed one such model,
involving random four-fermion interactions [58], that is a
close relative of random non-local spin models proposed
to study quantum spin glasses [50] in multimode cavities
[20, 21]. Here, periodically modulating external fields or
interactions might promote scrambling by melting glass
order or by simulating multispin couplings [59].
While fast scrambling is a necessary condition for du-
ality to a black hole, whether it is also a sufficient con-
dition is an open question. If so, then the OTO protocol
provides a sharp experimental test for the presence of
a black hole by revealing a universal Lyapunov exponent
that can be compared with the chaos bound [6, 10]. A re-
cently proposed cold-atom realization of Kitaev’s model
[60] could be a platform for validating such a test.
5In other physical systems, measurements of the OTO
correlator could reveal emergent low-energy bounds on
information propagation [26] and distinguish between
single-particle [61–63] and many-body [64, 65] localiza-
tion. Our protocol can be translated directly to trapped-
ion simulations of transverse-field Ising models with tun-
able range [2, 3, 66]. Neutral Rydberg atoms also allow
for engineering local spin models with either sign of in-
teraction [67–69] and qubit-controlled rotations [47]. In
optical-lattice implementations of Hubbard models, the
sign of interactions can be controlled using Feshbach res-
onances, the sign of the hopping can be changed by mod-
ulating the lattice [70–72], and a controlled phase shift
can be imprinted using an impurity atom [42, 43] or a lo-
cally addressed control atom [73, 74]. Alternatively, the
distinguishability protocol can be performed by time-of-
flight or in situ imaging for special initial states, e.g.,
superfluids or Mott insulators in two dimensions.
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MEASURING TIME-ORDERED CORRELATION
FUNCTIONS
Here we demonstrate that time-ordered correlation
functions can be measured using only forward time evo-
lution.
Suppose we want to measure a correlation function of
the form
G(t, s) =
〈
(Vn(tn)...V1(t1))
†
(Wn(sn)...W1(s1))
〉
(7)
where Vi and Wj are unitary operators (which may or
may not all be distinct) acting on some system A and
{ti} and {si} are nondecreasing time sequences. First,
observe that G is a time ordered correlation function.
All the W and V operators are manifestly in time order
within their respective parenthesis and the † on the V
operators reverses the order of all such operators. Hence
the time labels of the operators in G first increase (s part)
and then decrease (t part).
Note that by choosing some of the Vi or Wj to be iden-
tity operators we may assume without loss of generality
that {si} and {tj} have the same number of points and
that ti = si. Then we proceed as in the general protocol
above by introducing a control qubit C and initializing
the total system into the state
|initial〉 = |ψ〉S |0〉C + |1〉C√
2
. (8)
Then apply the gate sequence
1. e−it1HS ⊗ IC
2. (W1)S ⊗ |0〉 〈0|C + (V1)S ⊗ |1〉 〈1|C
3. e
−i(t2−t1)H
S ⊗ IC
4. (W2)S ⊗ |0〉 〈0|C + (V2)S ⊗ |1〉 〈1|C
7j. ...
2n-1. e
−i(tn−tn−1)H
S ⊗ IC
2n. (Wn)S ⊗ |0〉 〈0|C + (Vn)S ⊗ |1〉 〈1|C
to produce the final state
|final〉 =
(e−itnHWn(tn)...W1(t1) |ψ〉)S |0〉C√
2
+
(e−itnHVn(tn)...V1(t1) |ψ〉)S |1〉C√
2
. (9)
Some comments are in order. The time evolution pref-
actor common to both interference paths occurs because
in the above gate protocol we did not actually apply
Wn(tn) = e
itnHWne
−itnH but rather just Wne−itnH , so
this operator prefactor cancels the reverse time evolution
in the definition of Wn(tn) and Vn(tn). However, because
it is common to both interference paths it has no effect on
the interferometer and we may as well work with Wn(tn)
and Vn(tn) as indicated. Furthermore, despite the for-
mal appearance of factors of U(−ti) in the definition of
the various Vi(ti), etc., no backwards time evolution is
ever performed. The forward time evolution involved in
defining Vk+1(tk+1) always cancels the backwards time
evolution in Vk(tk) so that only net forward evolution is
required.
The final result is
〈final|XC |final〉 = <(G). (10)
This justifies the claims that time ordered correlation
functions can always be measured without reversing time.
Of course, this is not to imply that the above interfer-
ometric protocol is the best way to measure G; all we
claim is that the measurement is possible without revers-
ing time.
OUT-OF-TIME-ORDER CORRELATORS OF
HERMITIAN OPERATORS
If we are interested in Hermitian operators instead
of unitary operators, there is a more complicated gen-
eral protocol. The idea is to consider unitaries per-
turbed from the identity by the hermitian operator of
interest (times a small coefficient). By coupling in addi-
tional marker or flag qubits which are flipped when the
hermitian operator acts on the system and post select-
ing on measurements where the marker qubit has been
flipped we can access to states where the hermitian op-
erator has been applied. In brief, if VA flag = e
iOA⊗Xflag
then VS flag |ψ〉S |0〉flag ≈ |ψ〉S |0〉flag + iOS |ψ〉S |1〉flag
and post selecting on the flag = 1 produces a state pro-
portional to OS |ψ〉S . Of course, this is again not neces-
sarily a very efficient way of making the measurement.
As an example, take the interferometric protocol above
and introduce three additional flag qubits. The uni-
taries W and V are taken to be of the form eiO
W,V
S ⊗Xflag
and the three flag qubits are used to check that (1) the
first control V applies OV , (2) the middle W applies
OW , and (3) the final control V applies OV . Condi-
tioned on all three flag qubits being equal to one, some-
thing which occurs with probability 3(〈OWt OVOVOWt 〉+
〈OVOWt OWt OV 〉)/2, we obtain the normalized state
OVOWt |ψ〉A |0〉C +OWt OV |ψ〉 |1〉C√
〈OWt OVOVOWt 〉+ 〈OVOWt OWt OV 〉
. (11)
Measurement of XC in this state now yields
〈XC〉 = 〈O
VOWt O
VOWt 〉+ 〈OWt OVOWt OV 〉
〈OWt OVOVOWt 〉+ 〈OVOWt OWt OV 〉
; (12)
this is the normalized version of <(F ) for hermitian oper-
ators. Note that the normalization consists only of time
ordered correlation functions.
OUT-OF-TIME-ORDER CORRELATORS IN THE
SEMI-CLASSICAL LIMIT
Here we review the basic connection between out-of-
time-order correlations and chaos first observed in [40].
We briefly explain the relationship between out-of-time-
order correlators and the classical butterfly effect, and
discuss how this intuition applies to the collective spin
model studied in the main text.
Consider a single particle with position q and momen-
tum p and let qt(q0, p0) and pt(q0, p0) denote the trajecto-
ries as a function of time t with initial conditions (q0, p0).
If the motion is chaotic, then we expect sensitive depen-
dence on initial conditions,
∂qt
∂q0
∼ eλt (13)
with λ a Lyapunov exponent. The derivative of qt with
respect to the initial condition is most naturally written
as a Poisson bracket,
∂qt
∂q0
= {qt, p0}P , (14)
where the Poisson bracket is defined as
{A,B}P = ∂A
∂q0
∂B
∂p0
− ∂A
∂p0
∂B
∂q0
. (15)
Quantum mechanically the Poisson bracket becomes
the commutator of qt and p0, and the correspondence
principle gives
[qt, p0] ∼ i~{qt, p0}P ∼ i~eλt. (16)
8This quantity can be accessed elegantly using unitary
operators (we set q0, p0 → q, p for notational simplicity).
Let W = eiaq and V = eibp and consider the multiplica-
tive commutator W †t V
†WtV . In the limit of small a and
b and short time t the multiplicative commutator reduces
to the exponential of the usual commutator,
W †t V
†WtV ≈ ei2ab[qt,p] ≈ e−iab~eλt . (17)
The parameters entering this equation will depend on the
state of the system as well, so a more general statement
is
〈W †t V †WtV 〉 ∼ e−iab~e
λt
. (18)
Hence the phase of this correlation function initially di-
verges rapidly with t and, as higher order terms become
important, the magnitude will also begin to decay. To the
best of our knowledge, such out-of-time-order correlators
were first discussed in the context of superconductivity
in [40].
What is the physical meaning of this correlation func-
tion? It directly measures the overlap between two states,
eiHtWe−iHtV |ψ0〉 (19)
and
V eiHtWe−iHt |ψ0〉 , (20)
and hence physically represents the sensitivity of the sys-
tem to applying V then Wt versus applying Wt then V .
Thus it measures sensitivity to initial conditions or the
“butterfly effect”. Furthermore, the key role played by
reversing time, that is evolving with eiHt as well as with
e−iHt, should be apparent.
Supposing that the dimensionless quantity ab~ =  is
small (1/ab represents a natural classical action scale in
the problem), then the time required for F to develop a
significant phase is λ−1 log
(
1

)
, known as the Ehrenfest
time. It is the time required for the wavepacket to spread
to a size of order the typical classical action. In a strongly
interacting quantum system at finite temperature we ex-
pect λ−1 ∼ τ = ~kBT ; in fact, this is a bound under the
assumptions of [10]. Thus time-ordered correlation func-
tions, which typically decay after a time of order λ−1,
can decay parametrically faster than out-of-time-order
correlation functions since the scale λ−1 log
(
1

)
is much
greater than λ−1 if  is small.
In the kicked top model, the role of ~ is played by
the inverse spin 1/S. In the large S limit the rescaled
operator S/S becomes classical with the unit sphere in-
terpreted as a classical phase space; 1/S sets the natural
unit of phase space volume so that the total number of
states is of order S. The classical dynamics on the unit
sphere is chaotic and there are two Lyapunov exponents,
±λ, which depend on the location in phase space. The
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FIG. 5. Scheme for measuring out-of-time-order correlators.
(a) Atomic ensemble S and control qubit C in an optical cavity
are driven by control fields Ω↑,Ω↓,ΩC . (b) Control fields Ω↑,↓
and cavity coupling g mediate pairwise interactions in the
ensemble S via 4-photon Raman transitions.
analog of the Ehrenfest time is thus λ−1 logS. Choos-
ing V and W to be Sz rotations by angle φ, the scaling
φ ∼ 1/√S is designed so that at large S time-ordered
correlations decay on the timescale λ−1 while out-of-
time-order correlations decay on the longer timescale
λ−1 logS.
ANALYSIS OF DISSIPATION
We have used quantum trajectories methods to sim-
ulate the effects of dissipation in the cavity QED im-
plementation. A pedagogical introduction to quantum
trajectories can be found in Ref. [75].
As discussed in the main text, the cavity implemen-
tation suffers from cavity decay at a rate κ and atomic
spontaneous emission at a rate Γ. After adiabatically
eliminating the cavity mode and excited atomic states
|e〉i from the dynamics, these decay processes are de-
scribed by a set of effective Lindblad jump operators L
acting on the atomic pseudo-spin states |↑〉i , |↓〉i [49, 76].
The effect of cavity decay on the collective spin state is
described by a Lindblad operator of the form
Lκ =
√
γ Sx, (21)
where γ is the rate at which photons are lost per atom
through the cavity mirrors. The effect of Lκ is to diffu-
sively smear out the Wigner function in directions per-
pendicular to xˆ. In terms of physical parameters in the
cavity QED setup (Fig. 5b),
γ = κ
(
Ωg
∆δ
)2
=
2χ
d
, (22)
where the atom-atom coupling is χ = Ω2g2/∆2δ and we
define the detuning parameter d = 2δ/κ. Here we have
assumed uniform coupling gα(ri) = g and a fixed ratio
between Rabi frequencies and detunings Ω↓(ri)/∆↓ =
Ω↑(ri)/∆↑ ≡ Ω/∆. The origin of the rate γ can be
understood in second-order perturbation theory: due to
the two-photon transition driven by Ω↓, g (respectively
9Ω↑, g), the cavity will be populated by a single photon
with probability (Ωg/∆δ)
2
per atom, which will then leak
from the cavity at a rate κ.
Spontaneous emission events are described by a set of
4N jump operators:
L+i =
√
µ |↑〉 〈↓|i
L−i =
√
µ |↓〉 〈↑|i
L↑i =
√
µ |↑〉 〈↑|i
L↓i =
√
µ |↓〉 〈↓|i , (23)
where 2µ is the spontaneous scattering rate per atom.
These jump operators describe individual spin-flips (L+i
and L−i ) and spin-projections (L
↑
i and L
↓
i ) induced by
spontaneous scattering events. In terms of physical cav-
ity parameters, for large two-photon detuning d 1, we
have
µ ≈ Γ
2
(
Ω
2∆
)2
=
χd
4η
. (24)
This rate can also be understood in perturbation theory:
the drive field Ω↓ (respectively Ω↑) will populate the ex-
cited state |e〉i with probability (Ω/2∆)2, and |e〉i will
subsequently decay to the two ground states |↑〉i , |↓〉i at
a total rate Γ. From Eqs. 22 and 24 it is evident that,
once the cooperativity η has been fixed, the detuning d
completely controls the relative strength of the two forms
of dissipation.
The cavity jump operator Lκ acts symmetrically on
the atomic ensemble and can be simulated numerically
in the (N + 1)-dimensional Dicke subspace of the full
2N -dimensional Hilbert space H. The spontaneous jump
operators, however, break this symmetry and appear to
require simulation of the full Hilbert space. This is pro-
hibitive for more than just a few atoms.
Fortunately, the method of quantum trajectories al-
lows us to circumvent this problem. A single quantum
trajectory consists of a known sequence of jump opera-
tors, allowing us to begin the simulation in a manageable
subspace of H and introduce new subspaces only when
they are needed. The trick is to take advantage of the
following identity for the addition of angular momentum:
N⊗
i=1
(
1
2
)
i
=
N/2⊕
S
GS⊕
j=1
Sj (25)
where Sj denotes the (2S+ 1)-dimensional Hilbert space
of a spin-S particle and the index j labels the GS =(
N
N/2−S
) − ( NN/2−S−1) distinct subspaces of a given spin
S. The parameter S runs over the integers for even N ,
and over the half-integers for odd N . For instance, for
N = 2 this identity gives the familiar decomposition of
a pair of spin-1/2 particles into triplet and singlet sub-
spaces: 12 ⊗ 12 = 1 ⊕ 0. The key observation is that
each spontaneous jump operator causes transitions be-
tween the Dicke subspaces Sj , while the unitary dynam-
ics and cavity decay move the state vector around within
these subspaces. By organizing H into a collection of
Dicke subspaces, we can evolve the state vector in only
the relevant subspaces, and introduce new subspaces only
when we apply a spontaneous jump operator.
The number of subspaces Sj required doubles for each
spontaneously emitted photon, so although we initially
avoid using the entire 2N -dimensional Hilbert space, the
effective Hilbert space still becomes prohibitively large af-
ter only a few scattering events. We therefore restrict our
simulations to the first five spontaneously emitted pho-
tons. In our simulations, trajectories that spontaneously
emit all five of these photons do not undergo any further
dissipation and are simply evolved unitarily to the end
of the simulation. We have chosen parameters such that
the number of such trajectories is never more than 10%
of the total, which can introduce an error in |F | of at
most 0.1 at late times. There is no such restriction on
the number of photons that may be lost by cavity decay.
Our simulations assume that dissipation enters the dy-
namics only through the S2x evolution. An additional
source of dissipation is the possibility of photon loss dur-
ing the controlled phase operation. The latter effect
manifests itself as an overall reduction in the contrast of
the interferometric measurement, which can be indepen-
dently calibrated. Nevertheless, the interference contrast
should be kept of order unity to ensure that the mea-
surement can be performed with good signal-to-noise.
The corresponding requirement on the cooperativity is
derived in the following section.
CONDITIONS ON THE COOPERATIVITY
Here we derive the requirements on the cavity coop-
erativity η that are specified in the main text. Namely,
we derive the estimated maximum controlled phase an-
gle φmax ∼
√
η/N and the minimum cooperativity η &
(k lnN)2 required to observe chaotic timescales.
The controlled phase operation can be performed by
coherently converting the control qubit state into a cav-
ity photon state via stimulated Raman adiabatic pas-
sage [77]. If we place the cavity resonance frequency at
detunings D↑, D↓ from the two ensemble ground states
|↑〉i , |↓〉i as shown in Fig. 6, the interactions between the
atoms and the cavity result in the effective Hamiltonian
[78]
H = ξ a†aSz, (26)
where a is the cavity mode annihilation operator, ξ =
2g2/∆z, and we have defined the detuning parameter z =
−D↑D↓/∆2 ≤ 1, whereD↓−D↑ = 2∆. This Hamiltonian
applies a rotation of angle φ = ξt about the zˆ-axis if there
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FIG. 6. Level scheme for the controlled phase operation as-
suming uniform cavity coupling g. The ground states |↑〉i , |↓〉i
could, for instance, be taken to be Zeeman levels from the
F = 1 and F = 2 hyperfine ground state manifolds in 87Rb.
is a photon in the cavity, and applies the identity if there
is not.
The controlled rotation operation fails, however, if we
lose the photon due to cavity leakage or spontaneous
emission. To ensure a low probability of failure, we there-
fore require the mean number of photons lost through
both processes to be less than 1:
NΓsct+ κt . 1 (27)
where Γsc = Γg
2(2−z)/∆2z2 is the rate at which photons
are lost due to spontaneous emission.
The detuning parameter z determines which dissipa-
tion path dominates. Taking z → 0 implies a small
detuning from one of the two ground state transitions,
which increases the probability of spontaneous emission.
On the other hand, taking z → −∞ implies large detun-
ing, for which cavity decay dominates. To find the op-
timal detuning z, we minimize the number of scattered
photons assuming fixed absolute rotation angle |φ| = |ξ|t.
If we assume the cavity mode lies in between the two
ground states |↑〉i , |↓〉i then we have a positive detun-
ing parameter 0 ≤ z ≤ 1, and the number of scattered
photons is
NΓsct+ κt =
[
2− z
z
+
κ∆2
NΓg2
z
]
NΓ
2∆
|φ|. (28)
This is minimized by choosing
zopt =
√
2Nη
(
Γ
2∆
)
, (29)
where the cavity cooperativity is η = 4g2/κΓ. Substitut-
ing Eq. 29 back into Eq. 27, we see that the achievable
controlled rotation angles are limited to:
φ . φmax =
√
η
8N
. (30)
Note that the optimum detuning parameter zopt is acces-
sible only for large ground-state splitting 2∆ ≥ √2Nη Γ,
which ensures zopt ≤ 1. If we choose the ground-state
levels to be taken from the F = 1 and F = 2 hyperfine
manifolds of 87Rb, the splitting 2∆ ≈ 103Γ is sufficiently
large for the above analysis to hold for collective cooper-
ativities as high as Nη ∼ 105.
The success probability of the controlled phase opera-
tion decays with increasing rotation angle φ as e−φ/φmax .
The result of imperfect controlled rotation operations is
a corresponding reduction in the overall contrast of the
F (t) signal. The figures in the main text do not include
this loss of contrast, since one can easily compensate for
the effect by rescaling such that F (0) = 1.
We now turn to the requirement on cooperativity η
necessary to observe chaotic timescales in F (t). Follow-
ing the arguments in Ref. [52], we require order lnN
kicks in order to observe the onset of classical chaos.
During this time, cavity decay and spontaneous emis-
sion will act on the ensemble and reduce the fidelity of
F . The relative strength of these two decay processes is
controlled by the cavity detuning parameter d which we
should pick so as to minimize the combined effect of both
decay channels.
To this end, we first estimate the relative importance
of the two decay channels by considering how long it
takes each channel to completely decohere an initially
pure state. Following arguments in Ref. [49], smear-
ing generated by the relaxation operator Lκ causes the
spin variance in directions perpendicular to xˆ to grow like
∆S2 ∼ N2γt. As a result, the cavity will fully dephase
the collective spin after a time γt ∼ 1. Simultaneously,
spontaneous emission events produce random spin-flips
which will cause complete decoherence of each spin after
a time µt ∼ 1. We therefore presume that, given equal
rates γ ∼ µ, the two decay channels are roughly equally
destructive. Setting γ = µ requires picking a detuning
dopt ≈
√
8η (31)
for η > 1.
For the dynamics to remain coherent, we restrict the
evolution time so that the Wigner function spreads under
cavity decay by less than the width of the initial spin co-
herent state: ∆S2 ∼ N2γt . N . Note that since γ ∼ µ,
this condition is equivalent to restricting the evolution to
the first spontaneously emitted photon. Fixing the mini-
mum number of kicks necessary to observe classical chaos
Nχt/k ∼ lnN and using the detuning dopt, this leads to
an estimate for the minimum cooperativity required in
order to observe chaos before decoherence destroys the
dynamics:
η &
(
k
2
lnN
)2
. (32)
At an experimentally accessible cooperativity η ∼ 100,
for k = 3, this allows for observing the onset of chaos
with up to N ∼ 103 atoms.
