Disordered d-wave superconductors with interactions by Dell'Anna, Luca
ar
X
iv
:c
on
d-
m
at
/0
60
76
35
v1
  [
co
nd
-m
at.
dis
-n
n]
  2
5 J
ul 
20
06
Disordered d-wave superconductors with interactions
Luca Dell’Anna1
1International School for Advanced Studies (SISSA), I-34014 Trieste, Italy,
Dipartimento di Fisica, Universita` di Roma ”La Sapienza”, I-00185 Roma, Italy,
Max-Planck-Institut fu¨r Festko¨rperforschung, D-70569 Stuttgart, Germany,
Institut fu¨r Theoretische Physik, Heinrich-Heine-
Universita¨t, D-40225, Du¨sseldorf, Germany
Abstract
We study the localization properties of disordered d-wave superconductors by means of the
fermionic replica trick method. We derive the effective non-linear σ-model describing the diffusive
modes related to spin transport which we analyze by the Wilson-Polyakov renormalization group.
A lot of different symmetry classes are considered within the same framework. According to
the presence or the absence of certain symmetries, we provide a detailed classification for the
behavior of some physical quantities, like the density of states, the spin and the quasiparticle
charge conductivities. Following the original Finkel’stein approach, we finally extend the effective
functional method to include residual quasiparticle interactions, at all orders in the scattering
amplitudes. We consider both the superconducting and the normal phase, with and without chiral
symmetry, which occurs in the so called two-sublattice models.
PACS numbers: 74.20.-z, 74.25.Fy, 71.23.An, 72.15.Rn
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I. INTRODUCTION
After the discovery of superconductivity at high temperatures in doped cuprate materi-
als [1], a lot of efforts have been devoted to find a theoretical justification of this amazing
property and to explain the complex phenomenological aspects of these “high Tc supercon-
ductors”.
One of the novel features of these cuprates is the presence of gapless Landau-Bogoliubov
quasiparticle excitations in the superconducting phase, due to the d-wave symmetry of the
order parameter. This peculiarity makes these materials a suitable play ground for studying
the role of disorder in gapless superconductors.
Moreover, since cuprates are essentially two-dimensional, quantum interference and local-
ization should strongly affect the quasiparticle transport and thermodynamic properties at
low temperature [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Indeed, starting from a d-wave
BCS Hamiltonian in the presence of disorder a multitude of different regimes and crossovers
has been predicted from quantum interference, depending on the specific symmetry of the
quasiparticles and of the disorder [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30,
31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42].
The present work, which revisits and extends the analysis in Ref.[41], would like to
contribute to the widely studied but somehow still controversial topic of localization effects
in these unconventional superconductors. There are several theoretical issues which are still
open and motivate our investigation.
The first issue concerns the charge transport. Within a BCS description of the super-
conducting phase, charge is not a conserved quantity due to the gauge symmetry breaking.
Therefore, although quasiparticles are gapless for a d-wave order parameter, nevertheless
long-wavelength quasiparticle charge fluctuations are not diffusive in the presence of disor-
der, unlike in a normal metal. The diffusive modes just carry spin or energy, which remain
conserved quantities. It is well known that, as disorder increases, quantum interference may
lead to the Anderson localization in a normal metal [43, 44, 45]. While it is clear that such
a phenomenon may suppress spin and thermal conductivities in a d-wave superconductor,
the effects on the quasiparticle charge conductivity are not as settled yet. For this reason we
extend existing quantum field theory approaches built to deal with the truly diffusive modes
in a d-wave superconductor to include the charge modes, which acquire a mass term by the
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onset of superconductivity. In this way we are able to calculate how the charge conductivity
is modified by disorder in comparison with spin and thermal conductivities. We find the
same corrections for all of them in all the cases under study but one, when time reversal
symmetry is broken at half filling, although the conductivities are different at the Born level.
A second issue has to do with some controversial results about the quasiparticle density
of states at the chemical potential in the presence of disorder. Within the self consistent
T-matrix approximation scheme[18, 36], it was found that the density of states vanishes
linearly as the Fermi energy is approached in the pure system, and acquires instead a finite
value in the presence of disorder. This was later used as the starting point to build up a stan-
dard field-theoretical approach based on the non-linear σ-model to cope with the quantum
interference corrections not included within the self-consistent T-matrix approximation[32].
This approach predicts localization and, eventually, a vanishing density of states.
This standard perturbative technique was nevertheless somewhat unsatisfactory. It was
argued [21, 22] that systems with nodes in the spectrum require a more careful analysis.
The quasiparticle spectrum in a d-wave superconductors can be described by 2-
dimensional (2D) Dirac fermions, with conical spectrum. In the absence of interactions,
the 2D quantum problem in the presence of disorder becomes effectively a 2D classical prob-
lem with the retarded-advanced frequency of the single particle Green’s function playing
the role of an external field. This is the non-linear σ-model description [46]. On the other
hand, a classical zero frequency model in 2-dimensions with conical spectrum is analogous
to a quantum problem of Dirac fermions in 1+1 dimension. Within this scheme the DOS
is found to vanish (with a different behavior from the approach above) and no localization
is predicted [22]. In the language of Dirac fermions in 1+1 dimension, the disorder average
within the replica trick method generates an effective interaction among the one-dimensional
(1D) fermions, with all the complications that are known to occur. For instance, translated
in the 1D language, the self-consistent T-matrix approach which generates a finite density
of states at the Fermi energy is analogous to the Hartree-Fock approximation, which al-
ways leads to density-wave order parameters. However, it is known that Hartree-Fock fails
completely in 1D, which poses serious doubt about the validity of the T-matrix approach
even as a starting point of a perturbative treatment. From this point of view the contro-
versy concerns, more deeply, the question of which model correctly describes the quantum
interference effects. Indeed in the peculiar case in which at most pairs of opposite nodes are
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coupled by disorder, the perturbation theory around the T-matrix saddle point solution does
not contain any small parameter, like the inverse conductance in the conventional Anderson
localization. However, in the most general case of disorder, when all four nodes are coupled,
we find that a small parameter still exists being related to the anisotropy of the Dirac cones,
suggesting a conventional field-theory treatment. Looking more carefully at the problem we
find that the above controversial results are related within the non-linear σ-model to the
presence (when only opposite nodes are coupled by disorder) or the absence (when all four
nodes are coupled) of a Wess-Zumino-Witten term [47, 48, 49].
A third interesting issue is the role of the nesting property in these kind of systems. Given
a generic eigenfunction with energy E and amplitude φ(i)E at site i = (n,m), the operator
Oπφ(i)E ≡ (−1)n+mφ(i)E, (1)
which shifts the momentum by (π, π), generates the eigenfunction with energy −E if nesting
occurs. This implies an additional symmetry, which has the form of chiral symmetry, at
E = 0, when the two wavefunctions (1 ± (−1)n+m)φE→0+, defined on different sublattices,
with n + m even or odd, are both eigenvectors. The nesting property occurs when the
operator Oπ anticommutes with the Hamiltonian, which is possible in models in which
the Hamiltonian contains only terms which couple one sublattice with the other, so called
two-sublattice models. In addition, the chiral symmetry further requires half-filling. Both
conditions are quite strict and do not represent a common physical situation. Nevertheless
chiral symmetry leads to quite different and somehow surprising scaling behaviors that are
worth to be studied. It was seen, for instance, that this symmetry drastically changes the low
energy density of states. Several models presenting a chiral symmetry were found to have
isolated delocalized states at the band center at low dimensions. It was argued [50, 51] that
these models corresponds to a particular class of non-linear σ-models and it was shown that
quantum corrections to the β function which controls the scaling behavior of conductivity
vanish at the band center at all orders in the disorder strength, leading to a metallic behavior
at that value of chemical potential. Moreover, the β function of the density of states was
found to be finite, unlike in the standard Anderson localization. These scaling laws generate
a divergent behavior at low energy of the density of states. The anomalous terms in the
action, when chiral symmetry holds, were found to be connected with fluctuations of the
staggered density of states [52]. The modes representing these fluctuations are massive
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in standard non-linear σ-models, while they become diffusive in two-sublattice cases. For
this reason in the conductance channels with both positive and negative frequencies acquire
diffusive poles and contribute to quantum interferences corrections. This is what we find also
in our two sublattices d-wave superconductive model that presents extended states at the
band center which are associated with diffusive spin transport. The DOS diverges and shows
a behavior similar to that of [52]. Furthermore, we find an unexpected charge conductance
behavior. As we have said before, although charge modes in d-wave superconductors are not
diffusive, nevertheless quantum interference corrections affect the charge conductance. In
particular, when chiral symmetry holds but time-reversal symmetry is broken, quasiparticle
charge conductivity is suppressed, but spin and thermal conductivities stay finite, leading
to a spin-metal but charge-insulator quasiparticle behavior. Moreover we saw that, even
though magnetic fields or magnetic impurities introduce on-site terms in the Hamiltonian
that spoil the full sublattice symmetry, staggered fluctuations are not totally suppressed
introducing other symmetries in the model under study. We saw, for instance, that the
problem of d-wave superconductors with chiral symmetry and magnetic impurities can be
mapped to a U(2n) non-linear σ-model and belongs accidentally to the same universality
class as d-wave superconductors far from the nesting point embedded in a constant magnetic
field.
From the point of view of the cuprate d-wave superconductors, it is not unlikely that
chiral symmetry may play some role, especially in underdoped systems close to the half-
filled Mott insulator. Indeed it is believed that the impurity potential is close to the unitary
scattering limit [30] which, by taking out one site, reduces to a random nearest-neighbor
hopping. Furthermore, although the band structure does not have a perfect nesting, the
superexchange interaction which stabilizes a Nee`l antiferromagnetic phase at half-filling may
effectively reduce the energy scale at which deviations from perfect nesting get appreciable.
The last issue that we will discuss is the role of the residual quasiparticle interaction and
its effects on the conductivity and on the density of states. Following the original Finkel’stein
approach [53], which extended the effective functional method to the disordered electron-
electron interacting systems, we introduce the effective quasiparticle scattering amplitudes
in different channels, firstly considering systems without sublattice symmetry. We find
that, consistently with the charge not being a conserved quantity, the singlet particle-hole
channel does not contribute while the triplet channel does. On the other hand, the scattering
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amplitude in the Cooper particle-particle channel acquires a factor 1/2 with respect to the
normal metal state, which corresponds to the fact that only the phase of the order parameter
is massless. We see that the effective interaction, which we assumed being repulsive, has
a delocalizing effect enhancing the density of states. We extend the Finkel’stein model in
order to include the nesting property, by introducing additional scattering amplitudes with
(π, π) momentum transferred, and we evaluate the new corrections to the density of states
and to the conductivity. We also consider the metallic phase which can be of relevance for
2D metals or semimetals. Moreover, we notice an interesting fact which occurs at half-filling
for a two-sublattice model in both the superconducting and normal phase. Depending on
the sign of the interaction the staggered particle-hole fluctuations, being diffusive, can lead
to a log-divergent staggered susceptibility, and a Stoner instability towards a spin or charge
density wave.
II. THE MODEL
The characteristic feature of a d-wave superconductor is the existence of four nodal points
where the order parameter vanishes. To study the low temperature transport properties of
a d-wave superconductor, we consider the following model defined on a two-dimensional
square lattice with lattice constant a:
H = −
∑
〈ij〉
∑
σ
(
tije
iφijc†iσcjσ +H.c.
)
+
∑
〈ij〉
[
∆ij
(
c†i↑c
†
j↓ + c
†
j↑c
†
i↓
)
+H.c.
]
, (2)
where 〈ij〉 means that the sum is restricted to nearest neighbor sites, c†iσ creates an electron
with spin σ =↑, ↓ at site i, while ciσ annihilates it. We take a gap function ∆ij of d-wave
symmetry. The hopping matrix elements are independent random gaussian variables with
average value t and variance ut, and satisfy tij = tji ∈ R, and φij = −φji, with φij zero
or finite depending whether or not time reversal invariance holds. The spectrum of the
Hamiltonian (2) possesses a nesting property. This implies an additional symmetry (chiral
symmetry) at half filling [52]. The localization properties are quite different whether chiral
symmetry holds, which corresponds to the Fermi energy EF = 0 (half-filling), or broken,
EF 6= 0. In the latter case, the localization properties of (2) are analogous to models in which
on-site disorder is present or next-nearest neighbor hopping is included, which break chiral
symmetry everywhere in the spectrum. For this reason while dealing with a bipartite lattice
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that induces an higher degree of symmetry we can reduce the problem to the standard
d-wave case only by introducing an on site term in the Hamiltonian, thus spoiling chiral
symmetry.
In the absence of randomness the quasiparticle spectrum has four nodes at (±kF ,±kF , ).
In the vicinity of each gap node the Fourier transform of −tji, namely ǫk = −2t cos(kxa)−
2t cos(kya), varies linearly perpendicularly to the Fermi surface while the Fourier transform
of ∆ij , that is ∆k = 2∆ (cos(kxa)− cos(kya)), varies linearly parallel to the Fermi surface.
Let us rotate the axes from kx, ky to k1, k2 by π/4 rotation, and define a Fermi velocity,
v1 perpendicular to the Fermi surface, and a gap velocity v2 parallel to the same surface.
Then, close to the nodes the quasiparticle spectrum is
Ek ≃
√
v21k
2
1 + v
2
2k
2
2, (3)
for nodes along k1 axis and
Ek ≃
√
v22k
2
1 + v
2
1k
2
2, (4)
for nodes along k2 axis. The spectrum, in the vicinity of each gap node takes the form
of a Dirac cone whose anisotropy is measured by the ratio of the two velocities. As we
will see afterward a strong anisotropy brings in a weak coupling regime the non-linear σ-
model representative of our disordered system, making the perturbation theory and the RG
approach suitable tools of investigation.
We now analyze the disordered Hamiltonian (2) by using the replica trick method within
the path integral formalism [54]. We introduce the vector Grassmann variables ci and c¯i
with components ci,σ,p,a and c¯i,σ,p,a, where i refers to a lattice site, σ to the spin, p = ± is
the index of positive (+ω) and negative (−ω) frequency components, and a = 1, . . . , n is
the replica index, as well as the Nambu spinors
Ψi =
1√
2
 c¯i
iσyci
 and Ψ¯i = [CΨi]t , (5)
with the charge conjugation matrix C = iσyτ1. Here and in the following, the Pauli ma-
trices σb (b = x, y, z) act on the spin components, sb (b = 1, 2, 3) on the frequency (re-
tarded/advanced) components, and τb (b = 1, 2, 3) on the Nambu components c¯ and c. The
action corresponding to (2) is
S =
∑
ij
Ψ¯i
(−tije−iφijτ3 + i∆ijτ2s1 − iδijωs3)Ψj (6)
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where the source term ωΨ¯is3Ψi is introduced in order to reproduce positive and negative
frequency propagators. As in the standard Abrikosov-Gorkov-Dzyalozinskii approach [55]
to superconductivity, the gap function couples fermions with opposite frequency ω.
If magnetic impurities are present, we must add to Eq. (6) an additional spin-flip scattering
term
−
∑
i
Ψ¯iuiτ3~σ · ~SiΨi, (7)
being ~Si the impurity spin and ui the corresponding random potential. The same term, with
~Si = Bˆ and ui = B, gives the Zeeman splitting in the presence of a constant magnetic field
~B, which also breaks time-reversal invariance.
If an on site term is present or if we are far from half filling, we must add
−
∑
i
µiΨ¯iΨi, (8)
which spoils chiral symmetry, µi being a random variable or EF respectively.
III. DISORDER AVERAGE
We derive the effective quantum field theory for the disordered d-wave superconduct-
ing model described in the previous section, following the work by Efetov, Larkin, and
Khmel’nitsky [54]. As usually, this field theory is a non-linear σ-model where the broken
gauge symmetry enters as a reduction of the symmetry of the Q-matrix fields with respect
to a normal metal.
The starting generating function is
Z =
∫
DΨDΨDtP (t) e−S, (9)
where P (t) is the gaussian probability distribution of the random bonds. Within the replica
trick method, we can average e−S over disorder, obtaining
Z =
∫
DΨDΨe−Seff . (10)
The effective action Seff = S0 + Simp is the sum of a regular part S0 given by Eq.(6) with
tij = t (and φij ≡ 0) plus the impurity contribution
Simp = −2u2t2
∑
〈ij〉
(
Ψ¯iΨj
)2
= −2u2t2
∑
〈ij〉
(
ΨiΨj
) (
ΨjΨi
)
(11)
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since ΨiΨj = ΨjΨi. By introducing the fields
Xαβi = Ψ
α
i Ψ
β
i , (12)
where α and β is a multilabel for Nambu, advanced-retarded and replica components, we
can write
Simp = 2u
2t2
∑
〈ij〉
Xαβi X
βα
j = 2u
2t2
∑
〈ij〉
Tr (XiXj) . (13)
In Fourier components it becomes
Simp =
1
V
∑
q∈BZ
wqTr (XqX−q) , (14)
where BZ means the Brillouin zone, V the volume and
wq = 2u
2t2 (cos qxa+ cos qya) , (15)
a being the lattice spacing. We can decouple Eq. (14) by an Hubbard-Stratonovich trans-
formation, introducing an auxiliary field. However, since wq = −wq+(π,π) and wq > 0 if q is
restricted to the magnetic Brillouin zone (MBZ), we need to introduce two auxiliary fields
defined within the MBZ, Q0q = Q
†
0−q and Q3q = Q
†
3−q [41, 52], through which
Simp =
1
V
∑
q∈MBZ
1
4wq
Tr [Q0qQ0−q +Q3qQ3−q]
− i
V
∑
q∈MBZ
Tr
[
Q0qX
t
−q + iQ3qX
t
−q−(π,π)
]
. (16)
The above expression shows that Q0 corresponds to smooth fluctuations of the auxiliary
field, while Q3 to staggered fluctuations. Namely, in the long-wavelength limit, the auxiliary
field in real space is
Qj = Q0j + i(−1)jQ3j , (17)
where j is the site. However, to make sublattice symmetry more evident, it is convenient to
use a unit cell which contains two sites, one for each sublattice. Indicating with R a new
unit cell vector and with A and B the labels for the two sublattices, we introduce a two
component field
ΨR =
 ΨAR
ΨBR
 , (18)
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through which we can rewrite Eq. (17) in the following way
QR = Q0R γ0 + iQ3R γ3, (19)
where γb (b = 1, 2, 3) are Pauli matrices acting on the vector (18). Notice that, differently
from the non-chiral case, Q here is not hermitian, in fact
Q†R = Q0R γ0 − iQ3R γ3 = γ1QRγ1 = γ2QRγ2, (20)
since Q0 and Q3 are both hermitian.
IV. SYMMETRIES
From Eq (16) we can deduce that a unitary transformation acting on the spinor ΨR →
TΨR results into a rotation of the matrix field
Q→ CT tCtQT. (21)
Therefore, as originally done by Wegner [46], we analyze the symmetries underling the the-
ory in order to distinguish the soft or transverse modes from the massive or longitudinal
modes, once we will define the vacuum states for the Q matrices by the saddle point ap-
proximation. Since the Hamiltonian parameters couple sites of the two different sublattices,
we can consider generally two different global unitary transformations, one for sublattice A
and another for sublattice B
ΨA = TAΨA, ΨB = TBΨB.
For frequency ω = 0, the action is invariant if
CT tAC
tHABTB = HAB, (22)
being C is the charge conjugation matrix iσyτ1, that implies
CT tAC
tTB = 1,
CT tBC
tTA = 1, (23)
valid even for non-superconducting states, as well as
CT tAC
tτ2s1TB = τ2s1,
CT tBC
tτ2s1TA = τ2s1, (24)
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in the presence of a real superconducting order parameter. If time reversal symmetry is
broken, namely if the hopping parameter acquires a phase eiφijτ3 , we must further impose
that
CT tAC
tτ3TB = τ3,
CT tBC
tτ3TA = τ3. (25)
In the presence of a constant magnetic field B, which introduces a Zeeman term Bzτ3σz in
the Hamiltonian, we add the following constrains,
CT tAC
tτ3TB = τ3, CT
t
AC
tτ3σzTA = τ3σz,
CT tBC
tτ3TA = τ3, CT
t
BC
tτ3σzTB = τ3σz, (26)
and finally
CT tAC
tτ3TA = τ3, CT
t
AC
tτ3~σTA = τ3~σ,
CT tBC
tτ3TB = τ3, CT
t
BC
tτ3~σTB = τ3~σ, (27)
in the presence of magnetic impurities, represented by the term ~S · ~στ3 in the Hamiltonian
with ~S a random vector variable.
If we are not at half filling or there are on-site impurities, namely if sublattice symmetry
does not hold, TA and TB have to satisfy
CT tAC
tTA = 1, CT
t
BC
tTB = 1, (28)
in order to be symmetry transformations. Finally, a finite frequency ω, which acts as a
symmetry breaking field, leads to the additional constrains
CT tAC
ts3TA = s3, CT
t
BC
ts3TB = s3. (29)
All the above conditions imply that the unitary matrices T belong to a group G if ω = 0
which is lowered to a group H at ω 6= 0.
The unitary transformations, TA and TB, can be written as
TA = exp
W0 +W3
2
, TB = exp
W0 −W3
2
, (30)
with antihermitian W ’s. Charge conjugacy invariance, through Eqs. (23), implies
CW t0C
t = −W0, (31)
CW t3C
t = W3, (32)
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while the presence of superconducting term leads to the following constrains[
τ2s1,W0(3)
]
= 0. (33)
If time reversal invariance is broken [
τ3,W0(3)
]
= 0. (34)
If magnetic impurities are present, then
[τ3~σ,W0] = {τ3~σ,W3} = 0, (35)
while [
τ3~σ · ~B,W0
]
=
{
τ3~σ · ~B,W3
}
= 0, (36)
in the presence of a constant magnetic field. Finally, if chiral symmetry is broken by terms
which couple the same sublattice, we must set W3 = 0. In the presence of finite frequency
ω we have further to impose that
[W0, s3] = {W3, s3} = 0. (37)
V. SADDLE POINT
The full action, after the Hubbard-Stratonovich decoupling,
S = −
∑
k,q
Ψk
(
iωs3δq0 −H0kδq0 +
i
V
Q−q
)
Ψk+q +
1
V
∑
q
1
2wq
Tr
[
QqQ
†
q
]
, (38)
by integrating over the Nambu spinors, transforms into
S[Q] =
1
V
∑
q
1
2wq
Tr
[
QqQ
†
q
]− 1
2
Tr ln
[
iωs3 −H0 + iQ
]
, (39)
where H0 is the regular part of the Hamiltonian. In momentum space it reads
Hk = ǫk + i∆kτ2s1 = Eke
2iθkτ2s1, (40)
where
Ek =
√
ǫ2k +∆
2
k (41)
and
cos 2θk =
ǫk
Ek
, sin 2θk =
∆k
Ek
. (42)
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Let us look for a saddle point Qsp ∝ σ0 which has a τ0s3 component Σ as well as a τ2s1
component F , both k independent. Therefore
G−1k = iωs3 − ǫk − i∆kτ2s1 + iΣs3 + iF τ2s1, (43)
where we introduce explicitly the symmetry breaking term, namely ωs3. We notice that the
new pairing order parameter is ∆k − F , so that, by defining
E˜k =
√
ǫ2k + (∆k − F )2, (44)
as well as a modified θ˜k, we find the self-consistency equations
Σ = i
u2t2
8
∑
k
Tr (Gks3) ,
F = i
u2t2
8
∑
k
Tr (Gkτ2s1) ,
where
Gk = e
−iθ˜kτ2s1 1
−E˜k + i(ω + Σ)s3
e−iθ˜kτ2s1.
Therefore,
Σ =
u2t2
2
(Σ + ω)
∑
k
1
E˜2k + (Σ + ω)
2 , (45)
F = −u
2t2
2
∑
k
∆k − F
E˜2k + Σ
2
=
u2
2
F
∑
k
1
E˜2k + Σ
2
, (46)
where the last identity holds for d-wave order parameter. Notice that, for s-wave symmetry,
these equations coincide with those found by Abrikosov, Gorkov and Dzyalozinskii [55]. The
first equation implies that
Σ
Σ + ω
=
u2t2
2
∑
k
1
E˜2k + (Σ + ω)
2 , (47)
which, inserted in the equation for F , leads to
F ω
Σ+ ω
= 0. (48)
Being ω non zero, although infinitesimally small, this equation has the solution F = 0.
Therefore, only Σ 6= 0 and such that
1 =
u2t2
2
∑
k
1
E2k + Σ
2
. (49)
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The above self-consistency equation leads to the Born approximation result
Σ = πu2t2ν =
π
4
w0 ν ∝ e−πv1v2/u2t2 , (50)
with ν being the density of states at the chemical potential. Finally one gets the saddle
point value
Qsp = σ0 τ0 s3Σ. (51)
VI. TRANSVERSE MODES
Now we will consider the transformations that leave the total Hamiltonian unchanged
while rotating the saddle point, that is to say the transformations that allows to move from
a vacuum state to another one. The degrees of freedom of these transformations are the
Goldstone modes which are massless and whose number is equal to
dim(G/H) = dim(G)− dim(H),
where G is the original symmetry group and H is the symmetry group that preserves the
vacuum. The coset G/H tells us how many generators are broken. Since the saddle point has
the same algebraic form of the frequency term in the action, the cosets related to Goldstone
modes are obtained exactly by that transformations which are excluded in the lowering of
symmetries due to finite frequency. In the following we will denote by T only those kind of
transformations, represented in sublattice space by
T = e
W0γ0+W3γ3
2 , (52)
where the γ’s are 2 × 2 matrices acting on vectors (18). We adopt this exponential form,
which is the adjoint representation of the group whose transverse modes belong to, because in
this way small fluctuations from the saddle point can be easily written by Taylor expansion.
For each W0,3 we can separate the singlet term from the triplet one, writing
W =WS + i~σ · ~WT , (53)
where the Pauli matrices σa, a = x, y, z, act on spin space. In addition we rewrite W in
τ -components (Nambu space)
WS = WS0τ0 + i
3∑
j=1
WSjτj, (54)
14
~WT = ~WT0τ0 + i
3∑
j=1
~WTjτj . (55)
Moreover, for each τ -component, we write (a = 0, 1, 2, 3),
WS(T )a =
3∑
α=0
WS(T )aαsα. (56)
Each component of W in Eq. (56) is a n × n matrix in replica space. We denote by S
and A the symmetric and the antisymmetric matrices in replica space and by R and I the
real and imaginary ones. These matrices are collected in Appendix A, together with the
corresponding cosets. The transverse components of the W -fields have to fulfill
{W0, s3} = [W3, s3] = 0. (57)
VII. NON-LINEAR σ-MODEL
Here we derive the effective field theory describing the long wavelength transverse fluctu-
ations of Q(R) around the saddle point. In general terms we may parametrize the Q-matrix
as follows (cfr Eq (21))
QP (R) = T˜ (R)
† [Qsp + P (R)]T (R) ≡ Q(R) + T˜ (R)†P (R)T (R), (58)
where T involves transverse massless fluctuations and P longitudinal massive ones, Qsp =
Σ s3 being the saddle point. In Eq (58), we used the short notation
T˜ † ≡ CT tCt = γ1T †γ1 = γ2T †γ2. (59)
Since only the T ’s are diffusive, at the moment we concentrate just on them, neglecting the
P ’s and writing the action in terms of Q(R) = T˜ (R)†QspT (R) alone, so that QQ† = Qsp
is invariant, eventhough a term involving massless modes from integration over massive
ones might appear. Afterwards we will reconsider this point. By integrating (38) over the
Grassmann variables, we obtain the following action of Q:
− S[Q] = − 1
V
∑
q
1
2wq
Tr
[
QqQ
†
q
]
+
1
2
Tr ln
[
iωs3 −H(0) + iQ
]
. (60)
Since global transformations leave invariant the action with ω = 0, the effective theory in
terms of Q-fields can be found by expanding to the second order in the gradients and to the
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first order in ω. To this end we rewrite the second term of S[Q] as
1
2
Tr ln
(
iωT˜ s3T
† − T˜H(0)T † + iQsp
)
. (61)
H
(0)
RR′ involves either γ1 and γ2, while T involves γ0 and γ3. Then
T˜ (R)H0RR′T (R
′)† = H0RR′ +
(
T˜ (R′)† − T˜ (R)†
)
H0RR′ (62)
≃ H0RR′ − T˜ (R)~∇T˜ (R)† ·
(
~R − ~R′
)
H0RR′
+
1
2
∑
ij
T˜ (R)∂ijT˜ (R)
†(Ri − R′i)(Rj − R′j)H0RR′ ≡ H0RR′ + URR′ ,
with ∂ij =
∂2
∂Ri∂Rj
, Ri being the components of ~R. Differently from the tight-binding Hamil-
tonian case [52], in which the term (~R− ~R′)H0RR′ is related to the charge current vertex, in
BCS Hamiltonian, since the charge is not a conserved quantity, the spin current vertex is
involved, since the spin is conserved. This can be seen writing the continuity equation
i∇ ~J(R) = [H0, ρspin(R)], (63)
with ρspin(R) = c
†
R↑cR↑ − c†R↓cR↓, from which we obtain the following expression for spin
current on the basis (5)
~J(R) = −i
∑
R1
(~R− ~R1)Ψ¯RH0RR1σzΨR1 . (64)
We have chosen z as the spin quantization direction. Using Eq. (62) the term (61) in the
action can be written as
1
2
Tr ln
(
iωT˜ s3T
† − U −H(0) + iQsp
)
= −1
2
Tr lnG+
1
2
Tr ln
(
1 +G iωT˜s3T
† −GU
)
, (65)
where G = (−H(0) + iQsp)−1 is the saddle point Green’s function. By expanding in ω the
following term is found
i
ω
4
Tr
(
G T˜ sˆT †
)
=
ω
2w0
Tr (s3Q) . (66)
The second order expansion in U contains the terms:
− 1
2
Tr (GU) (67)
and
− 1
4
Tr (GU GU) . (68)
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Neglecting boundary terms coming from first derivatives and keeping in (67) the component
of U containing second derivatives, we get
− 1
4
Tr
{
T˜ (R)∂ijT˜ (R)
−1 (Ri − R′i)
(
Rj −R′j
)
H
(0)
RR′G(R
′, R)
}
. (69)
Now let us consider the correlation function
χµ,i(R,R
′; t, t1, t2) = 〈T
[
c†R1(t)J
µ
R1,R2
(R)cR2(t)c
†
R3
(t1)J
i
R3,R4
(R′)cR4(t2)
]
〉, (70)
where µ = 0, 1, 2, and
J0R1R2(R) = δRR1δRR2σz
the spin density matrix elements, while J i, for i = 1, 2, are the matrix element components
of the spin current and read
~JR1R2(R) = −i(~R1 − ~R2)H0R1R2σzδRR2 . (71)
By means of the continuity equation in the hydrodynamic limit we obtain the Ward identity∑
RR′
χj,i(R,R
′;E) =
∑
RR′
(Ri − R′i)
(
Rj − R′j
)
Tr
(
G(R,R′;E)H0R′,R
)
. (72)
Through Eq (72), Eq. (69) turns out to be
− χ
++
ij
16
Tr
{
T˜ (R)∂ijT˜ (R)
−1
}
, (73)
which, integrating by part, is also equal to
− χ
++
ij
16
Tr
{
T˜ (R)∂iT˜ (R)
−1T˜ (R)∂jT˜ (R)−1
}
= − 1
16
χ++ij Tr (DiDj) . (74)
Here we have introduced the matrix ~D(R) with the i-th component
Di(R) = D0,i(R)γ0 +D3,i(R)γ3 ≡ T˜ (R)∂iT˜ (R)−1. (75)
The second term of the expansion in U , given in Eq. (68), is
− 1
4
Tr (GU GU) =
1
4
∑
k
∑
R
Tr
{
~D(R) · ~Jk σzG(k) ~D(R) · ~Jk σzG(k)
}
. (76)
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Since the Fourier components of the Green’s function and of the spin current operator in
the long-wavelength limit, supposing tij = tji ∈ R and ∆ij = ∆ji ∈ R, can be written in the
following way
G(k) = −ǫkγ1 + i∆kτ2s1γ1 + iΣs3
E2k + Σ
2
, (77)
~Jk = ~∇kǫkγ1σz + i~∇k∆kτ2s1γ1σz, (78)
and the positive and negative frequency Green’s functions are related by G+ = s1G
−s1, we
have
J ikσzG
+Dj =
1
2
(Dj + γ1s3Djs3γ1)J
i
kσzG
+ +
1
2
(Dj − γ1s3Djs3γ1)J ikσzG−, (79)
J ik being a component of
~Jk. Taking advantage of this result, Eq. (76) becomes
1
32
χ++ij Tr [DiDj +Dis3γ1Djs3γ1] +
1
32
χ+−ij Tr [DiDj −Dis3γ1Djs3γ1] , (80)
which, summed to Eq. (74), gives
1
32
(χ+−ij − χ++ij )Tr[DiDj −Dis3γ1Djs3γ1] = −
πσij
32Σ2
Tr(∂iQ∂jQ
†), (81)
where
σij = − 1
4π
∑
k
Tr
[
J ik
(
G+(k)−G−(k)) J jk (G+(k)−G−(k))] (82)
is the spin conductivity since ~Jk is the spin current vertex. For i = j, using Eqs. (77,78),
we obtain the following quantity
σ =
Σ2
πV
∑
k
[
~∇ǫk · ~∇ǫk + ~∇∆k · ~∇∆k
(E2k + Σ
2)
2
]
≃ 1
π2
v21 + v
2
2
v1v2
, (83)
where, as previously defined, v1 and v2 are the velocities perpendicular and parallel to the
Fermi surface. This is the quasiparticle conductivity in the Drude approximation [18, 36]
which corresponds to the spin and the thermal conductivities since both energy and spin are
conserved quantities, therefore fluctuations of energy and spin densities are diffusive. One
can expect that in the limit in which pair order parameter goes to zero σ corresponds also
to the charge quasiparticle conductivity in Born approximation since in that case the charge
turns to be a conserved quantity as well. This is what we will find rigorously in Section IX.
Inserting Eq. (83) in Eq. (81) and adding Eq. (66), we arrive finally at the following
non-linear σ-model action
S[Q] =
π
32Σ2
σ
∫
dRTr
(
∂µQ(R)αµν ∂νQ
†(R)
)− ω
w0
Tr (s3Q(R)) . (84)
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A particular metric αµν appears, where µ, ν = 1, 2 denotes the directions k1 and k2, de-
pending on which nodal contribution we include in Eq. (84) through Eq. (82). Specifically
αµν = δµν for 4 nodes which is the model we have considered starting from Eq. (2). If
we assume to suitably modify the disorder such that it couples quasiparticles belonging to
only one node or two opposite nodes, namely if we consider only forward scattering in the
presence of a random potential or including also backscattering processes, the metric to be
considered is αµν = δµν
1
2
v2ν
v2
1
+v2
2
for one node or αµν = δµν
v2ν
v2
1
+v2
2
for two opposite nodes.
At this point it is important to discuss the differences which occur when disorder couples
at most two opposite nodes, or the most generic case where all nodes are coupled together.
We anticipate that the logarithmic terms, which appear upon integrating the gaussian prop-
agator, derive from the expression
1
πσ
∫
d2k
4π2
1
kµαµνkν
≡ g ln(. . .), (85)
where the effective coupling constant controlling the perturbative expansion is gives by
g =
1
2π2σ
, for 4 nodes, (86)
g =
1
π2σ
v21 + v
2
2
v1v2
, for 1 node. (87)
We readily see that, up to terms of order u4, the disorder strength, for one node g = 1 or
two opposite nodes g = 0.5, so that the system is never in a weak coupling regime and the
saddle point physics with weak perturbative quantum interference effects is never realized
not even as a crossover transient. This is the situation analyzed in Ref. [22] in which
the authors found a vanishing density of states approaching the chemical potential with a
disorder strength dependent exponent in the one node case while a universal exponent is
found when two opposite nodes are coupled by the disorder. In Ref. [56, 57, 58, 59, 60]
it is pointed out that this results depend on the presence of a Wess-Zumino-Witten term.
On the other hand, assuming for cuprates the generic 4-nodes case, since experimentally
v2 ≃ v1/15, g << 1 and a perturbative expansion in g is still meaningful. In the following
we will consider the latter situation.
The full expression of the Q-matrix is expressed by Eq. (58) where the massive modes
are
P = (P00s0 + P03s3) γ0 + i (P31s1 + P32s2) γ3, (88)
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being all P ’s a hermitian. Charge conjugation implies that CP tCt = P . Writing the free
action of QP (R) and expanding wq we obtain two contributions, a pure massive term and
a term where massive and massless modes are mixed. Integrating over massive modes as
in Ref.[52] we find another term which we have to add to the action for the transverse
fluctuations
− π
8 · 32Σ4Π
∫
dRTr
[
Q†(R)~∇Q(R)γ3
]
Tr
[
Q†(R)~∇Q(R)γ3
]
. (89)
Π is a parameter related to staggered density of states fluctuations [52]. This term exists
only if chiral symmetry is present. Indeed a further term could appear, namely the Wess-
Zumino-Witten term [56, 57, 58, 59, 60], which is calculated in detail in Ref.[60] within
the same approach. It is found that this term accidentally cancels out thanks to the four-
fold symmetry of the Dirac nodes. Notice that if such a symmetry of the spectrum is
broken the WZW would appear again and we would take it into account obtaining very
different scaling behaviors. However, normally, the system flows to the strong coupling
regime [56, 57, 58, 59, 60], where all the nodes are locked and again the WZW term is
canceled.
VIII. RENORMALIZATION GROUP
We now study the scaling behavior of our action by means of the Wilson-Polyakov renor-
malization group [61, 62]. We will also show how to evaluate the one loop correction to
the conductivity, namely to the stiffness parameter of modes which acquire a mass, like the
charge fluctuation inside the superconducting broken symmetry phase or the spin modes
when spin isotropy is broken. According to the previous section the final expression of the
action describing the transverse massless modes in the long-wavelength limit is [41]
S[Q] =
π
32
σ
∫
dRTr
(
~∇Q(R) · ~∇Q(R)†
)
− ω
w0
∫
dRTr (s3Q(R))
− π
8 · 32Π
∫
dRTr
[
Q†(R)~∇Q(R)γ3
]
Tr
[
Q†(R)~∇Q(R)γ3
]
, (90)
where we have rescaled the Q matrices by a factor Σ so that the new Q is normalized to
unity, i.e. Q†Q = I and Qsp = s3. Since Q = T˜ †s3T = s3T 2 = s3eW , at the gaussian level
the first term in the action is simply
πσ
32
∫
dR Tr
(
~∇Q†~∇Q
)
≃ −πσ
32
∫
dR Tr
(
~∇W ~∇W
)
, (91)
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while the last term is
− πΠ
32 · 8
∫
dRTr
[
Q†~∇Qγ3
]
Tr
[
Q†~∇Qγ3
]
≃ −πΠ
64
∫
dRTr
[
~∇W3
]
Tr
[
~∇W3
]
. (92)
Depending on whether the W components defined by Eqs. (53-56) are real or imaginary
matrices in replica space, which may be either symmetric or antisymmetric (see Appendix
A), we find the following gaussian propagators for the diffusive modes
〈W abq S i α(k)W cdq S i α(−k)〉 = ±D(k) (δac δbd ± δad δbc)+D(k)
Π
σ +Πn
δq3 δSS δi0 δα0 δab δcd, (93)
where q = 0, 3 refers to the homogeneous or the staggered component, S = S, T for singlet
or triplet term, (53), i = 0, 1, 2, 3 refers to the τ -components, (54),(55), α = 0, 1, 2, 3 refers
to the s-components, (56), a, b, c, d are replica indexes, the ± sign in front refers to real (R)
and imaginary (I) matrices, while the ± sign inside the brackets refers to symmetric (S) or
antisymmetric (A) matrices, n is the number of replicas and finally
D(k) =
1
2πσ
1
k2
. (94)
This propagator in two-dimensions will induce logarithmic singularities within the pertur-
bative expansion. A standard way to handle those divergences is provided by the Renor-
malization Group (RG). In particular we here apply the Wilson-Polyakov RG procedure
[61, 62, 63], which is particularly suitable to handle with the non-linear constraint QQ† = I.
By this approach one assumes
T (R) = Tf (R)Ts(R),
where Tf involves fast modes with momentum q ∈ [Λ/s,Λ], while Ts involves slow modes
with q ∈ [0,Λ/s], being Λ the high momentum cut-off, and s > 1 the rescaling factor (in
terms of the elastic scattering time, τ = 1
2Σ
, Λ is given by τσ
2ν
Λ2 ∼ 1, σ
2ν
being the diffusion
constant at the Born level). The following equalities hold
Tr
[
~∇Q† ~∇Q
]
= Tr
[
~∇Q†f · ~∇Qf
]
+2Tr
[
~Dsγ1Qf ~DsQ
†
fγ1
]
− 2Tr
[
~Ds ~Ds
]
+4Tr
[
~DsQ
†
f
~∇Qf
]
, (95)
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where Qf = T˜
†
fQspTf and
~Ds = Ts~∇T †s , as well as
Tr
[
Q†~∇Qγ3
]
· Tr
[
Q†~∇Qγ3
]
= Tr
[(
~∇Ws + ~∇Wf
)
γ3
]
· Tr
[(
~∇Ws + ~∇Wf
)
γ3
]
. (96)
Since the fast and slow modes live in disconnected regions of momentum space, only the
stiffness Tr
[
~∇Q†~∇Q
]
generates corrections. By expanding in Eq. (95) the terms which
couple slow and fast modes up to second order in Wf , after averaging over the fast modes
within a one loop expansion, the stiffness generates the following contribution to the action
for the slow modes
πσ
32
∫
dRTr
[
~∇Q†s~∇Qs
]
+ 〈S1〉f − 1
2
〈S22〉f , (97)
where
S1 =
πσ
32
∫
dR 2Tr
[
~Dγ1Qsp ~DQspW
2
f γ1
]
−2Tr
[
~Dγ1QspWf ~DWfQspγ1
]
(98)
and
S2 = 4
πσ
32
∫
dRTr
[
~DWf ~∇Wf
]
. (99)
After the effective action for the slow modes have been obtained, the slow modes momenta
are then rescaled back according to :
q ∈
[
0,
Λ
s
]
→ q
′
s
,
where q′ ∈ [0,Λ] runs over the original momentum space. In this way the model is mapped
onto another model defined onto the same range of momenta with renormalized parameters
σ(s) and Π(s). The logarithmic singularities are controlled by the following dimensionless
coupling constants
g =
1
2π2σ
, c =
1
2π2Π
. (100)
When chiral symmetry holds, namely when W 3 is massless, the new coupling c has to be
included. However, the combination σ+ nΠ can be shown [50, 52] to represent the stiffness
parameter of an abelian degree of freedom connected to the Tr(W 3), which is finite and
commutes with all other degrees of freedom. This implies that σ + nΠ is a constant of the
RG flow, namely that
βc = − c
2
g2
βg
n
. (101)
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Since the theory is well behaved in the n→ 0 zero replica limit, this indirectly proves that
lim
n→0
βg = 0,
namely that when chiral symmetry holds and when Tr(W 3) is massless the model stays
metallic with a finite conductance.
The final results of the RG are collected in the Table I in which the β functions for g
(βg = dg/d ln s) and for the density of states (DOS) (βρ = d ln ρ/d ln s) are listed for the
different symmetry classes. The density of states scaling behavior is obtained through its
expression in the Q matrix language
ρ =
ν
8
Tr(s3Q), (102)
which allows a very simple loop expansion.
In Table I we also list the coset spaces G/H for the different classes (i) time reversal
invariance is preserved with chiral symmetry [35, 41] or without [32, 64, 65]; (ii) time
reversal symmetry is broken by introducing random phase with chiral symmetry [35, 41]
or without [32]; (iii) a magnetic field is applied in the presence of chiral symmetry [41] or
without it [32, 64, 65]; and finally (iv) in the presence of magnetic impurities with chiral
symmetry [41] or in its absence [28].
TABLE I: Coset spaces and β functions for the coupling g and for the DOS ρ in the different
universality classes. Γ = gc+ng and Tˆ is the time reversal invariance.
Coset space βg βρ
Yes chiral, Yes Tˆ U(4n)×U(4n)/U(4n) 8ng2 (Γ/4− 8n)g
Yes chiral, No Tˆ U(4n)/O(4n) 4ng2 (−1 + Γ/4− 4n)g
Yes chiral, magnetic field O(4n)/O(2n)×O(2n) (2n− 1)g2 −2ng
Yes chiral, spin flip U(2n)/U(n)×U(n) ng2 −ng
No chiral, Yes Tˆ Sp(2n)×Sp(2n)/Sp(2n) 2(2n + 1)g2 (−1− 4n)g
No chiral, No Tˆ Sp(2n)/U(2n) (2n+ 1)g2 (−1− 2n)g
No chiral, magnetic field U(2n)/U(n)×U(n) ng2 −ng
No chiral, spin flip O(2n)/U(n) (n− 1)g2/2 (1− n)g/2
According to Table I, in the zero replica limit we obtain that, if chiral symmetry is absent
and for non magnetic impurities, the conductance vanishes, and the DOS, which is finite
23
within the simplest Born approximation, is suppressed. As shown by Ref. [33], in the
localized phase the DOS vanishes as |E| or E2 depending whether time reversal symmetry
holds or not. Quite surprisingly, magnetic impurities give a delocalization correction to the
conductance, as well as a DOS enhancement. On the contrary, if chiral symmetry is present,
the conductance stays finite, or even increases in the presence of a magnetic field. Without
magnetic field and in the absence of spin flip scattering, the DOS, according to the above
β-function, diverges approximately like, ρ(E) ∼ 1
E
exp
[−A√− lnE], with A > 0 a model
dependent constant[50, 52]. By a real space RG in the strong disorder regime [66, 67, 68] and
through a supersymmetric [69] and replicated [70] random gauge field theory approach as well
as within the standard non-linear σ-model [71], it has been recently argued that the correct
asymptotic expression of the DOS is instead of the form ρ(E) ∼ 1
E
exp
[−A(− lnE)2/3]. In
Ref. [71] the origin of the disagreement is identified into the existence of an infinite chain
of relevant operators which are related to moments of the Q-field and which are coupled
together in the RG equations.
IX. THE ACTION WITH VECTOR POTENTIALS
The quasiparticle charge modes, as well as the spin modes when magnetic impurities or
a magnetic field are present, are not described by the non-linear σ-model (90), which only
represents the truly massless diffusion modes. Nevertheless, charge and spin conductivities,
σc and σs, respectively, can be still evaluated through the stiffness of the corresponding
modes, although they acquire a mass term. Alternatively, σc and σs can be determined by
second derivatives of the action with respect to a source field which couples to the charge
or to the spin current [72].
As explained in Appendix B the source field which couples to the charge quasiparticle
current is the vector potential
Ac = λ
s(A0τ3s0 + A
1τ3s1), (103)
where λs is a symmetric matrix in replica space, or, alternatively,
Ac = λ
a(A0τ3σzs0 + A
1τ3σzs1), (104)
with λa an antisymmetric matrix. On the other hand the spin vector potential which couples
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to the spin current is given by
As = λ
s(A0τ0σzs0 + A
1τ0σzs1), (105)
or alternatively
As = λ
a(A0τ0s0 + A
1τ3s1). (106)
In the hydrodynamic limit the action in the presence of a vector potential acquires a new
term which, up to second order is A, is (see Appendix C)
SA =
π
32
σcTr
[(
∇Q+ ie
c
[Q,Ac]
)(
∇Q† − ie
c
[Ac, Q
†]
)
− (∇Q∇Q†)
]
, (107)
for a charge vector potential, where σc is the bare charge conductivity
σc =
Σ2
πV
∑
k
[
(∇kǫ)2
(E2k + Σ
2)2
]
, (108)
while for the spin case
SA =
πσs
32
Tr
[(
∇Q + i
2
[Q,As]
)(
∇Q† − i
2
[As, Q
†]
)
− (∇Q∇Q†)
]
, (109)
where σs is the bare spin conductivity, given by Eq.(83). In the presence of these terms in
the action, the generating function Z(A) depends now on A
Z(A) =
∫
DQe−S−SA. (110)
The Kubo formula both for charge and for spin conductivities is recovered by(
∂2lnZ
∂A02
− ∂
2lnZ
∂A12
) ∣∣∣∣
A=0
. (111)
We can now calculate, through the one-loop expansion, the corrections to the charge and the
spin conductivities as responses to the source fields. To this end we expand to the second
order in A the generating function
Z(A) =
∫
DQe−S−SA ≃
∫
DQe−S
(
1− SA1 − SA2 + 1
2
(SA1)
2
)
,
where SA1 and SA2 are
SA1 = i
f
t
∫
dR Tr
(∇Q(R) [Q†(R), A]) , (112)
SA2 =
f 2
t
∫
dR Tr
([
A ,Q(R)
] [
Q†(R), A
])
(113)
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and t = 32
πσ
, f = 1
2
for the spin case and t = 32
πσc
, f = e
c
for the charge case.
Taking, for charge conductivity, the gauge (103), we can calculate the second derivatives
of the generating function, ∂
2Z(A)
∂A02
and ∂
2Z(A)
∂A12
, at one-loop level by expanding Q in terms of
W and averaging with the quantum weight e−S. The gauge (104) gives the same results. For
spin conductivity we take the expression (105) or alternatively (106) as the vector potential.
Through Eq. (111) we find the one-loop quantum interference corrections for charge and for
spin conductivity, which are summarized in the following Table II.
TABLE II: One loop corrections to to the spin and charge conductivity in n = 0 replica limit.
Coset space δσs/σs δσc/σc
Yes chiral, Yes Tˆ U(4n)×U(4n)/U(4n) 0 0
Yes chiral, No Tˆ U(4n)/O(4n) 0 −2g ln s
Yes chiral, magnetic field O(4n)/O(2n)×O(2n) 0 0
Yes chiral, spin flip U(2n)/U(n)×U(n) 0 0
No chiral, Yes Tˆ Sp(2n)×Sp(2n)/Sp(2n) −2g ln s −2g ln s
No chiral, No Tˆ Sp(2n)/U(2n) −g ln s −g ln s
No chiral, magnetic field U(2n)/U(n)×U(n) 0 0
No chiral, spin flip O(2n)/U(n) g ln s/2 g ln s/2
By this procedure we find that the one-loop corrections δσc/σc and δσs/σs coincide with
δσ/σ in the absence of sublattice symmetry. When sublattice symmetry holds, quasiparticle
charge conductivity may behave differently from spin conductivity, as it happens when time
reversal symmetry is broken. Notice that, according to Table II, quantum interference
corrections in the diffusive modes influence also the stiffness of modes which are, on the
contrary, not diffusive.
X. THE RESIDUAL QUASIPARTICLE INTERACTION
So far we have dealt with disorder in d-wave superconductors modeled by a BCS Hamil-
tonian for free Landau-Bogoliubov quasiparticles. However strong correlation is a crucial
ingredient of the cuprates. Therefore it is important to understand the effects of the resid-
ual quasiparticle interactions even within the superconducting phase. Besides producing
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dephasing scattering processes [73, 74], the interactions can renormalize both the density of
states and the stiffness of the spin fluctuations. In this Section we extend our analysis to
include the quasiparticle interactions, following the original work by Finkel’stein [53, 75, 76]
for disordered metals. Moreover, we will extend the Finkel’stein model by including the nest-
ing property, which requires to add interaction amplitudes with (π, π) momentum transfer.
Let us first consider the following interaction contributions to the free energy
T
∑
|k|≪kF
Γ1
2
cαn(p1) c
β
m(p2) c
β
m−ω(p2 − k) cαn+ω(p1 + k), (114)
T
∑
|k|≪kF
Γ2
2
cαn(p1) c
β
m(p2) c
β
n+ω(p1 + k) c
α
m−ω(p2 − k), (115)
with α and β spin indices and n, m and ω Matsubara indices while p1, p2 k are the momenta
involved. T is the temperature. The sum is performed both over momenta and frequencies.
Indeed since interactions intermix the energies of the particles we should give up to a fixed
energy description, used in the non-interacting case, introducing a discrete set of Matsubara
frequencies.
ω  +εp+k, ν+ω
p, ν εq,
q+k,
FIG. 1: Diagram of interaction in particle-hole channel
These interactions can be rewritten distinguishing the singlet from the triplet channel in
this way
T
∑
|k|≪kF
Γs
2
cn(p1) σ0 cn+ω(p1 + k) cm(p2) σ0 cm−ω(p2 − k), (116)
− T
∑
|k|≪kF
Γt
2
cn(p1)~σ cn+ω(p1 + k) cm(p2)~σ cm−ω(p2 − k), (117)
with Γt = Γ2/2 and Γs = Γ1 − Γ2/2. By gaussian integration and using (5) we have
eT
∑
Γ
2
cn(p1)σ cn+ω(p1+k) cm(p2)σ cm−ω(p2−k) = (118)∫
dXe−
1
2
∑
ω(X0(ω)X0(−ω)−X3(ω)X3(−ω))+2i
∑√−TΓ(X0(ω)(Ψnτ0σtΨn+ω)+X3(ω)(Ψnτ3σtΨn+ω)),
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being X0(−ω) = X0(ω), X3(−ω) = −X3(ω) auxiliary Hubbard-Stratonovich fields and
Γ = −Γs for the singlet particle-hole channel with σ = σ0 or Γ = Γt with σ = ~σ for the
triplet particle-hole channel. In Eq. (118) the positive-negative energy index of the Nambu
spinors have been extended to label the positive and negative Matsubara frequencies. By
integrating the fermionic degrees of freedom, the full action including interaction is
1
2
Tr ln
(
iU˜ ǫˆ U † − U˜H(0)U † + iQsp + 2i
√−TΓX0U˜τ0σtU †
)
(119)
where ǫˆnm = ǫnδnm ≡ nπTδlk with n,m odd integers. U is the unitary transformation, previ-
ously called T in the non-interacting case. Then, by expanding in terms of the saddle point
Green’s functions, we find new terms in the action that represents the residual interactions
in the p-h channels, namely
−1
2
∑(
X0(ω)
2 +X3(ω)
2
)−∑ √−TΓ
2
πν
(
X0(ω)Tr(τ0σQnn+ω) +X3(ω)Tr(τ3σQn, n+ω)
)
.
(120)
Finally, by integrating over the auxiliary fields X0 and X3 we get the following contributions
to the free energy for the singlet channel
− T
∑ π2ν2
8
Γs
∑
l=0,3
(
Tr(Qn, n+ωτl σ0) Tr(Qm+ω,mτl σ0)
)
, (121)
and for the triplet channel
T
∑ π2ν2
8
Γt
∑
l=0,3
(
Tr(Qn,n+ωτl ~σ) Tr(Qm+ω,mτl ~σ)
)
. (122)
In the replica space the Q matrices contained in Eq. (121) and in Eq. (122) are diagonal and
have the same indices since residual interactions is present at fixed disorder. For convenience
we will put upper latin indices, like Qab, to denote replicas. In d-wave superconductors, from
[T, τ2s1] = 0 we have
τ2s1Qτ2s1 = −Q (123)
together with the condition
CtQtC = Q, (124)
where si, i = 0, 1, 2, 3, are Pauli matricies acting on the signs of Matsubara frequencies. For
the singlet and τ0 and τ3 components, this means
QabS0,nm = Q
ba
S0,mn = −QabS0,−n−m, (125)
QabS3,nm = −QbaS3,mn = QabS3,−n−m, (126)
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having defined
Q = QSσ0 + i ~QT · ~σ (127)
in spin space and
QS = QS0τ0 + i
∑
j=1,2,3
QSjτj , QT = QT0τ0 + i
∑
j=1,2,3
QTjτj (128)
in particle-hole space. Because of Eqs. (125, 126) the interaction in the p-h singlet channel
is therefore ∑
nmω
∑
a
QaaS0,n,n+ωQ
aa
S0,m+ω,m +Q
aa
S3,n,n+ωQ
aa
S3,m+ω,m
= −
∑
nmω
∑
a
QaaS0,−n−ω,−nQ
aa
S0,m+ω,m +Q
aa
S3,−n−ω,−nQ
aa
S3,m+ω,m.
By setting −n → n + ω in the last term, we recover the first with opposite sign, hence the
sum is zero. More specifically, if we consider the transformation Qn,m → Q−m,−n we find
that the interaction terms only involve the symmetric components of the Q’s because of
energy conservation. On the other hand, only the antisymmetric QS and the symmetric QT
stay massless in the superconducting phase due to Eq. (123). This means that the singlet
term, with Γs, is suppress in d-wave superconductors by symmetry and only the triplet, with
Γt, survives. This is physically expected being charge fluctuations not diffusive.
We now take into account also the interaction in the Cooper channel. The diffusive
cooperon represents fluctuation in the particle-particle channel with s-wave symmetry. Since
the real part of the order parameter is already finite, fluctuations in the τ2s1 channels are
not diffusive, while only fluctuations in the τ1s1 channel, corresponding to fluctuations of an
is order parameter, stay massless. In the presence of residual interaction in the p-p channel,
we must also consider the term
T
∑
|k|≪kF
Γc
2
cαn(p1) c
β
ω−n(k − p1) cβm(p2) cαω−m(k − p2). (129)
By introducing one more auxiliary field, Y αβ = (Y βα)∗ with α and β spin indices, the
quantum weight due to p-p interaction can be rewritten as∫
dY e−
1
2
∑
Y αβm (k)Y
βα
m (−k)+i
∑√
TΓc(cαn(p1)Y αβω (p1+p2)cαω−n(p2)+c
β
n(p1)Y
βα
ω (p1+p2)c
α
ω−n(p2)) (130)
From Eq. (5) the following equalities hold
Ψ(τ1 + iτ2)Ψ = −i c σyc, (131)
Ψ(τ1 − iτ2)Ψ = −i c σyc, (132)
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FIG. 2: Diagram of interaction in particle-particle channel
so that, calling Y αβR =
∑
γ Y
αγσγβy and Y
αβ
L =
∑
γ σ
αγ
y Y
γβ , which implies Y βαL = (Y
αβ
R )
∗, Eq.
(130) becomes ∫
dY e−
1
2
∑
Y αβRω Y
βα
Lω+
∑√
TΓc(Ψ
α
nY
αβ
Rω τ
+Ψβω−n+Ψ
β
nY
βα
Lω τ
−Ψαω−n), (133)
where τ± = τ1 ± iτ2. Integrating over fermions we find∫
dY e−
1
2
∑
Y αβRωY
βα
Lω +i
∑ piν
2
√
TΓc(Y
αβ
Rω Tr(Q
βα
ω−n, nτ
+)+Y βαLω Tr(Q
αβ
ω−m,mτ
−)) (134)
and finally, after integration over YR, we obtain the following additional term to the free
energy, representing the interaction in the Cooper channel
T
∑ π2ν2
4
ΓcTrspin{Tr(Qn+ω,−nτ+)Tr(Qm+ω,−mτ−)}. (135)
Also in this case the Q matrices are diagonal in replica space and both of them have the
same replica index. By the charge conjugacy relation CtQtC = Q, the triplet terms don’t
contribute since
QabT1,nm = −QbaT1,mn, QabT2,nm = −QbaT2,mn (136)
so, if in Eq. (135) we transpose Qn+ω,−n and put −n → n + ω we will have triplet terms
with opposite sign. This means that at the end only the following term remains
T
∑ π2ν2
8
Γc
∑
l=1,2
(
Tr(Qaan+ω,−nτl σ0) Tr(Q
aa
m+ω,−mτl σ0)
)
. (137)
This result is valid also in metal phase and reflects the local character of the Q matrix.
XI. RENORMALIZATION GROUP WITH INTERACTIONS
Now we calculate the corrections to the conductivity and to the density of states due to
the interactions. Let us first consider the model without sublattice symmetry, for which the
relevant interactions are Γt and Γc defined above.
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A. Interactions with small momentum transfer
The properties of massless modes in the Matsubara frequency space are the following,
having imposed antihermitianicity and conditions (31), (33),
W abS0,nm = W
ab∗
S0,nm = −W baS0,mn = W abS0,−n−m = −W baS0,−m−n,
W abS1,nm = −W ab∗S1,nm = −W baS1,mn = −W abS1,−n−m = W baS1,−m−n,
W abS2,nm = −W ab∗S2,nm = −W baS2,mn = W abS2,−n−m = −W baS2,−m−n,
W abS3,nm = W
ab∗
S3,nm = W
ba
S3,mn = −W abS3,−n−m = −W baS3,−m−n,
~W abT0,nm = ~W
ab∗
T0,nm = ~W
ba
T0,mn = ~W
ab
T0,−n−m = ~W
ba
T0,−m−n,
~W abT1,nm = − ~W ab∗T1,nm = ~W baT1,mn = − ~W abT1,−n−m = − ~W baT1,−m−n,
~W abT2,nm = − ~W ab∗T2,nm = ~W baT2,mn = ~W abT2,−n−m = ~W baT2,−m−n,
~W abT3,nm =
~W ab∗T3,nm = − ~W baT3,mn = − ~W abT3,−n−m = ~W baT3,−m−n,
where a and b are replica indices, while n and m are odd integer Matsubara indices with
opposite sign. If we take n = −m we recover the symmetry properties derived in the
previous chapters and reported in Appendix A. By these relations we can write the gaussian
propagator〈
W abSi,nm(k)W
cd
Si,rq(k)
〉
= (±)1
2
(
1− λnλm
)
Dnm(k)(
δacnr δ
bd
mq [±] δadnq δbcmr (−)i δacn−r δbdm−q (−)i[±] δadn−q δbcm−r
)
, (138)
where S means S for singlet and T for triplet components, δacnr = δacδnr, (±) are related to
real or imaginary matrix elements of W , [±] for symmetric or antisymmetric matrix, (−)i
the sign that W acquires changing the signs of Matsubara frequencies and this occurs only
for modes proportional to τ1 and τ3, and finally
Dnm(k) =
1
4πν
1
Dk2 + z|ǫn − ǫm| , (139)
with sign(ǫn) ≡ λn = −λm where ǫn = nπT is a fermionic Matsubara frequency with odd
integer n. The factor z is the frequency renormalization and D = σ/(2ν) the diffusion
coefficient.
Let us introduce slow and fast modes in the spirit of Wilson Polyakov procedure, as we
have done before,
Q = U˜ †sQfUs = U˜
†
s U˜
†
fQspUfUs, (140)
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FIG. 3: Diagram of the diffusion propagator
with U = e
W
2 (without chirality, U˜ = U) and finally Qspnm = λnδnm.
Us contains only slow momentum fluctuations and
Usnm = δnm, if (seτ)
−1 < |ǫn| < τ−1 or (seτ)−1 < |ǫm| < τ−1, (141)
where τ−1 acts as an energy cutoff and se > 1 is the rescaling factor. The massless fast
modes satisfy by definition
Wf nm(k) = 0 if {Dk2, |ǫn|, |ǫm|} < (seτ)−1. (142)
Now let us expand the interaction contributions to the full action, namely Eqs. (121,122,137)
multiplied by T−1, in terms of Wf , leaving slow Us unexpanded. In this way, besides the
terms (98) and (99), also the following contributions should be evaluated in the one-loop
expansion
S1int =
π2ν
8
∑
νΓ Tr
(
U˜ †den1m1λm1W
eg
m1m2U
gd
m2n2τlσ
)
Tr
(
U˜ †dfn3m3λm3W
fh
m3m4U
hd
m4n4τlσ
)
δ(n1 ∓ n2 ± n3 − n4), (143)
S2int =
π2ν
8
∑
νΓ Tr
(
U˜ †den1m1λm1W
eg
m1m2
W ghm2m3U
hd
m3n2
τlσ
)
Tr
(
Qddn3n4τlσ
)
δ(n1 ∓ n2 ± n3 − n4), (144)
where the upper indices are in the replica space, Γ = Γt, σ = ~σ, and we sum over τl = τ0, τ3
and energies with constraint δ(n1−n2+n3−n4) for p-h triplet channel and Γ = Γc, σ = σ0,
τl = τ1, τ2, with energy conservation law δ(n1 + n2 − n3 − n4) for p-p Cooper channel (in
metal phase we would have also the singlet channel with Γ = −Γs, σ = σ0, τl = τ0, τ3 and
energy constraint δ(n1 − n2 + n3 − n4)) and finally Q = U˜ †QspU is the slow mode matrix.
The sums in Eqs. (143, 144) are performed over all upper (replica) and lower (frequencies)
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indices and over l, according to the channel. Before starting the renormalization of all the
parameters involved in the theory we can easily take into account all the ladders diagrams
sketched in Fig.4, substituting the bare particle-hole triplet scattering amplitude with
Γt(q, ω) = Γt
Dq2 + z|ω|
Dq2 + (z + 2νΓt)|ω| , (145)
which is the algebraic infinite ladder summation [77].
 
FIG. 4: Ladder summation
For Cooper amplitude we have instead, already after summing the first two diagrams, a
logarithmic divergent term which does not depend on g, the small parameter of the theory.
To calculate one-loop corrections to conductivity due to the interactions, we have to consider
the following averages over fast modes
〈S1int〉 − 〈S1S1int〉 − 〈S2S1int〉+
1
2
〈(S2)2S1int〉, (146)
where S1 and S2 are defined by Eq. (98) and Eq. (99). For instance, contracting the fast
modes, the contribution coming from〈
S1int
〉
= −π
2ν
2
∑
νΓ(p, ǫn1 ± ǫn2)Dm1m2(p+ p1)
(
1− λm1λm2
)
δ(n1 ∓ n2 ± n3 − n4){
Tr
(
λm2U
gd
m2n2
(p1 − p2)τlσU˜ †den1m1(p2)λm1Uedm1n4(−p3)τlσU˜ †dgn3m2(p3 − p1)
)
− (−)lTr
(
λm2U
gd
m2n2(p1 − p2)τlσU˜ †den1m1(p2)λm1Uedm1−n4(−p3)τlσU˜ †dg−n3m2(p3 − p1)
)}
,(147)
which renormalizes the spin conductivity is obtained summing over fast momenta m1 (the
sum over slow momenta, instead, renormalizes the scattering amplitudes), giving simply
− π2ν nσ
∑
νΓ(p, ǫm1 ± ǫn2)Dm1m2(p+ p1)Tr
(
U˜ †dgn2m2(−p1)Ugdm2n2(p1)
)
, (148)
with nσ = 3 in the triplet p-h channel and nσ = 1 in the Cooper one. Expanding the
propagator D in terms of slow p1, neglecting slow frequencies both in Γ and in D, we have
a factorized term
− nσJ
∑
p21Tr
(
U˜ †dgn2m2(−p1)Ugdm2n2(p1)
)
= nσJ
∫
drTr(AA), (149)
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where A = ∇U˜ U˜ † (notice that here, since chirality is not present, U˜ = U) and
J = 1
π
∫
dp dǫΓ(p, ǫ)
(
Dp
(Dp2+z|ǫ|)2 − 2D
2p3
(Dp2+z|ǫ|)3
)
. The other mean values in Eq. (146) give
contributions of the same kind and also proportional to
∫
drTr(AλAλ) (with chirality∫
drTr(Aλγ1Aλγ1)). Reminding that
2Tr(AλAλ−AA) = Tr(∇Q∇Q†), (150)
we obtain corrections to the stiffness coefficient.
To calculate corrections to the density of states, besides 〈Sν〉, we will consider
〈S1intSν〉, (151)
where
Sν =
1
2
∑
Tr(ǫnU˜
†ab
nm1λm1W
bc
m1m2W
cd
m2m3U
da
m3n). (152)
In order to calculate corrections to the interaction amplitudes at first order in g, we need
to consider the sum
〈Sint〉 − 1
2
〈(Sint)2〉+ 1
2
〈(S1int)2S2int〉+
1
2
〈S1int(S2int)2〉 −
1
4
〈(S1intS2int)2〉, (153)
where Sint = S
1
int + S
2
int. Because of the different structures of the two terms S
1
int and S
2
int,
we notice that 〈S2int〉 in the first term, 〈S1intS2int〉 in the second term and the third term of
Eq. (153) are vertex contributions (in Fig.6, the corresponding diagrams are sketched using
only the p-h triplet scattering amplitude) while the last two in Eq. (153) and 〈(S2int)2〉 in
the second term are bubble corrections, (see Fig. 7). In the normal phase the the first two
diagrams of Fig. 7 and the first diagram of Fig. 6 vanish. There are other diagrams which
give corrections to Γt in which Γc appears and viceversa, with the same topology but with
different energy-momentum conservation laws.
Finally, the renormalization of z is determined by three contributions, the first two result
from the corrections to the density of states 〈Sν〉 and from Eq. (151) and the third from the
expansion of 〈S1int〉, written explicitly in Eq.(148), in terms of the slow frequency n2. This
latter contribution cancels exactly all the terms of order higher than one in the interaction
amplitudes coming from Eq. (151).
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FIG. 5: Diagrams in 〈S1int〉 and 〈(S1int)2〉
FIG. 6: Vertex contributions.
FIG. 7: Bubble contributions.
B. RG equations without chiral symmetry
The final renormalization group equations for d-wave superconductors, including residual
quasiparticle interactions Γt and Γc, in all the cases collected in Table I are the following:
a. No chiral, Yes Tˆ . If time-reversal symmetry is preserved we obtain
dg/dl = g2 {−3νΓtf2(z, z, z2)− νΓc/z + 1} , (154)
dz/dl = g {3νΓt + νΓc − z/2} , (155)
dνΓt/dl = g
{
ν (Γt + Γc) /2 + 4ν
2 (ΓtΓt + ΓtΓc) /z + 4ν
3 (ΓtΓcΓt) /z
2 − νΓt − ν2ΓtΓt/z
}
,(156)
dνΓc/dl = g
{
ν (3Γt − Γc) /2 + 2ν2 (3ΓtΓczf1(z, z2) + ΓcΓc) /z − νΓc
}− 2(νΓc)2/z, (157)
where, as usual, we have introduced the functions f1 and f2 which result from integrations
of products of diffusion propagators, defined by
f1(a, b) = ln(a/b)/(a− b), (158)
f2(a, b, c) = 2
(
b f1(a, b)− c f1(a, c)
)
/(b− c), (159)
and z2 = z + 2νΓt. Notice that in Eq. (154) the last term is taken from Table I with n = 0
and divided by 2 since here we have adopted an energy scaling factor instead of a momentum
scaling factor, being l = ln se with se defined in Eq. (141). The contributions due to the
non-vanishing density of states in the non-interacting case are singled out, they are the last
two terms of Eq.(156) (corresponding to the first diagram of Fig. 6 and to the first two of
Fig. 7) and the last term in the curly brackets of Eq. (157). In the normal phase, they
disappear meanwhile the singlet particle-hole channel is turned on [53, 75]. The last term
of Eq. (157) is due to the ladder summation. The scaling behavior of the density of states
becomes
dν/dl = gν {3νΓtf1(z, z2) + νΓc/z − 1/2} . (160)
Notice that the theory has only four parameters, g, z, νΓt, νΓc since the density of states
appears always multiplied with the scattering amplitudes. Summing and writing in terms
of ut ≡ 2νΓt/z and uc ≡ 2νΓc/z we can separate from the set of equations the z-equation,
obtaining
dg/dl = g2 {3(1− (1 + ut) ln(1 + ut)/ut)− uc/2 + 1} , (161)
dz/dl = g z {3ut + uc − 1} /2, (162)
dut/dl = g {uc/2 + 3 utuc/2 + utucut} , (163)
duc/dl = g {(3ut − 2uc) /2 + 3 (uc ln(1 + ut)− utuc) /2} − (uc)2, (164)
dν/dl = gν {3 ln(1 + ut) + uc − 1} /2. (165)
Supposing T−1, the inverse of the temperature, being the coherence time for the quasipar-
ticles, the integration of the equations above will run from T to τ−1, the elastic scattering
rate. Strictly speaking, half of the localization correction in the last term of Eq. (161), is
cut off not by the temperature but by the inelastic scattering rate τ−1in . However, τ
−1
in , for
some source of inelastic processes, it is found to be linear in T [74]. At the first order in the
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scattering amplitudes, supposing them so small, at the moment, that they do not flow fast,
we have the following variation in the conductivity induced both by the disorder and by the
interactions
δσ =
1
2π2
(
1− 3
2
ut − 1
2
uc
)
ln(Tτ). (166)
Solving now the whole set of equations (161-164) we find that, starting with a small
and positive ut0 (in Fig.8 ut0 = ut(T ≃ τ−1) = 0.15, uc0 = uc(T ≃ τ−1) = 0 and
g0 = g(T ≃ τ−1) = 0.03), g increases for the presence of the quantum interferences but
when the interactions become strong enough, after reaching a maximum, it decreases at low
temperature, as shown in Fig. 8. The temperature of crossover depends on the interaction
amplitudes. The smaller is the value of the positive ut0, the higher is the peak of g, while ut
diverges as in the normal phase [75, 76]. A negative starting value of ut0, instead, reinforces
the localization.
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FIG. 8: Scaling behavior of g of paragraph a, in the inserts ut and uc.
b. No chiral, No Tˆ . If time reversal symmetry is broken, Γc disappears from Eqs.(154-
156, 160) and the last term of Eq. (154), which is the contribution due only to the disorder,
is halved (see Table I). ut remains unrenormalized at first order in g (Eq.(163) with uc = 0),
namely dut/dl = O(g
2), which is a result obtained also by Keldysh technique [78], so ut = ut0
at the one-loop level. The equation for g, exact in the interaction, becomes simply
dg/dl = g2 {3 (1− (1 + ut0) ln(1 + ut0)/ut0) + 1/2} , (167)
implying that there is a positive critical value of ut0 (u
∗
t0 ≃ 0.37) for which dg/dl = 0 at
lowest order in g. Above u∗t0 the resistivity g decreases, below u
∗
t0 it increases.
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c. No chiral, magnetic field. If also the spin rotational invariance is broken, we have
dg/dl = −g2νΓtf2(z, z, z2), (168)
dz/dl = gνΓt, (169)
dνΓt/dl = −gνΓt/2, (170)
dν/dl = gνΓtf1(z, z2). (171)
Also in this case, as in the previous ones, we can eliminate z introducing ut, obtaining
dg/dl = g2 {1− (1 + ut) ln(1 + ut)/ut} , (172)
dut/dl = −gut(1 + ut)/2. (173)
The solution is a transient since the scattering amplitude flows to zero and the conductivity
changes value only in the meanwhile. For a small value of ut0 = ut(T ≃ τ−1), we can retain
only lowest order in ut so that, given g0 = g(T ≃ τ−1), the renormalized resistivity is given
by
g = g0 e
−ut0. (174)
d. No chiral, magnetic impurities. In the presence of magnetic impurities there are
no corrections due to the interactions. Indeed both cooperons and triplet diffusons become
massive.
C. Interactions with (pi, pi) momentum transfer
At the nesting point where the staggered fluctuations become diffusive (i.e when the
chiral symmetry holds), also quasiparticle interactions with (π, π) momentum transfer must
be included in the effective action. First notice that in the sublattice representation, the the
contribution due to the interactions with small momentum transfer can be rewritten as∑ π2ν
32
νΓ
0
Tr(Qaan1n2τlσγ0)Tr(Q
aa
n3n4τlσγ0) δ(n1 ∓ n2 ± n3 − n4), (175)
where γ0 is the identity in the sublattice space and Γ
0
can be −Γ0s, Γ0t and Γ0c .
Let us now consider interactions whose transferred momentum is qπ = (±π,±π), which also
involve quasiparticles at the Fermi energy in the case of half filling,
T
∑
|k|≪kF
Γ
3
1
2
cαn(p1) c
β
m(p2) c
β
m−ω(p2 − k − qπ) cαn+ω(p1 + k + qπ), (176)
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T
∑
|k|≪kF
Γ
3
2
2
cαn(p1) c
β
m(p2) c
β
n+ω(p1 + k + qπ) c
α
m−ω(p2 − k − qπ), (177)
T
∑
|k|≪kF
Γ
3
c
2
cαn(p1) c
β
ω−n(k − p1 + qπ) cβm(p2) cαω−m(k − p2 + qπ). (178)
In this case Γ
3
indicates the amplitude related to staggered modes. Repeating the steps
which led to Eq. (121), Eq. (122) and Eq. (137), we obtain the following additional
contribution to the action∑ π2ν
32
νΓ
3
Tr(Qaan1n2τlσγ3)Tr(Q
aa
n3n4τlσγ3) δ(n1 ∓ n2 ± n3 − n4), (179)
with Γ
3
taking the values −Γ3s ≡ Γ32/2−Γ31 for the singlet p-h staggered channel, Γ3t ≡ Γ32/2
for the triplet and Γ
3
c for the p-p Cooper staggered channel. In the superconducting phase
only Γ
3
t and Γ
3
c are relevant. The properties of W
3 massless modes in energy space derive
from the conditions (32), (33) and antihermitianicity, leading to
W abS0,nm = −W ab∗S0,nm = W baS0,mn = W abS0,−n−m = W baS0,−m−n,
W abS1,nm = W
ab∗
S1,nm = W
ba
S1,mn = −W abS1,−n−m = −W baS1,−m−n,
W abS2,nm = W
ab∗
S2,nm = W
ba
S2,mn = W
ab
S2,−n−m = W
ba
S2,−m−n,
W abS3,nm = −W ab∗S3,nm = −W baS3,mn = −W abS3,−n−m = W baS3,−m−n,
~W abT0,nm = − ~W ab∗T0,nm = − ~W baT0,mn = ~W abT0,−n−m = − ~W baT0,−m−n,
~W abT1,nm =
~W ab∗T1,nm = − ~W baT1,mn = − ~W abT1,−n−m = ~W baT1,−m−n,
~W abT2,nm =
~W ab∗T2,nm = − ~W baT2,mn = ~W abT2,−n−m = − ~W baT2,−m−n,
~W abT3,nm = − ~W ab∗T3,nm = ~W baT3,mn = − ~W abT3,−n−m = − ~W baT3,−m−n,
where now n andm have same signs. By these properties we can write down the propagators,
reported in Appendix D, and evaluate Eq. (146), Eq. (151) and Eq. (153).
D. RG equations with chiral symmetry
The renormalization group equations in different symmetry classes in the presence of
chirality in the sublattice space are the following:
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e. Yes chiral, Yes Tˆ . If both time reversal symmetry and spin rotation invariance
are preserved, we have, together with Γ = g/c and dc/dl = −4c2 (see Eqs. (100, 101)), the
following equations
dg/dl = g2
{
−3νΓ0t f2(z, z, z2) + 3νΓ
3
t/z − νΓ
0
c/z + νΓ
3
cf2(z, z, zc)
}
, (180)
dz/dl = g
{
3νΓ
0
t − 3νΓ
3
t + νΓ
0
c − νΓ
3
c + zΓ/8
}
, (181)
dνΓ
0
t/dl = g
{
ν
(
Γ
0
t + Γ
3
t + Γ
0
c + Γ
3
c
)
/2 + 4ν2
(
Γ
0
tΓ
0
t + Γ
0
tΓ
0
c − Γ
3
tΓ
3
t − Γ
0
tΓ
3
t
)
/z
+4ν3
(
Γ
0
tΓ
0
cΓ
0
t − Γ
0
tΓ
3
tΓ
0
t
)
/z2
+ΓνΓ
0
t/4 + Γν
2Γ
0
tΓ
0
t/4z + ΓνΓ
3
t
(
1 + 2νΓ
0
t/z
)2
/4
}
, (182)
dνΓ
3
t/dl = g
{
ν
(
Γ
0
t + Γ
3
t + Γ
0
c + Γ
3
c
)
/2− 2ν2
(
Γ
0
tΓ
3
tzf1(z, z2) + 3 Γ
3
tΓ
3
t − Γ
0
cΓ
3
t
+Γ
3
cΓ
3
tzf1(z, zc)
)
/z + Γν(Γ
3
t + Γ
0
t )/4
}
+ 2(νΓ
3
t )
2/z, (183)
dνΓ
0
c/dl = g
{
ν
(
3Γ
0
t + 3Γ
3
t − Γ
0
c − Γ
3
c
)
/2 + 2ν2
(
3Γ
0
tΓ
0
czf1(z, z2)− 3Γ
3
tΓ
0
c
+Γ
0
cΓ
0
c − Γ
3
cΓ
0
czf1(z, zc)
)
/z + Γν(Γ
0
c + Γ
3
c)/4
}
− 2(νΓ0c)2/z, (184)
dνΓ
3
c/dl = g
{
ν
(
3Γ
0
t + 3Γ
3
t − Γ
0
c − Γ
3
c
)
/2 + 4ν2
(
Γ
0
cΓ
3
c − 3Γ
3
tΓ
3
c
)
/z+
4ν3
(
3Γ
3
cΓ
3
tΓ
3
c − Γ
3
cΓ
0
cΓ
3
c
)
/z2
+ΓνΓ
3
c/4− Γν2Γ
3
cΓ
3
c/4z + ΓνΓ
0
c
(
1− 2νΓ3c/z
)2
/4
}
, (185)
dν/dl = gν
{
3νΓ
0
tf1(z, z2)− 3νΓ
3
t/z + νΓ
0
c/z − νΓ
3
cf1(z, zc) + zΓ/8
}
, (186)
where z2 = z + 2νΓ
0
t and zc = z − 2νΓ3c , which come from ladder summations in the triplet
p-h channel, Eq. (145), and in the staggered p-p Cooper channel,
Γ
3
c(q, ω) = Γ
3
c
Dq2 + z|ω|
Dq2 + (z − 2νΓ3c)|ω|
. (187)
The last term of Eq.(183) comes also from the ladder summation in the staggered p-h triplet
channel that present the same log-divergence of the standard Cooper channel, Eq.(184),
namely it does not depend on g. As a result, for repulsive interaction, the Stoner insta-
bility towards a spin-density wave is not destroyed by disorder. At the first order in the
scattering amplitudes, introducing u0t = 2Γ
0
t/z, u
0
c = 2Γ
0
c/z, u
3
t = 2Γ
3
t/z and u
3
c = 2Γ
3
c/z the
conductivity and the density of states are corrected in this way
δσ/σ = g [3(u0t − u3t )/2 + (u0c − u3c)/2] ln(Tτ)−1, (188)
δν/ν = g [3(u0t − u3t )/2 + (u0c − u3c)/2 + Γ/8] ln(Tτ)−1. (189)
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f. Yes chiral, No Tˆ . If time reversal invariance symmetry is broken both Γ
0
c and Γ
3
c
disappear in the equations above, dc/dl = −2c2, and
dg/dl = g2ν
{
−3Γ0tf2(z, z, z2) + 3Γ
3
t/z
}
/2, (190)
dz/dl = gν
{
3Γ
0
t − 3Γ
3
t + z(Γ/4− 1)/2
}
, (191)
dνΓ
0
t/dl = g
{
ν
(
Γ
0
t + Γ
3
t
)
/2 + 4ν2
(
Γ
0
tΓ
0
t − Γ
3
tΓ
3
t − Γ
0
tΓ
3
t
)
/z −4ν3Γ0tΓ
3
tΓ
0
t/z
2
+(Γ/4− 1)νΓ0t + (Γ/4− 1)ν2Γ
0
tΓ
0
t/z + ΓνΓ
3
t
(
1 + 2νΓ
0
t/z
)2
/4
}
, (192)
dνΓ
3
t/dl = g
{
ν
(
Γ
0
t + Γ
3
t
)
/2− 2ν2
(
Γ
0
tΓ
3
tzf1(z, z2) + 3 Γ
3
tΓ
3
t
)
/z
+(Γ/4− 1)νΓ3t + ΓνΓ
0
t/4
}
+ 2(νΓ
3
t )
2/z, (193)
dν/dl = gν
{
3νΓ
0
tf1(z, z2)− 3νΓ
3
t/z + (Γ/4− 1)/2
}
. (194)
g. Yes chiral, magnetic field. If the d-wave superconductor is embedded in a constant
magnetic field, namely the spin rotation invariance is broken, we have
dg/dl = g2
{
−νΓ0t f2(z, z, z2) + 2νΓ
3
t/z − 1/2
}
, (195)
dz/dl = g
{
νΓ
0
t − 2νΓ
3
t
}
, (196)
dνΓ
0
t/dl = g
{
ν
(
−Γ0t/2 + Γ
3
t
)
− 4ν2Γ3tΓ
3
t/z
}
, (197)
dνΓ
3
t/dl = g
{
νΓ
0
t/2− 2ν2
(
3Γ
0
tΓ
3
tzf1(z, z2) + 2Γ
3
tΓ
3
t
)
/z
}
+ 2(νΓ
3
t )
2/z, (198)
dν/dl = gν
{
νΓ
0
tf1(z, z2)− 2νΓ
3
t
}
. (199)
An effect of the SU(2) symmetry breaking is to reduce the triplet scattering amplitudes as
Γ
0
t → Γ0t/3 and Γ3t → 2Γ3t/3 in the conductance and in the DOS. Indeed for the standard
modes the massless ones are those which commute with the Zeeman term, i.e. only one
component in the triplet sector survives, while the staggered massless modes anticommute
with the Zeeman term, i.e. there are two components in the triplet sector. Solving the
equations above we obtain that for moderate values of the interactions g decreases, u0t is
finite and u3t does not diverge if the starting value u
3
t0 ∼ −g1/2 or if u0t is positive and u3t0 ∼ 0.
h. Yes chiral, magnetic impurities. In the presence of magnetic impurities we have
dg/dl = g2νΓ
3
cf2(z, z, zc), (200)
dz/dl = gνΓ
3
c, (201)
dνΓ
3
c/dl = −gνΓ
3
c/2, (202)
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dν/dl = gνΓ
3
cf1(z, zc). (203)
These equations are formally the same of Eq.(168-171), consistently to the fact that the soft
modes live in the same manifold, U(2n)/U(n)×U(n), where now n = #replicas × #positive
frequencies. At low interaction regime we have the solution g = g0 e
u3c0 , similar to Eq. (174)
except for the sign in front of the interaction amplitude.
E. In normal phase
The role of staggered fluctuations can also be considered in the metallic phase, extending
the Finkel’stein model to include nesting effects. If superconductive order parameter is
turned off and if staggered fluctuations are supposed to be massless, the singlet contributions
stay relevant and the renormalization group equations become the following:
i. Yes chiral, Yes Tˆ . In the presence of time reversal symmetry we obtain
dg/dl = g2
{
νΓ
0
sf2(z, z, z1)− νΓ
3
s/z − 3νΓ
0
tf2(z, z, z2) + 3νΓ
3
t/z − 2νΓ
0
c/z + 2νΓ
3
cf2(z, z, zc)
}
,
dz/dl = g
{
νΓ
3
s − νΓ
0
s + 3νΓ
0
t − 3νΓ
3
t + 2νΓ
0
c − 2νΓ
3
c + z (1 + Γ/8)
}
,
dνΓ
0
t/dl = g
{
ν
(
Γ
0
s + Γ
3
s + Γ
0
t + Γ
3
t + 2Γ
0
c + 2Γ
3
c
)
/2 + 4ν2
(
Γ
3
sΓ
0
t + Γ
0
tΓ
0
t + 2Γ
0
tΓ
0
c − Γ
3
tΓ
3
t
−Γ0tΓ
3
t
)
/z + 4ν3
(
2Γ
0
tΓ
0
cΓ
0
t − Γ
0
tΓ
3
tΓ
0
t + Γ
0
tΓ
3
sΓ
0
t
)
/z2
+ (2 + Γ/4)
(
νΓ
0
t + ν
2Γ
0
tΓ
0
t/z
)
+ ΓνΓ
3
t
(
1 + 2νΓ
0
t/z
)2
/4
}
,
dνΓ
3
t/dl = g
{
ν
(
Γ
0
s + Γ
3
s + Γ
0
t + Γ
3
t + 2Γ
0
c + 2Γ
3
c
)
/2− 2ν2
(
Γ
0
tΓ
3
tzf1(z, z2) + 3 Γ
3
tΓ
3
t
−2Γ0cΓ
3
t + 2Γ
3
cΓ
3
tzf1(z, zc) + Γ
0
sΓ
3
tzf1(z, z1)− Γ
3
sΓ
3
t
)
/z
+ (2 + Γ/4) νΓ
3
t + ΓνΓ
0
t/4
}
+ 2(νΓ
3
t )
2/z,
dνΓ
0
s/dl = g
{
ν
(
−Γ0s − Γ
3
s + 3Γ
0
t + 3Γ
3
t + 2Γ
0
c + 2Γ
3
c
)
/2 + 4ν2
(
Γ
3
sΓ
0
s − 3Γ
3
tΓ
0
s
+Γ
0
cΓ
0
c + Γ
3
cΓ
3
cz/zc
)
/z + 4ν3
(
−Γ0sΓ
3
sΓ
0
s + 3Γ
0
sΓ
3
tΓ
0
s
)
/z2
−4ν2
(
2Γ
0
sΓ
3
c/zc + Γ
0
sΓ
0
s
(
1
z
− 1
zc
))
+ (2 + Γ/4)
(
νΓ
0
s − ν2Γ
0
sΓ
0
s/z
)
+ ΓνΓ
3
s
(
1− 2νΓ0s/z
)2
/4
}
,
dνΓ
3
s/dl = g
{
ν
(
−Γ0s − Γ
3
s + 3Γ
0
t + 3Γ
3
t + 2Γ
0
c + 2Γ
3
c
)
/2 + 2ν2
(
−Γ0sΓ
3
szf1(z, z1)
+Γ
3
sΓ
3
s + 3Γ
0
tΓ
3
szf1(z, z2)− 3Γ
3
tΓ
3
s + 2Γ
0
cΓ
3
s − 2Γ
3
cΓ
3
szf1(z, zc)
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+4Γ
0
cΓ
3
czf1(z, zc)
)
/z + (2 + Γ/4) νΓ
3
s + ΓνΓ
0
s/4
}
− 2(νΓ3s)2/z,
dνΓ
0
c/dl = g
{
ν
(
Γ
0
s + Γ
3
s + 3Γ
0
t + 3Γ
3
t
)
/2 + 2ν2
(
3Γ
0
tΓ
0
czf1(z, z2)− 3Γ
3
tΓ
0
c + Γ
3
sΓ
0
c
−Γ0sΓ
0
czf1(z, z1) + 2Γ
0
cΓ
0
c − 2Γ
3
cΓ
0
czf1(z, zc) + 2Γ
0
cΓ
0
szf1(z, z1)
+2Γ
3
cΓ
3
szf1(z, zc)
)
/z + (2 + Γ/4) νΓ
0
c + ΓνΓ
3
c/4
}
− 2(νΓ0c)2/z,
dνΓ
3
c/dl = g
{
ν
(
Γ
0
s + Γ
3
s + 3Γ
0
t + 3Γ
3
t
)
/2 + 4ν2
(
Γ
0
cΓ
3
c + Γ
0
sΓ
3
cz(f1(zc, z1)− f1(z, z1))
−3Γ3tΓ
3
c + Γ
3
sΓ
0
c
)
/z + 4ν3
(
3Γ
3
cΓ
3
tΓ
3
c − 2Γ
3
cΓ
0
cΓ
3
c + Γ
3
cΓ
3
sΓ
3
c
)
/z2
−4ν2Γ3cΓ
3
c
(
f1(z1, zc) + f1(z, z1)− 2f1(z, zc) + 1
z
)
+ (2 + Γ/4)
(
νΓ
3
c − ν2Γ
3
cΓ
3
c/z
)
+ ΓνΓ
0
c
(
1− 2νΓ3c/z
)2
/4
}
,
dν/dl = gν2
{
Γ
3
s − Γ
0
szf1(z, z1) + 3Γ
0
tzf1(z, z2)− 3Γ
3
t + 2Γ
0
c − 2Γ
3
czf1(z, zc) + z (1 + Γ/8)
}
/z,
where z1 = z − 2νΓ0s and z2, zc as before. z1 is related to the compressibility [76], here it
appears in the diffusion propagators, modified by singlet p-h channel ladder summation
Γ
0
s(q, ω) = Γ
0
s
Dq2 + z|ω|
Dq2 + (z − 2νΓ0s)|ω|
.
If chiral symmetry is broken, the last contributions in the curly brackets proportional to
(2+ Γ/4) and to Γ together with all the contributions proportions to the Γ
3
s vanish and we
obtain again the standard Finkel’stein equations [53, 75]. The equations above, although
rather complex, hide a very amazing property, they in fact are symmetric with respect to
the following transformation
Γ
0
s = Γ
3
c ←→ −Γ
0
t ,
Γ
3
s = Γ
0
c ←→ −Γ
3
t .
This symmetric property represents the invariance with respect to the particle-hole symme-
try transformation, ci↑ = di↑, ci↓ = (−)id†i↓, that maps the charge to the spin and viceversa.
j. Yes chiral, No Tˆ . If time reversal symmetry is broken the renormalization group
equations are found to be formally the same obtained in the superconductive case, when
time reversal symmetry holds, Eqs.(180-186), with the substitutions
Γ
0
s → Γ
3
c
Γ
3
s → Γ
0
c
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This accidentally simple equivalence of the equations is consistent with the fact that in both
the cases the soft modes take values in the same coset U(4n)×U(4n)/U(4n).
k. Yes chiral, magnetic field. In the presence of a constant magnetic field we have
dg/dl = g2
{
νΓ
0
sf2(z, z, z1)− νΓ
0
tf2(z, z, z2) + 2νΓ
3
t/z
}
,
dz/dl = g
{
−νΓ0s + νΓ
0
t − 2νΓ
3
t
}
,
dνΓ
0
t/dl = g
{
ν
(
Γ
0
s/2− Γ
0
t/2 + Γ
3
t
)
− 4ν2Γ3tΓ
3
t/z
}
,
dνΓ
3
t/dl = g
{
νΓ
0
t/2− 2ν2
(
3Γ
0
tΓ
3
tzf1(z, z2) + 2Γ
3
tΓ
3
t + Γ
0
sΓ
3
tzf1(z, z1)
)
/z
}
+ 2(νΓ
3
t )
2,
dνΓ
0
s/dl = g
{
ν(−Γ0s + Γ
0
t + 2Γ
3
t )/2− 8ν2Γ
3
tΓ
0
s/z + 4ν
3Γ
0
sΓ
3
tΓ
0
s/z
2
}
,
dz/dl = gν
{
−νΓ0sf1(z, z1) + νΓ
0
tf1(z, z2)− 2νΓ
3
t
}
.
l. Yes chiral, magnetic impurities. While with magnetic impurities we have
dg/dl = g2
{
νΓ
0
sf2(z, z, z1) + 2νΓ
3
cf2(z, z, zc) + 1/2
}
,
dz/dl = −g
{
νΓ
0
s + 2νΓ
3
c + z/2
}
,
dνΓ
0
s/dl = g
{
νΓ
3
c −
3
2
νΓ
0
s + ν
2Γ
0
sΓ
0
s/z + 4ν
2Γ
3
cΓ
3
c/zc − 4ν2
(
2Γ
0
sΓ
3
c/zc + Γ
0
sΓ
0
s
(
1
z
− 1
zc
))}
,
dνΓ
3
c/dl = g
{
νΓ
0
s/2 + 4ν
2Γ
0
sΓ
3
c (f1(zc, z1)− f1(z, z1))− νΓ
3
c + ν
2Γ
3
cΓ
3
c/z
−4ν2Γ3cΓ
3
c
(
f1(z1, zc) + f1(z, z1)− 2f1(z, zc) + 1
z
)}
,
dν/dl = −gν
{
νΓ
0
sf1(z, z1) + 2νΓ
3
cf1(z, zc) + 1/2
}
.
Notice that in this case by the transformation Γ
0
s = Γ
3
c → −Γ0t one obtains the same
equations of the superconductive case with broken time reversal and chiral symmetries,
analyzed in paragraph b, since also in the latter case the soft modes take values in the same
manifold Sp(2n)/U(2n).
Now we can also study the scaling behavior of the quantities z1 = z − 2νΓ0s and z2 =
z + 2νΓ
0
t that are related by Ward identities to the compressibility and to the static spin
susceptibility [76]. As in [53, 76], because the ladder terms do not involve the small parameter
g, we can consider the situation in which only the lowest order with respect to Γ
0
c and Γ
3
t
(by choosing Γ
0
c0 > g
1/2 and Γ
3
t0 < −g1/2) are retained in all the equations, consequently, we
have for z1 and z2 the following equations:
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(i) if time reversal symmetry holds
d
(
z − 2νΓ0s
)
/dl = 2gν
(
Γ
3
s − 3Γ
3
t − 2Γ
3
c
z
zc
+
z
2
(
1 +
Γ
8
)
− Γ
4
Γ
3
s
)(
z − 2νΓ0s
)2
/z2,
d
(
z + 2νΓ
0
t
)
/dl = 2gν
(
Γ
3
s − Γ
3
t + 2Γ
0
c + 2Γ
0
t
z
z2
+
z
2
(
1 +
Γ
8
)
+
Γ
4
Γ
3
t
)(
z + 2νΓ
0
t
)2
/z2,
(j) if time reversal symmetry is broken
d
(
z − 2νΓ0s
)
/dl = 2gν
(
Γ
3
s − 3Γ
3
t + zΓ/16− ΓΓ
3
s/4
)(
z − 2νΓ0s
)2
/z2,
d
(
z + 2νΓ
0
t
)
/dl = 2gν
(
Γ
3
s − Γ
3
t + 2Γ
0
t
z
z2
+ zΓ/16 + ΓΓ
3
t/4
)(
z + 2νΓ
0
t
)2
/z2,
(k) with constant magnetic field
d
(
z − 2νΓ0s
)
/dl = −4gνΓ3t
(
z − 2νΓ0s
)2
/z2,
d
(
z + 2νΓ
0
t
)
/dl = 0,
(l) with magnetic impurities
d(z − 2νΓ0s)/dl = −2gν
(
2Γ
3
c
z
zc
+
z
4
)(
z − 2νΓ0s
)2
/z2.
Notice that in all the cases, when chirality is spoiled, z1 is not renormalized as already
pointed out previously in Refs.[53, 76].
XII. CONCLUSIONS
In this work we have analyzed the role of disorder in d-wave superconductors, which have
gapless Landau-Bogoliubov quasiparticle excitations. We have considered several universal-
ity classes, including the chiral symmetry which occurs at half-filling for a two-sublattice
model. In addition, we have studied in details the effects of the residual quasiparticle inter-
action. The main results of this work are summarized in the following.
In the presence of non magnetic impurities the spin conductivity is suppressed by quantum
interference corrections, in agreement with Ref. [32]. The density of states vanishes in the
insulating regime.
On the contrary, surprisingly, magnetic impurities gives a delocalization correction to the
conductivity meanwhile enhancing the density of states [41].
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If chiral symmetry is present, namely at half filling for a two-sublattice model, the spin
stays delocalized in spite of disorder and the conductivity remains finite. The DOS diverges
in the absence of magnetic field and magnetic impurities [41].
The quasiparticle charge conductivity, namely the optical conductivity at small frequency,
has in general the same behavior as the spin conductivity. However, when chiral symmetry
holds and time reversal symmetry is broken, the dirty d-wave superconductor behaves like a
spin metal but charge insulator (at finite small frequency, excluding the Drude peak of the
superflow), manifesting a sort of spin-charge separation.
Charge fluctuations as well as fluctuations of the real part of the order parameter, as-
suming the average value to be real, are not diffusive in a superconductor. Therefore the
residual quasiparticle interaction written in terms of the diffusive modes only contains the
spin-triplet particle-hole channel and the Cooper channel representing s-wave fluctuations
of the imaginary part of the order parameter.
For repulsive interaction, particles and holes repel each other in the spin-triplet channel,
hence opposing localization. In fact we find that a repulsive residual interaction gives a
delocalizing correction to the conductivity and enhances the density of states. Namely the
interaction can compete with quantum interferences due to the disorder.
According to the symmetry of the system, we have found that the interactions can be i)
relevant, when both time reversal symmetry, Tˆ , and spin rotational invariance, SU(2), are
preserved, ii) marginal, when Tˆ is broken and SU(2) holds, iii) irrelevant, when both Tˆ and
SU(2) are broken.
We have also studied (π, π) momentum transfer interactions, since they are coupled to
diffusive staggered spin fluctuations at half-filling. We find that the corrections to the con-
ductivity due to the interaction at (π, π) have opposite sign than the corrections coming from
the interaction at small momentum. Moreover, we notice that an analog of the Anderson
theorem for s-wave superconductors holds at half-filling for staggered density fluctuations.
Namely, since these modes are diffusive, the staggered susceptibility remains log-divergent
even in the presence of disorder. As a result, for repulsive interaction, the Stoner instability
towards a spin-density wave is not destroyed by disorder.
In summary we have derived the complete sets of RG equations for many different sym-
metries at the lowest order in the small parameter g, which does not depend on the disorder,
and at all orders in the interaction amplitudes, νΓt, νΓc, which are the real phenomenolog-
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ical parameters, related instead to the impurity concentration through the density of states
proportional to the scattering rate, ν ∝ Σ = 1
2τ
. We have derived the RG equations even in
the normal phase when nesting effects occur. In the latter case we find that the compress-
ibility is a renormalized quantity unlike the standard case [53, 76] when the chiral symmetry
is not present.
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APPENDIX A: TRANSVERSE MODES
In this Appendix we summarize the properties of the W matrices for soft modes needed
to evaluate the gaussian averages. S (A) and R (I) mean symmetric (antisymmetric) in
the replica space and real (imaginary) si, i = 0, 1, 2, 3, components defined in Eqs.(53-56).
Notice that the number of soft modes decreases by decreasing the symmetry since some of
them become massive.
1. Without sublattice symmetry
(a) Without superconducting order parameter
i. With time reversal symmetry: Sp(4n)/Sp(2n)× Sp(2n).
W0 s1 s2
WS0 A,R S, I
WS1 A, I S,R
WS2 A, I S,R
WS3 S,R A, I
~WT0 S,R A, I
~WT1 S, I A,R
~WT2 S, I A,R
~WT3 A,R S, I
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ii. Without time reversal symmetry: U(4n)/U(2n)× U(2n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
~WT0 S,R A, I
~WT3 A,R S, I
iii. With magnetic field: U(2n)× U(2n)/U(2n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
WTz0 S,R A, I
WTz3 A,R S, I
iv. With magnetic impurities: U(2n)/U(n)×U(n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
(b) With superconducting order parameter
i. With time reversal symmetry: Sp(2n)× Sp(2n)/Sp(2n).
W0 s1 s2
WS0 A,R
WS1 S,R
WS2 A, I
WS3 A, I
~WT0 S,R
~WT1 A,R
~WT2 S, I
~WT3 S, I
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ii. Without time reversal symmetry: Sp(2n)/U(2n).
W0 s1 s2
WS0 A,R
WS3 A, I
~WT0 S,R
~WT3 S, I
iii. With magnetic field: U(2n)/U(n)× U(n).
W0 s1 s2
WS0 A,R
WS3 A, I
WTz0 S,R
WTz3 S, I
iv. With magnetic impurities: O(2n)/U(n).
W0 s1 s2
WS0 A,R
WS3 A, I
2. With sublattice symmetry
(a) Without superconducting order parameter
i. With time reversal symmetry: U(8n)/Sp(4n).
W0 s1 s2
WS0 A,R S, I
WS1 A, I S,R
WS2 A, I S,R
WS3 S,R A, I
~WT0 S,R A, I
~WT1 S, I A,R
~WT2 S, I A,R
~WT3 A,R S, I
W3 s0 s3
WS0 S, I S, I
WS1 S,R S,R
WS2 S,R S,R
WS3 A, I A, I
~WT0 A, I A, I
~WT1 A,R A,R
~WT2 A,R A,R
~WT3 S, I S, I
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ii. Without time reversal symmetry: U(4n)×U(4n)/U(4n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
~WT0 S,R A, I
~WT3 A,R S, I
W3 s0 s3
WS0 S, I S, I
WS3 A, I A, I
~WT0 A, I A, I
~WT3 S, I S, I
iii. With magnetic field: U(4n)/U(2n)× U(2n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
WTz0 S,R A, I
WTz3 A,R S, I
W3 s0 s3
WTx0 A, I A, I
WTx3 S, I S, I
WTy0 A, I A, I
WTy3 S, I S, I
iv. With magnetic impurities: Sp(2n)/U(2n).
W0 s1 s2
WS0 A,R S, I
WS3 S,R A, I
W3 s0 s3
WS1 S,R S,R
WS2 S,R S,R
(b) With superconducting order parameter
i. With time reversal symmetry: U(4n)×U(4n)/U(4n).
W0 s1 s2
WS0 A,R
WS1 S,R
WS2 A, I
WS3 A, I
~WT0 S,R
~WT1 A,R
~WT2 S, I
~WT3 S, I
W3 s0 s3
WS0 S, I
WS1 S,R
WS2 S,R
WS3 A, I
~WT0 A, I
~WT1 A,R
~WT2 A,R
~WT3 S, I
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ii. Without time reversal symmetry: U(4n)/O(4n).
W0 s1 s2
WS0 A,R
WS3 A, I
~WT0 S,R
~WT3 S, I
W3 s0 s3
WS0 S, I
WS3 A, I
~WT0 A, I
~WT3 S, I
iii. With magnetic field: O(4n)/O(2n)×O(2n).
W0 s1 s2
WS0 A,R
WS3 A, I
WTz0 S,R
WTz3 S, I
W3 s0 s3
WTx0 A, I
WTx3 S, I
WTy0 A, I
WTy3 S, I
iv. With magnetic impurities: U(2n)/U(n)×U(n).
W0 s1 s2
WS0 A,R
WS3 A, I
W3 s0 s3
WS1 S,R
WS2 S,R
APPENDIX B: CHARGE AND SPIN VECTOR POTENTIALS
Let us consider an operator diagonal in the Nambu space. Namely
Aij =
 A↑,ij 0
0 A↓,ij
 ,
where the matrix elements are matrices in the retarded/advanced and replica space. If we
take Aii = 0, then such an operator corresponds to∑
ij
c†i↑A↑,ijcj↑ − c†i↓At↓,jicj↓ =
∑
ij
c†i
[
1
2
(A↑,ij −At↓,ji)+ 12σz (A↑,ij +At↓,ji)
]
cj .
In the path integral formalism, a generic operator diagonal in the Nambu space,∑
ij
Ψ¯iAijΨj,
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with
Aij =
 A1,ij 0
0 A2,ij
 ,
corresponds instead to
1
2
∑
ij
c¯i
[
At1,ji + σyA2,ijσy
]
cj.
By comparison we have that
[
At1,ji + σyA2,ijσy
]
=
[(A↑,ij −At↓,ji)+ σz (A↑,ij +At↓,ji)] .
Suppose that the operators in question are currents. Then Aij = −Aji, and the above
relation reads
[−At1,ij + σyA2,ijσy] = [(A↑,ij +At↓,ij)+ σz (A↑,ij −At↓,ij)] .
In general we can consider either a charge current, implying A↑ = A↓ = A, or a spin current,
in which case A↑ = −A↓ = A.
In the former case
[−At1,ij + σyA2,ijσy] = [(Aij +Atij)+ σz (Aij −Atij)] ,
while in the latter
[−At1,ij + σyA2,ijσy] = [(Aij −Atij)+ σz (Aij +Atij)] .
We therefore see that, if A (we assume the same property holds for A) is a symmetric
matrix, the charge current operator is proportional to the identity in spin space and −A1,ij+
A2,ij = 2Aij, namely A2,ij = −A1,ij = Aij, while the spin is proportional to σz and −A1,ij +
σyA2,ijσy = 2σzAij, implying A2,ij = A1,ij = −σzAij.
In the opposite case of an antisymmetric A, the charge current multiplies σz and
[A1,ij + σyA2,ijσy] = 2σzAij, leading to A1,ij = −A2,ij = σzAij, while the spin is propor-
tional to the identity and [A1,ij + σyA2,ijσy] = 2Aij, leading to A1,ij = A2,ij = Aij.
These relations imply that the charge current , if A is symmetric, is the identity in spin
space, otherwise is proportional to σz. For the spin current, the opposite occurs. Let us now
see which are the vector potentials for charge and spin.
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1. Current-current correlation function
Let us suppose to calculate the current-current correlation function 〈J(R)J(R′)〉. The
current in Nambu spinor representation is
~J(R) = −i
∑
R1
(~R− ~R1)Ψ¯RHRR1ΨR1 =
∑
R1R2
Ψ¯R1JR1R2(R)ΨR2, (B1)
with
JR1R2(R) = −i(~R1 − ~R2)HR1R2δR1R. (B2)
In the case of spin current we have H = (t+ i∆τ2s1)σz, while for the charge current H = tτ3.
The correlation function becomes
〈J(R)J(R′)〉 =
∑
R1R2R3R4
〈Ψ¯R1JR1R2(R)ΨR2Ψ¯R3JR3R4(R
′
)ΨR4〉. (B3)
Let us introduce for simplicity multilabels indicating replica, hole-particle, spin, energy and
position indices. The correlation function can be rewritten in this way
〈Ψ¯iJijΨjΨ¯lJlmΨm〉 = −Jij〈ΨjΨ¯l〉Jlm〈ΨmΨ¯i〉+ Jij〈ΨjΨm〉Jlm〈Ψ¯lΨ¯i〉, (B4)
or in matrix language in the following way
〈Ψ¯JΨΨ¯JΨ〉 = −Tr (J〈ΨΨ¯〉J〈ΨΨ¯〉)+ Tr (J〈ΨΨt〉J t〈Ψ¯tΨ¯〉) . (B5)
Since
Ψ¯ = (CΨ)t, (B6)
with C = iτ1σy, the correlation function becomes
− Tr (J〈ΨΨ¯〉J〈ΨΨ¯〉+ J〈ΨΨ¯〉CJ tCt〈ΨΨ¯〉) . (B7)
In terms of single particle Green’s functions
− Tr (JG(J + CJ tCt)G) . (B8)
Let us define the following quantities, for spin
JSR1R2 = −i(R1 −R2)(tR1R2 + i∆R1R2τ2s1), (B9)
and for charge
JCR1R2 = −i(R1 − R2)tR1R2 , (B10)
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such that J = JSσz for spin and J = J
Cτ3 for charge. In both the cases the following
relation holds
CJ tCt = J, (B11)
therefore the correlation function can be reduced to
− 2Tr (JGJG) . (B12)
Introducing a vector potential which is coupled to the current vertex, we needs to evaluate
− Tr (JKAG(JKA+ C(JKA)tCt)G) , (B13)
where K = C for the charge current vertex and K = S for the spin current vertex. In the
case of charge (JK = JC), with A = (A0s0 + A
1s1)τ3 and in the case of spin (J
K = JS),
with A = (A0s0 + A
1s1)σz, the following relation holds
C(JKA)tCt = JKA. (B14)
Applying to (B13) the second derivative with respect to A0 and to A1, in the following
combination
∂2
∂A02
∣∣∣
A=0
− ∂
2
∂A12
∣∣∣
A=0
, (B15)
we obtain in both the cases
− (Tr(JG+JG+)− Tr(JG−JG+)) ∝ σ, (B16)
which is the charge (if J = JCτ3) or the spin (if J = J
Sσz) conductivity. Instead of using
(B15), exploiting the d-wave symmetry, it is straightforward to show that Eq. (B16) comes
easily from Eq. (B13) taking simply A = (s0+i s1)τ3 for charge and A = (s0+i s1)σz for spin.
Let us consider in what follows only the spin case, with JK = JS, Eq. (B9), since in
the d-wave superconductors only spin conductivity is conserved. If we now use the gauges
A = (A0s0 + A
1s1)τ3 and A = A
0s3σz + A
1s2 we obtain
C(JRR′A)
tCt = −i(R − R′)(tRR′ − i∆RR′ τ2s1)A, (B17)
therefore the correlation function (B13) becomes (δ = R− R′)
2Tr (δ (t+ i∆τ2s1)AGδ tAG) . (B18)
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Taking advantage of d-wave symmetry and using the relations
τ0s2Gτ0s2 = τ3s1Gτ3s1, (B19)
τ0s3Gτ0s3 = τ3s0Gτ3s0, (B20)
which come from the following structure of the Green’s function at fixed disorder
G = [(τ0, τ3)⊗ s0 + (τ2, τ1)⊗ s1]⊗ (γ1, γ2) + iΣ[(τ2, τ1)⊗ s2 ⊗ γ3 + (τ3, τ0)⊗ s3 ⊗ γ0)],
(the terms τ3s0, τ1s1, τ1s2, τ3s3 disappears if time reversal symmetry is preserved), we can
find that Eq. (B15) on Eq. (B18) gives
Tr (δ tτ3s0Gδ tτ3s0G)− Tr (δ tτ3s1Gδ tτ3s1G) . (B21)
Reminding that JC = −iδt and G− = s1G+s1, we can recognize Eq. (B21) as the Kubo
formula for charge conductivity.
We have shown that the gauges A = (A0s0 + A
1s1) τ3 and A = (A
0s3σz + A
1s2) τ0
are equivalent to generate charge conductivity. The same calculation can be done to
prove the equivalence of A = (A0s0 + A
1s1) τ0 σz and A = (A
0s3 + A
1s2σz) τ3 to produce
spin conductivity. At the end, the possible choices for the vector potentials, taking into
account also the replica space through a symmetric tensor, λs =
1√
2
(δa1δb2 + δa2δb1), or an
antisymmetric one, λa =
1√
2
(δa1δb2 − δa2δb1), are collected in the following table.
Charge Spin
A0 λs τ3 s0 σ0 λaτ3 s0 σz λs τ0 s3σz λa τ0 s3 σ0 λs τ0 s0 σz λaτ0 s0 σ0 λs τ3 s3σ0 λa τ3 s3 σz
A1 λs τ3 s1 σ0 λa τ3 s1 σz λs τ0 s2 σ0 λa τ0 s2 σz λs τ0 s1 σz λa τ0 s1 σ0 λs τ3 s2 σz λa τ3 s2 σ0
APPENDIX C: THE ACTION WITH VECTOR POTENTIALS
1. Charge vector potential
Let us introduce a slow varying vector potential ~A ∝ τ3, taking A0 and A1 from the table
above. The fields change in this way
cR −→ ei ec
∫ R
0
~AR′ d
~R′ cR ≃ ei ec ~A~R cR, (C1)
c†R −→ c†Re−i
e
c
∫ R
0
~AR′ d
~R′ ≃ c†R e−i
e
c
~A~R, (C2)
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since A is a slow varying function, nearly constant on the lattice length. In the Hamiltonian
this transformation is equivalent to changing the hopping term in this way
tRR′ −→ tRR′ e−i
e
c
~A·(~R′−~R) ≃ tRR′
(
1− ie
c
~δ · ~A− e
2
2c2
(~δ · ~A)2
)
, (C3)
where ~δ = ~R
′ − ~R
The interaction term, before the parametrization by ∆, is unaffected by this gauge trans-
formation and so
∆RR′ −→ ∆RR′ . (C4)
The expressions in Eq. (C3) and Eq. (C4) represent the U(1) symmetry breaking. Now,
returning to Eq. (61), we should consider in T˜RH
0
RR
′TR′ the transformed hopping term
T˜RtRR′
(
1− ie
c
~δ · ~A− e
2
2c2
(~δ · ~A)2
)
T †
R′
≃
tRR′
(
1 + TR~δ · ~∇T †R +
1
2
TR(~δ · ~∇)2T †R
)
− T˜RtRR′
(
i
e
c
~δ · ~A+ e
2
2c2
(~δ · ~A)2
)
T †
R
′ =
tRR′ + tRR′
~δ · TR ~∇T †R +
1
2
∑
ij
δiδjTR∂ijT
†
R − i
e
c
T˜RtRR′
~δ · ~AT †
R′
− e
2
2c2
T˜RtRR′ (
~δ · ~A)2T †
R′
.
Besides the standard terms (the second and the third above) which bring to the non-linear
σ-model as seen before, defining t = t1γ1 + t2γ2, ∆ = ∆1γ1 + ∆2γ2 and G = g + i
Σ
E2+Σ2
s3
with g(k) = − 1
E2+Σ2
[(t1 − i∆1τ2s1)γ1 + (t2 − i∆2τ2s1)γ2], we have the following additional
terms
1. ie
c
Tr
(
Gt~δ · ~A
)
,
2. ie
c
Tr
(
GT˜t~δ · ~A~δ · ~∇T †
)
,
3. e
2
2c2
Tr
(
GT˜ t(~δ · ~A)2T †
)
,
4. e
2
2c2
Tr
(
GT˜ t~δ · ~AT †GT˜ t~δ · ~AT †
)
,
5. ie
c
Tr
(
Gt~δ · T ~∇T †GT˜t~δ · ~AT †
)
.
The first term is zero and using:
i) Q = T˜ †Σs3T, ii) g =
1
2
(G+ +G−), iii)
Σ
E2 + Σ2
=
1
2i
(G+ −G−),
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vi) Eq. (83), v) the d-wave symmetry, implying that odd terms in ∆ are zero under mo-
mentum integration and finally vi) the relation (t1∆1 +∆2t2)
2 = (∆21 +∆
2
2)(t
2
1 + t
2
2), due to
t1∆2 = t2∆1, we obtain, summing all terms and multiplying them for −12 (the coefficient in
front of Tr ln(ε−H0+ iQ)), the following additional contribution, depending on the vector
potential, in the action
S(A) =
π
32Σ2
σcTr
[(
∇Q+ ie
c
[Q,A]
)(
∇Q† − ie
c
[A,Q†]
)
− (∇Q∇Q†)
]
,
with
σc = σ − Σ
2
πV
∑
k
[
(∇k∆k)2
(E2 + Σ2)2
]
, (C5)
where σ is given by Eq. (83)
a. Bare charge conductivity
Let us suppose to have A = A0s0+A
1s1, to recover the Kubo formula we have to evaluate(
∂2lnZ
∂A02
− ∂
2lnZ
∂A12
) ∣∣∣∣
A=0
, (C6)
with
Z(A) =
∫
DQe−S0−S(A).
Since S(A = 0) = 0, the generating function at zero vector potential is again Z(A = 0) =
Z0 =
∫
DQe−S0 and, introducing the notation 〈...〉0 to denote the quantum average with
weight e−S0 , we have
∂2lnZ
∂Aα2
∣∣∣∣
A=0
= −
〈
∂S(A)
∂Aα
∣∣∣∣
A=0
〉2
0
−
〈
∂2S(A)
∂Aα2
∣∣∣∣
A=0
〉
0
+
〈(
∂S(A)
∂Aα
∣∣∣∣
A=0
)2〉
0
. (C7)
The first term is zero, the second is the average of the operator
∂2S(A)
∂Aα2
∣∣∣∣
A=0
=
e2π
16c2Σ2
σcTr
(
[Q(R), τ3sα][τ3sα, Q(R)
†]
)
, (C8)
while the third is the average of the square value of the following operator
∂S(A)
∂Aα
∣∣∣∣
A=0
= i
e
c
(σcπ
8Σ2
Tr(∇Q(R)Q(R)†τ3 sα)
)
. (C9)
At the saddle point,
Q(R) = Qsp = Σs3,
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Eq. (C9) is zero and the action is simply
S(A) =
πe2
8c2
(
σcTr(A
12)
)
.
The bare conductivity is given by applying Eq. (C6) which yields
− ∂
2S(A)
∂A02
∣∣∣∣
A=0
+
∂2S(A)
∂A12
∣∣∣∣
A=0
=
8πe2
c2
σc, (C10)
where σc is given by Eq. (C5), more explicitly, using Eq. (83),
σc =
Σ2
πV
∑
k
[
(∇kǫk)2
(E2 + Σ2)2
]
≃ 1
π2
v1
v2
. (C11)
At the Born level the charge conductivity that we found is in perfect agreement with the
diagrammatic approach [36].
2. Spin vector potential
Let us now introduce a vector potential of this kind ~A ∝ τ0σz. The fields change as
follows
cR↑ −→ ei 12 ~A~R cR↑, (C12)
cR↓ −→ e−i 12 ~A~R cR↓, (C13)
The parameters of the Hamiltonian becomes
tRR′−→tRR′ e
− i
2
~A·(~R′−~R) ≃ tRR′
(
1− i
2
~δ · ~A− 1
4
(~δ · ~A)2
)
,
∆RR′−→∆RR′
1
2
(
1 + e−i
~A·(~R′−~R)
)
≃ ∆RR′
(
1− i
2
~δ · ~A− 1
4
(~δ · ~A)2
)
.
Although the parameters change differently, the two expansions to second order in A are
equal and the additional term to the action due to the spin vector potential is
S(A) =
πσs
32Σ2
Tr
[(
∇Q+ i
2
[Q,A]
)(
∇Q† − i
2
[A,Q†]
)
− (∇Q∇Q†)
]
, (C14)
where now the bare spin conductivity is σs = σ, exactly the stiffness of spin fluctuations,
given by Eq. (83).
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APPENDIX D: USEFUL FORMULÆ
In the presence of chiral symmetry the gaussian propagator becomes
〈
W abpS i nm(k)W
cd
pS i rq(−k)
〉
=
1
2
(
1− (−)pλnλm
)
[
(−)p(±)Dpnm(k)
(
δacnrδ
bd
mq(−)p[±]δadnqδbcmr(−)iδacn−rδbdm−q(−)p(−)i[±]δadn−qδbcm−r
)
+Πnr(k)δp3δSSδi,0δabnmδ
cd
rq
]
, (D1)
where p = 0, 3, depending on the γ-components, S = S, T for singlet or triplet component,
(±) are related to real or imaginary matrix elements of W0 (the γ0-component), listed
in Section XIA, [±] for symmetric or antisymmetric matrix elements (always referring to
W0, the sign (−)p takes care of the sign differences, when they occur, between the two
components in sublattice space, W0 and W3), (−)i the sign that W acquires changing the
signs of Matsubara frequencies (this occurs only for modes proportional to τ1 and τ3), and
finally
D0nm(k) =
1
4πν
1
Dk2 + |ǫn − ǫm| , with λn = −λm, (D2)
D3nm(k) =
1
4πν
1
Dk2 + |ǫn + ǫm| , with λn = λm, (D3)
Πn,r(k) = D
3
nn(k)
Πk2
2ν(Dk2 + 2|ǫr|) , in the 0 replica limit. (D4)
Using the charge conjugation of the unitary transformation U
τ1σyU
tτ1σy = U˜
†, (D5)
we can derive the following relation
Tr
(
Uabm1m2τlσU˜
†cd
m3m4
τiσj
)
= η [±]Tr
(
Udcm4m3τlσU˜
†ba
m2m1
τiσj
)
, (D6)
with
η =

−(−)l in p-h singlet channel, (l = 0, 3, σ = σ0),
(−)l in p-h triplet channel, (l = 0, 3, σ = ~σ),
− in p-p Cooper channel, (l = 1, 2, σ = σ0),
where [±] refers to the symmetric or antisymmetric τi-σj-component ofW , with i = 0, 1, 2, 3,
j = 0, x, y, z (the same sign, [±], which appear in the corresponding gaussian propagator).
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For the following derivative operator A = ∇U˜U˜ †, whose charge conjugation condition is
τ1σyA
tτ1σy = −γ1Aγ1, (D7)
where γ1 is the first Pauli matrix on sublattice space, we can derive the following property,
under the trace,
Tr
(
τiσjγqτi′σj′γpA
ab
nm
)
= −(−)p(−)q[±]ij [±]i′j′Tr
(
Abamnτi′σj′γpτiσjγq
)
, (D8)
useful to evaluate 〈S2S1int〉 and 12〈S2S2S1int〉, where γq and γp can be γ0 and γ3, matrices in
sublattice space, while σj and σj′ are identities or Pauli matrices in spin space.
Defining the quaternions τ¯i = τ0, iτ1, iτ2, iτ3 and σ¯j = σ0, iσx, iσy, iσz, we have also this
sum rule ∑
i,j
(±)ij [±]ijTr (Mτ¯iσ¯j) Tr (Nτ¯iσ¯j) = −4Tr(MN). (D9)
where M and N are generic 4× 4 matrices.
Applying the relations seen above, we can obtain, for instance, the generic expression for
the mean value of S1int in the presence of chiral symmetry〈
S1int
〉
= −π
2ν
8
∑
νΓqDk1m1m2
(
1− (−)k1λm1λm2
)
δ(n1 ∓ n2 ± n3 − n4){
Tr
(
λm2tr(U
gd
m2n2
τlσU˜
†de
n1m1
γk1γq)λm1tr(U
ed
m1n4
τlσU˜
†dg
n3m2
γk1γq)
)
− (−)lTr
(
λm2tr(U
gd
m2n2τlσU˜
†de
n1m1γk1γq)λm1tr(U
ed
m1−n4τlσU˜
†dg
−n3m2γk1γp)
)}
,
where we have dropped, for simplicity, the momentum dependences and where Tr means
trace over all degrees of freedom except in sublattice space over which we shall trace by tr.
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