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Abstract
In this paper, we present an equitable partition theorem of tensors, which gives the relations
between H-eigenvalues of a tensor and its quotient equitable tensor and extends the equitable
partitions of graphs to hypergraphs. Furthermore, with the aid of it, some properties and
H-eigenvalues of the generalized power hypergraphs are obtained, which extends some known
results, including some results of Yuan, Qi and Shao [20].
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signless Laplacian tensor.
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1 Introduction
An order k and dimensions (n1, · · · , nk) real tensor T = (ti1,i2,··· ,ik) ∈ R
n1×n2×···×nk is a
multidimensional array of order k with n1n2 · · ·nk entries, where ij ∈ [nj ] for j = 1, · · · , k and
[n] := {1, · · · , n}. If n1 = · · · = nk = n, an order k and dimensions (n1, · · · , nk) real tensor is called
an order k and dimension n tensor. If A = (ai1,··· ,im) ∈ R
n1×n2×···×n2 and B = (bi2,··· ,ik+1) ∈
R
n2×n3×···×nk+1 are order m ≥ 2 and k ≥ 1 tensors, respectively, the product (for example, see
[1, 14]) A B of two tensors A and B is tensor C of order (m − 1)(k − 1) + 1 and dimension
(n1, n3, · · · , n3, n4, · · · , n4, · · · , nk+1, · · · , nk+1) with entries
ciα2···αm =
∑
i2,··· ,im∈[n2]
aii2···imbi2α2 · · · bimαm , (i ∈ [n1], α2, · · · , αm ∈ [n3]× [n4]× · · · × [nk+1]). (1)
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Let T be an order k dimension n real tensor. If there exists a real number λ ∈ R and a nonzero
real vector x = (x1, · · · , xn)
T ∈ Rn such that
T x = λx[k−1],
then λ is called an H-eigenvalue of T (see [12] and [13]) and x is called an eigenvector of T
corresponding to H-eigenvalue λ, where x[k−1] = (xk−11 , · · · , x
k−1
n )
T . Moreover, the largest H-
eigenvalue of T is denoted by λ(T ).
Let H = (V (H ), E(H )) be a simple (i.e., no loops or multiedges) hypergraph, where the vertex
set V (H ) = [n] and the edge set E(H ) = {e1, · · · , em} with ei ⊆ V (H ) for i = 1, · · · ,m. Further,
if |ei| = k for i = 1, · · · ,m, then H is called a k-uniform hypergraph. The degree of a vertex
v ∈ V (H ) in hypergraph H , written dv, is the number of edges incident to v. For any hypergraph
H , there are a few tensors associated with H . The adjacency tensor of a k-uniform hypergraph
H on n vertices is defined as the tensor A (H ) = (ai1···ik) of order k and dimension n, where
ai1···ik =
{
1
(k−1)! if e = {i1, · · · , ik} ∈ E(H ),
0 otherwise.
Moreover, letD(H ) be an order k and dimension n diagonal tensor whose diagonal entries d1, · · · , dn.
Then L (H ) = D(H )−A (H ) and Q(H ) = D(H )+A (H ) are called the Laplacian and signless
Laplacian tensor of H , respectively.
During the past over ten years, the study of tensors has received increasing and increasing
attention. Hu etc. [6] and Shao etc. [15] studied the determinant of tensor A by using the resultant
in [6] and their properties. Chang, Pearson and Zhang in [3] extended Perron-Frobenius theorem
of nonnegative matrices to nonnegative irreducible tensor, Yang and Yang [18, 19] further obtained
many important results on nonnegative tensors, Friedland, Gaubert and Han [4] proved an analog
of Perron-Frobenius theorem for polynomial maps with nonnegative coefficients. With the rapid
development of spectrum of tensor, spectral hypergraph theory has been more and more interesting,
since it is able to disclose some relations between structure properties of hypergraphs and eigenvalues
(eigenvector) of tensors associated with it. Keevash, Lenz and Mubayi in [10] studied the spectral
extremal problem of hypergraphs, which has made much contribution for the extremal hypergraph
theory. Shao, Shan and Wu in [16] characterized that for a connected k-uniform hypergraph H ,
H-spectra of L (H ) and Q(H ) are the same if and only if H is odd-bipartite and k is even. For
more results on the spectral radius of hypergraphs, the readers are referred to [2, 7, 8, 17, 21].
In this paper, we motivated by the study of eigenvalues of a tensor and the relationships between
the eigenvalues of hypergraphs and the structure properties. Since it is well known that equitable
partitions and divisors represent a powerful tool in spectral graph theory, we extend the equitable
partitions of graphs to hypergraphs and exploit regularity properties of a hypergraph to obtain part
of the spectrum and give some applications in the spectral hypergraph theory. The rest of this paper
is organized as follows. In section 2, some notations and known results are presented. In section 3,
we give the equitable partition theorem for tensors. In section 4, we obtain some relations between
some properties of the generalized power hypergraphs and eigenvalues of its signless Laplacian tensor,
which extend some known results.
2
2 Preliminary
Before stating the Perron-Frobenius theorem, we introduce the following notation. An order k
and dimension n tensor A = (ai1,··· ,ik) is associated with an undirected k-partite graph G(A ) =
(V,E), the vertex set of which is the disjoint union V =
⋃k
j=1 Vj with Vj = [n], j ∈ [r]. The
edge (ip, iq) ∈ Vp × Vq, p 6= q belongs to E if and only if ai1,i2,...,ik 6= 0 for some k − 2 indices
{i1, . . . , ik} \ {ip, iq}. The tensor A is called weakly irreducible if the graph G(A ) is connected. The
most important Perron-Frobenius theorem for nonnegative tensors can be stated as follows.
Theorem 2.1 ([3, 4, 18, 19]) Let A be an order k and dimension n nonnegative tensor.
(1) Let x be a positive vector. If ax[k−1] ≤ A x ≤ bx[k−1], then a ≤ λ(A ) ≤ b; if ax[k−1] < A x <
bx[k−1], then a < λ(A ) < b, where a, b are real numbers.
(2) If A is weakly irreducible tensor, then there exists a unique eigenvalue λ(A ) associated with a
positive eigenvector. Moreover, the nonnegative eigenvector is unique up to a multiplicative constant.
Further, there are the following results on nonnegative tensors.
Theorem 2.2 [18, 19, 14] If the two tensors A and B are diagonal similar, i.e., B = D−(k−1)A D
for some invertible diagonal matrix D. Then A and B have the same eigenvalues.
It is easy to obtain the following result from the Perron-Frobenius theorem.
Corollary 2.3 Let H be a connected hypergraph. Then there exists a unique eigenvalue λ(A (H ))
and λ(Q(H )) associated with a positive eigenvector, respectively.
Moreover, Hu et al. [6] presented the definition of (triangular) block tensors.
Definition 2.4 [6] Let A be an order m and dimension n tensor. If there exists some integer k
with 1 ≤ k ≤ n− 1 such that
ai1i2···im = 0, (∀i1 ∈ [k] and at least one of {i2, · · · , im} not in [k]).
Then A is called a lower triangular block tensor. Upper triangular block tensors can be similarly
defined. Furthermore, the lower triangular block tensor may be written in the following form:
A =


A1 0 · · · 0 0
∗ A2 · · · 0 0
...
...
. . .
...
...
∗ ∗ · · · Ak−1 0
∗ ∗ · · · ∗ Ak


.
In addition, Khan and Fan [9] introduced the idea of the generalized power of a simple graph G.
Definition 2.5 [9] Let G = (V,E) be a simple graph. For k ≥ 2 and 1 ≤ s ≤ k2 , the generalized
power graph of G, denoted by G k,s = (V k,s, Ek,s), is the k-uniform hypergraph with the following
vertex set and edge set
V k,s = (∪v∈V Vv) ∪ (∪e∈EVe) , E
k,s = {Vu ∪ Vv ∪ Ve|e = uv ∈ E},
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where Vv = {iv,1, · · · , iv,s} and Ve = {ie,1, · · · , ie,k−2s} satisfy Vu
⋂
Vv = ∅ for u 6= v and Vv
⋂
Ve =
∅. Moreover, the adjacency, Laplacian and signless Laplacian tensors of Gk,s are, for short, denoted
by A k,s, L k,s and Qk,s, respectively.
Moreover, Hu and Qi [5] introduced the idea of odd-bipartite.
Definition 2.6 [5] A k-uniform hypergraph H = (V (H ), E(H )) is called odd-bipartite hypergraph,
if k is even and there exists a partition V (H ) = V1
⋃
V2 such that |e
⋂
V1| is odd for each e ∈ E(H ).
Remark. 1. If s = 1, then G k,s is exactly the k-th power hypergraph (see [7]) of G. In particular,
G 2,1 is exactly G.
2. If s < k2 , then G
k,s is a cored hypergraph (see [7]) which is odd-bipartite. 3. If s = k2 ,
then G k,
k
2 is odd-bipartite if and only if G is bipartite (see [9]). the spectrum of generalized power
hypergraphs have been intensively studied (for example, see [7, 9, 16, 17, 20]). Recently, Yuan, Qi
and Shao [20] proved the following results, which confirms a conjecture of Hu, Qi and Shao [7].
Theorem 2.7 [20] Let G = (V,E) be a simple graph, k = 2r(> 2) be even and Gk = (V k, Ek) be
the k-power hypergraph of G. Let L k and Qk be the Laplacian and signless Laplacian tensors of
Gk respectively. Then {λ(L k) = λ(Qk)} is a strictly decreasing sequence with respect to k for the
maximum degree of G at least 2.
3 Equitable partition theorem
In order to prove the equitable partition theorem, we first prove the following Lemma.
Lemma 3.1 Let A and B be two order k dimension n andm tensors, respectively. Then there exists
an n × m matrix X with rank r such that AX = XB if and only if there exist two nonsingular
matrices Pn×n and Qm×m such that P
−1A P and Q−1BQ are upper and lower triangular block
tensors, respectively, which can be written in the following form:
P−1A P =
(
C1 ∗
0 C2
)
and Q−1BQ =
(
C1 0
∗ D2
)
,
where C1 is an order k dimension r tensor.
Proof. Suppose A X = XB. If X is a matrix with rank r, then there exist nonsingular matrices
Pn×n and Qm×m such that
P−1XQ =
(
Ir 0
0 0
)
,
where Ir is the r × r unit matrix. Then
A P
(
Ir 0
0 0
)
Q−1 = P
(
Ir 0
0 0
)
Q−1B,
which implies that
P−1A P
(
Ir 0
0 0
)
=
(
Ir 0
0 0
)
Q−1BQ. (2)
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Let
C = P−1A P = (ci1···in),D = Q
−1
BQ = (dj1···jm) and S =
(
Ir 0
0 0
)
= (sij).
Then CS = SD . Furthermore,
(CS)ii2···in =
n∑
j2,··· ,jn=1
cij2···jnsj2i2 · · · sjnin =
{
cii2···in , if i2, · · · , in ∈ [r],
0, if one of i2, · · · , in larger than r.
(SD)ii2···in =
n∑
j=1
sijdji2···in =
{
dii2···in , if i ∈ [r],
0, if i > r.
In addition, C and D , can be written in the following form:
C = P−1A P =
(
C1 C12
C21 C2
)
and D = Q−1BQ =
(
D1 D12
D21 D2
)
.
Then (
C1 0
C21 0
)
= CS = SD =
(
D1 D12
0 0
)
,
which implies that C21 = 0 and D12 = 0. Hence P
−1A P,Q−1BQ have the desired form.
Conversely, let X = PSQ−1, where S =
(
Ir 0
0 0
)
. It is easy to see that
P−1AXQ = P−1A PS = SQ−1BQ = P−1XBQ,
which implies that A X = XB. This completes the proof.
Remark : If k = 2 and AX = XB in Lemma 3.1, then A and B have at least r common
eigenvalues(counting multiplicities). If k > 2 and A X = XB, it is not known whether A and B
have common H-eigenvalue. However, if y is an eigenvector of B corresponding to λ, by the proof
of Lemma 3.1, it is easy to see that
A (Xy) = (A X)y = (A PS)Q−1y = (PSQ−1BQ)Q−1y = PSQ−1By = λXy[k−1].
If X is chosen such that Xy[k−1] = (Xy)[k−1], then λ is also an eigenvalue of tensor A .
Now we are ready to introduce the key idea of equitable partition of tensors in this paper. Let A
be an order k dimension n tensor. Let {V1, V2, · · ·Vm} be a partition of [n], that is, for each i ∈ [n],
there is only one Vj such that i ∈ Vj . Let Ai1···ik be a block tensor corresponding to Vi1 , · · · , Vik . If
B = (bi1i2···ik) is an order k dimension m tensor with
bii2···ik =
1
|Vi|
∑
j∈Vi
∑
j2∈Vi2 ,j3∈Vi3 ,··· ,jk∈Vik
ajj2j3···jk ,
then B is called quotient tensor of A corresponding to {V1, V2, · · ·Vm}. In addition, a partition
{V1, V2, · · · , Vm} of [n] is called an equitable partition corresponding to tensor A , if∑
j2∈Vi2 ,j3∈Vi3 ,··· ,jk∈Vik
ajj2j3···jk = bii2···ik ,
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for each Vi and j ∈ Vi, i = 1, 2, · · · ,m. Furthermore, a quotient tensor B of A corresponding to
an equitable partition {V1, V2, · · ·Vm} of [n] is called an equitable quotient tensor of A . Moreover,
the n×m matrix X = (xij) with xij = 1 for i ∈ Vj , and 0 otherwise, is called characteristic matrix
corresponding to the partition {V1, V2, · · · , Vm} of [n]. Then we have the following result.
Lemma 3.2 Let A be an order k dimension n tensor. If X is an characteristic matrix for a
partition {V1, V2, · · · , Vm} of [n] and B is the quotient tensor of A corresponding to this partition,
then this partition is an equitable partition if and only if A X = XB.
Proof. If {V1, V2, · · · , Vm} is an equitable partition of [n] and X is characteristic matrix corre-
sponding to this partition, then, for i ∈ Vi1 ,
(XB)ii2···ik =
m∑
j=1
xijbji2···ik = bi1i2···ik , (3)
(A X)ii2···ik =
n∑
j2,··· ,jk=1
aij2···jkxj2i2 · · ·xjkik =
∑
j2∈Vi2 ,··· ,jk∈Vik
aij2···jkxj2i2 · · ·xjkik
=
∑
j2∈Vi2 ,··· ,jk∈Vik
aij2···jk = bi1i2···ik . (4)
Hence A X = XB. Conversely, by comparing entries of A X = XB, it is easy to see that this
partition is an equitable partition.
We are ready to present the equitable partition theorem in this paper.
Theorem 3.3 Let A be an order k dimension n real tensor. Let X and B be characteristic matrix
and quotient equitable tensor of A corresponding to an equitable partition {V1, V2, · · ·Vm} of [n],
respectively. If y is an eigenvector of B corresponding to λ, then Xy is an eigenvector of A
corresponding to λ.
Proof. By AX = XB and By = λy[k−1], we have
A (Xy) = (A X)y = (XB)y = X(By) = X(λy[k−1]) = λXy[k−1].
If i ∈ Vj for j = 1, . . . ,m, then
(Xy)i =
m∑
t=1
xityt = yj ,
(Xy[k−1])i =
m∑
t=1
xity
k−1
t = y
k−1
j .
Hence Xy[k−1] = (Xy)[k−1] and Xy is a nonzero vector. So A (Xy) = λXy[k−1] = λ(Xy)[k−1]. The
proof is completed.
Corollary 3.4 Let A be an order k dimension n nonnegative real tensor. Let X and B be charac-
teristic matrix and weakly irreducible quotient equitable tensor of A corresponding to an equitable
partition {V1, V2, · · ·Vm} of [n], respectively. Then λ(A ) = λ(B).
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Proof. By Theorem 2.1 (2), there exists a positive eigenvector x of B corresponding to λ(B).
By theorem 3.3, Xx is a positive eigenvector of A corresponding to λ(B), using Theorem 2.1 (1),
λ(A ) = λ(B).
4 The largest H-eigenvalue of signless Laplacian tensor of the
generalized power hypergraph Gk,s
Lemma 4.1 Let G = (V,E) be an ordinary graph, for k = 2r ≥ 3 and 1 ≤ s < k2 , G
k,s =
(V k,s, Ek,s) is the generalized power graph of G. Let L k,s and Qk,s be the Laplacian and signless
Laplacian tensors of Gk,s respectively. Then λ(L k,s) = λ(Qk,s).
Proof. Since s < k2 , we can suppose that V1 = {ie,1|e ∈ E(G)} and V2 = V
k,s\V1. Then |e∩V1| = 1
for e ∈ Ek,s, by Theorem 2.2 in [16], L k,s and Qk,s have the same spectrum, so λ(L k,s) = λ(Qk,s).
Let Gk,s = (V k,s, Ek,s) be the generalized power graph of G, where k > 2, 1 ≤ s ≤ k2 are
integers. Let
Ve = {ie,1, · · · , ie,k−2s}, Vv = {iv,1, · · · , iv,s},
where e ∈ E, v ∈ V and Ve may be empty set. Let B
k,s be the quotient tensor of Qk,s corresponding
to the partition {Ve, Vv|e ∈ E, v ∈ V }. If k > 2, 1 ≤ s <
k
2 , then B
k,s is an order k dimension
(|E|+|V |) tensor. Since the dimension of Bk,s is only dependent on |E| and |V | and is not dependent
on k, the subscripts of the entries of Bk,s can be indexed by the element of E ∪ V . If k > 2, s = k2 ,
then Bk,s is an order k dimension |V | tensor, thus the subscripts of the entries of Bk,s can be
indexed by the element of V .
Lemma 4.2 Let Gk,s = (V k,s, Ek,s) be the generalized k-power hypergraph of a simple graph G with
integer k > 2. Then {Ve, Vv|e ∈ E, v ∈ V } is an equitable partition of V
k,s corresponding to the
partition {Ve, Vv|e ∈ E, v ∈ V }.
Proof. We assume that
j1 ∈ Vi1 , j2 ∈ Vi2 , j3 ∈ Vi3 , · · · , jk ∈ Vik ,
by the definition of the edge of Gk,s and the definition of Ve and Vv for e ∈ E and v ∈ V . j1j2 · · · jk
is an edge of Gk,s if and only if there is an edge e ∈ E, such that
Vi′
1
= · · · = Vi′
k−2s
= Ve, Vi′
k−2s+1
= · · · = Vi′
k−s
= Vu, Vi′
k−s+1
= · · · = Vi′
k
= Vv and e = uv,
where i′1, i
′
2, · · · i
′
k are pairwise different elements of {i1, i2, · · · , ik}. We will divide into the following
five cases to prove that {Ve, Vv|e ∈ E, v ∈ V } is an equitable partition of V
k,s corresponding to
tensor Qk,s.
Case 1. If Vi1 = Vi2 = Vi3 = · · · = Vik = Ve, e ∈ E, for any j ∈ Vi1 , we have∑
j2∈Vi2 ,j3∈Vi3 ,··· ,jk∈Vik
(Qk,s)jj2j3···jk = (Q
k,s)j···j = d
k,s
j···j = 1,
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where dk,sj···j is the diagonal entries of Q
k,s corresponding to vertex j.
Case 2. If Vi1 = Vi2 = Vi3 = · · · = Vik = Vi, i ∈ V , for j ∈ Vi1 , we have∑
j2∈Vi2 ,j3∈Vi3 ,··· ,jk∈Vik
(Qk,s)jj2j3···jk = (Q
k,s)i···i = d
k,s
i···i = di,
where dk,si···i (and di ) is the diagonal element of Q
k,s (degree diagonal matrix D(G))corresponding
to vertex i, respectively.
Case 3. If there are j1 ∈ Vi1 , j2 ∈ Vi2 , · · · , jk ∈ Vik such that j1j2 · · · jk is an edge of G
k,s and
Vi1 = Vu, where u ∈ V , then there is a vertex v ∈ V such that
Vi1 = Vi′2 = · · · = Vi′s = Vu, Vi′s+1 = Vi′s+2 = · · · = Vi′2s = Vv, Vi′2s+1 = · · · = Vi′k = Ve,
where uv ∈ E and i1, i
′
2, · · · i
′
k are pairwise different elements of {i1, i2, · · · , ik}. For any j1 ∈ Vi1 , we
have ∑
j2∈Vi2 ,··· ,jk∈Vik
(Qk,s)j1j2···jk =
∑
j2∈Vi2 ,··· ,jk∈Vik
(A k,s)j1j2···jk
=
∑
j2 ∈ Vi2 , · · · , jk ∈ Vik
j1j2 · · · jk ∈ E
k,s
(A k,s)j1j2···jk
=
∑
j2 ∈ Vi2 , · · · , jk ∈ Vik
j1j2 · · · jk ∈ E
k,s
1
(k − 1)!
=
(s− 1)! · s! · (k − 2s)!
(k − 1)!
. (5)
Case 4. If there are j1 ∈ Vi1 , j2 ∈ Vi2 , · · · , jk ∈ Vik such that j1j2 · · · jk is an edge of G
k,s and
Vi1 = Ve, where e ∈ E, then there are vertices u, v ∈ V such that
Vi1 = Vi′2 = · · ·Vi′k−2s = Ve, Vi′k−2s+1 = · · ·Vi′k−s = Vu, Vi′k−s+1 = · · · = Vi′k = Vv,
where uv ∈ E and i1, i
′
2, · · · i
′
k are pairwise different elements of {i1, i2, · · · , ik}. For any j1 ∈ Vi1 , we
have ∑
j2∈Vi2 ,··· ,jk∈Vik
(Qk,s)j1j2···jk =
∑
j2∈Vi2 ,··· ,jk∈Vik
(A k,s)j1j2···jk
=
∑
j2 ∈ Vi2 , · · · , jk ∈ Vik
j1j2 · · · jk ∈ E
k,s
(A k,s)j1j2···jk
=
s! · s! · (k − 2s− 1)!
(k − 1)!
. (6)
Case 5. If Vi1 , Vi2 , · · · , Vik are not all equal and there are not j1 ∈ Vi1 , j2 ∈ Vi2 , · · · , jk ∈ Vik
such that j1j2 · · · jk is an edge of G
k,s. Then, for any j1 ∈ Vi1 , we have∑
j2∈Vi2 ,··· ,jk∈Vik
(Qk,s)j1j2···jk =
∑
j2∈Vi2 ,··· ,jk∈Vik
(A k,s)j1j2···jk = 0. (7)
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From the above five cases, we have {Ve, Vv|e ∈ E, v ∈ V } is an equitable partition of V
k,s corre-
sponding to tensor Qk,s.
Lemma 4.3 Let G = (V,E) be a connected graph with integers |V | > 2, 2 < k1 < k2 and 1 ≤ s <
k1
2 .
If Bk1,s,Bk2,s are the quotient tensors of Qk1,s,Qk2,s, respectively, then Bk1,s,Bk2,s are weakly
irreducible.
Proof. Consider the G(A ), we divide the following five cases.
Case 1. If e1, e2 ∈ E are different, by equality (7),
(Bk2,s)e1i2···ik2 = 0, for some it = e2, 2 ≤ t ≤ k2,
so (e1, e2) is not an edge of G(A ).
Case 2. If v1, v2 ∈ V are different and v1v2 /∈ E, by equality (7),
(Bk2,s)v1i2···ik2 = 0, for some it = v2, 2 ≤ t ≤ k2,
so (v1, v2) is not an edge of G(A ).
Case 3. If v1, v2 ∈ V are different and e = v1v2 ∈ E, by equality (6),
(Bk2,s)v1v2e···e = (B
k2,s)v2v1e···e =
s! · s! · (k − 2s− 1)!
(k2 − 1)!
,
so (v1, v2), (v2, v1) are edges of G(A ).
Case 4. If v1 ∈ V, e ∈ E and v1 is not incident with e, by equality (7),
(Bk2,s)v1i2···ik2 = 0, for some it = e, 2 ≤ t ≤ k2 and
(Bk2,s)ei2···ik2 = 0, for some it = v1, 2 ≤ t ≤ k2,
so (v1, e), (e, v1) are not edges of G(A ).
Case 5. If v1 ∈ V, e ∈ E and e = v1v2, v2 ∈ V , by equalities (5) and (6),
(Bk2,s)v1v2e···e =
(s− 1)! · s! · (k2 − 2s− 1)!
(k2 − 1)!
and (Bk2,s)ev1v2e···e =
s! · s! · (k2 − 2s− 1)!
(k2 − 1)!
,
so (e, v1), (v1, e) are edges of G(A ).
Hence G(A ) is a strongly connected graph following from the above five cases and G is connected.
Thus Bk2,s is weakly irreducible. Similarly, Bk1,s is also weakly irreducible.
Lemma 4.4 Let G = (V,E) be a connected graph with integers |V | > 2, 2 < k1 < k2 and 1 ≤ s <
k1
2 .
If Bk1,s,Bk2,s are the quotient tensors of Qk1,s,Qk2,s, respectively, then λ(Bk1,s) > λ(Bk2,s) >
∆(G), where ∆(G) is the maximum degree of G.
Proof. By Lemma 4.3, Bk1,s and Bk2,s are weakly irreducible. Hence by Theorem 2.1, there is
a positive eigenvector x of Bk2,s corresponding to λ(Bk2,s), that is Bk2,sx = λ(Bk2,s)x[k2−1]. Let
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e = v1v2 ∈ E. Since the i−th row sum of B
k,s is equal to the v−th row sum of Qk,s for any v ∈ Vi,
we have
λ(Bk2,s)xk2−1e =
∑
i2,··· ,ik2
(Bk2,s)ei2···ik2xi2 · · ·xik2
= xk2−1e +
(
k2 − 1
s
)
×
(
k2 − 1− s
s
)
×
s! · s! · (k2 − 2s− 1)!
(k2 − 1)!
xk2−2s−1e x
s
v1
xsv2
= xk2−1e + x
k2−2s−1
e x
s
v1
xsv2 , (8)
λ(Bk2,s)xk2−1v1 =
∑
i2,··· ,ik2
(Bk2,s)v1i2···ik2xi2 · · ·xik2
= dv1x
k2−1
v1
+
∑
u∈NG(v1)
(
k2 − 1
s− 1
)
×
(
k2 − s
s
)
×
(s− 1)! · s! · (k2 − 2s− 1)!
(k2 − 1)!
xk2−2seu x
s
ux
s−1
v1
= dv1x
k2−1
v1
+
∑
u∈NG(v1)
xk2−2seu x
s
ux
s−1
v1
, (9)
where eu = uv1. By Equalities (8), (9) and the positive vector x, we have λ(B
k2,s) > dv1 ≥ 1 and
xe =
(
xv1xv2
[λ(Bk2,s)− 1]
1
s
) 1
2
. (10)
Combining Equalities (9) and (10), we have
λ(Bk2,s)xk2−1v1 =
∑
i2,··· ,ik2
(Bk2,s)v1i2···ik2 = dv1x
k2−1
v1
+
∑
u∈NG(v1)
(
xv1xu
[λ(Bk2,s)− 1]
1
s
) k2−2s
2
xsux
s−1
v1
= dv1x
k2−1
v1
+
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
s
) k2
2
(λ(Bk2 ,s)− 1)x
k2−2
2
v1 . (11)
Equality (11) implies that
λ(Bk2,s)− dv1
λ(Bk2,s)− 1
=
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
sxv1
) k2
2
. (12)
Since G is connected graph and |V | > 2, then there is a vertex w ∈ V such that dw = ∆(G) ≥ 2, by
equality (10),
λ(Bk2 ,s) > dw = ∆(G) ≥ 2.
If uv1 ∈ E, combining equality (12), λ(B
k2,s)− dv1 ≤ λ(B
k2,s)− 1 and x is positive vector, then
0 <
xu
[λ(Bk2,s)− 1]
1
sxv1
≤
λ(Bk2,s)− dv1
λ(Bk2,s)− 1
≤ 1, (13)
the equality of inequality (13) holds only if dv1 = 1
Let
fv1(k) =
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
s xv1
) k
2
.
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Then fv1(k) is a decreasing function of k > 2 independent on v1, since 0 <
xu
[λ(Bk2 ,s)−1]
1
s xv1
≤ 1 for
every u ∈ NG(v1). By 2 < k1 < k2, we have fv1(k1) ≥ fv1(k2) and fw(k1) > fw(k2). That is
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
sxv1
) k1
2
≥
∑
u∈NG(v1)
(
xu
[λ(Bk2 ,s)− 1]
1
sxv1
) k2
2
=
λ(Bk2 ,s)− dv1
λ(Bk2,s)− 1
, (14)
∑
u∈NG(w)
(
xu
[λ(Bk2,s)− 1]
1
sxw
) k1
2
>
∑
u∈NG(w)
(
xu
[λ(Bk2 ,s)− 1]
1
sxw
) k2
2
=
λ(Bk2,s)− dw
(λBk2,s)− 1
, (15)
By e = v1v2 and equality (10), we have
(Bk1,sx)e =
∑
i2,··· ,ik1
(Bk1,s)ei2···ik1xi2 · · ·xik1
= xk2−1e +
(
k2 − 1
s
)
×
(
k2 − 1− s
s
)
×
s! · s! · (k1 − 2s− 1)!
(k1 − 1)!
xk1−2s−1e x
s
v1
xsv2
= xk1−1e + x
k1−2s−1
e x
s
v1
xsv2 = λ(B
k2,s)xk1−1e , (16)
By (14) and xk1−1v1 > 0, we have
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
sxv1
) k1
2
xk1−1v1 ≥
λ(Bk2,s)− dv1
λ(Bk2,s)− 1
xk1−1v1 .
Combining with (14), we have
∑
u∈NG(v1)
(
xu
[λ(Bk2,s)− 1]
1
sxv1
) k1
2
xk1−1v1 =
∑
u∈NG(v1)

 x k1−2s2u x k1−2s2v1
[λ(Bk2,s)− 1]
k1−2s
2s

xsuxs−1v1
=
∑
u∈NG(v1)

 x k1−2s2u x k1−2s2v1
[λ(Bk2,s)− 1]
k1−2s
2s

 xsuxs−1v1
λ(Bk2,s)− 1
=
∑
u∈NG(v1)
xk1−2seu x
s
ux
s−1
v1
λ(Bk2,s)− 1
=
(Bk1,sx)v1 − dv1x
k1−1
v1
λ(Bk2,s)− 1
≥
λ(Bk2,s)− dv1
λ(Bk2 ,s)− 1
xk1−1v1 ,
which implies that
(Bk1,sx)v1 ≥ λ(B
k2,s)xk1−1v1 . (17)
Similarly, by (15), we have
(Bk1,sx)w > λ(B
k2,s)xk1−1w . (18)
By inequalities (16), (17), (18) and Theorem 2.1 (1), we have that λ(Bk1,s) > λ(Bk2,s).
Theorem 4.5 Let Bk,s be the quotient tensor of the signless Laplacian tensor Qk,s of the gener-
alized power graph Gk,s associated with a connected graph G = (V,E), where 2 < k, 2 < |V | and
1 ≤ s < k2 . Then λ(B
k,s) = λ(Qk,s) is strictly decreasing with respect to k.
Proof. By Lemma 4.2 and Corollary 3.4, λ(Bk,s) = λ(Qk,s). By Lemma 4.4, λ(Bk,s) = λ(Qk,s) is
strictly decreasing with respect to k.
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Lemma 4.6 Let G = (V,E) be a connected graph and 2 < k = 2r, 2 < |V |, Bk,s is the quotient
tensor of Qk,s. Then λ(Qk,r) > λ(Qk,r−1).
Proof. By Lemma 4.2 and Corollary 3.4, λ(Bk,r) = λ(Qk,r), λ(Bk,r−1) = λ(Qk,r−1). Next prove
λ(Bk,r) > λ(Bk,r−1). By Corollary 4.4 and Theorem 2.1, there is a positive eigenvector x of Bk,r−1
corresponding to λ(Bk,r−1), that is Bk,r−1x = λ(Bk,r−1)x[k−1]. Let e = v1v2 ∈ E. Then
λ(Bk,r−1)xk−1e =
∑
i2,··· ,ik
(Bk,r−1)ei2···ikxi2 · · ·xik = x
k−1
e + xex
r−1
v1
xr−1v2 , (19)
λ(Bk,r−1)xk−1v1 =
∑
i2,··· ,ik
(Bk,r−1)v1i2···ikxi2 · · ·xik = dv1x
k−1
v1
+
∑
u∈NG(v1)
x2eux
r−1
u x
r−2
v1
, (20)
where eu = uv1. By Equalities (19), (20) and the positive vector x, we have λ(B
k,r−1) > dv1 ≥ 1
and
xe =
(
xv1xv2
[λ(Bk,r−1)− 1]
1
r−1
) 1
2
. (21)
Combining Equalities (20) and (21), we have
λ(Bk,r−1)xk−1v1 = dv1x
k−1
v1
+
1
[λ(Bk,r−1)− 1]
1
r−1
∑
u∈NG(v1)
xrux
r−1
v1
. (22)
Since G is connected graph and |V | > 2, then there is a vertex w ∈ V such that dw = ∆(G) ≥ 2, by
Lemma 4.4,
λ(Bk2,r−1) > dw = ∆(G) ≥ 2.
Combining equality (22), we have
λ(Bk,r−1)xk−1v1 < dv1x
k−1
v1
+
∑
u∈NG(v1)
xrux
r−1
v1
. (23)
Since G is a connected graph, then inequality (23) holds for every vertex of G. Let y is the vector
such that yv = xv, v ∈ V (G). Then for each v ∈ V (G),
(Bk,ry)v = dvx
k−1
v +
∑
u∈NG(v)
xrux
r−1
v > λ(B
k,r−1)xk−1v .
By Theorem 2.1 (1), λ(Bk,r) > λ(Bk,r−1).
Theorem 4.7 Let G = (V,E) be a connected graph and 2 < k, 2 < |V |, 1 ≤ s ≤ k2 are integers and
Bk,s is the quotient tensor of Qk,s. Then λ(Bk,s) = λ(Qk,s) is strictly increasing with respect to s.
Proof. Suppose s + 1 < k2 , by Lemma 4.6, it is sufficient to prove λ(B
k,s) < λ(Bk,s+1). By
Lemma 4.3 and Theorem 2.1, there is a positive eigenvector x of Bk,s corresponding to λ(Bk,s),
that is Bk,sx = λ(Bk,s)x[k−1]. Let e = v1v2 ∈ E. By equalities (8), (9) and (10), we have
(Bk,s+1x)e > λ(B
k,s)xk−1e . (24)
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by equalities (9), (11), (12) and (13), we have
λ(Bk,s)− dv1
λ(Bk,s)− 1
=
∑
u∈NG(v1)
(
xu
[λ(Bk,s)− 1]
1
sxv1
) k
2
(25)
<
∑
u∈NG(v1)
(
xu
[λ(Bk,s)− 1]
1
s+1xv1
) k
2
. (26)
By xk−1v1 > 0, we have
∑
u∈NG(v1)
(
xu
[λ(Bk,s)− 1]
1
s+1xv1
) k
2
xk−1v1 >
λ(Bk,s)− dv1
λ(Bk,s)− 1
xk−1v1 .
Combining with equality (14), we have
∑
u∈NG(v1)
(
xu
[λ(Bk,s)− 1]
1
s+1xv1
) k
2
xk−1v1 =
∑
u∈NG(v1)

 x k−2s−22u x k−2s−22v1
(λ(Bk,s)− 1)
k
2s+2

xs+1u xsv1
=
∑
u∈NG(v1)

 x k−2s−22u x k−2s−22v1
(λ(Bk,s)− 1)
k−2s−2
2s+2

 xs+1u xsv1
λ(Bk,s)− 1
>
∑
u∈NG(v1)
xk−2s−2eu x
s+1
u x
s
v1
λ(Bk,s)− 1
=
(Bk,s+1x)v1 − dv1x
k−1
v1
λ(Bk,s)− 1
>
λ(Bk,s)− dv1
λ(Bk,s)− 1
xk−1v1 ,
which implies that
(Bk,s+1x)v1 > λ(B
k,s)xk−1v1 . (27)
By inequalities (24), (27) and Theorem 2.1 (1), we have λ(Bk,s+1) > λ(Bk,s).
Corollary 4.8 Let G = (V,E) be a simple graph with at least one edge, where k = 2r(> 2) is even
integer, 1 ≤ s < k2 .
(1) If the maximal degree ∆(G) of G is 1, then {λ(L k,s) = λ(Qk,s) = λ(L k+2) = λ(Qk+2)}.
(2) If the maximal degree ∆(G) of G is more than 1, then {λ(L k,s) = λ(Qk,s)} is a strictly decreasing
sequence with respect to k.
Proof. By theorem 4.2 of [6], it is sufficient to consider that G is connected graph. Next we assume
G is connected.
(1) ∆(G) = 1, then G have only two vertices, then λ(L k,s) = λ(Qk,s) = λ(L k+2) = λ(Qk+2) = 2.
(2) By Theorems 4.4 and 4.5, {λ(L k,s) = λ(Qk,s)} is a strictly decreasing sequence.
Corollary 4.9 [20] Let G = (V,E) be a simple graph with at least one edge and even integer
k = 2r(> 2). Let L k and Qk are (signless) Laplacian tensors of the k-power hypergraph Gk.
(1) If the maximal degree ∆(G) of G is 1, then {λ(L k) = λ(Qk) = λ(L k+2) = λ(Qk+2)}.
(2) If the maximal degree ∆(G) of G is more than 1, then {λ(L k) = λ(Qk)} is a strictly decreasing
sequence with respect to k.
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Lemma 4.10 Let G = (V,E) be a connected d-regular graph, where d > 1, k > 2, 1 ≤ s ≤ ⌊k−12 ⌋
are integers. Then λ(Qk,s) is the largest root of (x− d)(x − 1)
k−2s
2s − d = 0.
Proof. Since 1 ≤ s ≤ ⌊k−12 ⌋ implies s <
k
2 , combining Lemma 4.4 and Theorem 4.5, we have
λ(Bk,s) = λ(Qk,s) > 2. It is sufficient to prove λ(Bk,s) is the largest root of (x−d)(x−1)
k−2s
2 −d = 0.
Let y be a vector of dimension |E|+ |V | and
yi =
{
1, if i ∈ V ;
1
(λ−1)
1
2s
, if i ∈ E,
where λ is the largest root of (x− d)(x − 1)
k−2s
2s − d = 0. For e = vw,
(Bk,sy)e = y
k−1
e + y
k−2s−1
e y
s
uy
s
v = λ
(
1
λ− 1
) k−1
2s
= λyk−1e ,
and
(Bk,sy)v = dv +
∑
u∈NG(v)
yk−2seu y
s
uy
s−1
v = d+
d
(λ − 1)
k−2s
2s
= λ = λyv.
By Theorem 2.1, λ = λ(Bk,s). The proof is completed.
Lemma 4.11 [11] Every graph G of maximum degree ∆ is an induced subgraph of some ∆-regular
graph.
Theorem 4.12 Let G = (V,E) be a graph of maximum degree ∆ > 1, where k > 2, 1 ≤ s ≤ ⌊k−12 ⌋
are integers. Then limk→∞ λ(Q
k,s) = ∆.
Proof. By Lemma 4.4, λ(Qk,s) > ∆, it is sufficient to prove limk→∞ λ(Q
k,s) ≤ ∆. By theorem 4.2
of [6], it is sufficient to consider that G is connected graph. By Proposition 4.5 in [8], if H ′ is a
sub-hypergraph of H , then λ(Q(H ′)) ≤ λ(Q(H)). By Lemmas 4.11 and 4.10, λ(Qk,s) is not more
than the largest root of (x−∆)(x − 1)
k−2s
2s −∆ = 0. Since
x−∆ = lim
k→∞
∆
(x− 1)
k−2s
2s
= 0, for x > 2,
limk→∞ λ(Q
k,s) ≤ ∆. The proof is completed.
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