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Permasalahan Topik Tugas akhir merupakan suatu bentuk karya tulis ilmiah yang 
memuat hasil pengamatan dari suatu penelitian terhadap masalah yang terjadi 
dengan menggunakan metode yang berkaitan dengan bidang ilmu tertentu. Setiap 
mahasiswa disetiap program studi harus menyusun tugas akhir. Namun, sebelum 
memulai menulis tugas akhir, setiap mahasiswa harus mempunyai bidang topik 
sebagai tujuan, langkah pemilihan topik tugas akhir merupakan langkah awal 
sebelum mengerjakan tugas akhir. Salah satu cara untuk mendapatkan topik tugas 
akhir yaitu dengan melihat nilai mata kuliah umum serta mata kuliah kosentrasi 
jurusan, nilai yang mendominasi adalah nilah yang layak untuk cakupan topik 
penelitian. penilitian ini dilakukan penerapan metode K-Nearest Neighbor (KNN) 
untuk kategorisasi nilai mata kuliah kosentrasi untuk cakupan topik penelitian, 
topik  seluruh nilai dalam dataset nantinya akan diklasifikasikan oleh KNN dan di 
optimasi dengan algoritma Particle swarm Optimization (PSO). Eksperimen  
kategorisasi tugas akhir ini dibangun dengan data latih Mahasiswa Universitas 
Ichsan Gorontalo yang telah diklasifikasikan sebelumnya dan data uji berasal dari 
seluruh nilai Mata Kuliah yang belum diketahui kategorinya. Hasil eksperimen, 
nilai akurasi yang dihasilkan algoritma KNN yaitu nilai  akurasi terbaik dengan 
K=3, K Folds = 10 memiliki akurasi yaitu 72.46% dan Algoritma    KNN-PSO 
akurasi terbaik dengan K=3, K Folds = 10 memiliki akurasi yaitu 89.86%, ini 
menunjukan akurasi lebih baik dengan menggunakan algoritma optimasi 
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ABSTRACT 
Problems the Topic of the final project is a form of scientific writing that contains 
the results of observations from a study of the problems that occur with the use of 
methods related to the particular field of science. Every student in every program 
of study must draw up a final project. However, before embarking on writing the 
final project, each student must have the topic area as a destination, the step of 
selection the topic of final project is an initial step before working on the final 
task. One way to get the final task is to see the value of general courses as well as 
courses, concentration majors, the value of which dominate the is is decent to 
scope the research topic. this research is conducted on the application of the 
method of K-Nearest Neighbor (KNN) for categorization of the value of the 
courses of concentration for the coverage of the research topic, topic the entire 
value in the dataset will be classified by KNN and in the optimization with the 
Particle swarm Optimization algorithm (PSO). The experimental categorization 
of the final project is built with the training data Mahasiswa Universitas Ichsan 
Gorontalo that has been classified previously and test data derived from the entire 
value of the courses is not yet known categories. The results of the experiments, 
the value of the resulting accuracy of algorithms KNN, namely the value of the 
best accuracy with K=3, K Folds = 10 has an accuracy that is 72.46% and the 
Algorithm of KNN-PSO best accuracy with K=3, K Folds = 10 has an accuracy 
that is 89.86%, shows the accuracy is better by using the optimization algorithm. 
 
This is an open access article under the CC–BY-SA license. 
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I. Pendahuluan 
Melimpahnya Data Akademik yang dimiliki Universitas sebagai aset informasi yang akan berguna 
dalam pengelolaan akademik dan sebagai benefit value yang akan menguntungkan universitas. Data tersebut 
diantaranya tentang data akademik mahasiswa. Di bidang akademik, disetiap semester bertambahnya jumlah 
data yang direkan data dari kegiatan akademik seperti perekaman tugas mahasiswa, nilai mid, tugas tambahan 
mahasiswa dan nilai akhir semester mahasiswa dan sebagainya sehingga mengakibatkan tumpukan data dengan 
berbagai kapasitas,  dengan meningkatnya volume penyimpanan pada situs dan server akademik universitas. 
Hal tersebut juga berlaku di Teknik Informatika Universitas Ichsan Gorontalo. TA(Tugas Akhir) merupakan 
bentuk penelitian yang dilakukan mahasiswa di akhir masa studi sebagai salah satu persyaratan untuk kelulusan 
mahasiswa tersebut. Namun tidak sedikit mahasiswa yang akan melaksanakan Tugas Akhir kesulitan dalam 
mencari topik Tugas Akhir yang sesuai dengan keahlian dan minat mahasiswa tersebut. Padahal ada banyak 
penelitian atau Tugas Akhir terdahulu yang dapat dikembangkan sebagai topik Tugas Akhir yang baru bagi 
mahasiswa. Dalam penelitian ini akan dirancang pengklasifikasian suatu dataset akademik yang dapat 
membantu mahasiswa-mahasiswa yang akan melaksanakan Tugas Akhir kuliah di Program Studi Teknik 
Informatika dan kemudian klasifikasi topik yang mungkin sesuai dengan minat dan keahlian dari mahasiswa 
tersebut. Rekomendasi dilakukan dengan hasil dari klasifikasi berdasarkan cakupan nilai akademik terdahulu 
yang dilakukan sebelumnya oleh mahasiswa Teknik Informatika Universitas Ichsan Gorontalo Dengan adanya 
data tersebut nantinya diharapkan dapat membantu mahasiswa yang akan melaksanakan Tugas Akhir untuk 
menemukan topik yang sesuai dengan keahlian dan minat mahasiswa, sehingga dapat mengurangi jumlah 
mahasiswa yang terlambat lulus dikarenakan sulit menemukan topik yang sesuai dengan minat dan keahlian 
mahasiswa.  
Dataset akademik mahasiswa akan melalui proses pengolahan dari data menjadi pengetahuan ini 
disebut dengan istilah data mining. Data mining adalah disiplin ilmu yang mempelajari metode untuk 
mengekstrak pengetahuan atau menemukan pola dari suatu data yang besar. Pengetahuan yang dihasilkan dapat 
berupa pola, rumus, aturan atau model. Training data mining mempelajari bagaimana mengolah data menjadi 
pengetahuan menggunakan software data mining orange. Peserta akan mendapatkan banyak studi kasus 
penerapan Data Mining. Diharapkan setelah mengikuti training ini, peserta siap menghadapi tantangan kasus-
kasus pada penerapan data mining pada kehidupan nyata. 
Sebagai algoritma optimasi digunakan Algoritma PSO (Particle Swarm Optimization) sebagai salah 
satu algoritma optimasi yang dapat digunakan untuk pengambilan keputusan. Tetapi bisa juga digunakan untuk 
pencarian jalur[1]. Contoh yang dibahas kali ini adalah mengenai pencarian posisi dengan pengembalian nilai 
fungsi minimal[2]. Particle Swarm Optimization[3] adalah teknik optimasi dengan cara menghitung secara 
terus menerus calon solusi dengan menggunakan suatu acuan kualitas. Adapun algoritma K-NN[4] merupakan 
metode untuk melakukan klasifikasi terhadap objek[5] berdasarkan data yang jaraknya paling dekat dengan 
objek tersebut[6], cara untuk mengukur jarak kedekatan antara data baru dengan data lama(data training)[7], 
diantaranya Euclidian distance [8]dengan menggunakan sampel-sampel dari data testing[9].  
 Pada penelitian akan menganalisis bagaimana mengoptimasi algoritma KNN dengan menggunakan 
algoritma PSO (Particle Swarm Optimization) dalam menentukan klasifikasi topik penelitian mahasiswa 
semester akhir dan bagaimana akurasi dari penggunaan optimasi dengan hasil optimal. 
 
II. Metode  
Metode eksperimen digunakan untuk penelitian ini, penggunaan cara penelitian eksperimen untuk 
tahap penelitian akan dimulai dari pengumpulan data sampai dengan mendapatkan hasil evaluasi dan hasil 
untuk mendapatkan tujuan yang akan dicapai, tahapan preprosessing sebagai tahap awal untuk 
mengidentifikasi missing value dan menghilangkan data yang tidak memiliki nilai[10], seperti pada Gambar 1. 
A. Model Eksperimen 
 
Gambar 1. Model Ekperimen KNN-PSO Validation 
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B.  Pengumpulan Data 
Identifikasi variabel dari dataset di bagian pusat pengelolaan data akademik Universitas sebagai tahap 
awal sebagai cara dalam menentukan pengelolaan data dan proses analisisnya menggunakan alat analisis 
data[11]. Beberapa variabel yaitu seluruh mata kuliah kosentrasi yang terkait, nilai dari setiap mata kuliah dan 
nilai prestasi akademik. Adapun info data eksperimen dapat dilihat pada Tabel 1. 
Tabel 1. Info data eksperimen 
No Nama Uraian Deskripsi 
1 Dataset Data Akademik Mahasiswa Nama dataset yang berisi sekumpulan data yang siap digunakan 
dalam eksperimen 
2 Dataset Size Ukuran dataset dalam bentuk kolom dan baris 
3 Features Model data yang akan diproses seperti kategori dan numerik 
4 Meta Atributt Variable dalam dataset yang akan dilewati dalam pemrosesan data 
sepeti nim dan nama 
 
C.  Pengolahan Data Awal 
Pada tahapan ini melakukan preprocessing terhadap data untuk menghilangkan outlier[12], 
melengkapi nilai setiap variabel yang terkait sehingga memiliki kesiapan dalam penggunaan alat analisis data. 
Adapun tahapan preprocessing dapat dilihat pada Gambar 2. 
 
 
Gambar 2. Tahapan preprocessing 
 
D. Eksperimen 
Ekperimen pada tahapan ini adalah menjalan seluruh prosedur yang telah ditentukan/disusun dalam 
sebuah kerangka pemikirian untuk menyelesaikan masalah[13], adapun tahapannya adalah, di mulai dari 
penyiapan dataset kemudian dilakukan langkah prepossessing terhadap data untuk menghilangkan 
outliernya[14], selanjutnya adalah menormalisasikan data kemudian menggunakan tool rapidminer data 
mining untuk mengelola data tersebut[15] dengan menggunakan metode Optimasi dan KNN pada tahapan 
optimasi dan klasifikasi yang hasilnya akan di evaluasi dengan akurasi yang teroptimasi seperti pada Gambar 






Gambar 3. Model KNN Validasi 
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Gambar 4. Model Eksperimen KNN dengan Optimasi PSO 
 
E. Evaluasi 
Pada tahapan Pengujian eksperimen yang dilakukan pada algoritma KNN dan KNN-PSO serta  
eksperimen nilai  akurasi pada algoritma optimasi tersebut[16]. 
 
III.  Hasil dan Pembahasan  
A. Data Hasil Preprocessing 
Setelah melewati tahapan preprocessing, sebagian data tersebut ditampilkan pada Tabel 2. 
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B. Algortma KNN Validasi 
Dalam memproses dataset dengan menggunakan model KNN menghasilkan klasifikasi yaitu Topik  
Framework dan Topik Elearning diperlihatkan pada pada Gambar 4. 
 
 
Gambar  4.  Grafik Frekuensi Klasifikasi 
 
Hasil eksperimen data akademik menggunakan algoritma KNN Validasi dapat dilihat pada Tabel 3.  
 
Tabel 3. Hasil Eksperimen dengan KNN Validation 
Algoritma Kriteria Akurasi 
KNN K K Folds 
 3 10 72.46% 
 4 10 72.46% 
 5 10 71.02% 
 
Hasil eksperimen KNN Validation dengan kriteria adalah untuk K=3,  K Folds = 10, Akurasinya = 
72.46%, untuk K=4, K Folds = 10, Akurasinya = 72.46%, dan untuk K=5, K Folds = 10 memiliki Akurasi 
71.01%, sehingga dari Tabel 3 akurasi terbaik dengan K=3, K Folds = 10 memiliki akurasi yaitu 72.46% 
 
C. Algoritma KNN-PSO Validasi 
Eksperimen ini data yang digunakan adalah data dari hasil KNN Preprocessing dengan Model KNN 
Validation yang ditambahkan kedalam Operator Algoritma PSO sehingga KNN akan dioptimasi dengan 
algoritma PSO Validatioan, dengan hasil diperlihatkan pada Tabel 4. 
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Hasil eksperimen KNN-PSO Validation dengan kriteria adalah untuk K=3,   K Folds = 10, Akurasinya 
= 89.86%, untuk K=4, K Folds = 10, Akurasinya = 86.96%, dan untuk K=5, K Folds = 10 memiliki Akurasi 
71.01%, sehingga dari tabel 4.3 akurasi terbaik dengan K=3, K Folds = 10 memiliki akurasi yaitu 89.86%. 
 




Gambar 6. Grafik Optimize Weights (PSO) 
 
Gambar 6 sebagai gambaran data dari model Optimize Weights (PSO) adalah bobot yang dimiliki 
setiap atribut setiap dataset pada Akademik Mata Kuliah dalam menentukan klasifikasi Topik Penelitian 
Mahasiswa semester akhir 
E. Akurasi data hasil Kmeans KNN dan KNN-PSO Validasi dimana K=3 
 Model klasifikasi dengan KNN Validation dan KNN-PSO Validation untuk K=3, K Folds = 10 dengan 
hasil eksperimen yang dapat dilihat pada Tabel 5 dan Gambar 7. 
Tabel 5. Data Hasil KNN dan KNN-PSO Validation 
Algoritma Kriteria Akurasi 
KNN Validation K K Folds 
 3 10 72.48% 
    
KNN-PSO Validation 3 10 89.86% 
 
 





Akurasi Algoritma KNN dan KNN-PSO
KNN KNN-PSO
Algoritma Kriteria Akurasi 
KNN-PSO K K Folds 
 3 10 89.86% 
 4 10 86.96% 
 5 10 71.01% 
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F. Pembahasan hasil eksperimen KNN Validation dan KNN-PSO Validation, K=3 
 Hasil eksperimen yang telah dilakukan dengan menggunakan dataset akademik mahasiswa dengan     
70 record data, 14 atribut dan 1 label digunakan untuk menentukan topik penelitian yang diawali dengan 
Teknik preprosesing untuk memberisihkan outlier/missing value pada setiap atribut yang ada dalam dataset. 
Pada eksperimen ini, tahapan pemodelan dengan menggunakan algoritma KNN sebagai tahapan pertama, 
tahapan kedua dengan menggunkanan Algoritma PSO (Particle Swarm Optimization) untuk mengoptimasi 
model  tahap awal. Pemodelan dengan dengan menggunakan algoritma KNN Validasi dan juga pemodelan 
optimasi yaitu KNN-PSO Validasi. 
 Hasil eksperimen KNN Validation dengan kriteria adalah untuk K=3, K Folds = 10, Akurasinya = 
72.46%, untuk K=4, K Folds = 10, Akurasinya = 72.46%, dan untuk K=5, K Folds = 10 memiliki Akurasi 
71.01%, sehingga dari tabel 4.2 akurasi terbaik dengan K=3, K Folds = 10 memiliki akurasi yaitu 72.46%. 
Pemodelan tahap kedua yaitu hasil eksperimen KNN-PSO Validation dengan kriteria adalah untuk 
K=3, K Folds = 10, Akurasinya = 89.86%, untuk K=4, K Folds = 10, Akurasinya = 86.96%, dan untuk K=5, 
K Folds = 10 memiliki Akurasi 71.01%, sehingga akurasi terbaik dengan K=3, K Folds = 10 memiliki akurasi 
yaitu 89.86%. 
 
IV. Kesimpulan dan Saran 
 Hasil eksperimen dalam uraian pembahasan penelitian ini, dapat disimpulkan bahwa penerapan 
algoritma KNN dan Algoritma KNN-PSO, PSO (Particle Swarm Optimization) sebagai algoritma optimasi 
terhadap algoritma KNN, dimana K=3 mengahasilkan klasifikasi topik penelitian mahasiswa semester akhir 
dan masing-masing klasifikasi di validasi dan memiliki nilai akurasi prediksi untuk kedua pemodelan validasi 
tersebut dan nilai Akurasi yang dihasilkan Algoritma KNN yaitu nilai  akurasi terbaik dengan K=3, K Folds = 
10 memiliki akurasi yaitu 72.46% dan Algoritma KNN-PSO akurasi terbaik dengan K=3, K Folds = 10 
memiliki akurasi yaitu 89.86% 
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