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Abstract
A non-minimal coupling η has been attracting growing interest particularly in
the context of inflation models, though its quantum nature is not clear yet. We
study the renormalization of a non-minimal coupling in the scalar quantum elec-
trodynamics (QED). We find no inhomogeneous term of the renormalization group
equation (RGE) at the two-loop level. This is similar to other theories, where an
inhomogeneous term of the RGE appears only at a higher-loop order: e.g., four-loop
order in λφ4 theory.
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1 Introduction
Properties of the energy-momentum tensor Tµν are of particular interest in quantum field
theory even in the flat spacetime. It determines the linear response of matter to external
gravitons. It is a single place where we can study a non-minimal coupling of a scalar field
φ to gravity, ξRφ2 (R: Ricci scalar), in the flat spacetime. It provides an improvement
term, −(∂µ∂ν − gµν∂2)φ2, to Tµν in the flat spacetime. The improvement term does not
change the conservation of Tµν nor the corresponding Poincare´ algebra [1, 2].
The improvement term, on the other hand, changes the trace of the energy-momentum
tensor T µµ by 2η∂
2φ2. Here ξ = ξc + η/(d − 1) with the conformal coupling being ξc =
(d − 2)/(4(d − 1)) in d dimensions. The improvement term leads to an uncertainty of
Tµν : Tµν that couples to gravity does not need to satisfy T
µ
µ = 0 even if matter is at the
conformal fixed point. Meanwhile, the improvement term is subject to renormalization,
although Tµν is na¨ıvely expected to be finite due to its conservation. Namely, one has to
renormalize η.
The renormalization of η is of interest as it is and studied intensively in λφ4 theory [3–
5]. The key is that the renormalization group equation (RGE) of η is inhomogeneous.
The inhomogeneous term arises from the renormalization of trace-anomaly terms (i.e.,
composite operators [6–9]). The trace anomaly is associated with violation of conformal
symmetry at a quantum level and provides additional terms to T µµ [1–5,10–16].
The inhomogeneous term of the RGE induces the inhomogeneous solution of ∆η ir-
respectively of our initial choice of η and thus ∆η is a quantum-induced value of η [17].
The inhomogeneous solution of the RGE would lead to an important consequence in phe-
nomenology. For example, a small change in the non-minimal coupling would lead to a
detectable change in the prediction of the inflation dynamics: the chaotic inflation with a
simple power-law potential [18], whose large tensor-to-scalar ratio is disfavored by mea-
surements of cosmic microwave background (CMB) anisotropies [19,20], gets viable again
just with ξ ∼ −10−3 [21–23].1
Meanwhile, an inhomogeneous term is expected to appear first at a higher-loop order:
four-loop order in λφ4 theory [3–5]; and at least two-loop order in the two scalar theory
and Yukawa theory [17]. We devote this article to investigating the RGE of η and its
inhomogeneous term in the scalar quantum electrodynamics (QED) at the two-loop level.
We also note how our results are expected to be generalized to the scalar quantum chro-
modynamics (QCD). For the fermion QED and QCD, the trace anomaly is known at all
orders [12–14,16]. We find no inhomogeneous term at the two-loop order.
This article is organized as follows. In the next section, we discuss a general property
of the RGE of η to identify what to be computed. We show our computation results at
the one-loop and two-loop orders in Section 3 and Section 4, respectively. Section 5 is
devoted to discussing the implications of the result. Throughout this article, we adopt
1 The minus sign originates from our convention following Refs. [5, 24]: the metric signature is
(+,−,−,−); the Einstein-Hilbert action with a free singlet scalar is
SE-H = −
M2pl
2
∫
d4x
√−gR+
∫
d4x
√−g
(
1
2
gµν∇µφ∇νφ+ 1
2
ξRφ2
)
, (1)
with the reduced Planck mass Mpl; and the four-dimensional conformal coupling is ξc = +1/6.
1
the modified minimal subtraction (MS) scheme [25–27] with the spacetime dimensions of
d = 4−  and the (modified) renormalization scale µ (µ˜).
2 RGE of η
The scalar-QED action is
Smat =
∫
d4x
√−g
(
−1
4
gµλgνκF0µνF0λκ + g
µνD0µφ
∗
0D0νφ0 + ξ0R|φ0|2 −m20|φ0|2 −
1
4
λ0|φ0|4
)
+ Sfix ,
(2)
with Dµ being the gauge and diffeomorphism covariant derivative. We omit the gauge
fixing term Sfix except for the gauge boson propagator as discussed in Ref. [28]. Parameters
are a gauge coupling e0 (charge being Q), a scalar mass m0, and a quartic coupling λ0.
The subscripts 0 denote the bare fields and couplings. We provide details of multiplicative
renormalization in Appendix A. We remark that in the flat spacetime, the non-minimal
coupling ξ0 = ξc + η0/(d− 1) does not affect multiplicative renormalization.
We define the energy-momentum tensor as a linear response of the matter action to
the metric:
T µν = − 2√−g
δSmat [{φ0i}, gµν ; {λ0a}]
δgµν
. (3)
The d-dimensional flat-spacetime energy-momentum tensor is given by
Tµν =− gλκF0µλF0νκ + 2D0µφ∗0D0νφ0 − 2
(
ξc +
η0
d− 1
)
(∂µ∂ν − gµν∂2)|φ0|2
− gµν
(
−1
4
F 20λκ + |D0µφ0|2 −m20|φ0|2 −
1
4
λ0|φ0|4
)
.
(4)
Taking the trace, one finds
T µµ = 
(
−1
4
F 20µν +
1
4
λ0|φ0|4
)
+ 2m20|φ0|2 + 2η0∂2|φ0|2 + (e.o.m.) , (5)
where the last term is proportional to the equation of motion as
(e.o.m.) =
(
1− 
2
)
φ∗0
(
D20φ0 +m
2
0φ0 +
2
4
λ0|φ0|2φ0
)
+
(
1− 
2
)(
D20φ
∗
0 +m
2
0φ
∗
0 +
2
4
λ0|φ0|2φ∗0
)
φ0 .
(6)
In the flat-spacetime, T µµ is almost pre-determined by the multiplicative renormaliza-
tion of the fields and parameters. The single exception is the non-minimal coupling η0,
whose renormalization is determined by the renormalization of T µµ itself. We renormalize
η0 as
Zφη0 = Zηη , (7)
2
with the wavefunction renormalization of φ being Z
1/2
φ . As discussed in Ref. [17], the
RGE of η takes a form of
dη
d lnµ
= γTφ2η + β˜η , (8)
where η and γφ2 should be understood as a vector and matrix, respectively, for multiple
scalar fields. Here
φ20 = Zφ2 [φ
2] ,
d lnZφ2
d lnµ
= γφ2 ,
(9)
and a square bracket denotes the renormalized composite operator. The homogeneous
term is proportional to the anomalous dimension of φ2 in the RGE. This is because
the renormalization of the scalar field squared is multiplicative, Z−1φ2 ∂
2φ20 = ∂
2[φ2]. It
means that all the counterterms to renormalize φ2 is included in Z−1φ2 Zφ. β˜η denotes the
inhomogeneous term of the RGE and induces ∆η through the running irrespectively of
our initial choice of η. This ∆η is nothing but a quantum-induced value of η.
In the following, we determine β˜η in the scalar QED by determining Zη at the two-loop
level. If β˜η appears at the 2-loop level, ∆η is the 1-loop order, since γφ2 appears at the
one-loop level. We take the Feynman-’t Hooft gauge, but note that η is a gauge-invariant
quantity and thus its RGE does not depend on the gauge choice. For diagrammatic
convenience, we introduce the “scalaron” σ that couples to T µµ as
Lσ-mat = σT µµ . (10)
We calculate the amputated amplitude of scalaron decay into light scalars: σ(p) →
φ∗(q)φ(k), where p, q, and k are external momenta. Although we consider scalaron decay,
our analysis is applicable even to studying the properties of non-minimal couplings in the
models without the scalaron.
The leading contributions originate from
T µµ ⊃ −
1
4
F 2µν + 2m
2|φ|2 + 2η∂2|φ|2 − 1
4
(ZA − 1)F 2µν + 2(Zm2 − 1)m2|φ|2 + 2(Zη − 1)η∂2|φ|2 ,
(11)
where we use the renormalized fields and couplings. Hereafter we assume that the quartic
coupling λ is negligible. As stressed in Ref. [28], a key point is that T µµ contains terms
proportional to : T µµ ⊃ −(1/4)F 20µν . These terms vanish in the limit of  → 0 at
the classical level, but not at the quantum level due to the renormalization of composite
operators: F 20µν . This is the origin of the trace anomaly.
3 One-loop order
Fig. 1 shows one-loop diagrams contributing to σ(p) → φ∗(q)φ(k) in the scalar QED.
We summarize one-loop calculations in Appendix B. Fig. 1 (a) from the insertion of
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Figure 1: One-loop diagrams for scalaron decay σ(p) → φ∗(q)φ(k). Crossed dots denote
insertion of the energy-momentum tensor, 2m2|φ|2 + 2η∂2|φ|2 (a), and −(1/4)F 2µν (b, c).
T µµ ⊃ 2m2|φ|2 + 2η∂2|φ|2. The divergent part [see Eq. (41) for the full expression] is(
iMloop(a)
)pole
of 
= 4i(m2 − ηp2)Q
2e2
16pi2
1

. (12)
Fig. 1 (b) and (c) originate from the insertion of T µµ ⊃ −(1/4)F 2µν and only provide finite
contributions:
iMloop(b) = 3i
Q2e2
16pi2
p2 , iMloop(c) = −6i
Q2e2
16pi2
(k · q) . (13)
By summing them up, we obtain
iMloop(b)+(c) = 6i
Q2e2
16pi2
m2 . (14)
This contribution is reproduced by the insertion of −βm2|φ|2, where βm2 is the β function
of m2 in Eq. (39). Meanwhile, there is no contribution proportional to p2, which can be
regarded as a finite value of η.
The divergence of iMloop(a) is canceled by the counterterm contributions of T µµ ⊃
2(Zm2 − 1)m2|φ|2 + 2(Zη − 1)η∂2|φ|2. We again note that Zm2 − 1 is pre-determined
by the self-energy of φ [see Eq. (37)]. The counterterm of the non-minimal coupling is
determined to absorb this divergence as
Zη − 1 = −2Q
2e2
16pi2
1

. (15)
From Zφ in Eq. (37), one obtains
dη
d lnµ
= −6Q
2e2
16pi2
η , (16)
at the one-loop level. At this order, we only find an homogeneous term of the RGE and
we also confirm the expression of Eq. (8) from Eq. (51). The solution is
η = ηi
(
e2
e2i
)−9
. (17)
4
Here, the subscript i denotes the boundary condition for the RGE: η = ηi at e = ei.
We note that the above discussion does not change for the scalar QCD. In the scalar
QCD, Q2 is replaced by T (S) denoting the one-half of the Dynkin index of the represen-
tation for scalar fields. The analytic solution Eq. (17) depends on the beta function of e
at the one-loop level, and thus the power of the coupling e in Eq. (17) will change in the
scalar QCD.
4 Two-loop order
We focus only on the renormalization of η, which is determined by the divergent part of
the diagrams. Contributions to the non-minimal coupling are proportional to an incoming
momentum squared p2. Thus, we take the massless limit of φ: m → 0. We also focus
on the inhomogeneous term of the RGE β˜η, which originates from the insertion of T
µ
µ ⊃
−(1/4)F 20µν .
There are two types of two-loop contributions from the insertion of T µµ ⊃ −(1/4)F 20µν :
1) one-loop diagrams with the insertion of T µµ ⊃ (βe/2e)F 2µν ; and 2) two-loop-order di-
agrams with the insertion of T µµ ⊃ −(1/4)F 2µν . Here βe is the one-loop β function of
e [see Eq. (33)], which is obtained from (ZA − 1) = −2βe/e at the one-loop level. We
remark that this simple relation between βe and ZA holds only in the QED because of the
Ward-Takahashi identity. In the QCD, to obtain the β function from T µµ ⊃ −(1/4)F 20µν ,
one has to take into account self-couplings of the gauge boson. We demonstrate it in
Appendix D, since intriguingly it gives another derivation of the one-loop β function in
the QCD.
First, we consider the type-1) contributions. They are given by Fig. 1 (b) and (c) with
the insertion of T µµ ⊃ (βe/2e)F 2µν instead of T µµ ⊃ −(1/4)F 2µν . The divergent parts are(
iM1-loop(b)
)pole
of 
= −2βe
e
1

iMloop(b) ,
(
iM1-loop(c)
)pole
of 
= −2βe
e
1

iMloop(c) . (18)
where iMloop(b) and iMloop(c) are shown in Fig. 1 and given by Eq. (13). As before [Eq. (14)],
the terms proportional to p2 cancel with each other. Thus, there is no contribution to β˜η.
Next, we consider the type-2) contributions. They are given by Fig. 2 with the in-
sertion of T µµ ⊃ −(1/4)F 2µν . For (a1)-(a4) and (c1)-(c4), there are contributions also
from diagrams with internal photons being exchanged. For (a1) and (a3), there are also
contributions from the A2µ|φ|2 vertex, but they vanish in the massless limit of m → 0
in the dimensional regularization. There are two types of diagrams among the type-2)
contributions: two-loop diagrams without the insertion of counterterms and one-loop di-
agrams with the insertion of one-loop counterterms (black dots in Fig. 2). Though direct
evaluation of two-loop diagrams is beyond the scope of this paper, we evaluate the 1/
pole [i.e., (1/)2 pole except for  from −(1/4)F 2µν ] based on the finiteness of renormaliz-
able theory like the scalar QED (concretely, renormalizability of the composite operator,
T µµ ⊃ F 2µν) in light of the BPHZ theorem [6, 29, 30]. In the dimensional regularization,
two-loop diagrams give the leading divergence of
iM2-loop |leadingdiv = ip2
(
Q2e2
16pi2
1

)2
µ2F 2-loop(p, q, k) , (19)
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Figure 2: Two-loop-order diagrams for scalaron decay σ(p) → φ∗(q)φ(k). For (a1)-(a4)
and (c1)-(c4), there are contributions also from diagrams with internal photons being
exchanged. For (a1) and (a3), there are also contributions from the A2µ|φ|2 vertex, but
they vanish in the massless limit of m→ 0 in the dimensional regularization. Crossed dots
denote the insertion of the energy-momentum tensor, −(1/4)F 2µν . Filled dots denote the
insertion of the counterterms, −(1/4)(ZA − 1)F 2µν (a2, a4), (Zφ − 1)|∂µφ|2 (b2), iQ(Ze −
1)µ˜/2eAµ(φ∗∂µφ− ∂µφ∗φ) (c4), and Q2(Ze2 − 1)µ˜e2A2µ|φ|2 (d6).
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where F 2-loop(p, q, k) is finite. Meanwhile, one-loop diagrams with the insertion of coun-
terterms give
iM1-loop |div = ip2
(
Q2e2
16pi2
1

)(
Q2e2
16pi2
1

)
µF 1-loop(p, q, k) , (20)
where F 1-loop(p, q, k) is finite. The former (Q2e2/16pi2)(1/) comes from the one-loop
counterterm and the latter (Q2e2/16pi2)(1/)µ comes from the one-loop diagram. The
finiteness of the theory means that there is no non-local divergences and thus no (1/) lnµ,
relating numerical coefficients of the above two contributions:
2F 2-loop + F 1-loop = 0 . (21)
Thus, we only need to evaluate one-loop diagrams to obtain F 2-loop.
In Appendix C, we take a closer look at two-loop-order diagrams and their subdiver-
gences. The one-loop diagrams with the insertion of counterterms give
iM1-loop(a2) = −2(ZA − 1)iMloop(c) , iM1-loop(a4) = −2(ZA − 1)iMloop(b) ,
iM1−loop(b2) = −(Zφ − 1)iMloop(c) , iM1-loop(c4) = 2(Ze − 1)iMloop(c) ,
iM1-loop(d6) = (Ze2 − 1)iMloop(b) ,
(22)
where iMloop(b) and iMloop(c) are shown in Fig. 1 and given by Eq. (13). Noting the Ward-
Takahashi identity, Zφ = Ze = Ze2 , and also that iMloop(b)+(c) does not give any term
proportional to p2, we find that F 1-loop = 0 and thus F 2-loop = 0. In summary, there is no
contribution to β˜η.
The above discussion is not directly applicable to the massless scalar QCD. There are
more diagrams appearing from the self-couplings of the gauge boson. On the other hand,
we would expect that there is no contribution to β˜η at the two-loop level even in the
massless scalar QCD. We discuss the physical reason in the next section. Though it is
beyond the scope of this paper, it will be important to note the followings to see it in a
similar calculation to this section: the Slavnov-Taylor identity [31, 32] gives (Ze2 − 1) =
2(Z2e − 1)− (Zφ − 1) at the one-loop level; and iMloop(b)+(c) does not provide the p2-term at
the one-loop level as seen in the previous section.
5 Discussion
The energy-momentum tensor is the single (and thus valuable) place where we can study
the properties of a non-minimal coupling in the flat spacetime. We have studied the RGE
of η in the scalar QED at the two-loop level, through the renormalization of T µµ.
We have found an homogeneous term of the RGE at the one-loop order. In the scalar
QED, the homogeneous solution of the RGE blows up toward a low energy as the gauge
theory becomes more weakly coupled. This is because of γφ2 < 0, in contrast to the λφ
4
theory [3–5] and Yukawa theory [17]. Since the scalar mass squared follows βm2 = γφ2m
2,
the scalar mass squared also blows up toward a low energy. It means that the scalar QED
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does not approach a massless (conformal) free scalar theory at a low energy, without
fine-tuning.
On the other hand, we have found no inhomogeneous term of the RGE even at the
two-loop level, i.e., no inhomogeneous solution of the RGE at the one-loop order, as
in the λφ4 theory [3–5]. We may expect this result in a generic class of theories for
the following reasoning. For the usual quantities without any reason, we expect the
inhomogeneous solution of the RGE at the one-loop order. For example, in scalar QCD,
the quartic coupling (which we assume zero) is induced by the gauge coupling at the
one-loop order (though it does not change the above discussion). In contrast, we may
expect the inhomogeneous solution of the non-minimal coupling η at the two-loop order
or higher. The inhomogeneous solution of η is expected to originate from the quantum
breaking of scale invariance, i.e., the trace anomaly which appears only at the loop order.
It means that an extra loop order or higher is required to induce η only from the usual
couplings (such as gauge, Yukawa, and quartic couplings). We will check this expectation,
i.e., no inhomogeneous term of the RGE at the two-loop level, in the two-scalar theory,
Yukawa theory, and scalar QCD, somewhere else.
Finally we remark that there is one important subtlety when one identifies φ as the
inflaton. During inflation, φ may take a field value, which breaks the gauge invariance
and gives mass to gauge bosons. In this case, an additional contribution to the threshold
correction may appear from diagrams with the gauge boson mass term being inserted.
We will also study it somewhere else.
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A Scalar QED
We use the MS scheme with the spacetime dimensions of d = 4− and the renormalization
scale µ. We compensate a mass dimension by the modified renormalization scale µ˜, which
is defined as
µ˜2 = µ2
eγE
4pi
(23)
with γE ' 0.577 being Euler’s constant. We use Feynman-’t Hooft gauge (ξgf = 1) in the
loop calculations.
The Lagrangian density is
L = −1
4
F 20µν −
1
2ξgf0
(∂µA
µ
0)
2 + |D0µφ0|2 −m20|φ0|2 −
1
4
λ0|φ0|4 , (24)
with D0µ = ∂µ − iQe0A0µ being the gauge covariant derivative for a charge Q. We have
integrated out the Nakanishi-Lautrup field and (anti-)ghost fields.
The multiplicative renormalization is set for fields as
φ0 = Z
1/2
φ φ , A0µ = Z
1/2
A Aµ (25)
and for parameters as
ZφZ
1/2
A e0 = Zeµ˜
/2e , ZφZAe
2
0 = Ze2µ˜
e2 (i.e., ZφZe2 = Z
2
e ) ,
Zφm
2
0 = Zm2m
2 , Z2φλ0 = Zλµ˜
λ , ZA/ξ
gf
0 = Zξgf/ξ
gf ,
(26)
and
Zφη0 = Zηη . (27)
The Lagrangian density in terms of the renormalized quantities is
L =− 1
4
F 2µν −
1
2ξgf
(∂µA
µ)2 + |∂µφ|2 −m2|φ|2 + iQµ˜/2eAµ(φ∗∂µφ+Q2µ˜e2A2µ|φ|2 −
1
4
µ˜λ|φ|4
− 1
4
(ZA − 1)F 2µν −
1
2ξgf
(Zξgf − 1)(∂µAµ)2 + (Zφ − 1)|∂µφ|2 − (Zm2 − 1)m2|φ|2
+ iQ(Ze − 1)µ˜/2eAµ(φ∗∂µφ− ∂µφ∗φ) +Q2(Ze2 − 1)µ˜e2A2µ|φ|2 −
1
4
(Zλ − 1)µ˜λ|φ|4 .
(28)
The Ward-Takahashi identity warrants that Ze = Zφ = Ze2 , ZA is independent of ξ
gf ,
11
Zξgf = 1. It follows that
βe = e
(
−1
2
+
1
2
d lnZA
d lnµ
)
,
βλ = λ
(
−+ 2d lnZφ
d lnµ
− d lnZλ
d lnµ
)
,
βm2 = m
2
(
d lnZφ
d lnµ
− d lnZm2
d lnµ
)
,
βξgf = −ξgf
d lnZA
d lnµ
,
βη = η
(
d lnZφ
d lnµ
− d lnZη
d lnµ
)
.
(29)
B One-loop order in the scalar QED
One-loop functions are summarized in Appendix B.1. The arguments of the one-loop func-
tions are omit when they are obvious. The results here are applicable to the scalar QCD
by replacing Q2 by T (S) denoting the one-half of the Dynkin index of the representation
for scalar fields.
The one-loop self-energy of the gauge boson Aµ is given by
iΠµν(p) = (iQeµ˜/2)2
∫
dd`
(2pi)d
i(2`+ p)µi(2`+ p)ν
[`2 −m2][(`+ p)2 −m2] + (2iQ
2e2gµνµ˜)
∫
dd`
(2pi)d
i
[`2 −m2]
= i
Q2e2
16pi2
[(4B22 − 2A) gµν + (4B21 + 4B1 +B0) pµpν ]
= i(p2gµν − pµpν)Q
2e2
16pi2
4
3p2
[
−A+
(
m2 − p
2
4
)
B0 +m
2 − p
2
6
]
.
(30)
The counterterm is determined to make the vacuum polarization finite,
(iΠµν)c.t. (p) = −i(ZA − 1)(p2gµν − pµpν) , (31)
and we obtain
ZA − 1 = −2
3
Q2e2
16pi2
1

. (32)
The beta function βe at the one-loop level is
βe =
1
3
Q2e3
16pi2
. (33)
The resultant self-energy is
Γµν2 (p) =− (p2gµν − pµpν)
[
1 +
Q2e2
16pi2
4
3p2
(
m2
∫ 1
0
dx ln
(
m2 − x(1− x)p2
m2
)
−p
2
4
∫ 1
0
dx ln
(
m2 − x(1− x)p2
µ2
)
+
p2
6
)]
.
(34)
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The one-loop self-energy of the scalar field φ is given by
iΠ(p2) = (iQeµ˜/2)2
∫
dd`
(2pi)d
−igµν
`2
(`+ 2p)µi(`+ 2p)ν
(`+ p)2 −m2 + (2iQ
2e2gµνµ˜)
1
2
∫
dd`
(2pi)d
−igµν
`2
= i
Q2e2
16pi2
[
(d− 1)A(02)− 2p2B1(p2; 02,m2)− (3p2 +m2)B0
]
= i
Q2e2
16pi2
[
A(m2)− 2(p2 +m2)B0
]
.
(35)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we use gµν(`+2p)
µ(`+2p)ν = [(`+p)2−m2]+2` ·p+3p2 +m2. The counterterm
is determined to make the vacuum polarization finite,
iΠc.t.(p2) = −i(Zm2 − 1)m2 + i(Zφ − 1)p2 , (36)
and we obtain
Zm2 − 1 = −2Q
2e2
16pi2
1

, Zφ − 1 = 4Q
2e2
16pi2
1

. (37)
The anomalous dimension of φ is
γφ ≡ Z−1φ
dZφ
d lnµ
= −4Q
2e2
16pi2
. (38)
One obtains
βm2 = −6m2Q
2e2
16pi2
. (39)
The resultant self-energy is
Γ2(p
2) =p2 −m2 + Q
2e2
16pi2
[
m2
(
−
∫ 1
0
dx ln
(
m2
µ2
)
+ 1
)
+2(p2 +m2)
∫ 1
0
dx ln
(
xm2 − x(1− x)p2
µ2
)]
.
(40)
Fig. 1 shows one-loop diagrams contributing to σ(p)→ φ∗(q)φ(k) in the scalar QED.
Fig. 1 (a) gives
iMloop(a) = 2i(m2 − ηp2)(iQeµ˜/2)2
∫
dd`
(2pi)d
i(`− k)ν
`2 −m2
−igµν
(`+ k)2
i(`+ q + p)µ
(`+ p)2 −m2
= 2i(m2 − ηp2)Q
2e2
16pi2
[
B0(p
2;m2,m2) + 2(q − k)µCµ(k2, q2, p2;m2, 0,m2)− 2k · (q + k)C0
]
= 2i(m2 − ηp2)Q
2e2
16pi2
[
B0(k
2;m2, 02) +B0(q
2; 02,m2)−B0(p2;m2,m2)− (2p2 − k2 − q2 − 2m2)C0
]
.
(41)
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In the second equality, we use (`− k) · (`+ p+ q) = (`+ k)2 + 2` · (q − k)− 2k · (q + k).
Fig. 1 (b) gives
iMloop(b) = i(2iQ2e2µ˜)
1
2
∫
dd`
(2pi)d
[−` · (`+ p)gµν + `µ(`+ p)ν ] −igµρ
`2
−igνσ
(`+ p)2
gρσ
= −(d− 1)iQ
2e2
16pi2
[
A(02) + pµBµ(p
2; 02, 02)
]
=
3− 
2
i
Q2e2
16pi2
p2B0(p
2; 02, 02) .
(42)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we use gµρgνσg
ρσ [−` · (`+ p)gµν + `µ(`+ p)ν ] = `2 + ` · p.
Fig. 1 (c) gives
iMloop(c) =i(iQeµ˜/2)2
∫
dd`
(2pi)d
[−` · (`+ p)gµν + `µ(`+ p)ν ] −igµρ
`2
(−`− 2k)ρi(−`− k + q)σ
(`+ k)2 −m2
−igνσ
(`+ p)2
=− 4iQ
2e2
16pi2
[
(k · q)B0(q2;m2, 02)− kµqνCµν(k2, q2, p2; 02,m2, 02) + ((k · q)kµ − k2qµ)Cµ
]
=− iQ
2e2
16pi2
[
A(m2) + (k2 + 3k · q + q2 +m2)B0(p2; 02, 02)− (q2 +m2)B0(q2;m2, 02)
−(k2 +m2)B0(k2; 02,m2) + (4m2k · q + (q2 +m2)(k2 +m2))C0
]
.
(43)
In the second equality, we use
gµρgνσ [−` · (`+ p)gµν + `µ(`+ p)ν ] (`+ 2k)ρ(`+ k − q)σ
= 4
[
(k · q)`2 − (` · k)(` · q) + (k · q)(` · k)− k2(` · q)] . (44)
Here `4 and `3 terms vanish because
[−` · (`+ p)gµν + `µ(`+ p)ν ] `ν = (`+ p)µ [−` · (`+ p)gµν + `µ(`+ p)ν ] = 0 . (45)
We consider the renormalization of a composite operator |φ|2 (mass operator). The
renormalized mass operator is written in terms of bare/renormalized fields as follows:
|φ0|2 = Zφ|φ|2 = Zφ2 [|φ|2] . (46)
Here, a square bracket denotes renormalized composite operators. Fig. 1 (a), with the
insertion of |φ|2 instead of T µµ ⊃ 2m2|φ|2 + 2η∂2|φ|2, gives the one-loop diagram:
iMloop =i(iQeµ˜/2)2
∫
dd`
(2pi)d
i(`− k)ν
`2 −m2
−igµν
(`+ k)2
i(`+ q + p)µ
(`+ p)2 −m2
=i
Q2e2
16pi2
[
B0(k
2;m2, 02) +B0(q
2; 02,m2)−B0(p2;m2,m2)
−(2p2 − k2 − q2 − 2m2)C0(k2, q2, p2; 02,m2, 02)
]
.
(47)
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The divergent part is
(iM)poleof  = 2i
Q2e2
16pi2
1

. (48)
This divergence is canceled by the counterterm,
iMc.t. = i(Z−1φ2 Zφ − 1) , (49)
and thus
Z−1φ2 Zφ − 1 = −2
Q2e2
16pi2
1

. (50)
Since Zφ at the one-loop level is given in Eq. (37), one obtains Zφ2 and its anomalous
dimension as follows:
Zφ2 − 1 = 6Q
2e2
16pi2
1

, γφ2 =
d lnZφ2
d lnµ
= −6Q
2e2
16pi2
. (51)
B.1 Summary of one-loop functions
One-loop functions are based on Refs. [33,34] (see also Appendix F of Ref. [35]).
The one-point integral is defined as
µ˜
∫
dd`
(2pi)d
1
`2 −m2 =
i
16pi2
A(m2) . (52)
The explicit form is
A(m2) = m2
(
2

− ln
(
m2
µ2
)
+ 1
)
. (53)
Two-point integrals are defined as
µ˜
∫
dd`
(2pi)d
1; `µ; `µ`ν
[`2 −m21][(`+ p)2 −m22]
=
i
16pi2
B0;µ;µν(p
2;m21,m
2
2) , (54)
where
Bµ = pµB1 ,
Bµν = gµνB22 + pµpνB21 .
(55)
They can be reduced to A and B0 as
B1(p
2;m21,m
2
2) =
1
2p2
[
A(m21)− A(m22)− (p2 +m21 −m22)B0
]
,
B22(p
2;m21,m
2
2) =
1
6
[
A(m22) + 2m
2
1B0 + (p
2 +m21 −m22)B1 +m21 +m21 −
p2
3
]
,
B21(p
2;m21,m
2
2) =
1
3p2
[
A(m22)−m21B0 − 2(p2 +m21 −m22)B1 −
m21 +m
2
1
2
+
p2
6
]
.
(56)
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The explicit form with a Feynman parameter integral is
B0 =
2

−
∫ 1
0
dx ln
(
x2p2 − x(p2 +m21 −m22) +m21 − iad
µ2
)
. (57)
Three-point integrals are defined as
µ˜
∫
dd`
(2pi)d
1; `µ; `µ`ν
[`2 −m21][(`+ k)2 −m22][(`+ k + q)2 −m23]
=
i
16pi2
C0;µ;µν(k
2, q2, p2;m21,m
2
2,m
2
3) ,
(58)
where p+ q + k = 0 and
Cµ = kµC11 + qµC12 ,
Cµν = gµνC24 + kµkνC21 + qµqνC22 + (kµqν + qµkν)C23 .
(59)
They can be reduced to A, B0, and C0 as
C11(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
k2q2 − (k · q)2
[
q2R1 − (k · q)R2
]
,
C12(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
k2q2 − (k · q)2
[−(k · q)R1 + k2R2] ,
C24(k
2, q2, p2;m21,m
2
2,m
2
3)
=
1
4
[
B0(q
2;m22,m
2
3) + (k
2 +m21 −m22)C11 + (p2 − k2 +m22 −m23)C12 + 2m21C0 + 1
]
,
C21(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
k2q2 − (k · q)2
[
q2R3 − (k · q)R5
]
,
C23(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
k2q2 − (k · q)2
[−(k · q)R3 + k2R5] = 1
k2q2 − (k · q)2
[
q2R4 − (k · q)R6
]
,
C22(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
k2q2 − (k · q)2
[−(k · q)R4 + k2R6] ,
(60)
where
R1(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
2
[
B0(p
2;m21,m
2
3)−B0(q2;m22,m23)− (k2 +m21 −m22)C0
]
,
R2(k
2, q2, p2;m21,m
2
2,m
2
3) =
1
2
[
B0(k
2;m21,m
2
2)−B0(p2;m21,m23) + (p2 − k2 +m22 −m23)C0
]
,
R3(k
2, q2, p2;m21,m
2
2,m
2
3) = −C24 −
1
2
[
(k2 +m21 −m22)C11 −B1(p2;m21,m23)−B0(q2;m22,m23)
]
,
R4(k
2, q2, p2;m21,m
2
2,m
2
3) = −
1
2
[
(k2 +m21 −m22)C12 −B1(p2;m21,m23) +B1(q2;m22,m23)
]
,
R5(k
2, q2, p2;m21,m
2
2,m
2
3) = −
1
2
[
(p2 − k2 +m22 −m23)C11 −B1(k2;m21,m22) +B1(p2;m21,m23)
]
,
R6(k
2, q2, p2;m21,m
2
2,m
2
3) = −C24 −
1
2
[
(p2 − k2 +m22 −m23)C12 +B1(p2;m21,m23)
]
.
(61)
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The explicit form with Feynman parameter integrals is2
C0 =−
∫ 1
0
dx
∫ x
0
dy
× 1
x2p2 + y2q2 − xy(p2 − k2 + q2)− x(p2 +m21 −m23) + y(p2 − k2 +m22 −m23) +m21 − iad
.
(62)
C Two-loop order in the scalar QED
We take a closer look at the two-loop-order contributions shown in Fig. 2 with the insertion
of T µµ ⊃ −(1/4)F 2µν . There are two types of diagrams: two-loop diagrams without the
insertion of counterterms and one-loop diagrams with the insertion of one-loop countert-
erms (filled dots in Fig. 2). We consider subdivergences of the former two-loop diagrams.
There are two subdivergences in each two-loop diagram, depending on which loop momen-
tum gets large. In the following, we list the corresponding counterterm contributions and
check that their sum reproduces that of one-loop diagrams with one-loop counterterms in
Fig. 2. We take the massless limit of the scalar φ, m→ 0, since we focus on contributions
to the non-minimal coupling.
Figs. 3, 4 and 7 show the two-loop diagrams, type-(a), (b), (c), and (d) diagrams
in Fig. 2, and their subdivergences. We put the two-loop diagrams on the left columns
in these figures, while the corresponding counterterm diagrams on the middle and right
columns. The middle-column diagrams in Figs. 3, 4 and 7 are with the insertion of
counterterms in T µµ (filled-crossed dots).
3 On the other hand, the right-column diagrams
are with the insertion of counterterms for propagators, φ∗φA vertex, and φ∗φAA vertex
(unfilled dots). We give the detailed computation of the subdivergences in Appendix C.1.
Among the type-(a) and (b) diagrams in Fig. 2, two-loop diagrams are (a1), (a3) and
(b1) which are shown in the left column of Fig. 3. For rows of (a1) and (a3), there are
contributions also from diagrams with internal photons being exchanged. In each row,
non-local divergences are canceled in light of the BPHZ theorem [6, 29, 30]. The filled-
crossed dots in the middle-column diagrams correspond to the insertion of counterterms
in T µµ: (a1-1, a3-1) ↔ |φ|4 and (b1-1) ↔ |φ2|A2µ. They vanish in the dimensional regu-
larization, since their loop integral is quadratically divergent and contains only massless
particles. The right-column diagrams reproduce one-loop diagrams with one-loop coun-
terterms in Fig. 2: (a2, a4) ↔ ZA − 1 [see Eq. (32)] and (b2) ↔ Zφ − 1 [see Eq. (37)],
respectively. In other words, there is no difference between the unfilled dots in Fig. 3 and
filled ones in Fig. 2.
Among the type-(c) diagrams in Fig. 2, two-loop diagrams are (c1)-(c3) which are
shown in the left column of Fig. 4. For each row, there are contributions also from
diagrams with internal photons being exchanged. The counterterm [except for (c3-1)]
(denoted by filled-crossed dots in the middle-column diagrams) cancels with the divergence
of the corresponding diagram in Fig. 5: (c1-1) ↔ Fig. 5 (1), (c2-1) ↔ Fig. 5 (2) [and
2 The version with x→ 1− x, i.e., ∫ 1
0
dx
∫ 1−x
0
dy . . . may also be familiar to readers.
3 Precisely speaking, they are not counterterms since they are finite due to  in Tµµ ⊃ −(1/4)F 2µν .
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φ∗(q)
φ(k)
(a1)
φ∗(q)
φ(k)
(a1-1)
φ∗(q)
φ(k)
(a2)
φ∗(q)
φ(k)
(a3)
φ∗(q)
φ(k)
(a3-1)
φ∗(q)
φ(k)
(a4)
φ∗(q)
φ(k)
(b1)
φ∗(q)
φ(k)
(b1-1)
φ∗(q)
φ(k)
(b2)
Figure 3: Two-loop diagrams (left column) for scalaron decay σ(p) → φ∗(q)φ(k) among
the type-(a) and (b) diagrams in Fig. 2. For the first two rows, there are contributions
also from diagrams with internal photons being exchanged. Crossed dots denote insertion
of the energy-momentum tensor, T µµ ⊃ −(1/4)F 2µν . The corresponding counterterm
diagrams are shown in the middle and right columns. The middle-column diagrams are
with the insertion of the counterterms in T µµ (filled-crossed dots). The right-column
diagrams are with the insertion of the counterterms for propagators (unfilled dots). In
each row, non-local divergences are canceled.
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φ∗(q)
φ(k)
(c1)
φ∗(q)
φ(k)
(c1-1)
φ∗(q)
φ(k)
(c1-2)
φ∗(q)
φ(k)
(c2)
φ∗(q)
φ(k)
(c2-1)
φ∗(q)
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φ∗(q)
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Figure 4: The same as Fig. 3 but for the type-(c) diagrams. There are contributions also
from diagrams with internal photons being exchanged.
φ∗(q)
φ(k)
µ
(1)
φ∗(q)
φ(k)
µ
(2)
φ∗(q)
φ(k)
µ
(3)
Figure 5: Type-2) one-loop diagrams with outgoing φ∗(q)φ(k)Aµ (not necessarily on-shell).
Crossed dots denote insertion of −(1/4)F 2µν with the incoming momentum of p.
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φ∗(q)φ(p)
(1)
φ∗(q)φ(p)
(2)
φ∗(q)φ(p)
(2’)
Figure 6: One-loop corrections to the φ∗(q)φ(p)Aµ vertex. Note that p is incoming, while
q is out-going.
(3)], and (c3-1) ↔ |φ2|A2µ. The (c1-1) diagram vanishes because Fig. 5 (1) is finite and
does not have any counterterm. The (c2-1) diagram is divergent and may cause a possible
issue because there is no corresponding counterterm diagram in Fig. 2. We see that this
cancels with other diagrams shortly below. The (c3-1) diagram vanishes, because of the
quadratically divergent loop integral. The counterterm (unfilled dots in the right-column
diagrams) cancels the divergence of each diagram in Fig. 6: (c1-2)↔ Fig. 6 (1), (c2-2)↔
Fig. 6 (2’), and (c3-2) ↔ Fig. 6 (2). In Appendix C.1, we determine the counterterms by
evaluating the one-loop corrections to the φ∗(q)φ(p)Aµ vertex as shown in Fig. 6. Here p
is an incoming momentum, while q is out-going. The results are
iΓµ3;1;c.t.(p, q) = (iQeµ˜
/2)(−2)(p+ q)µQ
2e2
16pi2
1

,
iΓµ3;2;c.t.(p, q) = (iQeµ˜
/2)6pµ
Q2e2
16pi2
1

, iΓµ3;2′;c.t.(p, q) = (iQeµ˜
/2)6qµ
Q2e2
16pi2
1

.
(63)
The sum of the counterterms is nothing but the one-loop counterterm of of the φ∗φA
vertex: (iQeµ˜/2)(Ze − 1)(p+ q)µ, where we determine
Ze − 1 = 4Q
2e2
16pi2
1

, (64)
from the Ward-Takahashi identity, Ze = Zφ [see Eq. (37)]. Thus, the right-column dia-
grams in Fig. 4 reproduce the one-loop diagram (c4) in Fig. 2.
Among the type-(d) diagrams in Fig. 2, two-loop diagrams are (d1)-(d5) which are
shown in the left column of Fig. 7. The counterterm in the middle-column diagrams
[except for (d5-1)] (denoted by filled-crossed dots) cancels with the divergence of the
corresponding diagram in Fig. 1 and Fig. 5: (d1-1)↔ Fig. 1 (b), (d2-1)↔ Fig. 5 (2), (d3-
1)↔ Fig. 5 (3), (d4-1)↔ Fig. 1 (c), and (d5-1)↔ |φ2|A2µ. The (d1-1)-(d4-1) diagrams are
divergent, and may cause a possible issue because there is no corresponding counterterm
diagram in Fig. 2. We see that this cancels with other diagrams shortly below. The (d5-1)
diagram vanishes, because of the quadratically divergent loop integral. The counterterm
in the right-column diagrams (unfilled dots) cancels the divergence of each diagram in
Fig. 8: (d1-2) ↔ Fig. 8 (1), (d2-2) ↔ (3), (d3-2) ↔ Fig. 8 (2), (d4-2) ↔ Fig. 8 (4), and
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Figure 7: The same as Fig. 3 but for the type-(d) diagrams.
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νµ
φ∗(q)φ(p)
(1)
νµ
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(2)
νµ
φ∗(q)φ(p)
(3)
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φ∗(q)φ(p)
(4)
νµ
φ∗(q)φ(p)
(5)
Figure 8: One-loop corrections to the φ∗(q)φ(p)Aµ(k−p)Aν vertex. Note that p and k−p
are incoming, while q is out-going. For (2)-(5), there are contributions with the external
photons being exchanged.
(d5-2) ↔ Fig. 8 (5). In Appendix C.1, we evaluate the φ∗(q)φ(p)Aµ(k − p)Aν vertex as
shown in Fig. 8. Here p and k − p are incoming momenta, while q is out-going. For
Fig. 8 (2)-(5), there are contributions with the external photons being exchanged and
thus doubled. The resultant counterterms are
iΓµν4;1;c.t. = (2iQ
2e2µ˜)(−2)gµνQ
2e2
16pi2
1

, iΓµν4;2;c.t. = iΓ
µν
4;3;c.t. = (2iQ
2e2µ˜)(−2)gµνQ
2e2
16pi2
1

,
iΓµν4;4;c.t. = (2iQ
2e2µ˜)2gµν
Q2e2
16pi2
1

, iΓµν4;5;c.t. = (2iQ
2e2µ˜)8gµν
Q2e2
16pi2
1

.
(65)
The sum of the counterterms is nothing but the one-loop counterterm of of the φ∗φAA
vertex: (2iQ2e2µ˜)(Ze2 − 1)gµν , where we determine
Ze2 − 1 = 4Q
2e2
16pi2
1

, (66)
from the Ward-Takahashi identity, Ze2 = Zφ [see Eq. (37)]. Thus, the right-column
diagrams in Fig. 7 reproduce the one-loop diagram (d6) in Fig. 2.
In summary, the right-column diagrams in Figs. 3, 4 and 7 reproduce the one-loop
diagrams with the one-loop counterterms in Fig. 2. There are no more diagrams in Fig. 2,
and thus the middle-column diagrams in Figs. 3, 4 and 7 should also be zero. On the other
hand, the (c2-1) (also the one with internal photons being exchanged) and (d1-1)-(d4-1)
diagrams are each divergent.
The key is that the counterterms in T µµ form the equation of motion. Each counterterm
cancels the divergence of each diagram in Fig. 1 (b) and (c) and Fig. 5: (c2-1) ↔ Fig. 5
(2) [and (3)], (d1-1) ↔ Fig. 1 (b), (d2-1) ↔ Fig. 5 (2), (d3-1) ↔ Fig. 5 (3), and (d4-1)
↔ Fig. 1 (c). First, Fig. 1 (b) and (c) [see Eq. (13)] and their counterterms are
iM2;(b);c.t. = −3iQ
2e2
16pi2
p2 , iM2;(c);c.t. = 6iQ
2e2
16pi2
(k · q) . (67)
By summing them up, we obtain
iM2;c.t. = −3iQ
2e2
16pi2
(k2 + q2) . (68)
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Note that out-going φ∗φ are not necessarily on-shell. Second, we evaluate Fig. 5 in
Appendix C.1:
iMµ3;2;c.t.(p, q, k) = (iQeµ˜/2)6
Q2e2
16pi2
kµ , iMµ3;3;c.t.(p, q, k) = (iQeµ˜/2)(−6)
Q2e2
16pi2
qµ . (69)
By summing them up, we obtain
iMµ3;c.t.(p, q, k) = (iQeµ˜/2)6
Q2e2
16pi2
(k − q)µ . (70)
The total contribution of the conterterms for diagrams with the insertion of −(1/4)F 2µν
are reproduced by insertion of the equation of motion:
3
Q2e2
16pi2
(
φ∗D2φ+D2φ∗φ
)
. (71)
The insertion of the equation of motion vanishes for the physical amplitude like
scalaron decay σ(p) → φ∗(q)φ(k) considered in the main text. [This is why we drop
the (e.o.m.) term in Eq. (5).] In conclusion, all the subdivergences, i.e., non-local di-
vergences involved in two-loop diagrams of Fig. 2 are canceled by the one-loop diagrams
with the one-loop counterterms of Fig. 2 in light of the BPHZ theorem [6,29,30].
C.1 One-loop subdiagrams
Here, we provide the computation of the one-loop subdiagrams which are illustrated in
Figs. 5, 6 and 8. We use divergent massless loop-integrals summarized in Appendix D.1.
First, we evaluate diagrams in Fig. 5 and determined counterterms. Fig. 5 (1) gives
iMµ3;1(p, q, k) =i(iQeµ˜/2)3
∫
dd`
(2pi)d
−igβσ
`2
[−` · (`+ p)gρσ + `ρ(`+ p)σ] −igαρ
(`+ p)2
(−`− p+ 2q)α
× i
(`+ p− q)2 (−2`− k − p+ q)
µ i
(`+ k)2
(−`− 2k)β
=(iQeµ˜/2)4iQ2e2µ˜
∫
dd`
(2pi)d
(k · q)`2 − (` · k)(` · q) + (k · q)(` · p)− (k · p)(` · q)
[`2][(`+ p)2][(`+ p− q)2][(`+ k)2]
× (2`+ k + p− q)µ .
(72)
Here, p is an incoming momentum, while q and k are out-going momenta. In the second
equality, we use
gβσgαρ [−` · (`+ p)gρσ + `ρ(`+ p)σ] (`+ p− 2q)α(`+ 2k)β
= 4
[
(k · q)`2 − (` · k)(` · q) + (k · q)(` · p)− (k · p)(` · q)] . (73)
Thus, iMµ3;1(p, q, k) is finite.
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Fig. 5 (2) gives
iMµ3;2(p, q, k) =i(iQeµ˜/2)(2iQ2e2µ˜)
∫
dd`
(2pi)d
−igβσ
`2
[−` · (`+ p)gρσ + `ρ(`+ p)σ] −igαρ
(`+ p)2
× gαµ i
(`+ k)2
(−`− 2k)β
=(iQeµ˜/2)4iQ2e2µ˜
∫
dd`
(2pi)d
kµ`2 − `µ(` · k) + kµ(` · p)− `µ(k · p)
[`2][(`+ p)2][(`+ k)2]
.
(74)
In the second equality, we use
gβσgαρ [−` · (`+ p)gρσ + `ρ(`+ p)σ] gαµ(`+ 2k)β
= −2 [kµ`2 − `µ(` · k) + kµ(` · p)− `µ(k · p)] . (75)
We use Eq. (140) with the replacement of k2 → q and ∆xy = −xy(1 − xy)k2 + 2xy(1 −
y)k · p− y(1− y)p2,
iMµ3;2 |div(p, q, k) = (iQeµ˜/2)(−2)
Q2e2
16pi2
eγE(/2)Γ(/2)(d− 1)kµ = (iQeµ˜/2)(−6)Q
2e2
16pi2
kµ .
(76)
Fig. 5 (3) gives
iMµ3;3(p, q, k) =i(iQeµ˜/2)(2iQ2e2µ˜)
∫
dd`
(2pi)d
−igβσ
`2
[−` · (`+ p)gρσ + `ρ(`+ p)σ] −igαρ
(`+ p)2
× (−`− p+ 2q)α i
(`+ p− q)2 g
βµ
=(iQeµ˜/2)(−4)iQ2e2µ˜
∫
dd`
(2pi)d
qµ`2 − `µ(` · q) + qµ(` · p)− pµ(` · q)
[`2][(`+ p)2][(`+ p− q)2] .
(77)
In the second equality, we use
gβσgαρ [−` · (`+ p)gρσ + `ρ(`+ p)σ] (−`− p+ 2q)αgβµ
= 2
[
qµ`2 − `µ(` · q) + qµ(` · p)− pµ(` · q)] . (78)
We use Eq. (140) with the replacement of k2 → q and ∆xy = −(1− x)y(1− y + xy)p2 +
2x(1− x)y2p · q − xy(1− xy)q2,
iMµ3;3 |div(p, q, k) = (iQeµ˜/2)2
Q2e2
16pi2
eγE(/2)Γ(/2)(d− 1)qµ = (iQeµ˜/2)6Q
2e2
16pi2
qµ . (79)
Second, we compute the one-loop corrections to the φ∗(q)φ(p)Aµ vertex as shown in
Fig. 6. Here p is an incoming momentum, while q is out-going. Fig. 6 (1) gives
iΓµ3;1(p, q) =(iQeµ˜
/2)3
∫
dd`
(2pi)d
−igρσ
`2
(`+ 2p)ρ
i
(`+ p)2
(2`+ p+ q)µ
i
(`+ q)2
(`+ 2q)σ
=(iQeµ˜/2)(−1)iQ2e2µ˜
∫
dd`
(2pi)d
2`µ`2 + 4`µ` · (p+ q) + (p+ q)µ`2 + · · ·
[`2][(`+ p)2][(`+ q)2]
.
(80)
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In the second equality, we keep only the divergent part in the numerator, (2`+p+q)µ(`+
2p) · (` + 2q). We use Eq. (140) with the replacement of k2 → q, qxy = (1 − y)p + xyq,
and ∆xy = −y(1− y)p2 + 2xy(1− y)p · q − xy(1− xy)q2,
iΓµ3;1
∣∣
div
(p, q) =(iQeµ˜/2)
1
2
Q2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdyy
[−2(d+ 2)qµxy + 4(p+ q)µ + d(p+ q)µ]( µ2∆xy
)/2
=(iQeµ˜/2)2(p+ q)µ
Q2e2
16pi2
1

.
(81)
In the second equality, we keep only the leading term.
Fig. 6 (2) and (2’) give
iΓµ3;2(p, q) =(iQeµ˜
/2)(2iQ2e2µ˜)
∫
dd`
(2pi)d
−igρσ
`2
gµσ
i
(`+ p)2
(`+ 2p)ρ ,
iΓµ3;2′(p, q) =(iQeµ˜
/2)(2iQ2e2µ˜)
∫
dd`
(2pi)d
−igρσ
`2
gµσ
i
(`+ q)2
(`+ 2q)ρ = iΓµ3;2(q, p) .
(82)
We use Eq. (138) with the replacement of qx = xp and ∆x = −x(1 − x)p2 for iΓµ3;2(p, q)
and that of qx = xq and ∆x = −x(1− x)q2 for iΓµ3;2′(p, q),
iΓµ3;2
∣∣
div
(p, q) =(iQeµ˜/2)(−2)Q
2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx [−qx + 2pµ]
(
µ2
∆x
)/2
=(iQeµ˜/2)(−6)pµQ
2e2
16pi2
1

,
iΓµ3;2′
∣∣
div
(p, q) =(iQeµ˜/2)(−6)qµQ
2e2
16pi2
1

.
(83)
Here, we keep only the leading terms.
Finally, we compute the one-loop corrections to the φ∗(q)φ(p)Aµ(k − p)Aν vertex as
shown in Fig. 8. Here p and k− p are incoming momenta, while q is out-going. For Fig. 8
(2)-(5), there are contributions with the external photons being exchanged. Since we are
interested in the divergent part, we take them into account by multiplying 2 in the end
of calculations. Fig. 8 (1) gives
iΓµν4;1 =(2iQ
2e2µ˜)(iQeµ˜/2)2
∫
dd`
(2pi)d
−igρσ
`2
(`+ 2p)ρ
i
(`+ p)2
gµν
i
(`+ q)2
(`+ 2q)σ
=(2iQ2e2µ˜)(−1)gµνiQ2e2µ˜
∫
dd`
(2pi)d
`2 + · · ·
[`2][(`+ p)2][(`+ q)2]
.
(84)
In the second equality, we keep only the divergent part in the numerator, (`+2p) ·(`+2q).
We use Eq. (140) with the replacement of k2 → q and ∆xy = −y(1− y)p2 + 2xy(1− y)p ·
q − xy(1− xy)q2,
iΓµν4;1
∣∣
div
=(2iQ2e2µ)
d
4
gµν
Q2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdy 2y
(
µ2
∆xy
)/2
=(2iQ2e2µ)2gµν
Q2e2
16pi2
1

.
(85)
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In the second equality, we keep only the leading term.
Fig. 8 (2) gives
iΓµν4;2 =(2iQ
2e2µ˜)(iQeµ˜/2)2
∫
dd`
(2pi)d
−igρσ
`2
gµρ
i
(`+ k)2
(2`+ k + q)ν
i
(`+ q)2
(`+ 2q)σ
=(2iQ2e2µ˜)(−1)iQ2e2µ˜
∫
dd`
(2pi)d
2`µ`ν + · · ·
[`2][(`+ k)2][(`+ q)2]
.
(86)
In the second equality, we keep only the divergent part in the numerator, (` + 2q)µ(2` +
k+ q)ν . We use Eq. (140), where k2 → k and p→ q and ∆xy = −xy(1− xy)k2 + 2xy(1−
y)k · q − y(1− y)q2,
iΓµν4;2
∣∣
div
=(2iQ2e2µ˜)
1
2
Q2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdy 2ygµν
(
µ2
∆xy
)/2
=(2iQ2e2µ)gµν
Q2e2
16pi2
1

.
(87)
In the second equality, we keep only the leading term. This contribution should be doubled
to take into account the external-photon exchange.
Fig. 8 (3) gives
iΓµν4;3 =(2iQ
2e2µ˜)(iQeµ˜/2)2
∫
dd`
(2pi)d
−igρσ
`2
(`+ 2p)ρ
i
(`+ p)2
(2`+ k + p)µ
i
(`+ k)2
gνσ
=(2iQ2e2µ)(−1)iQ2e2µ˜
∫
dd`
(2pi)d
2`µ`ν + · · ·
[`2][(`+ k)2][(`+ p)2]
.
(88)
In the second equality, we keep only the divergent part in the numerator, (2`+k+p)µ(`+
2p)ν . We use Eq. (140) with the replacement of k2 → k and ∆xy = −xy(1 − xy)k2 +
2xy(1− y)k · p− y(1− y)p2,
iΓµν4;3
∣∣
div
=(2iQ2e2µ˜)
1
2
Q2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdy 2ygµν
(
µ2
∆xy
)/2
=(2iQ2e2µ˜)gµν
Q2e2
16pi2
1

.
(89)
In the second equality, we keep only the leading term. This contribution should be doubled
to take into account the external-photon exchange.
Fig. 8 (4) gives
iΓµν4;4 =(iQeµ˜
/2)4
∫
dd`
(2pi)d
−igρσ
`2
(`+ 2p)ρ
i
(`+ p)2
(2`+ k + p)µ
i
(`+ k)2
(2`+ k + q)ν
i
(`+ q)2
(`+ 2q)σ
=(2iQ2e2µ˜)
1
2
gρσiQ
2e2µ˜
∫
dd`
(2pi)d
4`µ`ν`ρ`σ + · · ·
[`2][(`+ k)2][(`+ p)2][(`+ q)2]
.
(90)
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In the second equality, we keep only the divergent part in the numerator, (2`+k+p)µ(2`+
k + q)ν(`+ 2p)ρ(`+ 2q)σ. We use Eq. (140),
iΓµν4;4
∣∣
div
=(2iQ2e2µ˜)(−1)d+ 2
8
Q2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdydz 4yz2gµν
(
µ2
∆xy
)/2
=(2iQ2e2µ)(−1)gµνQ
2e2
16pi2
1

.
(91)
In the second equality, we keep only the leading term. This contribution should be doubled
to take into account the external-photon exchange.
Fig. 8 (5) gives
iΓµν4;5 =(2iQ
2e2µ˜)2
∫
dd`
(2pi)d
−igρσ
`2
gµρ
i
(`+ k)2
gνσ
=(2iQ2e2µ˜)2gµνiQ2e2µ˜
∫
dd`
(2pi)d
1
[`2][(`+ k)2]
.
(92)
We use Eq. (138) with the replacement of p→ k and ∆x = −x(1− x)k2
iΓµν4;5
∣∣
div
=(2iQ2e2µ˜)(−2)gµνQ
2e2
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx
(
µ2
∆x
)/2
=(2iQ2e2µ)(−4)gµνQ
2e2
16pi2
1

.
(93)
In the second equality, we keep only the leading term. This contribution should be doubled
to take into account the external-photon exchange.
D βe in the QCD
We consider the QCD whose action is given by
Smat =
∫
d4x
√−g
(
−1
4
gµλgνκF a0µνF
a
0λκ
)
+ Sfix . (94)
where we omit the other fields (e.g., quarks) for simplicity. The field strength is
F a0µν = ∇µAa0ν −∇νAa0µ + e0fabcAb0µAc0ν , (95)
with the structure constant fabc. We omit the gauge fixing term Sfix for T
µν as discussed
in Ref. [28]. The d-dimensional flat-spacetime energy-momentum tensor is given by
Tµν = −gλκF a0µλF a0νκ +
1
4
gµνg
λρgκσF a0λκF
a
0ρσ . (96)
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Taking the trace, one finds
T µµ = −
1
4
F 20µν
= −1
2
(∂µAaν − ∂νAaµ)∂µAaν − µ˜/2efabcAaµAbν∂µAcν −
1
4
µ˜e2fabef cdeAaµA
b
νA
cµAdν
− 1
2
(ZA − 1)(∂µAaν − ∂νAaµ)∂µAaν − (Ze − 1)µ˜/2efabcAaµAbν∂µAcν
− 1
4
(Ze2 − 1)µ˜e2fabef cdeAaµAbνAcµAdν .
(97)
Here we introduce the multiplicative renormalization:
A0µ = Z
1/2
A Aµ , (98)
and
Z
3/2
A e0 = Zeµ˜
/2e , Z2Ae
2
0 = Ze2µ˜
e2 (i.e., ZAZe2 = Z
2
e ) . (99)
We summarize divergent one-loop integrals in Appendix D.1. We use Feynman-’t Hooft
gauge (ξgf = 1) in the loop calculations.
The scalar and fermion contributions to the wavefunction renormalization is similar
to those in the QED (see Ref. [28]):
ZA − 1 ⊃
(
−4
3
T (F )− 2
3
T (S)
)
e2
16pi2
1

, (100)
except for that Q2 is replaced by T (S) and T (F ) denoting one-halves of the Dynkin index
of the representation for the scalar and fermion (Weyl) fields, respectively. There are
additional contributions from gauge-boson and ghost loops. The divergent part takes the
form of [see Eq. (138)]
iΓ(aµ)(bν)
∣∣
div
(p) =− e2T (Ad)δab
[
i
16pi2
eγE(/2)
(
−1
2
)
Γ(−1 + /2)
∫ 1
0
dx h(x)gµν∆x
(
µ2
∆x
)/2
+
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx
[
f(x)p2gµν + g(x)pµpν
]( µ2
∆x
)/2]
,
(101)
where ∆x = −x(1 − x)p2, and T (Ad) denotes the one-half of the Dynkin index of the
adjoint representation for the gauge field. We determine f(x), g(x), and h(x) below.
Fig. 9 shows contributions from gauge-boson and ghost loops. The diagram (1) in
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Aaµ Abν
(1)
Aaµ Abν
(2)
Aaµ Abν
(3)
Figure 9: One-loop self-energy diagrams for the QCD. First-two diagrams are contribu-
tions from the self-interactions of gauge bosons, while the last is a contribution from the
ghost interaction.
Fig. 9 provides
iΓ
(aµ)(bν)
1 (p) =(eµ
/2)2
1
2
∫
dd`
(2pi)d
−igραδce
`2
facdV µρσe (p, `,−`− p)
−igσβδdf
(`+ p)2
f befV ναβe (−p,−`, `+ p)
=− e2T (Ad)δabµ
∫
dd`
(2pi)d
1
[`2][(`+ p)2]
[−gµν`2 − (2d− 3)`µ`ν
−gµν` · p− 1
2
(2d− 3)`µpν − 1
2
(2d− 3)pµ`ν − 5
2
gµνp2 +
1
2
(6− d)pµpν
]
.
(102)
In the first equality, we take into account the symmetric factor of 1/2. V µνρe (p, q, k) =
gµν(p− q)ρ + gνρ(q−k)µ + gρµ(k−p)ν is the vertex factor with p, q, and k being incoming
momenta of Aaµ, Abν , and Acρ, respectively. In the second equality, we use δceδdffacdf bef =
T (Ad)δab and
gραgσβV
µρσ
e (p, `,−`− p)V ναβe (−p,−`, `+ p)
= −2gµν`2 − 2(2d− 3)`µ`ν − 2gµν` · p− (2d− 3)`µpν − (2d− 3)pµ`ν − 5gµνp2 + (6− d)pµpν .
(103)
It contributes to the divergent part as [see Eq. (138)]
h1(x) = −3(d− 1) , f1(x) = −5
2
+ x− x2 ,
g1(x) =
1
2
(6− d) + (2d− 3)x− (2d− 3)x2 .
(104)
The diagram (2) in Fig. 9 provides
iΓ
(aµ)(bν)
2 (p) =− ie2µ˜
1
2
∫
dd`
(2pi)d
−igρσδcd
`2
V
(aµ)(bν)(cρ)(dσ)
e2
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
(d− 1)(`2 + 2` · p+ p2)gµν
[`2][(`+ p)2]
.
(105)
In the first equality, we take into account the symmetric factor of 1/2. V
(aµ)(bν)(cρ)(dσ)
e2 =
fabef cde(gµρgνσ−gµσgνρ)+facef bde(gµνgρσ−gµσgνρ)+fadef bce(gµνgρσ−gµρgνσ) is the vertex
factor for Aaµ, Abν , Acρ, and Adσ. In the second equality, we use gρσδ
cdV
(aµ)(bν)(cρ)(dσ)
e2 =
29
2(d − 1)T (Ad)gµν and multiply (` + p)2 in both the numerator and denominator of the
integrand. It contributes to the divergent part as [see Eq. (138)]
h2(x) = d(d− 1) , f2(x) = (d− 1)− 2(d− 1)x+ (d− 1)x2 , g2(x) = 0 . (106)
The diagram (3) in Fig. 9 provides
iΓ
(aµ)(bν)
3 (p) =(−eµ/2)2(−1)µ˜
∫
dd`
(2pi)d
iδce
`2
facd(`+ p)µ
iδdf
(`+ p)2
f bfe`ν
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
`µ`ν + pµ`ν
[`2][(`+ p)2]
.
(107)
In the first equality, we take into account the ghost statistics of (−1). In the second
equality, we use δceδdffacdf bfe = −T (Ad)δab. It contributes to the divergent part as [see
Eq. (138)]
h3(x) = 1 , f3(x) = 0 , g3(x) = −x+ x2 . (108)
In summary,
h(x) = (d− 2)2 , f(x) = 1
2
(2d− 7)− (2d− 3)x+ (d− 2)x2 ,
g(x) =
1
2
(6− d) + 2(d− 2)x− 2(d− 2)x2 .
(109)
Noting that (d−2)(−1/2)Γ(−1 + /2) = Γ(/2) (i.e., no quadratic divergence), we obtain
the divergent part of
iΓ(aµ)(bν)
∣∣
div
(p) =− i e
2
16pi2
T (Ad)δabeγE(/2)Γ(/2)
∫ 1
0
dx
[
F (x)p2gµν +G(x)pµpν
]( µ2
∆x
)/2
,
(110)
where
F (x) = (1− 3x+ 2x2)(d− 4) +
(
1
2
− 7x+ 4x2
)
,
G(x) =
(
−1
2
+ 2x− 2x2
)
(d− 4) + (1 + 4x− 4x2) ,∫ 1
0
dxF (x) = −
∫ 1
0
dxG(x) =
1
6
(d− 4)− 5
3
,
(111)
and thus, (
iΓ(aµ)(bν)
)pole
of 
(p) =i(p2gµν − pµpν)δab e
2
16pi2
10
3
T (Ad)
1

. (112)
As a result, the wavefunction renormalization in Feynman-’t Hooft gauge is given by
ZA − 1 =
(
10
3
T (Ad)− 4
3
T (F )− 2
3
T (S)
)
e2
16pi2
1

. (113)
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Meanwhile, the β function of the gauge coupling is known to be
βe = −
(
11
3
T (Ad)− 2
3
T (F )− 1
3
T (S)
)
e3
16pi2
. (114)
Thus, (ZA − 1) = −2βe/e does not hold. Precisely speaking, it holds for the scalar and
fermion contributions, but not for the gauge boson contribution. We note that ZA is
gauge dependent in the QCD, while βe is gauge independent. On the other hand, since
T µµ is gauge invariant, we expect that the invariant amplitude of scalaron decay into two
gauge bosons is proportional to βe in the QCD as in the QED [28]. We directly check it in
the following. There, the self-coupling terms of T µµ [second and third terms of Eq. (97)]
become important.
We consider scalaron decay into two gauge bosons, σ(p)→ Aaµ(k1)Abν(k2) (p: incoming
momentum; k1 and k2: outgoing momenta), at the one-loop level. There are two types
contributions from the insertion of T µµ ⊃ −(1/4)F a20µν : 1) tree-level diagram from the
insertion of T µµ ⊃ −(1/2)(ZA − 1)(∂µAaν − ∂νAaµ)∂µAaν ; and 2) one-loop diagrams from
the insertion of
T µµ ⊃ −(1/2)(∂µAaν − ∂νAaµ)∂µAaν − µ˜/2efabcAaµAbν∂µAcν − (1/4)µ˜e2fabef cdeAaµAbνAcµAdν .
(115)
The type-1) contribution is simply given by
iMtree = i(ZA − 1)(k1 · k2gµν − kµ2kν1)∗1µ∗2νδab , (116)
with polarization vectors of k1 · 1 = k2 · 2 = 0. The divergent part of the type-2)
contributions takes the form of [see Eq. (140)]
iMloop|div =− e2T (Ad)δab∗1µ∗2ν
[
i
16pi2
eγE(/2)
(
−d+ 2
4
)
Γ(−1 + /2)
∫ 1
0
dxdyy h(x, y)gµν∆xy
(
µ2
∆xy
)/2
+
1
2
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdyy [f(x, y)k1 · k2gµν + g(x, y)kµ2kν1 ]
(
µ2
∆xy
)/2]
,
(117)
where ∆xy = −2y(1− x)(1− y)k1 · k2. Here we use k1 · 1 = k2 · 2 = 0 and k21 = k22 = 0.
We determine f(x, y), g(x, y), and h(x, y) below.
Fig. 10 show the type-2) one-loop diagrams. Fig. 10 (1) and (2) are from the insertion
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Aaµ(k1)
Abν(k2)
(1)
Aaµ(k1)
Abν(k2)
(2)
Aaµ(k1)
Abν(k2)
(3)
Aaµ(k1)
Abν(k2)
(3)’
Aaµ(k1)
Abν(k2)
(4)
Figure 10: Type-2) one-loop diagrams for scalaron decay σ(p)→ Aaµ(k1)Abν(k2). Crossed
dots denote insertion of the energy-momentum tensor, −(1/2)(∂µAaν − ∂νAaµ)∂µAaν (1,
2), −µ˜/2efabcAaµAbν∂µAcν (3, 4), and −(1/4)µ˜e2fabef cdeAaµAbνAcµAdν (5).
of T µµ ⊃ −(1/2)(∂µAaν − ∂νAaµ)∂µAaν . Fig. 10 (1) gives
iM1 =i(eµ˜/2)2
∫
dd`
(2pi)d
−igβσδhe
`2
[−` · (`+ p)gαβ + `α(`+ p)β] δgh−igαρδgc
(`+ p)2
× ∗1µfacdV µργe (−k1, `+ p,−`− k2)
−igδγδfd
(`+ k2)2
∗2νf
befV νσδe (−k2,−`, `+ k2)
=− e2T (Ad)δab∗1µ∗2νµ˜
∫
dd`
(2pi)d
1
[`2][(`+ k2)2][(`+ p)2]
[
gµν(`2)2 + (4d− 5)`µ`ν`2
+gµν`2` · (3k1 + k2) + 2`µ`ν` · [(2d− 3)k1 + 2(d− 1)k2]− `µkν1`2 + 4(d− 1)kµ2 `ν`2
−6gµν`2k1 · k2 + 6gµν(` · k1)` · k2 + 10`µ`νk1 · k2 − 8`µkν1` · k2 + 4(d− 3)kµ2 `ν` · k1
+8kµ2k
ν
1`
2 + · · · ] .
(118)
In the second equality, we use δheδghδgcδfdfacdf bef = T (Ad)δab and
gβσgαρgδγ
[−` · (`+ p)gαβ + `α(`+ p)β]V µργe (−k1, `+ p,−`− k2)V νσδe (−k2,−`, `+ k2)
= gµν(`2)2 + (4d− 5)`µ`ν`2 + gµν`2` · (3k1 + k2) + 2`µ`ν` · [(2d− 3)k1 + 2(d− 1)k2]
+ `µ [−k1 + (2d− 3)k2]ν `2 + 2(d− 1)(k1 + 2k2)µ`ν`2 − gµν`2(6k1 · k2 + k22)
+ 2gµν(` · k1)` · (k1 + 3k2) + `µ`ν(10k1 · k2 + 4k21 + 5k22)− 2`µkν1` · (k1 + 4k2)
+ `µkν2` · [(2d− 4)k1 + (2d− 7)k2] + kµ1 `ν` · [(2d− 7)k1 + 2(d− 1)k2]
+ 4kµ2 `
ν` · [(d− 3)k1 + (d− 1)k2] + [kµ1kν1 + (d− 1)kµ1kν2 + 8kµ2kν1 + (2d− 1)kµ2kν2 ] `2 + · · · .
(119)
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Here we omit the linear and zeroth order terms, which do not give any divergence in
the loop integral. In M1, we also omit terms vanishing with k1 · 1 = k2 · 2 = 0 and
k21 = k
2
2 = 0 [including (` · 1)(` · k1), (` · k1)2, and so on]. It contributes to the divergent
part as [see Eqs. (140) to (142)]
h1(x, y) = 5(d− 1) ,
f1(x, y) = 2(6d− 1)(1− y)(1− y + xy)− 7d(1− y + xy)− (5d− 2)(1− y)− 2(3d− 8) ,
g1(x, y) = (d+ 4)(4d− 5)(1− y)(1− y + xy)− (3d− 8)(1− y + xy)− 4(d− 1)(d+ 3)(1− y) + 4(3d− 5) .
(120)
Fig. 10 (2) gives
iM2 =i(−ie2µ˜)1
2
∫
dd`
(2pi)d
−igβσδfd
`2
[−` · (`+ p)gαβ + `α(`+ p)β] δef−igαρδec
(`+ p)2
∗1µ
∗
2νV
(aµ)(bν)(cρ)(dσ)
e2
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
1
[`2][(`+ k2)2][(`+ p)2]
[−(d− 2)gµν(`2)2 − `µ`ν`2
−(d− 2)gµν`2` · (k1 + 3k2)− 2`µ`ν` · k2 − 1
2
`µkν1`
2 − 1
2
kµ2 `
ν`2 − 2(d− 2)gµν(` · k1)` · k2
−`µkν1` · k2 − kµ2 `ν` · k2 + · · · ] .
(121)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we multiply (`+ k2)
2 in both the numerator and denominator of the integrand,
and use
gβσgαρδ
fdδefδec
[−` · (`+ p)gαβ + `α(`+ p)β]V (aµ)(bν)(cρ)(dσ)e2 (`+ k2)2
= T (Ad)δab
[−2(d− 2)gµν`2 − 2`µ`ν − 2(d− 2)gµν` · p− `µpν − pµ`ν] (`+ k2)2
= T (Ad)δab
[−2(d− 2)gµν(`2)2 − 2`µ`ν`2 − 2(d− 2)gµν`2` · (k1 + 3k2)− 4`µ`ν` · k2
−`µ(k1 + k2)ν`2 − (k1 + k2)µ`ν`2 − 4(d− 2)gµν [` · (k1 + k2)] ` · k2 − 2(d− 2)gµν`2k22
−`µ`νk22 − 2`µ(k1 + k2)ν` · k2 − 2(k1 + k2)µ`ν` · k2 + · · ·
]
.
(122)
Here we omit the linear-order terms, which do not give any divergence in the loop integral.
In M2, we also omit terms vanishing with k1 · 1 = k2 · 2 = 0 and k21 = k22 = 0. It
contributes to the divergent part as [see Eqs. (140) to (142)]
h2(x, y) = −(d− 1)2 ,
f2(x, y) = −2(2d2 − 7)(1− y)(1− y + xy) + (d− 2)(d+ 2)(1− y + xy) + (3d2 − 10)(1− y)− 2(d− 2) ,
g2(x, y) = −(d+ 4)(1− y)(1− y + xy) + d+ 2
2
(1− y + xy) + d+ 6
2
(1− y)− 1 .
(123)
Fig. 10 (3) and (3′) are from the insertion of T µµ ⊃ −µ˜/2efabcAaµAbν∂µAcν . Fig. 10
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(3) gives
iM3 =eµ˜/2(eµ˜/2)1
2
∫
dd`
(2pi)d
−igαρδce
`2
−igβσδdf
(`+ k2)2
∗1µf
acdV µαβe (−k1, `,−`− k2)∗2νf befV νρσe (−k2,−`, `+ k2)
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
1
[`2][(`+ k2)2][(`+ p)2]
[−gµν(`2)2 − (2d− 3)`µ`ν`2
−gµν`2` · (2k1 + 3k2)− 2(2d− 3)`µ`ν` · (k1 + k2)− 2d− 3
2
kµ2 `
ν`2 − 1
2
gµν`2k1 · k2
−2gµν(` · k1)` · k2 − 2(2d− 3)`µ`νk1 · k2 − (2d− 3)kµ2 `ν` · k1 −
3
2
kµ2k
ν
1`
2 + · · ·
]
.
(124)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we multiply (`+ p2)
2 in both the numerator and denominator of the integrand,
and use δceδdffacdf bef = T (Ad)δab and
gαρgβσV
µαβ
e (−k1, `,−`− k2)V νρσe (−k2,−`, `+ k2)(`+ p)2
=
[−2gµν`2 − 2(2d− 3)`µ`ν − 2gµν` · k2 − (2d− 3)`µkν2 − (2d− 3)kµ2 `ν
+gµν(3k1 · k2 − 2k22)− 3kµ2kν1 − (d− 3)kµ2kν2
]
(`+ k1 + k2)
2
= −2gµν(`2)2 − 2(2d− 3)`µ`ν`2 − 2gµν`2` · (2k1 + 3k2)− 4(2d− 3)`µ`ν` · (k1 + k2)
− (2d− 3)`µkν2`2 − (2d− 3)kµ2 `ν`2 − gµν`2(2k21 + k1 · k2 + 4k22)− 4gµν [` · (k1 + k2)] ` · k2
− 2(2d− 3)`µ`ν(k1 + k2)2 − 2(2d− 3)`µkν2` · (k1 + k2)− 2(2d− 3)kµ2 `ν` · (k1 + k2)
− 3kµ2kν1`2 − (d− 3)kµ2kν2`2 + · · · .
(125)
Here we omit the linear and zeroth-order terms, which do not give any divergence in
the loop integral. In M3, we also omit terms vanishing with k1 · 1 = k2 · 2 = 0 and
k21 = k
2
2 = 0. It contributes to the divergent part as [see Eqs. (140) to (142)]
h3(x, y) = −3(d− 1) ,
f3(x, y) = −2(4d+ 1)(1− y)(1− y + xy) + 2(3d− 1)(1− y + xy) + 7d(1− y)− 9d− 8
2
,
g3(x, y) = −(d+ 4)(2d− 3)(1− y)(1− y + xy) + 2(2d− 3)(1− y + xy)
+
(d+ 6)(2d− 3)
2
(1− y)− 7d− 6
2
.
(126)
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Fig. 10 (3′) gives
iM3′ =eµ˜/2(eµ˜/2)1
2
∫
dd`
(2pi)d
−igαρδce
(`+ p)2
−igβσδdf
(`+ k2)2
∗1µf
acdV µαβe (−k1, `+ p,−`− k2)
× ∗2νf befV νρσe (−k2,−`− p, `+ k2)
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
1
[`2][(`+ k2)2][(`+ p)2]
[−gµν(`2)2 − (2d− 3)`µ`ν`2
−gµν`2` · (k1 + 2k2)− 2d− 3
2
`µkν1`
2 − (2d− 3)kµ2 `ν`2 +
1
2
gµν`2k1 · k2 − d`2kµ2kν1
]
.
(127)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we multiply `2 in both the numerator and denominator of the integrand, and
use δceδdffacdf bef = T (Ad)δab and
gαρgβσV
µαβ
e (−k1, `+ p,−`− k2)V νρσe (−k2,−`− p, `+ k2)
=
[−2gµν`2 − 2(2d− 3)`µ`ν − 2gµν` · (k1 + 2k2)− (2d− 3)`µ(k1 + 2k2)ν − (2d− 3)(k1 + 2k2)µ`ν
−gµν(2k21 − k1 · k2 + 2k22)− (d− 3)kµ1kν1 − (2d− 3)kµ1kν2 − 2dkµ2kν1 − 2(2d− 3)kµ2kν2
]
.
(128)
In M3′ , we also omit terms vanishing with k1 · 1 = k2 · 2 = 0 and k21 = k22 = 0. It
contributes to the divergent part as [see Eqs. (140) to (142)]
h3′(x, y) = −3(d− 1) ,
f3′(x, y) = −2(4d+ 1)(1− y)(1− y + xy) + (d+ 2)(1− y + xy) + 2(d+ 2)(1− y) + d
2
,
g3′(x, y) = −(d+ 4)(2d− 3)(1− y)(1− y + xy) + (d+ 2)(2d− 3)
2
(1− y + xy)
+ (d+ 2)(2d− 3)(1− y)− d2 .
(129)
Fig. 10 (4) is from the insertion of T µµ ⊃ −(1/4)µ˜e2fabef cdeAaµAbνAcµAdν . Fig. 10 (4)
gives
iM4 =− ie2µ˜1
2
∫
dd`
(2pi)d
−igρσδcd
`2
V
(aµ)(bν)(cρ)(dσ)
e2
=− e2T (Ad)δabµ˜
∫
dd`
(2pi)d
1
[`2][(`+ k2)2][(`+ p)2]
[
(d− 1)gµν(`2)2 + 2(d− 1)gµν`2` · (k1 + 2k2)
+2(d− 1)gµν`2k1 · k2 + 4(d− 1)gµν(` · k1)` · k2 + · · ·
]
.
(130)
In the first equality, we take into account the symmetric factor of 1/2. In the second
equality, we multiply (` + k2)
2(` + p)2 in both the numerator and denominator of the
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integrand, and use
gρσδ
cdV
(aµ)(bν)(cρ)(dσ)
e2
= 2(d− 1)T (Ad)δabgµν(`+ k2)2(`+ k1 + k2)2
= 2(d− 1)T (Ad)δabgµν [(`2)2 + 2`2` · (k1 + 2k2) + `2(k21 + 2k1 · k2 + k22) + 4 [` · (k1 + k2)] ` · k2 + · · · ] .
(131)
Here we omit the linear and zeroth-order terms, which do not give any divergence in
the loop integral. In M4, we also omit terms vanishing with k1 · 1 = k2 · 2 = 0 and
k21 = k
2
2 = 0. It contributes to the divergent part as [see Eqs. (140) to (142)]
h4(x, y) = d(d− 1) ,
f4(x, y) = 4(d− 1)(d+ 2)(1− y)(1− y + xy)− 2(d− 1)(d+ 2)(1− y + xy)− 4(d− 1)(d+ 2)(1− y)
+ 2(d− 1)(d+ 2)
g4(x, y) = 0 .
(132)
In summary,
h(x, y) = 0 (i.e., no quadratic divergence),
f(x, y) = −d(d+ 2)(1− y + xy)− (d− 2)(d+ 2)(1− y) + 2(d2 − 5d+ 10) ,
g(x, y) = d(d+ 2)(1− y + xy)− d(d+ 2)(1− y)− 2d
2 − 17d+ 36
2
.
(133)
We obtain the divergent part of
iMloop|div =− 
1
2
i
e2
16pi2
eγE(/2)Γ(/2)T (Ad)δab∗1µ
∗
2ν
∫ 1
0
dxdyy [f(x, y)k1 · k2gµν + g(x, y)kµ2kν1 ]
(
µ2
∆xy
)/2
,
(134)
where
f(x, y) = (2− x)y(d− 4)2 − 2(6− 9y + 5xy)(d− 4)− 12(2− 3y + 2xy) ,
g(x, y) = −(1− xy)(d− 4)2 + 1 + 20xy
2
(d− 4) + 24xy ,∫ 1
0
dxdy y f(x, y) =
1
2
(d− 4)2 − 5
3
(d− 4)− 4 ,∫ 1
0
dxdy y g(x, y) = −1
3
(d− 4)2 + 23
12
(d− 4) + 4 ,
(135)
and thus,
iMloop =i e
2
16pi2
4T (Ad)(k1 · k2gµν − kµ2kν1)∗1µ∗2νδab . (136)
Combining the type-1) [see Eq. (116)] and 2) contributions, we find
iMtree + iMloop = i
(
22
3
T (Ad)− 4
3
T (F )− 2
3
T (S)
)
e2
16pi2
(k1 · k2gµν − kµ2kν1)∗1µ∗2νδab ,
(137)
which is reproduced by the insertion of (βe/2e)F
a2
µν [see Eq. (114)] as expected.
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D.1 Divergent one-loop integrals
The two-point integrals are
µ˜
∫
dd`
(2pi)d
1
[`2][(`+ p)2]
∣∣∣∣
div
=
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx
(
µ2
∆x
)/2
,
µ˜
∫
dd`
(2pi)d
`µ
[`2][(`+ p)2]
∣∣∣∣
div
=
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx (−qµx)
(
µ2
∆x
)/2
,
µ˜
∫
dd`
(2pi)d
`µ`ν
[`2][(`+ p)2]
∣∣∣∣
div
=
i
16pi2
eγE(/2)
(
−1
2
)
Γ(−1 + /2)
∫ 1
0
dx gµν∆x
(
µ2
∆x
)/2
+
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dx qµxq
ν
x
(
µ2
∆x
)/2
.
(138)
where qx = xp and ∆x = −x(1− x)p2.
We use4
1
ABC
=
∫ 1
0
dxdy 2y
1
[(1− x)yA+ xyB + (1− y)C]3 . (139)
The three-point integrals are
µ˜
∫
dd`
(2pi)d
1; `µ
[`2][(`+ k2)2][(`+ p)2]
∣∣∣∣
div
=0 ,
µ˜
∫
dd`
(2pi)d
`µ`ν
[`2][(`+ k2)2][(`+ p)2]
∣∣∣∣
div
=
1
2
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdyy gµν
(
µ2
∆xy
)/2
,
µ˜
∫
dd`
(2pi)d
`µ`ν`ρ
[`2][(`+ k2)2][(`+ p)2]
∣∣∣∣
div
=
1
2
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdyy
×− (qµxygνρ + qνxygµρ + qρxygµν)( µ2∆xy
)/2
,
µ˜
∫
dd`
(2pi)d
`2`µ`ν
[`2][(`+ k2)2][(`+ p)2]
∣∣∣∣
div
=
i
16pi2
eγE(/2)
(
−d+ 2
4
)
Γ(−1 + /2)
∫ 1
0
dxdyy gµν∆xy
(
µ2
∆xy
)/2
+
1
2
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdyy
[
q2xyg
µν + (d+ 4)qµxyq
ν
xy
]( µ2
∆xy
)/2
.
(140)
where p = k1 + k2, qxy = (1 − y)k1 + (1 − y + xy)k2, and ∆xy = −y(1 − x)(1 − y)p2 −
x(1− x)y2k21 − xy(1− y)k22.
Here are useful expressions when determining f(x, y), g(x, y), and h(x, y). For k21 =
k22 = 0,
q2xy = 2(1− y)(1− y + xy)k1 · k2 , qxy · k1 = (1− y + xy)k1 · k2 , qxy · k2 = (1− y)k1 · k2 .
(141)
4 The version with x → x/(1 − y) and y → (1 − y), i.e., ∫ 1
0
dxdydzδ(1 − x − y − z) . . . may also be
familiar to readers.
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For the contraction of 1µ2ν and k1 · 1 = k2 · 2 = 0:
qµxyq
ν
xy = (1− y)(1− y + xy)kµ2kν1 , qµxykν1 = (1− y + xy)kµ2kν1 , kµ2 qνxy = (1− y)kµ2kν1 ,
(142)
and kµ1 q
ν
xy = q
µ
xyk
ν
2 = 0.
We use5
1
ABCD
=
∫ 1
0
dxdydz 6yz2
1
[(1− x)yzA+ xyzB + (1− z)C + (1− y)zD]4 . (143)
The four-point integral is
µ˜
∫
dd`
(2pi)d
`2`µ`ν
[`2][(`+ k)2][(`+ p)2][(`+ q)2]
∣∣∣∣
div
=
d+ 2
4
i
16pi2
eγE(/2)Γ(/2)
∫ 1
0
dxdydzyz2gµν
(
µ2
∆xyz
)/2
,
(144)
where ∆xyz = −xyz(1− xyz)k2− z(1− z)p2− (1− y)z(1 + yz− z)q2 + 2xyz(1− z)k · p+
2xy(1− y)z2k · q + 2(1− y)z(1− z)p · q.
5 The version with x→ x/(1− y− z), y → (1− y− z)/(1− z), and z → 1− z, i.e., ∫ 1
0
dxdydzdwδ(1−
x− y − z − w) . . . may also be familiar to readers.
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