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Cilj zaključne naloge je razviti integracijsko metodo za eksplicitne diferencialne enačbe z 
namenom, da bi izboljšali natančnost obstoječih diferencialnih metod, ki se uporabljajo za 
obravnavanje dinamičnih problemov. Primarno se uporabljajo metode Runge-Kutta  4. 
reda, ki izhajajo iz Runge-Kutta 1. reda oziroma iz Eulerjeve metode. Slabost raznih 
variacij metod Runge-Kutta je običajno v tem, da je potrebno obravnavan problem, v 
primeru, da je popisan z diferencialno enačbo 2. reda, prevesti v sistem diferencialnih 
enačb 1. reda. Razvita integracijska metoda temelji na eksplicitnem reševanju z uporabo 
nastavkov za rešitev diferencialne enačbe, ki je odsekoma izpolnjena integralno. Z razvito 
integracijsko metodo želimo omenjeno slabost obstoječih metod odpraviti, seveda pa se 
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The aim of the current work is to develop an integration method for explicit differential 
equations in order to improve the accuracy of the existing differential methods used to deal 
with dynamic problems. Primary methods for solving are Runge-Kutta 4th order, which are 
derived from the Runge-Kutta 1st order or Euler method. The disadvantage of various 
variations of the Runge-Kutta methods is usually that when solving one real problem, 
which is written with the differential equation of the second order, must be translated into 
the differential equations of the 1st order. Our integration method is based on an explicit 
solution with predefined initial conditions or with an extension to solve a differential 
equation. With our integration method, we wish to eliminate this weakness, but of course 
we must be aware that such an approach also has the advantages and disadvantages that are 
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1.1. Ozadje problema 
V praksi dinamske probleme obravnavamo s pomočjo numeričnih analiz. Na voljo imamo 
večje število metod, razlikujejo se po njihovi praktičnosti, drugače povedano to pomeni, da 
ne obstaja univerzalna metoda za reševanje problemov iz različnih področij fizike. 
Numerične analize prednjačijo pred analitičnimi, predvsem glede potencialne časovne 
potrate, saj ne upoštevamo vseh potencialnih parametrov, ki bi vplivali na rešitev, ampak 
samo tiste, ki lahko bistveno vplivajo na vrednost rešitve danega problema. Numerične 
metode so potemtakem algoritem, s katerim dobimo aproksimacijsko rešitev. V zaključni 
nalogi smo se osredotočili na eksplicitno reševanje, kar pomeni, da imamo znane začetne 
pogoje oziroma začetna stanja parametrov in na podlagi njih lahko izvedemo analizo za 
stanja v kasnejšem časovnem intervalu. Ker pa obravnavamo eksplicitna stanja, je 
potrebno v splošnem preveriti numerično natančnost predstavljene metode, njeno 
numerično stabilnost ali drugače rečeno, kakšna je odvisnost numerične natančnosti od 
spremembe časovnega koraka.  
 
V zaključni nalogi želim predstaviti metodo integracijskega pristopa za eksplicitno 
reševanje diferencialnih enačb. Praktičnost pristopa je lahko potencialno velika, saj lahko 
obravnavamo dinamske probleme, kar predstavlja obsežno področje. Obravnavamo lahko 
vse od nihanja vzmeti, časovno-odvisnega prevoda toplote pa do kroženja planetov. 
Težave obstoječih metod za eksplicitno obravnavo, kot je Runge-Kutta, je numerična 
natančnost. Numerična natančnost se pojavi tedaj, ko dobimo rezultat, ki se malo razlikuje 
od prave vrednosti diferencialne enačbe s tem ko spreminjamo vrednost časovnega koraka. 
Potrebno je namreč imeti relativno majhen časovni korak, da je zagotovljena numerična 
natančnost metode. Slednje predstavlja problem, namreč v kolikor želimo ugotoviti gibanje 
planeta oziroma njegovo trajektorijo za daljše časovno obdobje, bi numerična analiza z 
uporabo Runge-Kutta predstavljala velik zalogaj za računalnik, saj je potrebno ohraniti 











Cilj zaključne naloge je razviti in prikazati praktičnost metode integracijskega pristopa za 
eksplicitno reševanje diferencialnih enačb. Natančnost metode bomo ovrednotili tako, da 
razberemo značilnosti obstoječe metode Runge-Kutta 4. reda, tako prednosti kot slabosti. 
Razbrane značilnosti metode Runge-Kutta nam bodo nato služile kot izhodišče za 
ovrednotenje na novo razvite metode. Pri ovrednotenju razvite metode integracijskega 
pristopa se bomo osredotočili na prednosti in slabosti obstoječih eksplicitnih metod, primer 
slednjih predstavlja numerična natančnost. 
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2. Teoretične osnove 
V poglavju se bomo posvetili pregledu obstoječih metod za reševanje časovno odvisnih 
problemov, pri čemer bomo tako prednosti kot slabosti prikazali pri obravnavi praktičnega 
primera.  
 
2.1. Obravnavani problemi 
Numerično analizo za dinamska stanja bomo izvedli s pomočjo obstoječih modelov za 
eksplicitno reševanje diferencialnih enačb. Obravnavali bomo klasični primer nedušenega 
nihanja enomasnega sistema, pri čemer imamo vnaprej podane parametre za začetno 
stanje, kar je pogoj za eksplicitno metodo, da se lahko izvede numerična analiza. Primer se 
bo obravnaval po metodi Runge-Kutta 4. reda in po metodi integracijskega pristopa.  
2.2. Pregled metod za reševanje dinamskih problemov 
Tu bo predstavljen pregled obstoječega modela Runge-Kutta 4. reda za eksplicitno 
reševanje diferencialnih enačb. Prikazane in razložene bodo lastnosti metode, tako 
prednosti in slabosti, ki se pojavijo pri eksplicitnih metodah. Nato sledi pregled metode 
integracijskega pristopa, prikazana bo izpeljava metode ter posledično na čem temelji 
metoda integracijskega pristopa. 
 
2.3. Prednosti in slabosti metod 
Poznamo veliko različic metode Runge-Kutta, vendar imajo vsi skupno lastnost in sicer da 
izhajajo iz Eulerjevega modela, ki sodi med pionirje, ki so omogočali izvedbo numerične 
analize. Numerična analiza je glede na analitično analizo v današnjem vsakodnevnem 
obravnavanju primerov veliko bolj priročna. Relativno enostavne primere lahko tako 
analitično kot numerično obravnavamo, pri čemer služi analitična rešitev kot izhodišče za 
ovrednotenje numerične rešitve. Tako lahko ugotovimo kako natančna je metoda, s katero 
smo dobili numerično rešitev.  
Teoretične osnove 
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Večino primerov ni možno analitično obravnavati, zato za vsako metodo preverimo 
numerično natančnost, tako da primerjamo pridobljeno numerično rešitev za vsak i-ti korak 
pri različni vrednosti koraka h.  
 
Poznamo variacije Runge-Kutta modelov glede na velikost reda, priljubljen je Runge-
Kutta model 4. reda ter vrste modelov kot je Heunov in Nystromov, ki temeljijo na   
Runge-Kutta modelu in služijo kot izboljšava obstoječega modela. Vsi osnovni modeli in 
izboljšave modelov imajo v splošnem skupne značilnosti, kar se tiče prednosti in slabosti. 
 
Osnovni pristop obstoječih metod za eksplicitno reševanje diferencialnih enačb, kot bo 
natančneje predstavljeno v nadaljnjih podpoglavjih, je v tem, da imamo vnaprej podane 
začetne pogoje, pri čemer nadaljnje vrednosti parametrov dobimo s pomočjo odvodov, ki 
nastopijo v diferencialni enačbi.  
2.4. Eulerjeva metoda 
Eulerjeva metoda je ena izmed prvotno razvitih metod, ki je omogočila numerično analizo. 
Osnovana je na podlagi Taylorjeve vrste in je glede na koncept relativno preprosta. 
Dandanes ni več uporabna zaradi težav z numerično stabilnostjo, vendar predstavlja 1. red 
obstoječe metode Runge-Kutta, ki pa je uporaben. Eulerjeva metoda ima enačbo:             
[1, str. 246-252, 5, str. 390] 
 
𝑦𝑖+1(𝑡) ≈ 𝑦𝑖(𝑡) + 𝑦𝑖′(𝑡)ℎ (2.1) 
 
Z enačbo (2.1) predvidimo vrednost funkcije y pri vrednosti i + 1, torej yi+1, pri vrednosti 
koraka h na podlagi znanega predhodnega stanja funkcije yi. Vrednost lokalne napake 
Eulerjevega modela, ki nastopi zaradi skrajšanja Taylorjeve vrste, na katerem temelji, je 





𝑦′′(𝜉)ℎ2 = 𝜃(ℎ2), 𝑡 < 𝜉 < 𝑡 + ℎ 
 
(2.2) 
In kjer vrednost lokalne napake Elok predstavlja drugi red Taylorjeve vrste, saj se z višjim 
redom Taylorjeve vrste vrednost napake občutno zmanjša. V kolikor bi želeli izračunati 
vrednost kumulativnih lokalnih napak oziroma globalne napake Eacc, bi morala veljati 
predpostavka, da je vrednost napake Elok skozi posamičen i-ti korak konstantna skozi 
celotno območje n korakov integracije. Na podlagi predpostavke nas potem zanima samo 
izračun lokalne napake, kjer lahko z enačbo (2.3) izračunamo vrednost globalne napake:  
 
𝐸𝑎𝑐𝑐 = 𝑛𝐸𝑙𝑜𝑘 =
𝑡𝑛 − 𝑡0
ℎ
𝐸𝑙𝑜𝑘 = 𝜃(ℎ) 
 
(2.3) 
Kot lahko opazimo, je globalna napaka Eacc enega reda nižja, kot je lokalna napaka Elok. 
Za lažje razumevanje Eulerjeve metode nam služi slika 2.1. Na sliki je predstavljena 






Slika 2.1: Vizualna predstavitev Eulerjeve metode [2, str. 708]  
 
 
2.5. Pregled metode Runge-Kutta 
Runge-Kutta 4. reda je priljubljeno orodje za izvedbo numerične analize. Uporablja se 
zaradi optimalnega razmerja med numerično natančnostjo in števila enačb potrebnih za 
izračune. Uporablja se tudi Dormand-Prince model, ki je 8. reda in za katerega velja, da 
lahko natančneje predvidimo lokalne napake, vendar splošno velja za obstoječe modele 
višjega reda višja numerična natančnost. [1, str. 252-271]  
 
Runge-Kutta 4. reda ima enačbo [4, str. 362]: 
 
𝑦𝑖+1 = 𝑦𝑖 +
ℎ
6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) 
𝑘1 = 𝑓𝑖 = 𝑓(𝑥𝑖 , 𝑦𝑖) 


















V enačbi (2.4) so ki koeficienti, ki predstavljajo odvode funkcije (slika 2.2) in so 
pomnoženi z različno vrednostjo uteži, potemtakem za vsak časovni interval pri metodi 





Slika 2.2: Grafični prikaz Runge-Kutta 4. reda [2, str. 733] 
 
Koeficient k1 je vrednost odvoda v začetnem stanju, pri vrednosti xi, yi (slika 2.2), v našem 
primeru je časovni interval velikosti h ter začetno vrednost funkcije predstavlja yi = y0. 
Koeficient k2 se navezuje na predhodni koeficient k1. Slika 2.2 prikazuje uporabo odvoda 
koeficienta k1 na polovičnem časovnem intervalu, s katerim dobimo približek odvoda na 
polovici časovnega intervala velikosti h. Odvod k2 poda bolj natančno vrednost odvoda kot 
k1, kjer nato po enaki analogiji dobimo vrednost odvoda koeficienta k3. Ko imamo znane 
vrednosti koeficientov k1, k2, k3, lahko izračunamo vrednost koeficienta k4, ki predstavlja 
neko povprečje odvoda od izhodišča pa do konca časovnega intervala. Po znani vrednosti 
k4, vstavimo vse koeficiente v enačbo Runge-Kutta 4. reda, od koder dobimo približek 
vrednosti funkcije yi+1 za podan časovni interval. [2, str. 727-737] 
 
Metode družine Runge-Kutta v splošnem izvajamo po enakem algoritmu. Algoritem je 
prikazan na blokovnem diagramu (slika 2.3). Blokovni diagram prikazuje proces 
obravnave dinamskega problema in sicer preureditev diferencialne enačbe višjega reda na 
diferencialno enačbo 1. reda, kar predstavlja izhodiščni pogoj za možno nadaljnjo 
obravnavo. Ker zaključna naloga obravnava eksplicitno reševanje diferencialnih enačb, je 
potrebno imeti podana začetna stanja parametrov, s katerimi izračunamo vrednost funkcije 
yi (enačba (2.4)). Nahajajo se v diferencialni enačbi na podlagi katerih s pomočjo koraka i 
velikosti h in koeficientov ki predvidimo vrednost funkcije yi+1. Nato vnesemo v 
programski paket, kot je recimo Wolfram Mathematica, splošno enačbo metode Runge-
Kutta 4. reda ter enačbe za določitev koeficientov od izhodiščnega ki, pa vse do končnega 
kn. Po zaključku dobljenih vrednosti parametrov za celotne območje iz n-tih korakov sledi 
diagram, ki zavzema vrednosti funkcij od začetne yi, do končne vrednosti funkcije yn skozi 






Slika 2.3: Blokovna shema algoritma metode Runge-Kutta 
 
 
Adaptivna metoda Runge-Kutta je bila razvita z namenom kontroliranja lokalnih napak Elok 
znotraj obsega toleranc. Namen metode je zagotoviti optimalno vrednost koraka h. V 
kolikor bi imeli premajhno vrednost koraka h, bi po nepotrebnem izvajali numerično 
analizo, ki bi dosegla enako natančnost, vendar bi bila časovno potratna. V kolikor bi imeli 
preveliko vrednost koraka h, bi bile lokalne napake Elok prevelike in zunaj obsega, ki bi še 
zagotavljal predpisano natančnost. V kolikor bi pa skozi celotno obravnavano območje 
imeli konstantno vrednost koraka h,  bi bilo to lahko nepotrebno, saj bi za cel preračun 
morali uporabiti minimalno vrednost stabilnega koraka h. Adaptivna metoda Runge-Kutta 
predvidi vrednost lokalne napake Elok  pri posamičnem i-tem koraku, kjer nato temu 
primerno priredi vrednost koraka h, da ostane lokalna napaka Elok znotraj določenega 
območja toleranc. Vrednost lokalne napake Elok  predvidimo pri vsakem i-tem 
integracijskem koraku in na podlagi določenega tolerančnega območja ustrezno 
spremenimo vrednost koraka h, da ostane vrednost lokalne napake Elok sprejemljiva.           




Vrednost lokalne napake Elok  določimo po enačbi (2.5) in sicer tako, da odštejemo 
vrednost funkcije ym+1(x+h), ki predstavlja uporabo metode Runge-Kutta reda m + 1 od 
vrednosti funkcije ym(x+h), ki je reda m in je tako za razred nižja. V osnovi z višjim redom 
numerične metode pridobimo na numerični natančnosti in na podlagi omenjenega 
ugotovimo nastalo vrednost napake, ki nastane z uporabo numerične metode nižjega reda. 
Primer numeričnih metod, ki imajo implementiran obrazložen koncept, se imenuje Runge-
Kutta-Fehlberg metoda ter Cash-Karp metoda. [1, str. 272, 3, str. 106] 
 
𝐸𝑙𝑜𝑘(ℎ) = 𝑦𝑚+1(𝑥 + ℎ) − 𝑦𝑚(𝑥 + ℎ) (2.5) 
 
Cash-Karp metoda je dandanes priročna. V kolikor bi uporabili metodo Runge-Kutta 4. in 
5. reda, kar predstavlja metodo Kutta-Fehlberg, je potrebno določiti vrednosti za vseh deset 
koeficientov ki. Z metodo Cash-Karp je potrebno določiti vrednosti za šest koeficientov ki.   
 Reševanje sistema diferencialnih enačb 2. reda z metodo 2.5.1.
Runge-Kutta  
Obravnavajmo primer nedušenega nihanja enomasnega sistema (Error! Reference source 
not found. 2.4), pri katerem imamo znano začetno stanje. Podani primer bomo obravnavali 
z metodo Runge-Kutta 4. reda. 
 
 
Slika 2.4: Primer nedušenega nihanja enomasnega sistema 
 
Enačba za primer nedušenega nihanja enomasnega sistema: 
 











Diferencialna enačba (2.7), je preurejena oblika enačbe (2.6), služi kot nastavek za 
obravnavo primera nedušenega nihanja enomasnega sistema. Pri reševanju si pomagamo z 
metodo Runge-Kutta 4. reda tako, da uporabimo nastavek enačb (enačba (2.4)), kjer 
namesto simbola y uporabljamo simbol x, saj obravnavamo primer nedušenega nihanja 







Prevedba diferencialne enačbe 2. reda na sistem diferencialnih enačb 1. reda: 
 





= 𝐹(𝑡, 𝑥, 𝑥′) = 𝑥′2(𝑡) =
𝑑𝑥2
𝑑𝑡
= 𝑓(𝑡, 𝑥1, 𝑥2) (2.9) 
 













= 𝑔(𝑡, 𝑥1, 𝑥2), ?̇?(𝑡) = 𝑥′(𝑡) = 𝑥1(𝑡) 
(2.10) 
 
Nadalje določimo vrednosti koeficientov ki: 
 
𝑘1 = 𝑓(𝑡𝑖 , 𝑥𝑖 , 𝑥
′
𝑖), 𝑠1 = 𝑔(𝑡𝑖 , 𝑥𝑖 , 𝑥
′
























































𝑘4 = 𝑓(𝑡 + ℎ, 𝑥𝑖 + ℎ𝑘3, 𝑥
′
𝑖 + ℎ𝑠3), 𝑠4 = 𝑔(𝑡 + ℎ, 𝑥𝑖 + ℎ𝑘3, 𝑥
′
𝑖 + ℎ𝑠3) (2.14) 
 
𝑥′𝑖+1 = 𝑥′𝑖 +
ℎ
6
(𝑠1 + 2𝑠2 + 2𝑠3 + 𝑠4) 
(2.15) 
 
𝑥𝑖+1 = 𝑥𝑖 +
ℎ
6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) 
(2.16) 
 





, 𝑚 = 20kg, 𝑥0 = 2m, 𝑣0 = 0
m
s











Vrednost funkcije x1(t = 0,1s) = 1,61m pri koraku h = Δt = 0,1s, je pridobljena iz enačb od 
(2.11) do (2.16) na podlagi izračunanih vrednosti konstant, katerih vrednosti so prikazane v  
preglednici Preglednica 2.1: 
 
Preglednica 2.1: Vrednosti pri uporabi metode Runge-Kutta 4. reda. 
/ Δt 
Parameter 0,1s 0,2s 
k1 0 -7,47 
s1 -80 -64,53 
k2 -4 -10,69 
s2 -80 -49,6 
k3 -4 -9,95 
s3 -72 -43,15 
k4 -7,2 -11,78 
s4 -64 -24,75 
x’i+1 1,61 0,60 
xi+1 -7,47 -12,05 
 
 
Na diagramu (slika 2.5) je predstavljena uporaba metode Runge-Kutta 4. reda skozi niz     
i-tih korakov velikosti h po celotnem območju v primerjavi z analitično rešitvijo, ki je 
predstavljena z rdečo krivuljo. Pri izbranem koraku i velikosti h lahko opazimo, da se 
vrednost numerične rešitve z uporabo metode Runge-Kutta 4. reda dobro prilega analitični 
rešitvi obravnavanega primera. 
 
  
Slika 2.5: Prikaz vrednosti rešitve modela Runge-Kutta 4. reda (zelene pike) ter analitične rešitve 
(rdeča krivulja) 
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3. Metodologija raziskave 
V tem poglavju bomo predstavili metodo integracijskega pristopa. Predstavljena bo 
njegova izpeljava, na čem temelji izpeljava, kaj je upoštevano v izpeljavi ter uporabo 
metode integracijskega pristopa na dinamskem problemu.  
3.1. Izpeljava integracijskega pristopa za reševanje 
dinamskih problemov 
Izpeljavo integracijskega pristopa bomo za lažjo predstavo predstavili na primeru 
nedušenega nihanja enomasnega sistema. Primer nedušenega nihanja enomasnega sistema 
(slika 2.4) predstavlja klasičen dinamski problem ter obenem pripomore k lažjemu 
razumevanju metode integracijskega pristopa. 
 
Metoda integracijskega pristopa temelji na uporabi nastavkov, ki v splošnem predstavljajo 
sistem enačb. Z nastavki odsekoma aproksimiramo rešitev diferencialne enačbe (slika 2.5). 
Nastavki temeljijo na stopnji polinoma. Za lažje razumevanje velja, kolikšna je stopnja 
polinoma, tolikšna je stopnja nastavka oziroma število nastavkov, ki kot že povedano, 
predstavljajo število enačb, ki tvori sistem enačb.  
 
Polinom i-te stopnje bomo za izpeljavo označili z xi(t). Stopnja polinoma xi(t) je v veliki 
večini odvisna od uporabnika, ki bo koristil metodo integracijskega pristopa.  Uporabnik 
mora upoštevati pogoj, ki mora veljati vedno. Upoštevati mora vedno, da mora biti stopnja 
polinoma xi(t) najmanj tolikšna, kot je red diferencialne enačbe, katero uporabnik 
obravnava. Načeloma velja, da je polinom xi(t) i-te stopnje na vsakem i-tem koraku skozi 
celotno obravnavano območje iste stopnje. Za slednji pogoj ni nujno, da mora biti i-ta 
stopnja polinoma xi(t) vselej skozi celotno območje enaka. V kolikor obravnavamo 
dinamski problem, kjer nastopi relativno velik odziv obravnavnega modela na i-tem koraku  
omejene velikosti h, se lahko zgodi, da na omejenem območju nastopi numerična 
nenatančnost. Takrat bi bilo koristno izbrati polinom višje stopnje in posledično stopnjo 
nastavka, saj bi z večjim številom koeficientov ki popisali i-ti korak omejene velikosti h, in 





Vendar bomo za primer izpeljave metode integracijskega pristopa izbrali konstantno 
stopnjo polinoma xi(t), kjer velja xi(t) = x1(t) = x(t) (enačba (3.4)). V kolikor bi uporabnik 
obravnaval diferencialno enačbo 2. reda, mora torej upoštevati pogoj, ki mora veljati za 
vsak i-ti korak skozi celotno območje, da mora biti stopnja izbranega polinoma najmanj   
2. stopnje.  
 
Pri izpeljavi metode integracijskega pristopa si bomo pomagali na primeru nedušenega 
nihanja enomasnega sistema (slika 2.4). Izpeljava metode integracijskega pristopa bo 
prikazana za nastavek 2. reda, kar pomeni, da lahko ob koncu izpeljave pričakujemo samo 
eno enačbo. Primer nedušenega nihanja enomasnega sistema popisuje enačba (2.6).  
 
Enačbo pomnožimo z variacijsko funkcijo v(t), ki predstavlja poljubno funkcijo, s katero 
lahko tvorimo sistem enačb, v kolikor izberemo polinom višje stopnje, kot je predpisan z 
pogojem, kateri je bil opisan zgoraj.  
 
(𝑚?̈?(𝑡) + 𝑘𝑥(𝑡))𝑣(𝑡) = 0 (3.2) 
 
V primeru, da je upoštevamo eden in edini pogoj, ki pravi, da mora biti stopnja izbranega 
polinoma xi(t) najmanj tolikšna, kot je red diferencialne enačbe, ki jo uporabnik obravnava, 
je vrednost variacijske funkcije v(t) enaka 1 (enačba (3.1)). Tedaj je vrednost variacijske 
funkcije v(t) enaka 1 zato, ker se uporabnik sooča z diferencialno enačbo 2. reda in je 
upošteval eden in edini pogoj opisan zgoraj, zato je izbral polinom xi(t) 2. stopnje. V 
kolikor bi uporabnik izbral polinom višjega reda, kot je recimo polinom 3. reda, vrednost 
variacijske funkcije v(t) nima več vrednost enaka 1, temveč bi uporabil enačbo (3.1) in 
ugotovil, da je vrednost variacijske funkcije enaka t. S tem, kot bo v prihodnje videno v 
enačbi (3.11), lahko opazimo, da dobimo dve enačbi z dvema spremenljivkama in 





Oznaka p predstavlja izbrano stopnjo polinoma xi(t), ki ga je uporabnik izbral za 
obravnavo primera z metodo integracijskega pristopa. V primeru, da uporabnik obravnava 
model, ki ima diferencialno enačbo 2. reda in upošteva eden in edini pogoj opisan zgoraj in  
potemtakem izbere polinom 2. stopnje, je vrednost v(t) enaka 1. V primeru izbire   
polinoma xi(t) 3. stopnje, bi tedaj veljajo, da je vrednost v(t) enaka t. 
 
Enačbo za primer nedušenega nihanja enomasnega sistema skupaj z variacijsko funkcijo 
v(t) integriramo po koraku i velikosti h, ki v našem primeru predstavlja časovni interval ∆t: 
 
∫ (𝑚?̈?(𝑡) + 𝑘𝑥(𝑡))𝑣(𝑡)𝑑𝑡
∆𝑡
0
= 0 (3.2) 
 
Kot je že bilo omenjeno, bo prikazana izpeljava metode integracijskega pristopa za 
nastavek 2. reda, torej mora biti izbrani polinom xi(t) 2. stopnje, kjer velja xi(t) = x1(t) = x(t)  








= 0 (3.3) 
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Vstavimo v enačbo (3.3) polinomsko funkcijo xi(t) 2. stopnje, kjer velja xi(t) = x1(t) = x(t), 
kjer upoštevamo začetno stanje za primer nedušenega nihanja enomasnega sistema. Za naš 
primer smo označili prvotno funkcijo x1(t), saj je pri vrednosti h korak i enak 1. S tem, ko v 
vstavimo začetne pogoje, ki se nanašajo na začetno lego x0 in začetno hitrost v0, v enačbo 
polinoma x1(t) ob času t = 0, določimo vrednost koeficientov c0 in c1. To pomeni, da bo naš 
izbran polinom x1(t) pri kreiranju svoje vrednosti skozi korak i vseboval začetne pogoje: 
 
𝑥1(𝑡) = 𝑐0 + 𝑐1𝑡 + 𝑐2𝑡













Izbrani polinom stopnje xi(t), s tem, ko upoštevamo eden in edini pogoj, ki je bil večkrat 
opisan zgoraj, lahko izberemo zato, ker se na vsakem i-tem koraku kreira novi polinom 
xi(t) enake stopnje. Izbran polinom xi(t) v našem primeru predstavlja funkcijo v obliki 
parabole na izbranem i-tem koraku. Metoda nekoliko spominja na metodo končnih 
elementov. Razlika je v tem, da se pri metodi končnih elementov izvrši integracija skozi 
celotno območje, medtem ko tu nastopi samo skozi korak i velikosti h. V kolikor bi pri 
metodi integracijskega pristopa postopali po enakem postopku kot pri metodi končnih 
elementov, kar pomeni izvršitev integracije skozi celotno območje, dobljena oblika 
funkcije xi(t) ne bi imela smisla in bi bila napačna. 
 
Pri nadaljevanju postopka izpeljave je potrebno pridobiti vrednost koeficienta c2. To 
dosežemo tako, da enačbo (3.4) integriramo po koraku i, katerega vrednost h je enaka Δt. 
Za bolj intuitivno razumevanje je potrebno pogledati na sliko 2.5, kjer je vrednost funkcije 
x1(t) enaka 2 na začetku koraka i ter je njena vrednost enaka 0,47 na koncu koraka i, ki ima 
tam vrednost h = Δt = 0,3s. Po pridobljenem koeficientu c2, ima naša funkcija x1(t) obliko: 
 
𝑐2 = −
3 ( ∆𝑡 𝑘  𝑣0 + 2 𝑘 𝑥0 )
2 ( ∆𝑡2 𝑘 + 6 𝑚  )
 
 
𝑥1(𝑡) = 𝑥0 + 𝑣0𝑡 + ( −
3 ( ∆𝑡 𝑘  𝑣0 + 2 𝑘 𝑥0 )
2 ( ∆𝑡2 𝑘 + 6 𝑚  )
 ) 𝑡2 
(3.5) 
 
Ker računamo vrednost polinomskih funkcij xi(t) na vsakem i-tem koraku, mora veljati 
povezava med funkcijo xi(t) na koraku i in funkcijo xi+1(t) na koraku i + 1 oziroma med 
sedanjo funkcijo in funkcijo, ki nastopi pri naslednjem i-tem koraku. V kolikor ne bi imeli 
povezave, bi kot rečeno po koncu računanja dobili nesmisel. Tako upoštevamo, da je 
vrednost funkcije xi+1(t), ki nastopi pri naslednjem i-tem koraku, enaka vrednosti sedanje 
funkcije xi(t) pri koraku i pri vrednosti h = Δt. Zvezo popisuje enačba: 
 
𝑥2(𝑡) = 𝑥1(𝑡) + 𝑑0 +  𝑑1(𝑡 − ∆𝑡) + 𝑑2(𝑡 − ∆𝑡)
2 (3.6) 
 
Enačba (3.6) tako popisuje povezavo med funkcijo xi(t) na koraku i in funkcijo xi+1(t) na 
koraku i + 1 oziroma med sedanjo funkcijo in funkcijo, ki nastopi pri naslednjem i-tem 
koraku. Ker pa je potrebno izračunati vrednost funkcije xi(t) za vsak i-ti korak, je potrebno 
v enačbo vključiti izbrano stopnjo polinoma, s katerim lahko popišemo naslednji i-ti korak, 
kar je prikazano zgoraj v enačbi. 
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Pri prehodu polinomske funkcije xi+1(t) = x2(t), ki je v tem primeru sestavljena iz 
koeficientov di, pri čemer je bila prvotna polinomska funkcija xi(t) = x1(t) sestavljena iz 
koeficientov ci, je potrebno upoštevati pogoj konsistentnega prehoda. Tako zagotovimo 
zveznost i-te funkcije xi(t), kar pomeni da mora biti vrednost funkcij xi(t) ter xi+1(t), v 
kolikor vstavimo v enačbo enako vrednost h = Δt enaka: 
 
𝑥2(𝑡 = ∆𝑡) = 𝑥1(𝑡 = ∆𝑡) 
 
𝑥1(𝑡) + 𝑑0 +  𝑑1(∆𝑡 − ∆𝑡) + 𝑑2(∆𝑡 − ∆𝑡)
2 = 𝑥1(𝑡) 
(3.7) 
 
S pomočjo enačbe (3.7) ugotovimo, da je vrednost koeficienta d0 enaka nič. Konsistenca 
velja tudi za odvode: 
 
𝑥2̇(𝑡 = ∆𝑡) = 𝑥1̇(𝑡 = ∆𝑡) 
 
𝑥1̇(𝑡) + 𝑑1 + 2𝑑2(∆𝑡 − ∆𝑡) =  𝑥1̇(𝑡) 
 
(3.8) 
Po enaki analogiji ugotovimo, da je vrednost koeficienta d1 enaka nič.  
 
V enačbah 3.7 in 3.8 smo tako upoštevali ohranitev i-te lege xi ter hitrosti vi pri primeru 
nedušenega nihanja enomasnega sistema pri koraku i = 1 pri velikosti h = Δt. Tako nadalje 
pridemo do izraza, ki je prikazan v enačbi (3.9). Vrednost koeficienta d2 dobimo tako, kot 
smo dobili koeficient c2 (enačba (3.5)), da izvršimo integracijo po koraku i + 1 pri velikosti 
Δt = 2t - t. Enačba predstavlja nastavek 2. reda in se uporablja za vso nadaljnjo določitev 
funkcij xi(t) pri i-tem koraku za celotno območje. Tako bi recimo uporabili enak nastavek 
za določitev funkcije xi+2(t).  
 












Prikazana je bila izpeljava integracijskega pristopa, kjer smo za lažjo in preglednejšo 
izpeljavo izbrali polinom minimalne stopnje, ki mora biti enak redu diferencialne enačbe 
primera katerega obravnavamo. V kolikor bi želeli uporabiti polinom višje stopnje, kar 
bomo prikazali na polinomu 3. stopnje in bi posledično tako spremenili nastavke enačb za 
uporabi integracijskega pristopa, je proces izpeljave analogen procesu, ki je bil zgoraj 
prikazan.  
 
Nastavek funkcije xi(t) se spremeni: 
 












Vrednosti koeficientov c2 in c3 ugotovimo s pomočjo variacijske funkcije v(t), katere zapis 
nosi enačba (3.1) in s katero tvorimo sistem enačb: 
 
(𝑚 𝑥𝑖̈ (𝑡) + 𝑘 𝑥𝑖(𝑡))(1) ∫ 𝑑𝑡
∆𝑡
0
= 0, 𝑣(𝑡) = 1 
 
(𝑚 𝑥𝑖̈ (𝑡) + 𝑘 𝑥𝑖(𝑡))(𝑡) ∫ 𝑑𝑡
∆𝑡
0
= 0, 𝑣(𝑡) = 𝑡 
(3.11) 
 
Nastavek funkcije xi+1(t) se spremeni in je enak: 
 
𝑥𝑖+1(𝑡) = 𝑥𝑖(𝑡) + 𝑑2(𝑡 − ∆𝑡)
2 + 𝑑3(𝑡 − ∆𝑡)
3 (3.12) 
 




3.2. Uporaba metode na primeru reševanja diferencialne  
enačbe 2. reda 
Pri uporabi integracijskega pristopa postopamo po enakem algoritmu kot je vzorec 
blokovne sheme (slika 2.3), ki smo ga uporabili za izvedbo metode Runge-Kutta 4. reda, 
razlika je v tem, da ni potrebno znižati reda diferencialne enačbe, da  bi lahko uporabili 
integracijski pristop. Klasični primer obravnavanja diferencialne enačbe 2. reda predstavlja 
primer nedušenega nihanja enomasnega sistema (slika 2.4). Pri obravnavi primera bo 
prikazana metoda integracijskega pristopa s polinomi višjega reda, potemtakem bomo 
imeli večje število nastavkov, kjer bo imel vsak nastavek enačb svojo rešitev. To pomeni, 
da zadostujemo pogoju, ki pravi, da mora imeti polinom xi(t)  najmanj tolikšno stopnjo, kot 
je red diferencialne enačbe, katero obravnavamo, ki je v našem primeru 2. reda. 
 
Začetna stanja za primer nedušenega nihanja enomasnega sistema, popisanega z       
enačbo (2.6): 
 
𝑚 = 0,5kg, 𝑘 = 10
N
m
, ℎ = Δ𝑡 = 0,2s  
 






Po analogiji sledimo predstavljeni enačbo (2.6) za primer minimalne stopnje polinoma xi(t) 
in tako lahko recimo pridemo do nastavkov enačb z uporabo polinoma 3., 4. ali 5. stopnje, 
kjer bodo prikazani izračuni samo za polinom 5. stopnje. Pri izbiri polinoma xi(t) 2. stopnje 
smo lahko pričakovali eno enačbo, ki bi služila kot nastavek, pri izbiri polinoma xi(t)        
5. stopnje, pa lahko pričakujemo potemtakem štiri enačbe, ki bodo služile kot nastavek in 




Z uporabo variacijske funkcije v(t) (enačba (3.1)), dobimo sistem enačb iz katerega dobimo 
vrednosti za koeficiente c3, c4, c5 in c6, vendar ne za koeficienta c1 in c2, saj z njima 
upoštevamo začetno stanje, ki se nanaša na začetno lego x0 in začetno hitrost v0 ob času      
t = 0 za primer nedušenega nihanja enomasnega sistema. 
 
∫ ( 𝑥?̈?(𝑡)  +
𝑘
𝑚





∫ ( 𝑥?̈?(𝑡)  +
𝑘
𝑚
























Na podlagi znanih vrednosti koeficientov ci lahko določimo polinomsko funkcijo xi(t)  za  
i-ti korak vrednosti h. Ne smemo pozabiti, da je potrebno izračunati koeficiente ci oziroma 
di za vsako i-to polinomsko funkcijo xi(t)  na vsakem i-tem koraku vrednosti h. Vrednosti 
koeficientov ci i-tih polinomskih funkcij xi(t) vzdolž celotnega območja ne bodo enake, 
vrednosti pogojev konsistentnega prehoda ne bodo enake, slednje nam brez nepotrebnega 
računanja da vedeti, da vrednosti koeficientov ci ne bodo enake vzdolž celotnega območja.   
 
Vrednosti koeficientov so: c3 = -9,99653, c4 = -0,116915, c5 = 18,0015 in c6 = -6,37531. 
Kot že predhodno rečeno, dobimo vrednosti koeficientov ci samo za i-ti korak vrednosti    
h = dt = Δt. Z vsakim nadaljnjim korakom i-tim je potrebno na novo izračunati vrednosti 
koeficientov ci oziroma di.  
 
Ko uspešno integriramo vzdolž celotnega območja, ki nas zanima, upodobimo vrednosti 
polinomskih funkcij od xi(t) pri koraku i = 1 do xn(t) pri koraku i = n  na diagramu za 
nazornejši prikaz rešitve (slika 3.1). 
 
Na diagramu (slika 3.1) lahko opazimo natančnost rešitve polinomske funkcije x(t) metode 






Slika 3.1: Prikaz metode integracijskega pristopa in analitičnega pristopa, kjer modra črta 




4. Rezultati in diskusija 
V tem poglavju bomo pokazali vpliv časovnega koraka i velikosti h pri numeričnem 
reševanju metode Runge-Kutta ter metode integracijskega pristopa, ki bistveno vpliva na 
numerično natančnost omenjenih metod. Diagrami, ki bodo prikazani, temeljijo na že 
opredeljenih začetnih stanjih, enačba (3.13). 
4.1. Uporaba nastavka 2. reda 
V nadaljevanju je potrebno ovrednotiti metodo integracijskega pristopa. Primer 
nedušenega nihanja enomasnega sistema, ki predstavlja relativno enostaven primer, je moč 
obravnavati tako analitično kot numerično. Ovrednotenje bomo tako ocenili z absolutno 
napako metode integracijskega pristopa napram metodi analitičnega pristopa. 
Integracijskemu koraku i velikosti h na primeru nedušenega nihanja enomasnega sistema 
(slika 2.4), bomo spremenili vrednosti po takšnem vrstnem redu, da bo vrednost koraka h 
vseskozi reševanja primera konstantna in bo njegova vrednost za dekado višja kot je bila 
predhodna na analiziranem primeru.  
 
 
Slika 4.1: Prikaz numerične rešitve za vrednosti korakov h = 0,01s, h = 0,02s, h = 0,05s  z uporabo 
metode integracijskega pristopa z nastavkom 2. reda  




Slika 4.2: Prikaz numerične rešitve za vrednosti korakov h = 0,1s, h = 0,2s, h = 0,3s  z uporabo 
metode integracijskega pristopa z nastavkom 2. reda 
 
 
Kot lahko opazimo na sliki 4.1 in 4.2, absolutna napaka začenja vidno odstopati pri 
uporabi koraka velikosti h = 0,3s. Na podlagi ugotovljenega lahko predpostavimo relativno 
hitro naraščanje numerične nenatančnosti pri zviševanju vrednosti koraka h. Na numerično 
natančnost sicer v splošnem vpliva diferencialna enačba, numerična metoda in  velikost 
koraka h. Torej lahko zaključimo, da z nastavkom 2. reda, ki je prikazan v enačbi (3.9), je 
integracijski pristop metoda, ki jo lahko uporabimo za primer nedušenega nihanja 
enomasnega sistema, v kolikor nas zanima dogajanje v krajšem časovnem intervalu, pri 
uporabi relativno majhne vrednosti koraka h. Glede na rečeno pa lahko predpostavimo, da 
uporaba integracijskega pristopa z nastavkom 2. reda nudi minimalno numerično 
natančnost. 
4.2. Uporaba nastavka 3. reda 
Pri ovrednotenju metode integracijskega pristopa z nastavkom 3. reda, ki je prikazana v 
enačbi  (3.11), lahko predvidimo višjo numerično natančnost. Z uporabo nastavka 2. reda 
(enačba (3.9)) lahko samo eden koeficient di oziroma ci v diferencialni enačbi popiše 
celotno območje za določen korak vrednosti h, medtem ko sta ostala dva koeficienta di 
oziroma ci vezana na začetno stanje, in sicer za začetno lego x0 ter začetno hitrost v0, pri 
čemer imamo tu na voljo za uporabo dva koeficienta. Ovrednotenja se lotimo po enaki 
analogiji, kot smo se je v prejšnjem podpoglavju in sicer z spremembo velikosti koraka h 
dokler ne naletimo na opazno numerično nenatančnost. 
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Slika 4.3: Prikaz numerične rešitve za vrednosti korakov h = 0,01s in h = 0,02s z uporabo metode 
integracijskega pristopa z nastavkom 3. reda 
 
 
Slika 4.4: Prikaz numerične rešitve za vrednosti korakov h = 0,01s, h = 0,02s, h = 0,05s  z uporabo 
metode integracijskega pristopa z nastavkom 3. reda 
 
 
Slika 4.5: Prikaz numerične rešitve za vrednosti korakov h = 0,1s, h = 0,2s, h = 0,3s  z uporabo 
metode integracijskega pristopa z nastavkom 3. reda 
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Kot lahko opazimo na sliki 4.3, 4.4 in 4.5, je največja absolutna napaka pri največji 
velikosti koraka h, vendar ne v tolikšni meri, kot je bilo prikazano pri uporabi metode 
integracijskega pristopa z nastavkom 2. reda. Na podlagi ugotovljenega velja, da v kolikor 
izberemo integracijsko metodo z nastavkom višjega reda, bo prisotna višja numerična 
natančnost temu primerna. Ker se je pri uporabi integracijskega pristopa z nastavkom 2. 
reda pojavila opazna numerična nenatančnost dokaj hitro, lahko ugotovimo, da tukaj temu 
ni tako (slika 4.6 in 4.7). 
 
 
Slika 4.6: Prikaz metode integracijskega pristopa z nastavkom 2. reda pri vrednosti koraka h = 0,3s 




Slika 4.7: Prikaz metode integracijskega pristopa z nastavkom 3. reda pri vrednosti koraka h = 0,3s 
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V kolikor primerjamo metodo integracijskega pristopa z nastavkom 3. reda, s katerim 
pridobimo na numerični natančnosti, z metodo Runge-Kutta 4. reda (slika 4.9), lahko 
pridemo dokaj hitro do njune primerjave. Pri metodi integracijskega pristopa z nastavkom 
3. reda dokaj hitro lahko naletimo na numerično nenatančnost (slika 4.6 in 4.8), v kolikor 
obravnavamo problem samo pri upoštevanju minimalnega pogoja. Opazimo lahko, da se 
integracijski pristop z nastavkom 3. reda najbolje približa analitičnemu pristopu (slika 4.9), 
potemtakem lahko rečemo, da ima integracijski pristop z nastavkom višjega reda višjo 
numerično natančnost kot metoda Runge-Kutta 4. reda. Takrat lahko uporabimo relativno 
velik korak h in še vedno dobimo optimalno numerično natančnost, kar pa pri uporabi 
metode Runge-Kutta 4. reda ni možno, tam že dokaj hitro naletimo na numerično 
nenatančnost (slika 4.9).  
 
 
Slika 4.8: Primerjava vseh metod za primer gibanja vzmeti (1. del) 
 
 








Zaključna naloga, kjer je bila predstavljena metoda integracijskega pristopa za eksplicitno 
reševanje diferencialnih enačb, nam je prikazala nov pristop lotevanja dinamskih 
problemov. Metoda sorodna metodi integracijskega pristopa za eksplicitno reševanje 
diferencialnih enačb je glede na namen uporabe že dandanes uporabljena v programskih 
paketih, kot je recimo Ansys ter Abaqus. Tisto, kar razlikuje metodo integracijskega 
pristopa in metodo končnih elementov, ki se jo dandanes uporablja v programskih paketih, 
je način obravnave glede na skalo. Pri metodi končnih elementov se analiza izvrši skozi 
celotno obravnavano območje naenkrat, medtem ko se pri metodi integracijskega pristopa 
analiza izvrši na koraku i vrednosti h, pri čemer je od uporabnika odvisno število korakov, 
ki predstavljajo celotno obravnavano območje. 
 
Metoda integracijskega pristopa za eksplicitno reševanje diferencialnih enačb ima značilno 
karakteristiko, pri kateri se je potrebno držati določenega pogoja. Na relativno enostaven 
način smo prikazali višjo numerično natančnost napram uveljavljeni metodi Runge-Kutta 
4. reda, brez večjega napora v fazi priprave obravnave dinamskega problema. Slednja se je 
pokazala že pri relativni veliki vrednosti koraka h. Pri uporabi višje stopnje  polinoma v 
integracijskem pristopu dosežemo višjo natančnost pri enaki vrednosti koraka h ali pa 
uporabimo višjo vrednost koraka h in tako ohranimo numerično natančnost ter pridobimo 
kalkulacijo, ki bo manj časovno potratna. Pri metodi integracijskega pristopa lahko tudi 
ustrezno priredimo njeno stopnjo za določen i-ti korak, kjer ima obravnavan model 
relativno velik odziv pri omejeni vrednosti koraka h. Tako dosežemo višjo numerično 
natančnost. 
 
Moje osebno mnenje je, da ima metoda velik potencial. Potrebno bi bilo poiskati način, 
kako preurediti metodo integracijskega pristopa na način, ki ga ima moderna različica 
metode Runge-Kutta, ki se ji pravi adaptivna metoda Runge-Kutta. Slednja ima 
implementirano preverbo in popravo vrednosti napak za i-ti korak z ustrezno priredbo 
vrednosti koraka h. Tako bi lahko za določeno območje uporabili višjo vrednost koraka kot 
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