A local Whittle estimator is developed to simultaneously estimate the long memory parameters for stationary anisotropic scalar random fields. It is shown that these estimators are consistent and asymptotically normal, under some weak technical conditions. A brief simulation study illustrates a practical application of the estimator.
Introduction
Stationary scalar random fields with spatial long memory are useful in many diverse areas of applications (see, e.g., [2, 8, 21] and references therein). The Hurst parameter codes the extent of long memory, i.e., the power-law decay of autocorrelation as a function of separation distance in space. In many applications, it is unreasonable to employ an isotropic model, and hence there is a different Hurst index in each coordinate direction. In studies of ground water flow and contaminant transport, essential physical properties such as hydraulic conductivity are commonly modelled as scalar random fields with long memory. Estimates of the Hurst (long memory) index typically yield a larger value in the direction of flow, and a smaller value in the direction transverse to the flow.
In this paper, we develop a robust method to simultaneously estimate the Hurst index in each scaling direction. Our local Whittle estimator is based on spectral methods, essentially the idea that the power spectrum grows as a power law near zero if the autocorrelation decays as a power law near infinity. If the autocorrelations decay at a different power law rate in each spatial coordinate direction, then the spectral density grows as a different power law in each coordinate of the frequency. The local Whittle method assumes only the power-law asymptotics of the spectral density at the origin, making it extremely robust. The usual Whittle estimator estimates the Hurst index using the entire spectral density, and consequently the bias and standard deviation of the full Whittle estimator are comparable. One advantage of the local Whittle method is that the bias is always negligible with respect to the standard deviation, see Guyon [15] .
Most commonly used random field models with long memory are isotropic [1, 27] . The prototypical example is the fractional Brownian random field with moving average representation For example, to get an isotropic fractional Brownian random field, take E = I the identity matrix, and use the filter ϕ(x) = x . Operator self-similar random fields provide a more flexible model for physical quantities that exhibit significant anisotropy and long range dependence, with a different Hurst index in each coordinate.
In order to fit one of these anisotropic random field models to real data, the first step is usually to detrend and/or difference the data to obtain a stationary spatial process. Then we estimate the Hurst parameters for the stationary spatial process. For estimation of the Hurst index in one dimension, there are quite a few methods available, see Beran [3] , Taqqu and Teverovsky [28] , and the book of Robinson [25] . One could apply one of these estimators of the Hurst index for one dimensional sections B i (t) of the data, but this produces a different estimator for each slice. In this paper, we develop estimators based on all the data. In order to simplify the presentation, we state and prove our results in dimension d = 2.
However, the extension to high dimensions is not difficult.
Let X (s,t) be the weakly stationary spatial moving average
τ l,k ξ (s−l,t−k) , (1.3) and assume that τ l,k ∼ l For example, let L j be the lag operator
An ARMA field is generated from
If P(e iλ ) = 0 for all λ ∈ [−π , π] 2 , then there is an unique stationary solution X s,t ; e.g., see [26] . A straightforward extension of [10, Theorem 4.4 
where |P(e −ix , e −iy )| 2 . Then [10, page 522] shows that (1.6) holds as (x, y) → (0, 0), where d i = H i − 1/2 for i = 1, 2. Refer to Lavancier [19] for more examples. Boissy [6] considers the special case where P ≡ Q ≡ 1, and then one can explicitly compute the auto-covariance
which is a product of the covariance of two ARFIMA (0, as k → ∞, (1.8) are closely related [24] : when g = 2G Γ (2−2H) cos(π H), it is known that for 0 < H < 1/2, (1.8) implies (1.7) (see Yong [30, page 90]), whereas for 1/2 < H < 1, (1.7) and (1.8) are equivalent if the γ (k) are quasi-monotonically convergent to zero, that is, γ (k) → 0, as k → ∞, and for some C < ∞, γ (k+1) ≤ γ (k)(1+C/k) for all large enough k (see Yong [30, page 75] ).
In the two dimensional case, if (1.4) holds, then it is not hard to show that the autocovariance function of the spatial series (1.3) satisfies (1.9) and then (1.6) follows. This paper is organised as follows: in Section 2, we introduce the local Whittle method. In Section 3, we prove the consistency of the local Whittle estimators of the long memory parameters. Section 4 includes some technical lemmas. Throughout the rest of the paper, we use Π k to denote the cube [−π , π]
Local Whittle method
The Whittle method estimates the Hurst index of self-similarity based on the asymptotic properties of the spectral density near the origin. The Whittle estimator in one dimension is asymptotically efficiency, in the sense that it achieves the same asymptotic variance as the exact MLE does when the process is Gaussian. Additional information and details can be found in Robinson [24] , Beran [3] and Fox and Taqqu [12] . An essential ingredient in this approach is the discrete Fourier transform (DFT) of the process. Under the semi-parametric setup, where only (1.7) is assumed, both the DFT and the tapered DFT can be used to estimate the long memory parameters, see for example Dahlhaus [11] , Lahiri [18] , and Velasco [29] .
Assume that we observe X s,t on a regular grid R N = {1, . . . , n} × {1, . . . , n} with sample size N = n 2 , and E[X s,t ] = 0. LetX n = N −1 n s,t=1 X s,t the sample mean, and γ (k, l) = E[X s,t X s+k,t+l ] the auto-covariance. We can estimate γ (k, l) by its sample version γ n (k, l) = N −1 X s,t X s+k,t+l where the sum is over 1 ≤ s, t ≤ n such that 1 ≤ s + k, t + l ≤ n as well.
Define the periodogram as (see [26, page 63])
The idea of the Whittle method originated from maximum likelihood estimation. If, for the time being, we assume log f (x; θ )dx.
and Bleher [5] proves that
Therefore, L N can be approximated by
By Kolmogorov's formula for the one-step mean square prediction error [10, page 184] ,
, and θ 0 is the true parameter value. Hence, in the bivariate case of a spatial series, the Whittle estimator of θ minimizes
A further approximation replaces this quantity by its discrete version
where x i = 2π i/n and y j = 2π j/n for i, j = 1, . . . , n are the discrete Fourier frequencies. We write I i,j = I n (x i , y j ) for short, and likewise f i,j = f (x i , y j ). In one dimensional case, I(x i ) does not change if X s,t −X is replaced by X s,t . As mentioned in Robinson [24] , the discrete version (2.3) is preferred because of computational efficiency, and invariance of I i,j with respect to the unknown mean of X s,t . Results on the consistency and asymptotic normality of the Whittle estimator for an ARFIMA time series with long memory can be found in Fox and Taqqu [12] , Giraitis and Surgailis [13] ; and for one special case of a spatial ARFIMA series, see Boissy et al. [7] , where properties of Toeplitz matrices are used, following the ideas used in Hannan [17] .
In the current semi-parametric setup, we consider a spatial ARIMA process with spectral density f (x, y) satisfying (1.6), and we only consider frequencies close to zero. Hence the local Whittle estimator (G,Ĥ 1 ,Ĥ 2 ) is the minimiser of
log Gx
where H i ∈ [δ, 1 − δ] for some arbitrary small δ > 0 (to avoid the boundary of the parameter set), and an integer m which satisfies m/n → 0 (so that we only consider frequencies close to zero). For 1/2 < 1 < 2 < 1, We can also write
Robinson [24] proved consistency and asymptotic normality of the local Whittle estimator for univariate moving averages with long memory. For a spatial moving average with long memory, we aim to give natural extensions of those results.
We note that for classical ARMA spatial series with spatial dimension d = 2, the sample autocovariance γ n (k) is a biased estimator of γ (k), with E[γ n (k) − γ (k)] = O(n), which is the same order as the variance of γ n (k). Therefore, to make the bias negligible, a modified sample covariance is used in calculating I n (x, y), see [26] for details. When using the Whittle method to achieve root n consistency of estimators, a similar technique is used by several authors, see [20, 26] ; otherwise, the bias is not negligible, see also [7] . When the local Whittle method is applied, we expect the rate of convergence (for consistency) to be root √ m, where m/n → 0. Hence the bias is asymptotically negligible, and therefore, we consider the usual periodogram without any modification.
Consistency
In this section, we present our results on the consistency of the local Whittle estimator of the long memory parameters
for anisotropic fields in two spatial dimensions. The arguments depend heavily on the properties of Fourier
Transformations of spectral density functions. Extensions to three dimensions or higher are straightforward, but we state and prove our results in two dimensions for ease of notation. To prove consistency ofĤ , we need some technical assumptions:
A1. The random field X s,t is covariance stationary with spectral density function
where:
(i) g is continuous, non-negative function and 
and
Note that U(H ) is the deterministic part of S(H ) obtained by replacing I ij by Gx To prove (3.3), writê
where
. By Lemma 1 in Robinson [24] , B(H ) ≥ 1/2. Hence to prove the consistency ofĤ , it is sufficient to show
For this, we need the following formula of double summation by parts:
In the following argument, we use Lemma A. 
on Θ when r > 0, we have
Using (A.23) again to decompose the above expression into three corresponding terms b 1 , b 2 and b 3 . One can see that
by (A.23) and (A.24); the second term
by (A.27); the third term b 3 tends to zero in probability by (A.29). Therefore,
by using (A.23) and the arguments for b(H ), one can also show that d(H ) → p 0. Thus the consistency ofĤ is proved.
Asymptotic distribution
To obtain the asymptotic distribution of the local Whittle estimators, we need additional assumptions.
AA1.
The assumption A1 is true. In addition, for some β 1 , β 2 ∈ (0, 2],
AA2. The assumption A2 is true. In addition, in a neighbourhood of the origin, τ (x, y) is differentiable and as (x, y)
AA4. The fourth moment of ε 1 is finite. 
H belongs to the line segment betweenĤ and H 0 ,
, and I is the identity matrix.
Remark 4.2. Using Lemma A.4 and AA3, we can show that
3/2 , which is weaker than the bound
3 ) for the bias in [7] . However, our results also apply to non-Gaussian processes, so they are more general than the case considered in [7] .
Proof. Since Theorem 3.1 holds, we can apply the Mean Value Theorem to R(H ), and write
whereH belongs to the line segment betweenĤ and H 0 . From (4.1), it suffices to show that
We have
I ij x
Define the following terms, for k = 0, 1, 2,
. Sometimes, we omit (H) in these notations for easy writing.
Then one can observe that
To show (4.2), it suffices to prove the following two claims:
By the proof of Lemma A.6, for i = 1, 2,
Therefore, (4.6) is true.
Let q = 2H 10 + 2H 20 − 2. By the proof of Lemmas A.6 and A.7, as n → ∞
Thus (4.5) follows by using (4.4) and the claim (4.2) is proved.
To prove (4.3), let 
where 
The last equality can be shown as in (4.22) of [24] . Similar to (4.7), we obtain
where for s = 1 and Z *
which can be shown using (4.8) and (4.9). Now (4.3) follows using Lemma A.10 along with (4.7) and (4.10), which completes the proof.
Simulation study
A brief simulation study was conducted to illuminate the finite-sample behaviour of our estimator, and to illustrate its practical application. We apply the estimator to simulated random fields X s,t with a different Hurst index in each coordinate. Specifically, we simulate a fractionally integrated noise
is the usual fractional difference operator, and ε s,t ∼ N(0, 1) is an IID white noise field. The fractional integration weights w j were computed using the recursive formula [27, (7. H 2 ) . We collapse to six cases with H 1 ≤ H 2 , without loss of generality. The size of the simulated random field was n × n where n = 128 is relatively small, and we truncated the fractional integration sum at J = 200 terms. We synthesise an ensemble of r = 1000 replications for each value H . For each replication, we computeĤ for each m = 1, 2, 3, . . . , defining the number of Fourier frequencies in each coordinate used to compute the estimator. We also compute the one dimensional local Whittle estimators,H = (H 1 ,H 1 ), using a single row and column of the simulated data, respectively. Then we compare the behaviour of this well known estimator with that of our new estimator, which uses all the data.
As an example, Fig. 1 shows the ensemble average Bias 2 , variance, and mean squared error for our estimatorĤ , and the one dimensional local Whittle estimatorH , when the true H = (0.6, 0.75). The magnitudes of these three diagnostic quantities for our estimatorĤ are, in general, smaller than those of the estimatorH , and naturally this conclusion holds for any different row or column of the data used to computeH (not shown). When m is between 40 and 60 [10%-20% of total frequency vectors], our estimatorĤ generally produces a reliable estimate of H , with a lower MSE than the one dimensional estimatorH , for all values of H tested. The minimum MSE in each graph gives a rough indication of the optimal choice of m for this case. Since the local Whittle estimator depends on the number m of Fourier frequencies used, we also explored the behaviour of our estimator as it relates to the choice of m. Fig. 2 shows three representative plots ofĤ andH as a function of m in the case H = (0.6, 0.75). In practical applications, a reasonable approach is to plot the local Whittle estimator against m, and visually determine a region in which the estimator stabilises. Typically, in our simulations, the estimatorsĤ i for both coordinates stabilise at a value close to the true H i for m near 40, and the stable range is fairly broad. The one dimensional Whittle estimatorH is more variable, and of course this conclusion persists using any row or column of the data to computẽ H . Table 1 Average bias and standard deviation vectors from r = 1000 simulations for our estimatorĤ , and the one dimensional local Whittle estimatorH , using m = 40 Fourier frequencies. Our estimator has less bias and a smaller standard deviation in all cases. Table 1 illustrates how the ensemble average bias and standard deviation of our estimatorĤ , and of the one variable local Whittle estimatorH , vary with H . For example, in the case H 1 = H 2 = 0.6, the average bias ofĤ 1 is −0.0041, and the average bias ofĤ 2 is −0.0059. The bias of both estimators inflates as H i increases from 0.5 to 1.0, while the standard deviations are comparable for all H i . For our estimator, the observed standard deviations are close to the asymptotic value of 1/(2m) = 0.125 from Theorem 4.1. The one variable local Whittle estimatorH i has a significantly higher bias, and a significantly larger standard deviation, as compared with our estimatorĤ i , in all cases. Given the relatively small sample size of n = 128, this provides some confidence that our estimator can be useful for real data analysis, as an improvement over the one variable local Whittle estimator, in applications where the spatial data has significant anisotropy, so that the Hurst index varies with coordinate. We also note that, since the standard deviation of our estimator is much smaller, the opportunity to detect such anisotropy is greatly enhanced.
The following lemmas generalise Theorem 2 of Robinson [23] 
Proof. We show (A.1) first. It is equivalent to
, and jk = jjkk .
The left hand side of (A.5) equals
where K (x, y) is the product of Fejér's kernels, that is,
where D(x) is called the Dirichlet kernel. Choose > 0 and n such that for λ ∈ (− , ) \ {0}, for i = 1, 2,
The proof is carried out by the following partition:
with a = x i and y j respectively, and by A1 and A2, especially the fact that f (x, y) is a product of two separate function h 1 (x) and h 2 (y) near origin. We consider the following typical terms. The following inequalities of Diriclet Kernel and Fejer's kernel [10] , are used repeatedly.
for sufficient large n; and that (Brillinger, or other time series text books),
forx between x and x j , andỹ between y and y k . By A2,
By (A.8) and (A.9), one has
by A3. In addition, by the fact that
in Lemma 5 of [22] , one has
by applying (A.8). The proofs of terms
, and π − −π are easier than the above three terms. Now we prove those terms when x ∈ [2x j , ]. The term 2x j π can be handled in a similar way as in
Applying (A.10),
by (A.9). Consider the second term II.
by (A.8) and (A.13). A similar argument implies 
by the fact that ≡ 0 for j = k (page 322, [10] ). Decompose and argue as in the proof of (A.1), we can obtain the result. Now we prove (A.3).
We write E = E jl (x)E kh (y) for short, and also we assume j < l and k < h for simplicity. Using (A.14), we decompose the integral with respect to x into the following four parts as follow:
Again, by applying the same rule, we decompose the integral with respect to y in (A.15) into four parts, the resulting first term is
(A.16) the second one is
the third one is the product of (−1) and .18) and the last term is
(A. 19) We choose and n as in the proof of (A.1). Also, because of A1, the spectral density function f (x, y) is symmetric with respect to x and y near origin, we only calculate typical terms in (A.15). First, we consider each term in (A.16). By the Mean Value Theorem, A1, A2, and (A.8), (A.9) and (A.13),
And similarly, the second and the third terms in (A.16) are O( jlkh ). To calculate the fourth term in (A.16), we choose an as in the proof of (A.1), 
whereỹ,ỹ are between y and y h . By A2, (A.8), (A.11) and (A.13), the above quantity is bounded by C n 2 2 max
To calculate the last term in (A.16) due to the integral on [x j /2, −π ], 
This proves that (A.16) = O( jlkh ).
For (A.16)-(A.19), the proof is similar. We only show calculations of some typical terms not covered above.
It is easy to see that from (A.8) that
Summarise the above arguments, we obtain (A.3). We skip the proof of (A.4), which is similar to and easier than that of (A.3).
Corollary A.2. Under AA1 and AA2 , uniformly for 1 ≤ i, j ≤ m with m/n → 0,
Proof. This corollary is a generalisation of Lemma 3 in [24] . It can be proved by similar arguments as in Lemma A. 
to proceed.
Remark A.3. (A.3) and (A.4) also hold when
For example, we can write
Using (A.14), decompose (A.22) with respect to x into four parts as in (A.15):
Also consider the partition of the range of y as in (A.7). Similar techniques in the proof of Lemma A.1 then apply for each partition.
The following results are used in the proof of consistency ofĤ . Note that
where α ij = τ (x i , y j ) and τ (x, y) is defined in (1.5). For any η > 0,
(A. 23) and
(A.24)
by Lemma A.1 and (1.6). By the Cauchy-Schwarz inequality,
From Lemma A.1, 
The expected value of the square of the second term in (A.28) is bounded by 
and 
Definition of cumulants can be found in [9] (Page 18). We have
. . m by straightforward calculation using (A.8) as in the proof of Lemma A.1.
As in (A.26), by an argument similar to Lemma A.1 but for the cross-spectral density, we can show that τ (x, y)
Thus, together with Lemma A.1 applied to u ij , we have
where log
Similarly, the second component of b 1 is
Similarly, we can also show that the third and fourth component of b 1 is O q 2 log 2 q , since, for example,
Thus, we have
Now, consider the term b 2 . By generalising (2.6.4) and (2.10.3) of Brillinger [9] to 2-dimensional linear random fields defined as (1.3) based on Section 4 [26] and Section 4 [10] , the summand of b 2 is
We use D to denote this term for short when there is no confusion. After applying the identity (page 1649 of Robinson [24] ):
we observe that (A.35) has components of three types. The first component is
which is bounded in absolute value by
by Schwarz inequality, where
The second type of component is
The third type of component is
Therefore, by Corollary A.2 and Next, we consider
In a similar way to get a bound for a 1 , a 2 , b 1 and b 2 , we have Proof. Without loss of generality, we assume r ≤ q. Note that
The first term has mean zero and variance O(q 4 /n 2 ). The second term also has mean zero, its variance is bounded above by 
Proof. Using summation by parts,
by Lemmas A.4 and A.5. Similarly, it holds for l = 2. Using a double summation by parts (3.7),
by Lemmas A.4 and A.5 again.
Lemma A.7. Under the assumption of Theorem 4.1, for l = 1, 2 and k = 0, 1, 2, as n → ∞,
Proof. We first notice that 2π n
Since |i
For all m sufficiently large, note that 2 < (log m) 4 . Hence, on M,
To prove the desired result in this lemma, it suffices to show that, for η > 0, (log m)
The above first probability tends to zero for sufficiently small , sinceĜ(H 0 ) → G 0 > 0. Using the notation from the proof of Theorem 3.1, the above second probability is bounded by
We have shown that P inf Θ∩N c δ S(H ) ≤ 0 → 0 in Theorem 3.1. Therefore, to prove (A.40), it suffices to show that
(A.41)
Since we have
by applying (3.1), it is enough to show that 
By Lemmas A.4 and A.5, and (3.8), we can establish by an argument similar to the proof of Theorem 3.1 that 
Proof. The proof follows by an elementary argument using
from [31] .
To obtain the asymptotic normality, we need a two-parameter (or spatial) martingale central limit theorem. Consider the ordering of two dimensional indices such thatī
|j ≤k,1 ≤j ≤n},1 ≤k ≤kn be the lattice subsets on the plane, Sn ,k = ¯j ∈Vn ,k ξ¯n ,j and Fn ,k be the σ -field of events generated by ξ¯n ,j forj ∈ Vn ,k . Also denote Vn := Vn ,n . Assume that Sn ,k are square integrable and ξ¯n ,k satisfy
so that
and {S¯n ,k , Fn ,k ,1 ≤k ≤kn} be a zero-mean square integrable martingale array for each n ≥ 
and similarly 
By (4.9), we have In a similar way, we can show EI Also (A.55) can be shown in a similar way. Thus (A.47) holds, and the proof is complete.
