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Tetrahedral interactions describe the behaviour of the most abundant and technologically impor-
tant materials on Earth, such as water, silicon, carbon, germanium, and countless others. Despite
their differences, these materials share unique common physical behaviours, such as liquid anoma-
lies, open crystalline structures, and extremely poor glass-forming ability at ambient pressure. To
reveal the physical origin of these anomalies and their link to the shape of the phase diagram, we
systematically study the properties of the Stillinger-Weber potential as a function of the strength
of the tetrahedral interaction λ. We uncover a new transition to a re-entrant spinodal line at low
values of λ, accompanied with a change in the dynamical behaviour, from Non-Arrhenius to Arrhe-
nius. We then show that a two-state model can provide a comprehensive understanding on how the
thermodynamic and dynamic anomalies of this important class of materials depend on the strength
of the tetrahedral interaction. Our work establishes a deep link between the shape of phase diagram
and the thermodynamic and dynamic properties through local structural ordering in liquids, and
hints at why water is so special among all substances.
Liquids do not possess long-range order but often have
short-range order. For example, water, silicon, germa-
nium, and carbon are known to form tetrahedral order lo-
cally because of the directional nature of hydrogen or co-
valent bonding. These liquids commonly exhibit anoma-
lous thermodynamic and dynamic anomalies, which are
absent in ordinary liquids, e.g., van-der-Waals liquids.
Interestingly, all these tetrahedral liquids also have un-
usual V-shaped phase diagrams. Liquid anomalies in-
clude the density maximum as a function of temperature
T , the steep increase in the isothermal compressibility
and heat capacity upon cooling, the non-Arrhenius be-
haviour of viscosity and diffusion constant at low pres-
sures, and the minimum of viscosity and the maximum of
diffusion constant as a function of pressure P (see, e.g.,
Refs. [1–5] for water anomalies). Furthermore, all these
liquids commonly have V-shaped P -T solid-liquid phase
diagrams, in which the melting point has a minimum at
a positive pressure Px. It was argued [6] that there is a
deep link between the shape of the phase diagram and
these anomalous thermodynamic and kinetic behaviours,
as a consequence of local tetrahedral ordering. However,
it has remained elusive how the degree of tetrahedrality
controls the shape of phase diagram and the anomalies.
To address this problem, we need a model where we can
control tetrahedrality in a systematic manner.
As a coarse-grained classical model for tetrahedral ma-
terials, the Stillinger-Weber (SW) potential has emerged
as an effective model potential capable of capturing all
the relevant physical properties that stem from the tetra-
hedrality of the interactions. The original parameter-
ization of the SW potential was targeted to the bulk
properties of silicon [7], but has also found widespread
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applicability in the modeling of other Group XIV ele-
ments [8]. Apart from atomic fluids, the SW potential
has also found application in the coarse-grained descrip-
tion of complex molecular fluids. The most notable ex-
ample is water, whose SW representation is intermediate
between that of silicon and carbon, and is known as mW
water [8]. While retaining a high degree of structural
accuracy, the mW model has proven to be very efficient
from a computational point of view, and has played a big
role in the study of water crystallization [9–13], which
otherwise requires advanced techniques [14, 15]. As a
good model of water, the mW water exhibits a vast ar-
ray of thermodynamic and dynamic anomalies [16–19],
and recently the behaviour of the anomalies for different
values of λ was considered in Refs. [20, 21]. Ref. [20]
focused on the location of the second critical point, stud-
ied by means of the isochore crossing technique, show-
ing that changing λ can decrease the critical pressure to
ambient conditions, and down to the liquid-vapour spin-
odal, as in the critical point-free scenario. In Ref. [21],
the full hierarchy of anomalies was considered for three
different values of λ, showing that they follow a silica-
like hierarchy, which becomes a water-like hierarchy if
the excess entropy and Rosenfeld scaling are considered.
These works have shown the richness of the behaviour
of the SW model, and opened the question on whether
we can rationalize the anomalous behaviour of tetrahe-
dral liquids, and if we can connect their behaviour to the
underlying phase diagram.
In this Article we consider the anomalous behaviour
of the liquid phase, focusing in particular on the liquid
anomalies that occur at negative pressures. Our goal is
to connect the behaviour of liquid anomalies with the
change of thermodynamic properties as a function of λ.
We start by computing the full phase diagrams in the
extended (T , P , λ) thermodynamic space, extending the
results of Ref. [22] to negative pressures, where clathrate
ar
X
iv
:1
80
4.
04
42
3v
1 
 [c
on
d-
ma
t.s
of
t] 
 12
 A
pr
 20
18
2structures are the stable crystals. The region at negative
pressure is crucial for unveiling the origin of the anoma-
lous behaviour, and by measuring the density fluctua-
tions, we track the stability limit of the liquid, i.e. the
liquid-to-gas spinodal line. We find evidence for a transi-
tion from a positively-sloped spinodal line to a re-entrant
spinodal as a function of the λ parameter, providing the
first example of such a transition in a water-like model.
We show how this result is connected to the anomalous
phase behaviour of water, and argue that a two-state
modeling of the liquid phase [6, 16, 23–30] provides a sim-
ple theoretical framework which rationalizes the anoma-
lous behaviour of tetrahedral liquids as a function of the
strength of the tetrahedral interaction. The model pro-
vides a deep link between the anomalies and the shape
of the phase diagram, as a consequence of the fact that
locally favoured structures in liquids have the same lo-
cal symmetry as the low-pressure diamond crystal. More
precisely, we reveal that the value of λ corresponding
to water maximizes two-state features and the resulting
anomalies, providing structural flexibility to water: wa-
ter can change its physical and chemical properties by
changing an extra structural degree of freedom, i.e., the
fraction of the two states, in response to external pertur-
bations.
RESULTS
Two-state model
Liquid anomalies can be divided in two categories:
thermodynamic and dynamic anomalies. Thermody-
namic ones originate from the anomalous temperature
dependence of a thermodynamic response function: un-
like the ordinary behaviour of simple liquids, in water,
thermodynamic fluctuations show an increase with low-
ering the temperature. An example is given by the
isothermal compressibility κT , which is proportional to
volume fluctuations, and displays a minimum at around
T = 319 K, below which it shows a rapid increase. Sim-
ilar anomalies are shown by the density ρ (which has a
maximum at T = 277.15K), and the specific heat Cp
(which has a minimum around T = 308K).
In order to rationalize both thermodynamic and dy-
namic anomalies, we employ a two-state model. The
history of two-state models of water dates back to
Ro¨ntgen [31]. The basic idea is that the anomalies of wa-
ter can be understood if water is described as a mixture
of two components in thermodynamic equilibrium, such
that the concentration of the mixture is state-dependent.
Until recently, however, water was described as a mixture
of distinct structural components, whose number is two
[32–34] to four [35].
Only recently, the importance of the degeneracy of
states (or, the large entropic loss upon the formation
of locally favoured tetrahedral structures) was properly
recognized [23–25]. Ref. [36] discusses the connection be-
tween two-state models and fluid polyamorphism in a
general way in a variety of condensed matter systems.
Furthermore, unlike previous approaches, where the or-
der parameter is only density, it was proposed [37, 38]
that we need at least two order parameters to under-
stand the phenomena: one is the density ρ and the other
is bond order s, which represents the local break-down
of rotational symmetry due to directional bonding. This
bond order is also associated with the rotational symme-
try that is broken upon crystallization, which is the key to
a link between the two-state behaviour and the phase dia-
gram. The order parameter s is defined as the fraction of
locally favoured structures. The importance of the two-
order-parameter description was verified for model water
by numerical simulations [39]. Note that the density or-
der parameter is conserved, but the bond order parame-
ter is not since locally favoured structures can be created
and annihilated locally. This idea has been formalized by
writing the free energy of water as that of a regular mix-
ture of two components with very different degeneracy
of states, under the additional equilibrium condition be-
tween the two components. This has produced a family
of models that are often employed to fit water’s equation
of state with high precision [6, 16, 23–28, 30]. Recent
approaches go beyond the phenomenological use of two-
state equation of states, and attempt to derive a two-
state description starting from microscopic structural in-
formation [29, 40, 41]. In our approach [27], we identify
the two states according to the degree of translational
order up to the second shell. By introducing a structural
parameter that measures translational order (that we call
ζ), we divide the population of water molecules into two
collections of states: the S-state, comprising highly or-
dered states, where there is a clear separation between
first and second shell of nearest neighbours, and the ρ-
state, low ordered states characterized by a disordered
arrangements of second shell molecules, including config-
urations with shell interpenetration. We define s as the
fraction of S states, which at any given T and P can
be written, provided that there is little cooperativity in
formation of locally favoured structures, as [24, 25]
s =
g expβ(∆E − P∆v)
1 + g expβ(∆E − P∆v) , (1)
where ∆E = Eρ − ES is the energy difference between
the S and ρ states, ∆v = vS − vρ is their specific volume
difference, and g is a measure of the degeneracy of the S
state compared to the degeneracy of the ρ state (∆σ =
kB ln g, where ∆σ is the entropy difference between the
two states). The fraction of S states controls the degree
of anomalous behaviour of the mixture. Following the
notation of Ref. [42], the specific volume is then given by
v(T, P ) = a(P )T + b(P ) + s∆v, (2)
and the isothermal compressibility by
κT (T, P ) = k(P )T
2 + n(P ) + sC(P ), (3)
3where the first two terms in each equation (a(P ), b(P ),
and k(P ), n(P )), represent the background behaviour,
and are obtained by fitting the specific volume and the
compressibility far from the anomalous region. In the
framework of the two-state model, the Widom-line is
nothing but the equimolar line s = 1/2, or the the line
of the Schottky anomaly [42], and can be written as
TW = −∆E − P∆v
ln g
. (4)
Note that two-state model predictions can accommo-
date a liquid-liquid critical point through a positive free
enthalpy of mixing term, but the Schottky anomalies
arise whether or not this term is present or not. In this
work we set the enthalpy of mixing to zero (J = 0 in
the notation of Ref. [28, 42]), as it produces the best re-
sults, also in line with what observed for the mW model
in Ref. [16].
One compelling feature of our two-state model is that
it can describe thermodynamic and dynamic anomalies
[24–26]. In the case of dynamical anomalies, the predic-
tions of two-state models are remarkably different from
alternative explanations of dynamic anomalies. The ma-
jor contender to the description of dynamic anomalies is
based on glassy phenomenology, which is known as the
fragile-to-strong transition [43–48].
In the case of our two-state model [24–26], instead, the
two different states have different activation energies, Eaρ
and EaS (with ∆E
a = EaS−Eaρ ), and the diffusion process
can be written as
D = D0 exp
[
−E
a
ρ + s¯∆E
a
kBT
]
, (5)
where s¯ is the fraction of dynamic S state. It was as-
sumed [42] that s¯ = s, i.e. that the dynamic and static
fractions of the S states coincide. We will adopt this
assumption here. However, we note that for an accurate
description of dynamic anomalies a hierarchical two-state
model has to be considered [49]. In the case of g  1,
corresponding to a much lower degeneracy of the S state
compared to the ρ state, the expression (1) can be ap-
proximated as [24–26]
s = g expβ(∆E − P∆v). (6)
Substituting this expression in Eq. (5), and expanding to
second order in β (high T expansion), we get
ln(1/D) ∼ ln(1/D0) + β
[
Eaρ + g∆E
a
]
+
+β2 [∆Eag(∆E − P∆v)] . (7)
Equation (5) predicts a full strong-to-strong transition,
from activation energy Eaρ to E
a
S , instead of a fragile-
to-strong transition. For small values of s, the crossover
between the two strong behaviours can be fitted quadrat-
ically, with a coefficient that is proportional to ∆Ea, i.e.
the difference in the activation energy between the two
states, S and ρ.
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FIG. 1. Melting lines of the dc crystal at different val-
ues of λ. With increasing λ the temperature of the melting
line increases, and the slope at P = 0 goes from negative to
positive, i.e. the crystal becomes more dense that the liquid.
In Ref. [50] a two-state model has been proposed in
which the ρ state behaves like a fragile liquid. Here we
take a different approach, and provide evidence that a
pure ρ-state behaves as a strong liquid in our model.
Generalised SW model
The SW potential is composed of the sum of a pair-
wise term U2 and three-body interaction term U3 (see the
Methods section for the definition of these terms):
U =
∑
i
∑
j>i
U2(rij) + λ
∑
i
∑
j 6=i
∑
k>j
U3(rij , rjk). (8)
Therefore, λ is only parameter which differentiates the
models. λ is a dimensionless parameter controlling the
relative strength between pairwise and three-body term.
For the mW model of water [8] the value is λ = 23.15,
while for silicon the original parameter is λ = 21.0 [7].
Furthermore, germanium and carbon are described by
λ=20.0 and 26.2 respectively.
By tuning λ one can continuously interpolate between
the behaviour of water-like materials and the behaviour
of simple fluids. To demonstrate this, in Fig. 1 we plot
the melting line of the stable crystalline phase (the di-
amond cubic, dc, crystal) as a function of λ. The dc
crystal is the only phase with a negatively sloped coex-
istence line, and the slope decreases with increasing λ,
signaling the increase of density of the dc phase. Even-
tually at high λ the slope at P = 0 becomes positive,
when the diamond phase becomes more dense than the
liquid. Figure 1 shows that the change of slope occurs
around λ ∼ 25. Thus, the V-shape feature of the phase
diagram with ∂Tm/∂P |P=0 < 0 exists only in a limited
range of λ, i.e. 16 < λ < 25. As shown later, this range
roughly correspond to the region where we see water-like
anomalies.
In Supplementary Information we plot the full phase
diagram of the model, extending the results of Ref. [22] to
4negative pressures. Negative pressures are of great inter-
est for at least two important reasons: 1) they stabilize
clathrate lattices, which are crystalline structures with
voids that can accommodate guest molecules, and are
studied for energy storage, carbon dioxide sequestration,
separation and natural gas storage [51–54]; 2) contrasting
theories of the thermodynamic anomalies (in particular
for the case of water) can be tested in the negative pres-
sure region, both numerically and experimentally [55–58].
In Supplementary Information we show that, at negative
pressure, the BCC (body-centered cubic) phase is stable
at lower λ and the Si34 phase is stable at higher λ. In
the following sections we will focus extensively on the
line of liquid stability at negative pressures (the so-called
spinodal). As a preliminary calculation, in Supplemen-
tary Information we have mapped the location of the
critical point (from which the spinodal emanates) for a
large range of values of λ and reveal that, increasing the
tetrahedral parameter λ results in a lowering of both the
critical temperature and pressure. As we will see later,
this gives rise to a retracing spinodal [59] at low values
of λ, when the spinodal line meets the line of density
maxima.
Thermodynamic anomalies
We have run extensive computer simulations to map
the specific volume and compressibility anomalies in the
(T, P ) plane, for the values of λ = 19.55, 20.75, 22.75,
and 23.15. For each value of λ we perform a multipa-
rameter fit, where all simulation results are fitted against
Eqs. (1), (2), and (3), which allows us to obtain the two-
state model parameters ∆E, ∆v, and g. In Fig. 2 we plot
both the density maxima (left column) and compressibil-
ity minima (right column) anomalies for λ = 19.55, 20.75,
22.75, and 23.15 (from top to bottom row). All anoma-
lies shift to higher temperature with increasing λ, while
also becoming more pronounced. The two-state model
(continuous lines) provides an excellent description of the
anomalous behaviour.
In Fig. 3 we plot the two-state model parameters ob-
tained by fitting the thermodynamic anomalies of Fig. 2.
Figure 3a shows the increase of the fraction of S-state
with decreasing T , and for different values of λ. As λ is
decreased from λ = 23.15 (the value of mW-water), the
fraction s decreases, and TW (the Widom temperature,
where s = 1/2) moves to lower temperatures. Also the
variation of s with T becomes steeper at lower values of
λ, meaning that the anomalies become more localized at
lower T . To understand these results, in Figs. 3b-d we
plot the variation with λ of the parameters ∆E, g, and
∆v respectively. ∆E, the energy difference between the
S and ρ states, has the strongest dependence with λ, in-
creasing by almost a factor of 5 going from λ = 19.55 to
λ = 23.15. Similarly to ∆E, also g, the ratio between the
degeneracies of the S state and ρ state, increases rapidly
with λ. This rapid increase in g is more likely due to a de-
crease in the degeneracy of the ρ state: as λ is increased,
the liquid becomes progressively more ordered. Taken
together, the increase of both ∆E and g at high λ causes
the emergence of anomalous behaviour at higher tem-
peratures, and can be understood as an increase in the
tetrahedral ordering of the fluid with λ (which controls
the strength of the three-body interaction). They are
also responsible for the ease of crystallization of the sys-
tems at high λ, and the high glass-forming ability at low
λ. At lower λ the thermodynamic driving force to form
locally favoured structures decreases, as the energy gain
strongly decreases and the entropy loss also increases.
The behaviour of ∆v in Fig. 3d is less conclusive, but
its decrease at high values of λ is in agreement with the
change of the slope of the melting line at high λ displayed
in Fig. 1. The increase in structural order in the ρ state
with increasing λ, which is seen in the λ-dependence of
g, may be responsible for the decrease in ∆v.
Dynamic anomalies
The assumption about the two-state nature of water
poses strong constraints on the nature of dynamic anoma-
lies. As explained in the above section of two state model,
our two-state model predicts a strong-to-strong transi-
tion, contrary to the fragile-to-strong transition predicted
by scenarios based on the glass transition phenomenol-
ogy. Here we emphasize that the strong-to-strong transi-
tion is the Arrhenius-to-Arrhenius transition, and is in-
dependent from the glass transition. This is evident from
the fact that the transition takes place far above the glass
transition point (∼ 2Tg). Thus, the term “strong” liq-
uid simply means a simple liquid obeying an Arrhenius
law in this context. On a practical level, the transition
from a strong ρ-state rich liquid to a strong S-state rich
liquid can only be followed up to s . 0.5, as crystal-
lization intervenes at high values of λ, while at low val-
ues of λ the increase of s is very weak in the observable
T -window, due to the small energy and large entropy
difference (Figs. 3b and c). Note that smaller λ means
weaker directional bonds, resulting in the smaller energy
difference between ρ and S states as well as the weaker
constraint on particle configuration for the ρ state, which
leads to the large degeneracy of ρ state.
In order to study the dynamic behaviour as a function
of tetrahedrality, we run molecular dynamic simulations
covering almost all the accessible region of the T − λ
parameter space, and keeping P = 0. The simulations
are limited at high T by the location of the liquid-gas
spinodal (beyond which there is cavitation), and at low
T either by crystallization (for λ . 18 and λ & 19) or
dynamical slowing down (for 18 . λ . 19). Simulations
are equilibrated in two steps, with isobaric-isothermal
Monte Carlo first, and isothermal molecular dynamics
second. After equilibration, simulations are conducted
in the microcanonical ensemble.
Figure 4a shows the T dependence of the diffusion co-
5P = -0.08
P = -0.06
P = -0.04
P = -0.02
P = 0
P = 0.02
P = 0.04
P = 0.06
P = 0.08
P = 0.1
0 0.05 0.1 0.15 0.2
T
1.9
2
2.1
2.2
2.3
v
0.5
1
1.5
2
2.5
3
kT
l = 19.55
0 0.05 0.1 0.15 0.2
T
l = 20.75
1.9
2
2.1
2.2
2.3
v
0 0.05 0.1 0.15 0.2
T
0 0.05 0.1 0.15 0.2
T
0.5
1
1.5
2
2.5
3
kT
l = 22.75
1.9
2
2.1
2.2
2.3
v
0 0.05 0.1 0.15 0.2
T
0 0.05 0.1 0.15 0.2
T
0.5
1
1.5
2
2.5
3
kT
l = 23.15
1.9
2
2.1
2.2
2.3
v
0 0.05 0.1 0.15 0.2
T
0 0.05 0.1 0.15 0.2
T
0.5
1
1.5
2
2.5
3
kT
FIG. 2. Thermodynamic anomalies as a function of λ. From the top to the bottom row, λ = 19.55, 20.75, 22.75, 23.15.
(Left column) Specific volume (v = 1/ρ) as a function of T and for different P . (Right column) Same as left column, but for
the isothermal compressibility κT . Symbols are results from simulations, while lines are fits according to the two-state model,
Eq. (2)-(3).
efficient for selected values of λ. Our range goes from
very high T (Tmax = 0.2, which in mW units [60] cor-
responds to approximately Tmax = 622 K), down to the
homogeneous nucleation temperature. We find that if we
include large temperatures, the diffusion coefficient dis-
plays sub-Arrhenius behaviour, but if we limit the fits to
low temperatures we recover Arrhenius behaviour. In-
terestingly this is the same behaviour observed in lat-
tice models of two-dimensional doped antiferromagnets
without quenched disorder [61]. Focusing on the low-
temperature behaviour, we note that deviations from the
Arrhenius behaviour appear only at high values of λ,
while for λ . 21 the relaxation appears to be Arrhenius
down to the lowest temperatures. For λ & 21 the be-
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FIG. 3. Two state model anaysis. a, Fraction of S-state as a function of T for P = 0 and different values of λ. The inset
display s as a function of inverse temperature. b, c, and d depict the λ dependence of two-state model parameters, ∆E, g,
and ∆v respectively.
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FIG. 4. Dynamics and anomalous behaviour. a, Arrhenius plot for the inverse of the diffusion coefficient 1/D vs the
inverse temperature 1/T . Symbols are simulation results, while the dashed lines are the Arrhenius fit to the high-T behaviour.
b, Coefficient of the quadratic term in Eq. (7) (black circle symbols), and the product of g∆E (red square symbols). c, The
activation energy of ρ state, Eaρ , as a function of λ. d, Inverse of the diffusion prefactor, 1/D0, as a function of λ.
haviour changes from Arrhenius to super-Arrhenius with
lowering T . We already note that this is in contradic-
tion with the glass-transition scenario (see the section of
two state model), which predicts the opposite transition,
from super-Arrhenius to Arrhenius (i.e. the fragile-to-
strong transition). The observed behaviour is instead
fully compatible with the two-state scenario for dynamic
anomalies. The inset of Fig. 3a shows the amount of
S-state in the same range of 1/T where deviations from
Arrhenius behaviour appear. For λ . 21 the fraction s
is negligible, and thus we expect the dynamics to dis-
play the strong (Arrhenius) behaviour of the ρ state. For
λ & 21, instead, the fraction of s increases considerably,
and we thus expect the system to display a transition
from the strong (Arrhenius) behaviour of the ρ-state to
the strong (Arrhenius) behaviour of the S-state. Accord-
ing to Eq. (7) this transition can be fitted quadratically
in β = 1/kBT , and in Fig. 4b we plot the quadratic coef-
ficient A2 (black circle symbols) as a function of λ. The
value of A2 confirms that the quadratic term is negligible
for λ . 21 and increases considerably at higher λ. The
connection of fragile behaviour at λ & 21 with the in-
7crease of S-state, and the observation of super-Arrhenius
behaviour at high λ emerging continuously from a pure
Arrhenius relaxation at low λ, strongly supports the two-
state interpretation of the dynamic anomaly.
From Eq. (7) we know that the quadratic term of the
high-T expansion is A2 = ∆E
ag(∆E − P∆v), where we
can distinguish a dynamical term ∆Ea, which is the dif-
ference in the activation energy between the S and ρ
state, and a static term g∆E, where, without loss of gen-
erality, we used the fact that we are working at P = 0. In
Fig. 4b we superimpose the static term g∆E (red square
symbols), showing that it has a much weaker λ depen-
dence than the quadratic term A2. This implies that also
the dynamic term ∆Ea is a strongly increasing function
of λ (note that g is a constant). So the effect of tetra-
hedrality is to increase not only the energy (∆E) and
entropy difference (g) between the S and ρ state, but
also the difference in their activation energies, ∆Ea. The
comparison of A2 and g∆E in Fig. 4b clearly shows that
the increase in ∆Ea (i.e., the latter) is the main cause
of the non-Arrhenius behaviour. The λ-dependences of
∆E and ∆Ea explain why static and dynamic anomalies
emerge from ordinary fluid behaviour at high λ respec-
tively.
Figures 4c and d show how the Arrhenius behaviour
of the ρ state changes with λ. We observe in particular
that the activation energy Eaρ has a minimum around
18 . λ . 19, which explains why the diffusion constant
has a maximum in this region. This minimum in Eaρ may
be a consequence of the competition between density and
bond orderings [6]: Small λ (λ ≤ 18) leads to a higher
density and weaker directional bonds, whereas large λ
(λ ≥ 18) leads to a lower density and stronger bonds.
Note that both higher density and stronger bonds result
in the higher activation energy.
Anomalies and apparent divergences
We have seen that changing tetrahedrality is an effec-
tive tool to understand how both thermodynamic and dy-
namic anomalies emerge from ordinary liquid behaviour.
Here we show that altering λ can change the behaviour
of a water-like liquid at extreme conditions, and affect its
stability limit. We focus in particular on the liquid-gas
spinodal line, or more precisely the line of liquid stability,
below which the liquid becomes unstable to gas cavita-
tion. We point out that simulation studies cannot access
a true line of instability, as the cavitation of vapour is
strongly system-size dependent. We nevertheless use the
word “spinodal” to refer to this instability, as it is com-
monly used in the water literature [20, 21, 57]. In order to
determine this line we employ two different procedures.
First, we calculate the density dependence of the in-
verse of the isothermal compressibility at each tempera-
ture, and obtain the spinodal points as the density where
the inverse of isothermal compressibility sharply changes.
The isothermal compressibility is computed in the NVT
ensemble via block analysis [62], where the distribution
of the density order parameter is computed in blocks of
different sizes. In the second procedure, which we em-
ploy at lower T , we run extensive NV T simulations at
size N = 512 at different densities, and equilibrate the
equation of state in the unstable region [63, 64], where
the spinodal point can be obtained from the condition
∂P
∂ρ |T = 0 and d
2 P
d ρ2 > 0. The results of the two methods
match in the region of intermediate temperatures. To get
lines of density maxima, we compute the isobaric temper-
ature dependence of densities and obtain temperatures of
density maxima by polynomial fitting. The same proce-
dure is applied to compute the line of compressibility
minima.
In Fig. 5 we summarize the loci of thermodynamic
anomalies and liquid stability for λ = 19.55 (a), 20.75
(b), 22.75 (c), and 23.15 (d). The most notable change
occurs to the liquid spinodal (continuous purple line) that
emerges from the liquid-gas critical point (full blue cir-
cle symbol): while at high values of λ (panels c and d)
the spinodal displays usual monotonous behaviour, for
low λ (panels a and b) the spinodal intersects the line
of density maxima (purple open circle symbols) and re-
traces. Comparing these results with Ref. [65], where the
line of density maxima for Silicon (λ = 21) was shown to
just miss the spinodal line, we can estimate that the re-
entrant behaviour of the spinodal starts at approximately
λ < 21. To our knowledge this is the first microscopic
model of water-like liquids that displays a transition to
a re-entrant spinodal [59], a result which was predicted
in terms of a mean-field cell model [66]. Very recently, in
Patchy Particles’ colloidal models, the authors of Ref. [67]
also observed a retracing spinodal, which in their case ex-
tended to positive pressures.
Next we focus on the apparent divergences in ther-
modynamic and dynamic properties of water at low T .
In Fig. 5 we plot as open square symbols the estimated
location of the apparent spinodal divergence Tsp(P ), as
obtained from fitting the increase of the isothermal com-
pressibility with the following relation
κT (T, P ) = k(P )T
2 +n(P ) +K(P )(T −Tsp(P ))−γ , (9)
where the first two terms are the background behaviour
of the compressibility, and whose coefficients are the same
as the ones employed in Eq. (3). We also plot as a red
diamond full symbol the apparent dynamic divergence at
P = 0, as obtained by a VogelFulcherTammann (VFT)
fit of the diffusion data (Fig. 4a). Finally, we also plot
the location of the Widom line (green continuous line)
as obtained from the two-state model (Eq. (4)), which is
not a divergence, but the line along which s = 1/2. The
spinodal line, the glass transition point, and the Widom
line cannot be accessed in equilibrium, as they lie below
the homogeneous nucleation line, whose P = 0 point is
plotted as a blue full triangle symbol. It is important to
observe that the spinodal divergence and the dynamical
divergence fall on top of each other within the errors,
and on top of the Widom line. We have shown that the
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FIG. 5. Stability limits and anomalies. The different panels differ for their value of λ: 19.55 (a), 20.75 (b), 22.75 (c), and
23.15 (d). In each panel: blue full circle is the liquid-gas critical point, the continuous blue line is the liquid-gas coexistence
line, the continuous purple line is the liquid spinodal (or better stability limit of the liquid phase), the orange continuous line
is the line of compressibility minima, the open magenta symbols are the line line of density maxima, the open square symbols
are the location of the spinodal line as extrapolated from the apparent divergence of the compressibility, which may or may not
be contiguous with the liquid spinodal, the red diamond full symbol is the ideal glass transition temperature as extrapolated
by VFT fit of the diffusivity, the blue triangle full symbol is the homogeneous nucleation point at P = 0, the continuous green
line is the Schottky (or Widom) line as predicted by the two-state model, and the dashed black lines represent the liquid-solid
coexistence line.
spinodal divergence should not occur at high λ (panels
c and d), where there is no retracing spinodal, and also
the dynamic divergence does not occur at low values of λ,
where the relaxation is more consistently fitted as Arrhe-
nius (see Fig. 4). These observations strongly hint to the
fact that these divergences are only apparent. Their coin-
cidence with the Widom (or Schottky) line, indicates that
the apparent divergences simply point to the loci of max-
imum change in the behaviour of water, as predicted as
the Schottky anomaly of the two-state model: from the ρ
state to the S state in the case of thermodynamic anoma-
lies, and from the high T Arrhenius (strong) regime, to
the low T Arrhenius (strong) regime. We thus believe
that the two-state model can rationalize all the obser-
vation of both thermodynamic and dynamic behaviour
across all values of λ, interpolating between simple liq-
uid behaviour found at low λ, and the rich interplay of
anomalies found at high λ.
DISCUSSION
In this Article we have exploited the strategy of vary-
ing the tetrahedrality of the SW model in order to gain
insights into the anomalous behaviour of water and other
tetrahedral materials in their liquid state as well as
the phase behaviour including all gas, liquid, and solid
phases. The SW model has found widespread applica-
bility in the study of thermodynamic anomalies of tetra-
hedral liquids, most notably silicon [65] and water [16].
The first study to consider variations of λ as a means
to change continuously the property of the materials was
the seminal study of Ref. [68], where the glass forming
ability was considered. Very recently the same idea was
also applied to study the change in the anomalous prop-
erties of the liquid phase [20, 21].
In our work, we have computed the full phase diagram
of the SW model as a function of the tetrahedral pa-
rameter λ. For the first time, we have determined the
phase diagram at negative pressures, and also computed
the λ dependence of the critical point. We then focused
on liquid anomalies, with a special focus on the negative
pressure region.
To rationalize the behaviour of the anomalies we have
then applied a two-state model, fitting both the density
and compressibility anomalies. The two-state model pre-
dicts an increase of the driving force towards the more
ordered S-state with increasing λ: both the difference
in energy ∆E and in degeneracy g increase considerably
with λ, as a consequence of a tendency from the liquid
to become more ordered locally as the strength of the
tetrahedral interaction becomes stronger. This explains
9how the anomalies emerge continuously by increasing λ,
moving progressively towards lower T and P .
We have then analyzed the behaviour of dynamic
anomalies, focusing on diffusion. We have shown that at
small λ the dynamics is Arrhenius, while at large λ the
dynamics crosses to super-Arrhenius. The emergence of
super-Arrhenius behaviour from Arrhenius behaviour, in
coincidence with the increase in the fraction of S-states,
is in line with the predictions of the two-state model,
i.e., strong (Arrhenius)-to-strong (Arrhenius) transition,
while it is at odds with interpretations based on the
glass transition singularity, i.e., fragile-to-strong transi-
tion. From a quadratic fit of the T dependence of the dif-
fusion coefficient, we have also found that the activation
energy difference ∆Eaρ is a strongly increasing function
of λ.
We have also considered the location of the anomalies
and apparent divergences in relation to the phase be-
haviour. We have found that by lowering λ the phase
diagram changes to a retracing spinodal scenario, which
occurs when the line of density maxima crosses the spin-
odal line. Increasing λ, the landscape changes from a
retracing spinodal to a monotonous one, and the dy-
namic relaxation changes from Arrhenius to apparently
super-Arrhenius. Despite these changes, all extrapola-
tions based on singular behaviour (spinodal divergences
for thermodynamic anomalies, and glass divergence for
dynamic ones), always fall on top of the predicted two-
state Schottky (or Widom) line. Starting from locally
favoured structures (the S-state), the two-state model
provides a unified description of water anomalies that is
independent of singularities, while still being compatible
with them.
Finally, our study reveals that water is the material
where tetrahedrality plays the bigger role: if tetrahedral-
ity is weaker than that of water, the two-state feature
becomes weaker, while if it is stronger than water, on the
other hand, the volume difference between the two states
becomes smaller, leading to a weaker density anomaly.
On noting that the two-state feature is the origin of the
flexibility of water properties, or the large susceptibility
of the properties to physical and chemical perturbations,
our finding highlights the exceptional nature of water,
which makes it so special compared to any other sub-
stances.
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MATERIALS AND METHODS
A. SW potential
Here, the pairwise term U2 models a steep repulsion at
short distances and a short-range attraction,
U2(r) = A
[
B
(σ
r
)p
−
(σ
r
)q]
exp
(
σ
r − aσ
)
,
while the three-body interaction term U3 is a directional
repulsive interaction which promotes tetrahedral angles be-
tween triplets of particles,
U3(rij , rik) =[cos θijk − cos θ0]2×
exp
(
γσ
rij − aσ
)
exp
(
γσ
rik − aσ
)
.
The parameters for the models in this work are A =
7.049556277, B = 0.6022245584, p = 4, q = 0, cos θ0 = −1/3,
γ = 1.2, and a = 1.8. The parameter  sets the energy scale
and σ the length scale. They correspond to the depth of the
two-body interaction potential and the particle diameter re-
spectively, and determined by materials for which the model
is used. We use internal units where  and σ are the units of
energy and length respectively.
B. Numerical methods
In order to compute solid-liquid and liquid-gas coexistence
lines, we run Monte Carlo simulations in the isothermal-
isobaric NPT ensembles. The size and shape of the simu-
lation box can fluctuate so as to allow crystalline phases to
change their structures [69, 70]. A volume-change attempt oc-
curs every N translation attempts. The number of particles
in the box is N = 1024. We perform Gibbs-Duhem integra-
tion [71] and Hamiltonian Gibbs-Duhem integration [72] in
order to obtain coexistence lines along the pressure axis and
along λ axis respectively. Triple lines are computed in the
same way as in Ref. [22].
In order to obtain liquid-gas critical points, we run Monte
Carlo simulations in the grand canonical ensemble. We com-
pute the distribution functions of the mixing order param-
eter M (M = ρ + mu; ρ is density and u is internal en-
ergy per particle, and m is mixing parameter), and use his-
togram re-weighting methods [73] to fit them into the Ising
universal curve [74]. Liquid-gas coexistence lines are instead
computed by locating a coexistence point close to the critical
point with Successive Umbrella Sampling simulations, and
then running Gibbs-Duhem integration to trace the coexis-
tence line at lower temperatures.
To compute liquid-gas spinodal points, we follow two
strategies. In the first strategy we compute isothermal com-
pressibilities dividing the simulation box in smaller boxes to
evaluate the size dependence of the compressibility; we then
define the spinodal points as where the inverse of the com-
pressibility vanishes. At lower temperatures, we instead run
simulations in the NV T ensemble and constructed the whole
equation of state [63, 64], detecting the spinodal points as the
points where ∂P
∂ρ
|T = 0. In order to equilibrate simulations
in the unstable region, we reduced the number of particles to
10
N = 512. Both techniques gave similar results in the region
of overlap. To obtain lines of density maxima and compress-
ibility minima, we run NPT Monte Carlo simulations and
compute averages and fluctuations of densities.
SUPPLEMENTARY INFORMATION
Three dimensional T -P -λ phase diagram
A three dimensional extension of the phase diagram of
the SW potential can be obtained by promoting λ as an
effective thermodynamic parameter, acting like an exter-
nal field. In Ref. [22] we computed the full phase diagram
of the three-dimensional SW model in which P , T and
λ are the parameters. The following crystalline struc-
tures were found to be stable: bcc at low values of λ,
β-tin at intermediate values of λ, dc at high values of λ
and small P , and sc16 at high values of λ and high P .
This last phase, the sc16 crystal, was first discovered in
Ref. [60], and opened a new intriguing scenario for the
phase behavior of the SW potential, namely the possibil-
ity of a quadruple point, where dc, β-tin, sc16, and the
fluid phase would all coexist at the same thermodynamic
conditions. This was indeed found in Ref. [22]. In the
T -P plane, a SW model with λ ∼ 20.08 consequently
shows a quadruple point. We note that this value is close
to that of germanium (λ = 20.0).
Here we extend the phase diagram to negative pres-
sures. Negative pressures are of great interest for at least
two important reasons: 1) they stabilize clathrate lat-
tices, which are crystalline structures with voids that
can accommodate guest molecules, and are studied for
energy storage, carbon dioxide sequestration, separation
and natural gas storage [51–54]; 2) contrasting theories of
the thermodynamic anomalies (in particular for the case
of water) can be tested in the negative pressure region,
where they make different predictions. We thus include
several clathrate structures in our thermodynamic calcu-
lations: the structures are the clathrates Si34, Si46 and
Si136 [60]. In Ref. [60] it was shown that the stable crys-
tal at negative pressure is the Si34 clathrate for the SW
model parameterizations of silicon and water. We use
data in Ref. [60] as the starting point and extend Si34-
liquid coexistence lines to lower λ and lower P as well as
dc-liquid, BCC-liquid, β-tin-liquid coexisting lines.
In Fig. S1A, each surface represents a coexistence sur-
face between the liquid and the corresponding crystal.
Thick lines are triple lines, where two crystalline phases
and the liquid phase coexist. To aid the visualization, we
also plot in Fig. S1B a projection of the coexistence sur-
faces onto the (P, λ) plane. Figure S1 shows that indeed
the clathrate Si34 is the thermodynamic stable phase at
negative pressures, where it can coexist with the bcc crys-
tal along a triple line. At negative pressure, the BCC
(body-centered cubic) phase is stable at lower λ and the
Si34 phase is stable at higher λ. Interestingly two new
quadruple points emerge at negative pressures: the first
one is found at the coexistence between the dc, β-tin,
sc16, and liquid phases, and the second one at the co-
existence between β-tin, Si34, liquid and BCC phases.
Quadruple points in a one-component system are possi-
ble due to the extension of the thermodynamic parame-
ter space to include the λ parameter, for which the Gibbs
rule of phases has to be generalized as F = C −N + R,
where F are the degrees of freedom, R is the number
of independent intensive parameters, C is the number of
chemical components, N is the number of phases: for
a quadruple point (N = 4), in a one component sys-
tems (C = 1) with T , P , and λ as intensive parameters
(R = 3), we have F = 0, which denotes a dimensionless
point (TQP, PQP, λQP). For a detailed study of the ther-
modynamic properties of quadruple points see Ref. [22].
The phase diagram of Fig. S1 cannot be extended to
lower pressure due to the instability of the liquid phase
against vapor nucleation.
λ-dependence of liquid-solid coexistence
In this Section we focus on models with fixed λ and
study the different types of phase diagrams that char-
acterize the generalized SW potential. By varying λ,
the main changes to the phase diagram are depicted in
Fig. S2, where both the P -T and ρ-T planes are com-
puted for selected values of λ. The choices correspond to
the following phase diagram types: in order of increasing
P , BCC-β-tin (λ = 16.1, panel a), dc-β-tin (λ = 19.55,
panel b), dc-sc16-β-tin-sc16 (λ = 20.75, panel c), dc-
sc16 (λ = 22.75, panel d). We can observe the following
trend: by decreasing λ, a re-entrant β-tin phase appears
inside the sc16 stability region. Between λ = 20.75 and
λ = 19.55 the β-tin phase expands inside the sc16 region
and pushing the diamond phase to lower pressures. At
λ = 20.08 a quadruple point appears where dc, sc16 and
β-tin coexist with the fluid phase [22]. For λ < 20.08
the sc16 becomes metastable at intermediate pressures.
Further decreasing λ consolidates the stability of the β-
tin phase, which eventually overcomes the dc phase at
P = 0 [60, 68]. Finally, for λ < 18 the BCC phase
starts emerging at lower pressures, eventually becoming
the dominant phase at λ = 16.1.
For every λ, the density of the different crystals shows
the following trend: the dc phase has the lowest ρ, fol-
lowed by BCC whose density is always lower than the
one of the β-tin crystal. The β-tin and sc16 are the high
density phases, but the sc16 phase is stable over a wider
range of ρ, which is the reason why it eventually preempts
the β-tin phase at higher values of λ.
The phase diagrams in Fig. S2 show the richness in
physical behavior of the SW potential, from open crys-
talline structures, to re-entrant solid-solid transitions.
They also show that the quadruple point that was in-
troduced in Ref. [22] comes from the merging of three
triple points: the β-tin-sc16-liquid and dc-sc16-liquid
triple points at λ > 20.08 with the dc-β-tin-liquid triple
11
point at λ < 20.08.
Liquid-gas critical points
As a first step, we consider here the liquid-gas co-
existence line, and the critical point. In the (T ,P ,λ)
space, the generalized SW model will have a line of crit-
ical points and a liquid-gas coexistence surface. To lo-
cate critical points we conduct grand canonical ensem-
ble simulations, where the number of particles fluctuates
around the equilibrium value set by the chemical poten-
tial, µ. By exploring the µ-T phase space we compute
the ρ and internal energy (u) histograms. The critical
point is located by finding the exact thermodynamic con-
ditions at which the mixing order parameter M = ρ+mu
(with m the mixing parameter) coincides with the uni-
versal three-dimensional Ising universality class distribu-
tion [74]. In order to explore the probability distributions
for small displacements of the thermodynamic conditions
we employ histogram re-weighting [73]. The steps are
the following. First, we obtain the histograms of densi-
ties and internal energies in grand canonical ensembles
µV T . In the next step, we re-weight those histograms by
multiplying e(µ
′−µ)βN and obtain histograms of densities
and internal energies in ensemble µ′V T . In the third
step, we calculate the distribution functions P (M) of or-
der parameter M with changing the mixing parameter
m. Finally, we calculate mean squared errors between
P (M) and standardized Ising universality curve [74] and
choose the set of (T, µ,m) which minimize the error. We
show an example of this fitting procedure in Fig. S3C for
λ = 20.75 and T = 0.310: first we obtain the distribu-
tion function P (M) for µ = 2.1826 (red curve), then, by
histogram re-weighting, we find the values of µ = 2.1840
and m = 0.33 (blue curve) as the best fit to the Ising
universality curve (black curve). Following the above
mentioned procedure we compute the critical point for
different values of λ.
The critical points are plotted as full symbols in
Fig. S3A and B. We see that increasing λ shifts the
critical point to both lower temperatures and pressures.
We can compare these results to the ones obtained with
tetrahedral Patchy Particles, which are colloidal particles
with directional interactions [75]. In the case of Patchy
Particles, the controlling parameter is the angular width
of the patches, φ, that controls the bonding volume of
the interaction and deviations from tetrahedrality, in a
way that resembles our λ parameter: decreasing φ and
increasing λ both produce a stronger tetrahedral local ar-
rangement in Patchy Particles and the SW model respec-
tively. In Patchy Particles, decreasing φ suppresses the
critical point until it becomes metastable to crystalliza-
tion. In the SW model, increasing λ also suppresses the
critical temperature, but here it remains always stable:
comparing the temperature range of the critical points
in Fig. S3B, with the solid coexistence points of Fig. S2,
we see that the critical point always remains far above
the melting lines. The metastability of the critical point
in Patchy Particles is due to the potential being consid-
erably shorter ranged than the SW potential. Regarding
the critical pressure, while the critical pressure increases
with decreasing φ, for the SW model, an increase of tetra-
hedrality also reduces the critical pressure.
Figures S3A and B also report the liquid-gas co-
existence points for several value of λ. These lines
are obtained with the Gibbs-Duhem integration. First,
successive-umbrella simulations are conducted in prox-
imity of the critical point to determine the coexistence
point directly from the distribution function of the order
parameter (i.e. coexistence is defined when the area un-
der the gas and liquid peak of P (ρ) are equal). Then,
starting from this coexistence point, the Gibbs-Duhem
integration is used to compute the next coexistence point
at lower pressures, repeating the process iteratively. The
advantage of using successive umbrella simulations is that
it gives the coexistence point for temperatures in which
the liquid-gas free energy barrier is too low for Gibbs-
Duhem integration (which requires long metastability of
both the liquid and gas phases).
Equation of state near retracing spinodal
The retracing spinodals reported in the insets of Fig. 5
of the main text are obtained by computing the equation
of state P (ρ) for different T in the NVT ensemble. In
Fig. S4 we report the P (ρ) curves obtained from aver-
aging over 5 independent trajectories. The spinodal line
is obtained from the conditions dPd ρ = 0 and
d2 P
d ρ2 > 0,
where derivatives are computed from the a cubic spline
interpolation of the points in Fig. S4.
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FIG. S1. Phase diagram of a system interacting with the SW potential including negative pressures. (A) The λ-P -T phase
diagram. The green, pink, turquoise, orange and yellow surfaces are liquid-BCC, liquid-β-tin, liquid-dc, liquid-sc16 and liquid-
Si34 coexisting surfaces. The purple, red, yellow, blue, grey, black and dark grey lines are liquid-BCC-β-tin, liquid-β-tin-dc,
liquid-dc-sc16, liquid-β-tin-sc16, liquid-dc-Si34, liquid-BCC-Si34, liquid-β-tin-Si34 coexisting lines. The brown, green and blue
points are liquid-β-tin-dc-sc16, liquid-β-tin-dc-Si34 and liquid-BCC-β-tin-Si34 coexisting points. (B) The projection of the
coexisting regions onto the λ-P plane. The green, pink, turquoise, orange, yellow regions are the projection of BCC-liquid,
β-tin-liquid, dc-liquid, sc16-liquid, Si34-liquid surfaces into λ-P plane respectively.
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FIG. S2. P -T and ρ-T phase diagrams of the SW potential at λ = 16.1, 19.55, 20.75, 22.75. The bcc, β-tin, dc, and sc16
phases are stable in green, pink, blue, and orange regions respectively. In P -T phase diagrams, circle points are triple points.
In ρ-T phase diagrams, regions with diagonal lines are the coexisting regions between two phases. The horizontal lines denote
the temperatures of the corresponding triple points.
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