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Log-decay F -isocrystals on higher dimensional varieties
Joe Kramer-Miller
Abstract
Let k be a perfect field of positive characteristic and let X be a smooth irreducible quasi-
compact scheme over k. The Drinfeld-Kedlaya theorem states that for an irreducible F -
isocrystal on X , the gap between consecutive generic slopes is bounded by one. In this note
we provide a new proof of this theorem. Our proof utilizes the theory of F -isocrystals with
r-log decay. We first show that a rank one F -isocrystal with r-log decay is overconvergent if
r < 1. Next, we establish a connection between slope gaps and the rate of log-decay of the
slope filtration. The Drinfeld-Kedlaya theorem then follows from a simple patching argument.
Mathematics Subject Classification (2000): Primary - 14F30, Secondary - 11G20
1 Introduction
1.1 Motivation
Let k be a perfect field of positive characteristic and let X be a smooth irreducible quasi-compact
scheme over k. When studying motives over X , one typically studies their ℓ-adic realization for
some ℓ 6= p. These are lisse ℓ-adic sheaves on X , which correspond to continuous ℓ-adic represen-
tations of πet1 (X). While lisse ℓ-adic sheaves are sufficient for studying the ℓ-adic and archimedean
properties of a motive, thus far they have been insufficient for studying p-adic questions. For ex-
ample, for a smooth proper fibration f : Y → X , we know that the Frobenius eigenvalues of
Reti f∗(Qℓ) at a closed point x ∈ X has ℓ-adic valuation zero, but there does not exist such a
sweeping general statement about the p-adic valuations. In general, the p-adic valuations will
change as x varies. It is therefore natural to ask how the p-adic valuations behave as one varies
x (i.e. how does the p-adic Newton polygon of the characteristic polynomial of the Frobenius
vary). By considering the p-adic realization of a motive, which are F -isocrystals, there are several
beautiful statements about the variation of these Newton polygons. The first general result along
these lines is due to Grothendeick, and says that the Newton polygon of a generic point lies below
the Newton polygon of any specialization. Another significant result is the de Jong-Oort purity
theorem, which tells us these Newton polygons are constant on an open subscheme and jump on a
closed subscheme of codimension one. More recently, we have the Drinfeld-Kedlaya theorem (see
[4]). This theorem states that for an irreducible F -isocrystal, the gaps between slopes of the generic
Newton polygon are bounded by one. The purpose of this article is to provide a new proof of this
theorem using F -isocrystals with logarithmic decay. Along the way, we describe an interesting
connection between the slope filtration and the log-decay condition.
1.2 Statement of the main result and proof outline
LetM be either a convergent F -isocrystal or an overconvergent F -isocrystal on X whose rank is n
(see §3). For any point x ∈ X , we may associate toM |x rational numbers a
1
x(M), . . . , a
n
x(M) ∈ Q,
1
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with a1x(M) ≤ · · · ≤ a
n
x(M), which we call the slopes of Mx (see [6]). Informally, one may think
of the slopes as the p-adic valuations of the “eigenvalues" of the Frobenius acting on x∗M . The
Drinfeld-Kedlaya theorem is the following:
Theorem 1.1. Assume that M is irreducible. Let η ∈ X be the generic point. Then
|ai+1η (M)− a
i
η(M)| ≤ 1,
for each i.
In the first step of the proof of Theorem 1.1, we study a rank one isocrystals M on Gnm,k ×A
m
k
with r-log decay. In Theorem 4.2, we prove that if r < 1 then a tensor power M⊗p
k
has a log-
connection. When M has a compatible Frobenius structure, we find that a higher tensor power
extends to An+mk . This implies that the representation of π
et
1 (G
n
m,k × A
m
k ) corresponding to M
is potentially unramified at the coordinate planes, and thus M is overconvergent by a result of
Kedlaya (see [12, Theorem 2.3.7]). It would be interesting to know if all isocrystals on Gnm,k × A
m
k
with r-log-decay are overconvergent when r < 1.
For the second step of the proof, we consider an overconvergent F -isocrystal M on Gnm,k×A
m
k
whose Newton polygon remains constant for each point x ∈ Gnm,k × A
m
k . Thus M obtains a
slope filtration in the category of convergent F -isocrystals. That is, if aix(M) < a
i+1
x (M), there
exists a convergent sub-F -isocrystal Mi of M , such that a
j
x(Mi) = a
j
x(M) for all j ≤ i and all
x ∈ Gnm,k ×A
m
k . In Proposition 5.5 we prove that Mi has ri-log-decay, where ri =
1
ai+1x (M)−aix(M)
.
Combining this with the results of the previous paragraph, we see that Mi is overconvergent if
ai+1x − a
i
x(M) > 1.
The final step involves a geometric patching argument. We first consider a generically étale
alteration Y → X with compactification Y such that Y − Y is a normal crossing divisor. Using
the results of [9] we find finite étale maps locally on Y onto Gnm,k × A
m
k this allows us to use the
ideas of the previous paragraphs.
1.3 Relationship with previous approaches
The proof of Drinfeld and Kedlaya in [4] can be summarized as follows: first they prove that if
U ⊂ X is a dense open subscheme, the restriction functor from convergent F -isocrystals on X
to F -isocrystals on U is fully faithful. This builds upon several other difficult fully faithful results
due to Kedlaya and Shiho (see [8], [11, Theorem 5.1], and [15]). Let M be an F -isocrystal on X .
Let U ⊂ X be the locus of points where aiη(M) = a
i
x(M). When we restrict M to U , we obtain a
slope filtration. In particular, M |U corresponds to an element of Ext
1(M1,M2), where the slopes
of M1 are less than those of M2. In [4], they show that Ext
1(M1,M2) is trivial when the smallest
slope of M2 is greater than one plus the largest slope of M1. Therefore a gap larger than one in
the slopes means M |U = M1 ⊕M2. This decomposition provides idempotent morphisms from
M |U →M |U , which extend to M by the aforementioned fully faithfulness result.
Our proof can be viewed as orthogonal to the Drinfeld-Kedlaya approach in two facets. First,
instead of restricting to the constant locus of the Newton polygon, we prove that the Newton
polygon remains constant along all of X . This allows us to completely bypass any sort of fully
faithfulness result when M is convergent and only use the fully faithfulness of the overconvergent
F -isocrystals to convergent F -isocrystals functor whenM is overconvergent (see [8]). Second is the
proof that Ext1(M1,M2) is trivial, which can be traced back to Kedlaya’s thesis (see [7, Theorem
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5.2.1]). The underlying idea is that when the gaps between the slopes are larger than one, the
connection is preserved at the corresponding step of the descending slope filtration due to de Jong
(see [2]). The descending slope filtration only exists over some purely inseperable pro-cover, but
using the connection it is possible to descend part of the filtration to the original base. This is
in contrast to our proof, where we show that the pertinent step of the ascending slope filtration
descends using the notion of r-logarithmic decay.
It is also worth mentioning that Drinfeld and Kedlaya assume that M is indecomposible. This
is decidedly stronger than Theorem 1.1, where we assume M is irreducible. However, for the
applications in [4] and the other applications we are aware of (e.g. [14]), Theorem 1.1 is sufficient.
Of course, one could apply the Ext1 result in [4] together with Theorem 1.1 to obtain this more
general result.
Finally, let us mention previous work of the author, where we proved Theorem 1.1 for curves
over a finite field (see [13, Corollary 7.4]). In this work, Theorem 1.1 was a corollary of a difficult
monodromy theorem for rank one convergent F -isocrystals and an analysis of the slope filtration.
In particular, using a monodromy theorem ([13, Corollary 4.16]) and class field theory, we showed
that for r < 1, a rank one F -isocrystal with r-log-decay is overconvergent. This is the same as
Theorem 4.4. However, we maintain that the present approach is preferable and necessary. First,
the proof of Theorem 4.4 in this article relies on a study of the underlying differential equation.
This elementary approach completely bypasses the technical monodromy theorem used in [13].
It is also amenable to the higher dimensional situation, where ramification theory is much more
technical. Second, in this article we may take our ground field to be any perfect field k. Lastly,
in this paper we deal with varieties of arbitrary dimension. Although one could use the Lefschetz
theorem for F -isocrystals, due to Abe and Esnault (see [1]), to obtain results on higher dimensional
varieties, this only works for finite fields. It also has the downside of being less direct of than the
proof presented here.
1.4 A remark on logarithmic decay F -isocrystals
The notion of F -isocrystals with a log-decay Frobenius structure was introduced by Dwork-Sperber
and plays a prominent role in Wan’s work on unit-root L-functions (see [5], [16], and [17]). The log-
decay condition for Frobenius structures arise naturally in the study of unit-root F -isocrystals.
However, they only study F -isocrystals over Gnm,k . In [13], the author studied F -isocrystals with
log-decay in both the Frobenius structure and the differential equation over curves. We studied
the rate of log-decay of the slope filtration and the monodromy properties of F -isocrystals with
log-decay. In the present article, we utilize the log-decay notion for a general variety X in a
somewhat ad-hoc manner. We find an alteration Y → X , whose compactification Y is smooth
and Y − Y is a normal crossing divisor D. We then we cover Y with open subschemes that admit
an etale map onto An, that take D to coordinate planes. This lets us use an explicit definition
of r-log-decay for F -isocrystals on Gnm,k. Although sufficient for our applications, it is not clear
if the property of having r-log-decay is intrinsic to an F -isocrystal on X . What if we choose a
different alteration Y or find different etale maps onto An? It would be interesting to either find
an intrinsic definition of logarithmic decay or to prove that the ad-hoc notion used in this article
is intrinsic.
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2 Rings of functions on polyannuli
Let K be W (k)[1
p
] and let σ the lift of the Frobenius morphism on k. Let n > 0 and let m ≥ 0.
Consider indeterminates T1, . . . , Tn+m. We then define
A = K〈T±1 , . . . T
±
n , Tn+1, . . . , Tn+m〉
A(i) = K〈T
±
1 , . . . T
±
i−1, T
±
i+1, . . . T
±
n , Tn+1, . . . , Tn+m〉
We may extend σ to A by having σ send Ti to T
p
i . We let |.|1 be the Gauss norm on A. Let
x(T ) ∈ A. For each i = 1, . . . , n we may write
x(T ) =
∑
d∈Z
adT
d
i ,
with ad ∈ A(i) and |ad|1 → 0 as |d| → ∞. We refer to this as the Ti-adic expansion of x(T ).
Using this expansion, we define some truncations of x(T ):
W
(i)
< (x(T )) =
∑
d<−1
adT
d
i W
(i)
≥ (x(T )) =
∑
d≥0
adT
d
i .
Note that W
(i)
< (W
(j)
≥ (x(T ))) = W
(j)
≥ (W
(i)
< (x(T ))). Next, we define the Ti-adic j-th partial valu-
ation as
w
(i)
j (x(T )) = min
v(ad)≤j
{d}.
Using these partial valuations, we define the ring of overconvergent functions and the ring of
r-log-decay functions:
A† =
{
x(T ) ∈ A
∣∣∣∣∣ there exists c > 0 such that for i = 1, . . . , nand j ≫ 0, we have w(i)j (x(T )) ≥ −cj
}
Ar =
{
x(T ) ∈ A
∣∣∣∣∣ there exists c > 0 such that for i = 1, . . . , nand j ≫ 0, we have w(i)j (x(T )) ≥ −cprj
}
.
Note that σ restricts to endomorphisms of A† and Ar . For r < 1 and x ∈ Ar, the Ti-adic primitive
of W
(i)
< (x) converges to an element of A
r+1:
∫
W
(i)
< (x(T ))dTi =
∑
d<−1
ad
T d+1i
d
.
We define the Ti-adic residue to be
Resi(x(T )) = a−1.
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3 F -isocrystals
Let X be a smooth irreducible quasi-compact scheme over k. We will freely use the notion of
convergent and overconvergent F -isocrystals. For a high lever overview, we recommend [10]. We
let F − Isoc†(X) denote the category of overconvergent F -isocrystals on X (see [10] for precise
definitions) and we F − Isoc(X) denote the category of convergent F -isocrystals on X . For a
dense open immersion U ⊂ X we let F − Isoc(U,X) denote the category of F -isocrystals on
U overconvergent along X − U . For any finite extension E of Qp we let F − Isoc(X) ⊗ E
(resp F − Isoc†(X) ⊗ E, F − Isoc(U,X) ⊗ E) denote the category whose objects are objects
in F − Isoc(X) (resp F − Isoc†(X) , F − Isoc(U,X)) with a Qp-linear action of E. Given an
open subscheme V ⊂ U and W ⊂ X , such that V ⊂ W is an open immersion, there is a natural
restriction functor F− Isoc(U,X)→ F− Isoc(V,W ). If M is an object of F− Isoc(U,X), we
refer to the image of M in F− Isoc(V,W ) as the restriction of M to the pair (V,W ).
Now let M be an object of F − Isoc(X). For any x ∈ X we define bix(M) = a
1
x(M) + · · · +
aix(M) and let NPx(M) be the lower convex hull of the vertices (i, b
i
x(M)). If (i, y) is a vertex
of NPx(M) for all x ∈ X , then by a theorem of Katz there exists a rank i subobject Mi of M in
F− Isoc(X) such that ajx(Mi) = a
j
x(M) for all j ≤ i.
3.1 F -isocrystals on Gm,k as (σ
f ,∇)-modules over A,Ar, and A†
When U = Gnm,k×A
m
k and X = A
n+m
k , we may view objects of F−Isoc(U) and F−Isoc(U,X)
as differential equations over the rings introduced in §2 with a compatible Frobenius structure. Let
R be either A†, Ar, or A.
Definition 3.1. A σf -module is a locally free R-module M equipped with a σf -semilinear endomor-
phism ϕ : M → M whose linearization is an isomorphism. More precisely, we have ϕ(am) =
σf (a)ϕ(m) for a ∈ R and ϕ : R⊗σf M →M is an isomorphism.
Definition 3.2. Let ΩR be the module of differentials of R over K . Let δT : R→ ΩR to be the exterior
derivative. A ∇-module over R is a locally free R-module M equipped with a connection. That is, M
comes with a K-linear map ∇ : M → ΩR satisfying the Liebnitz rule: ∇(am) = δT (a)m+ a∇(m).
Definition 3.3. By abuse of notation, define σf : ΩR → ΩR be the map induced by pulling back the
differential along σf . A (σf ,∇)-module is an R-module M that is both a σf -module and a ∇-module
with the following compatibility condition:
M M ⊗ΩR
M M ⊗ΩR.
σf
∇
σf⊗σf
∇
We denote the category of (σf ,∇)-modules over R by MΦf
∇
R . We obtain functors MΦ
f∇
A† →
MΦf
∇
A and MΦ
f∇
Ar → MΦ
f∇
A by base changing to A. We say that an object M of MΦ
f∇
A is
overconvergent (resp. has r-log-decay) if it lies in the essential image of MΦf
∇
A† → MΦ
f∇
A (resp.
MΦf
∇
Ar →MΦ
f∇
A). There are equivalences of categories
MΦf
∇
A ←→ F− Isoc(G
n
m,k × A
m
k )⊗Qpf
MΦf
∇
A† ←→ F− Isoc
†(Gnm,k × A
m
k ,A
n+m
k )⊗Qpf .
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There are natural functors ǫf : MΦ
∇
A → MΦ
f∇
A and ǫ
†
f : MΦ
∇
A†
→ MΦf
∇
A† , which are obtained
by iterating the Frobenius map f times.
4 Connections on polyannuli with r-log decay for r < 1
In this section we study rank one ∇-modules with small rates of logarithmic decay.
Lemma 4.1. LetM be an integrable ∇-module over A or Ar with rank one. Let e be a basis of M and
write
∇(e) = f1(T )dT1 + · · ·+ fn+m(T )dTn+m.
We have Resi(fi) ∈ K for i = 1, . . . , n. Furthermore, if W
(i)
< (fi) = 0 then for each j we have
W
(i)
< (fj) = 0.
Proof. Since ∇ is integrable we know ∂ifj = ∂jfi. The lemma follows immediately.
Proposition 4.2. Let M be a rank one integrable ∇-module over Ar for some r < 1. Then there exists
m such that M⊗p
m
has regular singularities.
Proof. Let e be a basis of M and let c1,1, . . . , c1,n+m ∈ Ar with ∇(e) =
∑
c1,idTi ⊗ e. Since
r < 1 we know that
h1 =
∫
W
(1)
< (c1,1)dT1
converges in A. Thus for τ sufficiently large we may consider the basis e1 = exp(p
τh1)e
⊗p of
M⊗p
τ
⊗A. We have
∇⊗p
τ
(e1) =
d∑
i=1
c2,idTi ⊗ e1
c2,i = ∂ih1 + p
τc1,i.
By our definition of h1 we know that W
(1)
< (c2,1) = 0, so by Lemma 4.1 we have W
(1)
< (c2,i) is zero
for each i. From Lemma 4.1 we know that c2,2 =W
(1)
≥ (c2,2). As W
(1)
≥ (∂ih1) = 0 this gives
W
(2)
< (c2,2) = W
(2)
< (W
(1)
≥ (c2,2))
= pτW
(2)
< (W
(1)
≥ (c1,2)),
which is contained in Ar . In particular
h2 =
∫
W
(2)
< (c2,2)dT2
converges in A. After increasing τ , we may consider the basis e2 = exp(h2)e1 of M
⊗pτ ⊗A. We
have
∇⊗p
τ
(e2) =
d∑
i=1
c3,idTi ⊗ e2
c3,i = ∂i(h1 + h2) + p
τc1,i.
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Note that W
(j)
< (c3,i) = 0 for j < 3 and all i from Lemma 4.1. In particular W
(1)
≥ (W
(2)
≥ (c3,3)) =
c3,3. Since the truncation operators commute with each other and W
(j)
≥ (∂ihj) = 0 for j = 1, 2,
we find as above that
W
(3)
< (c3,3) = p
τW
(3)
< (W
(1)
≥ (W
(2)
≥ (c1,3))),
which is contained in Ar . This allows us to define h3. The proposition follows from repeating this
process.
Proposition 4.3. Let M be a (σf ,∇)-module over Ar for some r < 1. Then a tensor power of M
extends to K〈T1, . . . , Tn+m〉.
Proof. By Proposition 4.2 we may assume that M has regular singularities. This means M = eAr
and
∇(e) = f1dT1 + . . . fn+mdTn+m,
where fi =
ci
Ti
+ gi with ci ∈ K and gi ∈ TiK〈T1, . . . , Tn+m〉. Let a ∈ A
r satisfy σf (e) = ae.
The compatibility between σf and ∇ imply
Ti
∂ia
a
= qfσ
f
i − fi. (1)
This gives Res(∂ia
a
) = qcσ
f
i − ci. This residue is an integer ni, so we have ci =
ni
q−1 . It follows that
M⊗(q−1) has a solution, and thus ∇ extends to K〈T1, . . . , Tn+m〉. The compatibility between σ
f
and ∇ implies that the Frobenius also extends to K〈T1, . . . , Tn+m〉.
Theorem 4.4. LetM be a rank one object of F− Isoc(Gnm ×A
m
k ,A
n+m
k ), so that we may regard M
as (σ,∇)-module over A. If the connection descends to Ar for some r < 1 then M is overconvergent.
Proof. We may assume that M is unit-root, and therefore corresponds to a p-adic character ρ :
π1(G
n
m × A
m
k ) → E
×, where E is a finite extension of Qp. By Proposition 4.3 we M
⊗τ extends
to an F -isocrystal on An+mk , meaning that ρ
⊗τ extends to a representation of π1(A
n+m
k ). This
implies ρ is potentially unramified as in [12, Definition 2.3.6]. By [12, Theorem 2.3.7] we know that
M is overconvergent along the divisor T1 . . . Tn = 0 in A
n+m
k .
5 Slope filtrations and log-decay
Let M be a free (σ,∇)-module over A† of rank d. We will assume that the Newton polygon of
x∗M remains constant as we vary over all points x : Spec(k0) → G
n
m,k × A
n, that the slopes
are non-negative, and that the slope zero occurs exactly once. In particular, when we look at the
image of M has a rank one subobject Mu−r in the category MΦ∇A . The main result of this section
is:
Theorem 5.1. Let s be the smallest nonzero slope of M and let r = 1
s
. There exists f such that
ǫf (M
u−r) has r-log-decay.
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We first introduce some auxiliary subrings of Ar and A†. We define
Ar,c =
{
x(T ) ∈ A
∣∣∣∣∣ w
(i)
k (x(T )) ≥ −cp
rk for k > 0
and w
(i)
0 (x(T )) ≥ 0 for i = 1, . . . , d
}
,
A†,r,c = Ar,c ∩ A†.
Note that Ar,c is p-adically complete, unlike Ar . When R is any of these rings, we let OR denote
the ring of elements in R whose Gauss norm is less than or equal to one. Now for f large enoguh,
there exists ω ∈ K with vpf (ω) = s. The following Lemma follows from the definition of A
r,c.
Lemma 5.2. We have the following:
1. For x ∈ Ar,c we have xσ
f
∈ Ar,p
fc and ωx ∈ Ar,p
−fc.
2. Let x ∈ A with w0(x) ≥ 0. If ωx ∈ Ar,c then x ∈ Ar,p
−fc.
By our assumptions on the slope of M , there exists a basis of M whose Frobenius is given by
a matrix
A =
(
A1,1 ωA1,2
ωA2,1 ωA2,2
)
,
where Ai,j are matrices with entries in OA† and A1,1 ∈ O
×
A†
. The connection is given by the
differential matrices
C1dT1 + · · ·+ Cn+mdTn+m,
where the Ci are d× d matrices with entries in OA† . For a ∈ A we let Ku,v(a) be the matrix with
a in the (u, v)-entry and zero elsewhere. We let Lu,v(a) = 1d + Ku,v(a), where 1d is the d × d
identity matrix.
Lemma 5.3. After a change of variables, we may assume the following holds for all i:
1. w(i)0 (A
−1
1,1) ≥ 0
2. w(i)0 (A1,2) ≥ 0 and w
(i)
0 (A2,2) ≥ 0.
Proof. To prove the first claim, it is enough to prove w(i)0 (A1,1) ≤ 0. Let Ci =
(
T ki 0
0 1d−1
)
.
For k large enough, we see that CiAC
−σf
i satisfies the desired property. For the second claim we
set Di =
(
1 0
0 T−ki 1d−1
)
. When k is large enough, we find that DiAD
−σf
c satisfies the second
property without changing the (1, 1)-entry.
By Lemma 5.3 we know that for c sufficiently large the entries of A−11,1, ωA2,1, ωA1,2 and ωA2,2 are
contained in OA†,r,c .
Lemma 5.4. Let x, y ∈ OA† . Assume that x
−1, ωy ∈ OA†,r,c and w0(y) ≥ 0. Then
1. We have x−σ
f
ωy ∈ OA†,r,c .
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2. If ω|y then (x+ y)−1 ∈ OA†,r,c .
Proof. We know that y ∈ O
A†,r,p
f c , which means x
−σf y ∈ O
A†,r,p
f c . This implies x
−σfωy ∈
OA†,r,c . Since OAr,c we know the geometric series (1 + x
−1y)−1 is contained in OAr,c . As
1 + x−1y ∈ O×
A†
we know that (1 + x−1y)−1 ∈ OA†,r,c . Thus (x + y)
−1 = x−1(1 + x−1y)−1 is
contained in OA†,r,c .
Proposition 5.5. There exists N =
(
1 0
N2,1 1d−1
)
where N2,1 has entries in OA†,r,c and NAN
−σf
is of the form A′ =
(
A′1,1 ωA1,2
0 A′2,2
)
.
Proof. We will show inductively that there exists Nk =
(
1 0
N2,1,k 1d−1
)
such that :
1. Ak = NkAN
−σf
k is of the form
(
A1,1,k ωA1,2
ωkA2,1,k ωA2,2,k
)
2. The entries of A−11,1,k, ωA1,2,k, ωA2,2,k, and ω
kA2,1,k are contained in OA†,r,c
3. We have w
(i)
0 (A
−1
1,1,k) ≥ 0, w
(i)
0 (A1,2,k) ≥ 0 and w
(i)
0 (A2,2,k) ≥ 0.
4. For all k we have Nk ≡ Nk−1 mod ω
k .
The result will follow by taking the limit of the Nk as k → ∞. When k = 1 this follows from
Lemma 5.3. Now let k > 1 and assume Nk exists. We define
Nk =
(
1 0
−A−11,1,kω
kA2,1,k 0
)
,
and set Ak+1 = NkAkN
−σf
k . It is immediate that 1, 3, and 4 are satisfied. We can verify 2 using
Lemma 5.4.
Proof of Theorem 5.1. Let N and A′ be as in Proposition 5.5. After changing basis by N , the
connection is given by the matrix of 1-forms:
D1dT1 + · · ·+Dn+mdTn+m,
where Di = ∂iM + CiM . In particular, the Di has entries in OAr . Compatibility between the
connection and Frobenius give the relation:
∂iA
′ +DiA
′ = qA′Dσ
f
i .
Write Di =
(
Ri Si
Ui Vi
)
, where V is a (d− 1)× (d− 1)-matrix. Continuing with the notation from
Proposition 5.5 and considering the lower left corner, we obtain
UiA
′
1,1 = qA
′
2,2U
σf
i .
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From here it is clear that Ui = 0. It follows that the Ri and A
′
1,1 describe the unit-root sub-F -
isocrystal Mu−r of M . As the connection and Frobenius structure are defined over OAr , we see
that Mu−r has r-log-decay.
6 Bounded slope theorem
Proposition 6.1. LetM be a rank d object of F− Isoc(Gnm,k×A
m
k ,A
n+m
k ). Assume that the Newton
polygon of M remains constant on x ∈ Gnm,k × A
m
k . Let η be the generic point of G
n
m,k × A
m
k . We
assume that ai+1η (M)− a
i
η(M) > 0 and let Mi denote the sub-object of M in F− Isoc(G
n
m,k ×A
m
k )
with ajη(Mi) = a
j
η(M) for j ≤ i. If ai+1η (M)− a
i
η(M) > 1, then Mi is overconvergent along A
n+m
k .
Proof. Assume ai+1η (M) − a
i
η(M) > 1. Let r =
1
ai+1η (M)−aiη(M)
. Since that Mi is overconvergent
if and only if det(Mi) is overconvergent, we may replace M with ∧
rank(Mi)M twisted so that the
smallest slope is 0 and prove that the unit-root sub-F -isocrystalMu−r is overconvergent. By Theo-
rem 5.1 we know that ǫf (M
u−r) has r-log-decay for some f > 0. As r < 1, we know from Theorem
4.4 that ǫf (M
u−r) is overconvergent along An+mk . The functor ǫf for the corresponding Galois
representations corresponds to the composition ρ : π1(G
n
m,k × A
m
k ) → GLn(Qp) → GLn(Qpf ).
It follows that Mu−r has finite monodromy, and therefore is overconvergent.
Lemma 6.2. Let A0 and B0 be smooth k-algebras. Let f0 : A0 → B0 be a finite étale morphism. Let
B (resp A) be a p-adically complete W (k)-algebra with B ⊗W (k) k = B0 (resp A⊗W (k) k = A0) and
let f : A→ B be a lifting of f0. If B are flat then f is finite étale.
Proof. Since f0 is finite étale, there exists g0(x0) ∈ A0[x0] of degree d such that B0 = A0[x0]/g0(x0)
and g′0(x0) is a unit in B0. Let x ∈ B be a lift of x0. We claim that B is isomorphic to
M = A ⊕ xA ⊕ xd−1A as an A-module via the natural map M → B. It suffices to show
θn : M ⊗ Z/p
nZ → B ⊗ Z/pnZ is an isomorphism for all n. When n = 1 this is true because
f0 is finite étale. Assume that θn is an isomorphism. Let y ∈ B ⊗ Z/p
n+1Z. We can find
x ∈M ⊗ Z/pnZ such that θn(x)− y ∈ p
n(B ⊗ Z/pn+1). Since θ0 is an isomorphism we can find
z ∈ M such that pnθn(z) = θn(x) − y. This proves surjectivity. The injectivity of θn+1 follows
from the flatness assumption. This shows that B is a finite A-algebra. Furthermore, there exists
g(T ) ∈ A[T ] of degree d such that B = A[T ]/g(T ) and x corresponds to T . Clearly g reduces to
g0 modulo p, so we know g
′(x) 6= 0 is a unit in B.
Theorem 6.3. (Drinfeld-Kedlaya) Let k be perfect field of characteristic p. LetX be a smooth irreducible
quasi-compact scheme over k. Let M be an irreducible object of F− Isoc(X) or F− Isoc†(X). Then
for each i
|ai+1η (M)− a
i
η(M)| ≤ 1.
Proof. We first takeM to be an object of F−Isoc(X). Let η ∈ X be a generic point. Assume that
ai+1η (M)−a
i
η(M) > 1. We will show that for every closed point x ∈ X , we have b
i
x(M) = b
i
η(M),
which will imply M is not irreducible. By replacing M with a twist of ∧iM , we may assume that
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b1η(M) = 0 and b
2
η(M) > 1. The de Jong-Oort purity theorem (see [3]) tells us that the locus in
X where b1x > 0 is a closed subscheme D ⊂ X of codimension 1. Let x0 ∈ D. Let i : C →֒ X
be a smooth curve containing x0. We further assume that the set theoretic intersection of D and
C is equal to {x0} and let U = C − {x0}. As U ∩D is empty, there exists a rank one unit-root
convergent sub-F -isocrystal Mu−r contained inM |U . After shrinking C , we may find a morphism
f : C−{x0} → Gm that is finite etale of degree d. Consider N = f∗M |U , which is overconvergent
and the subcrystal Nu−r = f∗M
u−r. By Proposition 6.1 we know that Nu−r is overconvergent,
which implies Mu−r is overconvergent. Using [12, Theorem 2.3.7] we see that (Mu−r)⊗n extends
to all of C for n≫ 0. Thus the smallest slope of M⊗n is zero, which means b1x0 = 0.
Next, let M be an object of F − Isoc†(X) and assume that ai+1η (M) − a
i
η(M) > 1. By the
previous paragraph, we know that there is a convergent sub-F -isocrystal Mi ⊂M . We claim that
Mi is overconvergent. As in the previous paragraph, we may assume b
2
η(M) − b
1
η(M) > 1 and
prove that M1 is overconvergent. After twisting, we can assume that b
1
η(M) = 0. Let f : Y → X
be a generically etale morphism such that Y has a smooth compatification Y and E = Y − Y is
a normal crossing divisor. Let N = f∗M and N1 = f
∗M1. For x ∈ E, we let U ⊂ Y be an affine
neighborhood of x and let V = U − (U ∩E). Let U be a smooth lifting of U over W (k) and let U
be the rigid fiber of U. Then we may regard N as a locally free sheaf N on a strict neighborhood
Vǫ of the tube ]V [ in U with a connection and a compatible Frobenius structure. After shrinking
U , we may assume that N is a free OVǫ-module. By [9, Theorem 2] there exists a finite étale
morphism π0 : U → A
m+n
k such that π(U ∩ E) is the union of m coordinate hyperplanes. Now
consider π∗(N), which is an object of F−Isoc
†(Gnm,k×A
m
k ,A
n+m
k ) and π∗(N1), which is the unit-
root sub-F -isocrystal of π∗(N). We may lift π0 to a map π : U → Spec(W (k)〈T1, . . . , Tn+m〉)
and by Lemma 6.2 we see that π is finite étale. In particular, the map πrig is finite étale and
thus (πrig|Vǫ)∗(N ) is free. In particular, we may regard π∗(N) as a free (σ,∇)-module over A
†.
(πrig|Vǫ)∗(N ). By Proposition 6.1 we know that π∗(N1) is overconvergent, which in turn means
N1 is overconvergent when restricted to (V,U). Therefore N1 is overconvergent.
Now let W be a dense open subset of X and Z ⊂ Y such that f : Z → W is a finite étale
morphism of degree d. Note that f∗N1 is isomorphic to (M
d
1 )|W and f∗N1 is overconvergent,
which means that M1|W is overconvergent. It follows that M1 is overconvergent.
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