ABSTRACT In this paper, we propose a novel method named Discrimination-Aware Integration (DAI) for person re-identification (re-ID) in camera networks, which not only integrates multiple re-ID models but also adaptively learns integration weights for different feature dimensions. To avoid the tough selection of deep models, we employ different data sources to train the same re-ID model for learning features from different views, and then, we obtain multiple features for each pedestrian image. To effectively integrate these features, the proposed DAI learns integration weights for each feature dimension according to their importance. Finally, the features extracted from different re-ID models are integrated with the learned integration weights to form the final representation for the pedestrian images. We evaluate the performance of the proposed DAI on three public large-scale person re-ID datasets, i.e., Market1501, CUHK03, and DukeMTMC-reID, and the experimental results show that the proposed DAI outperforms the state-of-the-art results.
I. INTRODUCTION
Person re-identification (re-ID) is the task of automatically matching the same pedestrian according to a query person-of-interest in camera networks [1] - [3] . It has wide applications in real-world scenes, such as law enforcement, video surveillance [4] - [7] . However, person re-ID still poses huge challenges due to variations in postures, resolutions, illuminations and clothes.
Traditional methods [8] - [11] usually employ hand-crafted features to represent pedestrian images. With the prosperity of deep learning, the Convolutional Neural Network (CNN) [12] - [14] shows huge potential for learning discriminative features automatically. Many researchers [15] - [18] develop CNN-based methods for person re-ID and obtain significant improvements over traditional methods. Some of these methods are implemented by contrast loss or triplet loss, which implicitly utilizes re-ID labels to train the CNN model [19] , [20] . They usually take a set of images
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(pair, triplet, or quadruplet) as input and confirm whether they belong to the same pedestrian or not. Another line of CNN-based re-ID methods, such as ID-discriminative Embedding (IDE) model, focus on taking full advantage of re-ID labels. The IDE model [21] , [22] is implemented by classification loss, e.g., cross entropy loss, and extracts features from the fully connected (FC) layer of CNN.
To learn discriminative representations, feature integration strategies are exploited to further push the re-ID performance to a high level [16] , [23] - [25] . However, there are two limitations for these methods. One is that they usually implement a simple concatenation operation or assign fixed weights to different features without learning process. The other is that these methods mainly focus on training a single model, which only considers a specific statistical property of one view.
To overcome the above-mentioned limitations, in this paper, we propose a novel method named DiscriminationAware Integration (DAI) for person re-ID, which not only integrates multiple re-ID models, but also automatically learns integration weights for pedestrian representation. Specifically, we first randomly select a part of training samples as a new data source, and use it to optimize a single re-ID model. In the same way, we generate several data sources and obtain multiple different re-ID models which could learn features from different views. In order to effectively integrate these features from different re-ID models, the proposed DAI automatically learns weights for different feature dimension according to their importances. Finally, we aggregate all features extracted from re-ID models using the learned weights to form the final pedestrian representation. To the best of our knowledge, this work is the first to integrate multiple deep models for person re-ID.
Our contributions are summarized as follows:
(1) The proposed DAI could integrate multiple re-ID models to extract complementary discriminative features, which complements the existing single model methods. ( 2) The proposed DAI adaptively learns integration weighs to reflect the importance of different feature dimensions. (3) We implement extensive experiments on three challenging person re-ID datasets (Market1501 [26] , CUHK03 [27] and DukeMTMC-reID [28] ). The experimental results demonstrate the proposed DAI achieves better results than the state-of-the-art methods.
II. RELATED WORK
Since deep learning can learn discriminative features, it has attracted widespread attention in the person re-ID community. The first two works [27] , [29] which creatively apply deep learning methods to person re-ID obtain significant improvements. Afterwards, Ding et al. [19] utilize the triplet loss to learn the re-ID model, which takes triplet units as input and optimizes the relative distance among them. Chen et al. [30] propose the quadruplet loss to train the re-ID model that can obtain a smaller variation between the same pedestrian and a larger variation within different pedestrians than that of triplet loss. To take full advantage of re-ID labels, Zheng et al. [21] propose the IDE model to learn discriminative features. Sun et al. [31] utilize identification models to learn effective local features by splitting convolutional activation maps. In addition, some researchers exploit feature integration strategies to further promote the re-ID performance. Zhang et al. [23] propose the Integration Convolutional Neural Network (ICNN) to extract global and local features, and then integrate the two kinds of features to represent pedestrian images. Li et al. [32] utilize multiple convolutional kernels to extract global features and locate latent pedestrian parts to mine local features. Wang et al. [33] design the Multiple Granularity Network (MGN) to integrate one global feature and two local features for pedestrian representation. The above-mentioned approaches mainly focus on training one single model which only considers a specific statistical property of one view. Ensemble methods based on CNN is a technique that combines several similar or dissimilar models to construct a more robust system. This kind of methods achieves higher accuracies than the single model due to learning features from different views. The average and max pooling operations are simple and effective methods to implement ensemble [34] , [35] . Furthermore, some methods conduct the ensemble using weighted pooling or feature concatenation [36] - [38] . For example, Ciresan et al. [34] combine several DNN columns to form an ensemble model and treat the average of all column predictions as the final result for image classification [39] , [40] . Huang et al. [38] employ two kinds of networks, i.e., AlexNet [35] and Network In Network (NIN) [41] , to constitute an ensemble model, which calculates weighted average feature vectors for image retrieval. Xia et al. [42] propose ensemble classifiers to extract multiple features and concatenate them as the final representation for image classification. Liu et al. [36] train several different structure subnets separately, and then the outputs of these subnets are concatenated in the FC layer for facial expression recognition.
Meanwhile, ensemble methods are becoming more and more important in many challenge competitions, such as Kaggle, ILSVRC and so on. But there is no work to apply the ensemble method to the person re-ID community. In this work, we propose a novel ensemble method to learn discriminative features for person re-ID and obtain a significant improvement over previous works.
III. APPROACH
In this section, we introduce the proposed DAI in detail. We first describe the structure of single re-ID model. Then, we present how to learn the integration weights of re-ID models. Finally, we introduce final representations for pedestrian images.
A. SINGLE re-ID MODEL
Since the proposed DAI integrates features extracted from multiple re-ID models, its effectiveness is somewhat related to the single re-ID model. In our work, we select the ResNet-50 [43] as the backbone of single re-ID model because the competitive performance of ResNet-50 has been proved in many research fields. The architecture of the single re-ID model to learn global features is shown in Fig. 1 . To construct the single re-ID model, we make a slight modification on ResNet-50 where we change the stride of the fourth block from 2 to 1. As a result, the outputs of the third and fourth blocks have the same size, i.e., 2048 × 24 × 8. We then conduct a global average pooling to obtain 2048-dim features. Afterwards, we employ convolutional layer with 1 × 1 filters to reduce the dimension to 256. Finally, the 256-dim features are fed into a classifier that contains a FC layer and a softmax function. After the classifier of the single re-ID model, we obtain the predicted probability that the feature belongs to the k-th identity:
where a k represents the activation value of the k-th neuron in the classifier and C denotes the number of identities in the training set. Then, we employ the cross-entropy function to calculate the loss value:
where q(k) denotes the target probability. It is formulated as:
where t represents the ground-true identity label.
B. LEARNING INTEGRATION WEIGHTS
To learn features from different views, we fuse different re-ID models. But it is difficult to choose so many effective CNN models for integration. An alternative way is that we utilize different training samples to learn the same re-ID model. Specifically, we randomly select P training samples as a new data source, and the random selection process is repeated M times to obtain M different data sources. Then we utilize these data sources to train the single re-ID model as mentioned in Section III-A. As a result, we obtain M different re-ID models which could extract features from different views. For the p-th pedestrian image, we extract feature vectors Fig. 2 . Specifically, we extract the same dimension values of M feature vectors to structure a new feature vector:
We extract the new features for P training samples and obtain {G p n } P p=1 . Afterwards, we employ the Support Vector Machines (SVMs) [44] to learn the integration weights because the elements in the normal vector of SVM can naturally select relative important features. Since we train a SVM for each dimension of feature vectors and the dimension number of feature vectors is N , there are N SVMs for learning integration weights. We utilize {G p n } P p=1 to train the n-th SVM and the decision function of the n-th SVM can be formulated as:
where
indicates the normal vector of SVM, b is the bias and φ() represents a transformation function that maps the input feature vectors into another space. Geometrically, ω n can be interpreted as the best normal vector of the hyperplane to separate different classes. Generally speaking, the absolute value of elements in w n describes the importance of the corresponding feature value for the final decision. Therefore, we apply these elements of SVM to integrate M feature values in the same dimension. In the same way, we train N SVMs to learn different normal vectors for each feature dimension of M feature vectors.
C. FINAL FEATURE REPRESENTATION
After training M re-ID models and N SVMs, the proposed DAI is utilized to integrate feature vectors for enhancing the performance of person re-ID. We first conduct a normalization operation for the normal vector of SVM:
To obtain the integration weights, we reorganize the elements of ω n and the process is shown in Fig. 2 . We obtain integration weights W m for the m-th feature vector of the p-th pedestrian image is formulated as:
where denotes the corresponding elements are multiplied and the process of DAI representation for pedestrian image is shown in Fig. 3 . In a word, the proposed DAI not only integrates multiple features learned from different views, but also selects discriminative features in the integration process.
IV. EXPERIMENTS
In this section, we validate the performance of the proposed DAI on three public large-scale person re-ID datasets, i.e., Market1501 [26] , CUHK03 [27] and DukeMTMCreID [28] . We first describe the three re-ID datasets and then introduce the implementation details. Afterwards, we present the results of the proposed DAI. Finally, we analyze several important parameters.
A. DATASETS
Market 1501 is captured by six different cameras in Tsinghua University. It has 32,668 pedestrian images of 1,501 identities, which is split into two groups. One is the training set that contains 12,936 samples of 751 identities. The other is the test set that contains 19,732 samples of 750 identities. All pedestrian images are automatically cropped by the Deformable Part Model (DPM) [45] , which is close to the real-world scene.
CUHK03 includes 14,097 pedestrian images of 1,467 identities captured in CUHK campus. Each identity is observed by two disjoint cameras and possesses an average of 4.8 pedestrian images for each camera. There are 7,365 images of 767 identities in the training set and 6,732 images of 700 identities in the test set. Furthermore, the test set is split into 1,400 images as the query set and 5,332 images as the gallery set. This dataset provides two types of annotations: DPM-detected pedestrian bounding boxes (detected) and hand-labeled pedestrian bounding boxes (labeled). We verify the performance of DAI on the two types of annotations.
DukeMTMC-reID has 36,411 pedestrian images of 1,812 identities captured by 8 high-resolution cameras. The training set possesses 16,522 images of 702 identities and the test set contains 19,889 images of 1,110 identities. The test set is further split into the query set and the gallery set. As a result, the query set includes 2,228 pedestrian images of 702 identities and remaining 17,661 pedestrian images as the gallery set. This is a significant challenging dataset for person re-ID due to the high similarity across identities and large variation in the same identity.
Since the three person re-ID datasets are collected from different real-world scenes and have different experimental setups, they could effectively evaluate the performance of person re-ID methods. Some pedestrian images from the three datasets are shown in Fig. 4 .
B. IMPLEMENTATION DETAILS
In this work, we employ the same experimental setting to optimize M re-ID models. We resize all pedestrian images into 384 × 128 and scale all pixel values to [0, 1]. Then, each pixel value of training samples subtracts the mean value and divides the standard deviation to implement a normalization operation. The batch size is set to 32 and the total epoch is set to 60. The Stochastic Gradient Descent (SGD) is utilized to optimize the re-ID model. We set the weight decay to 5 × 10 −4 and the momentum to 0.9. As for the learning rate, we set the initial learning rate of CNN models and classifiers to 0.01 and 0.1, respectively. Then, all learning rates are shrunk by 0.1 after 40 epochs. The number of re-ID models M is set to 15. For convenience, we convert the number of training samples P to the proportion R that indicates the ratio of P to the total sample number. We set R to 0.8 for Market 1501 and 0.9 for CUHK03 and DukeMTMC-reID. As for SVM, we utilize the Radial Basis Function (RBF) kernel.
In the evaluation phase, we calculate the Euclidean distance between features as the similarity of pedestrian images. We adopt rank i and mean Average Precision (mAP) to comprehensively assess re-ID algorithms on three datasets.
C. PERFORMANCE EVALUATION
We compare the proposed DAI with single models and other ensemble methods on three re-ID datasets, and the results value in the same dimension of M feature vectors as the pedestrian representations. From Table 1 , we can see that all ensemble methods obtain higher accuracies than the single model, which indicates ensemble methods can successfully aggregate multiple features from different views. More importantly, the proposed DAI achieves better results than the average pooling and the max pooling. This demonstrates the proposed DAI could adaptively learn integration weights for discriminative feature selection, which is beneficial to person re-ID performance.
We implement the experiments on Market1501, and the comparison results are listed in Table 2 where we partition these methods into two groups, i.e., hand-crafted methods and deep learning methods. From Table 2 , we can see that deep learning methods achieve significantly higher accuracies than hand-crafted methods because deep learning methods could adaptively learn discriminative features according to various situations. The proposed DAI attains 91.97% rank1 accuracy and 77.23% mAP accuracy, which outperforms other state-ofthe-art methods. This indicates the proposed DAI effectively integrates multiple re-ID models and further learn meaningful integration weights for pedestrian image representations.
As for CUHK03 dataset, the evaluation results are listed in Table 3 . The proposed DAI achieves 62.69% rank1 accuracy and 56.17% mAP accuracy on the detected set. Meanwhile, we obtain 63.97% rank1 accuracy and 58.22% mAP accuracy on the labeled set. These results are the best compared with other state-of-the-art methods. It demonstrates that integrating multiple re-ID models with meaningful integration weights could remarkably enhance the performance of person re-ID.
We employ the same experimental setting to compare the proposed DAI with other competitive methods on DukeMTMC-reID and the results are summarized in Table 4 . The proposed DAI achieves 81.32% rank1 accuracy and 65.94% mAP accuracy, which has higher accuracies than the state-of-the-art methods. These results prove the effectiveness of the proposed DAI once again.
All results mentioned-above illustrate that learning discriminative features from different views could effectively enhance the performance of person re-ID.
D. PARAMETERS ANALYSIS
In this section, we evaluate two important parameters, i.e., the training sample number P and the number of integration re-ID models M .
1) THE TRAINING SAMPLE NUMBER P
For convenience, we convert the number of training samples P to the proportion R that denotes the ratio of P to the total sample number. The results with different R on three datasets are summarized in Table 5 . We can see that the results achieve the best when R is equal to 0.8, 0.9 and 0.9 on Market1501, CUHK03 and DukeMTMC-reID, respectively. The features possess poor discrimination with small training samples. When the proportion R is too large, the features from different re-ID models will be similar which results in poor generalization of integration features. 
2) THE NUMBER OF INTEGRATION re-ID MODELS M
Since different re-ID models learn features from various views, the number of integration re-ID models has significant influence for the performance. We evaluate different number of re-ID model and the results are listed in Table 6 . We can see that the proposed DAI achieves the best when M is 15 for all three datasets.
V. CONCLUSION
In this paper, we have proposed a novel ensemble method named DAI for person re-ID, which could effectively integrate multiple re-ID models. In order to learn features from different views, we employ multiple data sources to train the same re-ID models. We then automatically learn integration weights for each feature dimension to select relative important features. Finally, we integrate all feature vectors using learned integration weights to represent pedestrian images. We have verified the effectiveness of the proposed DAI on three large-scale person re-ID datasets, and the proposed DAI is superior to the state-of-the-art methods. 
