Abstract-Microphone arrays are able to recognize, profile and locate sound-sources in noisy environments, but their quality is determined by the number of microphones. A higher number of microphones increases the computational demand, making realtime response challenging. In this demo, we present a scalable and runtime reconfigurable architecture able to support a variable number of microphones and orientations in order to provide accurate sound-source localization in real-time.
I. DESCRIPTION
Microphone arrays composed of Microelectromechanical systems (MEMS) microphones are becoming popular for sound-source localization [1] , [2] . The low-cost MEMS technology allows microphone arrays composed of a large number of microphones while demanding more computational power. With the incremental number of microphones and real-time applications in mind, we adapt the original FPGA's architecture of the SoundCompass [3] to be flexible, scalable and runtime reconfigurable in order to satisfy the most time demanding sound-source localization applications.
The SoundCompass supports up to 52 active ADMP521 MEMS microphones in a 20-cm circular printed board. The planar microphone array geometry is composed of four concentric sub-arrays of 4, 8, 16 and 24 MEMS microphones. The different positioning of the sub-arrays allows to perform spatial sampling of the surrounding sound field and to dynamically modify the sensor array response by individually activating or deactivating the sub-arrays. On the one hand, using beamforming the array is focused in one specific direction, by amplifying all sound coming from that direction and by suppressing sound coming from other directions [4] . A continuous steering of the focus direction in a 360
• sweep allows to measure the variations of the surrounding sound field in all directions. On the other hand, the distributed geometry of the MEMS microphones allows to adapt the sensor to different sound- source profiles. For instance, only a few number of sub-arrays may be actived to detect a particular sound-source profile, decreasing the computational requirements and becoming more power efficient. Our architecture is tested on a Digilent Zedboard interconnected to the microphone array using a FMC-XM105 debug mezzanine card (Figure 1) . The main components are a couple of CIC decimator and FIR filters, a scalable Delayand-Sum beamforming block and an output power spectrum calculator. Additional control units are implemented to manage the runtime reconfigurations which allow sound-source location in less than 100ms. The output polar map (Figure 2 ) is transmitted to a host through UART. The architecture is completely described in VHDL and is designed to operate in streaming fashion in order to achieve a fast response.
The main objective of our demonstration is to present this new scalable architecture by runtime recombining the two inner sub-arrays of the SoundCompass. We offer a live demonstration of a real-time sound-source detection and location completely implemented on an FPGA.
