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1. Introduction
We are concerned with numerical schemes which can preserve the structure of dynamical systems governed by nonlinear
evolution equations, such as reaction–diffusion equations or the chemotaxis–growth system (CG) given below, from the
viewpoint of attractor dimension.
Numerical schemes as well as attractors play some important roles in the study of dynamical systems which model
pattern formation processes. Since the attractors of such dynamical systems describe the asymptotic behavior of solutions
relating to patterns, its dimension corresponds to the degree of freedom of such processes, and it characterizes the richness
of emerging patterns.
On the other hand, good numerical schemes produce good numerical simulations, which can reveal suitably the proﬁles
of solutions and the structure of the attractor. Nevertheless, since numerical schemes also work as transformers of equations
and dynamical systems, they will transform also the solution trajectories and the structure of attractors to some others: so
they can violate some important properties of solutions, which may spoil the attractors.
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= au − ∇ · {u∇χ(ρ)}+ f (u) in Ω × (0,∞),
∂ρ
∂t
= bρ − cρ + du in Ω × (0,∞),
∂u
∂n
= ∂ρ
∂n
= 0 on ∂Ω × (0,∞),
u(x,0) = u0(x), ρ(x,0) = ρ0(x) in Ω,
(CG)
and extend our analysis of [9]. There we considered the same system but with a different discretization, and indicated that
some numerical scheme might violate the structure of global attractor for (CG). In the paper we will apply another scheme
to (CG), and ﬁnd that suitable approximations would preserve the dimension of the attractors.
The system (CG) was presented by Mimura and Tsujikawa [12] as a model to study aggregating patterns of bacteria due to
chemotaxis and growth. Such a pattern formation by chemotaxis is considered as to be a prototype of various phenomena
of development or morphogenesis in biology [13]. Here, u(x, t) and ρ(x, t) denote the population density of biological
individuals and the concentration of a chemical substance, respectively, at the position x ∈ Ω ⊂ R2 and time t ∈ [0,∞).
The constants a > 0 and b > 0 are the diffusion rates of u and ρ , respectively; c > 0 and d > 0 are the degradation and
production rates of ρ , respectively. The function χ(ρ) is a sensitivity function due to chemotaxis. The function f (u) denotes
a growth rate of u. In this paper we consider the case when Ω ⊂R2 is a bounded convex polygonal domain. For simplicity,
χ(ρ) is assumed to be linear,
χ(ρ) = νρ (1.1)
with a chemotactic coeﬃcient ν > 0, and f (u) is assumed to be a cubic function
f (u) = f u2(1− u) (1.2)
with a growth coeﬃcient f > 0, respectively.
The aim of this paper is to estimate from above and below the fractal dimension of the global attractor for a semi-
discrete approximation of (CG) in terms of the coeﬃcients a,b, c,d, f and ν in (CG) and the approximation parameter h. In
the previous paper [14] we have established the upper and lower estimate
C1νd dimA+ 1 C2
(
(νd)2 + 1) (1.3)
of the fractal dimension dimA of the global attractor A for the dynamical system governed by (CG). On the other hand,
the authors have already studied in [9] the dynamics of a semi-discrete approximation to (CG) by ordinary consistent-mass
ﬁnite-element scheme as in [2,15]. However, that approximation does not preserve an important property, the nonnegativity
of the solutions. Consequently, in general one can only obtain the estimate
C1νd dimAh + 1 C2
(
(νd)6 + 1) (1.4)
of the fractal dimension dimAh .
Recently, Saito in [17] has formulated a full-discrete approximation for a simpliﬁed Keller–Segel system by the conser-
vative upwind ﬁnite-element scheme by Baba and Tabata [3] and semi-implicit Euler scheme. The scheme is well-posed
under some time step-size control τ ∼ O (h2), and has the error estimate of order O (h1−2/p + τ ) in Lp-space. Moreover,
Saito [17] proved conservation of mass and preservation of nonnegativity for the approximate solutions. Since the simpliﬁed
Keller–Segel system is a variation of (CG), this scheme should be applied to the present system (CG). In the present paper
we employ for (CG) the conservative upwind scheme by Saito [17], construct the dynamical system for the approximate
system, and show the estimate
C1νd dim A¯h + 1 C2
(
(νd)2 + 1) (1.5)
of the fractal dimension dim A¯h of the global attractor A¯h for the approximate dynamical system.
The paper is organized as follows: in Section 2 we will formulate the assumptions on the ﬁnite-element method used
throughout the paper. Section 3 is devoted to proving the global existence of nonnegative solutions to the approximate
system and to construct the dynamical system. In Section 4 we present the upper estimate of dim A¯h whereas in Section 5
we show the lower estimate of dim A¯h . Then, in Section 6, we will state the main result of this paper. The stability and
error analysis of the approximation scheme presented here will be discussed in the forthcoming paper.
2. Finite-element approximation and main result
We present a conservative upwind ﬁnite-element discretization for (CG). For convenience we refer the reader to [15] for
the consistent-mass approximation of (CG), to [3,16,17] for the lumped-mass and upwind scheme, and to [6,11,19] for the
general theory of ﬁnite-element method.
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∂u
∂t
, v
〉
L2
+
〈
∂ρ
∂t
, η
〉
L2
= −a〈∇u,∇v〉L2 − ν
〈∇ · {u∇ρ}, v〉L2 + f 〈u2(1− u), v〉L2 − b〈∇ρ,∇η〉L2 − c〈ρ,η〉L2 + d〈u, η〉L2
for v, η ∈ H1(Ω) and 0< t < ∞. (2.1)
Let the ﬁnite-element approximation {Th; h > 0} be a family of triangulations of Ω with the meshwidth parameter h =
max{dσ ; σ ∈ Th} > 0, where σ denotes the triangles deﬁning Th and dσ their diameters. We use the following notations:
let Vσ be the set of vertices of each triangle σ ∈ Th , let Ph =⋃{P ∈ Vσ ; σ ∈ Th} be the set of vertices in Th , and ΛP =⋃{Vσ \ {P }; σ ∈ Th such that P ∈ Vσ } be the set of vertices neighboring the vertex P ∈ Ph; let ΣP = {σ ∈ Th; P ∈ Vσ } be
the set of triangles containing P ∈ Ph as a vertex. In this paper we assume that
(G1) {Th}h>0 is regular, that is, there exists a positive number μ1 > 0 independent of h such that μ1hσ  ρσ  hσ holds
for every σ ∈ Th , where ρσ is the diameter of the inscribed circle of σ ;
(G2) {Th}h>0 is quasi-uniform, that is, there exists a positive number μ2 > 0 independent of h such that μ2h  hσ  h
holds for every σ ∈ Th;
(G3) {Th}h>0 is of acute type, that is, every angle of each triangle σ ∈ Th is right-angle or acute.
The space of Courant elements is given by
Yh =
{
v ∈ C(Ω); v|σ is linear in each σ ∈ Th
}
. (2.2)
This space has the ﬁnite dimension Mh = dim Yh = #Ph . For each P ∈ Ph we associate a function φP ∈ Yh by
φP (Q ) = δP Q for Q ∈ Ph, (2.3)
where δxy denotes Kronecker’s delta. Then the set {φP ; P ∈ Ph} consists a basis of Yh , that is, the vector space spanned by
{φP ; P ∈ Ph} coincides with Yh . The interpolation operator πh : C(Ω) → Yh is introduced by
πhv =
∑
P∈Ph
v(P )φP for v ∈ C(Ω). (2.4)
We also equip Yh with the usual L2-inner product and consider it as a closed subspace of L2(Ω). The L2-orthogonal
projection ph : L2(Ω) → Yh is introduced by
〈phv, wˆ〉L2 = 〈v, wˆ〉L2 for v ∈ C(Ω) and wˆ ∈ Yh. (2.5)
Here we introduce the scheme of barycentric lumping of masses. For the convenience we refer the reader to [11,
Section 5.1], [16] and [19, Chapter 15]. Let D¯ P denote the barycentric domain corresponding to the vertex P ∈ Ph , and
φ¯P the characteristic function of D¯ P . Let us deﬁne the barycentric lumped mass space Y¯h by the vector space spanned by
{φ¯P ; P ∈ Ph}, that is,
Y¯h =
{
v¯ ∈ L∞(Ω); v¯|D¯ P is constant in D¯ P for each P ∈ Ph
}
. (2.6)
The operator L¯h : Yh → Y¯h deﬁned by
L¯h vˆ =
∑
P∈Ph
vˆ(P )φ¯P for vˆ ∈ Yh, (2.7)
is called as the lumping operator.
Now we can introduce Yh a new inner product by
(vˆ, wˆ)b = 〈L¯h vˆ, L¯h wˆ〉L2 for vˆ, wˆ ∈ Yh. (2.8)
Then, by [11, Section 5.1],
‖vˆ‖b = (vˆ, vˆ)1/2b = ‖L¯h vˆ‖L2 for vˆ, wˆ ∈ Yh, (2.9)
is a new norm equivalent to ordinary L2-norm on Yh . We denote by W¯h the space Yh equipped with the inner product (·,·)b
and the norm ‖ · ‖b (the subscript “b” means “barycentric lumping”).
Next we introduce an upwind-type approximation (cf. [3,17]) for the chemotaxis term 〈∇ · {v∇ρ},w〉L2 . For any ρ ∈
H1(Ω), let us deﬁne a linear operator β¯h(ρ) on W¯h by(
β¯h(ρ)vˆ, wˆ
)
b =
∑
wˆ(P )
∑ {
β¯+P Q (ρ)vˆ(P ) − β¯−P Q (ρ)vˆ(Q )
}
for vˆ, wˆ ∈ W¯h, (2.10)P∈Ph Q ∈ΛP
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β¯±P Q (ρ) =
∫
Γ¯P Q
[n¯P Q · ∇ρ]± dx, (2.11)
where [x]± = max{±x,0} denotes the positive/negative part of the number x, Γ¯P Q = ∂ D¯ P ∩ ∂ D¯ Q the boundary of adjacent
barycentric domains, and n¯P Q the normal vector on Γ¯P Q outward from D¯ P . We here notice that β¯
±
Q P (ρ) = β¯∓P Q (ρ), and,
hence,(
β¯h(ρ)vˆ, wˆ
)
b =
∑
P∈Ph
vˆ(P )
∑
Q ∈ΛP
β¯+P Q (ρ)
(
wˆ(P ) − wˆ(Q )) for vˆ, wˆ ∈ W¯h. (2.12)
Moreover, if ρˆ ∈ W¯h , then we can see
β¯±P Q (ρˆ) =
∑
σ∈ΣP∩ΣQ
meas(Γ¯P Q ∩ σ)[n¯P Q |σ · ∇ρˆ|σ ]±. (2.13)
The upwind ﬁnite-element approximation to (2.1) is given by(
∂ uˆ
∂t
, vˆ
)
b
+
(
∂ρˆ
∂t
, ηˆ
)
b
= −a〈∇uˆ,∇ vˆ〉L2 − ν
〈
βh(ρˆ)uˆ, vˆ
〉
L2 + f
(
πh
[
uˆ2(1− uˆ)], vˆ)b − b〈∇ρˆ,∇ηˆ〉L2 − c(ρˆ, ηˆ)b + d(uˆ, ηˆ)b
for vˆ, ηˆ ∈ W¯h and 0< t < ∞. (2.14)
Introducing the approximate Laplacian operator ¯h on W¯h by
(¯h vˆ, wˆ)b = −〈∇ vˆ,∇ wˆ〉L2 for vˆ, wˆ ∈ W¯h, (2.15)
we can write (2.14) as the system on W¯h × W¯h:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂ uˆ
∂t
= a¯huˆ − νβ¯h(ρˆ)uˆ + fπh
[
uˆ2(1− uˆ)] in Ω × (0,∞),
∂ρˆ
∂t
= b¯hρˆ − cρˆ + duˆ in Ω × (0,∞),
uˆ(x,0) = uˆ0(x), ρˆ(x,0) = ρˆ0(x) in Ω,
(2.16)
with the initial functions uˆ0(x), ρˆ0(x) ∈ W¯h .
3. Dynamical system of approximate system
Here we have to mention the global existence of nonnegative solutions to the approximate system (2.16).
Lemma 3.1. Under the assumptions (G1)–(G3), for every pair of initial functions (uˆ0, ρˆ0) ∈ W¯h × W¯h and for each ﬁxed h > 0, the
approximate system (2.16) admits a unique global solution such that
(uˆ, ρˆ) ∈ C1([0,∞); W¯h × W¯h).
Moreover, if uˆ0  0 and ρˆ0  0, then uˆ(t) 0 and ρˆ(t) 0 for all t  0, and there holds∥∥L¯huˆ(t)∥∥L1 + ∥∥uˆ(t)∥∥2b + ∥∥(−¯h + 1) 12 ρˆ(t)∥∥2b  C{1+ e−ηt(‖L¯huˆ0‖L1 + ‖uˆ0‖2b + ∥∥(−¯h + 1) 12 ρˆ0∥∥2b)} (3.1)
with some positive constants C and η which are independent of uˆ0 , ρˆ0 and h.
Proof. The ﬁrst part is easily proved by the similar argument given in [2], because the approximate system can be written
by a ﬁnite system of ordinary differential equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
meas(D¯ P )
duˆP
dt
= −a
∑
Q ∈Ph
K P Q uˆQ − ν
∑
Q ∈ΛP
{
β¯+P Q (ρˆ)uˆ P − β¯−P Q (ρˆ)uˆQ
}
+ f meas(D¯ P )
[
uˆ2P (1− uˆ P )
]
, P ∈ Ph, 0< t < ∞,
meas(D¯ P )
dρˆP
dt
= −b
∑
Q ∈Ph
K P Q ρˆQ − cmeas(D¯ P )ρˆP + dmeas(D¯ P )uˆ P , P ∈ Ph, 0< t < ∞,
uˆ P (0), ρˆP (0) 0, P ∈ Ph,
(3.2)
where all terms in the right-hand side are Lipschitz continuous.
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tion (G3) we have KP Q  0. And, by deﬁnition, β¯−P Q (ρ) 0 (cf. [3,17]). Therefore, the right-hand side of the equation on uˆ P
in (3.2) are linear in uˆQ and their coeﬃcients are all nonnegative, which yields that the solution uˆ(t) is nonnegative (cf.
Bellman [5, Section 10.15]). The similar argument holds also for ρˆ(t), and, hence, ρˆ(t) is also nonnegative.
The last part, the a priori estimate for solutions, can be established in a similar manner as in [14] as follows. Let us
denote shortly u¯ = L¯huˆ, then ‖uˆ‖b = ‖u¯‖L2 . Firstly, applying L¯h to the ﬁrst equation of (2.16) and integrating it over Ω , we
have from (3.29) below that
d
dt
∥∥u¯(t)∥∥L1 =
(
∂ uˆ
∂t
,1
)
b
= f 〈u¯2(1− u¯),1〉L2 = f (‖u¯‖2L2 − ‖u¯‖3L3), (3.3)
which yields
d
dt
∥∥u¯(t)∥∥L1  f4
(
3|Ω| − 2‖u¯‖L1 − ‖u¯‖2L2
)
. (3.4)
Next, applying L¯h to the ﬁrst equation of (2.16), multiplying L¯huˆ, integrating it over Ω and utilizing (3.31) below, we have
1
2
d
dt
‖u¯‖2L2 = −a‖∇uˆ‖2L2 − ν
(
β¯h(ρˆ)uˆ, uˆ
)
b + f
〈
u¯2(1− u¯), u¯〉L2
−a‖∇uˆ‖2L2 +
ν
2
‖u¯‖2L4‖¯hρˆ‖b + f
(‖u¯‖3L3 − ‖u¯‖4L4)
−a‖∇uˆ‖2L2 +
ν2
8 f
‖¯hρˆ‖2b + f ‖u¯‖3L3 −
f
2
‖u¯‖4L4 . (3.5)
Next, applying L¯h to the second equation of (2.16), multiplying L¯hρˆ and integrating it over Ω , we have
1
2
d
dt
‖ρˆ‖2b −b‖∇ρˆ‖2L2 − c‖ρˆ‖2b + d‖ρˆ‖b‖u¯‖L2 −b‖∇ρˆ‖2L2 −
c
2
‖ρˆ‖2b +
d2
2c
‖u¯‖2L2 . (3.6)
Similarly, applying L¯h to the second equation of (2.16), multiplying L¯h¯hρˆ and integrating it over Ω , we have
1
2
d
dt
‖∇ρˆ‖2L2 −
b
2
‖¯hρˆ‖2b − c‖∇ρˆ‖2L2 +
d2
2b
‖u¯‖2L2 . (3.7)
Since ‖(−¯h + 1) 12 ρˆ(t)‖2b = ‖∇ρˆ‖2L2 + ‖ρˆ‖2b , we can see that
V (t) = ν
2d2(b + c)
b2cf 2
∥∥u¯(t)∥∥L1 + ∥∥u¯(t)∥∥2L2 + ν24bf
∥∥(−¯h + 1) 12 ρˆ(t)∥∥2b
satisﬁes
dV
dt
− ν
2c
4bf
∥∥(−¯h + 1) 12 ρˆ(t)∥∥2b + ν2d2(b + c)4b2cf
(
3|Ω| − 2‖u¯‖L1
)+ 2 f ‖u¯‖3L3 − f ‖u¯‖4L4
−ηV + 3ν
2d2(b + c)
4b2cf
|Ω|, (3.8)
where η = (1/c + 2/ f )−1, and, hence,
V (t) e−ηt V (0) + 3ν
2d2(b + c)
4b2cf η
|Ω|. (3.9)
Thus we proved the lemma. 
Then, similarly to the case of consistent-mass approximation [2,9,15], the asymptotic behavior of solutions of (2.16) is
described by the dynamical system ( S¯h,t , X¯h, X¯h) in the universal space X¯h = W¯h × W¯h with the metric of the L2 × H1-
norm, where the phase space X¯h is a bounded and, hence, a compact subset of X¯h; and S¯h,t is a nonlinear semigroup acting
on X¯h which is continuous in the X¯h-norm. Hence, according to [18], the dynamical system ( S¯h,t, X¯h, X¯h) possesses a global
attractor A¯h =⋂0t<∞ S¯h,tX¯h .
In a similar manner as in [8], we can establish the following a priori estimates for the solutions in the global attractor A¯h
for (2.16).
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T∫
0
∥∥¯hρˆ(t)∥∥2b dt  d2b2 |Ω|
(
T + 10
f
+ 3
c
)
, (3.10)
1
2
T∫
0
∥∥L¯huˆ(t)∥∥4L4 dt + af
T∫
0
∥∥(−¯h + 1) 12 uˆ(t)∥∥2b dt

(
1+ a
f
+ ν
2d2
8b2 f 2
)
|Ω|T +
{
15+ 4a
f
+ ν
2d2
b2 f 2
(
5+ 3 f
2c
)} |Ω|
f
. (3.11)
Proof. Here we denote again shortly u¯ = L¯huˆ. Firstly, since the inequality u2 − u3  1− u holds for u  0, (3.3) yields
d
dt
∥∥u¯(t)∥∥L1  f (|Ω| − ‖u¯‖L1), (3.12)
and, hence,
∥∥u¯(t)∥∥L1  e− f t∥∥u¯(0)∥∥L1 + |Ω|(1− e− f t). (3.13)
Moreover, for any α > 0 we obtain
t∫
0
e−α(t−s)
∥∥u¯(s)∥∥2L2 ds
T∫
0
e−α(t−s)
{∥∥u¯(s)∥∥L1 − 1f dds
∥∥u¯(s)∥∥L1
}
ds f + α
f α
(|Ω| + ∥∥u¯(0)∥∥L1). (3.14)
Next, from (3.6) with Gronwall’s lemma, we have
∥∥ρˆ(t)∥∥2b  e−ct∥∥ρˆ(0)∥∥2b + d2c
t∫
0
e−c(t−s)
∥∥u¯(s)∥∥2L2 ds e−ct∥∥ρˆ(0)∥∥2b + d2(c + f )c2 f
(|Ω| + ∥∥u¯(0)∥∥L1). (3.15)
Similarly with Gronwall’s lemma, from (3.7), we have
∥∥∇ρˆ(t)∥∥2L2  e−2ct∥∥∇ρˆ(0)∥∥2L2 + d2b
t∫
0
e−2c(t−s)
∥∥u¯(s)∥∥2L2 ds e−2ct∥∥∇ρˆ(0)∥∥2L2 + d2(2c + f )2bcf
(|Ω| + ∥∥u¯(0)∥∥L1). (3.16)
On the other hand, from (3.5) we see
1
2
d
dt
‖u¯‖2L2 −a‖∇uˆ‖2L2 +
9 f
2
|Ω| − f
2
‖u¯‖2L2 +
ν2
8 f
‖¯hρˆ‖2b, (3.17)
and, hence,
∥∥u¯(t)∥∥2L2  e− f t∥∥u¯(0)∥∥2L2 +
t∫
0
e− f (t−s)
{
9 f |Ω| + ν
2
4 f
∥∥¯hρˆ(s)∥∥2b
}
ds
 e− f t
∥∥u¯(0)∥∥2L2 + ν24bf
∥∥∇ρˆ(0)∥∥2L2 + 9|Ω| + ν2d22b2 f 2 6c + f3c
(|Ω| + ∥∥u¯(0)∥∥2L2). (3.18)
Here we used from (3.7) and (3.14) that
t∫
0
e− f (t−s)
∥∥¯hρˆ(s)∥∥2b ds 1b
∥∥∇ρˆ(0)∥∥2L2 + d2b2
t∫
0
e− f (t−s)
∥∥u¯(s)∥∥2L2 ds 1b
∥∥∇ρˆ(0)∥∥2L2 + 2d2b2 f
(|Ω| + ∥∥u¯(0)∥∥L1),
and that |Ω| + ‖u¯(0)‖L1  43 {|Ω| + ‖u¯(0)‖2L2 }.
Now, since the solution (uˆ, ρˆ) lies in the attractor, the effects of initial data should be absorbed into the constant term.
Therefore,
142 M. Efendiev et al. / J. Math. Anal. Appl. 358 (2009) 136–147∥∥u¯(t)∥∥L1  2|Ω|, (3.19)∥∥ρˆ(t)∥∥2b  6d2(c + f )c2 f |Ω|, (3.20)∥∥∇ρˆ(t)∥∥2L2  3d2(2c + f )bcf |Ω|, (3.21)∥∥u¯(t)∥∥2L2  18|Ω| + 3ν2d24b2 f 2 10c + 3 fc |Ω|. (3.22)
Again from (3.3),
T∫
0
∥∥u¯(t)∥∥2L2 dt 
T∫
0
{
1− 2
f
d
dt
∥∥u¯(t)∥∥L1
}
dt  |Ω|
(
T + 4
f
)
, (3.23)
and similarly,
T∫
0
∥∥u¯(t)∥∥3L3 dt 
T∫
0
{
1− 3
f
d
dt
∥∥u¯(t)∥∥L1
}
dt  |Ω|
(
T + 6
f
)
. (3.24)
Integrating (3.7) in t from 0 to T , we have
b
2
T∫
0
∥∥¯hρˆ(t)∥∥2b dt  12
∥∥∇ρˆ(0)∥∥2L2 + d22b
T∫
0
∥∥u¯(t)∥∥2L2 dt  d22b |Ω|
(
T + 10
f
+ 3
c
)
. (3.25)
Integrating (3.5) in t from 0 to T , we have
a
T∫
0
∥∥∇uˆ(t)∥∥2L2 dt + f2
T∫
0
∥∥u¯(t)∥∥4L4 dt  12
∥∥u¯(0)∥∥2L2 + f
T∫
0
∥∥u¯(t)∥∥3L3 dt + ν28 f
T∫
0
∥∥¯hρˆ(t)∥∥2b dt
 |Ω|( f T + 15) + ν
2d2
8b2 f
|Ω|
(
T + 40
f
+ 12
c
)
. (3.26)
Thus, since ‖(−¯h + 1) 12 uˆ(t)‖2b = ‖∇uˆ(t)‖2L2 + ‖u¯(t)‖2L2 , we obtained the desired estimates. 
For the convenience of the calculation below, we here list some important properties of approximate operators. Here is
also included some facts already quoted above in the proof of the lemma.
Lemma 3.3. The approximate Laplacian ¯h possesses the following properties:
(i) for any vˆ ∈ Yh, it holds that
(¯h vˆ,1)b = 0; (3.27)
(ii) −¯h + 1 is positive-deﬁnite self-adjoint in W¯h;
(iii) ‖(−¯h + 1)θ · ‖b is equivalent to ‖ · ‖H2θ in W¯h when 0 θ < 3/4;
(iv) if we introduce the approximate Laplacian of consistent-mass type by
〈h vˆ, wˆ〉L2 = −〈∇ vˆ,∇ wˆ〉L2 for vˆ, wˆ ∈ Yh, (3.28)
then ‖(−¯h + 1)θ · ‖b and ‖(−h + 1)θ · ‖L2 are equivalent norms in W¯h when 0 θ  1.
We omit the proof here, and refer the reader to [3,10,11,15].
Lemma 3.4. The approximate chemotaxic operator β¯h(·) satisﬁes the relations:(
β¯h(ρˆ)vˆ,1
)
b = 0 for vˆ, ρˆ ∈ Yh; (3.29)(
β¯h(ρˆ)1, wˆ
)
b = (¯hρˆ, wˆ)b for wˆ, ρˆ ∈ Yh; (3.30)
−(β¯h(ρˆ)vˆ, vˆ)b = −〈βh(ρˆ)vˆ, vˆ〉L2  12‖L¯h vˆ‖24‖¯hρˆ‖b for vˆ, ρˆ ∈ Yh; (3.31)∣∣(β¯h(ρˆ)vˆ, wˆ)b∣∣ Cˆ‖L¯h vˆ‖L6‖∇ρˆ‖L3‖∇ wˆ‖L2 for vˆ, wˆ, ρˆ ∈ Yh, (3.32)
with Cˆ > 0 independent of h, vˆ , wˆ , ρˆ .
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β¯h(ρˆ)1, wˆ
)
b =
∑
P∈Ph
wˆ(P )
∑
Q ∈ΛP
{
β¯+P Q (ρˆ) − β¯−P Q (ρˆ)
}= −〈∇ρˆ,∇ wˆ〉L2 , (3.33)
because∑
Q ∈ΛP
{
β¯+P Q (ρˆ) − β¯−P Q (ρˆ)
}= − ∑
Q ∈ΛP
∑
σ∈ΣP∩ΣQ
meas(Γ¯P Q ∩ σ)n¯P Q |σ · ∇ρˆ|σ
= −
∑
σ∈ΣP
meas(σ )∇φP |σ · ∇ρˆ|σ = −〈∇ρˆ,∇φP 〉L2 . (3.34)
By a similar argument we have
−(β¯h(ρˆ)vˆ, vˆ)b = −12
∑
P∈Ph
∑
Q ∈ΛP
[
vˆ(P )2
{
β¯+P Q (ρˆ) − β¯−P Q (ρˆ)
}+ {vˆ(P ) − vˆ(Q )}2β¯+P Q (ρˆ)]
−1
2
∑
P∈Ph
vˆ(P )2
∑
Q ∈ΛP
{
β¯+P Q (ρˆ) − β¯−P Q (ρˆ)
}
= 1
2
(−¯hρˆ,πh vˆ2)b  12‖L¯h vˆ‖24‖¯hρˆ‖b, (3.35)
which shows the third estimate. 
The above relations are quite similar to the following properties:∫
Ω
∇ · {v∇ρ}dx = 0 for v ∈ H1(Ω), ρ ∈ H2N (Ω), (3.36)
∇ · {1∇ρ} = ρ for ρ ∈ H2N (Ω), (3.37)
−〈∇ · {v∇ρ}, v〉L2 = 12
〈−ρ, v2〉L2  12‖v‖2L4‖ρ‖L2 for v ∈ H1(Ω), ρ ∈ H2N(Ω), (3.38)
and ∣∣〈∇ · {v∇ρ},w〉L2 ∣∣ ‖v‖L6‖∇ρ‖L3‖∇w‖L2 for v,w ∈ H1(Ω), ρ ∈ H2N (Ω), (3.39)
respectively.
4. Upper estimate
As was shown above, system (2.16) possesses a global attractor. In this section we present an upper estimate for the
dimension of the global attractor. To this end we follow [4,18] and recall some basic facts.
Let X be a Hilbert space with inner product (·,·)X and norm ‖ · ‖X , let X be a compact subset of X , and consider
a continuous dynamical system (St ,X, X) with a nonlinear semigroup St acting on X which is continuous in X . Accord-
ing to [18], the global attractor of (St ,X, X) is given by A = ⋂0t<∞ StX. Assume that, for each t  0, St is uniformly
quasi-differentiable [4, Deﬁnition 10.1.3] on X in the norm of X in the sense that, for each U ∈ X, there exists a linear
operator S ′t(U ) in X , called the quasi-differential, such that∥∥St(U1) − St(U ) − S ′t(U )(U1 − U )∥∥X  γt(‖U1 − U‖X )‖U1 − U‖X (4.1)
holds for any t > 0 and for any U1 ∈ X, where the function γt(ζ ) is independent of U and U1 and satisﬁes γt(ζ ) → 0 as
ζ → 0. Also assume that, for each U0 ∈ X, the quasi-differential S ′t(U0) is generated by the evolution equation
dV
dt
= −A(U (t))V , (4.2)
where U (t) = StU0. It is supposed that the operators A(U ) are densely deﬁned, closed linear operators acting on X and are
deﬁned for all U ∈ X, and that the domains D(A(U )) ≡ D are constant. Then, by Babin and Vishik [4, Theorem 10.1.1], the
dimension dimA of the global attractor A is estimated from above by the smallest integer N
dimA N (4.3)
satisfying
qN < 0. (4.4)
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qN = lim inf
T→∞ supU0∈A
1
T
T∫
0
inf{φ j}
N∑
j=0
(−A(U (t))φ j, φ j)X dt, (4.5)
U (t) = StU0, and {φ j} = {φ j ∈ D} j=1,2,... are arbitrary orthonormal systems in X .
Now we will apply (4.3)–(4.5) for the dynamical system ( S¯h,t, X¯h, X¯h). Since the right-hand side of the approximate
system (2.16) is not smooth but Lipschitz continuous for (uˆ, ρˆ) ∈ X¯h , we can exploit that, by the molliﬁer argument, for each
ﬁxed t  0, the operator S¯h,t is uniformly quasi-differentiable on A¯h in X¯h . For each Uˆ0 =
[ uˆ0
ρˆ0
] ∈ A¯h , the quasi-differential
S¯ ′h,t(Uˆ0) : X¯h → X¯h is generated by the linearization equation for (2.16)⎧⎪⎪⎨
⎪⎪⎩
∂ vˆ
∂t
= a¯h vˆ − νβ¯h(ρˆ)vˆ − νβ¯ ′h(ρˆ)[ηˆ]uˆ + fπh
[(
2uˆ − 3uˆ2)vˆ],
∂ηˆ
∂t
= b¯hηˆ − cηˆ + dvˆ,
(4.6)
where
[ uˆ
ρˆ
]= [ uˆ(t)
ρˆ(t)
]= S¯h,t[ uˆ0ρˆ0 ] is a solution of (2.16) whose trajectory is contained in A¯h . The operator β¯ ′h(ρˆ)[ηˆ] appearing
in the ﬁrst equation of (4.6) is a derivative to the approximate chemotaxic operator β¯h(·) at ρˆ in W¯h deﬁned as follows:(
β ′h(ρˆ)[ηˆ]vˆ, wˆ
)
b =
∑
P∈Ph
vˆ(P )
∑
Q ∈ΛP
β¯+′P Q (ρˆ, ηˆ)
(
wˆ(P ) − wˆ(Q )) for vˆ, wˆ, ρˆ, ηˆ ∈ W¯h, (4.7)
where
β¯+′P Q (ρˆ, ηˆ) =
∑
σ∈ΣP∩ΣQ
meas(Γ¯P Q ∩ σ) sgn+(n¯P Q |σ · ∇ρˆ|σ )(n¯P Q |σ · ∇ηˆ|σ ), (4.8)
and sgn+(x) denotes the positive sign of x
sgn+(x) =
⎧⎨
⎩
0 if x< 0,
arbitrarily ﬁxed value in [0,1] if x= 0,
1 if x> 0.
(4.9)
This operator β¯ ′h(ρˆ)[ηˆ] is a linear operator in W¯h , also linear in ηˆ, and satisﬁes∣∣(β¯ ′h(ρˆ)[ηˆ]vˆ, wˆ)b∣∣ Cˆ‖L¯h vˆ‖L6‖∇ηˆ‖L3‖∇ wˆ‖L2 (4.10)
with Cˆ > 0 independent of h. We omit the proof here.
Let us deﬁne the family of operators
A¯h(Uˆ )Vˆ =
[−a¯h vˆ − fπh[(2uˆ − 3uˆ2)vˆ] + νβ¯h(ρˆ)vˆ + νβ¯ ′h(ρˆ)[ηˆ]uˆ
−dvˆ − b¯hηˆ + cηˆ
]
for Uˆ =
[
uˆ
ρˆ
]
∈ A¯h, Vˆ =
[
vˆ
ηˆ
]
∈ X¯h. (4.11)
Then we can see that A¯h(Uˆ ) is a bounded linear operator acting on X¯h = W¯h × W¯h and is deﬁned for every Uˆ ∈ X¯h .
Let{
φˆ j =
[
yˆ j
ψˆ j
]
∈ X¯h
}
j=1,2,...,2Mh
(4.12)
be an orthonormal system in X¯h , where dim X¯h = 2dim W¯h = 2Mh . Hereafter, the inner product of X¯h is given by
(
φˆ, φˆ′
)
X¯h
= ( yˆ, yˆ′)b + ζˆ (Λ¯hψˆ, Λ¯hψˆ ′)b, φˆ =
[
yˆ
ψˆ
]
, φˆ′ =
[
yˆ′
ψˆ ′
]
∈ X¯h, (4.13)
where Λ¯h = (−¯h + 1)1/2, and ζˆ > 0 is an arbitrary ﬁxed number, which will be speciﬁed below.
Now we calculate qN :(−A¯h(Uˆ (t))φˆ j, φˆ j) X¯h = −a‖∇ yˆ j‖2L2 − ζˆb‖∇Λ¯hψˆ j‖2L2 − ζˆ c‖Λ¯hψˆ j‖2b + ζˆd( yˆ j, Λ¯2hψˆ j)b
+ f 〈(2u¯ − 3u¯2) y¯ j, y¯ j 〉L2 − ν〈βh(ρˆ) yˆ j, yˆ j 〉L2 − ν〈β ′h(ρˆ)[ψˆ j]uˆ, yˆ j 〉L2 . (4.14)
The fourth term on the right-hand side is estimated by
ζˆd
(
yˆ j, Λ¯
2ψˆ j
)
 ζˆd‖ yˆ j‖b
∥∥Λ¯2ψˆ j∥∥ . (4.15)h b h b
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f
〈(
2u¯ − 3u¯2) y¯ j, y¯ j 〉L2 = f 〈2u¯ − 3u¯2, y¯2j 〉L2  f3 ‖ y¯ j‖2L2 . (4.16)
The sixth term is estimated as follows due to (3.31):
−ν〈βh(ρˆ) yˆ j, yˆ j 〉L2  ν2 ‖¯hρˆ‖b‖ y¯ j‖2L4  ν2 ‖¯hρˆ‖b · C1‖ yˆ j‖2b‖Λ¯h yˆ j‖2b . (4.17)
Here we employ the inequality
‖w¯‖2L4  C2L‖wˆ‖2L4  C2L C ′1‖wˆ‖L2‖wˆ‖H1  C1‖wˆ‖b‖Λ¯h wˆ‖b.
The seventh term can be estimated with the aid of (4.10) as:
−ν〈β ′h(ρˆ)[ψˆ j]uˆ, yˆ j 〉L2  Cˆν‖u¯‖L6‖∇ψˆ j‖L3‖∇ yˆ j‖L2  Cˆν‖u¯‖L6 · C2‖Λ¯hψˆ j‖2/3b ∥∥Λ¯2hψˆ j∥∥1/3b · ‖∇ yˆ j‖L2 , (4.18)
where we utilize
‖∇ wˆ‖L3  C ′2
∥∥Λ4/3h wˆ∥∥L2  C ′2CL∥∥Λ¯4/3h wˆ∥∥b  C2‖Λ¯h wˆ‖2/3b ∥∥Λ¯2h wˆ∥∥1/3b .
Here, C1 and C2 are some positive constants determined from embedding theorems, and, hence, may depend on Ω , but
they are independent of the coeﬃcients in (CG). Summing up these estimates, we have
(−A¯h(Uˆ (t))φˆ j, φˆ j) X¯h −a2‖Λ¯h yˆ j‖2b − ζˆb2
∥∥Λ¯2hψˆ j∥∥2b +
(
a+ f
3
+ ζˆd
2
b
+ C
2
1ν
2
4a
‖¯hρˆ‖2b
)
‖ yˆ j‖2b
+
(
b − c + 4Cˆ
3C32ν
3
3
√
3ζˆ 3a3b
‖u¯‖3L6
)
ζˆ‖Λ¯hψˆ j‖2b . (4.19)
Summing up these in j,
N∑
j=1
(−A¯h(Uˆ (t))φˆ j, φˆ j) X¯h −a2
N∑
j=1
‖Λ¯h yˆ j‖2b −
ζˆb
2
N∑
j=1
∥∥Λ¯2hψˆ j∥∥2b
+
(
a+ b − c + f
3
+ ζˆd
2
b
+ C
2
1ν
2
4a
‖¯hρˆ‖2b +
4Cˆ3C32ν
3
3
√
3ζˆ 3a3b
‖u¯‖3L6
)
N. (4.20)
Here we used the fact that
‖ yˆ j‖2b + ζˆ‖Λ¯hψˆ j‖2b = 1, (4.21)
and, hence,
N∑
j=1
‖ yˆ j‖2b  N, ζˆ
N∑
j=1
‖Λ¯hψˆ j‖2b  N. (4.22)
Integrate the above inequality in t from 0 to T and divide the integral by T , to obtain
1
T
T∫
0
N∑
j=1
(−A¯h(Uˆ (t))φˆ j, φˆ j) X¯h dt − 1/21/a + 1/b
N∑
j=1
(‖Λ¯h yˆ j‖2b + ζˆ∥∥Λ¯2hψˆ j∥∥2b)
+
(
a + b − c + f
3
+ ζˆd
2
b
+ C
2
1ν
2
4a
K¯ρ + 4Cˆ
3C32ν
3
3
√
3ζˆ 3a3b
K¯u
)
N, (4.23)
where, from (3.10) and (3.11),
K¯ρ = 1
T
T∫
0
∥∥¯hρˆ(t)∥∥2b dt  d2b2 |Ω|
(
1+ 10
f T
+ 3
cT
)
, (4.24)
K¯u = 1
T
T∫
0
∥∥u¯(t)∥∥3L6 dt  C3T
( T∫
0
∥∥Λ¯huˆ(t)∥∥2b dt
) 1
2
( T∫
0
∥∥u¯(t)∥∥4L4 dt
) 1
2
 C3|Ω|
√
2 f
a
(
1+ a
f
+ ν
2d2
8 f 2b2
)
+ C3|Ω|
T
√
2
af
{
15+ 4a
f
+ ν
2d2
b2 f 2
(
5+ 3 f
2c
)}
. (4.25)
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N∑
j=1
(‖Λ¯h yˆ j‖2b + ζˆ∥∥Λ¯2hψˆ j∥∥2b)
N∑
j=1
λˆ j
(‖ yˆ j‖2b + ζˆ‖Λ¯hψˆ j‖2b)=
N/2∑
j=1
λˆ j 
N/2∑
j=1
λ j  C0
(
N
2
)2
. (4.26)
Here, λ j and λˆ j are the jth eigenvalues of −+1 in L2(Ω) and −¯h +1= Λ¯2h in W¯h , respectively, and C0 is some positive
number. We notice that λˆ j ’s coincide with the eigenvalues of the other approximation −h + 1 in Yh .
Then, choosing ζˆ = ν2/(ab), we have
1
T
T∫
0
N∑
j=1
(−A¯h(Uˆ (t))φˆ j, φˆ j) X¯h dt − 1/21/a + 1/b C04 N2 +
{
a+ b − c + f
3
+ ν
2d2
ab2
+ C
2
1ν
2
4a
K¯ρ + 4Cˆ
3C32b
3
√
3
K¯u
}
N. (4.27)
Using (4.24) and (4.25) and taking limits, we obtain
qN − C0/8
a−1 + b−1 N
2 +
{
a+ b − c + f
3
+ ν
2d2
ab2
+ C
2
1 |Ω|ν2d2
4ab2
+ 4Cˆ
3C32C3|Ω|b
√
2 f
3
√
3a
(
1+ a
f
+ ν
2d2
8 f 2b2
)}
N. (4.28)
The smallest integer N satisfying qN < 0 will be at least
N >
{
a+ b − c + f
3
+ ν
2d2
ab2
+ C
2
1 |Ω|ν2d2
4ab2
+ 4Cˆ
3C32C3|Ω|b
√
2 f
3
√
3a
(
1+ a
f
+ ν
2d2
8 f 2b2
)}/ C0/8
a−1 + b−1
∼ O ((νd)2). (4.29)
Thus, the number on the right-hand side gives the estimate from above for dim A¯h .
5. Lower estimate
The estimate for dimAh from below can be obtained in the same spirit as in [1]. For the reader’s convenience we recall
here very brieﬂy the main ideas of [1].
We will follow the machinery suggested by Babin and Vishik [4] and by Temam [18]. Their main idea is to construct a
smooth unstable manifold Wloc− (U
eq
h ) localized in an open neighborhood O of an equilibrium U
eq
h under the assumptions
that the associated semigroup is Fréchet differentiable in O with derivative of the Hölder class Cα (0 < α < 1), and that
Ueqh is a hyperbolic equilibrium with ﬁnite instability dimension dim Xe(U
eq
h ) < ∞. Here, Xe(Ueqh ) is the unstable subspace
of −A¯h(Ueqh ) which is tangent to Wloc− (Ueqh ) at the point Ueqh . We must notice that the global attractor always contains
localized unstable manifolds. Since Wloc− (U
eq
h ) is a C1,α manifold of dimension dim Xe(Ueqh ), we deduce that dim A¯h 
dim Xe(U
eq
h ). Now we are going to employ this machinery by taking the homogeneous equilibrium U
eq
h =
[ 1
d/c
]
to (2.16)
with A¯h(Ueqh ) =
[−a¯h+ f ν¯h
−d −b¯h+c
]
.
As was shown in [1], the equilibrium Ueqh is a hyperbolic equilibrium of (2.16), and dim Xe(U
eq
h ) is given by the integer
N = #{μˆ j; (aμˆ j + f )(bμˆ j + c) − νdμˆ j < 0}, (5.1)
where μˆ j is the jth eigenvalue of −¯h in W¯h
0 = μˆ0 < μˆ1  μˆ2  · · · μˆMh < ∞
(μˆ j = λˆ j − 1 by the notation in the preceding section). Let μ+ be the larger positive real root of the quadratic polynomial
g(μ) = (aμ + f )(bμ + c) − νdμ. (5.2)
By a similar argument as in [7,8], if
νd > ac + bf + abμˆ1 + cf μˆ−11 , (5.3)
then N is determined by
N = #{μˆ j; 0< μˆ j < μ+} = N(μ+;−¯h) − 1, (5.4)
where N(μ; A) is the number of eigenvalues of the operator A whose absolute value is less than μ. Indeed, in the case
of (5.3), g(μ) has two distinct real roots 0 < μ− < μ+ , and μˆ1 is larger than μ− . From Triebel [20, Theorem 5.6.2] and
Ciarlet [6, Chapter 4, pp. 283–286], we can see that, for suﬃciently small h > 0,
N(μ;−¯h) + 1 = O (μ + 1). (5.5)
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dimAh  N  C(μ+ + 1) − 2 = O (νd), (5.6)
because μ+ = νd−ac−bf+
√
(νd−ac−bf )2−4abcf
2ab = O (νd).
6. Main result
Here we state the main result of the paper.
Theorem 6.1. Let the assumptions (G1)–(G3) be fulﬁlled, and the discretization parameter h > 0 be suﬃciently small. Then the dimen-
sions of global attractors A¯h satisfy uniformly with respect to h the estimate:
C1νd dim A¯h + 1 C2
(
(νd)2 + 1) (6.1)
with some positive constants C1 and C2 which are independent of h.
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