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1 Background
TheCentreforDigitalMusicatQueenMaryUniversityof
London, is at the forefront of research related to digital music
and audio analysis, modeling and processing, and is actively
involved in the creation of new standards. Founded and di-
rected by Prof. Mark Sandler, its research track record spans
more than twenty years, including more than a dozen PhDs
and 200 publications. This research covers a wide number
of audio and music related aspects ranging from digital am-
pliﬁcation to music information retrieval. Our ﬁndings have
been reported by the international press and ﬁnd application
in a variety of consumer goods from DVD players to laptops.
We have externally funded projects with a value exceeding
£1M and industrial and academic partners across Europe, the
Americas and Asia. In the following we introduce some of
our research projects (Sec. 2), education programme ( Sec. 3),
most relevant activities (Sec. 4) and ﬁnally discuss future di-
rections for the Centre (Sec. 5).
2 Research
2.1 Coding
Scalable audio coding: our research in this area resulted in
the development of a ﬁne-grain scalable audio codec based
on the MDCT and Embedded Zero Trees (1; 2). The unique
feature of this codec is that, after encoding, each coded au-
dio frame can be tailored to any size, with an accuracy of one
bit. This is because its internal representation is like a chain
of bits, where the bits are in order of signiﬁcance to the de-
coder. Thus the tail of the chain may be discarded, leaving a
still-decodable head. This was subsequently commercialised
by insonify (www.insonify.com) integrating the codec into a
complete scalable streaming solution, including server and
clients.
High quality voice over packet networks: this research
is concerned with the transmission of speech across packet
switched networks (PSNs). It compresses the speech signal
by using linear predictive coding. The crux of this method
is an analysis ﬁlter which approximates the envelope of the
current speech frame. This “short term prediction” ﬁlter is
characterised by a set of prediction coefﬁcients. The research
undertaken aims at methods of compressing these coefﬁcients
and compensating for them in the event of the inevitable loss
inherent to “best effort” approaches such as PSNs (3).
Hybridcodingforhighqualityaudio: thisproject, funded
byanEUMarieCuriefellowship, isprimarilyconcernedwith
investigating compression techniques for high quality audio
signals (i.e. CD-quality or better). Our approach decomposes
the signal according to its different components: tonal part,
transientsandresidual(stochasticpart); andencodethemsep-
arately. The model is additive, i.e. these components are
present simultaneously at any time. Our decomposition crite-
ria assumes the transients and tonal parts to have a compact
representation in given orthogonal basis: the MDCT for the
tonal part (4) and the dyadic wavelets for the transients (5).
Object-based coding of audio: this work involves using
automatic music transcription and sinusoidal analysis tech-
niques to decompose musical audio into descriptions of mu-
sical ”objects” (6). These are are then transmitted to a recei-
ver and re-synthesised. This research is also concerned with
the estimation of parameters for instrument synthesis models,
so that the identity of the instruments can be reconstructed as
well as the notes themselves. This research offers the poten-
tial of scalable and very low bit rate audio coding and decod-
ing in real time.
2.2 Music analysis
Event-basedsegmentationofmusic: isconcernedwithal-
gorithms that compute sets of features from the frame-by-
frame analysis of the signal, and then detect abrupt changes
in the trajectory of those features. Our research in this area
has been primarily concerned with the detection of note on-
sets. Proposed methods include improvements to spectral dif-
ference approaches; methods based on the predictability of
the phase information of the signal; and of features in the
complex-domain (7); We have complemented our extensivework in the area with a comparative study of the different ap-
proaches to onset detection (8).
Semantic segmentation of music: our work in this area
constructs and labels contiguous regions, such as instrumen-
tal sections, chorus, verse, or abstract “textures” with com-
mon statistical properties (9). Over short audio frames, pitch-
independent spectral envelopes are estimated using MFCCs.
An unsupervised HMM classiﬁes the frames producing a la-
beled state sequence known as the “texture score”. As a se-
mantic tool, this score reveals much of the structure of a piece
and has been applied to the problem of music information re-
trieval (10).
Automatic music transcription: this research, within the
context of the OMRAS project, is concerned with the prob-
lem of automatically decomposing musical signals into a
score-like representation. Apart from methods dealing with
the analysis of monophonic signals (11), a number of meth-
ods were proposed for the analysis of simple polyphonic mu-
sic (12; 13) including: blackboard systems combined with
fuzzy logic or harmonic combs in the frequency domain; and
a time-domain linear additive model using a self-generated
dictionary of piano waveforms. A novel music informa-
tion retrieval approach was proposed that compared harmonic
contours created from our transcription systems and from a
large database of polyphonic scores (14).
Using adaptive statistical models of auditory perception:
the speciﬁcation of these models draws on concepts from
information theory, particularly the principle of redundancy
reduction, whereby an analytic system must learn to detect
structure in its input in order to be able to recode it in a non-
redundant way. Techniques based on these ideas include In-
dependent Component Analysis (ICA) and its generalisations
to noisy and/or non-negative data, which we have applied to
audio and music signals. The latter application forms the ba-
sisofaproposedsystemforautomaticpolyphonicmusictran-
scription(15). Ithasalsoresultedinanovelapproachtoevent
detection based on assessing the “surprisingness” of a signal
using an ICA-based model of expectation (16), after which
the characteristic shapes of events are learned and detected
by a HMM (17).
High-level semantic analysis of music: under the frame-
work of the EU-funded SIMAC project, we are currently
investigating on the extraction of higher-level semantic de-
scriptors from music signals including harmonic analysis of
signals using chroma representations and frequency warp-
ing; rhythmic analysis based on the construct of probabilis-
tic models for temporal expectation of rhythmic events; in-
strument identiﬁcation based on probabilistic models; and the
extraction of melodic contours from complex mixtures.
2.3 Adaptive signal processing
Audio source separation: the problem of separating sound
objects recorded in a real room was examined using ICA.
Real room recordings were modeled as convolutive mixtures
of the auditory objects. A novel Fast Frequency Domain ICA
framework was introduced, using two possible implementa-
tions (18). In addition we presented a robust Likelihood Ratio
Jump solution to the permutation problem of ordering sources
along the frequency axis. We also studied the ideas of ex-
ploiting the extra geometrical information, such as the mi-
crophone spacing, in order to perform permutation alignment
using beam-forming (19); and of intelligent source separa-
tion of a desired source. Previous work on instrument recog-
nition is combined with source separation, as an attempt to
emulate human brain’s selectivity of sources. The problem of
more sources than sensors was also addressed, using a 2-state
Gaussian Mixture model for the case of instantaneous audio
mixtures (20).
Fastsparsecodingforaudio: ourresearchconcentrateson
the development of fast solutions for constructing overcom-
plete sparse sub-band decompositions (21). This is a gener-
alisation of the perturbed basis pursuit problem, speciﬁcally
applied to an overcomplete sub-band representation. Our
formulations are generalisations of the iterative re-weighted
least squares algorithm and can be given a probabilistic inter-
pretation. To our knowledge this is the ﬁrst set of algorithms
that can achieve such sparsity for large data sizes (e.g. for
whole pieces of music). We are exploring the beneﬁts of such
a representation for efﬁcient coding of audio as well as look-
ing at its potential for other signal processing problems such
as source separation.
Shift-invariant sparse coding: this research aims to de-
velop time-frequency representations able to extract basis
functions from an audio signal which are independent from
their original time position (22). Furthermore it attempts to
ﬁndasparsedecompositionofaudiomixturesintothosebasis
functions. Possible applications include, audio coding, music
onset detection, music transcription, source separation, audio
restoration and noise reduction.
2.4 Digital audio processing
TSS separation and applications: our research in this area
focuses on separating transient information from the time-
varying steady state components of musical audio (TSS sep-
aration). It is based on phase-vocoder theory for signal seg-
mentation, but with improvements related to the use of multi-
resolution analysis and adaptive thresholding (23). The idea
was applied to audio processing techniques to enhance or de-
creasethestrengthofnoteattackinformationandtoenhancedtime-scaling implementations, where only steady state re-
gions are stretched (24).
Wavelet signal processing: our research has demonstrated
two different ways to perform linear processing of 1-D sig-
nals in the wavelet domain (25). One method proceeds from
a shift-invariant wavelet representation that is sparser than the
undecimated wavelet transform. We called this ﬁrst method
the Wavelet Table Transform (WTT) ﬁltering, and for real-
time FIR ﬁltering and delay on long signals, we devised
a variant that overcomes block-end artifacts, and is called
the Lapped Wavelet Table Transform (LWTT). The second
method looks afresh at the problem and derives a matrix al-
gebra solution.
Surround sound: the overall impact of multichannel audio
on audiences still remains unknown at the design stage, while
objective assessment of the imaging imparted by holographic
sound systems assume listening conditions that can be met
exclusively in household installations, where the audience is
usually located in a very restricted area and the acoustical
properties of the room can be generally neglected. Our re-
search focus on some of the challenges involved in predicting
the spatial reproduction performance of surround sound sys-
tems serving large and acoustically live listening areas and
highlights the shortcomings of current objective assessment
methods (26; 27).
Sigma delta modulation: is a popular analogue to digital
and digital to analogue converter that has seen widespread
application, especially in audio. In collaboration with Philips
Research Labs, we have devised improved schemes for com-
pression of the output bitstream of a sigma delta modulator
(28), and research continues into the dynamics of sigma delta
modulators and related electronic devices. Further advance-
ments have been achieved on the understanding of the effect
of dither (29), and on the beneﬁts of chaotic modulation (30).
This work has contributed major theoretical advances in the
ﬁeld, and lead to superior designs for sigma delta modulators
in commercial applications.
3 Education
Starting in Autumn 2004, the Centre will offer a new
MSc in Digital Music Processing. This course will effec-
tively exploit the skills and resources of the Centre while be-
ing a natural complement to the successful MSc in Digital
Signal Processing already offered by the Department of Elec-
tronic Engineering at Queen Mary University of London. The
programme is intended to provide engineering students with
training in advanced music and audio technologies. Modules
run by the Centre include: Fundamentals of DSP, Advanced
Transforms Methods, Real-Time DSP, Statistical DSP, Audio
& speech processing, Music Analysis and Synthesis, Digital
Audio Effects and Intelligent Signal Processing. The course
also features modules in multimedia systems and a summer
project on state-of-the-art research topics in the Centre.
4 Activities
Networking: we currently coordinate the UK Digital Mu-
sic Research Network (www.dmrn.org), an initiative funded
by EPSRC (The UK’s Engineering and Physical Sciences Re-
search Council), aiming to enhance UK research in the Mu-
sical Signal Processing community through improved com-
munication and collaboration between the members of this
community and related groups both in the UK and abroad.
We also coordinate the AES Technical Committee on Seman-
tic Audio Analysis, concerned with providing a forum within
the AES for researchers and innovators interested on the au-
tomatic extraction of meaning from audio.
Conferences and events: in 2003 we were hosts to the 6th
International Conference on Digital Audio Effects (DAFx03).
DAFx grew from a very successful COST action in Europe
and has established a reputation for the excellence of the
papers and its open, friendly atmosphere. The 2003 event
hosted nearly 150 delegates, and included more than 80 pre-
sentations. In 2005 we will co-host, with City University, the
6th International Conference on Music Information Retrieval
(ISMIR’05).
Projects: throughout our history we have successfully
participated on a number of projects with industrial and
academic partners across the world including: the EU
COST-G6 action on Digital Audio Effects (www.dafx.de);
and the Online Music Recognition and Searching project
(www.omras.org). Currently we are part of the Semantic
Interaction with Music Audio Contents - SIMAC - project
(www.semanticaudio.org), funded by the European Commis-
sion, and including other highly reputed institutions in Eu-
rope. SIMAC’s main task is the development of prototypes
for the automatic generation, visualisation, retrieval and or-
ganisation of music collections, based on the use of seman-
tic descriptors. Other active projects include EPSRC-funded
grants on Automatic Transcription using ICA models, seman-
tic segmentation of music, object-based audio coding and
source separation.
5 Future directions
We are constantly seeking for funding bodies and poten-
tial partners to explore new areas of interest such as: adaptive
signal processing (based on information theory principles);multimedia information retrieval; and semantic markup and
metadata, and its integration into consumer devices and tools.
We are particularly interested on forging closer ties with the
creative sector, by developing technologies useful for music
performers, composers, sound designers and artists in gen-
eral. Within this context, we are currently proposing collab-
orations for developing mechanisms for the enhancement of
human-human and human-machine musical interactions, and
for research on generative music models and its possible ap-
plications to composers and the media industry.
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