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Abstract
In this paper we are interested in the direct and inverse problems for the following class of random fixed
point equations T (w,x(w)) = x(w) where T :Ω ×X → X is a given operator, Ω is a probability space and
X is a Polish metric space. The inverse problem is solved by recourse to the collage theorem for contractive
maps. We then consider two applications: (i) random integral equations, and (ii) random iterated function
systems with greyscale maps (RIFSM), for which noise is added to the classical IFSM.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω denote a probability space and (X,d) a metric space. A mapping T :Ω × X → X is
called a random operator if for any x ∈ X the function T (., x) is measurable. A measurable
mapping x :Ω → X is called a random fixed point of a random operator T if x is a solution of
the equation
T
(
w,x(w)
)= x(w) (1)
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w ∈ Ω we have that T (w, .) is continuous (Lipschitz, contraction). There are many papers in the
literature that deal with such equations for single-valued and set-valued random operators (see
Refs. [7,9,13,14,16–23]). Solutions of random fixed point equations and inclusions are usually
produced by means of stochastic generalizations of classical fixed point theory.
The main purpose of this paper is to provide solutions to both the forward and inverse prob-
lems of random fixed point equations of the form in Eq. (1) in the case that the random maps
T are contractive. Solutions to inverse problems are accomplished by using appropriate random
collage theorems, which are stochastic analogs of their classical counterparts.
We then present two applications of our method: (i) random integral equations, and (ii) random
iterated function systems with greyscale mappings.
2. Fixed point equations and collage theorem
In this section, we recall some basic facts regarding contraction maps that will be used in
later sections. Let (X,d) denote a complete metric space. Then T :X → X is contractive if there
exists c ∈ [0,1) such that
d(T x,T y) cd(x, y) for all x, y ∈ X. (2)
We normally refer to the infimum of all c values satisfying Eq. (2) as the contraction factor of T .
Theorem 1 (Banach). Let (X,d) be a complete metric space. Also let T :X → X be a contraction
mapping with contraction factor c ∈ [0,1). Then there exists a unique x¯ ∈ X such that x¯ = T x¯.
Moreover, for any x ∈ X, d(T nx, x¯) → 0 as n → ∞.
Theorem 2 (Continuity theorem for fixed points [3]). Let (X,dX) be a complete metric space
and T1, T2 be two contractive mappings with contraction factors c1 and c2 and fixed points y¯1
and y¯2, respectively. Then
dX(y¯1, y¯2)
1
1 − min{c1, c2}dX,sup(T1, T2) (3)
where
dX,sup(T1, T2) = sup
x∈X
d
(
T1(x), T2(x)
)
. (4)
Of course, Banach’s fixed point theorem provides a mechanism to solve the forward problem
of the fixed point equation x = T x: Given a contraction T , construct, or at least approximate, its
fixed point x¯. And the continuity theorem establishes that small changes in a contraction mapping
produce small changes in the associated fixed points.
We may state a formal mathematical inverse problem associated with the fixed point equation
x = T x as follows: Given a target element y and an  > 0, find a contraction map T () (perhaps
from a suitable family of operators) with fixed point x¯() such that d(y, x¯()) < . If one is able
to solve such an inverse problem to arbitrary precision, i.e.,  → 0, then one may identify the
target y as the fixed point of a contractive operator T on X.
In practical applications, however, it is not generally possible to find such solutions to arbitrary
accuracy nor is it even possible to search for such contraction maps. Instead, one makes use of
the following result, which is a simple consequence of Banach’s fixed point theorem.
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contraction mapping with contraction factor c ∈ [0,1). Then for any y ∈ X,
d(y, x¯) 1
1 − cd(y,T y), (5)
where x¯ is the fixed point of T .
Note that the approximation error d(y, x¯) is bounded above by the so-called collage distance
d(y,T y). Most practical methods of solving such inverse problems, for example, fractal image
coding [4,15], search for an operator T for which the collage distance is as small as possible. In
other words, they seek an operator T that maps the target y as close as possible to itself.
This inverse problem procedure, often referred to as collage coding, is most often performed
by considering a parametrized family of contraction maps Tλ, λ ∈ Λ ⊂ Rn, and then minimizing
the collage distance d(y,Tλy).
Finally, we mention another interesting result which is a simple consequence of Banach’s
fixed point theorem.
Theorem 4 (“Anti-collage theorem” [24]). Let (X,d) be a complete metric space and
T :X → X a contraction mapping with contraction factor c ∈ [0,1). Then for any y ∈ X,
d(y, x¯) 1
1 + cd(y,T y), (6)
where x¯ is the fixed point of T .
3. Deterministic solutions of T (ω,x(ω))= x(ω)
Let (Ω,F ,μ) be a probability space and let (X,dX) be a complete metric space. Let T :Ω ×
X → X be a given operator. We look for the solution of the equation
T
(
ω,x(ω)
)= x(ω) (7)
for a.e. ω ∈ Ω\A and μ(A) = 0. Suppose that the operator T satisfies the inequality
d
(
T (ω,x), T (ω,y)
)
 c(ω)d(x, y), (8)
where c(ω) :Ω → X. When T satisfies this property, we say that T is c(ω)-Lipschitz operator.
If c(ω)  c < 1 a.e., with ω ∈ Ω\A and μ(A) = 0 then we say that T is c(ω)-contraction. In
this case for ω ∈ Ω\A there exists a unique point x(ω) ∈ X. It is clear that the uniqueness makes
sense when one does not consider sets of measure zero. Once again, the inverse problem can be
formulated as: Given a function x :Ω → X and a family of operators Tλ :Ω × X → X find λ
such that x is the solution of random fixed point equation
Tλ
(
ω,x(ω)
)= x(ω). (9)
As simple consequences of the collage and continuity results of the preceding sections, we have
the following results.
Corollary 1 (“Regularity conditions”). Let (Ω,F ,μ) be a probability space and let (X,dX) be
a complete metric space. Let T :Ω × X → X be a given c(ω)-contraction. Then
dX
(
x(ω1), x(ω2)
)
 1
1 − c supx∈X d
(
T (ω1, x), T (ω2, x)
)
. (10)
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complete metric space. Let Ti :Ω × X → X be two given ci(ω)-contractions, i = 1,2. Then
dX
(
x1(ω), x2(ω)
)
 1
1 − min{c1, c2} supx∈X d
(
T1(ω, x), T2(ω, x)
)
. (11)
Theorem 5 (“Collage theorem”). Let (Ω,F ,μ) be a probability space and let (X,dX) be a
complete metric space. Let T :Ω × X → X be a given c(ω)-contraction. Then
1
1 + cdX
(
x(ω),T
(
ω,x(ω)
))
 dX
(
x(ω), x¯(ω)
)
 1
1 − cdX
(
x(ω),T
(
ω,x(ω)
))
, (12)
a.e. ω ∈ Ω , where x¯(ω) is the solution of T (ω, x¯(ω)) = x¯(ω).
4. Random fixed point equations
First of all we recall that (X,d) is said to be a Polish space if it is a separable complete metric
space. As we will see in next results, in random fixed point theory separability plays an important
role. Two important examples of Polish metric spaces which will be useful in the following are
C([a, b]) and L2([a, b]). Consider now the space Y of all measurable functions x :Ω → X. If
we define the operator T˜ :Y → Y as (T˜ y)(ω) = T (ω,x(ω)) the solutions of this fixed point
equation on Y are the solutions of the random fixed point equation T (ω,x(ω)) = x(ω). Suppose
that the metric dX is bounded, that is dX(x1, x2)K for all x1, x2 ∈ X. So the function ψ(ω) =
dX(x1(ω), x2(ω)) :Ω → R is an element of L1(Ω) for all x1, x2 ∈ Ω . We can then define on the
space Y the following function
dY (x1, x2) =
∫
Ω
dX
(
x1(ω), x2(ω)
)
dω. (13)
Theorem 6. The space (Y, dY ) is a complete metric space.
Proof. It is trivial to prove that dY is a metric when we consider that x1 = x2 if x1(ω) = x2(ω)
a.e. ω ∈ Ω . To prove the completeness we follow the trail of the proof of Theorem 1.2 in [11].
Let xn be a Cauchy sequence in Y . So for all  > 0 there exists n0 such that for all n,m  n0
we have dY (xn, xm) < . Let  = 3−k so you can choose an increasing sequence nk such that
dY (xn, xnk ) < 3−k for all n nk . So choosing n = nk+1 we have dY (xnk+1 , xnk ) < 3−k . Let
Ak =
{
ω ∈ Ω: dX
(
xnk+1(ω), xnk (ω)
)
> 2−k
}
. (14)
Then
μ(Ak)2−k 
∫
Ak
dX
(
xnk+1(ω), xnk (ω)
)
dw  3−k, (15)
and so μ(Ak) ( 23 )k . Let A =
⋂∞
m=1
⋃
km Ak . We observe that
μ
( ⋃
Ak
)

∑
μ(Ak)
∑(2
3
)k
= (
2
3 )
m
1 − ( 23 )
, (16)km km km
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μ(A) 3
(
2
3
)m
(17)
for all m, and this implies μ(A) = 0. Now for all ω /∈ Ω\A there exists m0(ω) such that for
all mm0 we have ω /∈ Am and so dX(xnm+1(w), xnm(ω)) < 2−m. This implies that xnm(ω) is
Cauchy for all ω /∈ Ω\A and so xnm(ω) → x(ω) using the completeness of X. This also implies
that x :Ω → Y is measurable, that is, x ∈ Y . To prove xn → x in Y we have that
dY (xnk , x) =
∫
Ω
dX
(
xnk (w), x(ω)
)
dω
=
∫
Ω
lim
i→+∞dX
(
xnk (ω), xni (ω)
)
dω
 lim inf
i→+∞
∫
Ω
dX
(
xnk (ω), xni (ω)
)
dω
= lim inf
i→+∞ dY (xnk , xni ) 3
−k (18)
for all k. So limk→+∞ dY (xnk , x) = 0. Now we have
dY (xn, x) dY (xn, xnk ) + dY (xnk , x) → 0 (19)
when k → +∞. 
The following result holds.
Theorem 7. (See [10].) Let X be a Polish space, that is, a separable complete metric space, and
T :Ω × X → X be a mapping such that for each ω ∈ Ω the function T (ω, .) is c(ω)-Lipschitz
and for each x ∈ X the function T (., x) is measurable. Let x :Ω → X be a measurable mapping;
then the mapping ξ :Ω → X defined by ξ(ω) = T (ω,x(ω)) is measurable.
The previous Theorem 7 holds if T (ω, .) is only continuous (see, for instance, [8]).
Corollary 3. Let X be a Polish space and T :Ω × X → X be a mapping such that for each
ω ∈ Ω the function T (ω, .) is c(ω)-contraction. Suppose that for each x ∈ X the function T (., x)
is measurable. Then there exists a unique solution of the equation T˜ x¯ = x¯ that is T (ω, x¯(ω)) =
x¯(ω) for a.e. ω ∈ Ω .
In these results separability plays a crucial role. In fact using this hypothesis and Theorem 7
one can prove that the function ξ(ω) = T (ω,x(ω)) is measurable that is T˜ :Y → Y . Other ran-
dom fixed point theorems for contraction mappings in Polish spaces can be found in [2,7,22].
The inverse problem can be formulated as: Given a function x¯ :Ω → X and a family of opera-
tors T˜λ :Y → Y find λ such that x¯ is the solution of random fixed point equation
T˜λx¯ = x¯, (20)
that is,
Tλ
(
ω, x¯(ω)
)= x¯(ω). (21)
As a consequence of the collage and continuity theorems, we have the following.
H.E. Kunze et al. / J. Math. Anal. Appl. 334 (2007) 1116–1129 1121Corollary 4. Let X be a Polish space and T :Ω × X → X be a mapping such that for each
ω ∈ Ω the function T (ω, .) is c(ω)-contraction. Suppose that for each x ∈ X the function T (., x)
is measurable. Then for any x ∈ Y ,
1
1 + cdY (x, T˜ x) dY (x, x¯)
1
1 − cdY (x, T˜ x), (22)
where x¯ is the fixed point of T˜ , that is, x¯(ω) := T (ω, x¯(ω)).
5. Random integral equations
Consider now the space X = {x ∈ C([0,1]): ‖x‖∞ M} endowed with the usual d∞ metric
and let (Ω,F ,p) be a given probability space. Let φ :Ω×R×R → R be such that |φ(ω, t, z1)−
φ(ω, t, z2)|K|z1 − z2|, where 0K < 1. Given a measurable functions x0(ω) we are looking
for solutions of the random integral equation x(ω) = T (ω,x(ω)) where
T (ω,x) =
t∫
0
φ
(
s, x(s)
)
ds + x0(ω). (23)
This can be considered as an extension of the classical Picard operator for DEs with noise on
the initial condition. Then the following results hold.
Lemma 1. If
1∫
0
∣∣φ(s,0)∣∣ds + ∣∣x0(ω)∣∣M(1 − K) (24)
then T :Ω × X → X.
Proof. It is trivial to prove that T (ω,x) is a continuous function. To show that it belongs to X,
we have, for a fixed ω ∈ Ω ,
∥∥T (ω, ·)∥∥∞ 
1∫
0
∣∣φ(s, x(s))∣∣ds + ∣∣x0(ω)∣∣

1∫
0
∣∣φ(s, x(s))− φ(s,0)∣∣ds +
1∫
0
∣∣φ(s,0)∣∣ds + ∣∣x0(ω)∣∣
K‖x‖∞ +
1∫
0
∣∣φ(s,0)∣∣ds + ∣∣x0(ω)∣∣
KM +
1∫
0
∣∣φ(s,0)∣∣ds + ∣∣x0(ω)∣∣, (25)
and the theorem is proved. 
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operator T˜ :Y → Y where
Y = {x :Ω → X, x is measurable} (26)
and
[
(T˜ x)(ω)
]
(t) =
t∫
0
φ
(
s,
[
x(ω)
]
(s)
)
ds + x0(ω) (27)
for a.e. ω ∈ Ω . We have used the notation [x(ω)] to emphasize that for a.e. ω ∈ Ω [x(ω)] is an
element of X. We have the following result.
Theorem 8. T˜ is a contraction on Y .
Proof. Computing, we have
dY (T˜ x, T˜ y) =
∫
Ω
d∞
(
T
(
ω,x(ω)
)
, T
(
ω,y(ω)
))
dω

∫
Ω
∥∥T (ω,x(ω))− T (ω,y(ω))∥∥∞ dω

∫
Ω
sup
t∈[0,1]
t∫
0
∣∣φ(s, [x(ω)](s))− φ(s, [y(ω)](s))∣∣ds dω

∫
Ω
sup
t∈[0,1]
t∫
0
K
∣∣[x(ω)](s) − [y(ω)](s)∣∣ds dω
K
∫
Ω
d∞
(
x(ω), y(ω)
)
dω = KdY (x, y).  (28)
By Banach’s theorem and Corollary 3 we have the existence and uniqueness of the solution
of the equation T˜ x = x. For a.e. (ω, s) ∈ Ω × [0,1] we have
x(ω, s) =
s∫
0
φ
(
t, x(ω, t)
)
dt + x0(ω). (29)
5.1. Inverse problem
In what follows, we consider the following form for the kernel of T :
φ(t, z) = a0 + a1t + a2z. (30)
Once again, suppose that u is the target function and x0(ω) is a random variable with unknown
mean μ. The goal is to find the values a0, a1, a2 and μ that satisfy, as best as possible, the random
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x(ω, s) =
s∫
0
(
a0 + a1t + a2x(ω, t)
)
dt + x0(ω). (31)
These values will be determined by collage coding, as discussed in [12]. If the function ω →
x(ω, s) is integrable for each s ∈ [0,1] we can take the expectation value E(x(ω, s)) = x(s) on
both sides to give
x(s) =
s∫
0
(
a0 + a1t + a2x(t)
)
dt + μ. (32)
Now assume that we have a sample of observations x(ω1, s), x(ω2, s), . . . , x(ωn, s) of the vari-
able x(ω, s) from which the mean is constructed:
x∗n(s) =
1
n
n∑
i=1
x(ωi, s). (33)
Using the sample mean x∗n we approximate the problem in (31) as follows:
x∗n(s) =
s∫
0
(
a0 + a1t + a2x∗n(t)
)
dt + μ. (34)
Example. For each i, we construct an approximation of u(ωi, x) by iterating the map related
to (31), where we have set a0 = 1, a1 = 2, and a2 = 0.75. (We could solve the equivalent initial
value problem, but wish to have the slight imprecision of such an approximation rather than an
exact solution.) We generate 30 observations and use collage coding to treat the inverse problem
outlined above for x∗30(s). See Fig. 1 for an illustration of the situation. Collage coding yields
the values of a0, a1, a2 and μ given in Table 1. Note that the values of a0, a1, and a2 are correct
to five decimal places. The minimal collage values of μ are very good. One might replace the
observations x(ωi, s) by measurements at a set of points sj , j = 1, . . . ,M , and then fit a polyno-
mial to the data points, using this function as the approximation of the observation. Or one might
discrete the collage distance at mesh points induced by the observation points. In both cases,
good results are obtained.
Fig. 1. Graphs of the 30 observed solutions (thin curves) and y = x∗30(s) (thick curve) in the cases (left to right): μ = 0.8,
σ 2 = 0.3; μ = 1.5, σ 2 = 0.5; μ = 3.0, σ 2 = 1.0.
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Collage coding results for the random Picard operator (values to five decimal places)
True values Minimal collage parameters
μ σ 2 a0 a1 a2 μ
0.8 0.3 1.00000 2.00000 0.75000 0.78515
1.5 0.5 1.00000 2.00000 0.75000 1.47525
3.0 1.0 1.00000 2.00000 0.75000 2.95050
6. Random IFSM
The method of iterated function systems with greyscale maps (IFSM), as formulated by Forte
and Vrscay (see [5]), can be used to approximate a given element u of L2([0,1]). We consider
the case in which u : [0,1] → [0,1] and the space
X = {u : [0,1] → [0,1], u ∈ L2}. (35)
The ingredients of N -map IFSM on X are in [5,6].
1. A set of N contractive mappings w = {w1,w2, . . . ,wN }, wi(x) : [0,1] → [0,1], most often
affine in form:
wi(x) = six + ai, 0 si < 1, i = 1,2, . . . ,N. (36)
2. A set of associated functions—the greyscale maps—φ = {φ1, φ2, . . . , φN }, φi :R → R. Once
again, affine maps are usually employed:
φi(t) = αit + βi, (37)
with the conditions
αi,βi ∈ [0,1] (38)
and
0
N∑
i=1
(αi + βi) δ < 1. (39)
Here δ > 0 is a given fixed parameter which will be needed for reasons to be described below.
Associated with the N -map IFSM (w,φ) is the fractal transform operator T ∗, the action of
which on a function u ∈ X is given by
(
T ∗u
)
(x) =
N∑
k=1
′
φk
(
u
(
w−1k (x)
))
, (40)
where the prime means that the sum operates on all those terms for which w−1k is defined.
Theorem 9. (See [5].) T ∗ :X → X and for any u,v ∈ X we have
d2
(
T ∗u,T ∗v
)
 Cd2(u, v) (41)
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C =
N∑
i=1
s
1
2
i αi . (42)
In the case that C < 1, then T ∗ is contractive on X, implying the existence of a unique fixed
point u¯ ∈ X such that u¯ = T ∗u¯.
We now formulate a Random IFSM fractal transform that corresponds to the deterministic
fractal transform in Eq. (40). Let (Ω,F ,p) be a probability space and consider now the following
operator T :X × Ω → X defined by
T (u,ω) = T ∗(u) + x0(ω), (43)
where x0 is a random variable with mean μ and |x0(ω)| < 1 − δ for all ω ∈ Ω . Let
Y = {u :Ω → X, u is measurable} (44)
and consider the function
ψ(ω) := dX
(
u1(ω),u2(ω)
)= ∥∥u1(ω) − u2(ω)∥∥2. (45)
From the hypotheses it is clear that ψ(ω) ∈ L1(Ω). We know that (Y, dY ) is a complete metric
space where
dY (u1, u2) =
∫
Ω
∥∥u1(ω) − u2(ω)∥∥2 dω. (46)
Obviously the function ξ(ω) := T (ω,u(ω)) = T ∗u(ω)+ x0(ω) belongs to Y because T ∗ is Lip-
schitz on X and u is measurable. If we define T˜ :Y → Y where T˜ u = ξ we have
dY (T˜ u1, T˜ u2) =
∫
Ω
∥∥T ∗u1(ω) + x0(ω) − T ∗u2(ω) − x0(ω)∥∥2 dω
 C
∫
Ω
∥∥u1(ω) − u2(ω)∥∥2 dω
= CdY (u1, u2). (47)
So there exists u¯ ∈ Y such that T˜ u¯ = u¯, that is, u¯(ω) = T (ω, u¯(ω)) for a.e. ω ∈ Ω .
6.1. Inverse problem for RIFSM and “denoising”
In the previous section we proved that there exists a unique element u¯ :Ω → X which is
measurable and satisfies u¯(ω) = T ∗u¯(ω) + x0(ω) for a.e. ω ∈ Ω and
u¯(ω, x) = (T ∗u¯(ω))(x) + x0(ω) =
N∑
k=1
′
φk
(
u¯
(
ω,w−1k (x)
))+ x0(ω) (48)
for a.e. x ∈ [0,1]. Now suppose that the function u¯(ω, x) :Ω × [0,1] → R is integrable and let
u¯(x) =
∫ [
u¯(ω)
]
(x) dω =
∫
u¯(ω, x) dω. (49)Ω Ω
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u¯(x) =
N∑
k=1
′
φk
(
u¯
(
w−1k (x)
))+ μ. (50)
That is, the expectation value of u¯(ω, x) is the solution of a deterministic N -map IFSM on X (cf.
Eq. (40)) with a shift μ. (Such functions that are added to an IFSM—in this case the constant
function g(x) = μ—are known as condensation functions.)
Now suppose that we have N observations, u(ω1), u(ω2), . . . , u(ωn), of the variable u(ω),
from which we construct the mean
u∗n(x) =
1
n
n∑
i=1
[
u(ωi)
]
(x) = 1
n
n∑
i=1
u(ωi, x). (51)
Given u∗n ∈ X, we now outline a method to approximate solutions of the inverse problem in
Eq. (50) using the N -map IFSM of the previous section.
First, we employ a fixed set of N contraction maps wi(x) = six + ai , as defined in Eq. (36).
Associated with these maps, we then determine the optimal greyscale maps φi(t) defined in
Eq. (37), that is, the greyscale maps that provide the best approximation
u∗n(x) ≈
(
T ∗u∗n
)
(x) =
N∑
k=1
′
φk
(
u∗n
(
w−1k (x)
))+ μ. (52)
Using the Collage theorem, this amounts to finding the αi and βi parameters that minimize the
squared collage distance,
Δ2 = ∥∥u∗n − T ∗u∗n∥∥22 
∫
I
N∑
k=1
′∥∥φk(u∗n(w−1k (x)))+ μ − u∗n(x)∥∥2 dx, (53)
where I = [0,1]. In many practical treatments, it is convenient to use maps wi(x) that satisfy the
following conditions:
(i) ⋃Nk=1 Ik =⋃Nk=1 wk(I) = I , i.e., the sets Ik “tile” I , and
(ii) m(wi(I ) ∩ wj(I)) = 0 for i = j , where m denotes Lebesgue measure.
IFS maps wi satisfying the latter condition are said to be nonoverlapping over I . In this case the
constraints in Eq. (39) reduce to
0 αi + βi  δ < 1 for all i.
Example. We define the following nonoverlapping N -map IFS over [0,1]:{
wi, i = 1, . . . ,N
∣∣∣wi(x) = 1
N
x + i − 1
N
}
with grey level maps φi(t) = αit +βi , i = 1, . . . ,N . In this example, we set N = 20 and consider
the target function
u(x) = 0.4(x − 1)2 + 0.1. (54)
H.E. Kunze et al. / J. Math. Anal. Appl. 334 (2007) 1116–1129 1127Fig. 2. The thin curves are 25 different realizations of solutions to our RIFSM. The lower thick curve is our target function
u(x) = 0.4(x − 1)2 + 0.1. The thick curve in the middle is the mean of the realizations.
The problem is now to determine the optimal greyscale map parameters, αi and βi , that satisfy
the constraints
αi + βi < 0.5, 1 i N. (55)
These constraints are enforced to ensure that the RIFSM operator
T (u,ω) = T ∗(u) + x0(ω)
maps X × Ω to X, where the x0 values are selected from a scaled normal distribution with
mean 0.3. Using iterations of T , we produce a collection of 25 different RIFSM observations. In
Fig. 2 are presented the graphs of these different realizations, along with the graphs of our target
function and the mean of the realizations.
It now remains to minimize the squared L2 collage distance equation (53) for the mean of
our realizations, subject to the constraints in Eq. (55). The solution of this quadratic program-
ming problem yields optimal greyscale parameters αi and βi as well as the mean μ of additive
noise distribution. In this particular simulation, the result is μ = 0.31229. Other simulations with
different noising but with the same mean μ = 0.3 and variance σ 2 = 0.1 also yield quite good
results. For thirty different runs, the minimal collage value of μ produced by the mean of 25
realizations always lies in the interval [0.22,0.38]. If we increase the number of observations,
the accuracy improves. For example, with 100 observations, we find that the minimal collage
μ = 0.3117. Good results are obtained for other noise parameters. As expected, if the amplitude
of the noise is decreased, the results improve dramatically.
Remark. The random IFSM operator T defined in Eq. (43) and used in the above example may
be viewed as a deterministic IFSM with additive noise. The mean function u∗n(x) constructed
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it contains the unknown mean value μ. The solution of the inverse problem in Eq. (52) produces
an approximation of μ which can then be subtracted from u∗n(x) to yield the denoised signal.
6.2. Formal solution of the inverse problem
Finally, we outline how the inverse problem associated with RIFSM can, in principle, be
solved to arbitrary accuracy, using a procedure defined in [5]. We return to the squared collage
distance function associated with N -map IFSM as defined in Eq. (53), which may be written as
a quadratic form:
Δ2 = zT Az + bT z + c, (56)
where z = (α1, . . . , αk,β1, . . . , βk,μ).
The maps wk are chosen from an infinite set W of fixed affine contraction maps on [0,1]
which satisfy the following properties.
Definition 1. We say that W generates an m-dense and nonoverlapping family A of subsets of I
if for every  > 0 and every B ⊂ I there exists a finite set of integers ik , ik  1, 1 k N , such
that
(i) A =⋃Nk=1 wik (I ) ⊂ B ,
(ii) m(B\A) < , and
(iii) m(wik (I ) ∩ wil (I )) = 0 if k = l,
where m denotes Lebesgue measure.
Let
WN = {w1, . . . ,wN } (57)
be the N truncations of w. Let ΦN = {φ1, . . . , φN } be the N vector of affine grey level maps. Let
zN be the solution of the previous quadratic optimization problem and Δ2N,min = Δ2N(zN).
In [5], the following result was proved
Theorem 10.
Δ2N,min → 0 as N → ∞.
From the Collage theorem, the inverse problem may be solved to arbitrary accuracy.
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