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O processo da manutenção da informação quântica em nível atômico encara um pro- 
blema que é a decoerência. Durante as interações, um sistema composto sofre diferentes 
mudanças que só podem ser representadas pelo operador densidade. A luz, tendo seu 
comportamento de partícula, pode ser usada na codificação da informação quântica (os 
fótons), através da polarização. Neste trabalho, nós analisamos a interação entre um 
conjunto de fótons com dois tipos de ambientes, descrevendo seus constituintes através 
dos operadores de Kraus. Utilizando o método da matriz densidade reduzida, pudemos 
representar juntamente os comportamentos da coerência e polarização de maneira simples 
pela teoria de unificação entre estes graus de liberdade. Quantificamos a perda dos graus 
de coerência e polarização quando temos ambientes em que um provoca mudanças apenas 
na coerência da fase durante o espalhamento dos fótons, e o outro quando estas mudanças 
dependem da polarização dos fótons. Em nosso formalismo, é possível determinar, com o 
uso dos parâmetros de Stokes, o tipo de polarização do estado. O estudo mostra que tipos 
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The processing of information at the atomic level faces a problem which is decoherence. 
During the interactions with an environment, a composite system suffers different changes 
that can only be represented by its density operator. Since light has its particle behavior, 
it can be used to encode quantum information (in the photons), through its polarization. 
In this study, we analyze the interaction between a group of photons with two types of 
environment, describing its constituents through the Kraus operators formalism. By using 
the reduced density matrix method, we could represent together the behavior of coherence 
and polarization in a simple way by means of the unification theory between these degrees 
of freedom. We quantify the loss of the coherence and polarization degrees when we have 
environments which cause changes only in coherence of the phase during the scattering of 
photons and the other when these changes depend upon the polarization of the photons. 
In our formalism, it is possible to determine, by using the Stokes parameters, the type of 
polarization state. The study also shows which kind of environment should be prevented 
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Nos dias atuais, os fenômenos associados à natureza da luz são melhores entendidos 
graças às descobertas de que a luz tem seu caráter dual: ondulatório e corpuscular. No 
século XVII, Newton defendia que a luz tinha o caráter corpuscular, sendo que os corpos 
minúsculos possuíam a condição de transportar energia e sofrer reflexões e refrações [1]. 
Em 1801, Thomas Young em seu experimento de dupla fenda mostrou que, ao passar um 
feixe de luz por duas fendas, o comportamento obtido no anteparo era semelhante ao de 
uma onda na superfície da água, onde os máximos e mínimos das amplitudes da onda se 
encontram formando padrões de interferência, as franjas de interferências claras e escuras 
[2, 3]. Em 1900, Max Planck introduziu o comportamento corpuscular da luz na explicação 
da radiação do corpo negro, e logo após, em 1905, Einstein publica seu trabalho sobre 
o efeito fotoelétrico mostrando o comportamento da luz como partícula, os fótons [3]. 
Posteriormente, de Broglie demonstra que a partícula também tem um comportamento 
ondulatório, chamando este feito de ondas de matéria. Schrödinger preocupou-se em 
encontrar uma equação de onda para as ondas de matéria de de Broglie, no entanto, 
qual seria a interpretação física da equação? Qual a relação entre onda e partícula a ela 
associada e a que corresponderia a amplitude de probabilidade e intensidade da onda?[3] 
A unificação dessa dualidade onda-partícula foi resolvida em 1927 por Born [4], propondo 
que uma partícula está associada a uma onda, incluindo assim o caráter probabilístico, 
sendo o quadrado da amplitude dessa onda a densidade de probabilidade de encontrar a 
partícula em um determinado ponto do espaço. 
A partir dos estudos de Newton, Huygens e Fresnel sobre refração, concluiu-se que 
as ondas de luz são transversais[3]. Devido à essa classificação, as ondas luminosas podem 
apresentar polarização, por serem ondas em que a direção de vibração é perpendicular a 
direção de propagação. Sendo a luz composta por fótons, então podemos obter informação 
sobre eles através da polarização. Na teoria da informação clássica, a unidade fundamental 
da informação é o bit, que assume valores 0 ou 1 por vez [5]. Na informação quântica o 
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conceito de bit é generalizado para o de qubit, uma superposição (combinação linear) de 
0 e 1 [6]. Isso implica que, se enviarmos uma informação através da luz, e o fóton usado 
para codificar essa informação apresentar combinações lineares de polarização horizontal 
e vertical, poderemos, através das probabilidades, obter como resultado de uma medida, 
os valores 0 ou 1 de acordo com a regra probabilística de Born [7]. No entanto, um 
problema enfrentado na manutenção da informação quântica por sistemas a nível atômico 
é a decoerência, que causa a perda do grau de coerência entre os estados de um sistema 
qualquer durante a interação com seu ambiente. O fato de termos uma correlação entre os 
graus de liberdade de polarização e coerência [8], à medida que consideramos a polarização 
durante a interação, o grau de polarização também será afetado. 
Neste trabalho, usaremos o formalismo do operador densidade, que será discutido 
detalhadamente no capítulo 1, para representar o estado de um sistema, sabendo que este 
representa tanto estados mistos quanto estados puros. Recorreremos ao uso do operador 
densidade reduzida que fornece todas as informações sobre a visibilidade de interferência e 
a informação da localização dos estados de um sistema formado por um conjunto de fótons. 
Nós iremos observar a interação deste conjunto de fótons com dois tipos de ambientes: 
um que tem a característica de causar perda de coerência da fase durante o espalhamento 
dos fótons, e o outro onde essa mudança depende da polarização dos fótons. 
O operador densidade reduzida será mapeado, e os elementos que mapeiam de forma 
discreta a dinâmica da interação entre este sistema e seu ambiente são os chamados 
operadores de Kraus, discutidos no capítulo 2. 
Usaremos como base para observar os graus de coerência e polarização, as equações 
obtidas pela teoria de unificação da polarização e da coerência, desenvolvida por Ber- 
nardo [9], onde a partir de uma abordagem clássica, o autor faz uma abordagem quântica 
representando o estado de conjunto de fótons sob as condições do experimento de dupla 
fenda, um estado puro, com o operador densidade; e obtém estes graus, onde a validade é 
estendida também para estados misturados. Por fim, observaremos o comportamento do 
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estado de polarização dos fótons usando os parâmetros de Stokes, que são os observáveis 











1.1 Operador densidade 
 
Como representar um estado quântico que não é completamente conhecido? O 
estado |ψ) pode representar uma coleção, ou ensamble de sistemas físicos desde que sejam 
igualmente preparados. Se tomarmos como exemplo o experimento de Stern–Gerlach 
(SG) (figura 1.1), onde um feixe de átomos de prata sai diretamente de um forno com 
orientações de spins aleatórias e é submetido a um campo magnético inomogêneo, isso 
resulta em uma divisão do feixe em duas componentes de momento magnético, que por 
um fator de proporcionalidade, seria o mesmo que o spin S dos átomos [10, 11]. Antes de 
passar pelo campo, o feixe tem orientações de spin aleatórias. Disso tiramos que o estado 
|ψ) não é suficiente para representar um feixe aleatório. Do feixe que emerge do forno, 
digamos que 70% sejam representados por |ψ) e 30% por |φ). A esse ensemble é dado 
o nome de estado misturado1. Os estados |ψ) e |φ) são estados puros. As porcentagens 
70% e 30% são pesos probabilísticos clássicos que satisfazem a condição 
Σ
i pi = 1. 
Na figura 1.1, o feixe de átomos é dividido em |0z) e |1z); 50% dos átomos formam 
um sistema físico idêntico com de spin |Sz+) e os outros 50% com spin |Sz−) (são as 
componentes de spin S na direção z). Esses kets são exemplos de estados puros e a saída 
 













Figura 1.1: Experimento de Stern-Gerlach, com campo magnético orientado na direção 
z[12]. 
 
50 − 50 , é um exemplo de estado misturado. Nesse caso, quando falamos de polarização 
da luz, seriam estados |H) e |V ), os dois estados linearmente independentes, horizontal e 
vertical. Se um feixe de luz é uma mistura dos dois na mesma proporção, então esse feixe 
é um feixe despolarizado. 
A medida de um observável num conjunto de estados misturados, ou melhor, o valor 
médio  de  um  observável  Oˆ,  é  dado  pela  média  sobre  o  conjunto  dos  kets  de  base  de  Oˆ, 
definido como2 
 
[Oˆ]  =  
 
pi (ψi| Oˆ |ψi) 
[Oˆ]  =  
 
pi (ψi| Oˆ |oj) (oj|ψi) 




oj (ψi|oj) (oj|ψi) 
[Oˆ]  =  
  





sendo |oj) os autovetores de Oˆ.  O elemento da soma (ψi| Oˆ |ψi) nos dá o valor esperado de 
 
2Sendo 





Quando Oˆ é aplicado em um autovetor, Oˆ |or) = or |or) . 
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i aj ajj 




Oˆ para o estado |ψi).  Com isso, a equação (1.1) carrega um sentido quântico e clássico em 
termos de probabilidade: onde pi, é a probabilidade do estado |ψ) ser encontrado no en- 
semble que está sendo medido, e oj é o autovalor referente a probabilidade de encontrarmos 
o estado |ψi) em um autovetor |oj) de Oˆ. 
Tomando a equação (1.1), usando uma base |aj) e fazendo o uso da relação de 
completeza 3, temos 
 




(ψi|aj) (aj|Oˆ|ajj) (ajj|ψi) . (1.2) 
 
Fazendo  a  separação  dos  termos  que  não  dependem  do  observável  Oˆ e tendo em 
vista que pi  não depende da dimensionalidade das bases {aj, ajj}, o valor médio de Oˆ é [Oˆ]  
=  
 
pi (ajj|ψi) (ψi|aj) 
  
(aj|Oˆ|ajj) . (1.3) 
Definimos então o operador densidade como [13]: 
 
ρ  = 
 
pi |ψi) (ψi| . (1.4) 
O operador densidade ρ é uma forma de representar um sistema quântico e ele contém 
toda a informação física que podemos obter sobre o ensemble analisado [13]. Os elementos 
da matriz densidade desse operador tem a forma: 
(ajj|ρ|aj) = 
 
pi (ajj|ψi) (ψi|aj) . 
Substituindo a equações (1.4) em (1.3), nós obtemos 
 
[Oˆ]  =  
  
(ajj|ρ|aj) (aj|Oˆ|ajj) ; 









Propriedades do operador densidade [14]: 
1 - trρ = 1, ρ satisfaz a condição de normalização. 
2 - ρ = ρ† é hermitiano. 
3 - ρ ≥ 0, é positivo. 
4 - trρ2 = 1, o operador densidade representa um estado quântico puro. 
5 - trρ2 ≤ 1, o operador densidade representa um estado quântico misturado. 
 
1.1.1 Evolução do operador densidade 
 
A dinâmica de um ket de estado |ψ) é governada pelo operador de evolução temporal 
[13],  





em  que  Hˆ é o operador hamiltoniano do sistema. A evolução de um estado ocorre de 








Hˆ |ψ) , (1.7) 
 
onde k =  h ,  com h sendo a constante de Planck.  A evolução do operador  densidade 
ρ é comandada pela evolução dos kets de estado, onde |ψ(0)) −→ |ψ(t)).  Aplicando o 
operador unitário Uˆ em |ψ(0)), obtemos 
 
Uˆ(t, 0) |ψ(0))   =  |ψ(t)) 
−→ |ψ(t))   =  exp 
−iHˆt 
|ψ(0)) . (1.8) 
 
 
Em t = 0 o operador densidade é 
 
ρ(0)  = 
 





i i i i) 
k 
( i 
∂t k i i 
i i 

































































[Hˆ, ρ], (1.12) 
∂t k 
 




1.2 Operador densidade reduzida 
 
Veremos mais adiante que ao interagir um sistema quântico com outro, os dois podem 
criar correlações, e isto impede que tratemos os sistemas separadamente. Na verdade, nós 
não podemos falar em separação quando da interação surge um sistema físico emaranhado. 
Estamos interessados em obter do sistema físico total, apenas informação estatística de 
um certo subsistema. Para isso, usamos o operador densidade reduzida. Digamos que um 
sistema S interagiu com um sistema E, o operador densidade reduzida será [16]: 
 




4Da equação de Schrödinger  
∂ |ψi(t)) = 
−i 
Hˆ |ψ (t)) , (1.10) 
∂t k i 
∂ (ψi(t)| = 
i 















em que o o uso do tr sobre os estados do sistema E nos garante que, durante as medições, 
possamos tirar a informação de S sem nos preocupar com o sistema E, que a partir de 







1.2.1 Medidas de um observável 
 
Qualquer |ψ) ∈  H = HS ⊗HE, que não represente um sistema emaranhado, podemos 
representar o estado de cada um dos dois subsistemas pelos seus kets de estado nos seus 
espaços de Hilbert separadamente [16]. Caso o sistema se encontre emaranhado, esta 
separação não acontece. Todavia, é possível medir um observável dinâmico qualquer de 
um dos subsistemas.  Seja Oˆ = OˆS ⊗IE um operador do subsistema S, onde IE é o operador 
identidade no espaço de Hilbert HE, e recordando do resultado da equação (1.5), segue 
que 
 
[Oˆ]  =  
 





(φl | ρ |φl))OˆS  |ψk) 
[Oˆ]  =  
 
(ψk | trEρOˆS  |ψk) 
[Oˆ]  =  
 
(ψk | ρS OˆS  |ψk) 
[Oˆ]  =  trS(ρS OˆS ). (1.14) 
 
Para medir uma variável dinâmica do subsistema E é só tomar Oˆ = IS ⊗ OˆE   e fazer as 
substituições devidas, que obteremos [Oˆ] = trE(ρEOˆE ).  Uma vantagem de usar o traço é 







1.3 Polarização clássica 
 
A luz é um tipo de onda eletromagnética que é composta por campos elétricos    
e magnéticos variando no espaço e no tempo, perpendiculares entre si e à direção de 
propagação da onda. Quando a componente do campo elétrico se mantém oscilando 
apenas em uma direção, dizemos que a luz está polarizada. Neste caso especial, dizemos 
que a luz está plano polarizada ou linearmente polarizada. Uma luz linearmente polarizada 
pode apresentar polarizações no eixo x, no eixo y, ou uma combinação linear dos dois 
eixos [2]. Além da polarização linear, figura 1.2, o vetor campo elétrico pode oscilar 
elipticamente,  com oscilações das componentes fora de fase ou circularmente,  oscilações 
com diferenças de fases 90◦ ou múltiplos de π (sentido horário do vetor campo elétrico 
indica polarização circular à esquerda e sentido anti-horário indica circular à direita) [17]. 





Figura 1.2: Propagação das componentes do vetor campo elétrico. Na figura a o vetor 
campo elétrico oscila linearmente; na b circularmente, e na c, elipticamente. 
 
caso da luz não polarizada é a luz natural ou comum (luz solar por exemplo), ela possui 
campos elétricos oscilando em direções aleatórias. Embora exista uma mudança aleatória 
do campo elétrico com o tempo, ele não deixa de ser perpendicular à direção de propagação 
da onda. O que ocorre para que a luz natural não seja polarizada é que, o tempo de 
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  y  
transição na emissão de luz por átomos é muito pequeno, dessa forma, a cada 10−8s um 
átomo emite um fóton com polarização aleatória [17]. A luz pode apresentar também um 
grau de polarização, denominada polarização parcial. Uma forma de quantificar o grau de 
polarização e descrever o estado de polarização da luz é através dos parâmetros de Stokes 
que veremos a seguir. 
 
1.3.1 Polarização dos fótons 
Um feixe de luz linearmente polarizado que se propaga na direção z é descrito pelo 
vetor campo elétrico [18]: 






onde as componentes elétricas reais são[18]: 
 
 
Ex(r, t) = E0xcos(kz − ωt + ϕx), (1.15) 
Ey(r, t) = E0ycos(kz − ωt + ϕy), (1.16) 
 
sendo E0x e E0y as amplitudes das componentes do campo, ω a frequência da onda e ϕx 
e ϕy as fases; k é o número de onda equivalente a k = 
2π 
, onde λ é o comprimento de 
λ 
onda.5 Em termos de polarização, quando Ex = 0, a onda está polarizada na direção y; 
quando Ey = 0, a onda está polarizada na direção x; quando Ex = iEy, onda polarizada 
circularmente à direita e se Ey = −iEx, temos que a onda é polarizada circularmente à 
esquerda. 
Ao passarmos uma onda polarizada 45◦ por um polarizador x, a energia total da 
 
5As componentes complexas do campo elétrico são: 
Ex(r, t) = Exexp(ikz − iωt), (1.17) 
Ey(r, t) = Eyexp(ikz − iωt). (1.18) 




|  ) | ) 
onda é reduzida pela metade, já que a componente y é absorvida pelo polarizador, E = Ex 














Quanticamente, para uma onda de frequência ω, a sua energia total obedece à relação 
[18]: 
 
E = nkω, (1.20) 
 
sendo n o número de fótons. Se essa onda luminosa for composta apenas por 1 fóton e ele 
já passou por um polarizador que o deixou com polarização Ex, neste caso, substituiremos 
a componente Ex por |H)6. Se esse mesmo fóton passar novamente por um polarizador 
que forme um ângulo θ com o eixo x, o estado de polarização desse fóton será: 
 
|Hj) = cosθ |H) + senθ |V ) , (1.21) 
 
em que senθ e cosθ são as amplitudes análogas à E0x e E0y. Classicamente, a amplitude da 
onda transmitida seria |Ex| = |E|cosθ. Neste caso, a intensidade da onda transmitida seria 
reduzida por um fator cos2θ mais fraca do que a energia que tinha antes de passar por esse 
polarizador [19]. Para fótons, essa questão é analisada em termos de probabilidade. Se 
passarmos novamente esse fóton, com polarização |Hj) por um terceiro polarizador 
|H), qual será a probabilidade do fóton passar e aparecer no estado |H)? A amplitude de 
probabilidade do fóton que está no estado |Hj) ser encontrado em |H) é: 
(H|Hj) = cosθ (H|H) + senθ (H|V ) 
(H|Hj) = cosθ, (1.22) 
 
6 H representa um estado de polarização horizontal e como iremos mencionar, V representa o estado 
de polarização do fóton na vertical, assim, uma combinação linear desses dois estados, resultam em um 










, |V ) = 
0  
, |R) = 
  1  1
 
, |L) = 






e a probabilidade de cada fóton ser encontrado no estado |H) é | (H|Hj) |2 = cos2θ. Então, o 
fóton é transmitido em algumas ocasiões e não em outras. 
As polarizações circulares à direita |R) e à esquerda |L) possuem a mesma amplitude 
de serem encontradas nos estados |H) e |V ), porém existe uma diferença de 90◦ entre as 




(|H) + i |V )), (1.23) 
|L) = − √
2 
(|H) − i |V )). (1.24) 




com |α|2 + |β|2 = 1 e (ψ| = [α∗ β∗ ] seu dual, com ∗  indicando amplitudes complexas 














Esses estados conservam o produto interno e a condição de normalização 
 
(H|H) = 1, (V |V ) = 1, (R|R) = 1, (L|L) = 1. (1.26) 
 
Uma combinação linear dos estados de |ψ) é do tipo: 
|ψ) = 
α  
= α |H) + β |V ) . 









|H) (H|ψ) = α |H) (H|H) + β |H) (H|V ) = α |H) = |H) , (1.27) 
 
 só que, com probabilidade: 2 
= 
|α|2 = 2. 
|(H|ψ)| 





1.4 Parâmetros de Stokes 
 
Em 1852, George Gabriel Stokes [20, 21, 22] mostram que o comportamento de 
um feixe luminoso pode ser representado em termos de quatro observáveis: os chamados 
parâmetros de Stokes. Considerando um feixe de luz monocromático, os parâmetros de 
























onde S0 representa a intensidade total do feixe, S1 a quantidade de polarização linear 
horizontal e vertical, S2 a quantidade de polarização nas direções +45◦ e −45◦, e S3 a 
quantidade de polarização circular à direita e à esquerda. Além disso os parâmetros de 
Stokes satisfazem à relação [20, 24]: 
 
S2 ≥ S2 + S2 + S2. (1.32) 
 
Se a luz for completamente polarizada temos a igualdade da equação (1.31) satisfeita. No 
caso em que S2 é maior, a luz é não polarizada ou parcialmente polarizada.  Podemos 
obter o grau de polarização de um feixe de luz através dos parâmetros de Stokes [20], 
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(S + S + S ) 








2 2 2 1/2 
= 
1 2 3 , (1.33) 
S0 
 
com 0 ≤ P ≤ 1. Ipol representa a intensidade do feixe polarizado, Itot a intensidade total 
do feixe. Caso P  = 0 o feixe é não polarizado,  se P  = 1 o feixe é polarizado,  e para 0 
≤ P ≤ 1 o feixe é parcialmente polarizado. Como os parâmetros de Stokes são descritos em 
termos de intensidades, esses observáveis são reais já que é um produto quadrático de 
E e E†, onde [25] 
 
I = E†E = E1
∗ E1 + E2















A matriz J apresentado em (1.36) é a matriz de coerência e I é a irradiância sendo, 
 
I = tr{J}. (1.36) 
 
A matriz J é expandida em termos de um conjunto complexo de matrizes 2x2, [25] 
 
σ  = 
1  0  
, σ = 
0  1  
, σ 
= 
0  −i  
, σ
 = 












0  −1  
 
Essas matrizes são as matrizes de Pauli e os parâmetros de Stokes acima, em termos de 
matrizes de Pauli, resultam em [25]: 
 




para qual µ = 0, 1, 2, 3. Para um ensemble de fótons, em termos da matriz densidade, 
temos [26] 
 
Sµ = trρσµ. (1.39) 
 
Cada parâmetro de Stokes representa um tipo de polarização e são os análogos das médias 
das matrizes de Pauli para a polarização. Do experimento de SG citado na seção 1.1, 
quando o campo magnético está direcionado sobre o eixo z, temos as componentes de 
spin Sz+ e Sz−. Ao realizarmos uma rotação no eixo para x, por exemplo, obtemos 











Operadores de Kraus 
A realidade de um sistema físico está marcada de interações indesejadas com o 
mundo exterior [27], os sistemas quânticos abertos [15] e destas interações indesejadas 
surgem os ruídos quânticos [27, 28]. Um exemplo de ruído quântico é quando temos um 
elétron que tem uma determinada orientação de spin, e o mesmo interage com partículas 
carregadas, que por sua vez afetam o estado qubit desse elétron [27, 29]. Uma forma de 
estudar a dinâmica de um sistema conjunto, sistema - ambiente, é considerar que os dois 
formam um sistema quântico fechado e usar os operadores de Kraus [30]. Esses operadores 
mapeiam o estado de um subsistema, codificando o efeito do ambiente no subsistema de 
interesse [31]. Seu formalismo descreve mudanças discretas no tempo no sistema [29,  30]. 
Para uma descrição contínua no tempo, usa-se as equações mestras [14, 32, 12, 33]. 
O postulado da mecânica quântica sobre a dinâmica de um sistema nos diz que um 
sistema fechado evolui no tempo através de uma transformação unitária [15]: 
 
ρj = Uˆ(t, t0)ρUˆ
†
(t, t0), (2.1) 
 
 
















= [H, ρj], 
 
que fornece um conjunto de equações para cada constituinte da interação sistema-ambiente. 
Em nosso estudo, estamos interessados na dinâmica de um dos subsistemas, onde partido 







2.1 Representação matemática dos operadores de Kraus 
 
Considere dois sistemas formando um sistema total composto (1 + 2). O estado 
do sistema total é descrito por um espaço de Hilbert H12, onde H12 = H1 ⊗ H2, em 
que H1 e H2 são os espaços de Hilbert individuais. Suponha que, do sistema composto, 
queremos obter apenas informação sobre o subsistema 1. Para isso, tomemos inicialmente 
o operador densidade cujas correlações entre 1 e 2 ainda não ocorreram, e que o sistema 
2 se encontra em um estado puro da forma: 
 
ρ12 = ρ1 ⊗ |E0)2 (E0|2, (2.2) 
 
onde ρ2 = |E0)2 (E0|2. A dinâmica para t diferente de zero é representada pelo operador 
de evolução temporal unitário Uˆ12  , de modo que ρ12 será 
 










retirar o traço sobre os estados do subsistema 2, de modo que 
 
ρj1 =  T r2{Uˆ12(ρ1 ⊗ |E0)2 (E0|2)Uˆ1
†
2} 
ρj1 =  T r2 
,





ρj1 =  
 
(El|2 Uˆ12 |E0)2 ρ1 (E0|2 Uˆ1
†
2 |El)2 , (2.4) 
onde {|El)} é uma base ortonormal definida no espaço de Hilbert H2 associado ao sistema 2 
[29]. 
Definimos então os operadores de Kraus como [14, 29] 
 
Kl = (El| U12 |E0) . (2.5) 
 





Kl = IS [12], (usaremos S ao tratarmos do sistema 1). IS é o operador 
identidade no espaço de Hilbert HS. Substituindo a equação (2.5) em (2.4), obtemos o 






A soma desses operadores atuando no operador densidade do subsistema 1, da origem 
aos mapas lineares, que levam o operador densidade 1 de uma entrada para uma saída. 
O ato de não nos interessarmos pelo subsistema 2, medir mas não registrar suas medidas, 
submete ρ1 ao mapa [14, 29, 33, 34] 
 





Esse mapa linear dá origem aos canais quânticos. Os canais quânticos levam um estado 
de uma parte para outra que receberá o estado modificado, e os operadores de Kraus são 
os elementos que fazem as operações desse canal. 







1 - ρj1 = ρ
j
1
† é hermitiano; 
2 - Preserva o traço: tr(ρj1) = tr(ρ1) = 1; 
3 -Preserva a positividade: (ψ|1 (ρj1) |ψ)1 ≥ 0. 
 
2.1.1 Da operação unitária 
 
Numa transformação unitária composta, cada operador unitário referente aos sub- 
sistemas terão sua base produto. Considerando que essas bases são: 
 
{|Φi)}, {|Ψi)} ∈  H12, (2.8) 
 





|Φi) (Ψi| . (2.9) 




am,n |SmEn) , 
|Ψi) = 
 










am,nb∗k,l |SmEn) (SkEl | , (2.10) 
 
em que k, m = 0, ...dS − 1; l, n = 0, ...dE − 1. 
 
2.1.2 Aplicação dos operadores de Kraus e os canais quânticos 
 









Este canal de defasagem é um tipo de canal bem real que descreve a perda de 
informação sem perdas de energia [33]. Consideremos a seguinte representação 
|S0E0) −→ 
√
1 − P |S0E0) + 
√
P |S0E1) , 
|S1E0)  −→  
√
1 − P |S1E0) + 
√
P |S1E2) , (2.11) 
 
onde {S0, S1} são os estados do sistema. Após a evolução, podemos observar que o ambi- 
ente que estava no estado inicial |E0) muda para os estados |E1) e |E2) com probabilidade 
(P ) e pode se manter em |E0) com probabilidade (1 − P ), diferente do sistema que não 




1 − P |S0E0) (S0E0| + 
√
P |S0E1) (S0E0| 
+
√
1 − P |S1E0) (S1E0| + 
√
P |S1E2) (S1E0| , (2.12) 
 
 
com isso, traçando sobre os estados ambiente, o primeiro operador que encontramos é: 
 
K0 = (E0| (
√
1 − P |S0E0) (S0E0| + 
√
P |S0E1) (S0E0|) |E0) 
+ (E0| (
√
1 − P |S1E0) (S1E0| + 
√
P |S1E2) (S1E0|) |E0) . 
 
 
ou seja,  
K0 = 
√
1 − P (|S0) (S0| + |S1) (S1|) = 
√
1 − P I, (2.13) 
 
 
que matricialmente é representado como: 
 
K  = 
√
1 − P 





√   
= 
 P   . 
√   
= 
 P   . 
Para K1 temos:  
K1 = (E1| (
√
1 − P |S0E0) + 
√
P |S0E1)) (S0E0|E0) 
+ (E1| (
√
1 − P |S1E0) + 
√
P |S1E2)) (S1E0|E0) , 
 
 
que resulta em  
K1 = 
√
















K2 = (E2| (
√
1 − P |S0E0) + 
√
P |S0E1)) (S0E0|E0) 
+ (E2| (
√
1 − P |S1E0) + 
√
P |S1E2)) (S1E0|E0) , 
 
 
resultando em  
K2 = 
√
P |S1) (S1| , (2.15) 
 
 










2 - Canal amortecimento de amplitude 
Esse tipo de canal envolve a dissipação da energia, devido à influência do ambiente 
sobre o sistema quântico em questão [33]. Tomemos como exemplo um átomo excitado 
que espontaneamente perde energia e emite um fóton. O mapa da operação quântica 
24  
deste sistema é: 
 
|S0E0) −→ |S0E0) , 
|S1E0)  −→  
√
1 − P |S1E0) + 
√
P |S0E1) . (2.16) 
 
Podemos notar que |S0) é o estado fundamental e |S1) é o estado excitado do átomo. O 
sistema perde energia, vai para o nível fundamental, e o ambiente tem a probabilidade 
(P ) de receber um fóton da transição. Da transformação unitária 
 
Uˆ = |S0E0) (S0E0| + 
√
1 − P |S1E0) (S1E0| + 
√
P |S1E2) (S1E0| , (2.17) 
 
 
temos que os operadores de Kraus adquirem a seguinte forma: 
 
K0 = (E0|S0E0) (S0E0|E0) + (E0| (
√
1 − P |S1E0) (S1E0| + 
√
P |S0E1) (S1E0|) |E0) , 
 
 
que resulta em  
K0 = |S0) (S0| + 
√
1 − P |S1) (S1| , (2.18) 
 
 
com a matriz correspondente 
K  = 













K1 = (E1| (
√
1 − P |S1E0) (S1E0| + 
√
P |S0E1) (S1E0|) |E0) , 
 
 
que é  
K1 = 
√






















Decoerência e efeitos resultantes de 
dois tipos de ambientes 
 




Nesta seção faremos uma pequena abordagem do método utilizado por Bernardo [9] 
sobre a teoria da matriz densidade de unificação da polarização e coerência quântica de 
um conjunto de fótons, que deriva de uma abordagem clássica [35]. Essa teoria mostra 
como o grau de polarização de um conjunto de fótons que se propaga no espaço livre 
muda, e como tanto o grau de coerência quanto o de polarização do estado dos fótons 
interagindo com um ambiente podem desaparecer. A aplicação do método no estudo da 
interação com um ambiente que é a causa da decoerência é alvo desta pesquisa, onde 
faremos na seção 3.2 o uso do método e os detalhes da obtenção da matriz densidade 
para ambientes que fornecem informação sobre o estado de posição, e no caso em que 
este fornecimento depende da polarização dos fótons. Iniciaremos o capítulo estudando a 





3.1.1 Decoerência e a medida de von Neumann 
 
Segundo a interpretação de Copenhaguen, um obervador clássico causa o colapso da 
função de onda. A medida é a interação entre o aparelho de medida clássico e o objeto 
quântico [36]. Von Neumann tentou descrever quanticamente um processo de medida, 
onde a interação entre um sistema qualquer com um ambiente passa a ser tratada de 
acordo com as leis quânticas. O ambiente fornecerá então durante a medida, as informa- 
ções sobre a localização, por exemplo, de um determinado sistema. 




ai |ψi) , (3.1) 
onde ai são coeficientes complexos, e |ψi) a base do espaço de Hilbert; interagindo com um 
ambiente, de modo que a linearidade da equação de Schrödinger permite que a combinação 
sistema-ambiente evolua da forma [12] 





|er) −→ |Ψ) = 
 
ai |ψi) |ei) , (3.2) 
 
em que o estado |er) representa o estado preparado inicialmente antes da interação, e 
os estados |ei) são os estados do ambiente após a interação. Essa equação representa a 





(|ψ1) + |ψ2)) . (3.3) 
A dinâmica de interação que ocorre é: 
 
|ψ1) |e0) −→ |ψ1) |e1) , (3.4) 











(|ψ1) + |ψ2)) |e0) −→ √
2 
(|ψ1) |e1) + |ψ2) |e2)). (3.6) 
A partir das equações (3.2) e (3.6), podemos notar que não é possível tratar os estados 
do sistema separados dos estados do ambiente.  Se o ambiente se encontrar no estado 
|e1), significa que o sistema estará no estado |ψ1), se se encontrar-se em |e2), o sistema 
está no estado |ψ2). Essa inseparabilidade é a característica do que conhecemos por 
emaranhamento, e ele surge durante a interação sistema-ambiente. Assim, a propriedade 
de coerência que os estados de |ψ) possuíam passa a ser compartilhada com o ambiente. 
O ato de medir resultante da interação do ambiente com os estados do sistema leva à 
perda de coerência entre os estados do sistema [12, 37]. Uma vez que, o ambiente obtém 
informação suficiente sobre a localização dos estados de |ψ), a superposição desaparece 
e eles se tornam bem localizados; esse processo é chamado de decoerência. A interação 
além de levar à decoerência das superposições entre os estados do sistema, leva também 
à auto seleção dos estados classicamente observados [12, 38, 39, 40]. Sendo assim, a auto 
seleção induzida pelo ambiente como consequência da decoerência nos leva a extrair da 
essência quântica a nossa percepção clássica. 
A questão é que esses estados estáveis são os observados por nós. A natureza parece 
restringir as informações da nossa natureza humana a apenas os estados conhecidos como 
clássicos. É como se não importasse o caminho, sempre iremos, com nossa curiosidade (a 
medida), chegar no mesmo lugar. O ambiente tem assim um papel de canal de comunica- 
ção, um meio com várias cópias desses estados como ilustrado na figura 3.1. Como visto, 
enquanto o sistema perde coerência de fase, nós observamos cada fragmento do ambiente. 
 
Com base nisso, a proposta é estudar a dinâmica do sistema para dois tipos de 
ambiente, e analisar como ela nos fornece o grau de coerência e polarização para um 










Figura 3.1: Observadores obtêm informação sobre os estados do sistema usando o moni- 




reduzida. Além disso, iremos analisar o comportamento dos parâmetros de Stokes durante 
a interação, onde através destes, podemos observar a dinâmica do estado de polarização 






3.1.2 Teoria da unificação e os graus de coerência e polarização 
 
No experimento da dupla fenda de Young, ao passar fótons pelas aberturas (fendas), 
os mesmos serão detectados em uma tela, como na figura 3.2. Considerando os estados de 
posição de cada fóton ao passar pelas fendas B0 e B1 como |0) e |1), com |H) e |V ) sendo 
os estados de polarização linear horizontal e vertical de cada fóton, o estado quântico puro 
formado sob essas condições neste experimento será: 
 




βα∗  | 2  ∗  
 ∗β| βγ  βδ 
  
  
onde, |α|2 + |β|2 + |γ|2 + |δ|2 = 1. Usando a representação do operador densidade para 
um estado puro temos 
|α|2 αβ ∗  αγ ∗  αδ∗  
 
ρ = ,   
γα∗  γβ∗  |γ|2 γδ∗  
δα∗  δβ ∗  δγ ∗  |δ|2  







Figura 3.2: Representação ilustrativa do experimento de dupla fenda, onde um conjunto 
de fótons emitidos por F colidem com um anteparo contendo duas fendas B0 e B1. Em 
seguida, serão detectados na tela de detecção, em que cada fóton terá dois caminhos 
possíveis: r0 e r1. 
 
 
A densidade de probabilidade de encontrarmos um fóton em algum ponto na tela de 
detecção, tendo em vista que as polarizações horizontais e verticais não interferem entre 
si [9], é 
 
ρ(P ) = (H, P | ρ |H, P ) + (V, P | ρ |V, P ) , (3.8) 
 
onde |H, 0) e |V, 0) são os estados localizados em P. Se o comprimento de onda dos fótons 
for muito maior que a largura das fendas, as funções de onda dos fótons serão esféricas 






vertical, vindos de B0 e B1 serão: 
 
 
φP (r0) = (H, P |H, 0) = (V, P |V, 0) = 








em que i é a unidade imaginária, k é o número de onda, r0 e r1 são as distâncias entre as 
fendas B0 e B1 até o ponto P, respectivamente. Substituindo as equações (3.9) e (3.10) 
em (3.8), a densidade de probabilidade será representada por 
 
ρ(P ) = 
ρ11 + ρ33 
2 
0 















Sabendo que ρ é hermitiano ρxy = ρ∗yx  e tomando a parte real, temos 
 
ρ(P ) = 
ρ11 + ρ33 
2 
0 













Fechando a fenda B1 a equação de densidade de probabilidade da equação (3.12) fica 
 
 
ρ0(P ) = 






No caso em que B0 estiver fechada, temos 
 
 
ρ1(P ) = 






mostrando que as densidades de probabilidade quando temos uma das fendas fechadas 
são as densidades de probabilidade individuais de cada fóton ser encontrado em um ponto 
P. A partir de (3.13) e (3.14) podemos reescrever a equação (3.12) como 
 

































tratar-se do parâmetro que representa o grau de coerência1 entre as ondas que emergem 
de cada fenda formando um padrão de interferência na tela de detecção, representado 
pelo último termo da equação (3.15). O grau de coerência possui valores entre 0 ≤ µ ≤ 1, 
onde o último termo da equação (3.15) representa interferência máxima quando µ = 1 e 
sem o padrão de interferência quando µ = 0. Sabemos da seção 1.4 que os parâmetros de 
Stokes são usados para descrever o estado de polarização da luz, e a partir deles obtemos 
o grau de polarização. Para encontrar o grau de polarização dos fótons [9], focamos em 
uma fenda de cada vez. Para os fótons vindos da fenda B0 com a versão quântica dos 
















temos que o grau de polarização desses fótons será, de acordo com a equação (1.32) 






4(ρ11ρ33 − ρ13ρ31) 
, (3.21) 






1Quando duas ondas luminosas se sobrepõem, os estados mantêm uma correlação entre as fases das 
ondas que estão associadas a cada fóton. De acordo com a interação local, essas correlações podem ser 





= tr[|H, 0) (H, 0| ρ] + tr[|V, 0) (V, 0| ρ] = ρ11 + ρ33, (3.17) 
= tr[|H, 0) (H, 0| ρ] − tr[|V, 0) (V, 0| ρ] = ρ11 − ρ33, (3.18) 
= tr[|V, 0) (H, 0| ρ] + tr[|H, 0) (V, 0| ρ] = ρ31 + ρ13, (3.19) 












ρ21 ρ22 ρ23 ρ24  . (3.24)   










Os graus de coerência e polarização desenvolvidos na teoria são válidos tanto para esta- 
dos puros como para estados misturados, já que dependem dos elementos da matriz de 
densidade e para uma matriz densidade mista não será diferente. Essa é uma das vanta- 
gens de usar a matriz densidade , e, como vimos, a polarização e a coerência derivam de 
uma única abordagem quântica que é o operador densidade. Pela equação (3.7) podemos 
observar que toda a descrição foi feita para um estado puro. Em seu artigo, Bernardo [9] 
faz aplicações das equações de graus de coerência e polarização para estados misturados. 
Como aplicação para o estudo da decoerência, Bernardo parte de um estado conjunto 
não correlacionado 
 
ρ(0) = ρs(0) ⊗ ρE(0), (3.23) 
 
sendo ρS(0) a matriz que representa o estado dos fótons e que contém todas as informações 
sobre a coerência e polarização (uma matriz de estado misturado)2 e a matriz ρE uma 
matriz ρE(0) = i pi |Ei) (Ei|. Do estudo sobre os operadores de Kraus no capítulo 2, 
vimos que dois sistemas abertos podem ser considerados como um sistema isolado. Um 
sistema isolado evolui de acordo com um operador de evolução unitária 






Uˆ(t),  equação 
 
2O operador densidade para um estado misturado é ρ = 
Σ
i piρi, cuja representação matricial é: 
ρ11 ρ12 ρ13 ρ14  
ρ31 ρ32 ρ33 ρ34 





onde Kl são os operadores de Kraus. 
A interação ocorre em dois tipos de ambientes: um refrativo e o outro birrefringente. 
No ambiente refrativo a transformação unitária que ocorre leva ao seguinte mapa: 
 
|H, 0, E0) −→  
√
1 − P |H, 0, E0) + 
√
P |H, 0, E1) , 
|H, 1, E0) −→  
√
1 − P |H, 1, E0) + 
√
P |H, 1, E2) , 
|V, 0, E0) −→  
√
1 − P |V, 0, E0) + 
√
P |V, 0, E1) , 
|V, 1, E0) −→  
√
1 − P |V, 1, E0) + 
√
P |V, 1, E2) . 
 
O estado |E0) representa o estado preparado inicialmente do ambiente. Os estados |E1) e 
|E2) são os estados em que encontramos o ambiente após a interação com os fótons vindos 
das fendas B0 e B1. O parâmetro P é a probabilidade de encontrarmos o ambiente em um 
dos estados após a interação em um intervalo de tempo Ot, e 
√
1 − P é a probabilidade de 
não haver interação entre os fótons e o ambiente. A matriz densidade reduzida encontrada 
pela equação (2.6) é 
 
 
ρ11 (1 − P )ρ12 ρ13 (1 − P )ρ14  
ρ 




ρ31 (1 − P )ρ32 ρ33 (1 − P )ρ34 
  
(1 − P )ρ41 ρ42 (1 − P )ρ43 ρ44  
 
Assumindo que P (t) = Γ O t, onde Γ é a probabilidade de haver uma interação entre um 
fóton e um constituinte do ambiente por unidade de tempo. Note que P = Γ∆t ≤ 1 [33]. 
Após um tempo t = n∆t, temos que os termos (1 − P ) assumem a forma (1 − P )n = (1 








   
 21 22 23
 24   
ρ  e−Γt ρ ρ  e−Γt ρ e−Γt 







ρ  e−Γt ρ ρ  e−Γt ρ 







−Γt ρ44  
 
De acordo com a equação (3.16), o grau de coerência entre os estados do sistema tem um 








ρ22 + ρ44 
= µ(0)e . (3.25) 
 
O tipo de ambiente refrativo não perturba o grau de polarização, apenas as fases relativas 
entre os estados de posição dos fótons com relação às fendas B0 e B1 [9]. 
O outro tipo de ambiente que consideraremos aqui é o birrefringente. Esse tipo de 
ambiente perturba o sistema de modo que as mudanças de fase dependerão das polariza- 
ções. O mapa da interação entre o sistema e o ambiente tem a seguinte forma: 
|H, 0, E0) −→  
√
1 − P |H, 0, E0) + 
√
P |H, 0, E1) , 
|H, 1, E0) −→  
√
1 − P |H, 1, E0) + 
√
P |H, 1, E2) , 
|V, 0, E0) −→  
√
1 − P |V, 0, E0) + 
√
P |V, 0, E3) , 
|V, 1, E0) −→  
√
1 − P |V, 1, E0) + 
√
P |V, 1, E4) . 
Procedendo de forma similar ao caso anterior, temos que a matriz densidade reduzida 
encontrada fica 
 
ρ11 ρ12e−Γt ρ13e−Γt ρ14e−Γt  
ρˆs(t) = . 
  
ρ41e−Γt ρ42e−Γt ρ43e−Γt ρ44  
 

































A partir da teoria da matriz de unificação, de uma forma simples podemos obter os graus 
de coerência e polarização para a evolução temporal da matriz densidade do sistema que 
representa os fótons. 
 
3.2 Aplicação do método de unificação no estudo da 
decoerência 
A partir de agora veremos detalhadamente uma aplicação da matriz de unificação 
para um ambiente que interage com o sistema causando mudanças nas fases entre os 
estados dos fótons, e também quando essa mudança depende do estado de polarização 
dos fótons. Logo em seguida, observaremos o comportamento do estado de polarização 
dos fótons através dos parâmetros de Stokes. 
 
3.2.1 Decoerência e mudanças de fases aleatórias 
Como vimos anteriormente, o ambiente codifica informações sobre os estados do 
sistema. Suponhamos que o conjunto de fótons se propague em um ambiente formado 
por partículas distribuídas, por exemplo, as impurezas em uma fibra ótica [42]. Como 
consequência, essas partículas alteram as fases entre os estados dos fótons emergentes das 
posições 0 e 1 de forma aleatória e descorrelacionada durante a transmissão, devido ao 





é representada por uma transformação unitária modificando os estados do ambiente como 
segue no mapa abaixo: 
|H, 0) |E0) −→  
√
1 − P |H, 0) |E0) + 
√
P |H, 1) |E1) , 
|H, 1) |E0) −→  
√
1 − P |H, 1) |E0) + 
√
P |H, 0) |E2) , 
|V, 0) |E0) −→  
√
1 − P |V, 0) |E0) + 
√
P |V, 1) |E1) , 
|V, 1) |E0) −→  
√
1 − P |V, 1) |E0) + 
√
P |V, 0) |E2) , 
 
onde as modificações sofridas pelo estado do ambiente dependem apenas das correlações 
entre os estados dos fótons, mudando para |E1) se os fótons emergem da posição 0 e para 
|E2) se eles emergem da posição 1. Como consequência da colisão com as partículas do 
ambiente, o estado de localização dos fótons muda de 0 para 1, vindos de 0, e de 1 para 0, 
os vindos da posição 1. O parâmetro P é a probabilidade de que essas mudanças ocorram 
nos estados do ambiente; todavia, pode não ocorrer mudanças e o ambiente se manter em 
|E0) com probabilidade (1 − P ). 




1 − P (|H, 0) (H, 0| + |H, 1) (H, 1| + |V, 0) (V, 0| + |V, 1) (V, 1|), (3.28) 
K1 =
√
P (|H, 1) (H, 0| + |V, 1) (V, 0|), (3.29) 
K2 =
√
P (|H, 0) (H, 1| + |V, 0) (V, 1|), (3.30) 
 
de acordo com o cálculo no apêndice A. Substituindo na equação (2.6), resulta na matriz 
densidade reduzida 
(1 − P )ρ11 + P ρ22 (1 − P )ρ12 (1 − P )ρ13 + P ρ24 (1 − P )ρ14  
ρˆ =  (1 − P )ρ21 (1 − P )ρ22 + P ρ11 (1 − P )ρ23 (1 − P )ρ24 + P ρ13 
s 
(1 − P 
 
)ρ31 + P ρ42 (1 − P )ρ32 (1 − P )ρ33 + P ρ44 (1 − P )ρ34 
 
 







21 22 11 23 24 13 
µ(t) =     , (3.32) 
Para um intervalo de tempo ∆t, os elementos da matriz densidade anterior decaem 
na forma 
e−Γtρ11 + sρ22 e−Γtρ12 e−Γtρ13 + sρ24 e−Γtρ14  
ρˆs =  
e−Γtρ e−Γtρ + sρ e−Γtρ e−Γtρ + sρ 
, (3.31)  
e−Γtρ31 + sρ42 e
−Γtρ32 e
−Γtρ33 + sρ44 e
−Γtρ34   
 
e−Γtρ41 e
−Γtρ42 + sρ31 e
−Γtρ43 e
−Γtρ44 + sρ33  
 
onde o símbolo s representa (1 − e−Γt). 
Podemos notar que após várias interações, a probabilidade (1−P ) acaba se tornando 
(1−P )n e isso implica que, durante a dinâmica, fica inevitável que o ambiente não codifique 
toda a informação necessária sobre a localidade dos estados dos fótons, exceto para os 
termos da diagonal principal que são os estados que se mantem balanceados durante as 
interações, o que representa a conservação do número de fótons durante a propagação. 
Todos os termos de superposição evoluem para uma mistura de estados incoerentes [43]. 






ρ11e−Γt  + sρ22 + ρ33e−Γt  + sρ44
.
ρ22e−Γt  + sρ11 + ρ44e−Γt  + sρ33 






3.2.2 Decoerência, despolarização e  ambiente 
 
Analisaremos aqui quando a interação entre os fótons e as partículas do ambiente 
causam mudanças aleatórias locais nas fases dos estados dos fótons durante o espalha- 
mento, e estas mudanças, considerando que o ambiente é birrefringente, cada uma de- 





transformação unitária nos fornece o seguinte mapa: 
 
|H, 0) |E0) −→  
√
1 − P |H, 0) |E0) + 
√
P |H, 1) |E1) , 
|H, 1) |E0) −→  
√
1 − P |H, 1) |E0) + 
√
P |H, 0) |E2) , 
|V, 0) |E0) −→  
√
1 − P |V, 0) |E0) + 
√
P |V, 1) |E3) , 
|V, 1) |E0) −→  
√
1 − P |V, 1) |E0) + 
√
P |V, 0) |E4) , 
 
onde temos (1 − P ) novamente como a probabilidade de não interagir e P de ocorrer 
interação. A partir da equação (2.5), encontramos 5 operadores de Kraus: 
K0 =
√
1 − P (|H, 0) (H, 0| + |H, 1) (H, 1| + |V, 0) (V, 0| + |V, 1) (V, 1|), (3.33) 
K1 =
√
P |H, 1) (H, 0| , (3.34) 
K2 =
√
P |H, 0) (H, 1| , (3.35) 
K3 =
√
P |V, 1) (V, 0| , (3.36) 
K4 =
√
P |V, 0) (V, 1| (3.37) 
 
 
que ao serem substituídos na (2.6) nos fornece 
(1 − P )ρ11 + P ρ22 (1 − P )ρ12 (1 − P )ρ13 (1 − P )ρ14  
ρˆ =  
(1 − P )ρ21 (1 − P )ρ22 + P ρ11 (1 − P )ρ23 (1 − P )ρ24+  
.
 
(1 − P 
 
)ρ31 (1 − P )ρ32 (1 − P )ρ33 + P ρ44 (1 − P )ρ34 
 
 






Para várias interações, a matriz de densidade evoluída fica 
e−Γtρ11 + sρ22 e−Γtρ12 e−Γtρ13 e−Γtρ14  
ρˆs =  
 
e−Γtρ21 e−Γtρ22 + sρ11 e−Γtρ23 e−Γtρ24 
. 
e−Γtρ31 e−Γtρ32 e−Γtρ33 + sρ44 e−Γtρ34  
 
e−Γtρ41 e−Γtρ42 e−Γtρ43 e−Γtρ44 + sρ33  
 
O grau de coerência é igual ao da equação (3.32), causando a destruição da visibilidade do 
padrão de interferência. Além de causar mudanças aleatórias nas fases, essas mudanças 
dependem da polarização dos fótons. Assim, os graus de polarização para cada fóton 














4 [(ρ11e−Γt + sρ22) · (ρ33e−Γt + sρ44) − (ρ13ρ31)e−Γt] (sρ22 + 
sρ44 + ρ11e−Γt + ρ33e−Γt)2 
 
 
4 [(ρ22e−Γt + sρ11) · (ρ44e−Γt + sρ33) − (ρ24ρ42)e−Γt] (sρ11 + 
sρ33 + ρ22e−Γt + ρ44e−Γt)2 
 
Observemos agora como o estado de polarização se comporta durante a evolução do 
operador densidade reduzida. Pelas equações (3.17), (3.18), (3.19) e (3.20), temos que a 















A figura 3.3 mostra o decaimento exponencial do parâmetro S2 dos fótons vindos de 
0, considerando que os mesmos possuem um estado de polarização inicial diagonal. Os 







= ρ11 + ρ33 = (ρ11e−Γt + sρ22) + (ρ33e−Γt + sρ44), (3.40) 
= ρ11 − ρ33 = (ρ11e−Γt + sρ22) − (ρ33e−Γt + sρ44), (3.41) 
= e−Γtρ31 + e
−Γtρ13,
 (3.42) 






mente na diagonal não possibilita valores não nulos de polarização horizontal ou vertical, 
ou circulares, que são quantificados por S1 e S3, e a intensidade S0 de acordo com a figura 
3.4, se mantém constante durante as medidas (existe uma conservação do número de fó- 
tons durante a propagação). Assim, pela relação (1.31), temos inicialmente que o estado 
é polarizado com a igualdade satisfeita, que pode ser também observada claramente pelos 
gráficos, e que durante as interações o parâmetro S2 indica que o grau de polarização 
decai. 
O comportamento dos observáveis que representam o estado de polarização dos 
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t(Γ   -1 ) 
 
Figura 3.3: Evolução do parâmetro S2, que durante a evolução da matriz densidade 
















0 1 2 3 4 5 6 
 
t(Γ   -1 ) 
 
Figura 3.4: Evolução do parâmetro S0, que se mantém constante durante a evolução da 

















Tendo em vista que o que diferencia os mundos quântico e clássico seja principal- 
mente a existência da superposição de estados, notamos que o que é clássico surge da 
essência quântica, e a questão da não observalidade de um padrão de interferência de um 
sistema macroscópico provém do quanto o ambiente está codificando as informações desse 
sistema, ou seja, do quanto o ambiente perturba os estados do sistema. Podemos notar 
que é irreversível a perda do grau de coerência devido à interação, e isso não requer um 
observador clássico, como sugere a interpretação de Copenhague, onde o observador ma- 
croscópico causa o colapso da função de onda. Nos casos aqui considerados, as interações 
que ocorrem entre o sistema e o ambiente redistribuem a coerência contida inicialmente 
apenas no sistema para que façam parte também dos estados do ambiente. Esse pro- 
cesso, que para muitos corpos é quase inevitável, destrói o grau de coerência quando 
olhamos apenas para o sistema; fato que promove o surgimento do mundo clássico como 
o conhecemos. 
A decoerência é um processo irreversível [12], e dependendo dos canais de interação, 
teremos influência no grau de polarização, implicando uma correlação entre essas duas 
propriedades. No primeiro ambiente, onde nos restringimos a apenas mudanças na coe- 
rência da fase, o estado de polarização se mantém polarizado e com polarização diagonal. 




é proporcional ao tempo, então, a superposição evoluiu para um estado incoerente. No 
segundo ambiente, tanto o grau de polarização quanto o de coerência sofrem modificações 
devido às características do ambiente, e isso nos leva a observar a influência do ambiente 
no grau de polarização. No caso em que codificamos informação na polarização dos fó- 
tons, esse estudo revela de forma simples que tipos de ambientes precisam ser evitados no 











Matriz densidade reduzida e 
ambientes 
 
A.1 Obtenção dos operadores de Kraus da seção 3.2 
 
O mapa linear 
 
|H, 0) |E0) −→  
√
1 − P |H, 0) |E0) + 
√
P |H, 1) |E1) , 
|H, 1) |E0) −→  
√
1 − P |H, 1) |E0) + 
√
P |H, 0) |E2) , 
|V, 0) |E0) −→  
√
1 − P |V, 0) |E0) + 
√
P |V, 1) |E1) , 
|V, 1) |E0) −→  
√
1 − P |V, 1) |E0) + 
√
P |V, 0) |E2) , 
 




1 − P (|H, 0) |E0) (H, 0| (E0|) + 
√
P (|H, 1) |E1) (H, 0| (E0|) 
+ 
√
1 − P (|H, 1) |E0) (H, 1| (E0|) + 
√
P (|H, 0) |E2) (H, 1| (E0|) 
+ 
√
1 − P (|V, 0) |E0) (V, 0| (E0|) + 
√
P (|V, 1) |E1) (V, 0| (E0|) 
+ 
.
(1 − P |V, 1) |E0) (V, 1| (E0|) + 
√




        
|H, 0) = 
   
, |H, 1) = 
   
, |V, 0) = 
   
, |V, 1) = 
   
, (A.4) 
que nos fornece os operadores de Kraus de acordo com a equação (2.5) 
 
K0 = (E0| (
√
1 − P |H, 0) |E0) (H, 0| (E0|) |E0) + (E0| (
√
1 − P |H, 1) |E0) (H, 1| (E0|) |E0) 
+ (E0| (
√
1 − P |V, 0) |E0) (V, 0| (E0|) |E0) + (E0| (
√
1 − P |V, 1) |E0) (V, 1| (E0|) |E0) , 
K1 = (E1| (
√
P |H, 1) |E1) (H, 0| (E0| + 
√
P |V, 1) |E1) (V, 0| (E0|) |E0)), 
K2 = (E2| (
√
P |H, 0) |E2) (H, 1| (E0| + 
√
P |V, 0) |E2) (V, 1| (E0|) |E0)). 
 




1 − P (|H, 0) (H, 0| + |H, 1) (H, 1| + |V, 0) (V, 0| + |V, 1) (V, 1|), (A.1) 
K1 = 
√
P (|H, 1) (H, 0| + |V, 1) (V, 0|), (A.2) 
K2 = 
√
P (|H, 0) (H, 1| + |V, 0) (V, 1|). (A.3) 
 
Para obter as matrizes dos operadores de Kraus, consideremos 
 


















com as respectivas representações duais, 
 
(H, 0| = 
.
1  0  0  0
Σ 
, (H, 1| = 
.
0  1  0  0
Σ 
, (A.5) 
(V, 0| = 
.
0  0  1  0
Σ 
, (V, 1| = 
.
0  0  0  1
Σ 
. (A.6) 
0 1 0 0 
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0  0  0  1
Σ  
= 
0  1  0  0  
= I, (A.7) 














































0 0 1 0 
 
0  0  0  1  
 
onde I é a matriz identidade. Temos também que 
 



























0 0 1 0 
0   0   0 0  
0   0   1 0  
 


























0 0 0 1 
0   0   1 0  
0   0   0 0  
   
   
   














0  0  0  0  
· ρ · 
1  0  0  0  
. (A.10) 
s 
Substituindo esses ingredientes nas equações (2.6), temos 





1 − P )2(I · ρ · I†) + (
√
P )2 
1 0 0 0  
· ρ · 
0 0 0 0  
+ 
0   0   0 0  
0   0   1 0  
0  1  0  0  
0 0 0 1 
0  0  0  0  
0  0  0  0  
 
 
0 0 0 1
0 0 0 0  
Efetuando a multiplicação entre as matrizes, encontramos 
0 0 0 0 
0  0  1  0  
 
(1 − P )ρ11 + P ρ22 (1 − P )ρ12 (1 − P )ρ13 + P ρ24 (1 − P )ρ14  
ρˆ =  (1 − P )ρ21 (1 − P )ρ22 + P ρ11 (1 − P )ρ23 (1 − P )ρ24 + P ρ13 
s 
(1 − P 
 
)ρ31 + P ρ42 (1 − P )ρ32 (1 − P )ρ33 + P ρ44 (1 − P )ρ34 
 
 
(1 − P )ρ41 (1 − P )ρ42 + P ρ31 (1 − P )ρ43 (1 − P )ρ44 + P ρ33  
 
Consideremos agora o segundo mapa, cuja forma é 
 
|H, 0) |E0) −→  
√
1 − P |H, 0) |E0) + 
√
P |H, 1) |E1) , 
|H, 1) |E0) −→  
√
1 − P |H, 1) |E0) + 
√
P |H, 0) |E2) , 
|V, 0) |E0) −→  
√
1 − P |V, 0) |E0) + 
√
P |V, 1) |E3) , 
|V, 1) |E0) −→  
√
1 − P |V, 1) |E0) + 
√
P |V, 0) |E4) , 
   











1 − P (|H, 0) |E0) (H, 0| (E0|) + 
√
P (|H, 1) |E1) (H, 0| (E0|) 
+ 
√
1 − P (|H, 1) |E0) (H, 1| (E0|) + 
√
P (|H, 0) |E2) (H, 1| (E0|) 
+ 
√
1 − P (|V, 0) |E0) (V, 0| (E0|) + 
√
P (|V, 1) |E3) (V, 0| (E0|) 
+ 
.
(1 − P |V, 1) |E0) (V, 1| (E0|) + 
√
P (|V, 0) |E4) (V, 1| (E0|). 
A partir da equação (2.5), nós encontramos os respectivos operadores de Kraus, 
 
K0 = (E0| (
√
1 − P |H, 0) |E0) (H, 0| (E0|) |E0) + (E0| (
√
1 − P |H, 1) |E0) (H, 1| (E0|) |E0) 
+ (E0| (
√
1 − P |V, 0) |E0) (V, 0| (E0|) |E0) + (E0| (
√
1 − P |V, 1) |E0) (V, 1| (E0|) |E0) , K1 = (E1| 
(
√
P |H, 1) |E1) (H, 0| (E0|) |E0) , 
K2 = (E2| (
√
P |H, 0) |E2) (H, 1| (E0|) |E0) , 
K3 = (E3| (
√
P |V, 1) |E3) (V, 0| (E0|) |E0) , 
K4 = (E4| (
√
P |V, 0) |E4) (V, 1| (E0|) |E0) , 
 




1 − P (|H, 0) (H, 0| + |H, 1) (H, 1| + |V, 0) (V, 0| + |V, 1) (V, 1|), K1 = 
√
P |H, 1) (H, 0| , 
K2 = 
√
P |H, 0) (H, 1| , 
K3 = 
√
P |V, 1) (V, 0| , 
K4 = 
√





Substituindo esse resultado na equação (2.6), e seguindo os passos descritos anteriormente, 
nós encontramos a matriz 
(1 − P )ρ11 + P ρ22 (1 − P )ρ12 (1 − P )ρ13 (1 − P )ρ14  
ρˆ =  
(1 − P )ρ21 (1 − P )ρ22 + P ρ11 (1 − P )ρ23 (1 − P )ρ24+  
.
 
(1 − P 
 
)ρ31 (1 − P )ρ32 (1 − P )ρ33 + P ρ44 (1 − P )ρ34 
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