The Cesàro theorem is extended to the cases: (1) higher order Cesàro mean for sequence (discrete case); and (2) higher order, multi-dimensional and continuous Cesàro mean for functions. Also, we study the Cesàro theorem for the case of positive-order.
Introduction
It is known that the Lévy Laplacian [17] is an infinite dimensional Laplacian that can be defined as a Cesàro mean of order 1 of the second derivatives along the elements of an orthonormal basis of a Hilbert space. Motivated by the paper [2] this construction was generalized in [8] to higher order extension of Cesàro means, leading to the notion of exotic Laplacian. The solution of the heat equation for the hierarchy of exotic Laplacians was first obtained in the paper [3] .
In [4] it was proved that all exotic Laplacians can be realized in appropriate completions of subspaces of the Hida distribution space, thus showing that this space plays a fundamental role not only for the Lévy Laplacian, but for the whole exotic hierarchy. Finally, in [5] the Markov process generated by the exotic Laplacian of order 2a was identified to the Brownian motion associated of the a-th distribution derivative of the standard white noise, thus providing a natural probabilistic interpretation for the exotic Laplacians. In fact, after this result, the term exotic seems no longer justified, since these are natural expressions of a fundamental mathematical object such as the standard white noise.
The above mentioned identifications were made possible, on one side by a generalization to higher order means, of the known Cesàro's theorems on the arithmetic mean (see Section 5) , on the other side, by the formulation and proof of the inverses of these results. This generalization was achieved in successive steps in increasing order of generality: the first result, obtained in [10] , concerned sequences (as in the original Cesàro theorem) and means of integer order. The second result in [10] concerns the converse of the first one: this seems to be a new type of Cesàro theorems, not previously considered in the literature. Both results played a crucial role in the construction, given in [4] of a similarity relation among exotic Laplacians of order ≥ 1. This was extended in [5] to sequences and means of arbitrary real order. Finally, in the present paper, sequences are replaced by arbitrary functions on R d . Such an extension is required in order to bring white noise theory nearer to the quantum field theory formalism and constitutes a first non-trivial step in this direction. This paper is organized as follows: In Section 2 we establish a continuous multidimensional extension of Cesàro theorem for positive higher order. In Section 3 we prove one of our main result concerning the higher order, multi-dimensional and continuous extension of Cesàro theorem. In Section 4 we prove a converse version of the higher order Cesàro theorem studied in Section 3. In Section 5 we introduce a construction that allows to reduce all Cesàro type theorems to the corresponding results in the discrete 1-dimensional case for sequences.
Positive Order Cesàro Theorems: Continuous Case
In this section, we study positive order Cesàro theorems for functions on multidimensional Euclidean space.
The Euclidean distance in R d is denoted by dist( · , · ) and, for any r > 0,
, with radius r and B(x, r) c its complement. In this section we define the generalized Cesàro means as linear functionals defined on some vector subspaces of L 1 loc (R d ), the space of all locally integrable functions on R d , and we prove some properties of these means. We start with the Cesàro mean of order 1, correpsonding to the original version of Cesàro theorem. For a given p ∈ R + , the linear functional C p defined by:
is called the Cesàro mean of order p of g ∈ Dom(C p ). The Cesàro mean of order 1 is simply called the Cesàro mean.
Remark 2.1. In the case d = 1,
hence (2.2) becomes, for p = 1:
for g ∈ Dom(C 1 ), which is slightly different from the usual definition of Cesàro mean
for g ∈ Dom(C 1 ) that only considers the interval (0, r). For the continuous and multidimensional extensions, the symmetric formulation has some advantages.
exists for some p ≥ 0. Then: 
Therefore, for all r > r ϵ we obtain that
which tends to 0 as r → ∞. Put
Then from the known formula:
which implies that
From this it follows that, since lim r→∞ c ϵ (r) = 0, by taking limit as r → ∞ in (2.7),
Since ϵ > 0 is arbitrary and lim r→∞
in the sense that the limit on the left hand side exists and the identity holds. This proves (2.6).
By taking p = 0 in Theorem 2.2, we have the following multi-dimensional continuous Cesàro theorem.
exists in C, then
in the sense that the limit exists and the equality holds.
Higher Order Cesàro Theorems: Continuous Case
In this section, we study higher order Cesàro theorems for functions on multidimensional Euclidean space.
exists in C, then for any a ∈ R *
Proof. Let g ∈ Dom(C p ) and p ∈ R + . If p > 0, for some R > 0 we consider the function
in the sense that, if there exists one side of the equality, then there exists another side. Therefore we may prove (3.2) for g R . We also have
On the one hand, by using the identity |B(0, r)| = |B(0, 1)|r d , we obtain that
and assumption (3.2) implies that the limit of the right hand side for r → ∞ exists and is equal to 1
On the other hand, in the second term of the difference in (3.3), by using d-dimensional spherical coordinate representation, we have ∫ 
The second term of (3.6) is equal to
and the first term of (3.6) is majorized, in modulus, by
Let ε > 0 be given. Then since by assumption
Moreover, since g R is locally integrable, the map
is continuous, therefore there exists a constant C > 0 such that for all τ ≤ t ε
Therefore, by splitting the integral in τ in (3.8) into the two pieces, (3.8) is majorized by
and so
from which, since ε > 0 is arbitrary,
Hence by (3.5), (3.6), (3.7) and (3.9), we have
Therefore, by (3.3) and (3.4), we have
which implies (3.2) as desired. 
A Converse Version of Higher Order Cesàro Theorem
The following theorem gives the converse of Theorem 3.1. 
Proof. The proof is similar to the one of Theorem 3.2. Let p ∈ R *
On the one hand, with the same notations of Theorem 3.2
Therefore, by (4.3), (4.4) and (4.5) the following identity holds:
where
Then by (4.6) and the assumption we obtain that
and from (4.7), we have
Also, by the same arguments used for the proof of (3.9), we prove that lim t→∞ k 3 (t) = 0.
Therefore, from the above arguments it follows that
which is the desired result. 
Reduction to Discrete Cesàro Theorems
In this section, by reducing from continuous to discrete case, we show how, from the previous theorems, one can obtain the corresponding statements for sequences.
Sequences of complex numbers, i.e. elements of C ∞ , are identified with functions in L 1 (R) which are constant in the intervals [k, k + 1) (k ∈ Z). More precisely, we define the embedding c :
The action of the functionals C p on C ∞ is defined by
Let Q be the locally integrable function on R defined by
where [|t|] is the largest integer smaller than |t|. For our convenience, we understand that ∞ · 0 = 0.
Lemma 5.1. Let a ∈ Dom( C p ). Then for any β ∈ R, it holds that
Proof. Let β ∈ R be given. Then we obtain that
Then we can easily see that the second term of the right hand side of (5.1) is zero and the first term of the right hand side of (5.1) coincides with the following:
Then the Abel identity implies that
On the other hand, by direct computation we can prove that
be a sequence given by
, n ∈ N Then we have lim n→∞ d n = 0 C p (a) = 0, i.e., for any ϵ > 0 there exists a number N 0 such that |d n | < ϵ if n ≥ N 0 . Using this sequence (5.2) is represented as follows:
Therefore we obtain that
with a constant C independent on N . Since ϵ is arbitrary, this gives the proof of the assertion.
Proof. For given β ∈ R, by applying Lemma 5.1, we obtain that Denote q the identity function on R, q(t) = t for any t ∈ R.
Lemma 5.3. Let a ∈ Dom( C p ) and β ∈ R. Then |q| β Q β c a ∈ Dom(C p ) and
where q d is the discretization of the multiplication operator q, i.e., (q β d a)(n) = n β a n for a ∈ C ∞ .
Proof. We obtain that −α a n = p + α p C p+α (a)
