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The genus of projective curves on complete
intersection surfaces
Rebecca Tramel
Abstract
We bound the genus of a projective curve lying on a complete in-
tersection surface in terms of its degree and the degrees of the defining
equations of the surface on which it lies.
1 Introduction
It is natural to consider under what conditions the classical Castelnuovo
bounds on the genus of smooth projective curves can be improved upon. We
consider curves lying on complete intersection surfaces. Our goal is to relate
the degrees of the curve and the surface to the genus of the curve. This is a
generalization of the results of [Har80] for curves lying on surfaces in P3. We
are able to give the following bound on the genus g of such a curve, in terms
of its degree, d and the degrees k1, . . . , kn−2 of the defining equations of the
surface, when d is large with respect to the degree of the surface. Specifically,
we will require the following:
d ≥ k1 · · ·kn−2(k1 + · · · kn−2). (1)
Theorem 2.10. Assume S is a complete intersection surface in Pn defined by
equations of degrees k1, . . . , kn−2, and C is a degree d curve lying on S. Sup-
pose the degrees d, k1, . . . , kn−2 satisfy (1). Let ǫ = d − k1 · · · kn−2⌈
d
k1···kn−2
⌉.
Then the genus of C is bounded as follows:
g(C) ≤
d2
2k1 · · ·kn−2
+
1
2
d(k1 + · · ·+ kn−2 − n− 1) + p(k1, . . . , kn−2, ǫ)
where p(k1, . . . , kn−2, ǫ) is a polynomial in k1, . . . , kn−2, ǫ given explicitly later.
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Considered as a polynomial in d, the leading and linear term are sharp.
The constant term, given later, is not sharp. It is a degree n polynomial in
the degrees ki of the defining equations of the surface.
1.1 History of the question
Our strategy is to bound the genus of the curve C by computing hilbert
functions of twists the ideal sheaf of the set of intersection points of C with
a general hyperplane. This strategy is used by Castelnuovo to achieve the
classical results. Requiring that C lies on a given complete intersection sur-
face allows us to compute these Hilbert functions directly in some cases, as in
[Har80]. The main new strategy we use is to compute bounds on the Hilbert
functions using a torus degeneration (see Proposition 2.6).
The question of bounding the genus of projective curves is also addressed
in [Har82] and in [CCDG93]. Both papers address the Halphen problem, of
bounding a curve in terms of the smallest degree s of a surface on which a
curve lies. [Har82] gives a bound in terms of the degree d of a curve in Pr
in terms of d, r and s when d is sufficiently large with respect to s and s is
not large with respect to r. [CCDG93] extends this result to give a bound
in terms of d, s and r removing the assumption about the relative sizes of r
and s. These papers are able to give bounds which are sharp. Our results
differ, in that we require this surface is a complete intersection surface, and
we make weaker assumptions about the degree of this surface. However, in
the case that the smallest degree surface is in fact a complete intersection
surface satisfying the degree requirements, our bounds agree in the highest
term, and our bound improves upon the bound given in [CCDG93] in the
linear term.
This question is also considered in [CCDG95], [CCDG96] and [DG08].
These papers consider curves satisfying certain flag conditions. In our case,
requiring that C lies on a complete intersection surface gives a flag of smooth
irreducible projective varieties C ⊇ V2 ⊇ · · · ⊇ Vn−1 where Vi = Z(f1, . . . , fn−i).
It follows from Bezout’s theorem, and our assumption that the degree of C
is large, that the curve C cannot lie on any surface of degree less than the
degree of S = V2. Repeating this argument inductively, C does not lie on
any i-dimensional varieties of degree smaller than the degree of Vi.
In the case when n = 4, [CCDG95] gives a sharp bound for curves on
such a flag when d > max{12(k1k2)
2, (k1k2)
3}. [CCDG96, Theorem 2.2]
gives a bound for n ≥ 3 when the d > (k1 · · · kn−2)
2 and kn−2 ≫ kn−3 ≫
2
· · · ≫ k1. This bound matches ours in the quadratic term. We improve
upon the linear term given in this bound, and require only (1), with no
requirement on the relative sizes of the degrees ki. [DG08, Inequality (2.1)]
gives a bound for the genus of a curve lying on an irreducible surface without
requiring it be a complete intersection surface. This result requires that
d > (k1 · · · kn−2)
2− (k1 · · · kn−2), which is stronger than our assumption. The
bound matches our quadratic and linear terms, while our constant term is a
lower degree polynomial in the degree of the surface. [DGF12] refines this
result in the case where the degree of the surface is small with respect to n.
1.2 Additional motivation
Our motivation for considering the genus of these curves is the study of
Bridgeland stability on threefolds. [BMT14] conjectures a Bogomolov-Gieseker
type inequality for stable sheaves on projective threefolds. This inequality
predicts the existence of a genus bound for curves lying on complete inter-
section threefolds in terms of the degree of the curves, and the degrees of the
defining equations of the threefold. In the final section of this paper, we show
how the result of Theorem 2.10 could give such a bound, if it were extended
to curves of low degree.
2 Curves on complete intersection surfaces
2.1 Hilbert functions and the genus of C
Our goal is to compute a bound on the genus of a curve lying on a complete
intersection surface in Pn. Our strategy will be to compute hilbert functions
of twists of a particular ideal sheaf, the ideal sheaf of points of intersection of
the curve and a general hyperplane in Pn. We will then use Riemann-Roch
to arrive at a bound for the genus of the curve. This strategy follows ideas
from [Har80], where he computed a bound for the case n = 3.
Let C be a curve of degree d in Pn. Suppose C lies on a complete inter-
section surface S in Pn. The Riemann-Roch theorem implies that if g is the
genus of C, for l ≫ 0,
g = dl − h0(C,O(l)) + 1.
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We define αl to be the dimension of the image of the restriction map
ρl : H
0(Pn,O(l))→ H0(C,O(l)).
Then for l≫ 0, Riemann-Roch gives
g = dl − αl + 1. (2)
Choose H to be a generic hyperplane in Pn and Γ = H ∩ C. Let IΓ be
the ideal sheaf of Γ in Pn. Let
σl : H
0(Pn, IΓ(l))→ H
0(C, IΓ(l)|C)
the the restriction map. The spaces H0(C,O(l − 1)) and H0(C, IΓ(l)|C)
are isomorphic via multiplication by the defining equation of H . Further,
H0(Pn,O(l− 1)) injects into H0(Pn, IΓ(l)) via the same multiplication map,
call it h.
H0(Pn,O(l − 1)) H0(C,O(l − 1))
H0(Pn, IΓ(l)) H
0(C, IΓ(l)|C)
ρl−1
h
σl
∼h|C
Thus the image of ρl−1 is contained in the the image of h|
−1
C ◦ σl. In other
words, αl−1 ≤ dim Imσl. Then difference αl−αl−1 is bounded from below by
the difference αl− dim Im σl. The kernel of ρl is H
0(Pn, IC(l)), the sections
of O(l) vanishing on C. This is also the kernel of σl. Thus
αl − αl−1 ≥ αl − dim Imσl
=
(
h0(Pn,O(l))− h0(Pn, IC(l))
)
−
(
h0(Pn, IΓ(l))− h
0(Pn, IC(l))
)
= h0(Pn,O(l))− h0(Pn, IΓ(l)).
We define βl to be h
0(Pn,O(l))− h0(Pn, IΓ(l)).
The sequence of sheaves OPn(l − 1) → OPn(l) → OH(l) is exact. Fur-
ther, the sequence OPN (l − 1) → IΓ(l) → IΓ(l)|H is exact. The restriction
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map H0(Pn,OPn(l)) → H
0(H,OH(l) is surjective, as is the restriction map
H0(Pn, IΓ(l))→ H
0(H, IΓ(l)|H). Taking cohomology of both, we see that
βl = h
0(Pn,O(l))− h0(Pn, IΓ(l))
= h0(H,OH(l)) + h
0(Pn,OH(l − 1))− h
0(H, IΓ(l)|H)− h
0(Pn,OH(l − 1))
= h0(H,O(l))− h0(H, IΓ(l)|H).
Define γ0 := β0 and γl := βl−βl−1 for l ≥ 1. Let P be a generic hyperplane
in H ∼= Pn−1 containing no points of Γ. Then the following sequence is exact:
0→ H0(H, IΓ(l − 1)|H)→ H
0(H, IΓ(l)|H)→ H
0(P,OP (l)).
Define el to be the dimension of the image of the second map. In other
words, el := h
0(H, IΓ(l)|H)− h
0(H, IΓ(l − 1)|H). This leads to the following
relationship between γl and el:
γl =
(
l + n− 2
n− 2
)
− el.
If we can compute γl, this will allow us to bound the genus of C as follows.
First, we claim that
l∑
i=0
βi =
l∑
i=0
(l − i+ 1)γi. (3)
This follows from the fact that βi =
∑i
k=0 γk. Further, there is an exact
sequence of sheaves
0→ IΓ(l)→ O(l)→ OΓ → 0.
For l ≫ 0, H1(Pn, IΓ(l)) = 0, and so
∑l
i=0 γi = d. Substituting this into (3)
gives
∑l
i=0 βi = ld −
∑l
i=0(i − 1)γi. Since αl ≥
∑l
i=0 βi, then (2) gives the
following bound on g in terms of γi.
Lemma 2.1. For l ≫ 0,
g ≤
l∑
i=0
(i− 1)γi + 1.
Our strategy will be to find contraints on the γi, and then to compute
a function γmaxi which maximizes the right hand side subject to these con-
straints. Substituting in γmaxi to the formula above will give a bound on the
genus of any such curve.
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2.2 Calculating γi for curves of large degree
Let C be a curve of degree d and genus g lying on complete intersection sur-
face S in Pn. Say S is defined by equations f1, . . . , fn−2 of degrees k1, . . . , kn−2
respectively. Assume k1 ≤ k2 ≤ · · · ≤ kn−2. We will assume that d is large
in relation to the degree of S, specifically, that (1) holds.
Let H ∼= Pn−1 and P ∼= Pn−2 be positioned as in the previous section,
with Γ = C ∩ H a set of d distinct points, and P ⊂ H containing none of
these. For small values of i, γi does not depend on C but only on S, and can
be computed directly.
Lemma 2.2. Let m be the smallest integer so that H0(H, IΓ(m)) contains a
section s not vanishing on S. For i < m, γi =
(
i+n−2
n−2
)
−dim(f1|P , . . . , fn−2|P )
(i).
For i ≥ m, γi ≤
(
i+n−2
n−2
)
− dim(f1|P , . . . , fn−2|P , s|P )
(i).
Proof. For i ≤ m all sections of IΓ(i) lie in the ideal of S, which we then
restrict to P ∼= Pn−2 as before, and so ei = dim(f1|P , . . . , fn−2|P )
(i). For
i ≥ m, the inclusion of the ideal (f1|P , . . . , fn−2|P , s|P ) in the ideal of Γ gives
the inequality.
Note that by Bezout’s theorem, if s is a section of IΓ(m) not vanishing on
S, S∩H∩Z(s) must be 0-dimensional subvariety ofH of degree mk1 · · · kn−2.
And so our assumption that Γ lies in this intersection forces m ≥ m0 where
m0 = ⌈
d
k1···kn−2
⌉.
Lemma 2.3. Suppose g1, . . . , gr form a regular sequence in R = k[x0, . . . , xn]
where k is an algebraically closed field, and the degree of gi is di. Let T be the
multiset of all partial sums of the di with elements repeated when a sum is
achieved in multiple ways. For t ∈ T define sgn(t) to be 1 when t is a sum of
an even number of degrees di, and −1 otherwise. Then for l ≥ d1 + · · ·+ dr,
dim(g1, . . . , gr)
(l) =
∑
t∈T
sgn(t)
(
l − t + n
n
)
.
Proof. For r = 1 we can give a basis for (g1)
(l) by taking all monomials of
degree l−d1 and multiplying these by g1. There are
(
l−d1+n
n
)
such monomials
in x0, . . . , xn, and there are no relations between them, so the above formula
holds.
We now proceed by induction on r. There is a short exact sequence
0→ R/(g1, . . . , gr−1)→ R/(g1, . . . , gr−1)→ R/(g1, . . . , gr)→ 0
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where the first map is multiplication by gr. This sequence gives the following
relation:
dim(g1, . . . , gr)
(l) =
(
i+ n
n
)
+ dim(g1, . . . , gr−1)
(l) − dim(g1, . . . , gr−1)
(l−dr).
If the formula holds for r − 1 then this equation shows it holds for r.
Now lemma 2.2 implies the following about the vanishing of γi.
Corollary 2.4. Let m be the smallest integer so that H0(H, IΓ(m)) contains
a section s not vanishing on S. Then γi = 0 for i ≥ m+k1+· · ·+kn−2−n+2.
Proof. We can compute
(
i+n−2
n−2
)
−dim(f1, . . . , fn−2, s)
(i) directly using Lemma
2.3. Note, however, that for i ≥ k1 + · · · kn−2 +m, this describes the Hilbert
polynomial of a complete intersection variety in Pn−2 defined by equations of
degrees k1, . . . , kn−2, m. Since there are n − 1 defining equations, this is the
empty set, and so it is 0.
Now define tmax = sup{t ∈ T | t < k1+ · · ·+kn−2+m−n+2} where T is
as in Lemma 2.3, the multiset of partial sums of the degrees k1, . . . , kn−2, m.
For i > tm we can compute the following bound on γi in a method similar to
that of Lemma 2.3.
γi ≤
∑
t∈T, t≤tmax
sgn(t)
(
i− t+ n− 2
n− 2
)
.
Using the fact that the sum over all t of these binomials is 0, we can rewrite
this as
γi ≤ −
∑
t∈T, t>tmax
sgn(t)
(
i− t+ n− 2
n− 2
)
.
For k1 + · · · + kn−2 +m − n + 2 ≤ i < k1 + · · · + kn−2 +m, each binomial
above is 0, and since γi is nonnegative, γi = 0.
We will now show that for i ≥ m, γi is nonincreasing with i. We will first
need the following lemma.
Lemma 2.5. Given a hyperplane section L ∼= Pn−3 ⊂ P for which L ∩ S is
empty, the map H0(H, IΓ(i))→ H
0(L,OL(i)) is surjective for i ≥ k1+ · · ·+
kn−2.
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Proof. Let ρ be the map from H0(H, IΓ(i)) → H
0(L,OL(i)) restricting sec-
tions to L. The dimension of the image of ρ is
(
i+n−1
n−1
)
− hz(i) where hZ(i) is
the hilbert function hZ(i) of the variety Z = Γ ∩ L. This is by construction
a set of 0 points in Pn−3. For i sufficiently large, hZ(i) = 0. Specifically, con-
sider the ideal of Z ′ = S∩L. This is also an ideal defining 0 points in L, and
is contained in the ideal of Γ∩L. We have hZ′(i) = 0 for i ≥ k1+ · · ·+ kn−2,
implying that hZ(i) vanishes for i in this range as well.
Proposition 2.6. For i ≥ k1 + · · ·+ kn−2, γi+1 ≤ γi.
Proof. It is equivalent to show that ei+1 − e1 ≥
(
i+n−2
n−3
)
. Fix L ∼= Pn−3 as in
Lemma 2.5 so that P has coordinates x0, . . . , xn−2 and L is given by the equa-
tion xn−2 = 0 in P . Lemma 2.5 shows that for every monomial x
i0
0 · · ·x
in−3
n−3
such that i0+· · · in−3 ≥ i there is a corresponding element x
i0
0 · · ·x
in−3
n−3+xn−2g
in the ideal H0(H, IΓ(i)).
Now consider the torus action on P sending [x0 : · · · : xn−2] to [x0 : · · · :
xn−3 : txn−2]. Letting this act on the ideal of Γ, the limit ideal will contain
(x0, . . . , xn−3)
(i). In [HS04], the authors show that the multigraded Hilbert
scheme is a projective variety. Therefore, under this degeneration of IΓ to
the new ideal I, we do not change the hilbert function of the ideal. This will
imply that ei = h
0(H, I(i))− h0(H, I(i− 1)).
Give coordinates x0, · · · , xn−3 to L, and coordinates x0, · · · , xn−3, y to P .
This proof will proceed by induction. As a base case, let n = 4. Then if
a monomial m is contained in I(i), x1m, x2m and ym will be contained in
I(i+ 1). Consider the embedding of I(i) in I(i+ 1) mapping m to x1m.
We will show that the dimension of I(i+ 1) is at least i+ 2 larger than the
dimension of I(i) by finding i + 2 monomials which are not in the image of
this embedding.
By Lemma 2.5, when i ≥ k1 + k2, I(i) contains the monomial x
i−t
0 x
t
1
for each t = 0, . . . , i. For each fixed value of t, we can find in I(i) the
monomial xi−t−r0 x
t
1y
r for which r is maximal. Then xi−t−r0 x
t
1y
r+1 is contained
in I(i+ 1). Since by assumption, xi−t−r−10 x
t
1y
r+1 is not in I(i) we see that
the dimension increases by at least i+ 1. Further, since xi1 is assumed to be
in I(i), xi+11 is in I(i+ 1). This gives one more new monomial in I(i+ 1),
showing that the dimension increases by at least i+ 2.
The following picture illustrates this monomial counting for n = 4.. The
filled dots in the first picture in position (t, r) represent elements x3−t−r0 x
t
1y
r
of I(3). The empty dots represents monomials not contained in the ideal.
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In the second picture, the black circles represent the elements of I(4) in
the image of the embedding of I(3) into I(4) via multiplication by x0, and
the gray dots represent the so-called new monomials. Note that Lemma 2.5
implies that the dots lying on the t-axis are filled in the first picture.
t
r
I(3)
t
r
I(3)
Now we will return to general n, and assume the proposition holds for
n − 1. Consider again the injection I(i) →֒ I(i+1) sending monomial m to
monomial x0m. We will find
(
i+n−2
n−3
)
monomials in I(i+1) which cannot be
written in the form x0m for a monomial in I
(i), showing the dimension has
increased by at least this much. By Lemma 2.5, for i ≥ k1 + · · · + kn−2,
I(i) contains all monomials of degree i in the variables x0, . . . , xn−3. For any
fixed monomial of this form, m = xt00 · · ·x
tn−3
n−3 , there is a maximum value of
r for which mr = x
t0−r
0 x
t1
1 · · ·x
tn−3
n−3 y
r lies in I(i). Then ymr lies in I
(i+1), but
ymr/x0 does not lie in I(i). This strategy gives
(
i+n−3
n−3
)
new monomials, each
containing y as a factor.
Now consider all monomials of degree i in x0, . . . , xn−4. Again, by Lemma
2.5, all such monomials are in I(i). Then by the inductive hypothesis, we can
find
(
i+n−3
n−4
)
new monomials in I(i+1) in the variables x0, . . . , xn−3. This gives
a total of
(
i+n−2
n−3
)
new monomials, as needed.
We now have the following constraints for γi.
1. For 0 ≤ i < m, γi =
(
i+n−2
n−2
)
− dim(f1|P , . . . , fn−2|P )
(i).
2. For i ≥ m, γi ≤
(
i+n−2
n−2
)
− dim(f1|P , . . . , fn−2|P , s|P )
(i).
9
3. For i ≥ m, γi is non increasing with i.
4.
∑∞
i=0 γi = d.
The following picture illustrates these constraints for n = 4. γi must lie along
solid lines and below dashed lines. For n > 4 the picture would be similar,
with the graph broken into as many as 2n−1 pieces, one for each subset of
the set {k1, . . . , kn−2, m}, and achieving a maximum height of k1 · · · kn−2.
k1 k2 m k1 + k2 +m− 3i
γi
k1k2
Because we know that
∑∞
i=0 γi = d, we can compute
∞∑
i=m
γi = d−mk1 · · · kn−2 +
1
2
k1 · · · kn−2(k1 + · · ·+ kn−2 + n− 2).
Given a fixed value of m, the function γmaxi,m will be the function γi satisfying
this sum which has area as far to the right as possible. This is drawn below,
again in the case n = 4.
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k1 k2 m k1 + k2 +m− 3i
γi
k1k2
γmaxi,m
This function can be calculated for each m, and then γmaxi is the function
γmaxi,m which maximizes the sum
∑
(i− 1)γmaxi,m . Then the genus of the curve
will be bounded by 1
2
k1 · · · kn−2m(k1+ · · ·+kn−2+m−n−1)+1−C, where
C is the weighted sum of the shaded area in the picture.
This strategy will easily give a genus bound for C given specific values of
ki and d. However, in order to compute a general bound we will relax the
second constraint. For the purpose of this computation, we will replace the
constraint that γi ≤
(
i+n−2
n−2
)
− dim(f1|P , , . . . , fn−2|P , s|P )
(i) for i ≥ m with
the less restrictive constraint that γi = 0 for i ≥ m+ k1+ · · ·+ kn−2− n+2.
That is, we will require the following of γi.
1. For 0 ≤ i < m, γi =
(
i+n−2
n−2
)
− dim(f1|P , . . . , fn−2|P )
(i).
2. For i ≥ m+ k1 + · · ·+ kn−2 − n + 2, γi = 0.
3. For i ≥ m, γi is non increasing with i.
4.
∑∞
i=0 γi = d.
The function γmaxi,m which satisfies these constraints which maximizes
∑
(i−
1)γmaxi,m is the function which is constant form ≤ i < m+k1+· · ·+kn−2−n+2
and sums to d.
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γmaxi,m =
{(
i+n−2
n−2
)
− dim(f1|P , . . . , fn−2|P )
(i), if 0 ≤ i < m
1
2
k1 · · · kn−2 +
d−k1···kn−2m
k1+···+kn−2−n+2
, if m ≤ i < m+ k1 + · · ·+ kn−2 − n+ 2
The following picture illustrates γmaxi,m for n = 4.
k1 k2 m k1 + k2 +m− 3i
γi
k1k2
γmaxi,m
The sum in Lemma 2.1 is now simple to compute for i ≥ k1 + · · · kn−2,
where the function γmaxi,m is piecewise constant. This makes the following
result an easy computation.
Theorem 2.7. The genus g of C is bounded above by a second degree poly-
nomial in d whose leading terms are d
2
2k1···kn−2
+ d
2
(k1 + · · ·+ kn−2 − n− 1).
Proof. By Lemma 2.1, we can compute a bound on g by maximizing
∑
(i−
1)γmaxi,m with respect tom. Note first that for i < k1+· · ·+kn−2, γ
max
i,m contains
no m terms, and so can be ignored in this computation.
We then compute
∑
i≥k1+···kn−2
(i − 1)γmaxi,m and ignore any terms not in-
volving m to get dm − 1
2
k1 · · · kn−2m
2. This is maximized at d
k1···kn−2
, and
strictly decreasing for m greater than this. As explained before, Bezout’s
theorem gives a minimum value of m0 = ⌈
d
k1···kn−2
⌉ for m, and so we set
γmaxi = γ
max
i,m0
This gives the above result.
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Note that these terms agree with the higher order terms for the genus of
a complete intersection curve. In that case, the constant term would be 1. In
order to compute our constant term, we need to be able to compute the sum
for small i as well. Here, the function γmaxi,m can be computed using binomial
coefficients. We will use the following binomial identity in order to compute
this.
Lemma 2.8. Let A and B be two nonnegative integers. Then
A+B−1∑
i=A
(i− 1)
(
i+ n− 2−A
n− 2
)
=
1
n
(
B + n− 2
n− 1
)
(nA+ (n− 1)B − 2n+ 1).
Proof. First we write
A+B−1∑
i=A
(i− 1)
(
i+ n− 2−A
n− 2
)
= (A− 1)
B−1∑
i=0
(
i+ n− 2
n− 2
)
+
B−1∑
i=0
j
(
i+ n− 2
n− 2
)
= (A− 1)
(
B + n− 2
n− 1
)
+
B−1∑
i=0
i
(
i+ n− 2
n− 2
)
.
It is then equivalent to prove that
B−1∑
i=0
i
(
i+ n− 2
n− 2
)
=
1
n
B(B − 1)
(
B + n− 2
n− 2
)
.
We proceed by induction on B. For B = 1 the claim is obvious. Now suppose
it holds for B = k. Then
k∑
i=0
i
(
i+ n− 2
n− 2
)
=
1
n
k(k − 1)
(
k + n− 2
n− 2
)
+ k
(
k + n− 2
n− 2
)
=
1
n
k(k + n− 1)
(
k + n− 2
n− 2
)
=
1
n
k(k + 1)
(
k + n− 1
n− 2
)
.
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Lemma 2.9. Let T be the multiset of nonzero partial sums of the degrees ki,
with an element repeated in T for each way in which it can be formed as a
sum of ki. Then
∑
t∈T
(−1)n
n
sgn(t)t
(
t+ n− 2
n− 1
)
= −k1 · · · kn−2
(
1
6
n−2∑
i=1
k2i +
1
4
n−2∑
i=2
i∑
j=1
kikj
+
(
n−1
2
)
2n
n−2∑
i=1
ki +
(n− 2)!(3n− 4)
(
n−1
3
)
4n!
)
.
Proof. All terms not divisible by k1 · · ·kn−2 are canceled by later terms in
the alternating sum above, so it suffices to determine the coefficients of terms
divisible by this monomial in the product 1
n
(k1 + · · ·+ kn−2)
(
k1+···kn−2+n−2
n−1
)
.
That is, we need to calculate the coefficients of terms divisible by k1 · · · kn−2
in 1
n!
(k1 + · · ·+ kn−2)
2(k1 + · · ·+ kn−2 + 1) · · · (k1 + · · ·+ kn−2 + n− 2).
For terms of degree n, this is the same as the coefficient in 1
n!
(k1 + · · ·+
kn−2)
n, which can be computed with multinomial coefficients. For the terms
of degree n− 1, the coefficient will be the product of the multinomial coeffi-
cient of kik1 · · · kn−2 in (k1+· · · kn−2)
n−1 multiplied with the sum 1+· · ·+n−2,
and 1
n!
giving
(n−1
2
)(n−1)!
2n!
. Similarly, the coefficient of the degree n − 2 term
is found as the coefficient of k1 · · · kn−2 in (k1 + · · ·+ kn−2)
n−2 multiplied by
1
n!
and the sum of all products of two numbers in the list 1, . . . , n− 2.
We are now able to state the full genus bound for C.
Theorem 2.10. Let ǫ = d − k1 · · ·kn−2⌈
d
k1···kn−2
⌉. Then the genus of C is
bounded as follows:
g(C) ≤
d2
2k1 · · · kn−2
+
1
2
d(k1 + · · ·+ kn−2 − n− 1)−
ǫ2
2k1 · · · kn−2
+ 1
+
1
12
k1 · · · kn−2
(
n−2∑
i=1
k2i + 3
n−2∑
i=2
i∑
j=1
kikj − 3(n− 2)
n−2∑
i=1
ki +
(n− 2)(3n− 5)
2
)
.
Proof. The bound is computed using Lemma 2.1, and the function γmaxi,m . It
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then follows from Theorem 2.7 and Lemma 2.8 that
g(C) ≤
d2
2k1 · · · kn−2
+
1
2
d(k1 + · · ·+ kn−2 − n− 1)−
ǫ2
2k1 · · · kn−2
+ 1
−
1
4
k1 · · · kn−2[(k1 + · · ·+ kn−2)
2 + (2n− 7)(k1 + · · ·+ kn−2)− n
2 + n]
+
∑
t∈T
(−1)nsgn(t)
1
n
(
t + n− 2
n− 1
)
(nk1 + · · ·+ nkn−2 − t− 2n+ 1).
Then Lemma 2.9 gives the constant term.
We give this bound explicitly for small n, in order to give a sense of how
large the constant term becomes.
Example 2.11. In P4, the genus of a curve C satisfying the above conditions
is bounded by the following polynomial:
g(C) ≤
d2
2k1k2
+
1
2
d(k1 + k2 − 5)−
ǫ2
2k1k2
+ 1
+
1
12
k1k2(k
2
1 + k
2
2 + 3k1k2 − 6(k1 + k2) + 7).
Example 2.12. In P5, the genus of a curve C satisfying the above conditions
is bounded by the following polynomial:
g(C) ≤
d2
2k1k2k3
+
1
2
d(k1+k2+k3−6)−
ǫ2
2k1k2k3
+1+
1
12
k1k2k3(k
2
1+k
2
2+k
2
3
+ 3k1k2 + 3k1k3 + 3k2k3 − 9(k1 + k2 + k3) + 15). (4)
3 Possible future application
Theorem 2.10 applies to curves of large degree compared with the degree of
the surface on which they lie. If this bound could be extended to curves of
low degree, then we could hope to apply our result to an open problem in
the study of Bridgeland stability on threefolds, which we now describe.
Suppose X is a smooth projective threefold. The biggest open question in
the study of Bridgeland stability is to define a stability condition on Db(X),
the derived category of coherent sheaves on X . In [BMT14], the authors give
a conjectured stability condition, which we describe now.
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Given an ample class ω ∈ NSQ(X) and a class B ∈ NSQ(X), we can a
heart of a bounded t-structure Bω,B in D
b(X) to be a tilt of Coh(X) at a slope
function depending on ω and B. We can then define a new slope function on
Bω,B as follows. For F ∈ Bω,B,
νω,B(F ) :=
ωchB2 (F)−
ω3
6
chB0 (F)
ω2chB1 (F)
.
Tilting again by this new slope function, we can define a second heart Aω,B in
Db(X). In [BMT14], the authors expect that the slope function νω,B defines a
stability condition on Aω,B. This would follow from the following conjectured
Bogomolov-Gieseker type inequality.
Conjecture 3.1. [BMT14, Conjecture 3.2.7] For any tilt-stable object E ∈
Bω,B satisfying
ω3
6
chB0 (E) = ωch
B
2 (E),
we have the following inequality:
chB3 (E) ≤
ω2
18
chB1 (E).
This conjecture has been proved to hold for specific threefolds. [Mac14]
shows that 3.1 holds for X = P3. Furthermore, [MP13a] shows that 3.1 holds
for principally polarized abelian varieties under a specific choice for ω and
B, and in [MP13b] for any choice of ω and B when the Picard rank is 1. The
inequality was proved for smooth quadric threefolds in [Sch13].
Consider now the special case in which X is a complete intersection three-
foldX = Z(f1, . . . , fn−3) in P
n where fi is a homogenous polynomial of degree
ki. Suppose now that C is a curve of degree d and genus g lying in X . Let
IC be the ideal sheaf of C in X .
Let H be a hyperplane section of X . There is a unique positive multiple
of H , call it ω, for which IC is tilt-stable with respect to νω,0. For this value
of ω, Conjecture 3.1 states that
ch3(E) ≤
t2H2
18
ch1(E).
This simplifies to the following statement as a special case of 3.1 (see [BMT14,
Example 7.2.4] for the calculation).
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Conjecture 3.2. If X is a complete intersection threefold as before, and C
is a degree d curve lying on X such that d ≤ 1
2
(k1 · · · kn−3), then
g ≤
d
2
(k1 + · · ·+ kn−3 − n− 1) +
2d
3
+ 1.
This conjectured genus bound is generalized to curves of any degree lying
on complete intersection three-folds in [BMS14, Section 4]. They conjecture
the following Catelnuovo inequality:
Conjecture 3.3. [BMS14, Example 4.4]
g(C) ≤
2d2
3k1 · · · kn−3
+
(
5 + 3(k1 + · · ·+ kn−3 − n− 1)
6
)
d+ 1.
Let X ⊂ Pn be a complete intersection threefold as before, and let C
be a degree d curve lying on X . Consider a generic hyperplane H in Pn
intersecting C in d distinct point. Define Γ = H ∩C. Let m0 be the smallest
integer so that for a generic choice of H , H0(H, IΓ(m0)) 6= 0. The following
proposition argues that such a curve lies on a complete intersection surface
in Pn.
Proposition 3.4. The curve C lies on a complete intersection surface in Pn
defined by equations of degrees k1, . . . , kn−3 and m0.
Proof. Choose hyperplanesH1 = Z(h1) andH2 = Z(h2), such thatH
0(Hi, IΓi(m0)) 6=
0 and such that P := H1 ∩H2 does not intersect C. Then there is a pencil
of hyperplanes intersecting along P in Pn given as Hλ1,λ2 = Z(λ1h1 + λ2h2)
where [λ1 : λ2] ∈ P
1.
Consider the blow-up BlPP
n of Pn along P . Since C does not intersect
P , C˜ ∼= C lies in BlP∩XX . Let H˜λ1,λ2 be the proper transform of Hλ1,λ2. In
BlPP
n, the H˜λ1,λ2 are disjoint. Further, by assumption there is a nonzero
section sλ1,λ2 ∈ H
0(H˜λ1,λ2, IΓ˜λ1,λ2
(m0)) for each [λ1 : λ2] in P
1.
Consider the map p : BlPP
n → P1 sending H˜λ1,λ2 to [λ1 : λ2]. For a
generic point of P1, there is an isomorphism
H0([λ1 : λ2], p∗IC˜(m0)|[λ1:λ2])
∼= H0(H˜λ1,λ2, IΓ˜λ1,λ2
(m0)).
Thus there is a global section s[λ1,λ2] of p∗IC˜ |[λ1:λ2] corresponding to sλ1,λ2 .
By Serre vanishing, there is a global section of p∗IC˜(l) restricting to this
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s[λ1,λ2] for l sufficiently large. This section pulls back to a global section s of
I
C˜
restricting to sλ1,λ2 on H˜λ1,λ2 . Set Y to be the irreducible component of
Z(s) in BlPP
n which maps dominantly to P1.
Let π be the projection map BlPP
n → Pn. Then S := X ∩π(Y ) is a com-
plete intersection surface in Pn defined by equations of degrees k1, . . . , kn−3
and m0 containing C.
So long as m0 is not large, so that (1) holds for the surface defined by
equations of degrees k1, · · · , kn−3, m0, Theorem 2.10 and Proposition 3.4 im-
ply together that that the bound in Conjecture 3.3 holds. In order to show
that Conjecture 3.3 holds for all curves lying on complete intersection three-
folds, a weaker bound would need to be shown for curves of lower degree
lying on complete intersection surfaces.
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