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Abstract
Double machine learning provides
√
n-consistent
estimates of parameters of interest even when
high-dimensional or nonparametric nuisance pa-
rameters are estimated at an n−1/4 rate. The key
is to employ Neyman-orthogonal moment equa-
tions which are first-order insensitive to pertur-
bations in the nuisance parameters. We show
that the n−1/4 requirement can be improved to
n−1/(2k+2) by employing a k-th order notion of
orthogonality that grants robustness to more com-
plex or higher-dimensional nuisance parameters.
In the partially linear regression setting, popular
in causal inference, we show that we can con-
struct second-order orthogonal moments if and
only if the treatment residual is not normally dis-
tributed. Our proof relies on Stein’s lemma and
may be of independent interest. We conclude by
demonstrating the robustness benefits of an ex-
plicit doubly-orthogonal estimation procedure for
treatment effect.
1. Introduction
The increased availability of large and complex observa-
tional datasets is driving an increasing demand to conduct
accurate causal inference of treatment effects in the pres-
ence of high-dimensional confounding factors. We take as
our running example demand estimation from pricing and
purchase data in the digital economy where many features
of the world that simultaneously affect pricing decisions
and demand are available in large data stores. One often
appeals to modern statistical machine learning (ML) tech-
niques to model and fit the high-dimensional or nonparamet-
ric nuisance parameters introduced by these confounders.
However, most such techniques introduce bias into their
estimates (e.g., via regularization) and hence yield invalid or
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inaccurate inferences concerning the parameters of interest
(the treatment effects).
Several recent lines of have begun address the problem of
debiasing ML estimators to perform accurate inference on a
low dimensional component of model parameters. Promi-
nent examples include Lasso debiasing (Zhang & Zhang;
van de Geer et al., 2014; Javanmard & Montanari, 2015) and
post-selection inference (Belloni et al.; Berk et al., 2013;
Tibshirani et al., 2016). The recent double / debiased ML
work of Chernozhukov et al. (2017) describes a general-
purpose strategy for extracting valid inferences for target
parameters from somewhat arbitrary and relatively inaccu-
rate estimates of nuisance parameters.
Specifically, Chernozhukov et al. (2017) analyze a two-
stage process where in the first stage one estimates nuisance
parameters using arbitrary statistical ML techniques on a
first stage data sample and in the second stage estimates the
low dimensional parameters of interest via the generalized
method of moments (GMM). Crucially, the moments in the
second stage are required to satisfy a Neyman orthogonality
condition, granting them first-order robustness to errors
in the nuisance parameter estimation. A main conclusion
is that the second stage estimates are
√
n-consistent and
asymptotically normal whenever the first stage estimates are
consistently estimated at a o(n−1/4) rate.
To illustrate this result, let us consider the partially linear
regression (PLR) model, popular in causal inference. In the
PLR model we observe data triplets Z = (T, Y,X), where
T ∈ R represents a treatment or policy applied, Y ∈ R
represents an outcome of interest, and X ∈ Rp is a vector
of associated covariates. These observations are related via
the equations
Y = θ0T + f0(X) + , E[ | X,T ] = 0 a.s.
T = g0(X) + η, E[η | X] = 0 a.s.
where η and  represent unobserved disturbances with dis-
tributions independent of (θ0, f0, g0). The first equation
features the treatment effect θ0, our object of inference. The
second equation describes the relation between the treat-
ment T and the associated covariates X . The covariates X
affect the outcome Y through the nuisance function f0 and
the treatment T through the nuisance function g0. Using
the Neyman-orthogonal moment of (Chernozhukov et al.,
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2017, Eq. 4.55), the authors show that it suffices to esti-
mate the nuisance (f0, g0) at an o(n−1/4) rate to construct
a
√
n-consistent and asymptotically normal estimator of θ0.
In this work, we provide a framework for achieving stronger
robustness to first stage errors while maintaining second
stage validity. In particular, we introduce a notion of
higher-order orthogonality and show that if the moment
is k-th order orthogonal then a first-stage estimation rate of
o(n−1/(2k+2)) suffices for
√
n-asymptotic normality of the
second stage.
We then provide a concrete application of our approach to
the case of estimating treatment effects in the PLR model.
Interestingly, we show an impossibility result when the treat-
ment residual follows a Gaussian distribution: no higher-
order orthogonal moments with finite asymptotic variance
exist, so first-order Neyman orthogonality appears to be
the limit of robustness to first stage errors under Gaussian
treatment residual. However, conversely, we also show
how to construct appropriate second-order orthogonal mo-
ments whenever the treatment residual is not Gaussian. As
a result, when the nuisance functions are linear in the high-
dimensional confounders, our second-order orthogonal mo-
ments provide valid inferences whenever the number of
relevant confounders is o(n
2/3
log p ); meanwhile the first-order
orthogonality analyses of (Chernozhukov et al., 2017) ac-
commodate only o(
√
n
log p ) relevant confounders.
We apply these techniques in the setting of demand esti-
mation from pricing and purchase data, where highly non-
Gaussian treatment residuals are standard. In this setting,
the treatment is the price of a product, and commonly, con-
ditional on all observable covariates, the treatment follows a
discrete distribution representing random discounts offered
to customers over a baseline price linear in the observables.
In Figure 1 we portray the results of a synthetic demand
estimation problem with dense dependence on observables.
Here, the standard orthogonal moment estimation has large
bias, comparable to variance, while our second-order or-
thogonal moments lead to nearly unbiased estimation.
Notational conventions For each n ∈ N, we introduce
the shorthand [n] for {1, . . . , n}. We let p→ and d→ rep-
resent convergence in probability and convergence in dis-
tribution respectively. When random variables A and B
are independent, we use EA[g(A,B)] , E[g(A,B) | B]
to represent expectation only over the variable A. For a
sequence of random vectors (Xn)∞n=1 and a deterministic
sequence of scalars (an)∞n=1, we write Xn = OP (an) to
mean Xn/an is stochastically bounded, i.e., for any  > 0
there is R, N > 0 with Pr(‖Xn/an‖ > R) ≤  for all
n > N. We let N(µ,Σ) represent a multivariate Gaussian
distribution with mean µ and covariance Σ.
2. Z-Estimation with Nuisance Functions and
Orthogonality
Our aim is to estimate an unknown target parameter θ0 ∈
Θ ⊆ Rd given access to independent replicates (Zt)2nt=1 of
a random data vector Z ∈ Rρ drawn from a distribution
satisfying d moment conditions,
E[m(Z, θ0, h0(X))|X] = 0 a.s. (1)
Here, X ∈ Rp is a sub-vector of the observed data vector
Z, h0 ∈ H ⊆ {h : Rp → R`} is a vector of ` unknown
nuisance functions, and m : Rρ × Rd × R` → Rd is a
vector of d known moment functions. We assume that these
moment conditions exactly identify the parameter θ0, and
we allow for the data to be high-dimensional, with ρ and
p potentially growing with the sample size n. However,
the number of parameters of interest d and the number of
nuisance functions ` are assumed to be constant.
We will analyze a two-stage estimation process where we
first estimate the nuisance parameters using half of our sam-
ple1 and then form a Z-estimate of the target parameter
θ0 using the remainder of the sample and our first-stage
estimates of the nuisance. This sample-splitting procedure
proceeds as follows.
1. First stage. Form an estimate hˆ ∈ H of h0 using
(Zt)
2n
t=n+1 (e.g., by running a nonparametric or high-
dimensional regression procedure).
2. Second stage. Compute a Z-estimate θˆSS ∈ Θ of θ0
using an empirical version of the moment conditions
(1) and hˆ as a plug-in estimate of h0:
θˆSS solves 1n
∑n
t=1m(Zt, θ, hˆ(Xt)) = 0. (2)
Relegating only half of the sample to each stage represents a
statistically inefficient use of data and, in many applications,
detrimentally impacts the quality of the first-stage estimate
hˆ. A form of repeated sample splitting called K-fold cross-
fitting (see, e.g., Chernozhukov et al., 2017) addresses both
of these concerns. K-fold cross-fitting partitions the index
set of the datapoints [2n] into K subsets I1, . . . , IK of car-
dinality 2nK (assuming for simplicity that K divides 2n) and
produces the following two-stage estimate:
1. First stage. For each k ∈ [K], form an estimate
hˆk ∈ H of h0 using only the datapoints (Zt)t∈Ick cor-
responding to Ick = [2n] \ Ik.
2. Second stage. Compute a Z-estimate θˆSS ∈ Θ of θ0
using an empirical version of the moment conditions
1Unequal divisions of the sample can also be used; we focus
on an equal division for simplicity of presentation.
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(a) Orthogonal estimates (θˆ = 2.78, σˆ = .022) (b) Second-order orthogonal estimates (θˆ = 3., σˆ = .032)
Figure 1. We portray the distribution of estimates based on orthogonal moments and second-order orthogonal moments. The true treatment
effect θ0 = 3. Sample size n = 5000, dimension of confounders d = 1000, support size of sparse linear nuisance functions s = 100.
The details of this experiment can be found in Section 5.
and (hˆk)k∈[K] as plug-in estimators of h0:
θˆCF solves
1
2n
K∑
k=1
∑
t∈Ik
m(Zt, θ, hˆk(Xt)) = 0. (3)
Throughout, we assume K is a constant independent of all
problem dimensions. As we will see in Theorem 1, a chief
advantage of cross-fitting over sample splitting is improved
relative efficiency with an asymptotic variance that reflects
the use of the full dataset in estimating θ.
Main Question. Our primary inferential goal is to establish
conditions under which the estimators θˆSS in (2) and θˆCF
(3) enjoy
√
n-asymptotic normality, that is
√
n(θˆSS−θ0) d→ N(0,Σ) and
√
2n(θˆCF−θ0) d→ N(0,Σ)
for some constant covariance matrix Σ. Coupled with a
consistent estimator of Σ, asymptotic normality enables the
construction of asymptotically valid confidence intervals for
θ based on Gaussian or Student’s t quantiles and asymptot-
ically valid hypothesis tests, like the Wald test, based on
chi-squared limits.
2.1. Higher-order Orthogonality
We would like our two-stage procedures to produce ac-
curate estimates of θ0 even when the first stage nuisance
estimates are relatively inaccurate. With this goal in mind,
Chernozhukov et al. (2017) defined the notion of Neyman-
orthogonal moments, inspired by the early work of Neyman
(1979). In our setting, the orthogonality condition of (Cher-
nozhukov et al., 2017) is implied by the following condition,
which we will call first-order orthogonality:
Definition 1 (First-order Orthogonal Moments). A vector of
moments m : Rρ×Rd×R` → Rd is first-order orthogonal
with respect to the nuisance h0(X) if
E
[∇γm(Z, θ0, γ)|γ=h0(X) |X] = 0.
Here, ∇γm(Z, θ0, γ) is the gradient of the vector of mo-
ments with respect to its final ` arguments.
Intuitively, first-order orthogonal moments are insensitive
to small perturbations in the nuisance parameters and hence
robust to small errors in estimates of these parameters. A
main result of (Chernozhukov et al., 2017) is that, if the
moments m are first-order orthogonal, then o(n−1/4) error
rates2 in the first stage estimation of h0 are sufficient for√
n-asymptotic normality of the estimates θˆSS and θˆCF .
Our aim is to accommodate slower rates of convergence in
the first stage of estimation by designing moments robust to
larger nuisance estimation errors. To achieve this, we will
introduce a generalized notion of orthogonality that requires
higher-order nuisance derivatives of m to be conditionally
mean zero. We will make use of the following higher-order
differential notation:
Definition 2 (Higher-order Differentials). Given a vector
of moments m : Rρ × Rd × R` → Rd and a vector α ∈ N`
we denote by Dαm(Z, θ, γ) the α-differential of m with
respect to its final ` arguments:
Dαm(Z, θ, γ) = ∇α1γ1∇α2γ2 . . .∇α`γ`m(Z, θ, γ) (4)
We are now equipped to define our notion of S-orthogonal
moments:
Definition 3 (S-Orthogonal Moments). A vector of mo-
ments m : Rρ × Rd × R` → Rd is S-orthogonal with
respect to the nuisance h0(X) for some orthogonality set
S ⊆ N`, if for any α ∈ S:
E [Dαm(Z, θ0, h0(X))|X] = 0. (5)
We will often be interested in the special case of Definition 3
in which S is comprised of all vectors α ∈ N` with ‖α‖1 ≤
2In the sense of root mean squared error:
n1/4
√
E[‖h0(X)− hˆ(X)‖22 | hˆ] p→ 0.
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k. This implies that all mixed nuisance derivatives of the
moment of order k or less are conditionally mean zero. We
will refer to this special case as k-orthogonality or k-th
order orthogonality.
Definition 4 (k-Orthogonal Moments). A vector of mo-
ments m : Rρ × Rd × R` → Rd is k-orthogonal if it is
Sk-orthogonal for the k-orthogonality set, Sk , {α ∈ N` :
‖α‖1 ≤ k}.
The general notion of S-orthogonality allows for our mo-
ments to be more robust to errors in some nuisance func-
tions and less robust to errors in others. This is particularly
valuable when some nuisance functions are easier to esti-
mate than others; we will encounter such an example in
Section 4.2.
3. Higher-order Orthogonality and Root-n
Consistency
We will now show that S-orthogonality together with appro-
priate consistency rates for the first stage estimates of the
nuisance functions imply
√
n-consistency and asymptotic
normality of the two-stage estimates θˆSS and θˆCF . Beyond
orthogonality and consistency, our main Assumption 1 de-
mands identifiability, non-degeneracy, and regularity of the
moments m, all of which are standard for establishing the
asymptotic normality of Z-estimators.
Assumption 1. For a non-empty orthogonality set S ⊆ N`
and k , maxα∈S ‖α‖1, we assume the following:
1. S-Orthogonality. The moments m are S-orthogonal.
2. Identifiability. E[m(Z, θ, h0(X))] 6= 0 when θ 6= θ0.
3. Non-degeneracy. The matrix E [∇θm(Z, θ0, h0(X))]
is invertible.
4. Smoothness. ∇km exists and is continuous.
5. Consistency of First Stage. The first stage estimates
satisfy
E[
∏`
i=1 |hˆi(X)− h0,i(X)|4αi | hˆ]
p→ 0, ∀α ∈ S,
where the convergence in probability is with respect to
the auxiliary data set used to fit hˆ.
6. Rate of First Stage. The first stage estimates satisfy
n1/2 ·
√
E[
∏`
i=1 |hˆi(X)− h0,i(X)|2αi | hˆ]
p→ 0,
∀α ∈ {a ∈ N` : ‖a‖1 ≤ k + 1} \ S, where the con-
vergence in probability is with respect to the auxiliary
data set used to fit hˆ.
7. Regularity of Moments. There exists an r > 0 such
that the following regularity conditions hold:
(a) E[supθ∈Bθ0,r ‖∇θm(Z, θ, h0(X))‖F ] <∞
for Bθ0,r , {θ ∈ Θ : ‖θ − θ0‖2 ≤ r}.
(b) sup
h∈Bh0,r
E[ sup
θ∈Bθ0,r
‖∇γ∇θm(Z, θ, h(X))‖2] <∞
for Bh0,r , {h ∈ H :
max
α:‖α‖1≤k+1
E[
∏`
i=1 |hi(X)−h0,i(X)|2αi ] ≤ r}.
(c) max
α:‖α‖1≤k+1
sup
h∈Bh0,r
E
[|Dαm(Z, θ0, h(X))|4] ≤
λ∗(θ0, h0) <∞.
(d) E[supθ∈A,h∈Bh0,r ‖m(Z, θ, h(X))‖2] <∞,
for any compact A ⊆ Θ,
(e) supθ∈A,h∈Bh0,r E[‖∇γm(Z, θ, h(X))‖2] <∞,
for any compact A ⊆ Θ.
We are now ready to state our main theorem on the impli-
cations of S-orthogonality for second stage
√
n-asymptotic
normality. The proof can be found in Section A.
Theorem 1 (Main Theorem). Under Assumption 1, if θˆSS
and θˆCF are consistent, then
√
n(θˆSS−θ0) d→ N(0,Σ) and
√
2n(θˆCF−θ0) d→ N(0,Σ)
where Σ = J−1V J−1 for J = E [∇θm(Z, θ0, h0(X))]
and V = Cov(m(Z, θ0, h0(X))).
A variety of standard sufficient conditions guarantee the
consistency of θˆSS and θˆCF . Our next result, proved in
Section B, establishes consistency under either of two com-
monly satisfied assumptions.
Assumption 2. One of the following sets of conditions is
satisfied:
1. Compactness conditions: Θ is compact.
2. Convexity conditions: Θ is convex, θ0 is in the inte-
rior of Θ, and, with probability approaching 1, the
mapping θ 7→ 1n
∑n
t=1m(Zt, θ, hˆ(Xt)) is the gradi-
ent of a convex function.
Remark A continuously differentiable vector-valued
function θ 7→ F (θ) on a convex domain Θ is the gradi-
ent of a convex function whenever the matrix ∇θF (θ) is
symmetric and positive semidefinite for all θ.
Theorem 2 (Consistency). If Assumptions 1 and 2 hold,
then θˆSS and θˆCF are consistent.
3.1. Sufficient Conditions for First Stage Rates
Our assumption on the first stage estimation rates, i.e., that
∀α ∈ {a ∈ N` : ‖a‖1 ≤ k + 1} \ S
n1/2 ·
√
E
[∏`
i=1 |hˆi(X)− h0,i(X)|2αi | hˆ
]
p→ 0
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may seem complex, as it involves the interaction of the er-
rors of multiple nuisance function estimates. In this section
we give sufficient conditions that involve only the rates of
individual nuisance function estimates and which imply our
first stage rate assumptions. In particular, we are interested
in formulating consistency rate conditions for each nuisance
function hi with respect to an Lp norm,
‖hˆi − h0,i‖p = E[‖hˆi(X)− h0,i(X)‖pp | hˆ]1/p.
We will make use of these sufficient conditions when ap-
plying our main theorem to the partially linear regression
model in Section 4.2.
Lemma 3. Let k = maxa∈S ‖a‖1. Then
(1) Assumption 1.6 holds if any of the following holds
∀α ∈ {a ∈ N` : ‖a‖1 ≤ k + 1} \ S:
• √n∏`i=1 ‖hˆi − h0,i‖αi2‖α‖1 p→ 0 (6)
• ∀i, n 1κi‖α‖1 ‖hˆi − h0,i‖2‖α‖1
p→ 0 (7)
for some κi ∈ (0, 2] where 1‖α‖1
∑`
i=1
αi
κi
≥ 12
• ∀i, n 1κi‖α‖1 ‖hˆi − h0,i‖2‖α‖1
p→ 0 (8)
for some κi ∈ (0, 2].
(2) Assumption 1.5 holds if ∀i, ‖hˆi − h0,i‖4k p→ 0.
A simpler description of the sufficient conditions arises
under k-orthogonality (Definition 4), since the set {a ∈
N` : ‖a‖1 ≤ k + 1} \ Sk contains only vectors α with
‖α‖ = k + 1.
Corollary 4. If S is the canonical k-orthogonality set Sk
(Definition 4), then Assumption 1.6 holds whenever
∀i, n 12(k+1) ‖hˆi − h0,i‖2(k+1) p→ 0,
and Assumption 1.5 holds whenever ∀i, ‖hˆi − h0,i‖4k p→ 0.
In the case of first-order orthogonality, Corollary 4 requires
that the first stage nuisance functions be estimated at a
o(n−1/4) rate with respect to the L4 norm. This is almost
but not exactly the same as the condition presented in (Cher-
nozhukov et al., 2017), which require o(n−1/4) consistency
rates with respect to the L2 norm. Ignoring the expectation
overX , the two conditions are equivalent.3 Moreover, in the
case of k-orthogonality, Corollary 4 requires o(n−1/2(k+1))
rates with respect to the L2(k+1) norm. More generally,
S-orthogonality allows for some functions to be estimated
slower than others as we will see in the case of the sparse
linear model.
3We would recover the exact condition in (Chernozhukov et al.,
2017) if we replaced Assumption 1.7c with the more stringent
assumption that |Dαm(Z, θ, h(X))| ≤ λ∗ a.s.
4. Second-order Orthogonality for Partially
Linear Regression
When second-order orthogonal moments satisfying Assump-
tion 1 are employed, Corollary 4 implies that an o(n−1/6)
rate of nuisance parameter estimation is sufficient for
√
n-
consistency of θˆSS and θˆCF . This asymptotic improvement
over first-order orthogonality holds the promise of accom-
modating more complex and higher-dimensional nuisance
parameters. In this section, we detail both the limitations
and the power of this approach in the partially linear regres-
sion (PLR) model setting popular in causal inference (see,
e.g, Chernozhukov et al., 2017).
Definition 5 (Partially Linear Regression (PLR)). In the
partially linear regression model of observations Z =
(T, Y,X), T ∈ R represents a treatment or policy applied,
Y ∈ R represents an outcome of interest, and X ∈ Rp is
a vector of associated covariates. These observations are
related via the equations
Y = θ0T + f0(X) + , E[ | X,T ] = 0 a.s.
T = g0(X) + η, E[η | X] = 0 a.s.
where η and  represent unobserved noise variables with
distributions independent of (θ0, f0, g0).
4.1. Limitations: the Gaussian Treatment Barrier
Our first result shows that, under the PLR model, if the
treatment noise, η, is conditionally Gaussian given X , then
no second-order orthogonal moment can satisfy Assump-
tion 1, because every twice continuously differentiable 2-
orthogonal moment has E [∇θm(Z, θ0, h0(X))] = 0 (a vi-
olation of Assumption 1.3). The proof in Section D relies
on Stein’s lemma.
Theorem 5. Under the PLR model, suppose that η is condi-
tionally Gaussian given X (a.s. X). If a twice differentiable
moment function m is second-order orthogonal with re-
spect to the nuisance parameters (f0(X), g0(X)), then it
must satisfy E [∇θm(Z, θ0, h0(X))] = 0 and hence vio-
late Assumption 1.3. Therefore no second-order orthogonal
moment satisfies Assumption 1.
In the following result, proved in Section E, we establish
that under mild conditions Assumption 1.3 is necessary for
the
√
n-consistency of θˆSS in the PLR model.
Proposition 6. Under the PLR model, suppose that |Θ| ≥ 2
and that the conditional distribution of (, η) given X has
full support on R2 (a.s. X). Then no moment function m
simultaneously satisfies
1. Assumption 1, except for Assumption 1.3,
2. E [∇θm(Z, θ0, h0(X))] = 0, and
3. θˆSS − θ0 = OP (1/
√
n).
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4.2. Power: Second-order Orthogonality under
Non-Gaussian Treatment
We next show that, inversely, second-order orthogonal mo-
ments are available whenever the conditional distribution of
treatment noise givenX is not a.s. Gaussian. Our proofs rely
on a standard characterization of a Gaussian distribution,
proved in Section F:
Lemma 7. If E[η|X] = 0 a.s., the conditional distribution
of η givenX is a.s. Gaussian if and only if for all r ∈ N, r ≥
2 it holds that, E
[
ηr+1|X] = rE[η2|X]E [ηr−1|X] a.s.
We will focus on estimating the nuisance functions q0 =
f0+θ0g0 and g0 instead of the nuisance functions f0 and g0,
since the former task is more practical in many applications.
This is because estimating q0 can be accomplished by car-
rying out an arbitrary non-parametric regression of Y onto
X . In contrast, estimating f0 typically involves regressing
Y onto (X,T ), where T is constrained to enter linearly.
The latter might be cumbersome when using arbitrary ML
regression procedures.
Our first result, established in Section G, produces finite-
variance 2-orthogonal moments when an appropriate mo-
ment of the treatment noise η is known.
Theorem 8. Under the PLR model, suppose that we know
E[ηr|X] and that E[ηr+1] 6= rE[E[η2|X]E[ηr−1|X]] for
some r ∈ N, so that the conditional distribution of η given
X is not a.s. Gaussian. Then the moments
m (Z, θ, q(X), g(X), µr−1(X))
, (Y − q(X)− θ (T − g(X)))
× ((T − g(X))r − E[ηr|X]− r (T − g(X))µr−1(X))
satisfy each of the following properties
• 2-orthogonality with respect to the nuisance h0(X) =
(q0(X), g0(X),E[ηr−1|X]),
• Identifiability: When θ 6= θ0,
E[m(Z, θ, q0(X), g0(X),E[ηr−1|X])] 6= 0,
• Non-degeneracy:
E[∇θm
(
Z, θ0, q0(X), g0(X),E[ηr−1|X]
)
] 6= 0,
• Smoothness: ∇km is continuous for all k ∈ N.
Our next result, proved in Section H, addresses the more
realistic setting in which we do not have exact knowledge
of E [ηr|X]. We introduce an additional nuisance parameter
and still satisfy an orthogonality condition with respect to
these parameters.
Theorem 9. Under the PLR model, suppose that E[ηr+1] 6=
rE[E[η2|X]E[ηr−1|X]] for r ∈ N, so that the conditional
distribution of η given X is not a.s. Gaussian. Then, if
S , {α ∈ N4 : ‖α‖1 ≤ 2} \ {(1, 0, 0, 1), (0, 1, 0, 1)},
the moments
m (Z, θ, q(X), g(X), µr−1(X), µr(X))
, (Y − q(X)− θ (T − g(X)))
× ((T − g(X))r − µr(X)− r (T − g(X))µr−1(X))
satisfy each of the following properties
• S-orthogonality with respect to the nuisance
h0(X) = (q0(X), g0(X),E[ηr−1|X],E[ηr|X]),
• Identifiability: When θ 6= θ0,
E[m(Z, θ, q0(X), g0(X),E[ηr−1|X],E[ηr|X])] 6= 0,
• Non-degeneracy:
E[∇θm
(
Z, θ0, q0(X), g0(X),E[ηr−1|X],E[ηr|X]
)
]
6= 0,
• Smoothness: ∇km continuous for all k ∈ N.
In words, S-orthogonality here means thatm satisfies the or-
thogonality condition for all mixed derivatives of total order
at most 2 with respect to the four nuisance parameters ex-
cept the mixed derivatives with respect to (q0(X),E[ηr|X])
and (g0(X),E[ηr|X]).
4.3. Application to High-dimensional Linear Nuisance
Functions
We now consider deploying the PLR model in the high-
dimensional linear regression setting, where f0(X) =
〈X,β0〉 and g0(X) = 〈X, γ0〉 for two s-sparse vectors
β0, γ0 ∈ Rp, p tends to infinity as n → ∞, and (η, ,X)
are mutually independent. Define q0 = θ0β0 + γ0. In this
high-dimensional regression setting, Chernozhukov et al.
(2017, Rem. 4.3) showed that two-stage estimation with
first-order orthogonal moments
m (Z, θ, 〈X, q〉, 〈X, γ〉) = (9)
(Y − 〈X, q〉 − θ (T − 〈X, γ〉)) (T − 〈X, γ〉)
and Lasso estimates of the nuisance provides a
√
n-
asymptotically normal estimator of θ0 when s =
o(n
1
2 / log p). Our next result, established in Appendix I,
shows that we can accommodate s = o(n
2
3 / log p) with an
explicit set of higher-order orthogonal moments.
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Theorem 10. In the high-dimensional linear regression
setting, suppose that either E[η3] 6= 0 (non-zero skew-
ness) or E[η4] 6= 3E[η2]2 (excess kurtosis), that X has
i.i.d. mean-zero standard Gaussian entries, that  and η
are almost surely bounded by the known value C, and that
θ0 ∈ [−M,M ] for known M . If s = o(n2/3/log p), and in
the first stage of estimation we
(a) create estimates qˆ, γˆ of q0, γ0 via Lasso regression of
Y on X and T on X respectively, with regularization
parameter λn = 2CM
√
3 log(p)/n and
(b) estimate E[η2] and E[η3] using ηˆt , T ′t − 〈X ′t, γˆ〉,
µˆ2 =
1
n
∑n
t=1 ηˆ
2
t , and µˆ3 =
1
n
∑n
t=1(ηˆ
3
t − 3µˆ2ηˆt),
for (T ′t , X
′
t)
n
t=1 an i.i.d. sample independent of γˆ,
then, using the moments m of Theorem 9 with r = 2 in
the case of non-zero skewness or r = 3 in the case of ex-
cess kurtosis, θˆSS and θˆCF are
√
n-asymptotically normal
estimators of θ0.
5. Experiments
We perform an experimental analysis of the second order
orthogonal estimator of Theorem 10 with r = 3 for the case
of estimating treatment effects in the PLR model with high-
dimensional sparse linear nuisance functions. We compare
our estimator with the double ML estimator (labeled ‘dml’
in our figures) based on the first-order orthogonal moments
(9) of (Chernozhukov et al., 2017). Our experiments are
designed to simulate demand estimation from pricing and
purchase data, where non-Gaussian treatment residuals are
standard. Here, our covariates X correspond to all collected
variables that may affect a pricing policy. A typical ran-
domized experiment in a pricing policy takes the form of
random discounts from a baseline price as a company of-
fers random discounts to customers periodically to gauge
demand level. In this case, the treatment residual – the unex-
plained fluctuation in price – is decidedly non-Gaussian and
specifically follows a discrete distribution over a small num-
ber of price points. Python code recreating all experiments
is available at https://github.com/IliasZadik/
double_orthogonal_ml.
Experiment Specification We generated n independent
replicates of outcome Y , treatment T , and confounding co-
variates X . The confounders X have dimension p and have
independent components from the N(0, 1) distribution. The
treatment is a sparse linear function of X , T = 〈γ0, X〉+ η,
where only s of the p coefficients of γ0 are non-zero. The
x-axis on each plot is the number of non-zero coefficients
s. Moreover, η is drawn from a discrete distribution with
values {0.5, 0,−1.5,−3.5} taken respectively with prob-
abilities (.65, .2, .1, .05). Here, the treatment represents
the price of a product or service, and this data generat-
ing process simulates random discounts over a baseline
price. Finally, the outcome is generated by a linear model,
Y = θ0T + 〈β0, X〉+ , where θ0 = 3 is the treatment ef-
fect, β0 is another sparse vector with only s non-zero entries,
and  is drawn independently from a uniform U(−σ, σ)
distribution. Importantly, the coordinates of the s non-zero
entries of the coefficient β0 are the same as the coordinates
of the s non-zero entries of γ0. The latter ensures that
variables X create a true endogeneity problem, i.e., that
X affects both the treatment and the outcome directly. In
such settings, controlling for X is important for unbiased
estimation.
To generate an instance of the problem, the common sup-
port of both γ0 and β0 was generated uniformly at random
from the set of all coordinates, and each non-zero coeffi-
cient was generated independently from a uniform U(0, 5)
distribution. The first stage nuisance functions were fitted
for both methods by running the Lasso on a subsample of
n/2 sample points. For the first-order method all remaining
n/2 points were used for the second stage estimation of θ0.
For the second-order method, the moments E[η2] and E[η3]
were estimated using a subsample of n/4 points as described
in Theorem 10, and the remaining n/4 sample points were
used for the second stage estimation of θ0. For each method
we performed cross-fitting across the first and second stages,
and for the second-order method we performed nested cross-
fitting between the n/4 subsample used for the E[η2] and
E[η3] estimation and the n/4 subsample used for the second
stage estimation. The regularization parameter λn of each
Lasso was chosen to be
√
log(p)/n.
For each instance of the problem, i.e., each random real-
ization of the coefficients, we generated 2000 independent
datasets to estimate the bias and standard deviation of each
estimator. We repeated this process over 100 randomly gen-
erated problem instances, each time with a different draw
of the coefficients γ0 and β0, to evaluate variability across
different realizations of the nuisance functions.
Distribution of Errors with Fixed Sparsity In Figure 1,
we display the distribution of estimates based on orthog-
onal moments and second-order orthogonal moments for
a particular sparsity level s = 100 and for n = 5000 and
p = 1000. We observe that both estimates are approxi-
mately normally distributed, but the orthogonal moment
estimation exhibits significant bias, an order of magnitude
larger than the variance.
Bias-Variance Tradeoff with Varying Sparsity Figure
2 portrays the median quantities (solid lines) and maximum
and minimum of these quantities (error bars) across the
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Figure 2. Comparison of estimates θˆCF based on orthogonal moments and second order orthogonal moments under the PLR model as a
function of the number of non-zero coefficients in the nuisance vectors γ0 and β0. See Section 5 for more details. The parameters used for
this figure were n = 5000, p = 1000, σ = 1. The fourth figure displays the `2 error in the coefficients discovered by the first stage
estimates for each of the nuisance functions: model t is the model for E[T |X] and model y is the model for E[Y |X].
100 different nuisance function draws as a function of the
support size for n = 5000, p = 1000, and σ = 1.
Varying n and p In Figure 3, we display how perfor-
mance varies with n and p. Due to computational consid-
erations, for this parameter exploration, we only used a
single problem instance for each (n, p, s) triplet rather than
100 instances as in the exploration above. We note that for
n = 2000, p = 5000 the breaking point of our method is
around s = 100, while for n = 5000, p = 2000 it is around
s = 550. For n = 10000, p = 1000 our method performs
exceptionally well even until s = 800.
(a) n = 2000, p = 1000 (b) n = 2000, p = 2000 (c) n = 2000, p = 5000
(d) n = 5000, p = 1000 (e) n = 5000, p = 2000 (f) n = 10000, p = 1000
Figure 3. MSE of both estimators as the sparsity varies for different
sample size and dimension pairs (n, p). Note that the range of the
support sizes is larger for larger n. σ = 1.
Varying σ Finally Figure 4 displays performance as the
variance σ of the noise  grows.
(a) σ = 3 (b) σ = 10 (c) σ = 20
Figure 4. MSE of both estimators as the sparsity varies for different
variance parameters σ. n = 5000, p = 1000.
6. Conclusion
Our aim in this work was to conduct accurate inference for
fixed-dimensional target parameters in the presence of high-
dimensional or nonparametric nuisance. To achieve this,
we introduced a notion of k-th order orthogonal moments
for two-stage Z-estimation, generalizing the first-order Ney-
man orthogonality studied in (Chernozhukov et al., 2017).
Given k-th order orthogonal moments, we established that
estimating nuisance at an o(n−1/(2k+2)) rate suffices for√
n-consistent and asymptotically normal estimates of tar-
get parameters. We then studied the PLR model popular in
causal inference and showed that a valid second-order or-
thogonal moment exists if and only if the treatment residual
is not normally distributed. In the high-dimensional linear
nuisance setting, these explicit second-order orthogonal mo-
ments tolerate significantly denser nuisance vectors than
those accommodated by (Chernozhukov et al., 2017). We
complemented our results with synthetic demand estimation
experiments showing the benefits of second-order orthogo-
nal moments over standard Neyman-orthogonal moments.
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A. Proof of Theorem 1
We first prove the result for the sample-splitting estimator θˆSS in (2) and then discuss how to generalize for the K-fold cross
fitting estimator θˆCF in (3) with
√
2n scaling.
For each coordinate moment function mi, the mean value theorem and the definition of θˆSS imply that
1
n
n∑
t=1
〈∇θmi(Zt, θ˜(i), hˆ(Xt)), θ0 − θˆSS〉 = 1
n
n∑
t=1
(mi(Zt, θ0, hˆ(Xt))−mi(Zt, θˆSS , hˆ(Xt))) = 1
n
n∑
t=1
mi(Zt, θ0, hˆ(Xt))
(10)
for some convex combination, θ˜(i), of θˆSS and θ0. Hence,
√
n(θ0 − θˆSS)I[det Jˆ(hˆ) 6= 0] = Jˆ(hˆ)−1I[det Jˆ(hˆ) 6= 0] 1√
n
n∑
t=1
m(Zt, θ0, hˆ(Xt))︸ ︷︷ ︸
B
for Jˆ(h) , 1
n
n∑
t=1
∇θm1(Zt, θ˜(1), h(Xt))· · ·
∇θmd(Zt, θ˜(d), h(Xt))
 ∈ Rd×d.
We will first show in Section A.1 that Jˆ(hˆ) converges in probability to the invertible matrix J = E [∇θm(Z, θ0, h0(X))].
Hence, we will have I[det Jˆ(hˆ) 6= 0] p→ I[det J 6= 0] = 1 and Jˆ(hˆ)−1I[det Jˆ(hˆ) 6= 0] p→ J−1 by the continuous mapping
theorem (van der Vaart, 1998, Thm. 2.3). We will next show in Section A.2 that B converges in distribution to a mean-zero
multivariate Gaussian distribution with constant covariance matrix V = Cov(m(Z, θ0, h0(X))). Slutsky’s theorem (van der
Vaart, 1998, Thm. 2.8) will therefore imply that
√
n(θ0− θˆSS)I[det Jˆ(hˆ) 6= 0] converges in distribution toN(0, J−1V J−1).
Finally, the following lemma, proved in Section J.1, will imply that
√
n(θ0 − θˆSS) also converges in distribution to
N(0, J−1V J−1), as desired.
Lemma 11. Consider a sequence of binary random variables Yn ∈ {0, 1} satisfying Yn p→ 1. If XnYn p→ X , then
Xn
p→ X . Similarly, if XnYn d→ X , then Xn d→ X .
A.1. Convergence of Jˆ(hˆ)− J .
For each coordinate j and moment mi and r > 0 defined in Assumption 1.7, the mean value theorem and Cauchy-Schwarz
imply that
E
[∣∣∣Jˆij(hˆ)− Jˆij(h0)∣∣∣ I[θ˜(i) ∈ Bθ0,r] | hˆ] I[hˆ ∈ Bh0,r]
≤ E
[∣∣∣∇θjmi(Zt, θ˜(i), hˆ(Xt))−∇θjmi(Zt, θ˜(i), h0(Xt))∣∣∣ I[θ˜(i) ∈ Bθ0,r] | hˆ] I[hˆ ∈ Bh0,r]
= E
[∣∣∣〈hˆ(Xt)− h0(Xt),∇γ∇θjmi(Zt, θ˜(i), h˜(j)(Xt))〉∣∣∣ I[θ˜(i) ∈ Bθ0,r] | hˆ] I[hˆ ∈ Bh0,r]
≤
√√√√E [‖hˆ(Xt)− h0(Xt)‖22 | hˆ] sup
h∈Bh0,r
E
[
sup
θ∈Bθ0,r
‖∇γ∇θjmi(Zt, θ, h(Xt))‖22
]
for h˜(j)(Xt) a convex combination of h0(Xt) and hˆ(Xt). The consistency of hˆ (Assumption 1.6) and the regularity
condition Assumption 1.7b therefore imply that E[|Jˆij(hˆ)− Jˆij(h0)|I[θ˜(i) ∈ Bθ0,r] | hˆ]I[hˆ ∈ Bh0,r] p→ 0 and hence that
|Jˆij(hˆ)− Jˆij(h0)|I[hˆ ∈ Bh0,r, θ˜(i) ∈ Bθ0,r] p→ 0 by the following lemma, proved in Section J.2.
Lemma 12. Consider a sequence of two random variables Xn, Zn, where Xn is a finite d-dimensional random vector.
Suppose that E
[‖Xn‖pp|Zn] p→ 0 for some p ≥ 1. Then Xn p→ 0.
Now Assumptions 1.6 and 1.5 and the continuous mapping theorem imply that I[hˆ ∈ Bh0,r] p→ 1. Therefore, by Lemma 11,
we further have |Jˆij(hˆ)− Jˆij(h0)|I[θ˜(i) ∈ Bθ0,r] p→ 0.
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The regularity Assumptions 1.4 and 1.7a additionally imply the uniform law of large numbers,
sup
θ∈Bθ0,r
‖ 1n
∑n
t=1∇θmi(Zt, θ, h0(Xt))− EZ [∇θmi(Z, θ, h0(X))]‖2
p→ 0
for each moment mi (see, e.g., Newey & McFadden, 1994, Lem. 2.4). Taken together, these conclusions yield[
Jˆi(hˆ)− EZ [∇θmi(Z, θ˜(i), h0(X))]
]
I[θ˜(i) ∈ Bθ0,r] p→ 0,
for each mi, where Jˆi(hˆ) denotes the i-th row of Jˆ(hˆ).
Since θ˜(i) is a convex combination of θˆSS and θ0, the consistency of θˆSS implies that θ˜(i)
p→ θ0 and there-
fore that I[θ˜(i) ∈ Bθ0,r] p→ 1 and EZ [∇θmi(Z, θ˜(i), h0(X))] p→ EZ [∇θmi(Z, θ0, h0(X))] by the continuous map-
ping theorem. Lemma 11 therefore implies that Jˆi(hˆ) − EZ [∇θmi(Z, θ˜(i), h0(X))] p→ 0 and hence that Jˆi(hˆ) p→
EZ [∇θmi(Z, θ0, h0(X))], as desired.
A.2. Asymptotic Normality of B.
For a vector γ ∈ R` and a vector α ∈ N`, we define the shorthand γα ,∏`i=1 γα`` .
To establish the asymptotic normality of B, we let k = maxα∈S ‖α‖1 and apply Taylor’s theorem with k + 1-order
remainder around h0(Xt) for each Xt:
B =
1√
n
n∑
t=1
m(Zt, θ0, h0(Xt))︸ ︷︷ ︸
C
+
1√
n
n∑
t=1
∑
α:α∈S
1
‖α‖1!D
αm(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α
︸ ︷︷ ︸
G
+
1√
n
n∑
t=1
∑
α:‖α‖1≤k,α 6∈S
1
‖α‖1!D
αm(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α
︸ ︷︷ ︸
E
+
1√
n
n∑
t=1
∑
α:‖α‖1=k+1
1
(k + 1)!
Dαm1(Zt, θ0, h˜(1)(Xt))· · ·
Dαmd(Zt, θ0, h˜
(d)(Xt))
(hˆ(Xt)− h0(Xt))α
︸ ︷︷ ︸
F
,
(11)
where h˜(i)(Xt), i = 1, 2, . . . , d are vectors which are (potentially distinct) convex combinations of hˆ(Xt) and h0(Xt). Note
that C is the sum of n i.i.d. mean-zero random vectors divided by
√
n and that the covariance V = Cov(m(Z, θ0, h0(X)))
of each vector is finite by Assumption 1.7d. Hence, the central limit theorem implies that C →d N(0, V ). It remains to
show that G,E, F
p→ 0.
First we argue that the rates of first stage consistency (Assumption 1.6) imply that E,F
p→ 0. To achieve this we will show
that E[|Ei| | hˆ],E[|Fi| | hˆ] p→ 0, where Ei and Fi represent the i-th entries of E and F respectively. Since the number of
entries d is a constant, Lemma 12 will then imply that E,F
p→ 0. First we have
E[|Ei| | hˆ] ≤
∑
α:‖α‖1≤k,α 6∈S
√
n
‖α‖1!EZt [|D
αmi(Zt, θ0, h0(Xt))(hˆ(Xt)− h0(Xt))α|] (triangle inequality)
≤
∑
α:‖α‖1≤k,α 6∈S
√
n
‖α‖1!
√
E[|Dαmi(Zt, θ0, h0(Xt))|2]
√
EXt [|hˆ(Xt)− h0(Xt)|2α] (Cauchy-Schwarz)
≤
∑
α:‖α‖1≤k,α 6∈S
√
n
‖α‖1!λ∗(θ0, h0)
1/4
√
EXt [|hˆ(Xt)− h0(Xt)|2α] (Assumption 1.7c)
≤ max
α:‖α‖1≤qk,α6∈S
λ∗(θ0, h0)1/4
√
n
√
EXt [|hˆ(Xt)− h0(Xt)|2α] p→ 0. (Assumption 1.6)
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Since h˜(i) is a convex combination of hˆ and h0, parallel reasoning yields
E[|Fi| | hˆ]I[hˆ ∈ Bh0,r] ≤ max
α:‖α‖1=k+1
I[hˆ ∈ Bh0,r]
√
EZt [|Dαmi(Zt, θ0, h˜(i)(Xt))|2]
√
n
√
EXt [|hˆ(Xt)− h0(Xt)|2α]
≤ max
α:‖α‖1=k+1
λ∗(θ0, h0)1/4
√
n
√
EXt [|hˆ(Xt)− h0(Xt)|2α] p→ 0. (Assumptions 1.7c and 1.6)
As in Section A.1, the consistency of hˆ (Assumption 1.6) further implies that E[|Fi| | hˆ] p→ 0.
Finally, we argue that orthogonality and the rates of the first stage imply that G
p→ 0. By S-orthogonality of the moments,
for α ∈ S, E [Dαm(Zt, θ0, h0(Xt))|Xt] = 0 and in particular
E
[
Dαm(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α
|hˆ
]
= E
[
E [Dαm(Zt, θ0, h0(Xt))|Xt]
(
hˆ(Xt)− h0(Xt)
)α
|hˆ
]
= 0.
(12)
We now show that E
[
G2i |hˆ
]
p→ 0. We have
E
[
G2i |hˆ
]
=
1
n
∑
t,t′=1,2,...,n,t6=t′
E
 ∑
α:‖α‖1≤k,α∈S
1
‖α‖1!D
αmi(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α
|hˆ
2
+
1
n
n∑
t=t′=1
E

 ∑
α:‖α‖1≤k,α∈S
1
‖α‖1!D
αmi(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α2 |hˆ

All the cross terms are zero because of (12). Therefore:
E
[
G2i |hˆ
]
= E
( ∑
α:α∈S
1
‖α‖1!D
αmi(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α)2
|hˆ

≤ E
[ ∑
α:α∈S
1
‖α‖1!
(
Dαmi(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α)2
|hˆ
]
(Jensen’s inequality)
≤ max
α:α∈S
E
[(
Dαmi(Zt, θ0, h0(Xt))
(
hˆ(Xt)− h0(Xt)
)α)2
|hˆ
]
≤ max
α:α∈S
√
E
[
(Dαmi(Zt, θ0, h0(Xt)))
4
]√
E
[(
hˆ(Xt)− h0(Xt)
)4α
|hˆ
]
(Cauchy-Schwarz)
= max
α:α∈S
√
λ∗(θ0, h0)
√
E
[(
hˆ(Xt)− h0(Xt)
)4α
|hˆ
]
(Assumption 1.7c)
Given Assumption 1.5 we get that the latter converges to zero in probability. Given that the number of moments d is also a
constant, we have shown that E[‖G‖22|hˆ] p→ 0. By Lemma 12 the latter implies that G p→ 0.
The proof for the K-fold cross fitting estimator θˆCF follows precisely the same steps as the θˆSS proof (with
√
2n scaling
instead of
√
n scaling) except for the final argument concerning G
p→ 0. In this case G = ∑Kk=1Gk, where, for
k = 1, . . . ,K.
Gk =
1√
2n
∑
t∈Ik
∑
α:α∈S
1
‖α‖1!D
αm(Zt, θ0, hk(Xt))
(
hˆk(Xt)− hk(Xt)
)α
.
K is treated as constant with respect to the other problem parameters, and therefore it suffices to show Gk
p→ 0, for all
k = 1, 2, . . . ,K. Fix k ∈ [K]. By Lemma 12 it suffices to show E
[
G2k|hˆk
]
p→ 0. The proof of this follows exactly the
same steps as proving E
[
G2|hˆ
]
p→ 0 in the θˆSS case. The diagonal terms can be bounded in an identical way and the
cross terms are zero again because hˆk is trained in the first stage on data (Xt)t∈Ick and therefore the data (Xt)t∈Ik remain
independent given hˆk. Our proof is complete.
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B. Proof of Theorem 2
We prove the result for the sample-splitting estimator θˆSS in (2). The proof for the K-fold cross fitting estimator θˆCF in (3)
is analogous and follows as in (Chernozhukov et al., 2017).
Fix any compact A ⊆ Θ. Our initial goal is to establish the uniform convergence
sup
θ∈A
| 1n
∑n
t=1mi(Zt, θ, hˆ(Xt))− E[mi(Z, θ, h0(X))]|
p→ 0 (13)
for each moment mi. To this end, we first note that the continuity (Assumption 1.4) and domination (Assumption 1.7d) of
mi imply the uniform law of large numbers
sup
θ∈A,h∈Bh0,r
| 1n
∑n
t=1mi(Zt, θ, h(Xt))− EZ [mi(Z, θ, h(X))]|
p→ 0
for each moment mi (see, e.g., Newey & McFadden, 1994, Lem. 2.4). Moreover, the mean value theorem and two
applications of Cauchy-Schwarz yield
|E[mi(Z, θ, hˆ(X)) | hˆ]− E[mi(Z, θ, h0(X))]| ≤ |E[〈∇γmi(Z, θ, h˜(i)(X)), hˆ(X)− h0(X)〉 | hˆ]|
≤ |E[‖∇γmi(Z, θ, h˜(i)(X))‖2‖hˆ(X)− h0(X)‖2 | hˆ]
≤
√
E[‖∇γmi(Z, θ, h˜(i)(X))‖22 | hˆ]E[‖hˆ(X)− h0(X)‖22 | hˆ]
for h˜(i) a convex combination of h0 and hˆ. Hence, the uniform bound on the moments of∇γmi (Assumption 1.7e) and the
consistency of hˆ (Assumption 1.5) imply supθ∈A |E[mi(Z, θ, hˆ(X)) | hˆ]− E[mi(Z, θ, h0(X))]| p→ 0, and therefore
I[hˆ ∈ Bh0,r] sup
θ∈A
| 1n
∑n
t=1mi(Zt, θ, hˆ(Xt))− E[mi(Z, θ, h0(X))]|
p→ 0
by the triangle inequality. Since I[hˆ ∈ Bh0,r] p→ 1 by the assumed consistency of hˆ, the uniform convergence (13) follows
from Lemma 11. Given the uniform convergence (13), standard arguments now imply consistency given identifiability
(Assumption 1.2) and either the compactness conditions of Assumption 2.1 (see, e.g., Newey & McFadden, 1994, Thm. 2.6)
or the convexity conditions of Assumption 2.2 (see, e.g., Newey & McFadden, 1994, Thm. 2.7).
C. Proof of Lemma 3
We will use the inequality that for any vector of random variables (W1, . . . ,WK),
E
[∏K
i=1 |Wi|
]
≤∏Ki=1 E [|Wi|K] 1K ,
which follows from repeated application of Ho¨lder’s inequality. In particular, we have
EX
[∏`
i=1
∣∣∣hˆi(X)− h0,i(X)∣∣∣2αi] ≤∏`i=1 EX [∣∣∣hˆi(X)− h0,i(X)∣∣∣2‖α‖1]αi/‖α‖1 = ∏`i=1 ‖hˆi − h0,i‖2αi2‖α‖1
Thus the first part follows by taking the root of the latter inequality and multiplying by
√
n. For the second part of the
lemma, observe that under the condition for each nuisance function we have:
√
n
∏`
i=1
‖hˆi − h0,i‖αi2‖α‖1 = n
1
2−
∑`
i=1
αi
κi‖α‖1
∏`
i=1
(
n
1
κi‖α‖1 ‖hˆi − h0,i‖2‖α‖1
)αi
If 12 −
∑`
i=1
αi
κi‖α‖1 ≤ 0, then all parts in the above product converge to 0 in probability.
For the second part for all α ∈ S we similarly have
EX
[∏`
i=1
∣∣∣hˆi(X)− h0,i(X)∣∣∣4αi] ≤∏`i=1 EX [∣∣∣hˆi(X)− h0,i(X)∣∣∣4‖α‖1]αi/4‖α‖1 = ∏`i=1 ‖hˆi − h0,i‖4αi4‖α‖1
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Hence to satisfy Assumption 1.5 it suffices to satisfy ∀α ∈ S,∀i, ‖hˆi − h0,i‖4‖α‖1
p→ 0. But by Holder inequality and our
hypothesis we have
‖hˆi − h0,i‖4‖α‖1 ≤ ‖hˆi − h0,i‖4[maxα∈S ‖α‖1]
p→ 0,
as we wanted.
D. Proof of Theorem 5
Suppose that the PLR model holds with the conditional distribution of η given X Gaussian. Consider a generic moment
m(T, Y, θ0, f0(X), g0(X), h0(X)), where h0(X) represents any additional nuisance independent of f0(X), g0(X). We will
prove the result by contradiction. Assume that m is 2-orthogonal with respect to (f0(X), g0(X)) and satisfies Assumption 1.
By 0-orthogonality, we have
E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X] =0 (14)
for any choice of true model parameters (θ0, f0, g0, h0), so
∇f0(X)E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = ∇g0(X)E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0.
Since m is continuously differentiable (Assumption 1.4), we may differentiate under the integral sign (Flanders, 1973) to
find that
0 = ∇f0(X)E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
= ∇f0(X)E [m(T, θ0T + f0(X) + , θ0, f0(X), g0(X), h0(X))|X]
= E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] and
0 = ∇g0(X)E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
= ∇g0(X)E [m(g0(X) + η, θ0(g0(X) + η) + f0(X) + η, θ0, f0(X), g0(X), h0(X))|X]
= E [∇1m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇2m(T, Y, θ0, f0(X), g0(X), h0(X))θ0|X]
+ E [∇5m(T, Y, θ0, f0(X), g0(X), h0(X))|X] .
Moreover, by 1-orthogonality, we have E [∇im(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0 for i ∈ {4, 5}, so
E [∇im(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0, ∀i ∈ {1, 2, 4, 5} and ∀ (θ0, f, g, h). (15)
Hence,
∇g0(X)E [∇4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = ∇f0(X)E [∇1m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0,
and we again exchange derivative and integral using the continuity of∇2m (Assumption 1.4) (Flanders, 1973) to find
E [∇1,4m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇5,4m(T, Y, θ0, f0(X), g0(X), h0(X))]
+ E [θ0∇2,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
= E [∇4,1m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇2,1m(T, Y, θ0, f0(X), g0(X), h0(X))|X] .
Since the partial derivatives of m are differentiable by Assumption 1.4, we have∇1,4m = ∇4,1m and therefore
E [∇5,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] + θ0E [∇2,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
= E [∇2,1m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
By 2-orthogonality, E [∇5,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0, and hence
θ0E [∇2,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = E [∇2,1m(T, Y, θ0, f0(X), g0(X), h0(X))|X] . (16)
Note that equality (15) also implies
0 = ∇f0(X)E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = ∇f0(X)E [∇4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] .
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We again exchange derivative and integral using the continuity of∇2m (Assumption 1.4) (Flanders, 1973) to find
0 = E [∇2,2m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇2,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] (17)
= E [∇4,2m(T, Y, θ0, f0(X), g0(X), h0(X)) +∇4,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] .
Since the partial derivatives of m are continuous by Assumption 1.4, we have∇2,4m = ∇4,2m and therefore
E [∇2,2m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = E [∇4,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X]
By 2-orthogonality, E [∇4,4m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0, and hence
E [∇2,2m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0 (18)
Combining the equalities (16), (17), and (18) we find that
E [∇2,1m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0. (19)
Now, the 0-orthogonality condition (14), the continuity of∇m (Assumption 1.4), and differentiation under the integral sign
(Flanders, 1973) imply that
0 = ∇θ0E [m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = ∇θ0E [m(T, θ0T + f0(X) + , θ0, f0(X), g0(X), h0(X))|X]
= E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X)) · T +∇3m(T, Y, θ0, f0(X), g0(X), h0(X))|X] .
Since T = g0(X) + η and E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0 by equality 14,
E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X)) · η +∇3m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0 (20)
Since η is conditionally Gaussian given X , Stein’s lemma (Stein, 1981), the symmetry of the partial derivatives of m, and
the equality 19 imply that
E [∇2m(T, Y, θ0, f0(X), g0(X), h0(X)) · η|X] = E [∇2m(g0(X) + η, Y, θ0, f0(X), g0(X), h0(X)) · η|X]
= E [∇η,2m(g0(X) + η, Y, θ0, f0(X), g0(X), h0(X))|X]
= E [∇1,2m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = E [∇2,1m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0.
Hence the equality (20) gives E [∇3m(T, Y, θ0, f0(X), g0(X), h0(X))|X] = 0 which contradicts Assumption 1.3.
E. Proof of Proposition 6
Fix any moment of the form m(T, Y, θ, f(X), g(X), h(X)), where h represents any nuisance in addition to (f, g). Let F
be the space of all valid nuisance functions (f, g, h) and F (X) = {(f(X), g(X), h(X)) : (f, g, h) ∈ F}.
We prove the lemma by contradiction. Suppose m satisfies the three hypothesis of our lemma. We start by estab-
lishing that Var (m(T, Y, θ0, f0(X), g0(X), h0(X))) = 0 for all (θ0, f0, g0, h0). Fix any (θ0, f0, g0, h0), and suppose
Var (m(T, Y, θ0, f0(X), g0(X), h0(X))) > 0. As in the beginning of the proof of Theorem 1 the mean value theorem
implies
Jˆ(fˆ , gˆ, hˆ)
√
n(θ0 − θˆSS) = 1√
n
n∑
t=1
m
(
Tt, Yt, θ0, fˆ(Xt), gˆ(Xt), hˆ(Xt)
)
︸ ︷︷ ︸
B
(21)
where Jˆ(f, g, h) , 1n
∑n
t=1∇θm(Tt, Yt, θ˜, f(Xt), g(Xt), h(Xt)), for some θ˜ which is a convex combination of θˆSS , θ0.
In the proof of Theorem 1 we only use Assumption 1.3 to invert J = E [∇θm(T, Y, θ0, f0(X), g0(X), h0(X)] which is
the in-probability limit of Jˆ(fˆ , gˆ, hˆ). In particular, both of the following results established in the proof of the Theorem 1
remain true in our setting:
• B tends to a normal distribution with mean zero and variance Var (m(T, Y, θ0, f0(X), g0(X), h0(X))) > 0.
• Jˆ(fˆ , gˆ, hˆ) converges in probability to J .
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Since in this case J = 0, as Assumption 1.3 is violated, and
√
n(θ0 − θˆSS) is bounded in probability, we get that
Jˆ(fˆ , gˆ, hˆ)
√
n(θ0− θˆSS) converges to zero in probability. By (21), this contradicts the fact that B converges to a distribution
with non-zero variance. Hence, Var (m(T, Y, θ0, f0(X), g0(X), h0(X))) = 0 as desired.
Now recalling that, for all (θ0, f0, g0, h0), E[m(T, Y, θ0, f0(X), g0(X), h0(X))] = 0, we conclude that for all
(θ0, f0, g0, h0), m(T, Y, θ0, f0(X), g0(X), h0(X)) = 0, almost surely with respect to the random variables X, , η. Now
fix (θ0, f0, g0, h0). Now suppose that for some (a, b) ∈ R2, m(a, b, θ0, f0(X), g0(X), h0(X)) 6= 0. Then, since m is
continuous, there exists a neighborhoodN such that m(a′, b′, θ0, f0(X), g0(X), h0(X)) 6= 0 for all (a′, b′) ∈ N . Since the
conditional distribution of , η has full support (a.s. X) and, given X , (T, Y ) is an invertible linear function of (, η), the con-
ditional distribution of (T, Y ) givenX also has full support onR2 (a.s. X). Hence, Pr(m(T, Y, θ0, f0(X), g0(X), h0(X)) 6=
0) ≥ Pr((T, Y ) ∈ N ) > 0. This is a contradiction as m(T, Y, θ0, f0(X), g0(X), h0(X)) is a.s. zero. Therefore, for
almost every X and all a, b ∈ R and (θ0, f0, g0, h0), m(a, b, θ0, f0(X), g0(X), h0(X)) = 0. Since the distribution of X is
independent of θ0 and |Θ| ≥ 2, we therefore have
E[m(Y, T, θ, f0(X), g0(X), h0(X))] = 0
for some θ 6= θ0, which contradicts identifiability.
F. Proof of Lemma 7
Since the characteristic function of a Gaussian distribution is well-defined and finite on the whole real line, Levy’s Inversion
Formula implies that the Gaussian distribution is uniquely characterized by its moments (Durrett, 2010, Sec. 3.3.1).
G. Proof of Theorem 8
Smoothness follows from the fact that m is a polynomial in (θ, q(X), g(X), µr−1(X)). Non-degeneracy follows from the
PLR equations (Definition 5), the property E[η | X] = 0, and our choice of r as
E[∇θm(Z, θ0, q0(X), g0(X),E[ηr−1|X])] = −E[(T − g0(X))(ηr − E[ηr|X]− rηE[ηr−1|X])]
= −E[η(ηr − E[ηr|X]− rηE[ηr−1|X]]
= −E[E[ηr+1|X]− rE[η2|X]E[ηr−1|X]] 6= 0.
We next establish 0-orthogonality using the property E[ | X,T ] = 0 of Definition 5:
E
[
m(Z, θ0, q0(X), g0(X),E[ηr−1|X]) | X
]
= E[
(
ηr − E[ηr|X]− rηE[ηr−1|X] | X)] = 0.
Our choice of r further implies identifiability as, for θ 6= θ0,
E
[
m(Z, θ, q0(X), g0(X),E[ηr−1|X])
]
= (θ0 − θ)E[E[ηr+1|X]− E[η|X]E[ηr|X]− rE[η2|X]E[ηr−1|X]]
= (θ0 − θ)E[E[ηr+1|X]− rE[η2|X]E[ηr−1|X]] 6= 0.
We invoke the properties E[η | X] = 0 and E[ | X,T ] = 0 of Definition 5 to derive 1-orthogonality via
E
[∇q(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X] = −E [ηr − E[ηr|X]− rηE[ηr−1|X] | X] = 0,
E
[∇g(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X]
= θ0E
[
ηr − E[ηr|X]− rηE[ηr−1|X] | X]− E [(rηr−1 − rE[ηr−1|X]) | X] = 0, and
E
[∇µr−1(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])] = −E[ r η|X] = 0.
The same properties also yield 2-orthogonality for the second partial derivatives of q(X) via
E
[
∇2q(X),q(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X
]
= 0,
E
[
∇2q(X),g(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X
]
= E
[
rηr−1 − rE[ηr−1|X]|X] = 0, and
E
[
∇2q(X),µr−1(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X
]
= E [r η|X] = 0,
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for the second partial derivatives of g(X) via
E
[
∇2g(X),g(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X
]
= E
[−(rηr−1 − rE[ηr−1|X]) +  r(r − 1)ηr−2|X]
= r(r − 2)E [E [|X,T ] ηr−2|X] = 0 and
E
[
∇2g(X),µr−1(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X])|X
]
= −θ0E[rη|X] + E[ r|X] = 0,
and for the second partial derivatives of µr−1(X) via
E
[
∇2µr−1(X),µr−1(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X]) | X
]
= 0.
This establishes 2-orthogonality.
H. Proof of Theorem 9
The majority of the proof is identical to that of Theorem 8; it only remains to show that the advertised partial derivatives
with respect to µr(X) are also mean zero given X . These equalities follow from the property E[η | X] = 0 of Definition 5:
E
[∇µr(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X],E[ηr|X]))|X] = −E [|X] = 0,
E
[
∇2µr(X),µr(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X],E[ηr|X])) | X
]
= 0, and
E
[
∇2µr(X),µr−1(X)m(Z, θ0, q0(X), g0(X),E[ηr−1|X],E[ηr|X])) | X
]
= 0.
I. Proof of Theorem 10
We prove the result explicitly for the excess kurtosis setting with E[η4] 6= 3E[η2]2. A parallel argument yields the result for
non-zero skewness (E[η3] 6= 0).
To establish
√
n-consistency and asymptotic normality, it suffices to check each of the preconditions of Theorems 1
and 2. Since η is independent of X and E[η4] 6= 3E[η2]2, the conditions of Theorem 9 are satisfied with r = 3.
Hence, the moments m of Theorem 9 satisfy S-orthogonality (Assumption 1.1) for S = {α ∈ N4 : ‖α‖1 ≤ 2} \
{(1, 0, 0, 1), (0, 1, 0, 1)} with respect to the nuisance (〈q0, X〉, 〈γ0, X〉,E[η2],E[η3]), identifiability (Assumption 1.2), non-
degeneracy of E [∇θm(Z, θ0, h0(X))] (Assumption 1.3), and continuity of ∇m2 (Assumption 1.4). The form of m, the
standard Gaussian i.i.d. components of X , and the almost sure boundedness of η and  further imply that the regularity
conditions of Assumption 1.7 are all satisfied for any choice of r > 0. Hence, it only remains to establish the first stage
consistency and rate assumptions (Assumptions 1.5 and 1.6) and the convexity conditions (Assumption 2.2).
I.1. Checking Rate of First Stage (Assumption 1.6)
We begin with Assumption 1.6. Since {α ∈ N4 : ‖α‖1 ≤ 3} \ S = {α ∈ N4 : ‖α‖1 = 3} ∪ {(1, 0, 0, 1), (0, 1, 0, 1)} by
Lemma 3, it suffices to establish the sufficient condition (6) for α = (0, 1, 0, 1) and α = (1, 0, 0, 1) and the condition (7) for
the α with ‖α‖1 = 3. Hence, it suffices to satisfy
(1) n
1
2EX [|〈X, qˆ − q0〉|4] 14 · |µˆ3 − E[η3]| p→ 0, which corresponds to α = (1, 0, 0, 1) and condition (6),
(2) n
1
2EX [|〈X, γˆ − γ0〉|4] 14 · |µˆ3 − E[η3]| p→ 0, which corresponds to α = (0, 1, 0, 1) and condition (6),
(3) n
1
2EX [|〈X, qˆ − q0〉|6] 12 p→ 0,
(4) n
1
2EX [|〈X, γˆ − γ0〉|6] 12 p→ 0,
(5) n
1
2 |µˆ2 − E[η2]|3 p→ 0, and
(6) n
1
2 |µˆ3 − E[η3]|3 p→ 0,
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where X a vector of i.i.d. mean-zero standard Gaussian entries, independent from the first stage, and the convergence to
zero is considered in probability with respect to the first stage random variables.
We will estimate q, γ0 using half of our first-stage sample and use our estimate γˆ to produce an estimate of the second and
third moments of η based on the other half of the sample and the following lemma.
Lemma 13. Suppose that an estimator γˆ ∈ Rp based on n sample points satisfies EX [|〈X, γˆ − γ0〉|6] 12 = OP
(
1√
n
)
for
X independent of γˆ. If
µˆ2 :=
1
n
∑n
t=1(T
′
t − 〈X ′t, γˆ〉)2 and µˆ3 := 1n
∑n
t=1(T
′
t − 〈X ′t, γˆ〉)3 − 3 1n
∑n
t=1(T
′
t − 〈X ′t, γˆ〉)µˆ2
for (T ′t , X
′
t)
n
t=1 i.i.d. replicates of (T,X) independent of γˆ, then
|µˆ2 − E[η2]| = OP
(
1
n
1
3
)
and |µˆ3 − E[η3]| = OP
(
1√
n
)
. (22)
As a result,
n
1
2 |µˆ2 − E[η2]|3 p→ 0 and n 12 |µˆ3 − E[η3]|3 p→ 0.
Proof. We begin with the third moment estimation. For a new datapoint (T,X) independent of γˆ, define δ , 〈X, γ0 − γˆ〉
so that T − 〈X, γˆ〉 = δ + η. Since η is independent of (X, γˆ), and E[η] = 0, we have
EX,η[(δ + η)3]− 3EX,η[(δ + η)]EX,η[(δ + η)2] = E[η3] + EX [δ3]− 3EX [δ2]EX [δ]
or equivalently
E[η3] = EX,η[(δ + η)3]− 3EX,η[(δ + η)]EX,η[(δ + η)2]− EX [δ3] + 3EX [δ2]EX [δ]. (23)
Since EX [|δ|3] ≤ EX [δ6] 12 = OP (1/
√
n) by Cauchy-Schwarz and our assumption on γˆ, and |EX [δ]EX [δ2]| ≤ EX [|δ|3]
by Holder’s inequality, the equality (23) implies that
|E[η3]− (EX,η[(δ + η)3]− 3EX,η[δ + η]EX,η[(δ + η)2])| = OP (1/
√
n).
Since EX,η[(δ + η)6] = O(1), the central limit theorem, the strong law of large numbers, and Slutsky’s theorem imply that
µˆ3 − (EX,η[(δ + η)3]− 3EX,η[δ + η]EX,η[(δ + η)2]) = OP (1/
√
n).
Therefore,
|µˆ3 − E[η3]| = OP (1/
√
n).
The second moment estimation follows similarly using the identity, E[η2] = EX,η[(δ + η)2] − EX [δ2], and the fact that
EX [δ2] ≤ EX [|δ|3] 23 = OP (n− 13 ) by Holder’s inequality.
In light of Lemma 13 it suffices to estimate the vectors q0 and γ0 using n sample points so that
• n 12EX [|〈X, qˆ − q0〉|4] 14n− 12 p→ 0⇔ EX [|〈X, qˆ − q0〉|4] 14 p→ 0,
• n 12EX [|〈X, γˆ − γ0〉|4] 14n− 12 p→ 0⇔ EX [|〈X, γˆ − γ0〉|4] 14 p→ 0,
• n 12EX [|〈X, qˆ − q0〉|6] 12 p→ 0, and
• n 12EX [|〈X, γˆ − γ0〉|6] 12 p→ 0,
and the rest of the conditions will follow. To achieve these conclusions we use the following result on the performance of
the Lasso. The following theorem is distilled from (Hastie et al., 2015, Chapter 11).
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Theorem 14. Let p, s ∈ N with s ≤ p and s = o(n2/3/ log p) and σ > 0, and suppose that we observe i.i.d. datapoints
(Y˜i, X˜i)
n
i=1 distributed according to the model Y˜ = 〈X˜, β0〉 + w for an s-sparse β0 ∈ Rp, X˜ ∈ Rp with standard
Gaussian entries, and w ∈ Rp independent mean-zero noise with ‖w‖∞ ≤ σ. Suppose that p grows to infinity with
n. Then with a choice of tuning parameter λn = 2σ
√
3 log p/n, the Lasso estimate βˆ0 fit to this dataset satisfies
‖βˆ0 − β0‖2 = OP (
√
s log p/n).
Proof. Using Theorem 11.1 and Example 11.2 of (Hastie et al., 2015), we know that since X˜ has iid N(0, 1) entries, if
λn = 2σ
√
3 log(p)/n, we have
Pr
[
‖βˆ0 − β0‖2
σ
√
3s log p/n
> 1
]
≤ 2 exp
{
−1
2
log(p)
}
. (24)
Since p grows unboundedly with n, for any fixed  > 0, we have that for some some finite N, if n > N, the right hand
side is at most . Thus we can conclude that: ‖βˆ0 − β0‖2 = Op
(√
s log p/n
)
.
Notice that for q0 we know
Y = θ0T + 〈X,β0〉+ 
= θ0〈X, γ0〉+ θ0η + 〈X,β0〉+  (from the definition of T )
= 〈X, q0〉+ θ0η +  (since q0 = θ0γ0 + β0)
Hence,
Y = 〈X, q0〉+ + θ0η,
and we know that the noise term,  + θ0η is almost surely bounded by C + CM = C(M + 1). Hence, by Theorem
14, our Lasso estimate qˆ satisfies ‖qˆ − q0‖2 = OP (
√
s log p/n). Similarly, our Lasso estimate γˆ satisfies ‖γˆ − γ0‖2 =
OP (
√
s log p/n).
Now, since X has iid mean-zero standard Gaussian components, we know that for all vectors v ∈ Rp and a ∈ N it holds
E[|〈X, v〉|a] = O (√aa‖v‖a2). Applying this to v = qˆ − q and v = γˆ − γ0 for a ∈ {4, 6} we have
EX [|〈X, qˆ − q0〉|4] = O(‖qˆ − q0‖42) = OP
([√
s log p
n
]4)
EX [|〈X, γˆ − γ0〉|4] = O(‖γˆ − γ0‖42) = OP
([√
s log p
n
]4)
EX [|〈X, qˆ − q0〉|6] = O(‖qˆ − q0‖62) = OP
([√
s log p
n
]6)
EX [|〈X, γˆ − γ0〉|6] = O(‖γˆ − γ0‖62) = OP
([√
s log p
n
]6)
.
Now for the sparsity level s = o
(
n2/3
log p
)
we have
√
s log p
n = o(n
− 16 ) which implies all of the desired conditions for
Assumption 1.6.
I.2. Checking Consistency of First Stage (Assumption 1.5)
Next we prove that Assumption 1.5 is satisfied. Since maxα∈S ‖α‖1 = 2 it suffices by Lemma 3 to show that for our
choices of γˆ, qˆ, µˆ2, and µˆ3 we have
EX [|〈X, qˆ − q0〉|8] 18 p→ 0 (25)
EX [|〈X, γˆ − γ0〉|8] 18 p→ 0 (26)
|µˆ2 − E[η2]| p→ 0 (27)
|µˆ3 − E[η3]| p→ 0. (28)
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Parts (27) and (28) follow directly from Lemma 13. Since X consists of standard Gaussian entries, an analogous argument
to that above implies that
EX [|〈X, qˆ − q0〉|8] 18 = O(‖qˆ − q0‖2) = OP
([√
s log p
n
])
EX [|〈X, γˆ − γ0〉|8] 18 = O(‖γˆ − γ0‖2) = OP
([√
s log p
n
])
.
Now for the sparsity level s = o( n
2
3
(M+1)2 log p
) we have
√
s log p
n = o(1) which implies also conditions (25) and (26).
I.3. Checking Convexity Conditions (Assumption 2.2)
Finally, we establish the convexity conditions (Assumption 2.2). We consider Θ = R, which is convex. Without loss
of generality, assume 3E[η2]2 > E[η4]; otherwise, one can establish the convexity conditions for −m. Let Fn(θ) =
1
n
∑n
t=1m(Zt, θ, hˆ(Xt)). Since Fn is continuously differentiable, Fn is the derivative of a convex function whenever
∇Fn(θ) ≥ 0, for all θ ∈ Θ. Since Fn is linear in θ we have for all θ ∈ Θ
∇Fn(θ) = 1
n
n∑
t=1
−(Tt − 〈γˆ, Xt〉)4 + (Tt − 〈γˆ, Xt〉)µˆ3 + 3(Tt − 〈γˆ, Xt〉)2µˆ2,
the established consistency of (γˆ, µˆ3, µˆ2) and Slutsky’s theorem imply that
∇Fn(θ)− 1
n
n∑
t=1
−(Tt − 〈γ,Xt〉)4 + (Tt − 〈γ,Xt〉)E[η3] + 3(Tt − 〈γ,Xt〉)2E[η2] p→ 0.
The strong law of large numbers now yields
∇Fn(θ)− (3E[η2]2 − E[η4]) p→ 0.
Hence,
Pr(∇Fn(θ) < 0) ≤ Pr(|∇Fn(θ)− (3E[η2]2 − E[η4])| > 3E[η2]2 − E[η4])→ 0,
verifying Assumption 2.2. The proof is complete.
J. Proofs of Auxiliary Lemmata
J.1. Proof of Lemma 11
Since each Yn is binary, and Yn
p→ 1, for every  > 0,
Pr[|Xn(1− Yn)| > ] ≤ Pr[Yn = 0] = Pr[|1− Yn| > 1/2]→ 0.
Hence, Xn(1− Yn) p→ 0. Both advertised claims now follow by Slutsky’s theorem (van der Vaart, 1998, Thm. 2.8).
J.2. Proof of Lemma 12
Let Xn,i denote the i-th coordinate of Xn, i.e. ‖Xn‖pp =
∑d
i=1X
p
n,i. By the assumption of the lemma, we have that for
every , δ, there exists n(, δ), such that for all n ≥ n(, δ):
Pr
[
max
i
E [|Xn,i|p|Zn] > 
]
< δ
Let En denote the event {maxi E [|Xn,i|p|Zn] ≤ }. Hence, Pr[En] ≥ 1− δ, for any n ≥ n(, δ). By Markov’s inequality,
for any n ≥ n (pδ/2d, δ/2d), the event En implies that:
Pr [|Xn,i|p > p|Zn] ≤ E [|Xn,i|
p|Zn]
p
≤ δ
2d
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Thus, we have:
Pr[|Xn,i| > ] = E [Pr [|Xn,i|p > p|Zn]]
= E [Pr[|Xn,i|p > p|Zn]|En] · Pr[En] + E [Pr[|Xn,i|p > p|Zn]|¬En] · Pr[¬En] ≤ δ
d
By a union bound over i, we have that Pr[maxi |Xn,i| > ] ≤ δ. Hence, we also have that for any , δ, for any
n ≥ n(pδ/2d, δ/2d), Pr[‖Xn‖∞ > ] ≤ δ, which implies Xn p→ 0.
