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ABSTRACT
We investigate the spatiotemporal structure of simulations of the homogeneous
slab and isothermal plane models for the vertical motion in the Galactic disc. We use
Dynamic Mode Decomposition (DMD) to compute eigenfunctions of the simulated
distribution functions for both models, referred to as DMD modes. In the case of the
homogeneous slab, we compare the DMD modes to the analytic normal modes of the
system to evaluate the feasibility of DMD in collisionless self gravitating systems. This
is followed by the isothermal plane model, where we focus on the effect of self gravity on
phase mixing. We compute DMD modes of the system for varying relative dominance
of mutual interaction and external potential, so as to study the corresponding variance
in mode structure and lifetime. We find that there is a regime of relative dominance,
at approximately 4 : 1 external potential to mutual interaction where the DMD modes
are spirals in the (z, vz) plane, and are nearly un-damped. This leads to the proposition
that a system undergoing phase mixing in the presence of weak to moderate self gravity
can have persisting spiral structure in the form of such modes. We then conclude with
the conjecture that such a mechanism may be at work in the phase space spirals
observed in Gaia Data Release 2, and that studying more complex simulations with
DMD may aid in understanding both the timing and form of the perturbation that
lead to the observed spirals.
Key words: Galaxy: kinematics and dynamics – Galaxy: structure – Galaxy: disc
1 INTRODUCTION
Astrometric and radial velocity surveys of the Milky Way
such as SEGUE (Yanny et al. 2009), RAVE (Steinmetz
et al. 2006), LAMOST Cui et al. (2012), and Gaia Data
Release 2 (GDR2) (Gaia Collaboration et al. 2018a,b), have
revealed a panoply of phase space structures in the Galac-
tic stellar disc. In the vicinity of the Sun, these structures
include vertical asymmetries in the local stellar number den-
sity (Widrow et al. 2012; Yanny & Gardner 2013; Bennett
& Bovy 2018), vertical bulk motions of disc stars (Widrow
et al. 2012; Williams et al. 2013; Carlin et al. 2013; Quillen
et al. 2018; Gaia Collaboration et al. 2018b) and phase spi-
rals in z − vz projections of the stellar distribution function
(DF) (Antoja et al. 2018). In addition, there is evidence for
corrugations of the disc (Xu et al. 2015) at distances of 10
to 15 kpc from the Galactic centre. At even larger radii,
there is the prominent warp (Binney 1992; Sellwood 2013),
as well as evidence for disc stars kicked up to large Galactic
? E-mail: 13kd39@queensu.ca
† E-mail: widrow@queensu.ca
latitudes (Price-Whelan et al. 2015). Taken together, these
observations point to a disk in a state of disequilibrium.
Perhaps the most intriguing of the aforementioned
structures are the phase spirals in the radial velocity sub-
sample of GDR2 (Antoja et al. 2018). They were first seen
by selecting stars in an arc of about 8 degrees in Galactic
azimuth and 200 pc in Galactocentric radius centered on the
Sun and plotting the number density, mean vφ or mean vR
across the z − vz plane. The spirals have now been studied
as a function of position within the disc, action variables,
and stellar properties (Bland-Hawthorn et al. 2019b; La-
porte et al. 2019; Li & Shen 2019).
A heuristic explanation of the spirals is that a local bend
in the disc phase mixes due to the anharmonic nature of the
vertical potential (Antoja et al. 2018), while coupling of the
vertical and in-plane motions then leads to the vR and vφ
spirals (Scho¨nrich & Binney 2018; Darling & Widrow 2018).
In the simplest implementation of this picture, one treats
stars as test particles in a fixed potential. This model seems
to capture the basic features of the spirals and allows one to
estimate the time at which the initial perturbation that gave
rise to them took place (Antoja et al. 2018). Nevertheless, it
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leaves several questions unanswered, which include the fol-
lowing: What perturbed the disc? Can we point to a singular
event that drove the disc from equilibrium or is the disc in
a perpetual state of disequilibrium? What is the underlying
DF of the perturbed disc. The phase spirals are likely the de-
projection of the number count asymmetry along the z axis
mentioned above to the z−vz plane. Can we understand the
spirals as the projection of some higher dimensional struc-
ture?
A number of candidates have been proposed as the
agent of disequilibrium. For example, the disc may have been
perturbed by a passing satellite galaxy or dark matter sub-
halo with the Sagittarius dwarf a prime suspect (Laporte
et al. 2019; Bland-Hawthorn et al. 2019b). On the other
hand, the buckling of the stellar bar has been shown to gen-
erate phase spirals in simulations of a Milky Way-like galaxy
(Khoperskov et al. 2019).
The more challenging problem is to discern the phase
space DF. Tremaine (1999) stressed the idea that the di-
mensionality of the DF can change via phase mixing. For
example, a satellite galaxy that is being tidally disrupted by
the gravitational potential of its host galaxy changes from
a six-dimensional structure to a three-dimensional stream.
Tremaine (1999) showed that one can relate changes in the
phase space structure of a system to the eigenvalues of the
Hessian matrix for the Hamiltonian. In principle, the method
could be applied to phase mixing in a Galactic disc.
The main drawback of the phase mixing arguments is
that they ignore the self-gravity of the perturbation, which
is clearly important for the development of both bending
and density waves in the disc. In short, when a local re-
gion of the disc is displaced from the midplane, it exerts a
perturbing force on the unperturbed disc that, at least in lin-
ear theory, is the same order as the restoring force pulling it
back into the midplane due to the unperturbed disc (Hunter
& Toomre 1969). A striking example of the importance of
self-gravity can be found in the toy model simulations of
bending waves in Darling & Widrow (2018) (Figure 7). Of
course, self-gravity is built into the simulations of Laporte
et al. (2019); Bland-Hawthorn et al. (2019a) and Khoperskov
et al. (2019).
These considerations suggest that phase mixing and
self-gravity are competing effects. A particularly simple
toy model in which this competition plays out is the one-
dimensional slab. This system can be thought of as an ide-
alized disc in which all of the structure is in the direction
normal to the midplane. It can be studied using linear per-
turbation theory as well as 1D N-body simulations (Mathur
1990; Weinberg 1991; Widrow & Bonner 2015). For an iso-
lated system there exists a trivial zero frequency normal
mode corresponding to the displacement of the system rel-
ative to the midplane as well as a continuous spectrum of
modes. If an external restoring force is included, then the
displacement mode no longer has zero frequency. Moreover,
if the DF for the system is truncated in energy, then gaps
open up in the continuum and one has the possibility of
additional discrete modes. In general, perturbations of the
system will involve a mixture of discrete modes and modes
from the continuum where the former should lead to eternal
oscillations while the latter phase mix on time-scales related
to the gradient of the frequency across the continuum. In his
N-body simulations, Weinberg (1991) found that it was diffi-
cult to excite the discrete modes, presumably because power
was leaking into nearby parts of the continuum where phase
mixing was occurring. He did find that the system exhibited
oscillations that were long-lived as compared to its dynam-
ical time.
A similar situation arises when one applies linear per-
turbation theory to a simple two-dimensional model for
a galactic disc comprising concentric, rotating, razor-thin
rings. This model, which was employed to study warps, is in
some sense complementary to the slab model. If the system
is isolated or embedded in a spherical halo, there is a zero-
frequency mode corresponding to the tilting of the system as
a whole. As with the slab model, there is also a continuous
spectrum of modes (Hunter & Toomre 1969; Sparke & Caser-
tano 1988). On the other hand, if the system is embedded
in a flattened halo, then the tilt mode becomes non-trivial
and, in fact, has features similar to those seen in warped
galaxies (Sparke & Casertano 1988). That said, the discrete
warp mode found by Sparke & Casertano (1988) does not
appear to exist when the ring-model disc is immersed in a
live halo (Binney et al. 1998).
Evidently, a proper treatment of stellar dynamics in
galactic discs must capture the physics of both phase mix-
ing and self-gravity. In this paper, we propose that dynamic
mode decomposition (DMD) can provide a route to achiev-
ing this end. DMD was developed in the field of computa-
tional fluid dynamics to study problems involving turbulent
flows and jets (Schmid 2010), and is closely related to Koop-
man theory (see Mezic´ (2005) and Rowley et al. (2009)) It
is essentially a dimensionality reduction algorithm for time-
series data with the aim of identifying the dominant eigen-
functions of a system. At first glance, eigenvalue methods,
which generally require a linear operator, would seem to be
incompatible with the nonlinear problem at hand. The idea
is to “lift” the dynamics from the state space, where the dy-
namics is governed by nonlinear physics to a space where
the dynamics is described by a linear (generally infinite di-
mensional) operator, usually referred to as the Koopman op-
erator (Mezic´ 2005). DMD can provide a finite dimensional
approximation of this operator comprised of dominant eigen-
functions of the system. One is left with a low-dimensional
space in which the evolution of the system may be repre-
sented linearly and the dominant structure readily studied.
DMD is similar in aim to the methods in Tremaine (1999)
in terms studying structure and its dimensionality. However
since DMD is data driven, the inclusion of self gravity is
much simpler as compared to the process of obtaining an
appropriate action space Hamiltonian.
The layout of the paper is as follows. In Section 2 we
present a summary of the DMD method and its connection
with the theory of small oscillations. In Section 3 we ap-
ply DMD to an N-body simulation of the homogeneous slab
model. This system exhibits small oscillations about an equi-
librium state, which can be compared to analytically derived
normal modes (Antonov 1971; Kalnajs 1973). We then turn,
in Section 4, to the isothermal plane, which serves as a sim-
ple model for the vertical structure of a Galactic disc. Our
isothermal plane simulations are constructed so that we can
adjust the relative importance of self-gravity and an external
potential. In this case DMD is used to study the interplay
between phase mixing and oscillatory modes. In doing so it
helps elucidate the physics of z − vz phase spirals and the
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importance of self-gravity. In Section 5 we suggest a path
forward for using DMD with full six-dimensional simulation
data. Finally, we conclude with a summary and discussion
in Section 6.
2 CHARACTERISTIC OSCILLATIONS
2.1 Small Oscillations
Consider a classical system with n degrees of freedom de-
scribed by the generalized phase space coordinates x =
(q,p)T . In the neighborhood where oscillations of the system
are small, we consider a linearized Hamiltonian H(q,p) =
U(q)+K(p), where both the potential U(q) and the kinetic
energy K(p) are quadratic forms (Arnold 1989):
U(q) = 1
2
qTBq, K(p) = 1
2
pTCp. (1)
In this case, the equations of motion can be written as a
linear operator equation,
dx
dt
= Ax, (2)
where
A =
(
0 C
−B 0
)
. (3)
The solution is then given in terms of the eigendecomposi-
tion of A,
x(t) =
∑
j
bjφje
ωjt, (4)
where φj and ωj are the eigenvectors and eigenvalues of A,
that is, Aφj = ωjφj and the coefficients bj are determined
from the initial conditions.
2.2 Dynamic Mode Decomposition
In this section, we provide a compact overview of DMD,
which draws from the introductory chapters of Kutz et al.
(2016). We consider a nonlinear dynamical system that is
described by some general state vector x(t), which does
not necessarily belong to a Hamiltonian system. The goal
of DMD is to determine the best-fit linear model for the
non-linear dynamics. The key idea is that over a sufficiently
short time interval ∆t, the dynamics of the system can be
approximately described by a linear system of equations of
the form given in equation 2 with a solution given by equa-
tion 4.
With these considerations in mind, we draw m discrete
time samples xj from the system with a sampling period of
∆t. We then construct the equivalent discretized system of
equations
xj+1 ≈ Axj , (5)
where the discrete-time map is given by A = eA∆t. We
emphasize here that the states xj need not be coordinates
of the system, but can be any set of observables.
In general, the operator A is not known but is approxi-
mated from the data. To do so, we construct the data matrix
X =
 | | |x1 x2 ... xm−1
| | |
 , (6)
and the time shifted data matrix
X′ =
 | | |x2 x3 ... xm
| | |
 . (7)
Our system of equations can then be approximated with the
matrix equation
X′ ≈ AX. (8)
From this, A is estimated by minimizing the matrix norm,
||X′ −AX||, which yields the result
A = X′X+. (9)
Here, X+ denotes the Moore-Penrose pseudo-inverse of X,
which can be computed via singular value decomposition
(SVD). As in Press et al. (2002) the SVD of X is defined
by the relation X ≈ UΣV† where † denotes the Hermitian
conjugate transpose, Σ holds the singular values along its
diagonal, and U and V are comprised of left and right or-
thonormal vectors respectively. Using the SVD, we have that
X+ = VΣ−1U†, with which the discrete-time map becomes
A ≈ X′VΣ−1U†. (10)
Our next goal is to obtain the eigendecomposition of A as
we did with A in Section 2.1 to facilitate understanding the
time evolution of the system in terms of dominant modes. In
the spirit of principal component analysis, we assume that
the dominant structure of the system may be described by
r < m modes. Recall that in principle component analysis,
when a data matrix X possesses low dimensional structure,
it may be reasonably approximated in a basis spanned by
the r column vectors in U of its SVD corresponding to the r
largest singular values. We therefore work with the projec-
tion of A into this r-dimensional subspace,
A˜ = U†AU = U†X′VΣ−1. (11)
By working with this projection, we drastically reduce the
dimension of the discrete-time map, making its eigende-
composition computationally tractable despite the typically
large data matrices. Doing so also improves the numerical
stability of the pseudo-inverse of X.
We now determine the eigenvalues and eigenvectors of
A˜. That is, we solve the equation A˜Ξ = ΞΛ where Λ is
a diagonal matrix whose elements λj , j = 1, . . . r are the
eigenvalues of A˜, and Ξ is a matrix whose columns are the
corresponding eigenvectors. To a good approximation, the r
most dominant eigenvalues of A are the λj while the cor-
MNRAS 000, 1–11 (2018)
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responding eigenvectors, which are often referred to as the
DMD modes, are given by
Φ = X′VΣ−1Ξ =
 | | |φ1 φ2 ... φr
| | |
 . (12)
(For a detailed explanation and proof, see Tu et al. (2014).)
We now have all of ingredients necessary to write a se-
ries solution for the state of the system. The solution takes
the form of equation 4, where as before bj are the initial
amplitudes of the modes, given by b = Φ+x1 =
(
b1 ... br
)T
,
and the frequencies are ωj = ln(λj)/∆t.
In general, λj can be real, imaginary, or complex. The
case λj = 1 (ωj = 0) corresponds to a time-independent
mode and arises, for example, when one has a system that is
oscillating about some equilibrium configuration. Imaginary
λj indicates a pure oscillating mode, what would usually be
referred to as a normal or true mode of the system. Real λj
correspond to pure growing or decaying modes while com-
plex λj correspond to pure damped or growing oscillations.
It is often convenient to split the modal decomposition into
terms with real and complex eigenvalues. In particular, for
a system described by some real function, the DMD eigen-
values come in complex conjugate pairs and the associated
pairs of modes combine to yield real contributions in the
modal decomposition.
We conclude this Section with a few remarks that re-
late DMD back to our earlier discussion of small oscillations
in Section 2.1. When DMD is applied to a system that is
solvable by the method of characteristic oscillations, say, a
linearized system with n degrees of freedom, it is natural to
construct the data matrices from measurements of the n gen-
eralized coordinates. One can then use the full discrete-time
map A and expect to obtain the n characteristic or normal
modes of the system. The power of DMD becomes manifest
when we consider complex, nonlinear systems where sim-
ple analytic methods fail. In such cases, we can construct
the data matrices using some convenient set of observables,
where the r modes that one obtains are data rather than
model driven.
3 THE HOMOGENEOUS SLAB
In this section, we apply DMD to the linear oscillations of
a self-gravitating, collisionless system of particles about its
equilibrium state. For pedagogical reasons, we take the equi-
librium state to have uniform density within a prescribed
distance from the origin. The system was first studied by
Antonov (1971) and Kalnajs (1973). Its simplicity derives
from the fact that in the equilibrium state, all particles un-
dergo simple harmonic motion about the origin. Further-
more, the linear modes are discrete and purely oscillatory.
In addition, the DF for these modes can be expressed as el-
ementary functions of the phase space variables, which we
take to be z and vz. By contrast, the oscillations of the
isothermal plane considered in Section 4 include discrete
and continuum modes, which can be purely oscillatory or
damped and can only be derived numerically using complex
analysis.
3.1 Analytic Considerations
By Jeans theorem, the DF for an equilibrium, one-
dimensional system can be written as a function of the sole
integral of motion, the energy E = v2z/2 + ψ(z). For the
homogeneous slab, the DF is given by
fK0 (E) =
{
2−3/2pi−2
(
1− E)− 12 , 0 < E < 1
0, otherwise,
(13)
where the superscript K signifies that this is the original
Kalnajs model. We use dimensionless units such that the
velocity dispersion, extent of the system in z, and Newton’s
constant are all set to unity (Widrow & Bonner 2015). In
these units, the system has uniform density ρ0 = (2pi)
−1 in
the region |z| ≤ 1, and zero density for |z| > 1. All particles
undergo simple harmonic motion about z = 0 at a frequency
of Ωc =
√
2. Thus the transformation to action angle vari-
ables is analytic and has a simple geometric interpretation:
z = E
1
2 cos(θ), vz = (2E)
1
2 sin(θ) . (14)
Note that the phase space distribution is bounded by the
ellipse, E = z2 + v2z/2 = 1.
The normal modes of the system can be derived directly
from a set of density-potential pairs (Antonov 1971; Kalnajs
1973; Widrow & Bonner 2015), which removes the usual
need for the Kalnajs matrix method . Letting Pn be the
Legendre polynomial of degree n, the density and potential
of jth mode are written
ψKj (z) = Nj
(
Pj+1(z)− Pj−1(z)
)
, (15)
and
ρKj (z) = − 14pi j(j+1)1−z2 Nj
(
Pj+1(z)− Pj−1(z)
)
, (16)
where Nj =
(
2pi
2j+1
) 1
2 .
We focus here on the lowest order even and odd parity
modes, which correspond to j = 1 and j = 2, respectively.
From equation 15 we have
ψK1 (z) =
3N1
2
(
z2 − 1)
ψK2 (z) =
5N2
2
(
z3 − z). (17)
With use of the appropriate Legendre polynomials and
trigonometric identities, these are written in terms of the
action-angle variables as
ψK1 (z) =
3N1
2
(
E cos2(θ)− 1
)
ψK2 (z) =
5N2
2
(
E
3
2
4
cos(3θ) +
(
3E
3
2
4
− E 12
)
cos(θ)
)
.
(18)
Since both potentials are even in the periodic variable θ,
we may write them as even Fourier series, distinguishing
MNRAS 000, 1–11 (2018)
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the even and odd parity modes by their Fourier coefficients.
That is,
ψK1 (z) =
∑
n>0
ψ1,n cos(nθ), n ∈ 2Z+ 1
ψK2 (z) =
∑
n>0
ψ1,n cos(nθ), n ∈ 2Z.
(19)
Comparison of equations 18 and 19 implies that the relevant
Fourier coefficients are
ψ1,2 =
3N1E
4
,
ψ2,1 =
5N2
2
(
3E
3
2
4
− E 12
)
, ψ2,3 =
5N2
2
(
E
3
2
4
)
.
(20)
As in Widrow & Bonner (2015) we can also write the mode
DFs as a Fourier series
Re{fj} = df0
dE
∑
n
2ψj,n cos(nθ)
2− ω2/n2 , (21)
where the sum over j is restricted to even values for the even
parity modes, and odd values for the odd parity modes. We
therefore have
Re{fK1 (E, θ)} = df
K
0
dE
ψ1,2 cos(2θ)
1− ω2/8
Re{fK2 (E, θ)} = df
K
0
dE
(
2ψ2,1 cos(nθ)
2− ω2 +
2ψ2,3 cos(3θ)
2− ω2/9
)
,
(22)
where the derivative term dfK0 /dE is restricted to the do-
main 0 ≤ E < 1, as it is infinite at the boundary E = 1. Fi-
nally, we obtain ρj by integrating equation 22 over vz. Con-
sistency with equation 16 then leads to a j’th order polyno-
mial equation ω2, which can be solved to obtain ω/Ωc = 1.73
for f1, and ω/Ωc = 1.07, 2.80 for f2 (Kalnajs 1973). Note
that in general, there are j modes for a given j and we
therefore have a double series of modes.
3.2 DMD Modes of the Homogeneous Slab
We next simulate the homogeneous slab model. The initial
conditions are a sample of N = 2× 105 equal mass particles
drawn from the equilibrium DF. The system is first evolved
for 80 dynamical times. As we will see, during this period
it settles into a new equilibrium state in which the disconti-
nuities in the DF and density are smoothed out. Note that
the only source of perturbations is the shot noise from the
finite number of particles. The system is then evolved for an
additional 80 dynamical times and it is this period of the
simulation that we use for our DMD analysis.
Snapshots comprise the DF f(z, vz) estimated on a
150 × 150 grid in the z − vz plane for {|z|, |vz|} < 2 and
are sampled at a frequency of 10Ωc. To estimate the DF, we
take the number of particles in each phase space cell, mul-
tiply by the particle mass, and divide by the phase space
volume of the cell. Each snapshot is then reshaped into a
single column vector. The set of snapshots are then com-
bined to yield the data matrices X and X′. These matrices
Figure 1. A single snapshot of the slab simulation, the computed
DMD solution, and the corresponding residual. We show only a
single snapshot here, as the snapshots of the system do not vary
in a visually observable way in the studied time interval. The
error is divided by the magnitude of shot noise fluctuations, σs
to highlight the error in the DMD solution independent of noise
in the simulation.
have shapes 22, 500 × 800 and therefore satisfy one of the
conditions of DMD, namely that they be “tall and skinny”
Kutz et al. (2016). The DMD solution is then computed with
a rank of r = 35.
Fig. 1 shows a single snapshot from halfway through the
simulation period used for the DMD analysis. In the first
panel, we show an estimate for the DF. As noted above and
discussed in more detail below, the discontinuity at E = 1 is
smoothed out. In the middle panel we show the DMD solu-
tion while in the final panel, we show the difference between
the two in units of the uncertainty, estimated from root-N
statistics. The residual structure is dominantly random and
the errors in each bin lie within the expected range of fluc-
tuations. There are larger residuals for E ∼ 1, which we
believe correspond to high order structure in the simulation
that is not accurately captured by our relatively low-rank
DMD solution. Since the residuals lie within the statistical
expectation, we take the DMD model to be accurate enough
to be proceed.
Following Section 2.2, and noting that we have a real
valued observable, we split the DMD series solution into
separate sums over real and complex modes:
fDMD(z, vz, t) =
r−q∑
j=1
bjφje
ωjt +
q
2∑
k=− q
2
bkφke
ωkt, (23)
where the the q complex eigenfunctions and eigenvalues sat-
isfy φ∗k = φ−k and λ
∗
k = λ−k respectively. The linear com-
bination of two modes that belong to a conjugate pair and
are weighted by complex amplitudes ak(t) = bke
ωkt is real.
That is, for a conjugate pair of DMD modes, we define the
corresponding mode of the DF to be
fDMDj (z, vz, t) =
∑
l=±k
blφle
ωlt. (24)
In Fig. 2 we show the signal energy of the mode am-
plitudes as a function of mode frequency, alongside lines in-
dicating the theoretical frequencies of the slab model from
Kalnajs (1973). Reassuringly, agreement between the DMD
mode frequencies and the expected ones is excellent.
We now focus on a few particular DMD modes begin-
MNRAS 000, 1–11 (2018)
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Figure 2. Mode amplitude signal energy as a function of mode
frequency. The black points correspond to DMD modes, and the
lines are plotted at the theoretical frequencies of the Kalanjs slab
model, with blue and red lines indicating even and odd parity
respectively.
Figure 3. Equilibrium DFs of the Kalnajs model (black), modi-
fied slab model (red), and the equilibrium DMD mode (blue). In
computing fDMD0 (E) we have assumed the potential correspond-
ing to the fitted density in equation 25.
ning with the highest amplitude mode. This mode has zero
frequency, as seen in Fig. 2 and corresponds to the equi-
librium state. Its energy distribution fDMD0 (E), found by
integrating the DF over the angle variable θ, is shown in
Fig. 3. As mentioned above, the discontinuity in the energy
distribution near E = 1 is smoothed out. (Note that in con-
structing fDMD0 (E) we use the potential for the original ho-
mogeneous slab model, which turns out to be an excellent
approximation to the potential for the smoothed distribu-
tion.)
We next turn to the ω/Ωc = 1.73, j = 1 and ω/Ωc =
2.80, j = 2 modes. The analytic DFs for these modes are
given in equation 22 and plotted in the middle panels of
Fig. 4. The frequencies and amplitudes of the corresponding
DMD modes are shown as large diamonds in Fig. 2 while the
DMD modes themselves are plotted on the lefthand panels
of Fig. 4. The main difference between the analytic DFs and
the DMD modes is found just beyond E = 1. Evidently, the
DMD modes extend beyond E = 1 while the analytic modes
have a sharp edge there.
Figure 4. Mode DFs of the DMD solution, the Kalnajs model,
and the modified slab model. The normalization of the three mod-
els has been adjusted, and a rotation has been applied to the DMD
modes for easy comparison.
3.2.1 Modified Slab Model
The discrepancies between DMD modes and analytic linear
modes are clearly related to the df0/dE factor in equation
21. To explore the discrepancies further we return to our
discussion of the zero frequency mode. As seen in Fig. 3, the
sharp peak and discontinuity in f(E) is smoothed out in the
simulation. Likewise, the discontinuity in the density is also
smoothed out. In fact, the density is well represented by the
fitting formula
ρKM0 (z) =
1
4pi
(
1 + erf
(
1− |z|
a
))
, (25)
where the constant a corresponds to the width of the transi-
tion region from ρ0 = 1/2pi to 0. For our simulation, we find
a best-fit value of a = 0.037. A smoothed out homogeneous
slab model was presented in Leeuwin et al. (1993), although
with a different functional form that what we use here. The
potential associated with equation 25 can be derived from
the Greens function for the Poisson equation in one dimen-
sion and can be expressed in terms of special functions.
Armed with this density-potential pair, we can then de-
rive the associated equilibrium DF via the Abel transform
f(E) = −
√
2
pi
∫ ∞
E
dρ
dψ
dψ(
ψ − E) 12 . (26)
The integrand in equation 26 approaches infinity when the
energy and potential take on similar values. To remedy this,
we make a change of variable letting γ =
√
2(ψ−E) 12 , such
that equation 26 becomes
f(E) = − 2
pi
∫ ∞
0
dρ
dψ
dγ. (27)
This integral must be evaluated numerically. The resulting
DF is shown in Fig. 3, together with f(E) for the homoge-
neous slab (equation 13) and the zeroth order DMD mode.
As can be seen in this figure, the equilibrium distribution
MNRAS 000, 1–11 (2018)
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function of the modified slab has a finite and smooth deriva-
tive that changes sign in the neighborhood of E = 1, but
otherwise behaves similarly to that of the homogeneous slab
model.
The righthand panels of Fig. 4 show the linear modes
(equation 21) with df0/dE calculated from our smoothed
DF. They are qualitatively similar to the DMD modes in
that they change sign for E ' 1 and extend beyond the
E = 1 ellipse.
In summary, for this simulation, DMD has constructed
a set of modes that include a zeroth order equilibrium dis-
tribution and linear oscillatory perturbations in a manner
reminiscent of perturbation theory. However, unlike pertur-
bation theory, the zeroth order and linear perturbations are
calculated simultaneously and directly from simulation data,
without direct appeal to the underlying physics (i.e., the lin-
earized Boltzmann and Poisson equations). In addition, the
DMD analysis does not require that the perturbations be
small. Indeed, the analysis is perfectly applicable to simula-
tions of nonlinear systems.
4 THE ISOTHERMAL PLANE
We now consider the isothermal plane model, first devel-
oped by Spitzer (1942) and Camm (1950), and used as an
approximation for the vertical structure of a stellar disc by
Freeman (1978) and van der Kruit & Searle (1981).
4.1 Model Details
In this model, the equilibrium DF and density are given by
feq (z, vz) =
ρ0
(2piσ2z)
1/2
e−Ez/σ
2
z (28)
and
ρeq(z) = ρ0e
−ψ(z)/σ2z , (29)
where Ez is the vertical energy, and σz is the velocity dis-
persion. For an isolated, self-gravitating system, the density
and potential must satisfy the Poisson equation and we have
ψeq(z) = 2σ
2
z ln cosh (z/z0), (30)
where ρ0 = σ
2
z/2piGz
2
0 .
Here we split the gravitational force into two parts: a
time-independent part, coming from masses external to the
disc, such as the dark halo, and a live part coming from the
disc itself. That is, we write the potential as
ψ(z, t) = ψext(z) + ψlive(z, t), (31)
where ψext = (1− α)ψeq and ψlive comes from the disc
with masses reduced by a factor of α relative to what
they would be in the isolated case. Thus α, which we call
the live fraction, quantifies the relative dominance of self
gravity and the external potential. In equilibrium, the to-
tal potential is just ψeq, but once the system is perturbed,
ψlive, ρ, and f all depend on time. For definiteness, we use
Figure 5. Snapshots of log10(f(z, vz)) for α = 0.2, 0.5, 0.8 from
top to bottom. Time increases in intervals of 85Myr from left to
right. The z axis is in units of kpc, and the vz axis is in units
of 100 kms−1. The bin sizes are ∆z = 0.079 kpc and ∆vz =
0.032 kms−1. The same units and bin sizes are used in all following
(z, vz) projections.
σz = 20 km s
−1 and z0 = 500 pc, which yields a surface den-
sity of Σ = 2z0ρ0 = 60M pc−2.
To simulate this system we sample N = 105 particles
from feq and then impose a simple bending wave pertur-
bation by shifting the velocities 10 km s−1. This form of
perturbation has been shown to yield spirals in the (z, vz)
phase space similar to that observed in Gaia DR2 (Antoja
et al. 2018; Darling & Widrow 2018; Scho¨nrich & Binney
2018). We then evolve the distribution for four orbital peri-
ods, or approximately 450 Myr. The time evolution of the
phase space density for the cases α = 0.2, 0.5 and 0.8 are
shown in Fig. 5.
4.2 DMD Modes of the Isothermal Plane
We now apply the DMD algorithm to the isothermal plane
simulation data. The data matrices X and X′ are con-
structed in the same way as described in Section 3.2, and
the DMD solution is again computed with a rank of r = 35.
In Fig. 6 we show a comparison of the simulation and DMD
solution with residuals for the representative case of α = 0.2.
As with the homogeneous slab, the magnitude of the errors
are within acceptable values given the noise in the simula-
tion, and there is again some weak systematic structure in
the residuals. The systematic structure appears more pro-
nounced here than for the slab, however most of it can be
explained by the DMD solution attempting to capture the
wispy nature of the simulation along the spiral arm, and es-
sentially over fitting in certain regions. We emphasize that
the dominant structure of the system throughout its time
evolution is captured well, and for the purpose of extracting
the dominant modes, we believe this is sufficient.
The decompositions for each live fraction yield a zero
frequency equilibrium mode, and several complex oscillatory
modes. In what follows we focus only on the complex modes.
In Figs. 7, 8, and 9 we show the three most dominant modes
of the DF excluding the equilibrium mode, for the live frac-
tions α = 0.8, 0.5, 0.2. As these are all complex modes, we
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Figure 6. Comparison of the DMD solution and the simulation
data with residuals for α = 0.2. The error is computed in the
same way as in Fig. 1. The snapshots are the same of those in Fig
5.
show only one member of each conjugate pair. We include
the real and imaginary components, as well as the time de-
pendent complex amplitudes. As indicated by the phase dif-
ference in the amplitudes, the modes effectively oscillate be-
tween the real and imaginary components.
In general we obtain a combination of damped and un-
damped modes. Un-damped and very weakly damped modes
are dominant in the DMD solution. These dominant modes
behave similarly to normal modes, and in some cases are
the true modes (like in section 3). They persist on long time
scales relative the dynamical time of the system. Strongly
damped modes correspond to transient responses of the sys-
tem and the subsequent decay due to phase mixing and Lan-
dau damping (Binney & Tremaine 2008).
In addition to the mode structures, we can also make
use of the corresponding eigenvalues in understanding the
temporal behavior of the modes, and the dimensionality of
the DMD solution. Recalling that the frequencies are re-
lated to the eigenvalues via ωj = lnλj/∆t, and considering
the eigenvalues in polar form, λ = |λ|eiθλ one has that the
frequencies can be written as
ω = 1
∆t
(
ln |λ|+ iθλ
)
. (32)
From equation 23, we see that |λ| determines the growth or
decay rate of each mode, while θλ sets the mode oscillation
frequency. It is also convenient to define the mode lifetime
τ =
∆t
ln |λ| , (33)
which we can compare to the orbital period of the system,
T . We show in Fig. 10 the coordinate system in the complex
plane that we will use to interpret the eigenvalues. This con-
sists of curves of constant lifetime and frequency, indicating
the physical meaning of an eigenvalue’s position in the com-
plex plane. Modes with |λ| ≈ 1 will persist, while modes
with |λ| < 1 will damp on the timescales indicated by the
lifetime curves. Thus, the long term behavior of the system
may be approximated by a sum over modes with eigenvalues
Figure 7. Three most dominant modes aside from the equilib-
rium mode for the case α = 0.8. In the right column, the solid and
dashed curves correspond to the real and imaginary components
of the amplitudes respectively. The modes are evaluated on the
same grid used for the histograms in Fig. 5. The time axis in the
third column is in units of 9.8 Myr.
Figure 8. Same as figure 7 for α = 0.5
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Figure 9. Same as figure 7 for α = 0.2
near the unit circle. In Fig. 11 we show the eigenvalue spec-
tra for each choice of α on the relevant patch of the plane in
Fig. 10. In addition to mapping the modes to lifetime and
frequency, these plots provide an indication of the dimen-
sionality of the phase space structure in the DMD basis, as
they show how many modes will persist through the time
evolution of the system.
Note that in this discussion, we are concerned only with
the dynamics present in the simulation. That is, we are using
DMD as a diagnostic tool, not for future state prediction
(see Kutz et al. (2016)). We do not then concern ourselves
with the accuracy of the DMD solution outside of the time
interval of the simulation.
4.3 Mode Interpretation
We now discuss the physical interpretation of the isothermal
plane DMD modes, describing their possible connection to
known normal modes in Section 4.3.1, and their relevance
to phase mixing in Section 4.3.2.
4.3.1 Bending and Breathing Modes
In the case of α = 0.8, where self-gravity dominates the evo-
lution over the external potential, the dominant modes in
rows one and two of Fig. 7 share aspects of their morphol-
ogy with breathing and bending modes derived in Mathur
(1990) and Weinberg (1991) and further studied in Widrow
et al. (2014) and Widrow & Bonner (2015). These modes
are not damped, and have integer multiple frequencies. The
sum of the conjugate pairs for each of these modes rotate
clockwise in the (z, vz) plane with a pattern speed set by
the mode frequency, which is also consistent with theoreti-
cal models. However the modes in the first and second rows
Figure 10. The coordinate system used to interpret the eigenval-
ues corresponding to the DMD modes. The radial lines are curves
of constant mode frequency, increasing with absolute angle in the
plane. The thick circle is the unit circle, and modes with eigen-
values lying on this curve do not grow or decay (true modes).
Curves inside the unit circle are curves of constant lifetime for
stable modes, with lifetime increasing as they move towards the
unit circle. Curves outside the unit circle are curves of constant
growth rate for unstable modes, with growth rate increasing as
they move away from the unit circle. The solid curves are in-
teger multiples of orbital period, while the dashed curves go as
τ = T/s, s ∈ Z.
Figure 11. Eigenvalues plotted in the complex plane as de-
scribed in Fig. 10. From left to right, the panels correspond to
α = 0.8, 0.5, 0.2. The dashed curves here correspond to modes
lifetimes of T , 2T , 3T and 4T in that order as they approach the
unit circle. There are six eigenvalues that are not shown in the
α = 0.8, as they are well within the τ = T circle, and correspond
to extremely rapidly damped modes that do not contribute to the
dominant structure.
of Fig. 7 oscillate between the structures shown in the real
and imaginary components, which differs from the Weinberg
modes. The true modes of the isothermal plane are discrete,
but lie very close to a continuum. As such they have proven
difficult to excite in simulations (Weinberg 1991). We believe
that the modes we see here are mixtures of the true modes.
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4.3.2 Phase Space Spirals
In the cases with moderate or weak self-gravity (α = 0.5
and α = 0.2, respectively) phase mixing becomes important
and the DMD algorithm finds modes with spiral structure.
As these spiral modes capture the structure in the DF we
expect from phase mixing, one might think they are strictly a
transient response. Although this is the case for many of the
modes, there are un-damped persisting spiral modes, such as
those in rows one and two of Fig. 9. Additionally, the mode in
row one of Fig. 8, which is qualitatively similar to a bending
mode, has a left-handed spiral structure apparent in both
the real and imaginary components. Although we do not
claim that there are true spiral modes, it is evident that the
inclusion of self-gravity in a phase mixing system allows for
persistent, dominant spiral modes. Consequently this means
phase space spirals can persist on longer timescales than
expected from pure kinematic phase mixing, as was argued
in Darling & Widrow (2018).
The variation in mode structure and lifetime with live
fraction indicates that self gravity and phase mixing can be
thought of as competing effects, and there is a regime of
relative strength of these effects in which spiral modes can
persist on long timescales. We argue then that if the live frac-
tion is in the appropriate regime, phase space spirals could
be observed at a somewhat arbitrary time in the evolution of
the system, independent of the timing expected from pure
kinematic phase mixing. Under the assumption that stars
in the solar neighborhood evolve according to their mutual
interactions in the presence of an external potential, an es-
timated effective live fraction for this region of the Galaxy
could yield an alternative estimate on the timing of GDR2
spirals than those made assuming only a background poten-
tial.
The result that a system undergoing phase mixing in the
presence of self gravity can possess persisting spiral modes,
in combination with the connection between perturbation
theory and DMD demonstrated in Section 3, indicates that
one may consider spiral modes as first order perturbations
on the equilibrium distribution. With this, it would be pos-
sible to estimate the potential corresponding to perturbative
spiral modes, which may be indicative of the form of pertur-
bations that lead to phase space spirals like those observed
in GDR2.
5 EXTENSIONS
Thus far we have focused on one-dimensional models. A log-
ical next step is to apply DMD to full three dimensional sim-
ulations. The DMD algorithm itself is robust to very large
data matrices. The challenge is to find an appropriate set of
observables for each snapshot. In the one-dimensional case,
we had the luxury of high particle resolution in the (z, vz)
phase space, and consequently could use a high grid reso-
lution when evaluating f(z, vz). In the case of full three-
dimensional simulations, a simple binning procedure in 6D
phase space is unfeasible for anything beyond the coarsest
grid.
Suppose one is interested in using DMD to study the
phase spirals found by Antoja et al. (2018) across the disc.
One might imagine the following strategy: First sort parti-
cles inNR radial bins. For each bin, construct a Fourier series
in Galactic azimuth, keeping only Nφ terms. Then, for each
azimuthal mode number m bin particles in an Nz ×Nv grid
across the z− vz plane. Finally, for each of the NRNφNzNv
cells, compute the first mmax moments of vR and vφ. For ex-
ample, with mmax = 2 there are six moments. For NR = 20,
Nφ = 9, Nz = Nv = 40, and mmax = 2 we have approx-
imately 1.7M cells, which would require a simulation with
several hundred million particles, a large but feasible quan-
tity.
On the other hand, if one is interested in spiral structure
and warps, then an approach akin to the Fourier methods in-
troduced by Sellwood & Athanassoula (1986) and extended
to bending waves by Chequers et al. (2018) provide an at-
tractive alternative. In this case, one computes the surface
density and vertical moments of the DF, such as the mean
midplane displacement and mean vertical velocity as func-
tions of R and φ across the disc. These quantities in a time
series are then used to compose the DMD data matrices.
6 CONCLUSION
We have showed that DMD facilitates an analysis analo-
gous to normal modes, with great generality in how it may
be applied to problems in galactic dynamics. When applied
to time series measurements of phase space density, DMD
yields a finite series solution for the DF. The dominant
terms in this series are typically un-damped or very weakly
damped oscillations that can persist on long time scales
relative to the orbital period. Moreover, the method can
capture the physics of both phase mixing and self-gravity.
By computing DMD modes, one can describe and study
time-dependent phase space structure throughout its evo-
lution in terms of a just a few eigenfunctions and their time-
dependent coefficients. This provides a much richer look at
the evolution of structure than typical spectral methods and
allows analysis in terms of very few quantities compared to
the full data set yielded by N-body simulations. The method
should be even more powerful in the case of simulations of
the complete 6D phase space.
We have observed how the competing effects of self grav-
ity and phase mixing manifest in DMD modes. In the pres-
ence of both effects, persisting spiral modes arise. In the
DMD solution, the spiral modes are responsible for the ap-
parent phase mixing in the full DF. The eigenvalues associ-
ated with these modes should yield insight into the timescale
of phase space spirals, and the structure of the eigenfunc-
tions themselves can inform perturbations in the potential
associated with non-equilibrium phenomena.
The observational evidence for a Galaxy in disequilib-
rium has led to a keen interest in the DF for the stellar
disc and specifically the form and timescale of the pertur-
bations. Since this is inherently a time-dependent problem,
numerical studies are a key component in understanding the
complete picture. DMD has the potential to provide valu-
able insight into stellar dynamics just as it has in the field
of fluid dynamics.
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