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The semiempirical methods of the OMx family (orthogonalization models OM1, OM2, and OM3)
are known to describe biochemical systems more accurately than standard semiempirical
approaches such as AM1. We investigate the beneﬁts of augmenting these methods with an
empirical dispersion term (OMx-D) taken from recent density functional work, without
modifying the standard OMx parameters. Signiﬁcant improvements are achieved for
non-covalent interactions, with mean unsigned errors of 1.41 kcal/mol (OM2-D) and 1.31 kcal/
mol (OM3-D) for the binding energy of the complexes in the JSCH-2005 data base. This supports
the use of these augmented methods in quantum mechanical/molecular mechanical (QM/MM)
studies of biomolecules, for example during system preparation and equilibration. As an
illustrative application, we present QM and QM/MM calculations on the binding between
antibody 34E4 and a hapten, where OM3-D performs better than the methods without dispersion
terms (AM1, OM3).
1. Introduction
The use of hybrid quantum mechanical/molecular mechanical
(QM/MM) methods to study systems of biochemical interest
has become increasingly popular in recent years. There has
been a steady increase in the number of publications on
QM/MM applications to biochemical systems since the
mid-1990s, with a particular rise in the publication rate since
2003.1 Concomitant with the increased use of these methods,
as well as more sophisticated analysis techniques, has been the
ability to more readily identify the potential sources of error
that can arise within a QM/MM approach. Several papers
have recently highlighted the manner in which choices made at
the level of system preparation can aﬀect the ﬁnal results
(e.g., reaction mechanisms, property calculations, etc.) of
QM/MM calculations.2–5
The preparation of a system for QM/MM studies is time-
consuming. One of the challenges often faced during this
initial stage concerns the treatment of the ‘‘chemically inter-
esting’’ (QM) region. A reliable MM description is often
unavailable as this region may contain ligands (or substrates)
that are not included in the standard biochemical force ﬁeld.
This problem is commonly overcome by performing a speciﬁc
MM parameterization of the ligand; however, this can be quite
laborious, and the compatibility with the existing force ﬁeld is
not easily veriﬁable. Alternatively, one may ﬁx the geometry of
the ligand during system preparation and assign ‘‘reasonable’’
charges and van der Waals parameters for the non-covalent
interactions with the environment; in this case, the choice of
the orientation of the ligand will introduce some bias. Hence,
both of these approaches have their disadvantages. Further-
more, the use of either strategy in deﬁning an MM representa-
tion for the QM region becomes increasingly diﬃcult if the
system is prepared and equilibrated as a transition structure
(e.g., for the calculation of enzymatic reaction mechanisms
involving charge transfer).4,6,7 Ideally, one would prefer a
consistent treatment at the QM/MM level throughout the
entire study.
In this context semiempirical QM/MM approaches can be
an attractive option. Recently several groups have addressed
the development and reﬁnement of semiempirical QM treat-
ments for biomolecular applications.1,8–20 The present paper
examines the latest semiempirical method with orthogonaliza-
tion corrections (Orthogonalization Model OM321) and its
predecessors (OM222,23 and OM120,24) and introduces aug-
mented versions (OMx-D) with an added empirical dispersion
term taken from the recent work by Grimme on density
functional theory (DFT).25
Empirical dispersion functions have been used before to
augment QM methods, e.g., already in 1977 for the
Hartree–Fock method26 and in 2001 for the self-consistent-
charge density functional tight binding method
(SCC-DFTB).27 Hillier et al. have recently incorporated
dispersion terms into the semiempirical AM128 and PM329
methods, with partial re-parameterization.13 The relation
between this previous work and our present implementation
will be discussed in section 3A.
As an initial application, we report the QM/MM equilibra-
tion of antibody 34E4, with its bound hapten (1, Scheme 1),
aWestCHEM, Department of Pure and Applied Chemistry, University
of Strathclyde, Glasgow, UK G1 1XL. E-mail:
tell.tuttle@strath.ac.uk; Fax: +44 141 548 4822; Tel: +44 141 548
2290
bMax-Planck-Institut fu¨r Kohlenforschung, D-45470 Mu¨lheim an der
Ruhr, Germany. E-mail: thiel@mpi-muelheim.mpg.de; Fax: +49 208
306 2996; Tel: +49 208 306 2150
w Electronic supplementary information (ESI) available: Details of the
statistics and individual energies from the JSCH-2005 database eva-
luation, extensive material describing the setup and preparation of the
34E4 system, and active atoms in the MD simulations and QM/MM
geometry optimizations. Structure of antibody 34E4 in PDB format.
See DOI: 10.1039/b718795e
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using OM3-D and other semiempirical methods as QM com-
ponents. Antibody 34E4 catalyzes the conversion of benzisox-
azoles (2) to salicylonitriles (3) with high eﬃciency.30 The well-
organized transition state is expected to be stabilized both by
electrostatic interactions and by p-stacking dispersive interac-
tions (Fig. 1).31 In the current study, we focus on the ability of
the semiempirical methods to describe the binding site with the
hapten present. The mechanism and factors contributing to
the excellent eﬃciency of this antibody in catalyzing the
conversion of benzisoxazoles will be discussed in a separate
publication.
2. Computational methods
(A) Parameterization of the dispersion terms
The OMx methods include orthogonalization corrections into
the one-electron part of the Hamiltonian to account for eﬀects
such as Pauli repulsion that arise, at the ab initio level, from
the transformation of the secular equations from a non-
orthogonal to an orthogonal basis. These corrections are
incorporated only into the one-center one-electron terms in
OM1,20,24 but also into the two-center one-electron terms in
OM2.22,23 Some of the latter tend to be small and are
disregarded in OM3,21 which is thus a simpliﬁed (and some-
what faster) variant of OM2. The results from the OMx
methods are generally superior to those from established
MNDO-type semiempirical methods such as AM128 and
PM3.29 OM2 and OM3 results are normally of similar quality,
and usually somewhat more accurate than OM1 results.21,32
As in the case of DFT, dispersion is formally not included in
semiempirical molecular orbital methods. Given the improved
performance of DFT methods after augmentation with an
empirical dispersion function,25 we decided to test this ap-
proach also for the OMx methods. Our basic strategy is to
keep the OMx formalism and parameters unchanged and to
explore the eﬀects of adding empirical dispersion terms of the
form that had proven to be successful in previous DFT
work.25,33–35 The total energy of the system is given by:
Etot = EOMx + Edisp (1)
where EOMx is the energy from a standard OMx calculation,
and Edisp is the empirical dispersion correction given by:
Edisp ¼ s6
XNat1
i¼1
XNat
j¼iþ1
C
ij
6
R6ij
fdmpðRijÞ ð2Þ
Here, Nat is the number of atoms in the system, Rij is the
distance between atoms i and j, and s6 is a global scaling
factor. C6
ij is the dispersion coeﬃcient for atom pair ij and is
calculated from pre-deﬁned atomic coeﬃcients as:
Cij6 ¼ 2
Ci6C
j
6
Ci6 þ Cj6
ð3Þ
Among the diﬀerent combination rules that have been inves-
tigated,36 we adopt the simple average of eqn (3).25 The
damping function in eqn (2) is necessary to avoid singularities
as Rij- 0; its form is the same as in previous DFT work:
25
fdmpðRÞ ¼ 1
1þ eaðR=R01Þ ð4Þ
where R0 is calculated as the sum of pre-deﬁned atomic radii
Ri. The C6 and Ri parameters (Table 1) are taken from the
work of Grimme.25 They are not reoptimized as previous
investigations have shown them to be suﬃciently accurate
and transferable.13,25
In our semiempirical implementation of the dispersion
function, there are thus only two adjustable parameters, i.e.,
the global scaling factor (s6) and the damping coeﬃcient (a).
Within DFT the optimum value of s6 depends on the chosen
functional.25 BP86 and BLYP (which do not account for
dispersion) have similar optimum s6 values of 1.3 and 1.4,
respectively, whereas the PBE functional (which mimics some
Scheme 1 The crystal structure of 34E4 contains the bound hapten
(1). 34E4 catalyzes the conversion of benzisoxazole (2) to salico-
nitrile (3).
Fig. 1 Binding site of 34E4 taken from the crystal structure (PDB ID:
1YOL). The residues involved in the expected p-stacking interaction
with the hapten (not shown) are highlighted.
Table 1 Atomic C6 parameters and radii
H C N O F
C6 [J nm
6 mol1] 0.16 1.65 1.11 0.70 0.57
Ri [pm] 111 161 155 149 143
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mid-range dispersion) has a smaller scaling factor of 0.7.25 We
have thus scanned the s6 values over the range 0.7–1.6 in
increments of 0.1.
In the original DFT-D implementation of the damping
function (eqn (4)) the value of the damping coeﬃcient was
ﬁxed at a = 23.25,33 In the current work this value was varied
over the range 18–27 in increments of 1, to allow for greater
ﬂexibility. The complexes that comprise the training set
(Scheme 2) feature H-bonding, p-stacking, and a combination
of the two interactions. The training set is the same as that
used in the original DFT-D parameterization by Grimme.25
It should be noted that the chosen empirical dispersion
correction is not unique. For example, a recently proposed
alternative scheme37 employs the functional form of eqn (2)
and adjusts the damping coeﬃcient (a) and a global scaling
factor (sR) for the atomic radii, while keeping s6 = 1 for most
(but not all) of the density functions and basis sets considered,
in conjunction with modiﬁed combination rules for the radii
and the C6 coeﬃcients. Although these variations
37 as well as
re-optimization of selected semiempirical parameters13 may
yield further improvements, we have decided against such ﬁne
tuning because our primary goal is to examine the perfor-
mance of the original DFT-D dispersion correction25 in the
OMx framework, with minimal re-parameterization.
The present validation of the OMx-D approaches and the
comparison with other semiempirical methods employs both
the S22 and JSCH-2005 sets of complexes, which have been
assembled to cover the full spectrum of non-covalent interac-
tions commonly found in biochemical systems.38 The set used
in this work is slightly reduced from the complete data base as
all (9) complexes involving sulfur were excluded as were the
four complexes identiﬁed previously as being ambiguously
assigned,39 resulting in a test set of 152 complexes. All
semiempirical calculations were performed with a develop-
ment version of the MNDO99 program.40
(B) QM/MM calculations
The structure of antibody 34E4 with a bound hapten, available
from the protein data bank (PDB ID:1YOL),31 was the
starting point of the QM/MM study. Chains L and H of the
protein were used to model the system. The program
REDUCE,41,42 which accounts for the generation of H-bond
networks and potential steric clashes, was employed to add
hydrogen atoms and to adjust the orientation of Asn, Gln and
His side chains where necessary. All changes were checked by
visual inspection and the complete list of changes made to the
structure is provided in the Supporting Information.w The
protonation states of ionizable residues were assigned with the
empirical pKa prediction program, PROPKA.
43
The system was hydrated using the droplet model with a
25 A˚ sphere of equilibrated TIP3P water, with the origin
deﬁned as the geometric centre of 1 (Scheme 1). All waters
that overlapped44 with the protein were deleted. The remain-
ing water molecules were relaxed and subsequently subjected
to a molecular dynamics (MD) run for 100 ps at 300 K using
Langevin dynamics. A stochastic boundary potential45 was
used to maintain the structure of the water sphere, while all
non-water atoms were frozen during both the geometry
minimization and the equilibration period. This hydration
procedure was performed ﬁve times, at which point the
number of added water molecules remained approximately
constant. All these preparatory calculations were carried out
with the CHARMM program,46–48 using the standard
CHARMM force ﬁeld.49
The QM/MM calculations were done with three diﬀerent
semiempirical QMmethods—AM1,28 OM3,21 and OM3-D. In
each case the CHARMM force ﬁeld was used for the MM
part. The modular program package CHEMSHELL50,51 was used
for all QM/MM calculations, where the QM energy and
gradients were provided by a development version of
MNDO99.40 CHEMSHELL’s internal force ﬁeld driver using
the CHARMM parameter and topology data provided the
MM energy and gradients. No electrostatic cut-oﬀs were used,
neither between the QM and MM regions nor within the MM
region alone. The QM density was electrostatically embedded
into the MM environment by including the point charges from
the MM atoms into the QM Hamiltonian. The boundary
region was treated with the charge-shift scheme,51,52 which
provides a reliable treatment of the coupling between the QM
and MM zones.53 The bonded and van der Waals interactions
between the QM and MM regions were handled at the MM
level, as described previously.51Scheme 2 Training set used in optimizing the dispersion function.
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The QM region contains the hapten (1) and the side chains
of several residues that compose the binding site: TrpL91,
TrpH33, TyrH100D, and GluH50 resulting in 102 QM atoms.
The covalent bonds across the QM/MM boundary are the
C–Ca bond of each side chain for the residues listed above; in
the QM calculations the carbon atom is saturated with an
H-link atom. The cut between the QM and MM regions
coincides with the CHARMM charge-group deﬁnitions such
that the QM and MM regions both have integer charge.
In the QM/MMMD simulation an active subset of the total
system is allowed to move while the remaining atoms are
frozen. The active subset was deﬁned from the initial complex
geometry using a distance criterion, whereby any residue that
contains an atom within 10 A˚ of any atom of 1 is included. The
resulting active region contains 1247 atoms, about one tenth of
the total system size 11 393 atoms.
The MD simulations were performed under NVT condi-
tions at T = 300 K. During the heating phase (10 ps) the
temperature was controlled by a Berendsen thermostat,54 with
a coupling time of 0.1 ps. During the equilibration phase
(50 ps) the Nose–Hoover chain thermostat,55–57 as implemen-
ted in the CHEMSHELL dynamics module,51 was used. All
hydrogen atoms were assigned the mass of deuterium and
the free water molecules were kept rigid using SHAKE
constraints.58 The time step for both heating and equilibration
was 1 fs.
QM/MM geometry optimizations were performed with
HDLCOpt59—a linear scaling, microiterative algorithm that
employs a set of hybrid delocalized coordinates—as imple-
mented in CHEMSHELL. The residues deﬁned for HDLCOpt
were taken as the standard CHARMM residues. The
QM/MM setup was consistent with that used in the MD
equilibration.
3. Results and discussion
(A) Parameterization and performance of OMx-D
Optimum a and s6 values were determined for the OM3
method by a grid search covering all possible combinations
of parameter values (see section 2A). In each case, the binding
energy (BE) was computed through geometry optimization of
the complex and its monomers. Comparison with the best
available binding energy25 for each complex in the training set
(see section 2A) then gave the root-mean-square deviation
(RMSD) for a given combination of parameter values. The
ﬁve best combinations are presented in Table 2 (a full list is
provided in the Supporting Informationw). It is obvious that
the RMSD values are not very sensitive to the choice of the
damping coeﬃcient a. For s6 = 1.1, lower damping coeﬃ-
cients (a = 17,16) do not lead to a further reduction of
RMSD, and we have therefore selected the values of s6 =
1.1 and a = 18 for the dispersion function in OM3-D. We
have also run analogous grid searches for OM1 and OM2 and
have obtained essentially the same optimum parameters
(OM1-D: s6 = 1.2, a = 18; OM2-D: s6 = 1.0, a = 18). Since
the small change in s6 has almost no eﬀect on RMSD
(0.031 kcal/mol and 0.008 kcal/mol, respectively; see Support-
ing Informationw) we adopt the OM3-D parameters also for
OM1-D and OM2-D, for the sake of consistency.
The comparison of the OM3-D calculated BEs with the best
available BEs for the training set does reveal some problem
cases (Table 3). For example, the stability of the naphthalene
trimer is underestimated (BE(OM3-D) = 3.4; BE(exp) =
8.7 kcal/mol). Similarly, the ordering of the benzene dimers
is not consistent with the best estimates of their BEs. None-
theless, the dispersion terms clearly stabilize the dispersion-
bound complexes in a realistic manner, and the BEs for the
H-bonded complexes are also slightly improved. The overall
agreement between the results obtained with the OM3-D
method and the reference data is reasonable, particularly in
light of the inherent simpliﬁcations of the OM3 approach.
For further validation, we now turn to the large JSCH-2005
and S22 data bases which provide interaction energies for a
wide range of non-covalent complexes. To allow for direct
comparisons, our calculations were carried out at the geome-
tries provided in the database, and the energies of the
Table 2 RMSD of OM3-D binding energy for the variation of s6
and aa
s6 a RMSD
1.1 18 1.985
1.1 19 1.991
1.1 20 1.994
1.1 21 1.998
1.1 22 2.007
a RMSD in kcal/mol.
Table 3 Comparison of OM3 and OM3-D calculated binding en-
ergies for the training set with the reference values. All energies in kcal/
mol
Complex OM3 OM3-D Ref. Ref. methoda
NH3-dimer 2.4 3.2 3.0 MP4//MP2b
H2O-dimer 4.5 5.2 4.8 CCSD(T)//MP2c
HF-dimer 1.2 1.5 4.4 CCSD(T)//MP2c
HCOOH-dimer 16.7 18.5 13.9 CCSD(T)//MP2c
CH4-dimer 0.0 0.6 0.5 MP2c
CH3F–CH4 0.0 0.4 0.7 MP2d
C2H2–CH3F 0.0 0.2 1.7 MP2d
C2H4-dimer 0.0 0.7 1.3 CCSD(T)//MP2c
C2H2–C2H4 0.0 0.5 1.52 MP2d
N2-dimer 0.0 0.1 0.33 MP2d
F2-dimer 0.0 0.3 0.27 MP2d
C6H6–CH4 0.1 1.6 1.6 MP2d
C6H6–NH3 0.6 1.6 2.4 MP2d
C6H6–H2O 1.0 1.9 3.9 MP2e
C6H6–S-dimer 0.0 3.8 1.8 CCSD(T)//MP2f
C6H6-PD-dimer 0.0 4.2 2.8 CCSD(T)//MP2f
C6H6–T-dimer 0.2 2.4 2.7 CCSD(T)//MP2f
C6H6-IND 0.1 5.3 5.9 Exp//MP2g
NAP-dimer 0.0 8.3 6.2 CCSD(T)//MP2h
NAP-trimer 2.1 3.4 8.7 Expi
A:T-stackj — 9.5 11.6 CCSD(T)//MP2k
G:C-stackj — 17.3 16.9 CCSD(T)//MP2k
A:T-WC-dimer 15.1 18.9 15.4 CCSD(T)//MP2k
G:C-WC-dimer 24.9 28.9 28.8 CCSD(T)//MP2k
a The ﬁrst entry refers to the binding energy and the second, if
diﬀerent, refers to the geometry optimization. b Ref. 60. c Ref.
61. d Ref. 25. e Ref. 62. f Ref. 63. g Ref. 64. h Ref. 65. i Ref. 66. j The
DNA base pair stacking complexes rotated during the optimization
into H-bonded complexes, thus the OM3 binding energies are not
reported. k Ref. 67.
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monomers were computed at their complex geometry. We
tested the performance of four semiempirical methods without
dispersion terms (AM1, OM1, OM2, OM3) and of the three
dispersion-corrected OMx-D approaches. As noted above,
OM1-D, OM2-D, and OM3-D share the same dispersion
function. The resulting interaction energies for all complexes
are provided in the Supporting Information.w
It is evident that the inclusion of the dispersion correction
into OM3 leads to a general improvement in the computed
interaction energies (cf. Fig. 2). Not surprisingly, the largest
beneﬁts are encountered for the stacked base pairs where the
OM3-D deviations are rather small (mean unsigned error of
1.26 kcal/mol) and systematic (interaction energies slightly
overestimated). Improvements are also seen for the H-bonded
complexes (still not quite stable enough in OM3-D) as well as
for the interstrand base pairs and the S22 set. The larger errors
observed for several amino acid complexes arise from charged
amino acid pairs, which have signiﬁcantly larger interaction
energies. Thus, while the fractional error of these complexes is
similar to the rest of the set, the absolute values are much
larger. This was also noted in a comparison of the DFT-D
methods for this data base.39 The statistical analysis presented
in Table 4 therefore excludes the charged complexes in the
amino acid set, as well as the one charged complex in the H-
bonded set (statistics including these complexes are available
in the Supporting Information).w
The analysis shows that among the methods without
dispersion terms, AM1 is signiﬁcantly less accurate than any
of the OMxmethods. Within the latter family, OM2 and OM3
are superior to OM1, especially for H-bonded complexes
(with smaller improvements for the other subsets). Both
OM2 and OM3 predict the interaction energies with
reasonable accuracy; overall OM2 marginally outperforms
OM3.
The inclusion of the dispersion correction improves the
accuracy of the OMx methods. In the case of OM1-D, the
errors for the H-bond complexes remain rather large. For
OM2-D and OM3-D, the results are again relatively similar.
Given the limitations of semiempirical methods, the MUEs of
1.31 kcal/mol (OM3-D) and 1.41 kcal/mol (OM2-D) are
considered acceptable, also in comparison with the MUEs
of 0.48–0.75 kcal/mol reported for the investigated DFT-D
functionals.39
In recent related work of Hillier et al., a dispersion correc-
tion was incorporated into the AM128 and PM329 methods in
a somewhat diﬀerent manner.13 The usual functional form was
chosen (as in DFT-D and in our case), but the parameters for
the dispersion function were taken from the BLYP-D
Fig. 2 Deviation between calculated and reference interaction energies of the JSCH-2005 and S22 sets for OM3 (dotted) and OM3-D (solid).
Table 4 Deviations between the semiempirical reference interaction
energies for a large data base of non-covalent complexesa
AM1OM1 OM1-DOM2 OM2-DOM3 OM3-D
Mean Unsigned Error for the sub-sets
H-bonded complexes 14.78 10.25 6.99 5.67 2.41 5.72 2.54
Interstrand base pairs 1.81 1.81 0.47 1.68 0.52 1.79 0.47
Stacked base pairs 10.67 6.68 1.08 6.36 1.52 6.53 1.26
Amino acids 4.52 4.46 0.47 3.27 1.17 3.96 0.60
S22 7.02 5.32 2.52 3.28 1.15 3.81 1.23
Statistics for the full set
RMSE 10.35 7.01 3.72 5.16 1.80 5.38 1.72
MSE 8.67 6.04 1.43 4.55 0.06 4.77 0.17
MUE 8.67 6.04 2.35 4.55 1.41 4.77 1.31
MAXE-MINE 23.17 14.15 13.96 9.76 8.56 11.17 8.39
a Statistics are reported for the modiﬁed version of the JSCH-2005 and S22 data
bases. Complexes with ambiguous assignments, sulfur-containing complexes,
and charged complexes are excluded from the statistical analysis. The resulting
set contains 145 complexes. RMSE: Root Mean Square Error; MSE: Mean
Signed Error; MUE: Mean Unsigned Error; MAXE-MINE: Diﬀerence between
largest positive and largest negative errors. All values in kcal/mol.
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parameterization (a = 23 and s6 = 1.4),
25 and several of the
standard AM1 and PM3 parameters were re-optimized (Uss,
bs, and a for hydrogen; Uss, Upp, bs, bp and a for carbon,
nitrogen and oxygen).13 Given the more extensive re-parame-
terization (18 modiﬁed atomic parameters per method com-
pared with 2 general parameters in our case), it is not
surprising that this approach yields slightly better interaction
energies across the modiﬁed JSCH-2005 set (MUE(AM1-D)
= 1.13 kcal/mol, MUE(PM3-D) = 1.26 kcal/mol). None-
theless, the deviations for OM2-D and OM3-D are in the same
ballpark (see above), and these methods are thus expected to
perform comparably well for non-covalent complexes, without
compromising the superior intramolecular description pro-
vided by the OMx methods.21,32
The geometries of non-covalent complexes, and in particu-
lar the intermolecular separations of the fragments, provide
another important indicator of the ability to describe inter-
molecular interactions. Thus, the S22 set of complexes was re-
optimized using the dispersion-corrected methods,68 and the
intermolecular distances were compared to those in the refer-
ence structures (see Supporting Informationw for deﬁnitions
and detailed results).
Considering the general limitations of semiempirical ap-
proaches, all three dispersion-corrected methods perform rea-
sonably well in reproducing the reference geometries, with
mean unsigned errors in intermolecular distances of 0.1–0.2 A˚
(OM1-D o OM3-D o OM2-D, see Table 5). As noted
previously, the H-bond lengths predicted by OM2 and OM3
are generally underestimated by ca. 0.2 A˚.21,32 This trend is
also observed in the H-bond complexes optimized in this
work, since the inclusion of the dispersion function neither
remedies nor worsens this shortcoming. In an overall assess-
ment covering both interaction energies and intermolecular
distances, the OM2-D and OM3-D methods perform similarly
well, with slightly lower MUEs of OM3-D (see Tables 4 and
5). We have therefore chosen the OM3-D method for an
illustrative QM/MM application which is described in the
following.
(B) Equilibration of 34E4 with the bound hapten
The binding site of 34E4 is stabilized by electrostatic and
dispersive interactions (Fig. 3). The hapten is engaged in a
p-stacking arrangement involving TyrH100D and TrpL91 (black
lines), and is also well anchored into position by two strong
ionic H-bonds with GluH50 (pink lines). The three aromatic
amino acid side chains (TyrH100D, TrpL91, and TrpH33) are all
stabilized by favorable dispersive interactions with neighbour-
ing aromatic amino acids (black lines). In our QM/MM setup,
the interactions of hapten in the p-stacking arrangement are
described at the QM level and will thus beneﬁt from the
inclusion of dispersion terms in the QM method, while the
other stabilizing interactions mentioned above are treated by
the standard QM/MM formalism and are thus not aﬀected by
the OM3-D dispersion terms.
The results from QM/MMMD equilibration runs are listed
in Table 6 for the three semiempirical QM methods that have
been applied (AM1, OM3, OM3-D). In each case, the overall
structure remains intact, and the RMSD values are rather
similar, both for the overall structure and for the binding site.
The higher RMSD value for the hapten reﬂects its higher
mobility relative to the rest of the system and is consistent with
the lack of covalent bonding to other residues. Comparing the
OM3 and OM3-D data for the hapten, the inclusion of the
OM3-D dispersion terms makes the hapten less mobile (lower
RMSD), presumably due to the attractive dispersive interac-
tions in the p-stack. Overall, however, the inclusion of the
OM3-D dispersion term has little geometrical eﬀect, indicating
that in a well-structured binding site (such as in 34E4) the
Table 5 Deviation between calculated and reference data intermole-
cular distances in the S22 seta
OM1-D OM2-D OM3-D
RMSE 0.17 0.17 0.22
MSE 0.13 0.11 0.10
MUE 0.13 0.19 0.15
MAXE-MINE 0.38 0.68 0.73
a RMSE: Root Mean Square Error; MSE: Mean Signed Error; MUE:
Mean Unsigned Error; MAXE-MINE: Diﬀerence between largest
positive and largest negative errors. All values in A˚.
Fig. 3 The dispersive interactions (black lines) stabilizing the binding
site and the ionic H-bonds between GluH50 and the hapten (pink lines).
Table 6 RMSD of the QM/MMMD trajectory relative to the crystal
structurea
AM1 OM3 OM3-D
Protein 0.470 0.475 0.454
Protein-QM 0.475 0.478 0.457
QM 0.676 0.795 0.654
QM-hapten 0.405 0.475 0.454
Hapten 1.097 1.321 1.039
a RMSD of the active atoms in A˚. The ﬁrst row indicates the QM
method used in the QM/MMMD equilibration. Protein – amino acid
residues. Protein-QM – all MM amino acid atoms. QM – all QM
atoms. QM-hapten – all QM amino acids atoms. Hapten – the hapten
molecule.
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surrounding environment is suﬃciently ordered to maintain
the binding site structure even in the absence of the QM–QM
dispersive interactions.
This notion is quantiﬁed by the magnitude of the dispersion
contribution to the interaction energy between the hapten and
the antibody. As a typical example, the ﬁnal snapshot of each
QM/MM MD trajectory was investigated. The QM interac-
tion energy (i.e., the interaction energy between the hapten and
the QM residues, DEi-QM) amounts to 30–40% of the total
QM/MM interaction energy (DEi-QM/MM) between the hapten
and the environment (Table 7). For the AM1 and OM3
methods, the QM interaction energy does not contain any
empirical dispersion stabilization, while in the case of OM3-D,
the dispersion term accounts for 22% of the QM interaction
energy (i.e., ca. 9% of DEi-QM/MM).
Clearly, the interaction of the environment with the hapten
is strong enough to stabilize the binding site in each case.
However, this does not imply that AM1 or OM3 oﬀer a
description as accurate as OM3-D. The intrinsic stability of
the binding site can be examined by optimization of the QM
region, in the absence of the environment. For this purpose,
the ﬁnal structure of the trajectory for each QM/MMMD run
was optimized at the corresponding QM level in the gas phase.
In the case of AM1 and OM3, the lack of dispersion forces
results in a rearrangement of the binding site residues (Fig. 4).
However, when the empirical dispersion is included in the
OM3-D optimization the overall structure of the binding site is
retained (cf. Fig. 4c and 4d).
4. Conclusions
The OMx-D methods investigated in this work provide an
improved description of non-covalent biochemical interac-
tions, compared to other semiempirical NDDO-based meth-
ods without dispersion terms. OM2-D and OM3-D are of
similar accuracy. They reproduce the interaction energies from
the JSCH-2005 data base with mean unsigned errors of 1.41
and 1.31 kcal/mol, respectively. All OMx-D methods provide
reasonable geometries for the complexes from the S22 set; the
inclusion of the dispersion terms has little eﬀect on H-bond
distances. The overall performance of the OMx-D methods in
biochemical systems is encouraging and supports their use in
biochemical QM and QM/MM investigations.
As an initial QM/MM application, the OM3-D method was
employed for setting up and equilibrating the structure of the
antibody 34E4 with a bound hapten. At the QM/MM level,
the structural eﬀect of including QM–QM dispersion is rela-
tively minor because the pre-organized environment essen-
tially determines the geometry of the binding site. The OM3-D
dispersion terms contribute 26 kcal/mol to the binding of the
hapten. In gas-phase optimizations of the QM region without
the environment, the binding site remains intact only when
including the OM3-D dispersion terms. The use of dispersion-
corrected QM methods thus appears advantageous for a
consistent semiempirical QM/MM modeling of biochemical
systems.
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