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Abstract: A time series is said to Granger cause another series if it has incre-
mental predictive power when forecasting it. While Granger causality tests have
been studied extensively in the univariate setting, much less is known for the
multivariate case. In this paper we propose multivariate out-of-sample tests for
Granger causality. The performance of the out-of-sample tests is measured by
a simulation study and graphically represented by Size-Power plots. It emerges
that the multivariate regression test is the most powerful among the considered
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1 Introduction
Suppose we have a multivariate time series yt of length T containing k compo-
nents and would like to investigate whether another time series xt, consisting
of l components, Granger causes yt. The series xt is said to Granger cause yt
if the past of xt has additional power in forecasting yt after controlling for the
past of yt. For this purpose, two models are compared. The full model has
yt as dependent variable and past values of both yt and xt as regressors. The
restricted model, nested in the full one, has only the past of yt as regressors. In
1this paper, Granger causality tests are carried out by means of an out-of-sample
comparison of these two nested models.
The idea of out-of-sample testing is very natural in a Granger causality
context. Granger causality questions whether forecasts of one variable can be
improved by accounting for the history of another variable. Out-of-sample tests
act as if the value of the series at a certain point in time is unknown and predicts
this value exclusively on the basis of previous observations. The predicted and
the realized value of the series are then compared. If the prediction error using
the full model is substantially smaller than the prediction error of the restricted
model, it is concluded that the former model has signiﬁcant better forecasting
performance. In contrast to out-of-sample testing, in-sample tests include all
observations for model estimation, leading to a risk of overﬁtting and a too
optimistic assessment of the predictive power.
Univariate out-of-sample tests have been proposed by Harvey et al. (1998),
Ericsson (1992), and Diebold and Mariano (1995) among others. A thorough dis-
cussion of several out-of-sample test statistics for nested models can be found in
Clark and McCracken (2001), who compare diﬀerent tests in a simulation study.
Their study, however, is limited to univariate series. By virtue of the growing
availability of economic data and the need to understand the relationship be-
tween many variables, our aim is to enlarge the applicability of out-of-sample
Granger causality tests to the multivariate setting.
Up to our knowledge, no multivariate out-of-sample Granger causality test
has yet been proposed. The aim of this study is to construct such tests, ex-
amine their performance and apply them to data on consumer conﬁdence and
retail sales. Section two describes the multivariate out-of-sample test statistics
and Section three compares their performance by the construction of Size-Power
plots, see Davidson and McKinnon (1998). The fourth Section brieﬂy discusses
the distinction between out-of-sample and in-sample tests. In Section ﬁve, the
new tests are applied to check whether retail sales are Granger caused by con-
sumer conﬁdence indices in Belgium, Germany, France and the Netherlands.
Finally, conclusions are given is Section six.
22 The Test Statistics
Let xt and yt be two weakly stationary time series. To test for Granger causality
we compare a full and a restricted model. The full model is given by
yt = φ0 + φ1yt−1 + ... + φpyt−p + ψ1xt−1 + ... + ψpxt−p + εf,t. (1)
Here εf,t is a multivariate iid sequence with mean zero and covariance matrix
Σf, and the index t runs from p + 1 to T. Since yt is of dimension k and xt of
dimension l, the parameters φ0 up to φp are (k ×k) matrices, whereas ψ1 up to
ψp are rectangular matrices of dimension (k × l).
The null hypothesis stating that xt is not Granger causing yt corresponds to
H0 : ψ1 = ψ2 = ... = ψp = 0. (2)
When this null holds, model (1) reduces to
yt = φ0 + φ1yt−1 + ... + φpyt−p + εr,t, (3)
where εr,t is a multivariate iid sequence with mean zero and covariance matrix
Σr. Model (3) is called the restricted model and is compared with the full model
(1) to test for Granger causality.
An out-of-sample test is conducted in three steps. The ﬁrst step divides
the series yt in two parts: one containing observations 1 to R and a second
part consisting of the following P observations, so that R + P = T. The ﬁrst
R observations will always be included for parameter estimation while the last
P observations will be forecasted using recursive one-step-ahead forecasts. In
the second step, observations R + 1 up to T are forecasted using a recursive
scheme and forecast errors are computed. Both the full (1) and the restricted
model (3) are estimated by ordinary least squares using only observations 1 up
to R. Based on this estimation, the associated forecasts of observation R + 1,
ˆ yf,R+1 and ˆ yr,R+1, are obtained. Then yR+2 is forecasted based on the ﬁrst
(R + 1) observations and this procedure is continued recursively up to the end
of the series, yielding the series of one-step-ahead forecasts ˆ yf,t and ˆ yr,t for t
ranging from R + 1 up to T. The corresponding one-step-ahead forecast errors
are then uf,t = yt − ˆ yf,t and ur,t = yt − ˆ yr,t, being vectors of length k. These
3vectors are collected into a matrix of dimension (P × k), where the s-th row
contains the vector of one step ahead forecast errors of observation R + s. The
matrix containing the one-step-ahead forecast errors from the full model will be
referred to by uf and from the restricted model by ur. The third step of the
out-of-sample testing procedure compares the forecasting performance of the
full and the restricted model using ur and uf. We consider three ways of doing
so: one based on the comparison of mean squared forecast errors, a regression
based test and a test making use of canonical correlations.
One way to test the null hypothesis of no Granger causality is by comparing
the mean squared forecast errors (MSFE) of the full and the restricted model.









where |.| stands for the determinant of a matrix. If the full model provides
better forecasts, the MSFE takes a large value indicating Granger causality.
Under the null of no Granger causality, the forecasts from both models are as
good and the test statistic is close to zero. In the univariate case, the MSFE
test reduces to a Diebold-Mariano test (Diebold and Mariano (1995)), with the
squared one-step-ahead forecast error as loss function.
Another way to test for no out-of-sample Granger causality generalizes the
approach of Harvey et al. (1998). They describe how no Granger causality
corresponds to zero correlation between ur,t and ur,t − uf,t. Suppose that one
seeks the best forecast combination of ˆ yr,t and ˆ yf,t:
ˆ ynew,t = (1 − λ)ˆ yr,t + λˆ yf,t. (5)
If λ equals zero the additional regressors in the full model do not improve the
prediction and there is no Granger causality, all the information in the full model
is also contained in the restricted model. Deﬁne et as the error of the combined
forecast, i.e. et = yt − ˆ ynew,t. Using the deﬁnitions of uf,t and ur,t, it readily
follows from (5) that
ur,t = λ(ur,t − uf,t) + et. (6)
Testing whether λ equals zero then corresponds to zero correlation between ur,t
and ur,t − uf,t and implies no Granger causality.
4Since we work in a multivariate setting, zero correlation can be tested by
making use of canonical correlations. The second multivariate out-of-sample test
for Granger causality will therefore be referred to as the canonical correlation
test (abbreviated by CC). The null of no Granger causality corresponds to the
hypothesis that all canonical correlations between ur,t and ur,t − uf,t, denoted
by ρ1,ρ2,...,ρk, are zero:
H0 : ρ1 = ... = ρk = 0.
This null can be tested by the well known Bartlett test, see for example Johnson
and Wichern (2002),
CC = −P ln
k Y
j=1
(1 − ˆ ρ2
j). (7)
The last multivariate out-of-sample test for Granger causality that we con-
sider, is based on directly estimating λ in the regression model (6). Under the
null of no Granger causality, we expect the estimated λ to be close to zero. The
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where ˆ ε is the (P × k) residual matrix obtained from regression (6).
The multivariate test statistics described here, are a generalization of exist-
ing univariate tests. When both series are of dimension one, the multivariate
regression test is equivalent to the regression test which was proposed by Erics-
son (1992), and the canonical correlation test to the encompassing t-test which
was proposed by Harvey et al. (1998). The limiting distributions of these two
univariate test statistics are non standard and given in the appendix to the
paper of Clark and McCracken (2001). They also show that the univariate
regression test and correlation test are asymptotically equivalent. The MSFE
test in a univariate setting reduces to comparing the sum of squared forecast
errors for both models and is equivalent to the original Diebold-Mariano test,
see Diebold and Mariano (1995).
In the multivariate setting, the (asymptotic) distribution of the three test
statistics is diﬃcult to obtain, since their calculation is not based on original
5data but on one step ahead forecast errors. In applications, we propose to
compute the critical values of the test statistic by a residual based bootstrap
method, as will be discussed in Section ﬁve.
3 Size-Power Curves
In this section, we want to compare the performance of the three multivariate
out-of-sample Granger causality tests by computing Size-Power curves under
ﬁxed alternatives, as described in Davidson and McKinnon (1998). This method
allows to compare the power of the tests without knowing the exact distribution
of the test statistics under the null of no Granger causality. We select a ﬁxed
alternative hypothesis and plot the probability of rejecting the null when the
alternative holds versus the rejection probability under the null. The curve is
expected to lie above the 45-degree line in the unit square, the larger the distance
between the curve and the 45-degree line the better. The most interesting part
of the Size-Power plot is the region where the size ranges from zero to 0.2 since
in practice a signiﬁcance level above 20% is never used.
The Size-Power plots are based on simulated data and therefore we need to
specify a Data Generating Process (DGP) both for the null and for the alter-
native hypothesis. To generate the data, we ﬁrst construct xt according to a
VAR(1) model1: xt = θxt−1 + εx
t , where εx
t are independent drawings from a
multivariate standard normal distribution and the parameter θ (being an l × l
matrix) is chosen randomly subject to the stationarity condition. Subsequently
yt is generated once by model (1) and once by model (3), where the parameters
φ0 up to φp are randomly chosen subject to the stationarity condition. The
error terms for generating models (1) and (3) are the same.
A ﬁxed alternative hypothesis needs to be speciﬁed by choosing the values
of ψ1,...,ψp in model (1). These values should diﬀer enough from zero so that
the test statistics are able to detect the diﬀerence between the null and the
alternative hypothesis. On the other hand, if they are too large, all three curves
will be close to the horizontal line at the constant 100% and the Size-Power plot
1The conclusions of the simulation study are robust with respect to the choice of the lag
length of this VAR-model.
6would not be able to distinguish which test performs the best. An alternative
hypothesis matching these two requirements in obtained when the elements of
ψ1 up to ψp are chosen randomly from a uniform distribution on the interval
] 1
kp; 2
kp[. To further specify the DGP, there are several parameters that need
to be decided on: the lag length p in (1), the length of the time series T and the
number of components in both time series, k and l. In the presented simulation
results, representative values of p, T, k and l have been selected.
The Size-Power curves are simulated by carrying out the following three
steps:
1. Simulate N=10000 time series of length T under the null and compute
for each series the test statistic. Sort the N obtained test statistics from
small to large. Denote the i-th value of this ordered sequence by si. When
si is chosen as the critical value, the quantity (N − i)/(N + 1) equals the
size of the test.
2. Simulate N time series of length T under the ﬁxed alternative hypothesis
and compute each time the test statistic. When choosing a certain si as
critical value, the power of the test is approximated by the fraction of test
statistics that exceeds si.
3. For each si, for i=1 to N, plot the power against the size.
We ﬁrst consider the case where the speciﬁed model is exactly the same as
the DGP. Further on, we address the issue of model misspeciﬁcation, where the
speciﬁed model does not correspond to the true DGP. Before we present some
Size-Power plots, note that two Size-Power curves can only be compared if the
alternative hypothesis is the same for both curves.
As a reference setting, we take the length of the time series T equal to 50,
k = l = 2 and p = 2. The resulting Size-Power curves are presented in Figure
1. We clearly see here that the regression test is preferred to both the canonical
correlation and the MSFE test: the curve of the regression test is situated
further away from the 45-degree line than both other curves. We would like to
investigate what happens to the position of the curves when the length of the
time series varies and in case of model misspeciﬁcation.
7Figure 1: Size-Power plot for T=50, k=2, l=2, p=2. The bold line represents the regression
test (Reg), the full line the canonical correlation test (CC) and the dashed line the mean
squared forecast error test (MSFE). As a reference, the 45-degree line is presented by the
dotted line.
3.1 The eﬀect of the length of the time series
Take now the same setting as in Figure 1, but let the length of the time series
vary. We simulate data under the same ﬁxed alternative hypothesis, for T =
20 and 100. The results are presented in Figure 2. First of all, we see that
the power of all three tests augments as the length of the time series increases.
This is consistent with the general belief that more observations lead to a higher
power. For both smaller (T=20) and larger (T = 100) time series, the regression
test outperforms the canonical correlation and the MSFE-test. The canonical
correlation test is almost as good as the regression test for T = 100. For even
longer time series, the canonical correlation and the regression test perform
equally well, which is in line with the univariate case in which both tests are
shown to be asymptotically equivalent (Clark and McCracken (2001)). But for
small time series, the gain in power for the regression test with respect to the
CC test and the MSFE test is very prevalent.
8(a) T = 20
(b) T = 100
Figure 2: Size-Power plot for varying lengths of T, k=2, l=2, p=2. The bold line represents
the regression test (Reg), the full line the canonical correlation test (CC) and the dashed line
the mean squared forecast error test (MSFE). As a reference, the 45-degree line is presented
by the dotted line.
93.2 Model misspeciﬁcation
Up until now, the estimated model always perfectly corresponded to the data
generating process. When working with real data, however, the model is most
probably misspeciﬁed because the true DGP is unknown. Therefore, it is inter-
esting to investigate the performance of the out-of-sample tests in the case of
model misspeciﬁcation. As a ﬁrst form of model misspeciﬁcation, we consider
presence of serial correlation in the error terms of model (1). Computation of
the critical value of the test statistics is still based on the assumption of white
noise errors, but each component of the error terms of the multivariate DGP
follows now an AR(1) process with ﬁrst order autocorrelation α equal to 0.5
and 0.9 respectively. The higher the value of α, the more we deviate from the
speciﬁed model. The resulting Size-Power plots are presented in Figure 3, where
we choose T = 50, k = 2, l = 2 and p =2 and the same ﬁxed alternative as
before. The power of all three tests declines as the degree of serial correlation
augments. Though, the ordering of the test statistics does not change; in all
settings the regression test is preferred to the canonical correlation test which
on its turn is preferred to the MSFE test.
To illustrate the eﬀect of model misspeciﬁcation under the form of an incor-
rectly chosen lag length, we consider the matter of selecting a too complex or a
too simplistic model respectively. We refer to the lag length of the true DGP
by p and of the estimated model by q. Consider ﬁrst overﬁtting, estimation of
a model which has a larger order than the true model. For computing the test
statistics we let the lag length of the estimated model q take the values 3 and 6.
The results are presented in Figure 4. When we compare Figure 4 with Figure
1, we see that estimation of a too complex model leads to a drop of power,
especially so for the canonical correlation and the MSFE-test. The regression
test is still the most powerful of the three considered tests. To get insight in the
consequences of underﬁtting or estimating a too simplistic model, we look at a
model of which the true order p = 6. The test statistics are based on models
having order q = 2 and 4. The resulting Size-Power plots are presented in the
lower half of Figure 4. The Figure shows that also in this case, the regression
test remains most powerful. In summary, the graphs of Figures 4 suggest that
10(a) Serial correlation: α = 0.5
(b) Serial correlation: α = 0.9
Figure 3: Size-Power plots under model misspeciﬁcation in the form of varying degrees of
autocorrelation in the error terms, with T=50, k=2, l=2 and p=2. The bold line represents
the regression test (Reg), the full line the canonical correlation test (CC) and the dashed line
the mean squared forecast error test (MSFE). As a reference, the 45-degree line is presented
by the dotted line.
11the regression test is, among the three tests considered here, the most robust
against model misspeciﬁcation in the form of an incorrectly speciﬁed lag length.
In every graph presented here, the regression test is more powerful than the
canonical correlation test and the MSFE-test. We come to the same conclusion
when using other simulation schemes not presented here.
4 Out-of-sample versus in-sample tests
The question whether to use in-sample or out-of-sample model comparison has
been studied by various authors. The main concern with in-sample tests is
the risk of overﬁtting the data: if the estimated model is too complex, eﬀects
that are found to be signiﬁcant are suspect to be spurious. The problem of
overﬁtting the data using in-sample procedures is discussed by Clark (2004)
for univariate series. By means of a simulation study, he shows that by using
of out-of-sample tests, spurious eﬀects can be avoided. On the other hand,
Kilian (2002) advocates for the use of in-sample test procedures. He argues
that splitting up the data, which is needed for an out-of-sample test, results in
a loss of information. Thereby, a deviation from the null hypothesis is less often
detected by an out-of-sample test. Especially in small samples out-of-sample
testing entails a loss in power. We will remain brief on the issue of in-sample
versus out-of-sample testing, since the same arguments given in the univariate
case apply to the multivariate problem. We think, however, that in the context
of Granger causality tests an out-of-sample approach is more natural, see also
Ashley et al. (1980).
In the previous Section, we have seen that among the three considered out-
of-sample tests, the multivariate regression test is most powerful. By using the
same methodology, namely by drawing Size-Power plots, we compare this test








The (T × k) matrices ˆ εf and ˆ εr denote the residuals from the estimation of the
full and the restricted model respectively, where all observations are included
for model estimation. Under the null hypothesis, the LR test statistic has a
12(a) Overﬁtting: p = 2 and q = 3
(b) Overﬁtting: p = 2 and q = 6
(c) Underﬁtting: p=6 and q=2
(d) Underﬁtting: p=6 and q=4
Figure 4: Size-Power plots under model misspeciﬁcation in the form of overﬁtting or under-
ﬁtting, with T = 50,k = 2, l = 2. The bold line represents the regression test (Reg), the
full line the canonical correlation test (CC) and the dashed line the mean squared forecast
error test (MSFE). As a reference, the 45-degree line is presented by the dotted line.
13chi-squared distribution with the number of degrees of freedom equal to the
number of parameters put equal to zero in expression (2), i.e. pkl.
We ﬁnd two situations where out-of-sample testing is more powerful than
in-sample testing: in case of estimating a too complex model and when dealing
with short time series. Corresponding Size-Power curves are pictured in Figure
5. For Figure 5a, the speciﬁed model has a larger order than the true DGP,
while for Figure 5b the length of the time series is very short, T = 20. In both
cases, we see that the out-of-sample test is more powerful than the in-sample
test. This ﬁnding is in line with the previously described concern of overﬁtting
the data, see Clark (2004).
We compared the out-of-sample testing power with the standard in-sample
likelihood ratio test. While in-sample testing is very conventional, this study
shows that it is not always the most powerful way of testing a null hypothesis
of no Granger causality in a multivariate setting. In particular, in the case of
a small number of observations and a too complex speciﬁed model, the out-of-
sample regression procedure outperforms the in-sample likelihood ratio test.
5 Application
The present section studies the predictive power of the consumer conﬁdence
index on retail sales in four European countries that are geographically and
economically related: Belgium, Germany, France and the Netherlands. The
consumer conﬁdence index is often regarded as an indicator of the current eco-
nomic climate. It is constructed from large scale questionnaires in which the
participants are asked what they expect for their future ﬁnancial situation, and
the general economic environment and how these situations have evolved in re-
cent times. One can expect that consumers who are more conﬁdent are prepared
to spend more. Moreover, if the consumer conﬁdence index Granger causes re-
tail sales, then better forecasts of future sales can be achieved by taking into
account the conﬁdence index.
A multivariate testing approach is appropriate here, since it may well be
possible that the consumer conﬁdence index of one country Granger causes retail
sales in other countries, see also Lemmens et al. (2005). The multivariate test
14(a) Estimation of a too complex model:
p=2 and q=6
(b) Short Time Series:
T = 20
Figure 5: Size-Power plots for the comparison of in-sample and the out-of-sample Granger
causality testing, with k = l = 2 and p=2. The bold line represents the out-of-sample
regression test (Reg), the full line the in-sample likelihood ratio test (LR). As a reference,
the 45-degree line is presented by the dotted line.
15takes these cross-country relationships into account. The variable of interest
is the multivariate time series containing the retail sales ﬁgures in the four
countries under consideration. The predictor variable is the multivariate time
series containing the consumer conﬁdence index in these countries. The data
range from January 1985 to December 2002, resulting in 204 observations. To
perform the Granger causality tests we discussed earlier, the series need to
be stationary. After applying an augmented Dickey-Fuller test2 to the retail
sales data in logarithms, we ﬁnd a unit root. The series are then taken in
diﬀerences, yielding the stationary series yt which represents the monthly growth
rate of retail sales. We would like to know whether yt is Granger caused by the
consumer conﬁdence index in the four countries under consideration. Since we
also ﬁnd a unit root3 in every consumer conﬁdence series, we work with the
series in diﬀerences, denoted by xt.
The p-values of the multivariate test statistics, in-sample as well as out-of-
sample, are obtained by a bootstrap procedure. As mentioned before, the exact
or limiting distribution of the multivariate out-of-sample tests under the null
hypothesis of no Granger causality is unknown. Horowitz and Savin (2000)
strongly advocate the use of the bootstrap procedure, even when an approxima-
tion of the distribution of the statistic under the null can be analytically derived
from asymptotic theory. Especially in small samples, asymptotic critical values
can lead to serious size-distortion. In this application, critical values will be
obtained by a residual based bootstrap, as explained in detail in Davidson and
Hinkley (2003). Under the null hypothesis, we assumed the error terms to be iid
with mean zero and a certain covariance matrix. This allows for using the resid-
ual based bootstrap, and no normality assumption is needed. By estimating the
model and resampling from the residuals, 10 000 bootstrap series and associated
test statistics are computed. The percentage of bootstrap statistics exceeding
the test statistic computed from the observed time series is an approximation of
the p-value. An unreported Monte-Carlo study indicates that the size-distortion
2The p-values for the null of a unit root in the retail sales data are 0.57 for Belgium, 0.08
for Germany, 0.24 for France and 0.70 for the Netherlands.
3The p-values corresponding to the null of a unit root in the consumer conﬁdence series
are, 0.08 for Belgium, 0.43 for Germany, 0.06 for France and 0.39 for the Netherlands.
16Table 1: Multivariate tests for Granger causality from the consumer conﬁdence
towards retail sales. The p-values are presented for the null of no Granger
causality.
Test MSFE CC Reg LR
p-value 0.053 0.069 0.067 0.024
using critical values obtained by such a residual based bootstrap procedure is
negligible for T = 204, and this for the four test statistics considered in this
application, which justiﬁes their use.
The results of the multivariate tests are presented in Table 1. It emerges that
all three out-of-sample tests provide rather weak evidence for Granger causal-
ity, while the in-sample likelihood ratio test provides stronger evidence. As
discussed before, in-sample tests are suspect to detect spurious Granger causal-
ity relationships, in particular if the model is misspeciﬁed. Therefore we prefer
to rely on the out-of-sample procedures, giving only weak evidence of Granger
causality. The incremental predictive power of the 4 consumer conﬁdence indices
for prediction of the 4 retail series is found to be marginal. The multivariate
in-sample Granger causality test is too optimistic. This is in line with a recent
study by Garrett et al. (2005), who use multiple univariate in-sample tests for
diﬀerent states in the US, and obtain that the predictive power of consumer
conﬁdence for retail sales is limited. Other previous studies, all using univariate
tests, report mixed results, see for example Batchelor and Dua (1998), Carroll
et al. (1994) and Matsusaka and Sbordone (1995).
6 Conclusion
In this paper, three multivariate out-of-sample testing procedures for Granger
causality were proposed and discussed. One is based on directly comparing
squared forecast errors, a second is a test based on multivariate regression and
the third test relates to canonical correlations. Use of Size-Power plots, a sim-
ulation based and computational intensive method, reveals that the regression
17based test is the most powerful among the out-of-sample tests. As compared
to in-sample testing, the out-of-sample regression test is less sensitive to over-
ﬁtting. Moreover, out-of-sample testing is more natural in a Granger causality
context.
As an application, we looked whether the consumer conﬁdence in Belgium,
Germany, France and the Netherlands jointly Granger causes the consumer con-
ﬁdence in these countries. By using multivariate tests, possible cross-relationships
between the four countries are taken into account. We found only weak out-of-
sample evidence for Granger causality.
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