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Abstract
Computed tomographic colonography (CTC) is a technique employed to examine the whole colon for
cancers and premalignant adenomas (polyps). Oral preparation is taken to fully cleanse the colon, and
gas insufflation maximises the attenuation contrast between the enoluminal colon surface and the lumen.
The procedure is performed routinely with the patient both prone and supine to redistribute gas and
residue. This helps to differentiate fixed colonic pathology from mobile faecal residue and also helps
discover pathology occluded by retained fluid or luminal collapse. Matching corresponding endoluminal
surface locations with the patient in the prone and supine positions is therefore an essential aspect of
interpretation by radiologists; however, interpretation can be difficult and time consuming due to the
considerable colonic deformations that occur during repositioning. Hence, a method for automated
registration has the potential to improve efficiency and diagnostic accuracy.
I propose a novel method to establish correspondence between prone and supine CT colonography
acquisitions automatically. The problem is first simplified by detecting haustral folds which are elongated
ridgelike endoluminal structures and can be identified by curvature based measurements. These are
subsequently matched using appearance based features, and their relative geometric relationships. It is
shown that these matches can be used to find correspondence along the full length of the colon, but may
also be used in conjunction with other registration methods to achieve a more robust and accurate result,
explicitly addressing the problem of colonic collapse. The potential clinical value of this method has
been assessed in an external clinical validation, and the application to follow-up CTC surveillance has
been investigated.
MRI has recently been applied as a tool to quantitatively evaluate the therapeutic response to therapy
in patients with Crohn’s disease, and is the preferred choice for repeated imaging. A primary biomarker
for this evaluation is the measurement of variations of bowel wall thickness on changing from the active
phase of the disease to remission; however, a poor level of interobserver agreement of measured thickness
is reported and therefore a system for accurate, robust and reproducible measurements is desirable.
I propose a novel method which will automatically track sections of colon, by estimating the posi-
tions of elliptical cross sections. Subsequently, estimation of the positions of the inner and outer bowel
walls are made based on image gradient information and therefore a thickness measurement value can
be extracted.
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Chapter 1
Introduction
1.1 Colorectal Cancer
1.1.1 Motivation
Colorectal cancer is a leading cause of cancer mortality with 1.24 million individuals developing the
disease and 609,000 deaths annually [World Health Organisation, 2008]. Population screening offers the
best prospects to reduce in mortality and aims to prevent the development of advanced cancers by early
detection and removal of both localised cancers or premalignant adenomas, from which more than 80%
of cancers are thought to arise [Cunningham et al., 2010]. Removal of premalignant adenomas have been
shown to give a reduction in cancer incidence and mortality [Atkin et al., 2010]. Optical colonoscopy is
the current gold standard method to inspect the whole-colon; however colonoscopy is time consuming
and uncomfortable for the patient, and is occasionally associated with serious complications [Pignone
and Sox, 2008] such as colonic perforation, which lead to a small mortality [Taku et al., 2007].
For many years, the radiological examination of choice has been the double contrast barium enema
(BaE). However, this was shown to have an insufficient sensitivity for population screening [Glick et al.,
2000], with a sensitivity of 48% for detecting adenomas larger than 1cm, and an overall sensitivity of
39%. Furthermore, a study showed that CTC is significantly better tolerated over BaE [Taylir et al.,
2005].
Computed tomographic colonography (CTC) is a relatively new technique employed to examine
the whole colon. Currently, all patients undergo a standard bowel preparation as for colonoscopy. An
oral preparation is taken to fully cleanse the colon; this however tends to produce a large quantity of
residual colonic fluid which can obscure the colon wall and clinically important lesions [Macari et al.,
2001]. This problem can be reduced by the addition of oral iodinated and barium contract agents to
the bowel preparation, known as ’faecal tagging’. These are then incorporated into any residual faecal
matter or fluids and can therefore be distinguished from colon pathology or polyps because of the higher
density and therefore opacity [Lefere et al., 2002]. Additionally, the high density residual fluid and
stool can be ’digitally subtracted’, electronically removing these from the resulting images. The patient
is then placed on the CT scanner table and a catheter inserted into the rectum, and colon insufflated
with gas. Gas insufflation maximises attenuation contrast between endoluminal surface and intraluminal
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space and allows for easier examination. Commonly, either room air or carbon dioxide is used for this
process, where carbon dioxide has the advantage that it will be reabsorbed quickly by the body, such
that the patient will feel no discomfort several minutes after the insufflation. When room air is used,
the colon may remain distended for hours after the procedure due to the slow absorption of nitrogen.
A spasmolytic medication may be administered to relax the colon and maximise distension [Rogalla
et al., 2005]. The patient abdomen and pelvis is then image using helical CT [Vining et al., 1994]. The
procedure is performed routinely with the patient both prone and supine to redistribute gas and residue
within the colon [Taylor et al., 2007]. This helps differentiate fixed colonic pathology from mobile
faecal residue because abnormalities whose position remains fixed in both acquisitions are likely to be
true polyps. Also, using two data acquisitions increases the chance of discovering pathology occluded by
retained fluid or hidden by luminal collapse. The effectiveness of imaging the patient in both the prone
and supine positions was demonstrated by Chen et al. [1999], showing that a greater number of patients
achieved adequate distension by using the combination of two positions and polyp detection sensitivity
was increased.
Computed tomographic colonography (CTC) is now widely considered the preferred radiological
technique for detecting cancer and polyps, and has comparable sensitivity to optical colonoscopy [John-
son et al., 2008], while being more acceptable to patients [von Wagner et al., 2012] and relatively safe
[Burling et al., 2006]. CTC has gained popularity since 1994, when Vining et al. [1994] demonstrated
the use of virtual reality to create a computer generated 3D model of the colon lumen, simulating the
view during colonoscopy and hence termed ’virtual colonoscopy’. Early works by Hara et al. [1996]
demonstrated the feasibility of using CTC to detect colonic polyps, including those smaller than 1cm,
using these 3D endoluminal reconstructions.
1.1.2 Anatomy
The colon begins at the ileocecal valve, where it is connected to the small bowel, and ends at the rectum.
Its length is approximately 180cm [Punwani et al., 2009a], and frames the small bowel in the abdominal
cavity. The colon may be divided into four sections starting from the caecum: the ascending, transverse,
descending and sigmoid colon. The ascending colon, descending colon and rectum are retroperitoneal
(lying behind the abdominal cavity), whereas the caecum, transverse colon and sigmoid colon are in-
troperitoneal (lying within the abdominal cavity). Intraperitoneal organs are completely surrounded by
the peritoneum and are therefore mobile. Two flexures are visible in the colon. The left colic flexure
separates the transverse and descending colon near the spleen, and is therefore called the splenic flexure.
The other is called the hepatic flexure as it lies near the liver, and separates the ascending and transverse
colon. The haustra of the colon are small pouches formed by sacculation. Three muscles, the teniae
libera, teniae mesocolica and teniae omentalis, run along the colon longitudinally and together form the
teniae coli. These are responsible for the peristaltic movement of the colon, which propel its contents
towards the rectum.
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Figure 1.1: Macroscopic anatomy of the colon.
1.1.3 Helical CT
X-ray computed tomography consists of measurement of attenuation profiles of a transverse slice of a
patient or object from a multitude of positions. An x-ray tube is used, and its beam collimated to a fan
which defines the image plane, in conjunction with a detector array on the opposite side of the patient to
the emission source (see figure 1.2). In most cases, the rotation of x-ray tube and detector array follow
a circular path covering a full 360◦around the patient to collect a full set of data. In post-processing,
the image is reconstructed and the patient is shifted a small distance through the gantry to allow for
the next image to be acquired. This procedure is repeated until the full region of interested has been
covered. Helical CT is a full volume scanning procedure in which the patient is moved at a constant
rate throughout the gantry, while the x-ray source and detector are moved in a circular motion about
the patient with the patient moving at rate of one slice thickness per 360◦rotation [Kalender, 1994].
Modern scanners use multi-slice acquisition, allowing faster imaging. Relative to the patient, the x-ray
emitter and source move in a helical motion therefore the name helical CT. The resulting data set must
be reconstructed as a single volume, as opposed to non-helical CT, which is reconstructed on a per-
slice basis, as direct reconstruction of any 360◦spiral segment would result in motion artefacts in the
resulting image. Images can be reconstructed for arbitrary table positions within the scanned volume
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Figure 1.2: CT scanner showing the x ray tube and detector array in three positions about the patient bed.
The x ray tube and detector array follow a helical path along the patient length during image acquisition.
in arbitrarily fine intervals. The advantage of this method of scanning is the rapid time required for
the image acquisition, particularly important for procedure which require acquisition in a single patient
breath-hold.
CTC data are reviewed at a workstation can can be visualised in both two-dimensional or three-
dimensional formats. For 2D viewing, the reader is presented with the image dataset in the axial, coronal
and saggital planes and is able to navigate by shifting each plane in the direction of the plane normal. For
3D viewing, the reader is presented with the virtual colonoscopy renderings (see figure 1.3). The reader
may navigate along the length of the colon from caecum to rectum and vice-versa, to avoid missing
lesions on the back-facing side of haustral folds. Prior to the study by Pickhardt et al. [2003], published
CTC studies employed a primary 2D evaluation of the data, with 3D method employed as a secondary
means to confirm lesions. However, it was shown [Pickhardt et al., 2003] that CT virtual colonoscopy
is an accurate method for the detection of colorectal neoplasia in asymptomatic patients, comparing
favourably to optical colonoscopy. Advances in workstation hardware and software have enable the
previously time consuming process of 3D rendering to be computed efficiently, and therefore enabled
investigative studies to be evaluated using both 2D and 3D visualisation methods.
Computer-aided diagnosis (CAD) for CTC is an automated process for the detection of potential
polyps or cancer. CTC examinations are time-consuming and laborious tasks, and subject to reader
error; therefore CAD systems can significantly improve the diagnostic accuracy of CTC examinations
by acting as a ’second reader’ [Halligan et al., 2011], displaying CAD-identified polyp candidates after
an initial review without CAD. Using CAD as a ’first reader’, whereby radiologists review only the
regions of the colon annotated by the software, is not feasible at present; however stand-alone CAD
has been demonstrated to have good performance in a large screening population, with high sensitivity
and an acceptable number of false positive results [Lawrence et al., 2010]. Current challenges for CAD
research include optimising the trade-off between sensitivity and specificity, reducing the number of
false positives produces, whilst attempting to detect all lesions present in the colon.
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Figure 1.3: A computed tomographic colonography (CTC) image with the patient in the prone position.
A large polyp is indicated (white arrow) in the axial (top left), sagittal (top right), coronal (bottom right)
and ‘virtual colonscopy’ (bottom left) views.
1.1.4 Current state of CTC for population screening
Although the efficacy of CTC for detection of advanced adenoma is proven, the overall cost effectiveness
of the technique as a primary screening tool still remains under scrutiny. Conflicting recommendations
have been published by two North American guideline groups; the first recommending CTC as screening
tool for patients of average risk of developing colorectal cancer [Levin et al., 2008], and another stating
that the evidence for CTC screening is inadequate [Calonge et al., 2008] and as such the coverage for
CTC for cancer screening was denied by the Centers for Medicare and Medicaid Services [Dhruva et al.,
2009]. Although of primary concern to North American practice, there is an effect on the international
implementation and research on CTC. Recent research has focused on the uncertainties of the cost ef-
fectiveness of the technique, primarily: the discovery of low sensitivity extra colonic findings to which
reported rates range from 15% to 69% [Levin et al., 2008], management of diminutive polyps (1-5mm)
and the potential to increase patient compliance with CTC screening.
1.1.5 Registration of CTC data
Matching corresponding locations between prone and supine endoluminal colonic surfaces is an essential
aspect of interpretation by radiologists. However, interpretation can be difficult and time-consuming due
to the considerable colonic deformations that often occur during repositioning of the patient [Punwani
et al., 2009a]. These deformations can induce diagnostic error and increase interpretation time. Hence,
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a method for automatic registration of prone and supine datasets has the potential to improve efficiency
and diagnostic accuracy during image interpretation, by allowing a reader to rapidly switch between
corresponding locations on either 2D or virtual colonoscopy views when investigating any potential
polyps or cancer. Furthermore, these methods could be used to improve the accuracy of CAD algorithms
by using the information from both acquisitions during classification of any suspicious lesions. A review
of CTC registration literature has been provided in chapter 2.
1.2 Crohn’s disease
1.2.1 Motivation
Inflammatory bowel disease (IDB) is an important healthcare problem which affects over 1 million peo-
ple in both the USA and Europe. Respectively, approximately 700,00 and 500,000 of those suffer from
Crohn’s disease. Crohn’s disease is a relapsing inflammatory disease that mainly affects the gastro-
intestinal tract with extraintestinal manifestation. It frequently presents with abdominal pain, diarrhoea
and vomiting, weight loss, loss of appetite, arthralgias (joint paint), fever, fatigue and clinical bowel ob-
struction [Lichtenstein et al., 2004]. These symptoms and the potential complications can significantly
impact the daily lives of patients and can contribute to emotional and psychological impairments such
as anxiety and depression thereby lowering the patients’ quality of life. Due to its increase in incidence
and prevalence, Crohn’s disease concerns a growing number of interdisciplinary clinical specialities as
symptoms, medications and side-effects resulting from the disease are managed [Baumgart and Sand-
born, 2012]. Crohn’s disease is a chronic inflammatory disorder that is neither medically, not surgically
curable [Lichtenstein et al., 2009], and therefore requires therapeutic approaches to control symptoms,
improve quality of life, and minimise the short and long term toxicity and complications due to medicinal
side effects. Currently, medical therapy aims to achieve a clinical response and sustained remission.
1.2.1.1 Definitions
Crohn’s disease is characterised by patchy, transmural inflammation which can affect any part of the
gastrointestinal tract [Carter et al., 2004]. Its classification may be defined both by its location, which
may be terminal ileal, colonic, ileocolonic or upper gastrointestinal; and also by the pattern by which
the disease presents itself. This may be inflammatory, stricturing or fistulating or a combination of the
three. In a population study of 306 Crohn’s disease patients [Thia et al., 2010], 56.2% were diagnosed
between the ages of 17 and 40 years. The extent of the disease was ileal in 45.1%, colonic in 32.0% and
ileocolonic in 18.6%. The incidence of Crohn’s disease is reported at around 5-15 per 100,000 per year,
with a prevalence of 25-200 per 100,000 [Loftus, 2004].
1.2.1.2 Natural History
Crohn’s disease has a chronic, relapsing course [Munkholm et al., 1995] with approximately half of all
patients in remission at any given time. Patients who have been in remission for one year have an 80%
chance to remain in remission for the following year. Patients who have had active disease present in
the previous year have a 70% chance that the disease will remain active in the subsequent year, with a
50% of being in remission within the next three years. Overall, 13% of patients will have a relapse free
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Figure 1.4: A T1 high resolution isotropic volume excitation (THRIVE) sequence image of a patient
with Crohn’s disease. Shown is a severely strictured segment of the sigmoid colon in the axial (top left),
sagittal (top right) and coronal (bottom right) views. Note the inflamed bowel wall and the narrowing of
the lumen.
course, 20% will have relapses of disease each year, and 67% have a combination of years in relapse
and years in remission over the course of the first 8 years after diagnosis. Fewer than 5% of patients
will remain with active disease for a continuous course. It is estimated that a representative patient with
Crohn’s disease will spend 24% of their time in medical remission (without medication), 41% of their
time in post-surgical remission (without medication) and 34% of their time in medical treatment which
may include anti-imflammatories, corticosteriods or immunomodulators. The lifetime risk of developing
fistulae ranges from 20% to 40% [Sandborn, 2003].
1.2.2 Diagnosis
The presence of disease features which overlap with those of other inflammatory bowel diseases may
make the diagnosis of Crohn’s disease difficult [Sands, 2004]. As well as the symptoms discussed above,
the disease may present clinic signs such as pallor (pale skin), cachexia (wasting), abdominal tenderness,
perianal fissures (tear/ulcer), fistula or abscess. Extraintestinal features may include inflammation of the
eyes, skin or joints [Lichtenstein et al., 2009]. The gold standard for patient diagonosis of Crohn’s dis-
ease is a full ileocolonoscopy with biopsies [Baumgart and Sandborn, 2012], however the procedure is
invasive and requires extensive bowel preparation. Even so, following diagnosis and in established dis-
ease, the lack of a full thickness evaluation of the bowel leaves the clinician blind to the extra-intestinal
manifestations of the disease. In recent years, MRI has been applied as a diagnostic tool but primarily
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Figure 1.5: Figure showing (a) the magnetic moment vector of groups of protons and the net magnetisa-
tion vector M ; (b) the energy states of protons with magnetic moment vectors orientated parallel (top)
and anti-parallel (bottom) to the B0 field. Protons precess about the B0 by path shown by broken line.
used to quantitatively evaluate the therapeutic response to Crohn’s disease relapse, allowing the mea-
surement of significant variations in bowel wall thickness and contrast enhancement on changing from
the active phase of the disease to remission [Sempere et al., 2005]. It is the preferred choice for repeated
imaging, giving a high accuracy of evaluation of disease extension and activity (sensitivity 0.93, speci-
ficity 0.90) [Pane´s et al., 2011]. Accuracy for identification of strictures and penetrating lesions such as
fistulas and abscesses are also high (>80%) and therefore MRI plays an important part in the detection
of these complications.
1.2.3 Fundamentals of MR Imaging
Magnetic resonance techniques produce images of tissue by manipulating the magnetic properties of
hydrogen protons in the human body. A powerful magnetic field (B0) which lies parallel to the scanner
bore is used to align the magnetic moments of these protons with the direction of the magnetic field pro-
ducing a partial polarisation. The excess of proton spin in the direction of the magnetic field constitutes
a small, but significant net magnetisation of the tissue (see figure 1.5). Each proton can take on one of
two spin states, a first ‘low energy’ state around the direction corresponding with the B0 field, and a
second ‘high energy’ state around the direction opposite to the B0 field. An oscillating magnetic field
(B1) oriented at 90
◦to the B0 field generates a powerful radio frequency (RF) pulse of the appropriate
frequency to excite the protons, causing a rotation of their net magnetisation vector into the transverse
plane, and also bringing the spins’ magnetic moments into phase.
The proton spin will tend to precess around the magnetic field with a frequency known as the Larmor
frequency; importantly, the precession frequency is directly proportional to the B0 field strength. A
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certain region or ‘slice’ can be selected along the z-direction by application of a slice selective gradient
GSS at the same time as the excitation produced by the RF pulse. Setting the RF pulse to a narrow
band of frequencies allows the selective excitation of those photons which correspond to the Larmor
frequency. Spatial location in both the x- and y- direction and can be achieved by techniques called
frequency and phase encoding respectively. Since the Larmor frequency is effected by field strength, a
well calibrated frequency encoding gradientGFE can be applied perpendicular to the direction of theB0
field which will make the photons precess at a different frequency. As the protons have phase coherence
after application of the RF pulse, their precession will produce an oscillating magnetic field of which the
frequency will depend on the spatial location within the transverse plane. As such, a Fourier transform
of this signal will produce spatial information of the excited protons and allow their location in the x-
direction. However, this spatial location is restricted to a single dimension along the transverse plane.
To achieve spatial information along the second dimension within this transverse plane, phase en-
coding is used. To obtain this information, a phase encoding gradient GPE is applied in the y- direction
for a very brief period. This gradient effects the speed of precession frequency corresponding to the
position along the gradient, so when this gradient is switched off, the spins return to their original pre-
cession frequency but with an acquired phase change. Now the majority of protons in the sample will be
out of phase, cancelling each other out and producing no signal; however those that have shifted in phase
by 2πn, where n is a positive integer, will produce a net positive signal. Therefore a particular value
of the phase encode gradient is sensitive to structure of a particular frequency, such that an increase in
gradient will encode information of a higher spatial frequency. Because of the variations of precession
frequency induced by application of the three gradient fields, the excited photons will begin to dephase
immediately after the RF pulse is applied and it is therefore not possible to obtain a signal. To account
for this, another gradient with a reversed polarity is applied beforehand which effectually reverses the
amount of dephasing. As the second gradient is now applied, the spins will begin to rephase until the
gradient moments are equal and a signal, know as a gradient echo, is measurable. Each gradient pulse
is known as a lobe and is described as dephasing if it occurs first, or rephasing if it occurs to achieve a
gradient echo.
The above describes a basic gradient-echo imaging sequence (see figure 1.6), and each sequence
pattern which corresponds to a different phase-encode gradient has to be repeated for every line of data
of a matrix named ‘k-space’. Once all data in k-space are acquired, a 2D inverse Fourier transform is
applied to convert this data, encoded as spatial frequencies, into the image domain. Finally, an important
property of photons for MR imaging, is that after application of an RF pulse which will flip their spins
into the transverse plane, they will begin to relax back into equilibrium. This occurs in two ways. Firstly,
a dephasing of spins occurs after photons achieve phase coherence, due to ‘spin-spin’ interaction and
arises from the energy exchange between photons. This is known as T2 relaxation, and results in the net
transverse magnetisation vector to decay exponentially to zero. Secondly, a realignment of photons along
the z axis occurs as they lose energy from the RF pulse. This is known as T1 relaxation and results in
photons returning to an equilibrium and the net magnetisation vector to realign with theB0 gradient. It is
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Figure 1.6: Gradient echo MR imaging sequence. Time is shown horizontally, amplitude vertically.
GSS is the slice selective gradient. GPE is the phase encoding gradient. GFE is the frequency encoding
gradient.
due to the fact that tissues have different T1 and T2 relaxation properties that can be used to differentiate
between tissue types. Application of magnetic contrast agents, such as gadolinium oxides allow further
reduction of relaxation times and tissues which take up the agent have an enhanced signal intensity on
T1 weighted images.
1.2.3.1 THRIVE
The work in this thesis uses a THRIVE (T1-weighted High Resolution Isotropic Volume Extraction)
sequence. It is an optimised fast T1 weighted 3D imaging technique which combines a spoiled gradient
echo sequence, SPAIR fat suppression and SENSE sensitivity encoding. Spoiling is a technique which
facilitates faster imaging by increasing the repetition time (TR) of the sequence. When using a normal
gradient echo sequence, a minimum TR is defined by the time taken for the transverse magnetisation
to fully decay after excitation, otherwise multiple echo pathways will be formed resulting in imaging
artefacts. It is possible to destroy or ’spoil‘ any coherence magnetisation by application of a gradient
to dephase the magnetisation. This allows a shorter TR and therefore faster imaging. Fat suppression
techniques are used to selectively suppress or reduces the signal of protons in fat. Specifically, with
SPAIR (Spectrally Adiabatic Inversion Recovery) a selective inversion pulse is applied to excite only fat
spins, and with spoiling the transverse magnetisation is destroyed. The timing of the main exciting pulse
is such that the longitudinal magnetisation of the fat is zero, and so fat spins will not contribute to the
signal. Sensitivity encoding is a parallel imaging technique which utilises multiple RF coils with spatially
differing receive sensitivities to perform the spatial encoding, such that a reduced k-space is sampled
1.3. Contributions of this thesis 31
therefore decreasing the total acquisition time. SENSE is a sensitivity encoding technique performed in
the image domain using multiple sensitivity maps from each of the coils to create the image from the
undersampled k-space.
1.2.3.2 MRI Biomarkers
Recently, a study has shown the correlation between a set of radiological MR measurements, and endo-
scopic activity evaluated by the Crohn’s Disease Endoscopic Index of Acitivity (CDEIS) [Rimola et al.,
2009]. Comparison of intestinal segments with absent, mild and severe inflammation demonstrated a
significant increase (p < 0.001) in a global Magnetic Resonance Index of Activity, combining MR find-
ings based on: wall thickness, post contrast wall signal intensity, relative contrast enhancement (RCE),
presence of oedema, ulcers, pseudopolyps and lymphs node enlargement. The MR findings that were
independent predictors for CDEIS, were wall thickness (p < 0.007), RCE (p < 0.01), presence of
oedema (p = 0.02) and presence of ulcers (p = 0.003). As such, RCE and bowel wall thickening are
the most often used MRI features in grading disease activity [Horsthuis et al., 2009].
Another study [Punwani et al., 2009b] validated a set of proposed MR imaging features of Crohn’s
disease activity against a histopathologic reference, by comparison with the acute inflammatory score
(AIS) [Borley et al., 2000], on the basis of mucosal ulceration, edema and quantity and depth of neu-
trophilic infiltration. This showed a positive and significant correlation of AIS with bowel wall thickness
and T2 signal. Further studies [Steward et al., 2012] used a multivariate analysis to determine the best
MR imaging features to predict AIS. The best independent predictors of AIS were bowel wall thick-
ness (p < 0.001), T2 signal (p < 0.001) and RCE (p = 0.005). It was found that the final index that
best predicted histological AIS was based on bowel wall thickness and T2 signal intensity. This index
was subsequently validated in a separate patient cohort using an endoscopic biopsy acute inflammation
score (eAIS) based on typical morphological features of Crohn’s disease, showing significant correlation
(p = 0.02) between the MRI index and eAIS. This shows that MRI allows the distinction of patho-
logic from normal bowel wall in patients with inflammatory activity, and consequently, the technique is
reliably applicable to the follow-up of patients with Crohn’s disease.
Currently, bowel wall thickness is measured by manual annotation of individual MRI images. This
is susceptible to observer bias and human error, and therefore inter-observer variability can influence
the assessment of therapeutic response. A recent study by Ziech et al. [2011] reported a poor level of
intraobserver agreement for Crohn’s diesase patients with bowel wall thickness measurements between
observers only lying within the ±1mm range in only 56 − 62% of segments analysed. It is clear that a
system for accurate, robust and reproducible measurements is desirable, which could be achievable with
an automated approach.
1.3 Contributions of this thesis
There are two primary contributions to this thesis. As discussed in section 1.1, there is an important
clinical need to quickly and robustly find the corresponding location between CT colonographic acquisi-
tions when the patient shifts from the prone to the supine position. There have been a number of methods
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proposed in the literature (see chapter 2). The first major contribution is a method to improve registra-
tion accuracy by first locating potential corresponding features between acquisitions, namely haustral
folds, and performing matching of these in the framework of a Markov Random Field optimisation. The
following contributions are described in further detail:
• A method is proposed to identify and segment haustral folds from surface mesh representations of
CT colonography data. A metric based on curvature measurements is used to perform a graph cut
segmentation using a graph structure based on the mesh topology.
• A cost function is proposed which uses a virtual camera analogy to create perspective depth map
projections of the endoluminal colon surface and perform a registration over a restricted set of
degrees of freedom of the camera’s extrinsic parameters; giving a matching cost for haustral folds.
A Markov Random Field framework is employed in order to match haustral folds by optimisation
using this cost function and another based on the geometric spatial relationship between folds. The
fold matches are used to create a non-rigid deformation field for extracted colonic surfaces. The
prior application of this deformation field is shown to significantly reduce the registration error
of a previously published surface method [Roth et al., 2010], especially in ‘difficult’ patient cases
which show areas of colonic collapse and occlusion due to fluid residue.
• A software application is designed for the purposes of visualisation of CTC ‘fly-through’ data.
Specific methods have been implemented for both the creation of a reference standard of corre-
sponding locations between the prone and supine data sets; and also validation of surface regis-
trations by allowing automatic navigation from prone to supine acquisitions using the supplied
transformation field.
• Application of the registration algorithm to two main clinical contributions are discussed. An
external clinical validation is performed with data that are representative of clinical use. Also,
the registration algorithm is applied to co-register polyps between follow-up surveillance studies,
assessing registration accuracy over temporally separated acquisitions.
In section 1.2, I identify that Crohn’s disease can be staged and monitored using MR imaging
features, and that the most predictive of these features for tissue inflammation is bowel wall thickness.
The second major contribution of this thesis is a method to automatically quantify this biomarker. The
following contributions are described in further detail:
• A method is proposed to track sections of the bowel using a particle filter. A state distribution
is used to model the bowel, with each state corresponding to a position, orientation and shape of
the lumen. A Bayesian recursion equation is applied to estimate the posterior density of the state
space, by repeating prediction and measurement steps based on the MRI volume. The resulting
density is then used to calculate the centreline position.
• A subsequent method is proposed to estimate the positions of the inner and outer bowel wall by
analysis of cross sections corresponding to the plane perpendicular to the centreline. The problem
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is modelled with a MRF, using gradient based metrics extracted from the MRI volume to assign
costs to each possible bowel wall position. Performing inference on this model allows estimation
of the optimal position of the inner and outer bowel wall, and therefore the thickness. This method
is shown to give similar thickness measurements, and a similar level of inter-observer variability
to the human reader.
1.4 Structure of this thesis
Following this introduction, the structure of this thesis will be as follows: Chapter 2 will discuss the
existing methods for prone to supine CTC registration, along with their major disadvantages. A method
for endoluminal surface registration is described in detail [Roth et al., 2010], with a discussion of its
limitations. Chapter 3 presents the method for haustral fold matching, as well as a discussing on how
this may be used to improve the accuracy of previously introduced registration methods. Subsequent
validation is provided using an extensive set of corresponding landmark points. Chapter 4 provides
detail on the software application for the visualisation of CTC data, and validation of registration results.
Furthermore, the method for providing the reference standard used to validate the method in chapter 3 is
discussed. Chapter 5 presents two clinical studies that use the combined registration method discussed
in chapter 3, using the validation software discussed in chapter 4. Firstly, a study for external clinical
validation of the algorithm is presented, followed by a study using the registration for polyp surveillance
over temporally separated CTC cases.
In Chapter 6, a method is proposed to track sections of colon using a particle filtering method, and
subsequently perform bowel wall thickness calculations using gradient based information and a belief
propagation algorithm to find a global solution for the position of the inner- and the outer- bowel wall
for each circumferential loop of the colon lumen. Subsequent validation of this method is performed on
data showing a variety of case characteristics.
Chapter 7 discusses possible future work and improvements for the prone to supine CTC registra-
tion, and also the bowel wall thickness measurement methods. Finally, Chapter 8 provides a summary
for each chapter and concludes this thesis.
Chapter 2
Literature Review
2.1 CT Colonography Registration
The task is to establish point-by-point correspondence of the colonic wall from the prone and supine
views. However, the shape and position of the colon between these two views of the colon can be
large. The colon, insufflated with air or carbon dioxide can behave more like a filled bladder than a
rigid structure [Nain et al., 2002]. As such, the registration requires a highly non-rigid transformation,
preserving the topology of the colonic wall. The first work on a fully automatic algorithm [Acar et al.,
2001, Li et al., 2004] registers the supine and prone data sets using the relative colon wall positions to
an extracted centreline. This method however only takes into account one degree-of-freedom assuming
only linear shrinking and stretching of the colon. Other methods [Na¨ppi et al., 2005] attempt to establish
correspondence between the prone and supine data sets with the use of anatomic landmarks such as
the cecum, anus and sigmoid junction. The registration, however, is dependent on reliable anatomical
landmarks and susceptible to ambiguities. A voxel based approach [Suh and Wyatt, 2006] presents
a level-set representation of colon boundary using a distance map as input to a demons registration
algorithm. Most recently, surface based registration techniques [Roth et al., 2011] have performed a
cylindrical registration following a conformal mapping of colon surface to cylinder.
2.1.1 Centreline Registration Methods
Centreline based method were the first applied to prone to supine CT colonography (CTC) registration
[Acar et al., 2001, Nain et al., 2002, Li et al., 2004, de Vries et al., 2006, Wang et al., 2009]. Here,
linear shrinking and stretching operations based on relative centreline path geometries are used to find
corresponding path positions.
Coupling of extracted centreline features, such as local extrema [Acar et al., 2001, Li et al., 2004]
in prone and supine acquisitions have been used. Furthermore, extracted features of the endoluminal
surface such as average radial distance, circumference and surface curvatures [Nain et al., 2002] have
been used to match each pair of points on the centreline. Salient anatomical points such as the flexures
and junctions tend to be identifiable between patient positions and can be used to better align the cen-
treline paths [Wang et al., 2009]. Polyp matching can be performed by comparing registered centreline
positions, and with some methods [Li et al., 2004], polyp registration may be performed using further
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information about the polyp geometry and centreline offset.
These methods can only provide correspondence information in a single dimension corresponding
to the colon centreline path. They do not account for the twisting of the colon around the centreline
are therefore inherently limited in their potential registration accuracy. Areas of clinical interest, such
as polyps, are found on the endoluminal surface and so the correspondence of these locations cannot be
found directly using these methods.
2.1.1.1 Extraction of the Centreline
Figure 2.1: A centreline extraction algorithm [Nain et al., 2002] using a steady-state distribution of
temperature across an extracted isosurface. Each level set of this function consists of a loop around the
colon surface, shown here as individual segments of colour (left). The centre of mass of each segment
can be used to fit points along the centreline (right).
A centreline is defined by Blum et al. as the locus of centres of sphere contained in the shape [Blum,
1967]. Desired properties of a centreline have been defined by Wan et al. [Wan et al., 2002]:
• Connectivity - requires the centreline to be a sequence of directly connected voxels.
• Centricity - the centreline should be at maximal distance from the colon wall.
• Singularity - the centreline should be a single path.
• Detectability - centreline extraction should detect and tolerate branching or looping due to topo-
logical changes in colon dataset.
• Robustness - algorithms should perform consistently regardless of defined start and end point.
• Automation - end points should be determined automatically.
• Efficiency - algorithms should be computationally efficient.
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The segmentation and topological thinning of the colon has been established as an accurate method
for centreline extraction of the colon [Ge et al., 1999, Paik et al., 1998, Sadleir and Whelan, 2005].
Topological thinning of the binary colon volume however, usually results in more than a single path
from caecum to rectum, producing a graph structure. Therefore a subsequent graph search algorithm
must be performed to remove any loops and branched created by the thinning.
Other centreline extraction algorithms are based on level set methods such as ‘fast marching’
[Sethian, 1996, Cohen and Kimmel, 1997]. Here an image-based measure is built, defining a speed
function with which a wave front is propagated through the image, using the Eikonal equation (which
physically models wave-light propagation). These techniques have been extended [Deschamps and Co-
hen, 2001] to give an approach that is relevant in 3D, and adapted to the problem of tubular anatomical
structure extraction; as well as improvements made to the front propagation technique and reduction of
user interaction.
Nain et al. [2002] create a triangulated surface model of the colon with a ‘marching cubes’
[Lorensen and Cline, 1987] isosurface extraction algorithm. Centreline extraction is performed based
on a physical model. Colon start and end points are held at a constant temperature of 0 and 1. A steady-
state distribution of temperature across the surface is used to give a smooth temperature distribution from
end to end. Each level set of this function consists of a loop around the colon surface, the centre of mass
of which can be used to fit points along the centreline (figure 2.1).
Other methods are based on graph theory. Wan et al. [2001] use a distance from boundary (DFB)
field, containing the Euclidean distance from each voxel inside the volume to the nearest boundary point,
to create a directed weighted graph. This weighted graph is then used to build a minimum-cost span-
ning tree using a dynamic programming, shortest path algorithm [Dijkstra, 1959]. A fast heap-sorting
technique is used to detect the node with the minimum DFB cost. [Jiang and Gu, 2005] have improved
on these methods by employing a boundary voxels cutting (BVC) method to the Dijkstra shortest path
calculation. This speeds up the algorithm by removing colon boundary voxels which contribute nothing
to the centreline.
Subvoxel accuracy is achieved in [Van Uitert and Bitter, 2007]; rather than using distance fields
based on a binary mask, a subvoxel precise Euclidean distance field is used based on the level set time
crossing of the object. Instead of computing the centreline on the voxel grid and then applying a smooth-
ing technique, a smooth centreline at subvoxel accuracy is directly extracted from the subvoxel precise
distance field. This work has been extended [Van Uitert and Summers, 2007] to automatically and
accurately determine the centreline when the colon is over- or under- distended due to insufflation. Pre-
viously, this would give erroneous centrelines, with the insufficiently distended colon resulting in the
centreline not being fully extended throughout the entire colon, and the over-distended colon resulting
in the centreline crossing through the colon wall.
2.1.2 Landmark Registration Methods
Unlike previous methods based on colon centrelines, correspondence between the prone and supine data
sets has been established using anatomic landmarks [Na¨ppi et al., 2005]. First, the anus and flexures
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are identified as the maximal and minimal z-coordinates from the extracted region of the colon, and the
rectosigmoid junction as the most posterior point of the colon in the bottom 25% region data. A directed
iterative breadth-first region-growing method is then initiated from these points to detect the cecum,
sigmoid junction and the highest point of sigmoid colon. The colon is then converted into overlapping
segments based on their distance along the colon. False positives are then reduced by only allowing polyp
candidates to be matched if they appear in the same segment in both the prone and supine. Because of the
limited number of identified corresponding positions there is a limit to the level of accuracy achievable.
2.1.2.1 Matching of Teniae Coli
The teniae coli consist of three muscles; teniae libera, teniae mesocolica and teniae omentalis, that run
along the colon between the haustral folds. Attempts have also been made to use the teniae coli, as
landmarks for registration [Lamy and Summers, 2007a]. Following rigid alignment of the prone and
supine data sets by use of anatomical markers, namely the femoral heads and vertebral bodies, the teniae
coli are registered using a similar method to centreline registration discussed earlier [Li et al., 2004],
where local extrema in each of the three axes are iteratively matched for each of the teniae. Due to no
robust algorithms having been developed for the extraction of the teniae coli, these are defined manually
using a 2D flattened representation of the colon [Huang et al., 2007].
Methods for automated teniae coli extraction [Umemoto et al., 2008, Lamy and Summers, 2007b]
rely on the prior extraction of the haustral folds. Umemoto et al. [2008] generate an unfolded image
of the colon, then identify the teniae coli by connecting the centres of gravity of the haustral folds in
the direction of the colon ends. Lamy and Summers [2007a] use a clustering of haustral folds based
on their extremities, i.e. the points of maximal and minimal angle with respect to the centreline, and
their latitudinal coordinate value on a surface graph of the colon wall. A shortest path between vertices
on the cluster may then be constructed to form segments of the teniae coli. This method is limited to
the ascending and transverse colon as the number of haustral folds in the other parts of the colon are
insufficient. Hence, both methods suffer from the fact that haustral folds cannot be detected along the
whole length of the colon.
Wei et al. [2012] propose a method for teniae coli extraction also based on an unfolding image of the
endoluminal surface. A 2D height map is generated, and a Gabor filter bank designed to extract features
of haustral fold. Based on the filter bank response, the haustral folds centres can be extracted, and
subsequently the teniae coli. The method shows promising accuracy, however shows similar limitations
as the above methods in that the teniae coli can not be reliably extracted in the descending colon due to
its less haustrated appearance. It is also not clear how well the method would perform in cases with local
colonic collapse, or residual fluid.
2.1.2.2 Matching of Haustral Folds
The haustral folds are on fixed positions on the colon wall and can be used both directly for registration,
and for extraction of the teniae coli which can subsequently be used for registration. Curvature based
filtering methods [Huang et al., 2005] have been used for identification of the haustral folds. By fitting
quadric surfaces to the voxel on the colon wall, you are able to extract information [Umemoto et al.,
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2008, Lamy and Summers, 2007a], about shape index and curvedness [Koenderink and van Doorn,
1992], maximum principle curvature and Gaussian curvature to identify the folds.
Oda et al. [2009] exploit the fact that haustral folds are almost perpendicular to the colon centreline.
By setting a plane at regular intervals along the centreline, with a plane normal perpendicular to the
centreline, difference values across this plane indicate that there exists a series of voxels that change
rapidly from air to colon to air, and indicate the presence of a haustral fold. Another method [Chowdhury
et al., 2009] proposes the use of level sets and a combination of heat diffusion and FCM (fuzzy c-means)
algorithm.
Another method [Fukano et al., 2010] uses a difference filter in the direction of the colon centre-
line to extract haustral fold volumes. Haustral fold matching is then performed by first identifying the
flexures, sigmoid, caecum and rectum, using centreline curvature properties. Prone and supine haustral
folds are registered based on their distance from these anatomical landmarks and their volume. Valida-
tion is split between large and small haustral folds, where 65.1% of large and 13.3% of small folds were
correctly registered. Unfortunately the paper does not mention the criteria of classification for large or
small folds, nor does it give a ratio of occurrence within a CT volume. This work was extended by Oda
et al. [2013], by using a dynamic programming technique. Again, the distance to extracted landmark
positions, and the volumes of haustral folds are used as cost functions in the matching process. They
define registration error as the distance between an erroneously registered haustral fold and a correct
haustral fold along the centreline. However, given that using this definition a correctly registered fold
gives a registration error of 0mm in this 1D space, the reported mean registration error is low at 4.7mm.
A ratio of correctly to incorrectly registered folds is not provided.
2.1.2.3 Matching of Polyps
In Liu et al. [2011], a method is proposed to automatically match polyps between prone and supine
acquisitions, to facilitate the matching of CAD findings. A feature selection and metric distance learning
approach is used to learn a covariance-matrix boosted Mahalanobis distance and to build a pair-wise cost
function to matching polyps based on their extracted CAD features. When finding the nearest neighbour
using this distance over a large testing database, the retrieval rate was 75%. This method of registration
has the advantage of insusceptibility to collapsed segments as a full registration between the prone and
supine acquisitions is not required; however, if a polyp is occluded in one acquisition the algorithm will
not aid in finding the correct corresponding position.
2.1.2.4 Matching of other features
Most recently, Wang et al. [2012] used a graph matching algorithm to register a set of features extracted
from colon segmentations. A set of key points are detected by the n-SIFT algorithm and matched using
an algorithm based on mean field theory. The main advantage of the method is that definition of a colon
centreline is unnecessary; however reported mean registration error was 37.6mm.
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2.1.3 Volumetric Registration Methods
Suh and Wyatt [2006] present a series of methods [Suh and Wyatt, 2006, 2007, 2008] for the registration
of prone and supine data set with a level-set representation of the colon boundary using a distance
map. From this level-set representation, a demons [Thirion, 1998] algorithm is used to register the two
volumes. The method was extended [Suh and Wyatt, 2007] to include an extracted centreline piece-
wise matching method [Wan et al., 2002], where motion vectors taken from differences in the centreline
positions are used to construct a 3D deformation field. Also, registration techniques in the presence
of topological changes, such as collapsed regions of the colon, have been addressed [Suh and Wyatt,
2008]. The validation for these methods is based around the overlap ratios: the intersection of the two
binary volumes over their union; which may not correlate with the accuracy of registration on the colon
wall. The computational requirement of the algorithms used is also very large. An elastic registration
algorithm has also been used [Plishker and Shekhar, 2008], imposing physical restraints on a free form
deformation grid. The methods is aimed at simplifying the correspondence of features by allowing
movement of control points, and propagating this deformation through the grid using constraints on
control point distances and shearing. Again, computational requirement is large and no validation is
provided.
2.1.4 Surface Registration Methods
Figure 2.2: A visualisation of the unfolded endoluminal colon surface using the Ricci flow method [Jin
et al., 2008]. A conformal mapping is used to transform the top left prone surface into the top unfolded
image, and the top right supine surface into the bottom unfolded image. Registration is simplified in this
two dimensional image domain.
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Surface based approaches were first introduced [Oda, 2006] for an efficient visualisation technique
for polyp detection. The virtual colon is ’flattened’ using a spring model allowing viewing of the mesh
in 2D. Qiu et al. [2008] use a conformal mapping technique called the discrete Ricci flow which al-
lows mapping of a 3D mesh to a 2D surface whilst preserving vertex angles. This image is used to
visualise high density regions using volume rendering to produce electronic biopsy images. Zeng et al.
[2010a] combined conformal mapping with feature matching between the prone and supine endoluminal
surfaces. The prone and supine colonic segmentations were mapped onto five rectangle pairs. Corre-
spondences were established using a feature matching method based upon mean curvature. The method
relied on accurately determining five matching segments in the prone and supine datasets, which is dif-
ficult to achieve and may be impossible with local endoluminal collapse. The method proposed by Roth
et al. [2011], aims to overcome these limitations by mapping the entire endoluminal surface to a cylin-
der. Dense surface correspondence was then achieved by a conformal mapping of the prone and supine
endoluminal surfaces to 2D cylindrical domains using Ricci flow [Jin et al., 2008, Zeng et al., 2010a],
followed by a non-rigid cylindrical intensity based registration using a B-spline method [Rueckert et al.,
1999] with a sum-of-squared-differences similarity metric based on shape index (SI) [Koenderink and
van Doorn, 1992]. However, this method can be susceptible to mis-registration of contiguous sections
by one or two haustral folds due to the repetitive similarity of neighbouring features and may not achieve
sufficient accuracy if the prone and supine acquisition differ considerably in terms of distension or en-
doluminal collapse.
2.2 Details of surface registration method
This section will describe work carried out by Roth et al. [2010] in the registration of prone and supine
CTC surface meshes using a conformal mapping method. Assistance in the development of the registra-
tion algorithm was provided by myself, including development of a graphical user interface (see chapter
4) for visual assessment of 3D and 2D surface registration results. Also, help was provided in drafting
of the corresponding journal paper [Roth et al., 2010], although the algorithm was primarily devised by
Holger Roth.
Here it is recognised that the colon is a very flexible organ, and therefore a full 3D registration must
preserve the topology of the colon wall. To reduce the complexity of this registration, it is recognised that
the colon is topologically cylindrical and therefore the registration may be performed between simplified
cylindrical representations of the CTC data. In this form large deformations and twisting of the colon
can be represented as more straightforward 2D transformations. The cylindrical representation allows
a mapping of any 3D position along the colon wall s(x, y, z) to a 2D point p(x, y) corresponding to a
distance along the centreline and angular position. A metric value if assigned to each 2D point based
on curvature metrics extracted from the CTC surface meshes, and this is used to drive a non-rigid B-
spline registration [Rueckert et al., 1999] in 2D space. The technique for mapping the colon to a cylinder
used in this work is provided by conformal maps. They provide a one-to-one mapping of a 3D surface
mesh to a 2D domain, with the constraint of minimising the distortion of local angles in the transformed
mesh [Floater and Hormann, 2005]. This ensures that the entire surface is mapped whilst preserving
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Figure 2.3: An overview of prone to supine CTC registration based on conformal mapping of the en-
doluminal colon surfaces. The colour scale represents the shape index at each coordinate, calculated
from curvature based metrics extracted at each local region. Endoluminal surface meshes Sp and Ss
are mapped to cylindrical representations Pp and Ps using transformations fp and fs respectively. Non-
registration is performed in cylindrical space, resulting in transformation Tcyl. The transformation Tps
between endoluminal surfaces in R3 can be derived from a concatenation of these transformations.
surface features, such as polyps and haustral folds. The registration principle is described below. A
prone endoluminal colon surface Sp in R
3 is transformed to a parameterisation Pp in R
2 by using the
one-to-one mapping fp. Similarly, the corresponding supine surface Ss is transformed to Ps using the
mapping fs. If the transformation Tcyl between these two cylindrical representations Pp and Ps can
be found, the transformation Tps between the surfaces Sp and Ss can be determined using the inverse
mapping functions f−1p and f
−1
s . The relationships between mappings are illustrated in Fig. 2.2.
2.2.1 Colon Segmentation
As a prerequisite to extracting the prone and supine endoluminal surface meshes S, the volume defining
the colon lumen L must be defined via a segmentation step applied to the original CTC data. For this,
the method described in Slabaugh et al. [2010] is used. An intensity threshold is set to first segment all
intraluminal gas tair ≤ −750HU (Hounsfield units). A second threshold is set to segment all tagged
residual fluids tfluids ≥ 300HU . Tagged fluid and air filled segmentations must then be combined to
create a complete segmentation of the colon lumen, however due to partial volume effects, the voxels that
correspond to regions of the gas/fluid interface may not be included in either segmentation. This interface
may be included in the combined segmentation by performing a morphological dilation of the fluid region
in the direction opposing gravity. The height of the structuring element used varied between 2-4 voxels,
with the voxel sizes of the image varying between 0.59mm × 0.59mmm × 0.70mm and 0.93mm ×
0.93mm × 1.0mm. If the dilated regions overlap with the air segmentation, both segmentations are
included in the final volume.
The clinical region of interest for detection of colonic polyps is in the large intestine, however gas
insufflation of the colon may result in gas-filled regions of the small intestine which may be included in
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the segmentation resulting from the previously described step. This be separated from the colon lumen
segmentation by a morphological erosion of the segmentation with a spherical structuring element of
radius r. The connected components of the resulting segmentation are labelled, and the component with
the greatest volume is selected as the colon lumen. This is then dilated with a structuring element of
radius r. A range of values between 1 and 5 voxels is used for r, and the optimal parameter selected
by visual inspection of the resulting segmentation L. The insufflation catheter will often be excluded
from the segmentation, but can be easily included using a morphological closing of a selected area of the
rectum.
Figure 2.4: Segmentation (shown in red) of the colon lumen by intensity thresholding. Images clockwise
from top left show: An axial slice of a CTC volume with the patient lying prone; all ‘air’ voxels thresh-
olded with an intensity less than tair = −750HU ; all ‘fluid’ voxels thresholded with an intensity greater
than than tfluids = 300HU ; the combined thresholded image, adjusted for partial volume effects at the
air-fluid boundary.
2.2.2 Endoluminal Surface Meshing
In order to extract the endoluminal surface meshes S, the lumen-colon interface must be approximated
from borders of the segmented volumes L. For this, the marching cubes algorithm [Lorensen and Cline,
1987] is employed. This creates a triangulated mesh from the isosurface defined by segmented volume
L, which is subsequently smoothed using a low-pass filtering method [Taubin et al., 1996]. Finally,
the mesh vertex count is reduced with use of a quadric mesh decimation technique Hoppe [1999] to
produce a mesh of high enough density to capture the prominent colon surface features, whilst reducing
the complexity of the conformal mapping.
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Figure 2.5: Circle packing metric on a mesh after Ricci flow convergence (left), and on a zoomed in
section displaying individual mesh triangles (right). Each vertex vi is circumscribed by a circle of radius
γi defined by the geometry of the local area of the surface mesh S. Angles θi are given by the inside
angles of triangles connected by vertex vi. [Image courtesy of Holger Roth]
2.2.3 Conformal Mapping of the Endoluminal Surface
The method selected for parameterisation of endoluminal surface meshes S onto a cylindrical represen-
tation is a process called Ricci flow [Hamilton, 1982]. This method deforms the surface locally based on
the Gaussian curvature at that point, such that a desired target Gaussian curvature is achieved. This is
originally described in a continuous Riemannian setting, however it can be applied to discrete piece-wise
linear triangulated surfaces such as the meshes described in section 2.2.2 with a method described by Jin
et al. [2008]. The advantage of using this method over other conformal mapping methods [Zeng et al.,
2010a], is that no definition of a boundary along which the surface may be opened, needs to be defined.
The discrete Ricci flow equation is defined on a discrete surface mesh S, with a discrete circle
packing metric which acts to bridge the continuous Riemannian setting, and the discrete Ricci flow
domain [Gu et al., 2003].
dγ(t)
dt
= (K¯i −Ki)γi. (2.1)
Here, γ is the circle radius used in the circle packing metric (see Fig. 2.2.3). Ki is the Gaussian
curvature measured at vertex vi, and K¯i is the target Gaussian curvature at that vertex. t is current
algorithm iteration. In our case, we wish to reduce the dimensionality of the colon surface mesh S from
R3 to R2, and so for each vertex the target Gaussian curvature K¯i is set to zero. The Gaussian curvature
Ki at a given vertex vi can be calculated as the angle deficit of the nearest angles or its surrounding
triangular faces fijk on a boundary free surface S:
Ki = 2π −
∑
fijk∈S
θjki , (2.2)
where θjki are the corner angles of the triangles fijk which include the vertex vi. The endoluminal
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surface meshes S must also be converted from a genus-zero surface S (sphere-like in topology) to a
genus-one surface SD (torus-like in topology) to allow the mapping of surface S onto a plane in R2 [Jin
et al., 2008]. This new surface is produced by duplication of the original surface mesh, and removal of
a set of vertices at the region of the caecum and the rectum to create two open-ended, tube-like objects.
These two surfaces are then connected along the open-ended section at the two extremities in a similar
manner to the technique in [Hong et al., 2006].
The algorithm proceeds as such. First, an approximation of the initial circle packing metric is
calculated. The circle radius γi of each vertex vi is defined:
γi =
1
m
∑
fijk∈F
γjki , (2.3)
wherem is the number of adjacent triangle faces F that share the same vertex i. γjki is define for every
face F :
γjki =
lki + lij + ljk
2
, (2.4)
where lki, lij and ljk are the edge lengths of triangle fijk. From the circle packing metric γi, an initial
weighting φij can be assigned to each edge eij connecting vertices vi and vj using the cosine law:
l2ij = γ
2
i + γ
2
j + 2γiγj cosφij . (2.5)
2.2.3.1 Gradient descent
It is shown [Jin et al., 2008] that the Ricci flow is the gradient flow of a function that can be minimised
using a gradient descent algorithm. For Euclidean geometry, a measure ui = log γi leads to the discrete
Ricci flow formulation:
dui(t)
dt
= (K¯i −Ki), (2.6)
which can be solved using a step factor ǫ:
u′i = ui + ǫ(K¯i −Ki). (2.7)
The gradient descent method is iterated until a threshold Emax is reached at which convergence
is said to be reached. Emax which is calculated as the global maximum error between all Gaussian
curvature valuesKi and the desired target Gaussian curvature value Kˆi (zero). This results in a mesh P
in R2 which provides a two dimensional parameterisation of each surface position in S. For this work,
convergence was said to be achieved at Emax = 10
−6, using a gradient descent step size of ǫ = 0.1.
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2.2.3.2 Newton’s method
Faster convergence of the Ricci flow method can be achieved using Newton’s method [Jin et al., 2008].
Using the circle packing metric in eqn. 2.5, it can be shown that:
Ki = 2π −
∑
fijk∈S
cos−1(γ2i + γiγj cosφij + γkγi cosφki − γjγk cosφjk). (2.8)
Differentiation with respect to ui and uj leads to:
δKi
δui
=
δγi
δui
δKi
δγi
= γi
∑
fijk∈S
AD −BC
A
√
A2 −B2
δKi
δuj
=
δγj
δuj
δKi
δγj
= γj
∑
fijk∈S
AF −BE
A
√
A2 −B2
, (2.9)
where:
A = 2lij lki
B = l2ij + l
2
ki − l2jk
C = 2(γi + γj cosφij)
lki
lij
+ 2(γi + γk cosφki)
lij
lki
D = 2(2γi + γj cosφij + γk cosφki)
E = 2(γj + γi cosφij)
lki
lij
F = 2(γi cosφij − γk cosφjk)
. (2.10)
The derivatives in equation 2.9 allow the computation the Hessian matrix with elements δKiδui and
δKi
δuj
,
which is used to solve the discrete Ricci flow using Newton’s method [Jin et al., 2008]. Using New-
ton’s method gives a computational speed increase of several orders of magnitude in comparison to the
gradient descent method (≈ 70s compared to ≈ 10hr).
2.2.4 Generation of cylindrical images
The previously generated 2D planar embeddings P of surfaces S, are resampled between the cylindrical
coorindates of 0◦ and 360◦ (see Fig. 2.2.4) to create raster images which can then be subsequently
aligned with a non-rigid intensity based registration.
Sampling curvature information at the corresponding points of parameterised surface P allows
generation of raster images I for the prone and supine endoluminal colon surfaces. Here, an image
ratio is chosen such that is represents the ratio of colon circumference with respect to its length. For
all un-collapsed cases used in this work, the mean length was 1.7m and the mean circumference was
108mm giving a ratio of 15.7. The chosen pixel ratio chosen was therefore at a ratio of 16, giving pixel
dimensions of nx = 4096 and ny = 256. With this resolution nx × ny any two neighbouring pixels
correspond to 3D positions which are 0.27mm(±0.29mm) apart, with 99% of neighbouring pixel being
less that 1.2mm apart. This allows a fine alignment of the prone and supine surfaces.
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Figure 2.6: The resulting planar embedding P of endoluminal surface mesh S are copied and stacked to
form a continuous surface. This is the resampled between the horizonal lines to cover a 360◦ rotation of
the endoluminal colon surface. [Image courtesy of Holger Roth]
2.2.4.1 Intensity information
For each pixel of raster-image I in cylindrical space, an intensity value is assigned to allow alignment of
the prone and supine images. These values are generated from local curvature measured, sampled from
the endoluminal surface mesh S at positions corresponding to the pixel position in I . The curvature
computation used in this study is carried out using the C++ implementation of VTK1 [Schroeder and
Martin, 2005].
From local surface curvature measurements, the shape index (SI) can be computed (see Fig.
2.2.4.1). Shape index is a normalised shape descriptor based on local curvature, defined as:
SI =
1
2
− 1
π
arctan
(
κmax + κmin
κmax − κmin
)
, (2.11)
where the principal curvatures κmax and κmin are the maximum and minimum curvatures computed on
the surface S [Koenderink and van Doorn, 1992].
cup rut saddle ridge cap
Figure 2.7: Shape index metric used for the intensity based registration of parameterised raster images
I . The colour scheme displayed here is consistent throughout this thesis.
The shape index represents the local topology of the surface, and can describe structure of the
endoluminal colon surface, such as haustra, haustral folds and polyps. It has been been successfully
applied as a CAD metric in the detection of colonic polyps [Yoshida and Na¨ppi, 2001].
2.2.5 Cylindrical B-spline registration
In order to provide an initialisation for the registration algorithm, the splenic and hepatic flexures are
automatically detected and used to create a linear scaling of the cylindrical raster images I in the direction
of the colon centreline. The flexures are detected based on local maxima of the z-coordinate of the colon
centreline. The hepatic flexure is detected as the first local maximum from the caecum, that is above
1www.vtk.org
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threshold Thepatic. The splenic flexure is detected as the first local maximum from the direction of the
rectum, which lies above threshold Tsplenic. In order to reject unrealistic flexure detections, flexures are
discarded if their centreline positions vary by a factor of tvar between the prone and supine datasets. By
empirical experimentation, the parameters used for the study were set at thepatic = 60%, tsplenic = 95%
and tvar = 5%.
The alignment between the rasterised prone and supine shape index images Ip and Is is achieved
using a cylindrical, non-rigid B-spline registration method based on 3D free form deformation based
registration [Rueckert et al., 1999], implemented in the open-source package NiftyReg2. The equation
for cylindrical B-spline deformation is:
Tcyl(~x) =
∑
i,j
β3
(
x
δx
− i
)
× β3
(
y
δy
− j
)
× ~φij , (2.12)
where i and j give the x- and y- axis coordinates, and indexing by k allow control points that lie outside
the control grid (in the y- direction) to be taken from the opposite side of the grid:
k =


j +Nδy if j < 0
j if 0 ≤ j < Nδy
j −Nδy if j ≥ Nδy
, (2.13)
and β3 is the standard cubic B-spline function, here shown in a single dimension:
β3(x) =


2
3 − |x|2 + 12 |x|3 |x| < 1
− 16 (|x| − 2)3 1 ≤ |x| < 2
0 |x| ≥ 2
. (2.14)
2.2.5.1 Objective function
The objective function used to best align the two cylindrical images Ip and Is is:
O(Ip, Is(Tcyl; {~φ}) = (1− λ− µ)Csimilarity(Ip, Is(Tcyl))− λCsmooth(Tcyl)− µCareapres(Tcyl),
(2.15)
where the similarity metric is the negative mean squared difference (MSD) between the aligned
images:
Csimilarity = −MSD = − 1
N
∑
~x∈Ω
[Ip(~x)− Is(Tcyl(~x))]2, (2.16)
where N = nx × ny is the total number of pixels in the images. The bending energy is analogous to the
energy needed to bend a thin metal plate [Rueckert et al., 1999] and creates a smooth deformation by
2sourceforge.net/projects/niftireg
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penalising non-affine tranformations:
Csmooth =
1
N
∑
~x∈Ω
(∣∣∣∣δ2Tcyl(~x)δx2
∣∣∣∣
2
+
∣∣∣∣δ2Tcyl(~x)δy2
∣∣∣∣
2
+ 2
∣∣∣∣δ2Tcyl(~x)δxy
∣∣∣∣
2
)
. (2.17)
Lastly, the area preserving constraint penalises expansion or contraction of a local region, and is calcu-
lated based on the determinant of the Jacobian matrix:
Careapres =
1
N
∑
~x∈Ω
[log(det(Jac(Tcyl(~x))))]
2. (2.18)
A multiresolution registration approach is used to first capture large deformation, followed by finer
surface details. This increases the chance of optimising to the global maximum solution. A seven level
image pyramid is used, with the final resolution using control a point grid of 4096× 256. The objective
function parameters are set to λ = 1e−4 and µ = 1e−4, which were found to recover the majority of the
deformation occurring between the two images, whilst preventing unrealistic levels of deformation.
2.2.6 Problem and proposed solution
The method described above shows good accuracy in regions where the colon is well-distended in both
prone and supine acquisitions, and when no segmentation errors are present. However, this method can
be susceptible to mis-registration of contiguous sections due to the repetitive similarity of neighbouring
features and may not achieve sufficient accuracy if the prone and supine acquisition differ considerably
in terms of distension or endoluminal collapse (see Fig. 2.2.6). Mis-registration may also occur as a de-
gree of rotation, especially in cases that have a large amount of colon twisting. I propose a novel method
to establish correspondence between the two acquisitions automatically. Previous methods attempt to
match corresponding haustral folds based on spatial location and size alone, e.g. [Fukano et al., 2010,
Zeng et al., 2010a]. A novel fold-matching metric is used, based on depth map images of the endolumi-
nal surface at fold positions as well as local geometric information. The problem is first simplified by
detecting haustral folds using a graph cut method applied to a surface mesh generated from the segmen-
tation of the colonic lumen. A virtual camera is used to create a set of images which provide a metric for
matching pairs of folds between the prone and supine acquisitions. Image patches are generated at the
fold positions using an endoluminal surface mesh depth map rendering and optimised by performing a
virtual camera registration over a restricted set of degrees of freedom. The intensity difference between
image pairs, along with additional neighbourhood information to enforce geometric constraints over a
2D parameterisation of the 3D space, are used as unary and pair-wise costs respectively, and included
in a Markov Random Field (MRF) model to estimate the maximum a-posteriori fold labelling assign-
ment. This new haustral fold matching method is a principal contribution of this thesis and is described
in detail in Section 3.2.3. A new initialisation method is also introduced. First the sparse positions and
displacements of the corresponding fold matches are mapped onto a 2D domain created by performing
a conformal mapping using the Ricci flow algorithm [Jin et al., 2008, Zeng et al., 2010b], to construct
an underlying function based on multilevel B-splines that can be evaluated at any point to give a trans-
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Figure 2.8: External surface rendering of the transverse colon in a CTC dataset. A set of reference
standard points are transformed using the intensity based surface registration method, and their posi-
tions (green) are shown alongside their correct positions. The red lines show the Euclidean distance
registration error.
formation from the prone to the supine data. This transformation is refined further by the intensity based
registration in [Roth et al., 2010]. This method explicitly addresses the problem of colonic collapse. Full
details of the full surface-based registration and initialisation methods are provided in Section 3.2.4.
2.3 Detection of MRI Signs of Crohn’s disease
The need for a computer-assisted model for automated detection of mural inflammation in patients with
Crohn’s disease was identified in [Tielbeek et al., 2012]. The ability to grade disease severity is recog-
nised as limited due to the weak to moderate interobserver variability of subjective MRI features [Ziech
et al., 2011]. A pipeline for automated assessment of disease severity was introduced by Vos et al. [2012],
including procedures for image analysis, classification and visualisation to predict colonoscopy disease
score. Included is a proposal of a bowel wall segmentation method to allow analysis of bowel wall thick-
ness as a function of time; a method for registration of Dynamic Contrast Enhanced MRI (DCE-MRI)
images, to allow for generation of accurate Time Injection Curves (TIC); a method for identification
of diseased regions by classification of texture features by machine learning techniques; and finally a
method for effective visualisation of disease by volume rendering.
In [Mahapatra et al., 2013a] low level features based on image intensity, texture and shape asym-
metry are combined with a supervised learning approach to classify patches of pixels in abdominal MRI
images as ‘diseased’ or ‘normal’. Texture maps are created based on Gabor filter banks, and shape asym-
metry features based on entropy of orientation distributions with each patch providing multidimensional
features. A range of classifiers are used: random forests, support vector machines, and a naive Bayesian
classifier giving a high level of classification accuracy. Mahapatra et al. [2013b] extend this method to
perform efficient classification over a large volume, by first segmenting the volume into super voxels by
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a k-means clustering of voxels using image boundary information [Achanta et al., 2012]. This allows
random forest classification of supervoxels followed by graph cut segmentation to identify contiguous
regions of disease. Most recently in [Mahapatra et al., 2014], feature vectors are extracted from overlap-
ping 8 × 8 voxel image patches. A query sample selection helps select the most informative unlabelled
patches by visual saliency, allowing a radiologist to classify the patches with the most contextual infor-
mation. Again, graph-cuts are used to segment the volume based on the image patches to classify areas
of disease.
Li et al. [2011] propose a method to perform non-rigid motion correction in free-breathing abdom-
inal DCE-MRI data. A large number of volumes are dynamically acquired and retrospective gating
used to select those volumes which are in a similar point in the respiratory cycles, based on the sum-
of-squared-differences error between them. A Discrete Cosine Transformation (DCT) [Ashburner and
Friston, 1999] is then used to co-register all selected volumes to a reference volume. The effectiveness of
the algorithm is evaluated by assessment of the TICs in three regions of interest, showing less fluctuation
in the gated and registered images, in comparison to the entire dynamic volume stack.
A method for measurement of wall thickness of the colon using ultrasound has been published
[Nordin et al., 2012]. Multiple methods are evaluated for segmentation of a single image slice: Otsu’s
thresholding [Otsu, 1979], followed by region growing; level set segmentation; adaptive thresholding;
Canny edge detection. The distance across these segmented region is measured and compared against a
human reader. Results for a very small sample size (n=5) are shown. It is unclear which of these methods
was selected to give the results shown, or what advantage this may have over manual measurement.
2.3.1 Problem and proposed solution
As discussed previously (section 1.2.3.2), a poor level of intraobserver agreement of bowel wall thick-
ness measurements in MRI for Crohn’s disease patients is observed; giving a clear need for a system
for robust and reproducible measurements, which could be achievable with an automated approach. I
propose a novel method which will automatically track sections of bowel, and subsequently make mea-
surements of the bowel wall thickness in circumferential loops. The term tracking is used instead of
segmentation, as the algorithm estimates a state distribution of bowel parameters for each position along
the bowel centreline (time step), with each state corresponding to a position, orientation and shape of
the bowel. This framework allows the application of Bayesian recursion equations to estimate the pos-
terior density of the state-space at each time step, by undertaking a prediction and measurement step.
The prediction step describes the evolution of a state at each time step, and the measurement model
relates a noisy measurement at each time step to a state. Recursive propagation can only be tractable in
very specific cases, and so the optimal Bayesian solution is approximated by a method called particle
filtering. Subsequently, estimation of the positions of the inner and outer bowel walls are made based
on their positions on a plane perpendicular to the centreline. The problem is modelled with a Markov
Random Field, and gradient based metrics are extracted from the MRI volume to give costs to assigning
inner or outer bowel wall positions to particular coordinates on the cross section. Performing inference
on this model allows estimation of the optimal global solution, and therefore the most probably likely
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configuration of bowel wall positions, given the model parameters. Full details of these algorithms are
provided in chapter 6.
Chapter 3
Endoluminal Surface Registration for CT
Colonography using Haustral Fold Matching
The work in this section has been published in the journal Medical Image Analysis [Hampshire et al.,
2013b]. The methods described in this chapter were devised by myself, in addition to the testing and
analysis of results, and the writing of the aforementioned journal paper. Conversion of CTC volumetric
data to surface meshes, and intensity based surface registrations were performed by Holger Roth, as per
the description in section 2.2.
3.1 Introduction
I propose a novel method to establish correspondence between prone and supine CT colonography acqui-
sitions automatically. Previous methods attempt to match corresponding haustral folds based on spatial
location and size alone, e.g. [Fukano et al., 2010, Zeng et al., 2010a]. A novel fold-matching metric is
used, based on depth map images of the endoluminal surface at fold positions as well as local geometric
information. The problem is first simplified by detecting haustral folds using a graph cut method applied
to a surface mesh generated from the segmentation of the colonic lumen. A virtual camera is used to
create a set of images which provide a metric for matching pairs of folds between the prone and supine
acquisitions. Image patches are generated at the fold positions using an endoluminal surface mesh depth
map rendering and optimised by performing a virtual camera registration over a restricted set of degrees
of freedom. The intensity difference between image pairs, along with additional neighbourhood infor-
mation to enforce geometric constraints over a 2D parameterisation of the 3D space, are used as unary
and pair-wise costs respectively, and included in a Markov Random Field (MRF) model to estimate the
maximum a-posteriori fold labelling assignment. This new haustral fold matching method is a the prin-
cipal contribution of the paper and is described in detail in Section 3.2.3. MRFs have been used in the
task of feature matching, although they have been primarily applied in the field of computer vision for
deformable image matching [Shekhovtsov et al., 2008]. A new initialisation method is also introduced.
First the sparse positions and displacements of the corresponding fold matches are mapped onto a 2D do-
main created by performing a conformal mapping using the Ricci flow algorithm [Jin et al., 2008, Zeng
et al., 2010b], to construct an underlying function based on multilevel B-splines that can be evaluated
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at any point to give a transformation from the prone to the supine data. This transformation is refined
further by the intensity based registration in Roth et al. [2010]. This method explicitly addresses the
problem of colonic collapse. Full details of the full surface-based registration and initialisation methods
are provided in Section 3.2.4.
3.2 Methods
3.2.1 Overview
Firstly, the haustral folds are extracted along the length of both the prone and supine colon using the
method described in section 3.2.2. Once these discrete sets of locations have been extracted, a MRF
model is used to create a one to one mapping using the method described in section 3.2.3.
3.2.2 Haustral Fold Segmentation
Haustral folds are elongated, ridgelike endoluminal structures and can be identified by extracting cur-
vature measurements from a triangular mesh representation of the colonic wall. The maximum and
minimum values of the normal curvature at a point are called the principal curvatures, k1 and k2 respec-
tively. A metric based on the principal curvatures is used to perform a binary classification of each vertex
as fold, or non-fold:
M = k1 − γ||k2|| (3.1)
This recognises that at a fold, one expects k1 >> 0 and k2 ≈ 0. The γ parameter penalises the
metric against curvature in any direction other than in the maximum, helping to separate the folds at the
tenaie coli. The surface mesh is first simplified using an edge collapse transformation process [Hoppe,
1999] to a resolution of ∼ 0.2 polygons/mm2, at which level the haustal folds are still clearly visible.
Following this, the mesh is treated as a graph, with graph nodes defined by the mesh vertices and graph
edges defined by the mesh edges. Using a virtual sink and source with the given weighting, a graph cut
segmentation [Boykov and Kolmogorov, 2004] is performed which minimises the energy function:
∑
p
Ep(fp) +
∑
p
∑
q∈Np\q
δpq(fp, fq), (3.2)
Where fp and fq are the binary labels of neighbouring nodes p and q, corresponding to fold or non-fold,
and Np is the neighbour set of p defined by the directly connected vertices. The function Ep is defined
as:
Ep(fp) =


M if fp is fold
−M if fp is non-fold
, (3.3)
and δpq is a Potts energy function smoothing term:
δpq(fp, fq) =

 0 if fp = fqζ if fp 6= fq (3.4)
This model considers only the equality or inequality of labels and captures the assumption that
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labelling should be piecewise constant. This results in a label assignment of fold or non-fold over the
entire surface mesh. The centre of each fold is taken as the vertex with the shortest maximum distance
to any vertex lying on the border of the segmented region. Qualitative visual results are promising (Fig.
3.1).
Figure 3.1: Virtual colonoscopy (left), external (right) and internal (bottom) views of segmented haustral
folds with marked centres. Red and blue sections represent fold and non-fold labelled vertices respec-
tively.
3.2.3 Haustral Fold Matching
The matching of prone and supine haustral folds is formulated as a labelling problem. The identified
haustral folds in the prone data set are modelled as sites, each of which has an associated random variable
taking on a discrete label taken from the set of haustral folds identified in the supine data set. This set
of random variables form a Markov Random Field (MRF) which allows us to model a-priori knowledge
of contextual dependencies between labels in terms of clique potentials. The objective is to find the
maximum a posterior (MAP) labelling solution. Our MRF is defined as such:
• A set of sites S = {1, ..., n} corresponding to the haustral folds in the prone data set.
• A neighbourhood system N = {Ni|∀i ∈ S}, defining the extent of local connections between
sites.
• A pair-wise clique defined on N and S, C2 = {{i, i′}|i ∈ S, i′ ∈ Ni}, allowing the inclusion of
a-priori knowledge of geometric dependencies between label configurations.
3.2. Methods 55
• A set of random variables F = {F1, . . . , Fn} taking on a discrete label f = {f1, . . . , fn} taken
from the set of haustral folds identified in the supine data set.
The set of random variables F form a Markov random field on S with respect to N if they satisfy
the following Markov properties:
Pr(f) > 0, ∀f ∈ F (3.5)
Pr(fi|fS\i) = Pr(fi|fNi) (3.6)
With fi denoting that Fi take on value fi at site i. The second property states that the configuration
at a given site fi is statistically dependent only on the configuration of the sites in its neighbourhood fNi .
Similarly, a configuration at site fi is statistically independent of all other sites fS\Ni . By observing
that we may reformulate F as a Gibbs distribution, Hammersley-Clifford theorem [Hammersley and
Clifford, 1968] states that the probability of a particular configuration can be calculated by defining
clique potentials. The possible configurations f of F take the form:
Pr(f) = Z−1 × exp− 1T U(f) (3.7)
Where Z is a normalising constant:
Z =
∑
f∈F
exp−
1
T
U(f) (3.8)
and U is an energy function given by the sum of clique potentials over all cliques C:
U(f) =
∑
c∈C
Vc(f) (3.9)
Clique potentials allow the modelling of a-priori knowledge about the contextual dependencies
between labels at neighbouring sites. Cliques of order two are used, allowing us to enforce geometric
constraints between pairs of labels. Lower energies given by U(f) for a particular configuration F
correspond to more likely labelling solutions. T is named the temperature parameter and controls the
sharpness of the distribution Pr(f). Calculation of the normalising constant Z is intractable, however
calculation is not important when finding the MAP solution as a maximisation of Pr(f) is required. As
we wish to find the MAP solution, posterior term is maximised:
f (MAP ) = argmax
f
Pr(f) ∝
[
exp−
1
T
U(f)
]
(3.10)
Similarly the logarithm of this expression can be maximised so that:
f (MAP ) = argmax
f
[
− 1
T
U(f)
]
(3.11)
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The maximisation can be interpreted as taking the more general form by expanding the summation
of clique potentials to take into consideration only one, and two cliques:
f (MAP ) = argmax
f

−∑
i∈S
Vi(fi)−
∑
i∈S
∑
j∈Ni
Vij(fi, fj)

 (3.12)
where Vi(fi) is the unary term, a cost function for assigning the label fi to site i. Similarly, the
pair-wise term Vij(fi, fj) is the cost for assigning neighbouring sites i and j labels fi and fj . This can
more intuitively be thought of as a minimisation of the energy function:
f (MAP ) = argmin
f

∑
i∈S
Vi(fi) +
∑
i∈S
∑
j∈Ni
Vij(fi, fj)

 (3.13)
3.2.3.1 Unary Cost Function
The aim is to calculate an n × m unary cost matrix, where n = ‖S‖ is the number of sites or prone
folds, and m is the number of labels or supine folds. To calculate the cost Vi(fi), depth map images
are rendered at the fold positions, visualising the internal colon wall (Fig. 3.2). The depth map images
provide a description of the colon surface at the position of haustral folds, as well as the configuration
of colonic pathology in the local region. The perspective projections provide a degree of invariance
to colon wall deformation due to patient repositioning, whilst also allowing for a direct comparison
between images. The images are generated by exploiting the Z-buffer from the graphics rendering model.
Normally this buffer contains values that relate to the distance of an object from the camera position and
is used to specify the order that polygons should be rendered in order to generate an image of the scene.
Using a perspective camera model, the z buffer value z′ is a value in the range [-1, 1] specified in terms
of the distances of near and far clipping planes of the viewing frustum with respect to the real object
distance z [Lengyel, 2004]:
(a) (b) (c) (d)
Figure 3.2: Internal views of rendered haustral fold in the prone (a) and supine (c) view, with their
corresponding depth map images (b) and (d).
z′ =
far + near
far − near +
1
z
(−2 · far · near
far − near
)
(3.14)
This can be rearranged in terms of z to retrieve true depth values:
z =
2 · far · near
far + near − z′(far − near) (3.15)
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The resulting images are then compared using a mean-squared-error (MSE) metric. An optimisation
over the external parameters of the virtual camera used to visualise the supine dataset accounts for any
inaccuracies in the fold point identification. Restricting the number of degrees of freedom of camera
search ensures that the camera focus remains on the correct fold. The degrees of freedom (see Fig. 3.3)
are as follows:
• Elevation (θ) - the fold centre and camera right vector give a position and axis about which the
camera is rotated
• Roll (φ) - rotation around the camera view direction
• Dollying (τ ) - translation along the camera right vector
• Zoom (η) - the distance from camera position to fold centre
Figure 3.3: Virtual camera with restricted set of degrees of freedom for optimisation. Image shows view
along (left) and perpendicular to (right) the axis of the colon.
Given the four parameters θ, φ, τ , η; the optimisation finds the local minimum in a MSE between
the depth map images I1 and I2 using Powell’s gradient descent method [Fletcher and Powell, 1963].
The camera position is initialised to the closest intra-luminal centreline point to the fold with the camera
‘up’ vector set to the tangent to the centreline curve and viewpoint centred on the fold. A multi-resolution
approach is used to increase the chance of the optimisation converging on the correct minima. Adding a
scaling parameterW allows the weighting of unary to pair-wise costs:
R(I1, I2) =W
√
MSE(I1, I2|θ, φ, τ, η). (3.16)
Additionally, a constraint is added so that the matching folds must lie in a similar region. The normalised
fold centreline positions in the prone and supine νˆc = [0, 1], are used to limit corresponding fold matches
to a fraction ω of the total colon centreline length. Finally, a constant unary cost α is associated with the
assignment of the null label f0 to any given node, allowing for missing labels. The unary costs are then
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defined:
Vi(fi) =


α if fi = f0
R(I1, I2)−min(R(I1, ·)) if νˆpronec = νˆsupinec ± ω
∞ otherwise
, (3.17)
where min(R(I1, ·)) is the minimum cost for depth map I1 over all depth maps.
3.2.3.2 Pair-wise Cost Function
To improve labelling performance, geometric information about neighbouring fold positions can be used.
In this work an adapted frame (t, u, v) on the centreline curve r(ξ) is used. An adapted frame is a set
of orthonormal vectors, where t is the unit tangent and u and v span the curve normal plane. The most
familiar case of an adapted frame is the Frenet frame which defines u and v as the curve normal n and
binormal b respectively:
t =
dr
dξ
| drdξ |
, n =
dt
dξ
| dtdξ |
, b = t× n. (3.18)
Unfortunately, the Frenet frame suffers from indeterminacies at inflexions where r′′ is parallel to r′, or
vanishes, and therefore n and b are undefined. As such, the rotation of such a frame about the tangent of
a general curve often leads to undesirable twists in frame orientation (Fig. 3.4). In this work a Rotation
Minimising Frame (RMF), specifically the double inflexion method in Wang and Joe [1997] is employed
to define a moving frame that does not rotate about the instantaneous tangent of the centreline curve r(ξ)
(Fig. 3.4) by minimising the global error Eg of the magnitude of the angle between the reference vectors
of frames Ui and Ui+1:
Eg =
n−1∑
i=0
|∠(Ui, Ui+1)|. (3.19)
The resulting set of reference frames can then be use to describe the relative position of each fold to
its neighbours: ν = [νc, νθ]
T ; where νc is the difference in fold position along the centreline and
νθ = [π/2,−π/2] is the difference in angle of rotation around the centreline with respect to the RMF.
For each fold position p, the corresponding centreline position c can be found with a surface to centreline
correspondence method. I use the conformal mapping technique described in [Roth et al., 2010]. A
degree of rotation θ can be defined by interpolating a RMF corresponding to centreline position c, and
projecting the vector from centreline position to fold p onto the curve normal plane defined by u and
v (Fig. 3.5). The angle θ between this vector p′ and the RMF normal u then gives a relative degree of
rotation with respect to the RMF and can be used to compare neighbouring folds.
This 2D parameterisation simplifies the description of the translation between corresponding pairs
of folds between the prone and supine as the centreline νc and rotational νθ displacement should be
similar (νprone ≈ νsupine). Alternatively we can state νprone = νsupine + ǫ, where ǫ represents
some uncertainty, and can be modelled with a zero mean bivariate normal distribution ǫ ∼ N (0,Σ),
with Σ = diag(σ2c , σ
2
θ). Finally we recognise that the position of a neighbouring site becomes more
uncertain as the displacement along the centreline increases. In order to model this uncertainty we look
at the distribution of stretching and rotation of corresponding fold pairs between the prone and supine
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Figure 3.4: Parameterisation based on Frenet-Serret (left) and Rotation Minimising (right) Frames. Ref-
erence vectors shown are: tangent (red), normal (yellow) and binormal (green).
p
p'u
v
t
θ
Figure 3.5: Calculation of relative angle of rotation of haustral fold position with respect to an adapted
frame.
views, with respect to the centreline distance between the two folds.
By observing the variance in centreline and rotational (Fig. 3.6) displacement over a set of training
data (described in detail in Section 3.3.2), a second order polynomial function can be fitted to model the
error:
σ2c = a2ν
2
c + a1νc + a0, (3.20)
σ2θ = b2ν
2
c + b1νc + b0. (3.21)
With this information, a pair-wise cost for assigning neighbouring sites i and j label configurations fi
and fj , is defined by the negative log-normal distribution:
ϕij(fi, fj) =
(νprone − νsupine)TΣ−1ij (νprone − νsupine)
2
. (3.22)
As the angle element of vector (νprone − νsupine) can only be in the range [π/2,−π/2], ±π is added
until this requirement is met. A local neighbourhood system is defined in order to enforce local geometric
constraints on neighbouring fold positions. The local neighbourhood of a site is set to be:
N locali = {{j}|j 6= i, ‖(νc)i − (νc)j‖ < k}, (3.23)
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Figure 3.6: Distance between folds against variance in centreline (left) and rotational displacement
(right) between corresponding fold pairs.
where k is a threshold distance. Pairs of sites that are separated by a local colonic collapse are removed
from the neighbourhood set. A uniqueness constraint is also enforced so any two sites may not be
assigned the same label. This is included in the pair-wise cost function by connecting each site with
every other site in a global neighbourhood system:
Nglobali = {{j}|j 6= i, j 6∈ N locali }, (3.24)
and defining the pair-wise cost of assigning the same label to two different nodes to be infinity, except in
the case of a null label assignment. The full pair-wise cost function is:
Vij(fi, fj) =


∞ if fi = fj 6= f0
β
if Sj ∈ N locali ∧
(fi = f0 ∨ fj = f0)
ϕ(fi, fj)
if Sj ∈ N locali ∧
fi 6= f0 ∧ fj 6= f0
0 otherwise
. (3.25)
3.2.3.3 MRF Inference
Submodularity influences the choice of inference algorithm that may be applied to the problem of gen-
erating the optimal labelling. A submodular energy function is one which, for all labels, satisfies:
V (fd, fe) + V (fg, fg) ≤ V (fd, fg) + V (fg, fe), (3.26)
which must hold for all labels fd, fe, fg ∈ f . The uniqueness constraint on the pair-wise costs means
the problem of solving the MRF is non-submodular as V (fg, fg) = ∞, which restricts the possible
algorithm choice for MAP inference. The min-sum Belief Propagation (BP) algorithm is suitable for
this purpose [Weiss and Freeman, 2001]. It is known that BP is exact on acyclic tree-like graphical
models, but has been shown to give a good MAP estimate in graphs with loops. The BP algorithm works
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by passing messages between nodes of a graph defined by the set of sites S, with edges defined by the site
neighbourhoodsN. Each messageM is an i dimensional vector, with i equal to the number of possible
labels. At each iteration at time t, every node sends messages to each of its neighbours in parallel, whilst
also receiving messages itself. Letmtp→q be the message that node p passes to node q at iteration t. All
entries inm0p → q are initialised to zero. At each iteration, new messages are computed as follows:
mti→j(fj) = min
fi

Vi(fi) + Vij(fi, fj) + ∑
s∈Ni\j
mt−1s→i(fi)

 , (3.27)
where Ni\j denotes all neighbours of i other than j. After T iterations, the belief vector for each node
may be computed:
bj(fj) = −

Vj(fj) + ∑
s∈Nj
mTs→j(fj)

 . (3.28)
The belief vector bj(fj) expresses the negative cost of assigning each label fj to site j. The algorithm
will converge on a solution if the system reaches a state where the messages stabilise; however, this is
not guaranteed in a graph with loops as the system may flip between a pair of states in each iteration.
Convergence can be aided with the use of message damping, where the actual messages at time t are
computed:
mt
′
p→q(fq) = (1− τ)mtp→q(fq) + τmt−1p→q(fq). (3.29)
Once the algorithm has terminated, each node is assigned the label having the maximum belief:
f∗q = argmax
fq∈f
bq(fq). (3.30)
3.2.3.4 Inverse Consistency
In the methods presented, the algorithm is configured with the haustral folds in the prone view as the
set of nodes in the MRF, and the haustral folds in the supine view as the labels (or vice-versa). The
algorithm is run in both directions and the intersection of the labelling results is used. For each node
where null labels are present in both directions or the labelling in one direction differs from the labelling
in the other direction, the null label is assigned. This results in an increase in the accuracy of the fold
labelling at the expense of an increase in null label assignments.
3.2.3.5 Parameter Training
The parameters to model the error in the pair-wise cost function are derived from the statistical analysis
of reference standard fold matches in the training data described in section 3.3.2. W , k, α, β and τ ; the
weighting of unary to pair-wise cost functions, node neighbourhood threshold, costs for assigning the
null label in the unary and pair-wise cost function, and the message damping parameter respectively, are
found using a gradient ascent optimisation. Parameters are trained on separate datasets to those used for
validation and are listed in Table 3.1.
62 Chapter 3. Endoluminal Surface Registration for CT Colonography using Haustral Fold Matching
Table 3.1: Table of optimised parameters used for validation.
Parameter Symbol Value
Second order centreline variance coefficient a2 8.19× 10−4
First order centreline variance coefficient a1 0.331
Zero order centreline variable coefficient a0 11.8
Second order rotational variance coefficient b2 6.67× 10−3
First order rotational variance coefficient b1 3.76
Zero order rotational variable coefficient b0 650
Unary / pairwise cost function weighting W 8.87× 10−3
Null label unary cost α 6.23× 10−2
Null label pairwise cost β 0.839
Message damping parameter τ 0.813
3.2.4 Surface Based Registration
There are scenarios where obtaining a one-to-one surface correspondence is required, such as to locate a
possible polyp position in both the prone and supine views. In this case, the results of this fold matching
method can be used to provide automated initialization for a surface-based registration technique [Roth
et al., 2010].
The intensity-based registration (IBR) algorithm proposed by Roth et al. [2010] recognises that the
colon is topologically cylindrical and reduces the complexity of the registration by mapping each point on
the endoluminal surface onto a cylindrical representation with the use of a conformal mapping technique
[Hamilton, 1982]. This allows the registration to account for the large 3D deformations between the
prone and supine views as a more simple 2D cylindrical deformation. The registration is then represented
as a transformation between the two cylinders and includes non-linear stretching along the cylinder, and
local torsion and rotation. A shape index metric is calculated at each point of the cylindrical image and
used to drive a B-spline intensity based registration [Rueckert et al., 1999] in a cylindrical domain to
achieve correspondence between the two views.
The following different methods are compared:
• Linear Scaling Initialisation with Intensity Based Registration (LSI w/ IBR): The locations of the
hepatic and splenic flexures are used as in Roth et al. [2010]. These are automatically detected
based on local maxima of the z-coordinate of the centreline. The flexure positions may be dis-
carded if their centreline distance vary by more than a certain threshold. The positions of found
flexure are mapped onto the cylindrical images and used to provide a linear scaling of prone image
in the direction of the centreline. This is used as an initialisation to the intensity-based registration
in Roth et al. [2010]
• B-Spline Initialisation without Intensity Based Registration (BSI w/o IBR): The positions of the
detected haustral folds and the corresponding locations in the prone and supine views are used to
perform a multilevel B-spline point based deformation of the prone image (see Section 3.2.4.1).
• B-Spline Initialisation with Intensity Based Registration (BSI w/ IBR): The same as above, but used
as an initialisation to the intensity-based registration algorithm proposed by Roth et al. [2010].
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To determine the registration error, each reference standard point is transformed from one dataset to the
other using the registration result, and the 3D Euclidean distance between this and the corresponding
reference standard point is measured.
3.2.4.1 B-Spline Initialisation (BSI)
We wish to approximate a smooth function f which relates the (x, y) points in the prone unfolded image,
to their (x′, y′) positions in the supine image over domain Ω = (x, y)|0 ≤ x < m, 0 ≤ y < n. To do
this, the set of folds P = {(xc, yc, vc)} is used where (xc, yc) is a point in Ω and vc is the value at
(xc, yc). The mapping is defined in terms of two functions: x
′ = X(x, y) and y′ = Y (x, y). As these
functions can be derived simultaneously, we use the notation v = (x′, y′) = f(x, y). To approximate the
data P , we use function f as a uniform bicubic B-spline, defined by control lattice Φ overlaid on domain
Ω using the method in Lee et al. [1997]. I also assume Φ is an (m+ 3)× (n+ 3) lattice, wherem and
n are the image dimensions defined in lattice control points. φij is defined as the value of ij-th control
point on lattice Ω for i = −1, 0, ...,m + 1 and j = −1, 0, ..., n + 1. The approximation function f can
then be defined:
f(x, y) =
3∑
k=0
3∑
l=0
Bk(s)Bl(t)φ(i+k)(j+l) (3.31)
where i = ⌊x⌋ − 1, j = ⌊y⌋ − 1, s = x− ⌊x⌋, and t = y − ⌊y⌋. Bk and Bl are basis functions:
B0(t) = (1− t)3/6
B1(t) = (3t
3 − 6t2 + 4)/6
B2(t) = (−3t3 + 3t2 + 3t+ 1)/6
B3(t) = (t
3)/6
, (3.32)
where 0 ≤ t < 1. For every point in P = {(xc, yc, vc)} a different value φc of each of the control points
φij is defined:
φc =
wcvc∑3
a=0
∑3
b=0 w
2
ab
, (3.33)
where wc = wkl = Bk(s)Bl(t), k = (i+ 1)− ⌊xc⌋, l = (j + 1)− ⌊yc⌋, s = xc − ⌊xc⌋, t = yc − ⌊yc⌋.
Only data points in the 4 x 4 neighbourhood of each control point are taken into consideration. To choose
a value for each φij from the contributions from each point φc the error e(φij) =
∑
c(wcφij − wcφc)2
is minimised by differentiating e(φij) with respect to φij giving:
φij =
∑
c w
2
cφc∑
c w
2
c
. (3.34)
To allow for a smooth function over the entire domain and more accurate local deformations, a mul-
tilevel B-spline approximation is used to generate a hierarchy of control lattices from coarse to fine.
A refinement process is used to reduce the sum of these functions into one B-spline function. For
each level of control lattice Ψk a finer control lattice Ψ
′
k is derived such that F (Ψ
′
k−1) = F (Ψk−1)
and F (Ψ′0) = f0 where f0(xc, yc) = (xc, yc). We then derive control lattice Φk to approximate data
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Pk = {(xc, yc,∆kvc)}, where∆kvc = vc−
∑k−1
i=0 fi(xc, yc) = ∆k−1vc−fk−1(xc, yc), and∆0vc = vc.
Each function defined by control lattice Φk serves to remove the residual error from the refined coarser
lattice Ψ′k−1 at each level. A progressive control lattice Ψk = Ψ
′
k−1 + Φk can now be defined from the
coarsest to finest levels. As the end points of the colon are fixed, the image should not be transformed in
the direction of the x-axis at the x-axis extrema, so at each refinement the residual error Φk is calculated
and the x-component of the data∆x′ = 0 is set at points {φij |i = −1, 0,m,m+1; j = −1, 0, ..., n+1}.
I apply this technique to the images created by a conformal mapping [Roth et al., 2010] of the
endoluminal surfaces of prone and supine images onto a rectangular domain. The sparse set of data points
P = {(xc, yc, vc)} have their positional information {(xc, yc)} taken from the positions of haustral folds
mapped onto the 2D domain, and the vertical and horizontal displaced positions {vc = (x′c, y′c)} of the
corresponding positions in the supine image. To allow for a pseudo-continuous function over the y-axis,
the image is repeated and stacked over the y-axis. Due to the true cylindrical nature of the registration
problem, there is an ambiguity over the direction of vertical displacement in the 2D images, resulting
from the periodicity of the boundary in the vertical dimension. To create a smooth displacement, the
B-spline fitting is repeated and at each iteration the datum Pc with the maximum error between the
y component of the estimated and true displacement ey = |(F (xc, yc) − vc)y| is adjusted such that
v′c = vc + sign((F (xc, yc) − vc)y) · ymax where ymax is the size of the image in the y-direction. The
image is then shifted in the y-direction so as to minimise vc and the full multi-level B-spline fitting is
repeated to give the final function F (Ψ) with control lattice Ψ.
Now for every position in the prone image Pprone = {(x, y)} ∈ Ω the function F can be used
to find the corresponding position in the supine image Psupine = {(x, y)} ∈ Ω. This transformation
is used as an initialisation to the intensity-based B-spline registration function presented in Roth et al.
[2010] to create a finer composite registration.
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Figure 3.7: Images of the endoluminal surface produced from the conformal mapping technique (case
11) showing the full registration with B-spline initialisation. The colour scheme shows the Shape Index
(SI) and the vectors show the displacements generated from the landmark registration. Images show:
a) the source (prone) image; b) the ambiguous vector direction on the source image; c) the sorted dis-
placements; d) the source image vertically aligned to reduce displacements; e) the source image with
displacement vectors and regular grid; f) the result of the landmark B-spline initialisation with trans-
formed image and grid; g) the refinement with the intensity based registration (with same grid); h) the
target (supine) image.
3.3 Experimental results
3.3.1 Clinical Validation
Ethical approval and informed consent were obtained to use anonymised CT colonography data. Colonic
cleansing and insufflations had been performed in accordance with current recommendations [Taylor
et al., 2007].
3.3.2 Haustral Fold Matching
For the purpose of establishing a fold labelling between the prone and supine acquisitions, the same 34
patient cases used in a previous publication [Roth et al., 2010] were selected. In 24 of the cases, the
colon was optimally distended in both views, and fluid tagging (allowing for digital cleaning of residual
fluid) was used or little fluid remained. This allowed a continuous segmentation over the full length of
the colon using the methods described in Roth et al. [2010]. The other 10 cases exhibit local colonic
collapse and are used to further validate the method. The datasets were randomly allocated into training
and validation sets using a random permutation, resulting in training and validation sets both with 17
prone and supine cases of which 5 exhibited one or more areas of local colonic collapse (see Table 3.2
for details), and 4 cases which had been excluded from the previous study due to marked differences in
local distension and therefore different surface features (cases 9-12). A subset of the cases used in this
study are shown in Fig. 3.8.
Two radiologists (EH, AP) and a computer scientist (TH) with experience of reading CTC images,
independently established a reference standard by matching haustral folds using virtual colonoscopic
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Table 3.2: Information of cases exhibiting local luminal collapse. For each case, the number of collapsed
regions in the prone and supine images are displayed, along with the Euclidean distance across each re-
gion from centreline end-point to centreline start-point. Locations of collapse are given (DC: descending
colon; SC: sigmoid colon).
Prone Supine
Case No. Collapses Location Distance (mm) No. Collapses Location Distance (mm)
13 1 DC 65.0 0 - -
14 1 DC 245.1 1 DC 272.4
15 0 - - 1 SC 26.0
16 3 DC 6.5 0 - -
DC 34.4 - -
SC 8.0 - -
17 0 - - 1 DC 18.3
reconstructions, external renderings of the endoluminal surface, and unfolded images achieved by per-
forming a conformal mapping of the endoluminal surface mesh onto a plane. Any folds where confident
manual correspondences between the two views could not be established were excluded from the de-
rived reference standard. All readers were unaware of the algorithm results. The reference standards
were compared for consistency, and any discrepancies were resolved by the three readers in consensus.
This resulted in a total of 1743 corresponding fold pairs over the 17 validation datasets. To assess al-
gorithm performance, for each case the maximum a posteriori labelling solution is compared against
the reference standard described above. The number of reference standard points that were correctly
matched by the algorithm is given by the number of ’hits’. Similarly, the number of reference standard
points that were incorrectly matched by the algorithm is given by the number of ’misses’. The ’misses’
consist of the union of the set of reference standard points that have been assigned the incorrect label,
and the set of labels that have been assigned to the incorrect reference standard point. The resulting
accuracy for each case is calculated as hits/(hits+ misses).
Table 3.3 shows the performance of the algorithm using the unary cost function alone. Table 3.4 shows
the performance using the pairwise cost function only, with and without inverse consistency. In all cases
the unary prior based on centreline distance and the pairwise uniqueness constraint are used to allow for
a fair comparison. Table 3.5 shows the results using the full MRF cost function, with and without the
inverse consistency constraint. Table 3.8 and summarise the performance of the individual cost functions
with respect to the case features (fully distended or collapsed), in terms of accuracy and total number
of output labels. It is apparent that across all datasets, using only the unary cost function results in a
poor labelling accuracy with a mean of 44.2%, which is unsurprising since neighbouring haustral folds
appear similar. Performance by using the pair-wise cost function alone is considerably better with mean
accuracy of 81.6%. It is interesting to compare the pair-wise cost function results with the full model:
using the subset of cases with a fully distended colon, mean accuracy only increases from 87.1% to
90.1%, compared to the much larger difference in the subset of cases exhibiting local colonic collapse
where mean accuracy increases from 68.2% to 79.4%. There are two possible explanations: Firstly, the
pair-wise cost function model will more likely converge to the correct solution when there is similarity
in the pattern of segmented folds in the 2D parameterised space. In cases where local collapse is exhib-
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Figure 3.8: Surface rendered examples of a subset of the cases used for validation. Top row shows prone
view. Bottom row shows supine view. Cases shown from left to right are: 9, 14 and 16.
ited, the folds are less likely to be segmented correctly and therefore the likelihood of pattern similarity
between the two acquisitions decreases. Secondly, the pair-wise cost function is more likely to converge
on the correct solution when there is a fully connected graph along the entire colonic length. The local
neighbourhood network of edges that make up the graph structure in the MRF are disconnected where
there is local collapse as the geometric relationships between pairs of folds across this space cannot be
as easily determined. This creates two subgraphs which may converge on the incorrect labelling solution
without the unary costs in place. The inverse consistency constraint gives a better performance in terms
of accuracy for the unary cost only, pair-wise cost only, and full model increasing accuracy from 44.3%
to 75.1%, 81.5% to 91.8%, and 86.9% to 96.1% respectively. This is, however achieved by reducing the
mean number of labels: from 106.2 to 23.5, 99.6 to 77.2, and in the case of the full model from 119.4
to 99.0. It is of interest to note that applying the pair-wise only model with inverse consistency to case
4 gives no labels, as when running algorithm (prone to supine, supine to prone) it converges on entirely
different solutions. Also, using the full model with inverse consistency gives a 29% increase in the mean
number of output labels compared to using pair-wise cost only.
In Tables 3.6 and 3.7 the performance of the algorithm is compared to the performance of the
individual readers. It is clear that the algorithm achieves a very similar level of mean accuracy at 96.1%
compared to the mean reader accuracy of 97.5%. It also labels a similar mean number of folds at 99.0
per case, compared to the mean reader number of folds at 93.9 per case.
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To analyse the distributions of fold labelling in the reference standard and in the output of the
algorithm, areas of the colon have been discretised with respect to the normalised centreline distance and
the distribution of labelled folds expressed as a percentage of total folds in that region. Fig. 3.9 shows
that the percentage of labelled folds in the reference standard (total 58.5%) and in the algorithm output
(total 56.5%) follow similar distributions, with a higher confidence of fold labelling in the caecum (at
0.0) and rectum (at 1.0), and lower in the transverse and descending colon. This is due to less ambiguity
in the positions of corresponding haustral folds at the terminations of the colon as a result of a reduced
level of deformation and more straightforward identification of stable anatomical landmarks for which
the relative positions of folds can be located.
Figure 3.9: Normalised distributions of labelled folds with respect to normalised centreline distance
(caecum at 0, rectum at 1) in the reference standard (left) and the MAP labelling (right).
3.3.3 Full Surface Registration
Registration error was assessed by performing the full surface registration using the Linear Scaling Ini-
tialisation with Intensity Based Registration (LSI w/ IBR) and the new B-Spline Initialisation (BSI) with
and without subsequent IBR using the same cases and reference standard as in Section 3.3.2. Results
are shown in Table 3.9. It is clear that the BSI with IBR method outperforms both the BSI without IBR
and LSI with IBR registration methods with a mean Euclidean error of 6.0mm(±1.9mm), compared to
8.5mm(±3.8mm) and 11.9mm(±11.1mm) respectively. Using a Related Samples Wilcoxon Signed
Rank Test on the Euclidean error of all 1743 fold pairs in the final reference standard, the differences in
error between the BSI without IBR and LSI with IBR, BSI with IBR and BSI without IBR, and BSI with
IBR and LSI with IBR methods are statistically significant with p = 0.043, p < 0.001 and p < 0.001
respectively.
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Table 3.3: Fold labelling performance using the unary costs only, with and without inverse consistency.
The number of folds identified in the Reference Standard (RS) are shown along with the number of
algorithm output labels. From the intersection of the reference standard folds and the algorithm labelled
folds, the number of correct hits and incorrect misses are displayed along with the accuracy calculated
from these.
Unary Costs Only Unary Costs with Inverse Consistency
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 77 24 19 55.8% 28 16 7 69.6%
2 134 106 37 42 46.8% 24 14 8 63.6%
3 127 103 44 39 53.0% 39 31 4 88.6%
4 64 101 33 23 58.9% 20 13 0 100.0%
5 85 95 37 33 52.9% 22 12 3 80.0%
6 137 121 35 46 43.2% 33 16 8 66.7%
7 166 137 42 64 39.6% 28 19 4 82.6%
8 76 79 23 22 51.1% 15 12 1 92.3%
9 92 114 16 46 25.8% 20 7 7 50.0%
10 70 89 13 27 32.5% 13 7 1 87.5%
11 177 164 34 80 29.8% 36 17 11 60.7%
12 72 80 21 16 56.8% 18 6 4 60.0%
Subset Mean 106.3 105.5 29.9 38.1 45.5% 24.7 14.2 4.8 75.1%
C
o
ll
ap
se
d
13 96 88 31 26 54.4% 22 19 3 86.4%
14 94 94 17 44 27.9% 14 5 8 38.5%
15 61 87 20 27 42.6% 19 15 2 88.2%
16 107 122 22 50 30.6% 14 7 1 87.5%
17 109 148 36 35 50.7% 34 21 7 75.0%
Subset Mean 93.4 107.8 25.2 36.4 41.2% 20.6 13.4 4.2 75.1%
Total Mean 102.5 106.2 28.5 37.6 44.3% 23.5 13.9 4.6 75.1%
Table 3.4: Fold labelling performance using the pair-wise costs only, with and without inverse consis-
tency. The number of folds identified in the Reference Standard (RS) are shown along with the number of
algorithm output labels. From the intersection of the reference standard folds and the algorithm labelled
folds, the number of correct hits and incorrect misses are displayed along with the accuracy calculated
from these.
Pair-wise Costs Only Pair-wise Costs With Inverse Consistency
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 71 39 9 81.3% 59 34 6 85.0%
2 134 104 87 6 93.5% 103 87 5 94.6%
3 127 132 101 7 93.5% 131 101 7 93.5%
4 64 72 30 12 71.4% 0 0 0 N/A
5 85 79 73 0 100.0% 75 69 0 100.0%
6 137 145 98 8 92.5% 123 81 7 92.0%
7 166 150 136 2 98.6% 149 135 2 98.5%
8 76 78 59 1 98.3% 77 58 1 98.3%
9 92 85 47 7 87.0% 65 44 0 100.0%
10 70 74 35 10 77.8% 40 34 1 97.1%
11 177 156 79 39 66.9% 105 77 6 92.8%
12 72 76 38 7 84.4% 46 33 4 89.2%
Subset Mean 106.3 101.8 68.5 9.0 87.1% 81.1 62.8 3.3 94.6%
C
o
ll
ap
se
d
13 96 88 59 11 84.3% 79 59 6 90.8%
14 94 78 22 32 40.7% 23 22 0 100.0%
15 61 69 39 8 83.0% 58 39 3 92.9%
16 107 100 24 40 37.5% 69 23 25 47.9%
17 109 136 85 4 95.5% 110 83 4 95.4%
Subset Mean 93.4 94.2 45.8 19.0 68.2% 67.8 45.2 7.6 85.4%
Total Mean 102.5 99.6 61.8 11.9 81.5% 77.2 57.6 4.5 91.8%
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Table 3.5: Fold labelling performance using the full MRF model, with and without inverse consistency.
The number of folds identified in the Reference Standard (RS) are shown along with the number of
algorithm output labels. From the intersection of the reference standard folds and the algorithm labelled
folds, the number of correct hits and incorrect misses are displayed along with the accuracy calculated
from these.
Full Model Full Model with Inverse Consistency
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 95 57 9 86.4% 93 57 8 87.7%
2 134 137 115 5 95.8% 136 115 5 95.8%
3 127 143 118 1 99.2% 140 116 1 99.1%
4 64 85 50 4 92.6% 78 49 3 94.2%
5 85 97 82 1 98.8% 94 82 0 100.0%
6 137 168 116 7 94.3% 152 115 4 96.6%
7 166 176 154 3 98.1% 175 153 3 98.1%
8 76 95 69 1 98.6% 94 69 1 98.6%
9 92 106 43 18 70.5% 61 39 0 100.0%
10 70 101 58 3 95.1% 69 56 0 100.0%
11 177 176 124 18 87.3% 151 123 2 98.4%
12 72 83 27 15 64.3% 45 27 5 84.4%
Subset Mean 106.3 121.8 84.4 7.1 90.1% 107.3 83.4 2.7 96.1%
C
o
ll
ap
se
d
13 96 110 65 19 77.4% 82 63 5 92.6%
14 94 76 26 28 48.1% 18 18 0 100.0%
15 61 87 49 5 90.7% 68 45 1 97.8%
16 107 148 84 11 88.4% 104 81 3 96.4%
17 109 147 86 7 92.5% 123 84 6 93.3%
Subset Mean 93.4 113.6 62.0 14.0 79.4% 79.0 58.2 3.0 96.0%
Total Mean 102.5 119.4 77.8 9.1 86.9% 99.0 76.0 2.8 96.1%
Table 3.6: Comparison of the individual readers with the consensus reference standard. The number of
folds identified in the consensus Reference Standard (RS) are shown along with the number of reader
output labels. From the intersection of the reference standard folds and the reader labelled folds, the
number of correct hits and incorrect misses are displayed along with the accuracy calculated from these.
Reader 1 Performance Reader 2 Performance
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 68 62 2 96.9% 76 61 1 98.4%
2 134 133 126 0 100.0% 103 94 2 97.9%
3 127 142 124 0 100.0% 109 104 0 100.0%
4 64 58 45 0 100.0% 61 45 2 95.7%
5 85 79 74 1 98.7% 84 80 0 100.0%
6 137 136 120 0 100.0% 120 100 8 92.6%
7 166 135 134 0 100.0% 157 148 1 99.3%
8 76 86 74 0 100.0% 74 59 4 93.7%
9 92 85 75 0 100.0% 92 66 5 93.0%
10 70 77 66 0 100.0% 81 45 5 90.0%
11 177 188 168 0 100.0% 138 111 10 91.7%
12 72 64 55 0 100.0% 89 59 2 96.7%
Subset Mean 106.3 104.3 93.6 0.3 99.6% 98.7 81.0 3.3 95.8%
C
o
ll
ap
se
d
13 96 75 73 0 100.0% 98 80 6 93.0%
14 94 52 52 0 100.0% 97 85 0 100.0%
15 61 61 56 0 100.0% 76 53 4 93.0%
16 107 96 85 0 100.0% 113 83 1 98.8%
17 109 133 102 0 100.0% 103 87 5 94.6%
Subset Mean 93.4 83.4 73.6 0.0 100.0% 97.4 77.6 3.2 95.9%
Total Mean 102.5 98.1 87.7 0.2 99.7% 98.3 80.0 3.3 95.8%
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Table 3.7: Comparison of the third reader and algorithm output with the consensus reference standard.
The number of folds identified in the consensus Reference Standard (RS) are shown along with the
number of reader/algorithm output labels. From the intersection of the reference standard folds and the
reader/algorithm labelled folds, the number of correct hits and incorrect misses are displayed along with
the accuracy calculated from these.
Reader 3 Performance Algorithm Performance
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 70 60 2 96.8% 93 57 8 87.7%
2 134 113 108 0 100.0% 136 115 5 95.8%
3 127 102 94 0 100.0% 140 116 1 99.1%
4 64 55 52 0 100.0% 78 49 3 94.2%
5 85 94 82 1 98.8% 94 82 0 100.0%
6 137 97 89 1 98.9% 152 115 4 96.6%
7 166 136 125 1 99.2% 175 153 3 98.1%
8 76 62 60 2 96.8% 94 69 1 98.6%
9 92 60 55 0 100.0% 61 39 0 100.0%
10 70 72 63 1 98.4% 69 56 0 100.0%
11 177 137 121 6 95.3% 151 123 2 98.4%
12 72 76 63 1 98.4% 45 27 5 84.4%
Subset Mean 106.3 89.5 81.0 1.3 98.5% 107.3 83.4 2.7 96.1%
C
o
ll
ap
se
d
13 96 75 72 0 100.0% 82 63 5 92.6%
14 94 67 44 15 74.6% 18 18 0 100.0%
15 61 63 52 3 94.5% 68 45 1 97.8%
16 107 84 79 0 100.0% 104 81 3 96.4%
17 109 86 77 1 98.7% 123 84 6 93.3%
Subset Mean 93.4 75.0 64.8 3.8 93.6% 79.0 58.2 3.0 96.0%
Total Mean 102.5 85.2 76.2 2.0 97.1% 99.0 76.0 2.8 96.1%
Table 3.8: Summary of mean values from Tables 3.3, 3.4 and 3.5 with respect to case feature and cost
function used.
Case Feature Cost Function RS Points Labels Hits Misses Accuracy
Fully Distended
Unary only 106.3 106.3 29.9 38.1 45.5%
Unary with IC 106.3 24.7 14.2 4.8 75.1%
Pair-wise only 106.3 101.8 68.5 9.0 87.1%
Pair-wise with IC 106.3 81.1 62.8 3.3 94.6%
Full Model 106.3 121.8 84.4 7.1 90.1%
Full Model with IC 106.3 107.3 83.4 2.7 96.1%
Collapsed
Unary only 93.4 107.8 25.2 36.4 41.2%
Unary with IC 93.4 20.6 13.4 4.2 75.1%
Pair-wise only 93.4 94.2 45.8 19.0 68.2%
Pair-wise with IC 93.4 67.8 45.2 7.6 85.4%
Full Model 93.4 113.6 62.0 14.0 79.4%
Full Model with IC 93.4 79.0 58.2 3.0 96.0%
Total
Unary only 102.5 106.2 28.5 37.6 44.3%
Unary with IC 102.5 23.5 13.9 4.6 75.1%
Pair-wise only 102.5 99.6 61.8 11.9 81.5%
Pair-wise with IC 102.5 77.2 57.6 4.5 91.8%
Full Model 102.5 119.4 77.8 9.1 86.9%
Full Model with IC 102.5 99.0 76.0 2.8 96.1%
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Figure 3.10: External surface renderings of the transverse colon in the supine image of case 16. The set
of reference standard points in the supine view (blue) and the corresponding points transformed from the
prone view (green) and shown using the results from the LSI with IBS (left) and BSI with IBS (right)
registration methods. The red lines show the Euclidean distance error.
Table 3.9: Mean fold registration error (mm) for each of the validation cases. Results are shown indi-
vidually for the full registration with the Linear Scaling Initialisation with Intensity Based Registration
(LSI w/ IBR) and the new B-Spline Initialisation (BSI) with and without subsequent IBR.
Case LSI w/ IBS BSI w/o IBS BSI w/ IBS
F
u
ll
y
D
is
te
n
d
ed
1 6.9 7.1 6.4
2 6.9 7.4 5.4
3 4.6 5.4 4.5
4 9.2 4.3 4.3
5 5.0 4.4 5.1
6 3.5 4.6 3.6
7 5.0 5.5 5.0
8 5.2 6.0 4.9
Subset Mean 5.8 5.6 4.9
Subset Std 1.7 1.1 0.8
Previously Excluded Cases
9 48.1 18.8 9.1
10 12.9 9.0 7.8
11 19.7 9.9 5.8
12 14.2 9.9 6.8
Subset Mean 23.7 11.9 7.4
Subset Std 14.3 4.0 1.2
C
o
ll
ap
se
d
13 27.5 14.9 11.7
14 4.8 12.2 5.7
15 5.1 9.5 5.0
16 17.4 8.1 5.9
17 6.2 6.7 5.4
Subset Mean 12.2 10.3 6.7
Subset Std 8.9 3.0 2.5
Total Mean 11.9 8.5 6.0
Total Std 11.1 3.8 1.9
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3.3.4 Extension - Accelerated Matching
Although the results for the haustral fold matching method give an acceptable level of accuracy for the
subsequent intensity based registration, the time constraints for clinical workflow have not been taken
into consideration. Using the full model requires approximately four hours per case. This processing
time is spent almost entirely on the calculation of the unary cost function described in Section 3.2.3.1.
This function is quite expensive, due to the Powell’s gradient descent function requiring the surface mesh
to be re-rendered at each time step. Also, the complexity of the matching is of O(n2), where n is the
number of folds per case, as each prone fold must be matched with a set of potentially corresponding
supine folds. In this section I propose an accelerated matching method, by defining a global fold tem-
plate, to which each fold is registered. As a result, the complexity of the matching is reduced to O(2n).
This work is supplementary to the work published in the journal paper.
3.3.4.1 Generation of fold template
For each detected fold in both the prone and supine, the camera position is generated by taking the closest
intra-luminal centreline point to the fold, with the camera ‘up’ vector set to the tangent to the centreline
curve, and the viewpoint centred on the fold in the same manner as the camera initialisation describe in
Section 3.2.3.1. The depth map images are calculated at each of these positions, and for each pixel, the
mean value is taken across these images to create the global fold template (Fig. 3.11).
Figure 3.11: Example global fold template
3.3.4.2 Accelerated matching
For each fold in the prone and the supine, the registration is performed as in Section 3.2.3.1, however the
reference image is set to the global fold template. Now for any pair of folds, I ′1 and I
′
2, the accelerated
unary cost function takes the mean-squared-error of those depth map images that have been preregistered
to the global fold template. As such the equation 3.16 is replaced with:
R′ =W
√
MSE(I ′1, I
′
2). (3.35)
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Table 3.10: Fold labelling performance using the full MRF model and accelerated fold matching, with
and without inverse consistency. The number of folds identified in the Reference Standard (RS) are
shown along with the number of algorithm output labels. From the intersection of the reference standard
folds and the algorithm labelled folds, the number of correct hits and incorrect misses are displayed
along with the accuracy calculated from these.
Full Model Full Model with Inverse Consistency
Case RS Points Labels Hits Misses Accuracy Labels Hits Misses Accuracy
F
u
ll
y
D
is
te
n
d
ed
1 76 81 49 7 87.5% 71 46 4 92.0%
2 134 116 93 9 91.2% 112 91 9 91.0%
3 127 138 104 7 93.7% 137 104 6 94.5%
4 64 79 31 16 66.0% 46 30 1 96.8%
5 85 85 75 1 98.7% 84 75 0 100.0%
6 137 152 101 10 91.0% 149 100 10 90.9%
7 166 156 139 3 97.9% 154 138 2 98.6%
8 76 88 67 1 98.5% 88 67 1 98.5%
9 92 104 55 6 90.2% 94 55 4 93.2%
10 70 74 35 9 79.5% 39 33 0 100.0%
11 177 161 117 19 86.0% 125 106 4 96.4%
12 72 85 40 12 76.9% 61 36 3 92.3%
Subset Mean 106.3 109.9 75.5 8.3 88.1% 96.7 73.4 3.7 95.4%
C
o
ll
ap
se
d
13 96 97 70 10 87.5% 77 69 1 98.6%
14 94 60 16 82 16.3% 19 16 1 94.1%
15 61 78 45 4 91.8% 62 40 3 93.0%
16 107 116 62 10 86.1% 38 32 0 100.0%
17 109 127 78 5 94.0% 101 78 4 95.1%
Subset Mean 93.4 95.6 54.2 22.2 75.2% 59.4 47.0 1.8 96.2%
Total Mean 102.5 105.7 69.2 12.4 84.3% 85.7 65.6 3.1 95.6%
3.3.4.3 Accelerated matching results
Taking into consideration the full MRF model with inverse consistency, the results with and without the
accelerated matching can be compared. The accelerated matching has a very small decrease in mean
accuracy (from 96.1% to 95.6%) and a decrease in the mean number of matches per case (from 99.0 to
85.7). There is however a considerable speed up in terms of processing time for the unary cost generation,
which decreases from the order of multiple hours, to approximately 8 minutes per case. The trade-off
gives a very low compromise in terms of overall error and reduction of fold matches, and therefore
the accelerated matching will give similar results to the non-accelerated matching when performing the
full surface registration; however, the reduction in processing time makes if feasible to integrate this
technique into clinical workflow.
3.4 Conclusions
I present a novel method for establishing correspondence between two CT colonography acquisitions
with the patient in prone and supine positions. First, haustral folds are segmented with a graph-cut
method applied to a triangular mesh representation of the colonic lumen segmentation. The method uses
depth map images to drive a virtual camera optimisation to provide a unary cost value for the matching of
folds between the two views. An additional pair-wise cost function compares the geometric relationship
between pairs of haustral folds in the prone and supine CTC images. A parametrisation of the image
space exploits the quasi-cylindrical form of the colon and simplifies the description of this geometric
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relationship by reducing the dimensionality from 3D to 2D. The problem is modelled using a Markov
Random Field, and a Belief Propagation algorithm used to estimate the optimal labelling. This process
can establish an accurate correspondence between the a set of positions in the two views even in cases
where endoluminal collapse occurs, which is very common in clinical practice. I have also given an
example of how this method can be applied to initialise a dense intensity-based registration technique, in
this case a surface-based method, and show that it significantly reduces mean registration error. While the
intensity-based registration method alone can be susceptible to misregistration by one or more haustral
folds (Fig. 3.10), or by a degree of rotation around the tenaie coli, the new composite method defends
against this problem by using a landmark-based initialisation. Moreover, the initialisation could be
generalisable to other registration methods.
It is not straightforward to assess the clinical utility of the registration accuracy; however it can be
noted that it would be of use to the clinician to find a corresponding location between the prone and
supine patient positions to within a single haustral fold (≈ 20mm), and that this has been achieved in
each of the validation cases. A further, thorough assessment of the clinical utility of the algorithm has
been presented in Chapter 5.
The work flow presented is fully automated, taking as input a prone and supine colon lumen seg-
mentation, and in disconnected cases, the ordering of those segments. The consistency of results across
cases exhibiting varying characteristics indicates that the composite method is more robust than those
previously reported, especially in more ‘difficult’ cases showing marked differences in distension, or ex-
hibiting areas of endoluminal collapse. This situation is very common in routine practice and algorithms
must be able to cope in order to have clinical utility.
Although algorithm performance is similar for both well-distended cases and those cases exhibiting
one or more areas of endoluminal collapse, the number of identified corresponding folds can decrease. In
future work I will investigate inclusion of an additional unary prior based on the relative location of stable
anatomical landmarks to aid MRF convergence and increase the number of output correspondences in
difficult cases. The current method relies on manual ordering of collapsed segments, so a proposed
extension will automatically find their order using the same MRF model. It would also be interesting
to investigate an interactive system such that landmark points could be selected manually on the virtual
colonoscopic views, and used in the MRF optimisation. I will also research MRF optimisation schemes
that include the inverse consistency constraint directly in the optimisation, rather than after algorithm
convergence.
To conclude, I have presented a novel method for matching haustral folds between prone and supine
CT colonography acquisition. I give an example of how this may be used to improve the results of a full
surface-based registration by validation using a set of 1743 reference standard points over 17 patient
cases exhibiting a variety of characteristics.
Chapter 4
Creating a Reference Standard
The work in this chapter has been published in Lecture Notes in Computer Science [Hampshire et al.,
2013a] as part of the MICCAI 2013: Abdominal Imaging Workshop. The design and implementation
the software application was carried out by myself, as well as the design of the study protocol under
the guidance of Steve Halligan, and the writing of the workshop paper. Preparation of CTC volumetric
to surface meshes was performed by Holger Roth. Observer readings were made by Emma Helbren,
Andrew Plumb (board certified gastrointestinal subspecialist radiologists with prior experience of over
200 and 400 CTC interpretations respectively) and myself.
4.1 Introduction
Matching corresponding locations between prone and supine CT colonography (CTC) images is diffi-
cult due to colonic deformations that occur on patient repositioning. However, achieving spatial corre-
spondence between these patient positions could be used to test the accuracy of registration algorithms,
which attempt to achieve this correspondence automatically. I propose a novel method to allow a set of
interpreting readers to achieve a reference standard in consensus. First, the correspondence problem is
reduced to matching a discrete set of locations by extracting haustral folds using a graph cut method ap-
plied to a curvature-based metric applied to a surface mesh generated from segmentations of the colonic
lumen. The resulting set of locations can then be matched, one-to-one, between the prone and supine
acquisitions. For this I have constructed a graphical user interface which provides visualisation of the in-
terior endoluminal wall from three different aspects: external view, internal (virtual colonoscopy) views,
and unfolded view. To the authors’ knowledge, there has not been a published method for creating a
reference standard in CTC, other than using the limited number of positions given by polyp location.
Independent matching of haustral folds was carried out for 17 CTC datasets by three readers, with the
final reference standard being achieved in consensus. This resulted in a total of 1743 reference points at
corresponding fold pairs between the 17 prone and supine acquisitions. I have made this reference stan-
dard, along with the corresponding CTC data, available at http://cmic.cs.ucl.ac.uk/CTC, for
use by the medical imaging community in algorithm development and testing.
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4.2 Methods
4.2.1 Haustral Fold Segmentation
Haustral folds are first segmented using the method in Hampshire et al. [2013b] (see section 3.2.2).
Visual results are displayed in Figure 4.1.
Figure 4.1: External (right) and internal (left) views of automatically segmented haustral folds with
marked centres. Red and blue sections represent fold and non-fold labelled vertices respectively.
4.2.2 Haustral Fold Matching
Custom software was used to allow each reader to match the identified haustral folds between the prone
and supine views. The Graphical User Interface (GUI) is displayed in Figure 4.2. The GUI is displayed
twice on a dual-monitor system to allow visualisation of both prone and supine acquisitions simultane-
ously. The primary elements of the GUI are the external view, the internal view and the unfolded view.
In each view, the positions of the detected haustral fold centres are displayed as white spheres. A fold
may be labelled by selecting the sphere with the mouse in both the prone and supine views, using one
of the GUI elements listed above. Using multiple views allows the reader to have a better confidence
in finding corresponding locations between the two views. As a reader is confident in a correspondence
between prone and supine haustral folds, a label is made which is displayed in each GUI element as a
unique number. Each GUI element is described in more detail in the following sections.
4.2.2.1 External view
The external view displays the CTC surface rendering from a viewpoint positioned on the outside of the
colon. This view proves useful in giving the readers an additional means of gaining spatial awareness,
aiding in matching neighbouring haustral folds. Standard navigation controls allow for interactive ma-
nipulation of the camera: rotation, zooming, panning and spinning. A feature of this GUI element is
the rendering of the CTC surface mesh using frontface culling. Face culling is usually utilised in the
graphical rendering pipeline in the form of backface culling. This step determines if a polygon normal
is facing away from the camera, in which case it is not displayed which makes the rendering process
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Figure 4.2: Graphical User Interface (GUI) used for haustral fold matching. Top left shows the external
view, top right shows the internal view and bottom shows the unfolded view. The white spheres on each
view show the identified haustral fold positions. Numerical labels give a reference to a corresponding
matching in the other patient position.
more efficient. This method can be used as there is generally no need to render the polygons on the sides
of the object facing away from the camera, as it is occluded by the sides facing the camera. Frontface
culling performs the reverse operation, by not rendering the polygons that are facing towards the camera.
This is achieved by discarding all polygons whose dot product of their surface normal and the camera-
to-polygon vector is less than or equal to zero. When viewing CTC surfaces, this allows the visualisation
of the interior of the colon without occlusion from the exterior surface.
4.2.2.2 Internal view
The internal view displays the CTC surface rendering from a position in the interior of the colon lumen.
This visualisation method is commonly known as ’virtual colonoscopy’. Navigation controls allow for
camera translation along the colon lumen centreline, as well as rotation and spinning.
4.2.2.3 Unfolded view
The unfolded view displays the entire CTC surface rendering mapped onto a 2D rectangular plane using
the conformal mapping method described in Roth et al. [2010]. The image is display with the caecum
on the left, and the rectum on the right. The rectangular plane is a representation of an object with
cylindrical topology, and therefore the top and bottom of the image correspond to neighbouring positions
on the original surface mesh. The image is rendered using a phong shading model Phong [1975], with
a novel augmented diffuse component allowing pseudo-realistic rendering of the unfolded object. For
each pixel, the viewing point and light can be assumed to be at the corresponding centreline position.
This is calculated by finding the vertical line of pixels at the same horizontal position as the pixel to
render, and taking the mean of the corresponding 3D positions on the original surface mesh. Each pixel
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intensity can then be calculated as:
Ip = kaia +
kd(Cˆ · Nˆ + 1)im
2
2
+ ks(Rˆ · Cˆ)αim (4.1)
where ka, kd, ks are the ambient, diffuse and specular reflection constants for the material; α is
the material shininess constant; ia, id, is are the RGB values of the incoming light source; Cˆ is the
direction vector from surface point to centreline position; Nˆ is the surface normal at this point; and Rˆ is
the direction that a reflected ray of light would take at this point, defined as:
Rˆ = 2(Cˆ · Nˆ)Nˆ − Cˆ (4.2)
The changes made to the diffuse component calculation allow for a polygon with normal facing
away from the centreline position to still have an illumination value in the unfolded image.
4.2.3 Materials
Ethical approval and informed consent were obtained to use anonymised CT colonography data. Colonic
cleansing and insufflations had been performed in accordance with current recommendations Taylor et al.
[2007].
For the purpose of establishing a fold labelling between the prone and supine acquisitions, the same
17 patient cases used in a previous publication Hampshire et al. [2013b], Roth et al. [2010] were selected.
In 12 of the cases, the colon was well distended in both views, and where fluid tagging (allowing for dig-
ital cleaning of residual fluid) was used or little fluid remained. This allowed a continuous segmentation
over the full length of the colon using the methods described in Roth et al. [2010]. The other 5 cases
exhibit one or more area of local colonic collapse (see Table 4.1 for details).
Table 4.1: Information of cases exhibiting local luminal collapse. For each case, the number of collapsed
regions in the prone and supine images are displayed, along with the Euclidean distance across each re-
gion from centreline end-point to centreline start-point. Locations of collapse are given (DC: descending
colon; SC: sigmoid colon).
Prone Supine
Case No. Collapses Location Distance (mm) No. Collapses Location Distance (mm)
13 1 DC 65.0 0 - -
14 1 DC 245.1 1 DC 272.4
15 0 - - 1 SC 26.0
16 3 DC 6.5 0 - -
DC 34.4 - -
SC 8.0 - -
17 0 - - 1 DC 18.3
A computer scientist (TH) with more than three years experience of reading CTC images, and two
board certified gastrointestinal subspecialist radiologists (EH, AP) with prior experience of over 200 and
400 CTC interpretations respectively, independently established a reference standard by matching haus-
tral folds using the GUI described above. Any folds where confident manual correspondences between
the two views could not be established were excluded from the derived reference standard. All readers
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were unaware other readers’ labelling results. After a minimal period of three weeks per case, the refer-
ence standards were compared for consistency, and any discrepancies were resolved by the three readers
in consensus. This resulted in a total of 1743 corresponding fold pairs over the 17 validation datasets.
This reference standard, along with the corresponding prone and supine CTC data sets, have been made
publicly available at http://cmic.cs.ucl.ac.uk/CTC.
4.3 Results
The labelling of the three readers have been compared for consistency, with the results displayed in Table
4.2. Here the term strong agreement is used when, for a fold in the prone data, all three readers have
selected the same corresponding fold in the supine data. Weak agreement is used when two readers have
selected the same supine fold for a given prone fold, and the third does not create a label. Incomplete is
used when only a single reader labels a prone fold. In conflict indicates there is a conflicting label as-
signment for a given fold. Lastly, empty is used when no reader has labelled a particular fold. Labellings
were marked as resolved if an agreement could be made in consensus, and unresolved if all three readers
were not confident in the labelling of a particular fold (see example in Figure 4.3).
The final reference standard, achieved in consensus, had all unresolved fold matches removed, giv-
ing a total of 1743, or a mean of 102.5 per case. The additional information provided by the individual
readers allowed a significantly greater number of fold matches to be achieved in consensus, in com-
parison to each individual. Comparisons between the individual reader labelling and the final reference
standard are displayed in Table 4.3.
Table 4.2: Table displaying direct comparison of the three readers’ reference standards
Total Resolved Unresolved % Resolved
Strong agreement 936 936 0 100.0%
Weak agreement 569 505 64 88.8%
Incomplete 530 212 318 40.0%
In conflict 130 87 43 66.9%
Empty 804 3 801 0.4%
Sum total 2969 1743 1226 58.7%
Table 4.3: Comparison of individual reader labelling against final reference standard.
Reader TH EH AP
Total labels per reader 1666 1671 1449
Total labels agreeing with final RS 1491 1360 1296
Total labels disagreeing with final RS 3 56 34
Total labels in reader RS but not final RS 172 255 119
Total labels in final RS but not reader RS 249 327 413
Total labels in neither reader RS nor final RS 1054 971 1107
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Figure 4.3: An example of where the readers could not reach a consensus on the matching of prone and
supine haustral folds. Here, the readers have agreed on a set of labels along a long section of transverse
colon (label numbers run incrementally from caecum to rectum), but due to a sharp inflexion in the colon
in the supine position (right) which does not occur in the prone position (left), the readers were unable
to come to a consensus on the labelling directly after fold 84 (highlighted yellow).
4.4 Conclusion
I present a novel method for achieving spatial correspondence between prone and supine CTC acquisi-
tions by allowing a set of interpreting readers to create an accurate reference standard in consensus. The
method was applied to 17 CTC patient cases, resulting in a reference standard of 1743 corresponding
fold pairs. A large number of folds were not matched between acquisitions. This is primarily due to the
difficult task of matching corresponding folds. However, this method provides a mean number of 102.5
haustral fold matches per case which creates a much larger number of reference standard points per case
for validating registration methods, than using polyps.
The current, commonly used type of reference standard for corresponding coordinates between the
prone and supine patient positions, is the location of polyps. While these give a relatively unambiguous
correspondence between patient positions, there usually only exists a few (if any) occurrences per patient
and therefore to perform algorithm training or validation, a large number of patient cases are needed. By
using the positions of haustral folds as a reference standard, the number of reference standard points
per patient case is increased to approximately 100 which decreases the amount of processing needed for
algorithm training, and decreases the number of patient cases necessary to achieve a satisfactory sample
size for validation.
The reference standard, along with the original CTC data has been made publicly available at
http://cmic.cs.ucl.ac.uk/CTC.
Chapter 5
Clinical Application of Prone to Supine
Registration
This work has been published in two journal papers: Radiology 2013 - ’CT Colonography: Exter-
nal Clinical Validation of an Algorithm for Computer-assisted Prone and Supine Registration’ [Boone
et al., 2013] and Radiology 2014 - ’CT Colonography: Clinical evaluation of a method to automati-
cally co-register polyps between follow-up surveillance studies’ [Helbren et al., 2014]. For both studies,
preparation and conversion of CTC volumetric data to surface meshes, and intensity based surface reg-
istrations were performed by Holger Roth (see section 2.2). Landmark based haustral fold matching and
subsequent B-spline initialisation of the unfolded images was performed by myself using the methods
described in chapter 3. Validation for both papers was carried out using validation software designed and
implemented by myself (described in chapter 4). Studies were led and papers written by Darren Boone
and Emma Helbren respectively, with comments made by Holger Roth and myself.
5.1 Introduction
This chapter will primarily discuss two main clinical contributions which were derived from the full CTC
prone and supine registration pipeline described in chapters 2 and 3. In section 5.2, a study is presented
which attempts to validate the clinical utility of the registration algorithm described in chapter 3. Here
an external clinical validation is performed with data that are representative of clinical use, using a polyp
conspicuity score developed to estimate the potential clinical benefit of such a registration algorithm. In
section 5.3, the utility of the registration algorithm when applied to patients who are undergoing polyp
surveillance is assessed where sequential CTC are performed with scan times differing by many months
or years. Here, the performance of the algorithm to register these temporally separated acquisitions is
determined.
5.2 External Clinical Validation of an Algorithm for Computer-
assisted Prone and Supine Registration
Using software algorithms, studies have previously investigated using a registration of equivalent dis-
tances along the colonic centreline in order to achieve a correspondence between the two acquisitions
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[Acar et al., 2001, Li et al., 2004, Na¨ppi et al., 2005, de Vries et al., 2006, Wang et al., 2009]. However,
these methods can at most give a 1D correspondence as a function of the distance along the centreline,
rather than a 3D position on the endoluminal surface. These centreline based methods are implemented
into some vendor workstations [Pickhardt, 2003] and used to aid finding manual correspondences be-
tween the prone and supine data. Residual fluid and colonic collapse affect the accuracy of registration
algorithms [Li et al., 2004], but often patient selection criteria is not completely reported in the literature
[Acar et al., 2001, Li et al., 2004, Suh and Wyatt, 2006, Wang et al., 2009, Fukano et al., 2010, Zeng
et al., 2010a]. In clinical practice, approximately 50% of patients are poorly prepared [Hara et al., 2011],
and so restricting validation to patients with good colon preparation is not truly representative of clinical
use. To further enhance generalisation of results, validation data should include data that has not been
gathered from centres which contributed to algorithm development [Halligan et al., 2006, Altman and
Royston, 2000].
In chapter 3, results are shown for more optimal cases with less residual stool and fluid, and clear
delineation between cases displaying luminal collapse, and those without; however clinical validation of
patient cases which are better representative of common practice is required. Here we perform an exter-
nal validation of the full registration algorithm described in chapter 3, and compare this to an existing
centreline based method [Summers et al., 2009].
5.2.1 Patient Selection
Patient data were acquired from the National CT Colonography Trial of the American College of Radiol-
ogy Imaging Network (ACRIN, 6664) [Johnson et al., 2008]. These data had not been used in the devel-
opment of our algorithm. Asymptomatic adults (n = 2604) scheduled for colonoscopy were recruited
from 15 centres in the United States [Johnson et al., 2008]. 825 of the cases from the trial have been
randomly selected for public availability (Cancer Imaging Archive: http://cancerimagingarchive.net).
The cases include 35 patients which had one or more polyps greater than or equal to 10mm. A further
68 cases included one or more polyps that measured 6-9mm.
Datasets were downloaded and transferred to a CTC workstation (MedicRead 3.0; Medicsight). A
radiologist (DB) with experience in over 500 endoscopically validated colonographic cases, recorded a
subjective impressions of distension and residue to assess the generalisability of our sample to the full
ACRIN CT database using the criteria proposed by Hara et al. [2011]. These criteria were: patients
were considered poorly prepared if one of more segments has an excess of residual fluid by more than
50%, and collapsed if luminal collapse occurred anywhere within the colon [Taylor et al., 2008]. Each
polyp was identified and examined (DB) by using the external reference data to help locate polyps in
datasets between prone and supine acquisitions. Polyps were selected for use in the study if they were
greater than or equal to 6mm and were visible in both acquisitions. Three patients were excluded due to
incomplete data, and five patients were excluded due to areas containing polyps being obscured by fluid
or luminal collapse. No patients were excluded on the basis of poor preparation other than for reasons
stated above. Some patients had multiple polyps, these were treat individually and therefore an extra 3
polyps of greater than or equal to 10mm and 14 polyps of 6-9mm were included. The full validation
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sample size was 51 patients with 68 polyps; 31 greater than 10mm, and 37 at 6-9mm. Polyp locations
were recorded using ITK-SNAP (www.itksnap.org) [Yushkevich et al., 2006], a tool for segmentation
of medical images. Each polyp was manually circumscribed in both prone and supine acquisitions,
providing corresponding surface coordinates between the two views.
Table 5.1: Patient and Polyp Selection Criteria [Boone et al., 2013]
Polyp Size
Patient and Polyp Selection Criteria 6-9mm ≥ 10 mm Total
Patients available 68 35 103
Patient exclusion criteria
External reference data missing or inconsistent 35 6 41
Incomplete CT colonographic dataset 2 1 3
Patients included 26 25 51
Additional polyps
In patients whose largest polyp was 6-9 mm 11 3 14
In patients whose largest polyp was ≥ 10 mm 0 3 3
Polyp exclusion criteria
Concealed by untagged residue 3 2 5
Concealed by luminal collapse 2 1 3
Polyps included 37 31 68
5.2.2 Assessment of Clinical Utility
To score the registration results, a polyp conspicuity grading was developed (DB, SH) to estimate the
potential clinical benefit of registration for both endoluminal (table 5.2) and multiplanar views (table
5.3). For the endoluminal view, registration was considered successful if the polyp was immediately
visible in the opposing dataset 120◦ field of view. Matching was considered partially successful if the
polyp became visible in the endoluminal view after mouse driven rotation of the camera. Registration
was considered unsuccessful if any navigation along the colon centreline was required to bring the polyp
into the field of view. For multiplanar assessment, registration was considered successful if the polyp
was within ±15mm in any plane, and partially successful if this distance was within ±30mm. Greater
than 30mm was considered to be an unsuccessful registration. These distances were defined a-priori to
any experimentation. Polyps marked directly by the registration prompt were noted.
Table 5.2: Endoluminal view conspicuity score
Polyp Conspicuity Score Definition
5 ’successful’ Polyp marked directly by registration prompt
4 ’successful’ Polyp immediately within same 120◦ field of view
3 ’partially successful’ Polyp detected after ±90◦ camera rotation
2 ’partially successful’ Polyp detected with camera rotation alone
1 ’unsuccessful’ Polyp not detected without movement of camera along centreline
5.2.3 Testing Algorithm Performance
Polyp conspicuity scores were assessed after registration independently by two radiologists (DB, EH)
using the software developed and described in chapter 4. Additional functionality was implemented
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Table 5.3: Mulitplanar view conspicuity score
Polyp Conspicuity Score Definition
5 ’successful’ Polyp visible on current multiplanar reconstruction
4 ’successful’ Polyp visible after ±15 mm navigation
3 ’partially successful’ Polyp visible after ±20 mm navigation
2 ’partially successful’ Polyp visible after ±30 mm navigation
1 ’unsuccessful’ Polyp not visible after ±30 mm navigation
Figure 5.1: Example of a polyp being marked directly by the registration prompt giving a conspicuity
score of 5 (’successful’). The registration prompt (black dot) marks the polyp indicated by the observer
in the supine dataset (left). After registration, the corresponding location in the prone view (right) is
marked by the registration prompt, and the camera set to view the location on the endoluminal surface.
[Images courtesy of Darren Boone]
Figure 5.2: Example of a polyp being within the same field of view after registration giving a conspicuity
score of 4 (’successful’). The registration prompt (black dot) marks the polyp indicated by the observer
in the supine dataset (left). After registration, the corresponding location in the prone view (right) is
missed by the registration prompt, but the polyp (white arrow) is within the camera field of view. [Images
courtesy of Darren Boone]
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Figure 5.3: Example of a polyp not visible after registration until a rotation of the camera but with-
out navigation along the colon centreline, giving a conspicuity score of 2 or 3 (’partially successful’)
depending on the amount of rotation needed. [Images courtesy of Darren Boone]
Figure 5.4: Example where the polyp is not made visible until camera navigation along the colon centre-
line. Here the polyp is hidden behind a sharp inflexion of the colon which occludes the observer’s view.
In this example the registration error was only 11mm, indicating that Euclidean error measurements have
limited value in assessment of clinical utility. [Images courtesy of Darren Boone]
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which allowed a user to select a position on the endoluminal surface in either the prone or supine view
via mouse selection, and using the surface registration results, automatically update the corresponding
view such that the corresponding location in the alternate acquisition is marked with a prompt and the
camera view direction focused on the prompt. A second option configures the software to alternatively
display a corresponding view based on the normalised distance along the colonic centreline (NDACC)
[Summers et al., 2009]. As no precise position on the corresponding endoluminal surface can be marked
with a prompt, the camera is configured such that it looks straight down the colon centreline. The process
was carried out for all polyp, prone to supine and supine to prone using both registration methods with
the registration prompt deactivated to minimise bias. For cases scoring a successful result, the process
was repeated with the registration prompt enabled to determine the proximity of the registration results
to the true position of the polyp.
Multiplanar conspicuity was assessed for each polyp by determining the minimum mouse driven
navigation distance required to locate the polyp, in relation to the registration prompt provided by both
registration methods. These results were scored according to the previously discussed scoring system.
The distance between points on the centreline position closest to the polyp apex and algorithm gen-
erated surface correspondence was measured to simulate one-dimensional registration error along the
centreline. Also, the true Euclidean distance from the polyp apex and the corresponding endoluminal
surface position (for our algorithm) or the closest position on the centreline (for NDACC) was recorded
following the approach described by Wang et al. [2009].
5.2.4 Results
In all cases the algorithm created a successful registration, providing registration scores for 68 polyps
over 51 patients. Repeated prone to supine and supine to prone, a total of 136 point correspondences are
reported for each method.
Table 5.4: Algorithm registration error [Boone et al., 2013]
Algorithm Registration Error (mm)
Variable Mean Median P Value
Luminal Collapse status 0.066
At least one luminal collapse (n = 37) 21.8 ± 19.5 17 (1.2-85.8)
No luminal collapse (n = 31) 17.7 ± 21.6 8.2 (1.0-76.9)
Colonic residue status 0.06
Excess colonic residue (n = 38) 23.4 ± 21.3 19.2 (1.0-85.8)
Low colonic residue (n = 30) 15.5 ± 18.7 8.4 (1.1-76.9)
Overall gross registration error (n = 68) 19.9 ± 20.4 12.3 (1.0-85.8) 0.001
5.2.4.1 Sample Characteristics
There was no significant difference between the segmental distribution of polyps 6mm or larger in the
validation sample (n = 68) versus those in the full ACRIN dataset (n = 546) (p = .647).1 Using the
criteria defined by Hara et al. [2011], 27 (53%) patients in the sample used in the validation had excess
residual fluid, compared with 1313 (52%) of patients in the ACRIN database. Similarly, 25 (49%) has
1Kruskal-Wallace test
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Table 5.5: NDACC registration error [Boone et al., 2013]
NDACC Registration Error (mm)
Variable Mean Median P Value
Luminal Collapse status 0.073
At least one luminal collapse (n = 37) 30.2 ± 16.3 25.5 (5.5-92.0)
No luminal collapse (n = 31) 24.1 ± 13.1 20.7 (4.1-65.0)
Colonic residue status 0.537
Excess colonic residue (n = 38) 29.4 ± 18.0 24.3 (4.1-92.0)
Low colonic residue (n = 30) 24.9 ± 10.2 23.2 (11.0-65.0)
Overall gross registration error (n = 68) 27.4 ± 15.1 23.5 (4.1-92.0) 0.001
Table 5.6: Per-segment distribution of polyps and mean registration error [Boone et al., 2013]
Total Polyps ≥ 6 mm Mean Euclidean Registration Error
Segment ACRIN Study Sample Validation Sample Algorithm NDACC
Rectum 90 (16) 14 (21) 19.2 24.3
Sigmoid 147 (27) 15 (22) 22.2 30.8
Descending 58 (11) 11 (16) 18.1 31
Transverse 95 (17) 7 (10) 25.5 32.7
Ascending 97 (18) 13 (19) 21.7 25.9
Caecum 60 (11) 8 (12) 11.7 19.1
Total 547 68 19.9 27.4
one or more area of luminal collapse, compared to 50 (48%) in the 103 total positive patients from the
ACRIN database.
5.2.5 Registration Performance
The mean Euclidean 3D registration for our method over all 68 polyps was 19.9mm ± 20.4mm. This
was a significantly smaller (p = 0.001) than the mean Euclidean 3D registration error for the NDACC
method, which was 27.4mm ± 15.1mm. There was no significant (p = 0.76) difference in the reg-
istration error between different colonic segments (see table 5.6). Also, between polyps in areas of
colonic collapse and those in fully distended areas there was no significant difference in registration
error (p = 0.066), and similarly between polyps in areas of excess residue and those in areas of low
residue (p = 0.060) (see table 5.4); however these subgroup sample sizes were small. Using our 1D
registration error metric, we saw a smaller error using our method (mean 17.9mm) in comparison to the
NDACC method (mean 21.0mm), although the difference was not statistically significant (p = 0.107).
5.2.6 Multiplanar View Score
Using the full surface registration method, 48 (71%) matches were considered successful using the mul-
tiplanar conspicuity score (see table 5.7). Furthermore, 43 (63%) matches were marked directly by
the registration prompt. A further 9 (13%) matches were partially successful and 11 (16%) matches
were unsuccessful. Using the NDACC method, 16 (24%) matches were successful, a further 40 (59%)
were partially successful and 12 (18%) were unsuccessful. The NDACC method achieved significantly
(p < 0.001) fewer successful matches than the full surface registration method.
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Table 5.7: Multiplanar view conspicuity scores [Boone et al., 2013]
Score Algorithm NDACC
5 43 (63%) 0 (0%)
4 5 (7%) 16 (24%)
3 0 (0%) 23 (34%)
2 9 (13%) 17 (25%)
1 11 (16%) 12 (18%)
Total successful 48 (71%) 16 (24%)
Total partially successful 9 (13%) 40 (59%)
Total unsuccessful 11 (16%) 12 (18%)
5.2.7 Endoluminal View Score
A total of 136 polyps (68 polyps prone to supine, and vice-versa) were available for grading using
the polyp conspicuity score defined in table 5.2. The two observers (DB, EH) independently graded
the registration results for the surface registration algorithm and NDACC. For the surface registration
algorithm a mean of 82% polyp matches were successful (DB: 113 (83%); EH: 110 (81%)), 8.8% were
partially successful (DB: 12 (9%); EH: 12 (9%)) and 9.2% were unsuccessful (DB: 11 (8%); EH: 14
(10%)). In comparison, using the NDACC method, 47.4% of polyp matches were successful (DB: 53
(39%); EH 76 (56%)), 36.4% were partially successful (DB: 61 (45%); EH: 38 (28%)) and 16.2% were
unsuccessful (DB: 22 (16%); EH: 22 (16%)). The NDACC method achieved significantly (p < 0.001)
fewer successful matches than the full surface registration method.
Table 5.8: Endoluminal view conspicuity scores [Boone et al., 2013]
Observer 1 Observer 2 Mean
Score Algorithm NDACC Algorithm NDACC Algorithm NDACC
5 93 (83%) NA 83 (61%) NA 64.7% NA
4 20 (15%) 53 (39%) 27 (20%) 76 (56%) 17.3% 47.4%
3 9 (7%) 40 (29%) 10 (7%) 27 (20%) 7% 24.7%
2 3 (2%) 21 (15%) 2 (1%) 11 (8%) 1.8% 11.8%
1 11 (8%) 22 (16%) 14 (10%) 22 (16%) 9.2% 16.2%
Total successful 113 (83%) 53 (39%) 110 (81%) 76 (56%) 82% 47.4%
Total partially successful 12 (9%) 61 (45%) 12 (9%) 38 (28%) 8.8% 36.4%
Total unsuccessful 11 (8%) 22 (16%) 14 (10%) 22 (16%) 9.2% 16.2%
5.3 Clinical evaluation of a method to automatically co-register
polyps between follow-up surveillance studies
While polyps measuring greater than 1cm are generally removed following CTC examination, smaller
polyps pose an issue especially if the patient is at risk to colonoscopic examination. Polyps may be kept
under surveillance [Pickhardt et al., 2013] to assess volumetric growth over time, a useful biomarker for
determination of clinical importance. Subsequent removal of the polyp at endoscopy may be performed
only if substantial growth is observed, a strategy which provides a reduced mortality rate and good cost
effectiveness [Pickhardt et al., 2008]. CTC surveillance may therefore be an optimal choice in preference
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to immediate polypectomy following CTC.
When a patient undergoes sequential CTC, the examining radiologist is presented with two or more
CTC studies; the first during which the polyp undergoing surveillance is originally identified, and subse-
quent studies where the polyp location must be found in order to quantify the rate of volumetric growth
over the time period between examinations. However, for the same reasons discussed in chapter 1,
matching polyps between CTC examinations can be time consuming and difficult, especially in the case
of polyp surveillance as by definition these polyps may be small. This study aimed to assess the ac-
curacy of the algorithm developed to register prone and supine CTC acquisitions, when applied to the
registration of follow up CTC.
Figure 5.5: Corresponding polyp locations marked in an initial CTC examination (top), and a subsequent
follow up examination (bottom). [Images courtesy of Emma Helbren]
5.3.1 Patient Selection
CTC studies from an institutional database of asymptomatic patients undergoing screening for colorectal
cancer and polyps were reviewed. Patients who had undergone sequential CTC studies were identified,
and from these cases, 27 patients were selected for the study. Selection was sequential by case number
with the intention of including more than 30 polyps in the study, and no bias was made in order to select
well prepared colons. These 27 patients had 39 polyps in total (range 1 - 3 per patient) with a mean
diameter of 6.1mm (range 3.6 - 9.3mm).
Dataset were downloaded and transferred to a CTCworkstation (Veralook, Vital Images Inc.) where
a radiologist (EH) with experience in over 200 CTC interpretations searched for the location of the polyps
in both the prone and supine acquisitions for both the initial and follow up study, with assistance of the
original clinical report. Studies where the polyps was not visible on all acquisitions due to fluid occlusion
or luminal collapse were excluded. With studies where three or more acquisitions were acquired at a
single examination, the supine cases was used alongside either the prone or decubitus view, depending
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on which gave the best view of the polyp.
5.3.2 Testing Algorithm Performance
Polyp locations were recorded using ITK-SNAP (www.itksnap.org) [Yushkevich et al., 2006], by locating
the point that best described the endoluminal ‘tip’ of the polyp in all three planes. This provided a
ground truth correspondence between the different views of the polyps which could then be compared
to the results of the registration algorithm. Two methods of validation were carried out: the consistency
method performs a sequence of registrations, such that the resulting combination of transformations
would provide a mapping of the initial acquisition back to itself. Using the abbreviations S and P for
supine and prone respectively, and 1 and 2 for the initial and follow up study respectively, the following
sequence of registrations were performed: S1→ P1,P1→ P2,P2→ S2,S2→ S1. The error is
defined as the Euclidean distance between the true polyp position, and the equivalent polyp position
when passed through this cumulative transformation. The longitudinal method performs registrations
between the initial acquisitions, and the acquisitions in the follow up CTC: P1→ P2 and S1→ S2.
This provides two error values, the Euclidean distance between the ground truth position of the polyp
in the follow up CTC and the transformed position from the initial scan, both for the prone and supine
cases in each patient (shown in figure 5.6).
Figure 5.6: Registration of temporally separated CTC studies. A sigmoid polyp is shown (left) in the
initial supine study. Marking the polyp tip with the marker (black dot), the registration results are used
to produce the corresponding location on the follow up supine study (right). Note the volume increase of
the polyp between the two time periods. The registration error in the case was 2.9mm. [Images courtesy
of Emma Helbren]
5.3.3 Results
Four polyps could not be located on all four acquisitions used in the study, resulting in the exclusion of a
patient for which no polyps could be determined on all acquisitions. In total, 26 patients were included
in the study, with 35 polyps. 18 patients had a single polyp, six patients had two polyps and two patients
had three polyps. Polyp distribution is shown in table 5.9.
Successful registrations for both the consistency and longitudinal methods were achieved for all 35
polyps over 26 patients. Mean Euclidean error for the consistency method was 26.9mm± 20.8mm (range
0.9mm to 84.5mm ). Mean Euclidean error for the longitudinal method was 17.4mm ± 12.1mm (range
1.0mm to 76.5mm). Per segment registration results are shown in table 5.10. The mean duration between
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Table 5.9: Polyp distribution
Colonic segment Polyp number
Caecum 1
Ascending 4
Transverse 13
Descending 1
Sigmoid 8
Rectum 8
Total 35
sequential CTC examinations was 898 days ± 480 (range 226 - 1905). Registration performance for
temporally separated acquisitions (P1→ P2,S1→ S2) was not significantly different (p = 0.4512) to
acquisitions made on the same day, giving a mean registration error of 16.9mm ± 17.6mm, compared to
17.4mm ± 12.1mm.
Table 5.10: Mean registration error per colon segment
Colonic segment Longitudinal supine Longitudinal prone Consistency
error (mm) error (mm) error (mm)
Caecum 19.7 15.3 28.8
Ascending 22.5 15.1 32.8
Transverse 19.9 21.5 32.6
Descending 17.3 13.9 6.5
Sigmoid 24.2 22.2 29.5
Rectum 8.4 12 15.1
Total 18.5 16.3 26.9
5.4 Conclusion
In our external clinical validation (section 5.2), the study sample closely compares to the ACRIN
database in terms of the sample characteristics, which in tern is comparable to patient data typical of that
found in common clinical practice. Using this study sample, our algorithm outperformed a centreline-
based method which is implemented in some vendor workstations, both in terms of 3D Euclidean regis-
tration accuracy and also our polyp conspicuity score which was developed to assess the clinical utility
of each polyp registration. The evidence indicates that use of our algorithm in a clinical workflow has the
potential to both decrease the amount of time needed to make each CTC reading, and also to improve the
accuracy of readings by reducing human error. Some limitations were present in the study. Some patient
cases were excluded due to either incomplete reference data, or the location of polyps was occluded from
view due to excess colonic residue or luminal collapse.
The automated identification of polyps under surveillance during a follow up CTC examination
(described in section 5.3) provides clinical benefit. Registration of temporally separate CTC data is
a challenging task due to the variation in colonic residue and distension, in addition the difference in
colonic deformation that is likely to occur. However, our method achieves a mean total error of 17.4mm
using the longitudinal method, bringing the reader within centimetres of the polyp which has been shown
2Wilcoxon signed rank test
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in section 5.2 to be clinically useful. This method may therefore be used in polyp identification in patients
undergoing polyp surveillance, and may be especially useful in aiding the relocation of small polyps.
Chapter 6
MR Colonography in Crohn’s Disease
6.1 Introduction
In this chapter, we propose a novel method which will automatically track sections of bowel, and subse-
quently make measurements of the bowel wall thickness in circumferential loops. The term tracking is
used instead of segmentation, as we are estimating a state distribution of bowel parameters for each po-
sition along the bowel centreline (time step), with each state corresponding to a position, orientation and
shape of the bowel. This framework allows the application of Bayesian recursion equations to estimate
the posterior density of the state-space at each time step, by undertaking a prediction and measurement
step. The prediction step describes the evolution of a state at each time step, and the measurement model
relates a noisy measurement at each time step to a state. Recursive propagation can only be tractable in
very specific cases, and so the optimal Bayesian solution is approximated by a method called particle
filtering.
Subsequently, estimation of the positions of the inner and outer bowel wall are made based on
their positions on a plane perpendicular to the centreline. The problem is modelled with a Markov
Random Field, and gradient based metrics are extracted from the MRI volume to give costs to assigning
inner or outer bowel wall positions to particular coordinates on the cross section. Performing inference
on this model allows estimation of the optimal global solution, and therefore the most probable likely
configuration of bowel wall positions, given the data.
6.2 Particle Filtering
Particle filtering provides a probabilistic framework for recursive dynamic state estimation. Although
not applied to the bowel before, this framework has been used with success in the tracking of cerebral
arterial segments [Shim et al., 2006]. Particle filtering methods provide a methodology for generating
samples from a distribution without prior assumptions about the state-space model or state distribution.
This means there are no restrictions on the linearity or Gaussianity of the state-space model, and the
initial state and noise distributions can take any form. This is important when dealing with non-linear,
non-Gaussian measurement models, such as is described in section 6.3.2.3.
Here, the Sequential Importance Sampling (SIS) algorithm [Arulampalam et al., 2002] is described.
The state space approach to time-series modelling focuses on the state vector of a system. The goal is
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to determine the posterior distribution p(xt|z1:t) where xt is the current state and zt is the current
measurement. To make inference about a dynamic system, we need two models: A model describing
the evolution of a state at each time step p(xt|xt−1) (the system model), and a model relating the noisy
measurement at each time step to the state p(zt|xt) (the measurement model). Given these two models
the state of the system can be recursively updated at each time step by use of a Bayesian approach:
p(xt|zt) = p(zt|xt)p(xt|z1:t−1)
p(zt|z1:t−1) . (6.1)
This can be broken down into the two states. The prediction state uses the system model to obtain a
prior pdf of the state at time t. At each time state we have the pdf at time t − 1, p(xt−1|zt−1), and can
therefore use the Chapman-Kolmogorov equation to obtain the prior pdf:
p(xt|z1:t−1) =
∫
p(xt|xk−1)p(xk−1|z1:k−1)dxk−1. (6.2)
Note p(xt|xt−1, z1:t−1) = p(xk|xk−1) has been used as we are describing a Markovian process. The
probabilistic model of state evolution p(xt|xt−1) is defined by the state equation. We can then use
equation 6.1 with normalising constant
p(zt|z1:t−1) =
∫
p(zt|xt)p(xt|z1:t−1)dxt, (6.3)
which depend on the likelihood function p(zt|xt) defined by the measurement model. Recursive prop-
agation of the posterior density is a conceptual solution in that its analysis is intractable in the general
case (except the linear Gaussian state space model), and therefore methods to approximate the optimal
Bayesian solution must be used.
Particle filtering is one such method, estimating the posterior density using Monte-Carlo simula-
tions. The posterior density is represented by a set of random samples with associated weights with
estimates being calculated on these samples. As the number of samples increases the Monte-Carlo rep-
resentation becomes close to the functional description of the posterior pdf. The random measures are
denoted {xi0:t, wit}Nsi=1, where {xi0:t, i = 0, ..., Ns} is a set of support points with associated weights
{wit, i = 0, ..., Ns} and x0:t = {xj , j = 0, ..., t} is the set of state up to time t. The weights are nor-
malised such thatΣiw
i
k = 1. The posterior density can then be approximated as a sum of weighted Dirac
functions:
p(x0:t|z1:t) ≈
Ns∑
i=1
wiδ(x0:t − xi0:t). (6.4)
The weights are chosen using a concept called importance sampling and is used as follows. p(x) ∝ π(x)
is a probability density from which it is difficult to draw samples but for which π(x) can be evaluated.
We can use an importance density q(·) to draw samples xi ∼ q(x), i = 1, ..., Ns and use a weighted
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approximation to the true density p(.):
p(x) ≈
Ns∑
i=1
wiδ(x− xi), (6.5)
where:
wi ∝ π(x
i)
q(xi)
, (6.6)
is the normalised weight of the ith particle. It can be shown that in the sequential case the weight update
equation is:
wit ∝ wit−1
p(zt|xit)p(xit|xit−1)
q(xi|xi0:t−1, z1:t)
. (6.7)
This can be further simplified if q(xi|xi0:t−1, z1:t) = q(xi|xit−1, zt) as the importance density is only
dependant on xt−1 and zt:
wit ∝ wit−1
p(zt|xit)p(xit|xit−1)
q(xi|xit−1, zt)
. (6.8)
A common problem with particle filter is that of degeneracy, where after a few iterations of the
algorithm, all but one of the particles will have negligible weight. The degeneracy effect means that a
large proportion of computation time is dedicated to updating particles which have little contribution to
the posterior density p(xt|k1:k). A measure of degeneracy has been defined in [Bergman, 1999] as the
effective sample size Neff :
Neff =
Ns
1 + Var(w∗it )
, (6.9)
where w∗ik = p(x
i
t|z1:t)/q(xit|~xik−1, zt) is referred to as the true weight. This cannot be evaluated, and
so an estimation N̂eff is used:
N̂eff =
1∑Ns
i=1(w
i
t)
2
, (6.10)
where wit is the normalised particle weight (Eqn. 6.8). A small Neff is undesirable as it indicates
a severe degeneracy effect. This can clearly be avoided with use of a large number of particles Ns,
although this is computationally demanding. We can also make use of a good choice of importance
function a resampling strategy.
6.2.1 Importance Function
The optimal importance density function that minimises the true weights has been shown in [Doucet
et al., 2000]; however it requires the possibility to sample from p(xt|xit−1, zt) and to evaluate the integral
over the new state. This is intractable except in the cases where xt is a member of a finite set and also
when p(xt|xit−1, zt) is Gaussian. For other models it is possible to construct suboptimal approximations
to the optimal inference with use of local linearisation techniques [Doucet et al., 2000]. It is also possible
to approximate p(xt|xit−1, zt) with a Gaussian model using the unscented particle filter [van der Merwe
et al., 2001]. Lastly, a more simple solution is to choose the importance density function to be the prior:
q(xt|xit−1, zt) = p(xt|xit−1) (6.11)
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Calculation of the weight for each particle by substituting Eqn. 6.11 into Eqn. 6.8 is then simply:
wit ∝ wit−1p(zt|xit) (6.12)
6.2.2 Resampling
A resampling strategy can also be used to reduce the effects of degeneracy. When the effective sample
size Neff falls below a certain threshold NT , the particles with a small weight can be removed from
the model and other particles are replicated by a quantity relative to the size of the corresponding par-
ticle weight, generating a new set {xi∗t }Nsi=1. This produces an approximate discrete representation of
p(xt|z1:t) given by:
p(xt|z1:t) ≈
Ns∑
i=1
witδ(xt − xit). (6.13)
The resulting particle weights are then set towit = 1/Ns. An algorithmwith low computational complex-
ity (O(N)) and good particle filter estimates [Hol et al., 2006] is Systematic Resampling [Arulampalam
et al., 2002]:
I n i t i a l i s e t h e CDF: c1 = 0
f o r i = 2 : Ns
ci = ci−1 + w
i
t
end f o r
S t a r t a t b e g i nn i ng o f CDF: i = 1
Draw a s t a r t i n g p o i n t : u1 ∼ U [0, N−1s ]
f o r J = 1 : Ns
Move a long CDF: uj = u1 +N
−1
s (j − 1)
While uj > ci
i = i + 1
end wh i l e
Ass ign sample : x
j∗
t = x
i
t
Ass ign we igh t : wjt = N
−1
s
end f o r
6.3 Methods
6.3.1 Overview
As a first step, the bowel is tracked using the particle filter method described in section 6.3.2. The
resulting particle information is used to extract a smooth centreline using the fast marching technique
described in section 6.3.3. Finally, the positions of the inner and subsequently the outer bowel wall are
computed using image gradient information and a MRF model using the method described in section
6.3.4. This overview is shown in figure 6.3.1.
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Figure 6.1: A flowchart providing an overview of the method to perform automated bowel wall thickness
measurements.
6.3.2 Particle Filter
The theory and algorithms in Section 6.2 can be used to estimate the state of a dynamic system given
a sequence of noisy measurements. They are often used to measure the evolution of state over time,
although any dynamic factor can be substituted. In the following section I propose to track the colon
by evolving the state of a system containing the central position of the bowel as well as its orientation
and cross sectional shape. Initially the shape will be modelled with an ellipse with varying radius and
orientation. The assumption of smooth variation along the axis of the structure gives a good argument
for the use of a tracking-based solution.
6.3.2.1 State Vector
The initial state of the system is modelled as a 15-D vector:
xt = [cxt cyt czt r11t r12t r13t r21t r22t r23t r31t r32t r33t at bt φt]
T (6.14)
= [cTt r
T
t e
T
t ]
T , (6.15)
where ct represents the centre of the structure at time t, rt represents the elements of a reference frame
Rt given by:
Rt =


r11t r12t r13t
r21t r22t r23t
r31t r32t r33t

 , (6.16)
giving a global orientation, and et represents the ellipse parameters comprising the length of the ellipse
major at and minor bt axes, as well as the orientation φt relative to reference frameR.
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6.3.2.2 Prediction Model
The state prediction is modelled as an addition of the normal vector to the position vector with the
addition of a zero mean Gaussian noise vector ǫc:
ct = ct−1 + [r13t r23t r33t ]
T + ǫc. (6.17)
Similarly, the ellipse parameters are corrupted by Gaussian noise vector ǫe:
et = et−1 + ǫe. (6.18)
The reference frame is however perturbed by a function whose behaviour is defined below.
Rt = fn(Rt−1, ǫr) (6.19)
Figure 6.2: Perturbation of the state normal vector from a uniform azimuth and normally distributed
polar angle. Here, a set of example samples are displayed as black markers, about the previous normal
vector displayed in blue.
Without lack of generality, the mean orientation of the normal noise vector can be considered to be
in the direction (0, 0, 1). This can be represented in terms of spherical coordinates, with a polar angle ǫθ
and azimuth ǫψ as:
ǫr = [cosǫθsinǫψ sinǫθsinǫψ cosǫψ]
T . (6.20)
ǫθ can be sampled from the uniform distribution:
ǫθ ∼ U(0, 2π), (6.21)
and ǫψ is normally distributed around 0, such that the samples are more sparse the further the angle from
the pole:
ǫψ ∼ N (0, σ2ψ). (6.22)
With the assumption that the particle position c′t−1 = [0 0 1]
T and c′t = [cosǫθsinǫψ sinǫθsinǫψ cosǫψ]
T
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and rotation frames:
R′t−1 =


1 0 0
0 1 0
0 0 1

 , R′t =


φa φb cosǫθ sinǫψ
φc φd sinǫθ sinǫψ
φe φf cosǫψ

 , (6.23)
the variables φa, ..., φf of reference frame R
′
t that minimise the twist between frame R
′
t−1 and R
′
t
can be found by sweeping a Rotation Minimizing Frame (RMF) through points c′t−1 and c
′
t using the
double reflection method in Wang et al. [2008]. This ‘local’ reference frame R′t can be used to update
the global reference frameRt in the state vector using:
Rt = Rt−1R
′
t. (6.24)
6.3.2.3 Measurement Model
Figure 6.3: Measurement of a single state visualised in both crosssection view (left) and radial coor-
dinates (left). Ellipse parameters are visualised in green, and detected colon wall points are marked in
red.
The proposed model uses cross-sectional radial intensity profiles to assign a probability of the ob-
served data zt given a state xt. I use the approximation that the colon is topologically cylindrical, with an
elliptical cross-section of varying parameters. The assumption is made that the intra-luminal space has
a low local intensity, relative to the bowel wall, due to the ingested contrast agent. At the position of the
colon wall, a rapid increase in the image intensity is observed. It is this increase in image intensity that
is detected across the radial intensity profile by defining an intensity threshold. The likelihood function
p(zt|xt) is then defined using the proximity of the detected boundary points to the predicted ellipse. The
ellipse boundary positions u are defined as:
uht = Rt


atcos(h)cos(φt)− btsin(h)sin(φ)
atcos(h)sin(φt) + btsin(h)cos(φ)
0

+ ct, (6.25)
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where h ∼ [0, 2π] and H is the number of sampled positions. Similarly, the unit vector from ct to each
point in u is used to interpolate a radial intensity profile and detect the bowel wall given by an intensity
value exceeding some threshold k. A term is included to penalise states in which bowel wall is detected
within an inner ellipse defined by:
uhinnert = Rt

η


atcos(h)cos(φt)− btsin(h)sin(φ)
atcos(h)sin(φt) + btsin(h)cos(φ)
0



+ ct, (6.26)
designed to further discourage crossing of the bowel wall. Lastly, some boundary points may not be
detected, and so these are excluded from the measurement model calculation, but incur an additional
penalty based on the percentage of missing boundary points. A cost function is then defined as the mean
sum of squared distances between the detected boundary points v and the ellipse u:
Fv,u(v
hi
t ,u
hi
t ) =
∑2π
h=0 ||vh
i
t − uh
i
t ||
Hdetected
. (6.27)
where Hdetected is the number of detected boundary points. The full measurement model is then:
d(zt|xit) =
Fv,u(v
hi
t ,u
hi
t )
(1−Υ)Ω , (6.28)
where Υ is the percentage of boundary points detected within inner ellipse uhinnert , and Ω is the propor-
tion of detected boundary points. The particle weights can be calculated:
qik ∝ qik−1
exp(−Wd(zt|xit))∑Ns
m=1 exp(−Wd(zt|xmt )
, (6.29)
whereW is a normalising constant and controls the sharpness of the weighting distribution.
6.3.2.4 Dynamic bowel wall intensity threshold
For robust tracking of the bowel wall, the wall intensity threshold k must be dynamically updated due to
the local intensity inhomogeneity caused by theMRI bias field, and also the wall intensity inhomogeneity
due to variations in contrast uptake. After each iteration t of the particle filter, voxel intensity values are
sampled from the position of each detected inner wall position P, along the vector which intersects this
position and the position of the centreline Ct. The voxel intensity values are split into two groups, the
wall voxels Vw which start at wall position P and follow vector
−−→
CtP; and the lumen voxels V
l which
follow vector
−−→
PCt. The distance sampled along each vector is set at 3mm as an approximate bowel wall
thickness. Threshold k is found by linear search, such that it maximises the separation between these
two groups:
k = argmax
k

τ ∑
i∈Vw
f>(V
w
i , k) + (1− τ)
∑
i∈Vl
f<(V
l
i , k)

 , (6.30)
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where
f>(x, k) =

 1 if x > k0 otherwise , (6.31)
and
f<(x, k) =

 1 if x < k0 otherwise . (6.32)
6.3.2.5 Termination criteria
The particle filter can be set to run to a maximum number of iterations T , or another termination criterion
set such that a high rate of particle degeneracy is detected [Bergman, 1999]. Here, a small effective
sample size N̂eff (see equation 6.10) indicates a high variance in the particle weights q
i and in turn
indicates an unlikely state to represent the tracked bowel. This usually occurs due to local colonic
collapse, large amounts of high intensity intra-luminal matter, or poor image quality due to image artefact
or poor bowel preparation. For this study, termination occurs when N̂eff is less than 1% of the original
particle count.
6.3.3 Extraction of centreline
After the termination of the particle filter, a centreline is extracted to allow for subsequent measurement
of the bowel wall thickness. A simple averaging of the particle centreline position at each iteration Ct
gives unsatisfactory results in circumstances where the particle filter explores multiple pathways, as a
mean position may not necessarily lie within the colon lumen. Instead, a speed function is derived from
the particle positions at every iteration, and fast marching used to find the fastest geodesic path from start
to end point. Speed function G can be created by computing the weighted sum of Gaussians:
G(yj) =
N∑
i=1
qie
||yj−xi||
2/h2 (6.33)
where {xi}i=1,...,N are the centres of the Gaussians, taken from the centreline positions of each particle
state over all iterations; qi are the weight coefficients taking from the respective particle weights; and
h is the bandwidth parameter of the Gaussians (set experimentally to 3mm). The sum of Gaussians is
evaluated at each of the target points {yj}j=1,...,M , in this case the voxel coordinates of the input image
domain inR3. This can be computed efficiently using a fast Gauss transform function [Yang et al., 2003].
The centreline can then be extracted by evolving a wave front across the image domain using the fast
marching method [Adalsteinsson and Sethian, 1994], solving the Eikonal equation:
G(x)|∇T (x)| = 1, (6.34)
where T is time. Centreline path is then found by computing the shortest geodesic distance across the
resulting distance map from start to end point. A simplified simulation of this workflow is demonstrated
in figure 6.4.
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Figure 6.4: An overview of the particle filtering method. Top row shows: a segment of colon with
particle filter start and end points in green and cyan respectively (left); execution of a simplified version
of the particle filtering method showing ‘live’ and ‘terminated’ particles in blue and red respectively
(middle); the speed function calculated from the weighted sum of Gaussians of particle positions (right).
Bottom row shows: the geodesic distances from the start point, calculated by fast marching (left); the
centreline path found by computing the shortest geodesic distance from start to end point (middle); the
centreline path overlay on the original image (right).
6.3.4 Wall thickness calculation
This section will describe the algorithm used to calculate the bowel wall thickness given a centreline
path. To allow for a reference frame to be constructed at each position along the centrelineC, a Rotation
Minimising Frame (RMF) [Wang and Joe, 1997] is employed. The properties of such a set of reference
frames are such that the magnitude of angles between the reference vectors of consecutive frames Ui
Ui+1 are minimised, minimising the total global error:
Eg =
n−1∑
i=0
|∠(Ui, Ui+1)|. (6.35)
Each frame can be defined by its components:
U = [r s t] , (6.36)
where t defines the tangent vector, and r and s span the curve normal plane.
Now for any position along the centreline, it is assumed that there exists a full circumferential loop
of bowel wall that lies in the image plane in which r and s lie. To more easily specify a point in this
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Figure 6.5: Particle filtering method applied to a patient dataset, with a projection of the tracked colon
shown in the coronal (top left), sagittal (top right) and axial (bottom) planes. The particle filter is ini-
tialised in the rectum (green line) but terminates in the sigmoid junction due to an area of local colonic
collapse (indicated by the red arrow). After manual reinitialisation (blue line), the colon is tracked to the
caecum.
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plane, a radial coordinate system is used, parametrised by θ, the angle of rotation from r; and f , the
distance from C. As the bowel wall is a continuous structure, for each angle of rotation θ there exists a
position of the inner bowel wall and so the task can be formulated as a labelling problem.
For every frame Ut there exists a set of sites St = {1t, ..., nt} which correspond to the angle
of rotation around the frame tangent. A set of random variables Ft = {F1t , ..., Fnt} which take a
label corresponding to a distance from the frame centre ft = {f1t , ..., fnt}. A neighbourhood system
defines edges and allow the definition of connections between sites Nt = {Nit |∀it ∈ St}. Lastly a
pairwise clique allows the modelling of the geometric and appearance based dependences between label
configurations C2 = {{it, i′t}|it ∈ St, i′t ∈ Nit}.
Two types of edges are included within the model. The first allows inclusion of dependencies
between neighbouring sites within the same frame and also between neighbouring frames Nit = {(i −
1)t, (i+ 1)t, it−1, it+1} (see figure 6.6 for details).
Figure 6.6: A simplified example of the graph structure described in section 6.3.4. At regular intervals
along the centreline (green), a reference frame is extracted. In the image plane defined by this reference
frame, a set of possible site locations are calculated by a radial coordinate system (blue). The set of sites
corresponding to each reference frame may lie at any point along this ray. Here, for simplicity, the set
of possible site locations for single a frame are shown, although the algorithm optimises over multiple
frames. The sites are displayed as red spheres, connected by edges which describe their neighbourhood
system. Neighbouring sets of rings correspond to neighbouring reference frames.
6.3.4.1 Node Potentials - Inner Bowel Wall
The node potentials give a probability of assigning a label fi to a site i. At the position of the inner bowel
wall pi at site i, a rapid change of the intensity of the image is expected, and the direction of this gradient
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should coincide with the unit vector Cˆpi =
−−→
Cpi/|Cpi| from the frame centre to the site position. The
following potentials are defined:
H1i (i) =


|∇I(pi)| if ˆ∇I(pi) · Cˆpi > 0
|∇I(pi)|
(
ˆ∇I(pi) · Cˆpi + 1
)2
otherwise
(6.37)
This function penalises against selecting inner wall positions which have a gradient direction greater than
±π/4 radians away from Cˆpi. Simply using the image gradient may produce some undesirable results
when high contrast artefacts lie outside of the bowel wall, such as blood vessels or when two bowel walls
are closely applied to each other. To prevent this from occurring, the result is scaled by the cumulative
sum of voxel values from image I which lie above threshold k (see section 6.3.2.4), originating from the
frame centre C along vector Cˆpi:
H2i (i) =
β∑fi
n=0 f>(I(C+ n Cˆpi), k)
, (6.38)
where
f>(x, k) =

 1 if x > k0 otherwise . (6.39)
and so the full site potential equation is:
Vi(i) = H
1
i (i)H
2
i (i). (6.40)
Figure 6.7: Figures show the construction of node potentials for the detection of the inner bowel wall. All
figures are displayed in radial coordinates, with the distance from origin shown in the vertical axis, and
the angle of rotation in the horizontal axis. The original image is shown top left. Top middle shows the
gradient node potentialsH1i . Top right shows the cumulative node potentialsH
2
i . Bottom left shows the
combined node potentials Vi. Bottom right shows the belief vectors bj . All measures are scale invariant.
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6.3.4.2 Edge potentials - Inner Bowel Wall
The solution is constrained such that neighbouring sites must be both a similar distance to the centre of
the frame, and have a similar voxel intensity value. This gives a result that is both continuous in terms
of the bowel wall position, and the intensity of the signal at those positions. To model this, the following
edge potentials are used:
Vi,j(i, j) = e
−γ||fi−fj ||
(
1− min(I(pi), I(pj))
max(I(pi), I(pj))
)2
, (6.41)
where fi is the distance of site i from the frame centre.
6.3.4.3 Belief Propagation Inference
We wish to find the most probable solution of label assignments.
Pr(f) =
1
Z
∏
i∈S
Vi(fi)
∏
i∈S
∏
j∈Ni
Vij(fi, fj), (6.42)
Z is intractable, but we can use the Max-product Belief Propagation (BP) algorithm to find the optimal
global solution [Weiss and Freeman, 2001]:
f (MAP ) = argmax
f

∏
i∈S
Vi(fi)
∏
i∈S
∏
j∈Ni
Vij(fi, fj)

 , (6.43)
It is known that BP is exact on acyclic tree-like graphical models, but has been shown to give a good
MAP estimate in graphs with loops. The BP algorithm works by passing messages between nodes of
a graph defined by the set of sites θ, with edges defined by the site neighbourhoods N. Each message
M is an i dimensional vector, with i equal to the number of possible labels. At each iteration at time t,
every node sends messages to each of its neighbours in parallel, whilst also receiving messages itself.
Letmtp→q be the message that node p passes to node q at iteration t. All entries inm
0
p → q are initialised
to zero. At each iteration, new messages are computed as follows:
mti→j(fj) = max
fi

Vi(fi)Vij(fi, fj) ∏
s∈Ni\j
mt−1s→i(fi)

 , (6.44)
where Ni\j denotes all neighbours of i other than j. After T iterations, the belief vector for each node
may be computed:
bj(fj) =

Vj(fj) ∏
s∈Nj
mTs→j(fj)

 . (6.45)
The belief vector bj(fj) expresses the relative probability of assigning each label fj to site j. Once the
algorithm has terminated, each node is assigned the label having the maximum belief:
f∗q = argmax
fq∈f
bq(fq). (6.46)
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6.3.5 Calculation of the outer wall position
Following the completion of the BP algorithm, the MAP solution for the set of sites can be used to create
a contour marking the position of the inner bowel wall. It can be assumed that there are a set of positions
that lie along the normal vectors of this contour, that will also form a closed contour that coincides with
the position of the outer bowel wall. Therefore, a similar protocol as described in the previous section
can be followed, with the primary change being that the outer bowel wall positions are to be located
relative to the inner bowel wall positions. However there are also changes made to the cost functions
used.
6.3.5.1 Node potentials - Outer Bowel Wall
Here, a solution with a rapid decrease in gradient in the direction of the normal of the inner bowel wall
contour is desired. A similar strategy as in equation 6.37 is followed:
H1i (i) =


|∇I(pi)| if ˆ∇I(pi) · Cˆpi < 0
|∇I(pi)|
(
ˆ∇I(pi) · Cˆpi − 1
)2
otherwise
. (6.47)
Similarly to the node potentials for the inner bowel wall, we wish to prevent a high potential value being
assigned to high contrast artefacts which lie outside the bowel wall. For each site i, the position gi of the
first local minima in image gradient can be found along the vector from the frame centre to site Cˆpi .
H2i (i) =
κ
F (pi)
, (6.48)
where
F (pi) =


1 if pi = gi
F (pi−1) + 1 if F (pi−1) > 0
0 otherwise
(6.49)
6.3.5.2 Edge potentials - Outer Bowel Wall
Similar pair-wise constraints are applied to the outer as to the inner bowel wall for neighbouring sites.
The solution is constrained so that the sites are a similar distance from the contour that defines the inner
bowel wall, and the intensity of the signal at those positions must be similar. The same potentials as in
equation 6.41 are used. The label assignments are found using belief propagation as described in section
6.3.4.3.
6.3.6 Algorithm Initialisation
The particle filter is initialised by setting all particles with the same parameters, therefore an initial state
must be defined (see equation 6.15). The centre point parameters [cx1 cy1 cz1 ]
T are selected with the
use of a DICOM viewer to give a position in Euclidean space. The reference frame R1 is set such the
the tangent [r131 r231 r331 ]
T is oriented along the colon lumen, and the other two frame vectors are
set at arbitrary, orthogonal angles in the normal plane. The ellipse parameters [a1 b1 φ1]
T are set by a
semiautomatic method. First the volume is sampled along the intersecting plane defined by the normal
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Figure 6.8: Figures show the construction of node potentials for the detection of the outer bowel wall. All
figures are displayed in radial coordinates, with the distance from origin shown in the vertical axis, and
the angle of rotation in the horizontal axis. The original image is shown top left. Top middle shows the
gradient node potentialsH1i . Top right shows the cumulative node potentialsH
2
i . Bottom left shows the
combined node potentials Vi. Bottom right shows the belief vectors bj . All measures are scale invariant.
Figure 6.9: Overview of the wall thickness measurement. A cross-section of the bowel is taken (left),
the inner- and outer-walls are detected (centre) and the final contour for both is generated (right).
vectors of R1, to create the resliced image Ir spanning the normal plane. A graphical user interface
(GUI) (see figure 6.10) allows selection of points z = [x y] in R2 defined by R1. An ellipse may be
defined by its conic form:
F (z) = zTCz + dz+ e = 0 (6.50)
where C is a 2 × 2 matrix, and so a least-squared solution can be found by minimising the algebraic
distance: ∑
F (z)2 (6.51)
by using a linear least squares approach using the constraint [Bookstein, 1979]:
λ21 + λ
2
2 = 1, (6.52)
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where λi are the eigenvalues of C. Given conic variables [C d e], the ellipse can be converted into its
parametric form [a b φ] [Gander et al., 1994].
Figure 6.10: Using the GUI to specify the ellipse parameters for the initial particle filter state. The centre
image shows the freehand drawn inner bowel wall contour (solid blue line), and the right image shows
the least-square fit ellipse (red dashed line).
6.4 Experimental results
6.4.1 Imaging Protocol
Three hours prior to the scan, participants were requested to drink 3L of 2% mannitol (Baxter, UK)
solution to distend the bowel and add contrast. Each patient was cannulated (22G, Introcan Safety,
Braun) into the antecubital vein prior to lying in the scanner (3T Philips Achieva, Philips Healthcare,
Best, The Netherlands). Each subject was scanned in the prone position with routine anatomical MRI
scans acquired following spasmolysis with butyscopolamine (20mg Buscopan, Boehringer Ingelheim).
For this study a 15s breath-hold 3D post-gadolinium contrast (0.1 ml/kg Gadovist 1.0mmol/ml,
Bayer Schering Pharma, Berlin, Germany) - T1 high resolution isotropic volume excitation (THRIVE)
sequence was used. Each participant had 90 coronal slices with the following parameters: spatial reso-
lution = 2× 2× 2mm, TR = 2.18ms, TE = 1.02ms, Averages = 1, acquisition matrix = 228× 223, flip
angle = 10 degrees with manufacturers torso coil.
6.4.2 Patient Demographics
24 participants with histopathologically defined Crohn’s disease were identified (8 male) with the mean
age 31.3 years (range 19 to 64).
6.4.3 Experimental Design
For the purpose of establishing the accuracy of the bowel wall thickness measurement algorithm, 24
patient cases were chosen at random and without exclusion. In each case, between 6 and 8 locations
were selected, evenly distributed along the large bowel from rectum to caecum, by arrows pointing in
the direction of the inner bowel wall. Two radiologists (AA, GB) independently created a second set
of ROIs by measuring the thickness of the bowel wall from a point on the inner bowel wall which
has been identified by the study coordinator (AM), such that it is closest to the preselected location.
4 patient cases were duplicated to allow an estimation of intra-observer error and kept blind to the
radiologists. The data was assessed non-consecutively and randomised by the study coordinator. The
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Figure 6.11: Placements of the ROIs were first selected by the study coordinator, and the approximate
position marked with an arrow, pointing towards the bowel wall. The observers independently created
a measurement of the bowel wall thickness from an inner bowel wall position that they thought best
corresponded with the arrow. This was to minimise the bias on wall thickness measurement induced by
the arrow marker.
algorithm described above was executed on each of the cases by selecting a start and end point in the
centre of the bowel lumen at ≈ 10cm distance along the length of the bowel. To allow for a comparison
against the observers’ measurements, for each ROI, the thickness measurement where the inner wall
position has the smallest Euclidean distance to the observer measurement is selected. If there was no
measurement, or the closest measured point was > 5mm to the observer ROI, the algorithm is said to
have failed to make that measurement.
6.4.4 Discussion
The results showing the comparison of wall thickness measurements between the algorithm and the
individual observer, as well as the level of inter- and intra-observer variability are shown in table 6.1, and
also in the Bland-Altman plots [Bland and Altman, 2007] (figure 6.14). It can be seen that, in the ROIs
which were successfully measured by the algorithm, the mean difference in wall thickness measurement,
and the standard deviation of those differences, between the algorithm and the individual observer (mean
difference 0.23mm− 0.27mm, standard deviation ±0.83mm−±0.79mm) were comparable to that of
the intra-observer variability (mean difference 0.16mm, standard deviation ±0.64mm). It can also be
seen that the distribution of differences of wall thickness measurement is similar, shown in the Bland-
Altman plots in figure 6.14. However, in around 15% of the ROIs, the algorithm failed to make a
measurement within 5mm of the same position as the observer.
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Figure 6.12: Agreement between the algorithm wall thickness measurements and observer 1 (top left),
observer 2 (top right) and a comparison of the individual observer measurements (bottom).
Table 6.1: Variability and mean difference of wall thickness measurement between the algorithm and the
individual observers, the two observers and the observers and their repeat measurements.
Total ROIs ROIs included Mean diff. (mm) St.D (mm) 95% conf. int.
Algorithm and observer 1 167 141 (84.4%) 0.23mm ± 0.83mm ± 1.37mm
Algorithm and observer 2 167 143 (85.6%) 0.27mm ± 0.79mm ± 1.30mm
Observer 1 and observer 2 167 167 (100.0%) 0.16mm ± 0.64mm ± 1.05mm
Observer 1 repeat measurements 31 31 (100%) -0.46mm ± 0.47mm ± 0.77mm
Observer 2 repeat measurements 31 31 (100%) 0.18mm ± 0.43mm ± 0.70mm
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Figure 6.13: A short (80mm) section of stricture in the descending colon of case 22. The inner and outer
bowel walls are reconstructed from the points detected by the algorithm.
Figure 6.14: Bland Altman figures showing the variability of wall thickness measurement between:
the algorithm and the individual observers (top), the two observers (middle), the observers and their
repeat measurements (bottom). The broken line indicates the mean measurement difference. Solid lines
indicate the 95% confidence interval level.
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6.4.5 Reasons for algorithm failure
When taking the comparison of the location of wall thickness measurements made by the algorithm, and
the measurements made by observers 1 and 2, 26 (15.6%) and 24 (14.4%) out of 167 ROIs respectively
were not within 5mm of each other. In these cases, the primary reasons and the frequency of this
occurrence along with examples of regions used in the experiment are listed below:
• Poor wall contrast (4.8%): These areas showed very poor contrast between the lumen and the
bowel wall, resulting in the inner and/or outer wall locations being detected incorrectly. This can
also make the particle filter tracking fail (see figure 6.15).
• Poor preparation (4.2%): Residual faecal matter in the bowel results in areas of high signal which
are indistinguishable in terms of intensity value from the bowel wall. Due to the wall detection
being made on image gradient values, this residual matter can result in the incorrect detection of
the inner bowel wall (see figure 6.16).
• Bias field/reconstruction artefact (2.4%): The algorithm is dynamic, updating any threshold val-
ues for bowel wall detection as iterations progress along the centreline; however the assumption
is made that for each circumferential bowel wall loop, the wall intensity values are relatively
constant. In the majority of cases, any inhomogeneities due to the bias field do not hinder the
performance of the algorithm, but in a small number of patient cases a steep gradient is observed
(see figure 6.17).
• Heavily haustrated (2.4%): Problems due to large haustral folds mainly occurred in the caecum.
If the detected centreline did not lie exactly central, a given cross section may be intersected by a
large haustral fold. As the algorithm searches for the first bowel wall location from the centreline,
the haustral fold may be incorrectly identified (see figure 6.18).
• Motion artefact (1.2%): In a small number of cases motion artefacts resulted in a blurred image of
the bowel wall and therefore the algorithm failed in detecting it correctly.
Figure 6.15: Examples of poor contrast between the lumen and the bowel wall.
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Figure 6.16: Examples of poorly prepared cases. In both images there is remaining faecal matter which
appears as a non homogeneous, high intensity pattern. The image on the left shows an even distribution
over the cross section, which makes detecting the bowel wall based on intensity value difficult. The
image on the right shows matter (red arrow) floating on the surface of the mannitol solution (image
aligned with gravity acting downwards), which may be detected as the location of the bowel wall.
Figure 6.17: Examples where a strong bias field (left) or reconstruction artefact (right) occurs within a
loop of the bowel. As a single intensity value is used for each loop of the bowel wall during the tracking,
this strong difference in intensity may result in the incorrect location being detected.
6.5 Conclusions
I present a novel method to track sections of large bowel, and make measurements of the bowel wall
thickness. First, a particle filtering method is employed, using a simplified model of a cross sectional
ellipse to track the position of the bowel lumen along its centreline. Here, a Bayesian framework allows
recursive measurement and prediction of ellipse parameters to estimate the posterior distribution of this
multidimensional state space. A subsequent step models the detection of the inner-, and subsequently
the outer bowel wall by using a radial coordinate system and making use of image gradient information.
A Markov Random Field models the set of possible inner or outer bowel wall positions and uses local
neighbourhood information to enforce constraints on the system. A Belief Propagation algorithm is em-
ployed to estimate the maximum a-posteriori solution, which gives the most likely global configuration
of this system.
The workflow is fully automated, given a seed point and initial ellipse configuration. Results are
promising, showing a similar level of variability between the algorithm and the observer in comparison
to the variability between the individual observers. As the method is fully automated, it has the advantage
over a human reader that a very large number of wall thickness measurements can be made rather than the
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Figure 6.18: Examples of heavily haustrated regions in the descending colon (left) and caecum (right). In
these cases more than a single loop of bowel appears in a single cross section, and therefore the incorrect
location of the inner bowel wall may be detected.
relatively small number of manually placed measurements an observer might make. Such information
could provide a more accurate mean measurement or allow the reader to compare the variation and
distribution of wall thickness. This method also has the potential to make more consistent measurements,
something that has been shown to be an issue with the human reader.
However, an obvious disadvantage is the failure of the algorithm in around 15% of cases. This is
primarily due to the algorithm’s expectation to detect a full loop of bowel in each cross sectional image.
Due to the reasons listed in section 6.4.5, this is not possible using the assumptions made in the methods
section of this paper, and therefore further domain specific information would have to be incorporated
into the algorithm in order to cope with these use cases. Furthermore, the algorithm does not currently
give any indication of the accuracy of a given measurement. On many of the cross sectional images
it is difficult to give an accurate measurement, even for the human observer and so quantification of
measurement accuracy is important to draw any meaningful clinic value from the results. This would
be especially important if one wanted to create a mean thickness measurement along a section of bowel,
which could be useful in cases of severe inflammation or stricture. To overcome inaccuracies due to poor
preparation which occurs frequently in clinical practice, it may be possible to incorporate textural infor-
mation to better identify lumen and bowel wall. This approach has been used in automatically detecting
areas of Crohn’s disease in MR volumes [Mahapatra et al., 2012] by machine learning techniques and
could be better used to classify voxel type.
In conclusion, I have presented a method for automated bowel wall thickness measurement which
has shown similar levels of variability to the observer in 142 ROIs over 24 patient cases. This is an
extremely challenging task as the range of locations picked to assess bowel wall thickness were not
representative of clinical cases where optimal regions of good distension are expected.
Chapter 7
Future Work
7.1 Volumetric Haustral Fold Detection and Classification
The haustral fold segmentation and matching methods described in chapter 3 provide accurate results
in the majority of cases, however in certain circumstances there may be sections of colon where the
algorithm fails to find any folds. Firstly, if the colon is over- distended then the curvature based metric
used in the graph cut segmentation will produce a low value, and as by definition a smoothly varying
result is produced and so these folds in low curvature areas will be missed. The result in section 3.3 show
that a large part of the algorithm’s accuracy is governed by the geometric relationships between pairs of
haustral folds, and so if a larger number of these can be extracted an overall increase in accuracy can
only be expected. Secondly, due to poor colonic preparation, residual un-tagged fluid or faecal matter
may occlude areas of the endoluminal surface resulting in the algorithm missing the respective haustral
fold from that region. Residual fluid will usually result in a ‘smoothed’ section of extracted colon lumen,
and residual faecal matter will result in an extracted surface with far more ‘rugged’ features. Due to the
current trend of reducing the intensity of cathartic preparation in an attempt to increase the acceptance
of persons considering screening [Zalis et al., 2012], this may be an important consideration for future
work. There is potential to perform haustral fold detection on the original volumetric patient data, which
may allow for detection of finer surface features, and also deal with cases containing occluded folds.
Additionally, the volumetric information that may be extracted from the detected folds may be used to
form a feature vector and allow improved matching of haustral folds to their corresponding location in
an acquisition with the patient in another position. Some preliminary investigative work has been carried
out and a proposed workflow is described below.
7.1.1 Fold Segmentation
Initially, a training data set is constructed. Here, a colon lumen segmentation is dilated by a fixed
Euclidean distance, and the difference of these volumes calculated to produce a set of ground truth
voxels corresponding to the endoluminal colon surface. A manual labelling of these voxels is performed
to produce two voxel subsets corresponding to ‘fold’ or ‘non-fold’.
To allow training of machine learning classifiers, a feature vector must be constructed for each
voxel. For this investigative work, a filter bank is designed to extract a feature vector t(x) based on
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Figure 7.1: Voxel labelling process. A CTC volume with the patient in the prone position (top left)
has the colon lumen segmented (top right) and dilated to form a subtraction image (bottom left). These
voxels may then be manually labelled (bottom right) as fold (green), non-fold (blue) or left unlabelled
(red) to form a ground truth.
image gradient information at each voxel x:
t(x)s = [||∇i(x)s|| κs1 κs2 κs3] , (7.1)
where ||∇i(x)s|| is the gradient magnitude, and κ1, κ2 and κ3 are the volumetric principle curvatures,
calculated as the eigenvalues of the Hessian matrix. s determines the scale to which the filter bank
operates, and for this example a range of 2mm, 4mm and 8mm is selected and the resulting feature
vectors concatenated. Following feature extraction, the labelled voxels are used to train a random forests
(RF) classifier [Amit and Geman, 1997]. This classifier has been selected as recent work [Criminisi and
Shotton, 2013] has shown advantages over other classifiers using a few labelled samples, and also as a
probabilistic interpretation of results can be obtained.
7.1.2 Fold Matching
With haustral fold segmentation in volumetric space, it is possible to construct feature vectors based on
the local appearance, including local geometric features, morphological, intensity and context features,
potentially providing a richer feature set than the surface curvature based metrics used in chapter 3, and
therefore has the potential of enhanced accuracy. Such approaches have been made in the detection of
polyps using CAD features [Slabaugh et al., 2010, van Ravesteijn et al., 2010]. Using these extracted
feature vectors, it is possible to learn a covariance matrix boosted Mahalanobis distanceM such that the
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Figure 7.2: Voxel classification process. Input voxels are classified using the trained random forest
classifier producing a probability of each voxel belonging to the ‘fold’ class (top left). Subsequent graph
cut segmentation produces fold region which are labelled (top right). The bottom images show the entire
segmented volume and a zoomed region of the transverse colon.
distance between two fold feature vectors t(xi) and t(xj) is lessened in comparison to false matches:
d(t(xi), t(xj)) = (t(xi)− t(xj))′M(t(xi)− t(xj)) (7.2)
This approach has been applied to polyp matching in [Liu et al., 2011] using an algorithm based on
AdaBoost [Freund and Schapire, 1995].
7.2 Addition of Anatomical Landmarks to MRF Model
The MRF model described in chapter 3 uses information about local fold appearance (unary cost) and
the geometric relationship between folds (pair-wise cost) to perform inference on the matching of these
folds between patient positions. Chapter 2 discusses a range of anatomical landmarks which have been
used for registration of CTC data between prone and supine patient positions, and it is likely that inte-
gration of this information into the MRF model may improve the accuracy and robustness of the fold
matching, especially in more difficult patient cases. Na¨ppi et al. [2005] describe a method for extraction
of anatomical landmarks, namely the anus, hepatic and splenic flexures, and sigmoid and rectosigmoid
junctions. Roth et al. [2010] use detected hepatic and splenic flexures to perform a linear scaling of
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unfolded colon surface before subsequent registration. It is shown in figure 3.9, that a smaller proportion
of folds are successfully matched in the transverse and descending colon, and therefore using this prior
knowledge of the location of these stable landmark positions may help to produce more fold matches in
these areas.
f (MAP ) = argmin
f

∑
i∈S
Vi(fi) +
∑
i∈S
∑
j∈Ni
Vij(fi, fj)+
∑
i∈S
V Ai (fi)

 (7.3)
Here, an additional unary cost function V Ai (fi) has been included in the model which gives a cost
for matching a fold in the prone to a fold in the supine based on the relative centreline positions of each
in comparison to a set of extracted anatomical landmarks.
7.3 Automated Ordering of Collapsed Segments of Colon
Figure 7.3: The above figure shows an unordered set of colon segments, divided at areas of local colonic
collapse. Within the segments, a fixed graph structure may be defined by the arrangement of haustral
folds, but the correspondence in the areas marked in blue are unknown. By allowing connections between
multiple segments, it may be possible to find the ordering implicitly, by optimising the labelling of
haustral folds.
The haustral fold matching method explicitly resolves the problem of local colonic collapse by
connecting graph nodes in the MRF model, corresponding to haustral folds, across collapsed regions.
However, both the haustral fold matching and the intensity based surface registration proposed by Roth
et al. [2010] rely on the prior manual ordering of the colon segments. Using the same MRF model,
it may be possible to automatically order the colon segments by allowing the node neighbourhoods
corresponding to haustral folds at the edges of disconnected segments to span across multiple segments.
The MRF optimisation would then produce a labelling of haustral folds which would implicitly perform
an ordering of the colon segments (see figure 7.3).
7.4 Integration of Electromagnetic Tracking during Colonoscopy
Following identification of a polyp, if it is of sufficient size (6mm or larger) it must subsequently located
and removed by optical colonoscopy and polypectomy [Levin et al., 2008]. During colonoscopy, it may
be difficult to navigate the scope to the precise location of the polyp identified during CTC, and so
additional guidance could be provided by an eletromagnetic scope tracking system such as the Olympus
ScopeGuide as shown in figure 7.4.
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Figure 7.4: Electromagnetic tracking of colonoscope showing the position of tracked points (red
spheres), and the interpolated position of the colonoscope (blue) during optical colonoscopy. Tracked
scope tip positions are displayed as a red point cloud from full scope insertion to removal of the scope
(images shown in chronological order from left to right).
Summers et al. [2009] have shown that by computing the normalised distance along the colon cen-
treline of a polyp found at CTC, the location of a polyp at optical colonoscopy can be predicted to within
10cm in around 70% of cases by comparing this to the normalised distance along the colon centreline
found during optical colonoscopy. By using this information alongside the additional information about
the colonoscope shape, provided by the electromagnetic tracking system, it may be possible to refine
the prediction of the polyp location during optical colonoscopy. By providing accurate guidance, it may
enable the colonoscopic to more safely determine whether false positive polyp has been made at CTC.
7.5 Improvements to Bowel Wall Thickness Measurement Model
7.5.1 Classification of Voxel Type in MR Colonography
For the bowel wall thickness measurement method in chapter 6, the positions of the inner and outer bowel
are computed based on the intensity gradient of a given location on a cross section of the colon centreline,
with a subvoxel position indicated by a large gradient. Similarly, the particle filter tracking method is
based on finding bowel wall positions by an intensity threshold which is dynamically updated. While
this works well for the most part there are situations which occur commonly in clinical practice, such a
large quantity of residual faecal matter, or poor contrast between the lumen and bowel wall, which result
in an incorrect estimation of the colon centreline, or an incorrect prediction of the position of the inner or
outer bowel wall. This is because the material in the lumen may have an intensity equal to, or exceeding
that of the bowel wall and high intensity gradients occur due the intensity inhomogeneity of the residual
faecal matter. However, the position of the bowel wall is often visible in the images due to the textural
information that a human observer will perceive. It may be possible to use this textural information to
train a machine learning classifier to distinguish between lumen, bowel wall and extra-colonic allowing
most robust bowel wall thickness measurements.
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Figure 7.5: A representation of the colon displaying that using a plane (red dashed line) perpendicular to
the centreline (black dashed line) at a particular point (blue dot) may not produce a topologically correct
loop of bowel wall on its circumference.
7.5.2 Provide Indication of the Bowel Wall Thickness Measurement Accuracy
The current model assumes that a full circumferential loop of bowel wall will be visible in each cross
section of the colon centreline. At sharp inflexions of the colon, this assumption may not hold true
(see figure 7.5), and the problem may be exacerbated by heavily haustrated sections. As the model
accounts for a full loop of bowel wall this may result in erroneous wall thickness measurements in areas
where the bowel wall has not been detected correctly. Similarly, there are certain cases where even a
measurement by human observer may not be possible due to artefacts in the image, and therefore the
algorithm may make an inaccurate measurement. It would be desirable to produce a system such that
bowel wall thickness measurement are made along the length of a section of colon and a mechanism is
put in place to determine the level of certainty to which these measurements are made, and measurements
with a high associated uncertainty are discarded. Such a mechanism would allow for the generation of
cumulative statistics about an area of the colon, such as mean and variance in the bowel wall thickness,
and may allow for an automated assessment of the patient response to therapy over repeat scans.
Chapter 8
Summary and Conclusion
8.1 Summary
The following sections will summarise the individual chapters of this thesis.
8.1.1 Chapter 1: Introduction
Reliable and accurate registration of prone and supine CT colonography acquisitions may facilitate faster
and more accurate reader interpretation, as well as the potential to improve CAD polyp matching. Bowel
wall thickness is an important biomarker for the grading of Crohn’s disease activity; however MR inter-
pretation produces a poor level of agreement between observers for this measurement, and so a system
for accurate, robust and reproducible measurements is desirable. The focus of this chapter gives more
detailed motivation for the use of CT colonography for population screening, and MR biomarkers for the
grading of Crohn’s disease, as well the fundamentals of the imaging modalities used. Finally a statement
of the primary contributions of this thesis is made.
8.1.2 Chapter 2: Literature Review
This chapter firstly discusses the literature in the field of prone and supine CT colonography registration,
including centreline, landmark, volumetric, and surface based methods. A detailed explanation of a
particular surface based registration method is made, along with an evaluation of the drawbacks of such
a method and a proposed improvement by providing an initialisation based on the matching of haustral
folds. Due to the limited amount of literature concerning MRI computational evaluation of bowel wall
thickness, the second part of this chapter discusses the literature surrounding the detection of MRI signs
of Crohn’s disease using computational methods. Subsequently, a proposal for a method to automatically
measure bowel wall thickness using MRI is made.
8.1.3 Chapter 3: Endoluminal Surface Registration for CT Colonography using
Haustral Fold Matching
In this chapter, the proposed method for haustral fold matching is presented. First, a novel method to
extract haustral folds from surface mesh representations of the colonic endoluminal surface is described.
A subsequent method for the matching of haustral folds between acquisitions is also described. Here, a
depth map image metric is used alongside a virtual camera registration to create a unary cost for directly
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match folds. Geometric information about the relative positions of fold pairs are also used as a pairwise
cost term. These are include in a Markov Random Field model to enable matching of folds between
prone and supine. A method is then presented to allow these fold matches between the two acquisitions
to align 2D unfolded representations of the colonic endoluminal surfaces by constructing an underlying
function based on multilevel B-splines. This transformation is refined further by use of an intensity based
surface registration.
The second part of the chapter provides a clinical validation of this method. Using a total of 1743
reference points selected at the positions of corresponding haustral folds in the prone and supine acqui-
sitions over 17 patient cases, the performance of the fold matching algorithm was assessed showing an
accuracy of 96.1%. Furthermore, by using fold matches to initialise a surface registration algorithm, the
mean registration error can be reduces from 11.9mm to 6.0mm.
8.1.4 Chapter 4: Creating a Reference Standard
Performing a validation of CTC registration algorithm has previously been carried out using the positions
of polyps as a reference standard; however, this only provides a few reference standard points per patient
case. In this chapter a method is described to allow a set of interpreting readers to achieve a reference
standard by matching haustral folds between prone and supine acquisitions, allowing a much greater
number of reference standard points per case (mean 102.5) to be established.
8.1.5 Chapter 5: Clinical Application of Prone to Supine Registration
This chapter discusses two clinical applications which use the full registration workflow as explained in
previous chapters. Firstly, an external clinical validation of the algorithm is performed using a publically
available database containing patient cases which are generalisable to clinical practice using a total of 68
polyps in 51 patient cases. Furthermore, the algorithm performance is compared to an existing centreline
based method. We show that our method significantly reduces the registration error in comparison to the
centreline bases method (19.9mm ± 20.4mm compared to 27.4mm ± 15.1mm), and 82.0% of polyp
matches were defined as successful using a pre-specified conspicuity score in comparison to 47.4%
when using the centreline based method.
The second section of this chapter details a clinical evaluation of the registration algorithm to co-
register polyp between follow up surveillance studies. Smaller polyps may be kept under CTC surveil-
lance to assess volumetric growth over time, with a polypectomy only performed if substantial growth
is observed. In a study of 26 patients with 35 polyps, we show that our registration algorithm achieves a
mean error of 17.4mm, which brings the reader to within centimeters of the polyp, which may be useful
in relocating small or occluded polyps.
8.1.6 Chapter 6: MR Colonography in Crohn’s Disease
In this chapter a novel method to automatically track sections of colon, and subsequently make measure-
ments of the bowel wall thickness in circumferential loops is proposed. First, the particle filtering model
used to generate a colon centreline is described, followed by an explanation of how image gradient infor-
mation is used to formulate a Markov Random Field model for which subsequent optimisation provides
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an estimate of the inner and outer bowel wall positions. In a validation using 24 patient cases and a total
of 167 bowel wall thickness measurements, the differences in wall thickness measurement between the
algorithm and the individual observers were comparable to that of the intra-observer variability.
8.1.7 Chapter 7: Future Work
Here, some ideas for future work are presented. Firstly, some ideas are discussed for the potential im-
provement of the haustral fold matching method by incorporating additional image based and anatomical
information. Also an idea for allowing the automatic ordering of collapsed colonic segments is presented.
A method for endoscopic polyp location using electromagnetic tracking is suggested. Finally, some ad-
ditional work is proposed to allow better identification of voxel type in the THRIVE images which would
in turn provide a more accurate identification of the position of the inner and outer bowel wall; and a sug-
gestion that an indication of the reliability of each thickness measurement would be useful in excluding
sections of the image which are affected by artefacts.
8.2 Discussion
In this thesis, a novel method to automatically establish correspondence between prone and supine CT
colonography acquisitions is presented. As considerable colonic deformation often occurs during pa-
tient repositioning, this is a difficult task. The problem is simplified by first extracting a discrete set
of locations which stay relatively consistent during repositioning, namely the haustral folds which run
along the full length of the colon. Using a novel fold-matching metric based on depth map images of
the endoluminal colon surface, and by using the geometric relationship between pairs of haustral folds,
a Markov Random Field model is constructed and optimised to find the maximum-a-posteriori labelling
assignment of folds between the two acquisitions. Also demonstrated is how the resulting set of corre-
sponding locations may be used two align unfolded representations of the prone and supine endoluminal
surface by constructing a B-spline function based on the point correspondences. This method is shown
to significantly decrease the error of a surface based registration method by providing an initialisation,
and is especially evident in cases exhibiting one or more area of local colonic collapse, a situation which
occurs approximately 50% of the time in clinical practice.
The resulting registration allows a reader using a CTC workstation to select any position on the
endoluminal surface and automatically navigate to the corresponding location in all patient positions.
This may expedite interpretation, and also has the potential to reduce human error by aiding the location
of diminutive or occluded lesions. Furthermore, this method may be used to improve the accuracy of
CAD algorithms by using information from both acquisitions during classification of suspicious lesions.
The current trend towards bowel preparation is to increase patient compliance for persons consider-
ing screening, and to therefore reduce or remove laxative preparations [Zalis et al., 2012]. Such progress
may introduce new challenges to registration software, as an accurate segmentation of the colon lumen
is currently a prerequisite to an accurate registration. Such topics are discussed as future work, including
some proposed methods to increase robustness of the algorithm under these conditions.
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a measurement of the bowel wall thickness automatically using MRI. A particle filtering framework
is employed to identify the colon centreline, and subsequently extracted the positions of the inner and
outer bowel wall using gradient based information encapsulated in a Markov Random Field model. MRI
is the preferred choice for repeated imaging of patients suffering from Crohn’s disease, allowing the
measurement of significant variations of bowel wall thickness on changing from the active stage of the
disease to remission. However, manual measurements have been shown to be inconsistent between
readers [Ziech et al., 2011] and so an automated system has the potential to be accurate, robust and
reproducible. There are some limitations to the developed system, and these occur due to the assumptions
made about the quality of the data observed during these studies, such as poor contrast between the bowel
wall and lumen, poor patient preparation, andMRI artefact. These are discussed in detail and suggestions
provided of how these issues may be addressed as future work in this area.
In the future, we are likely to see further development of these MRI biomarkers, but more impor-
tantly the combination of multiple biomarkers to create a ‘parametric bowel’. Such work would involve
the extraction of colon, and coregistration of the image types which provide quantitative information,
such as bowel wall thickness and contrast enhancement. This ‘parametric bowel’ model would allow a
simple way to compare disease extension and activity when performing repeated imaging, and therefore
give more information to the clinician to help evaluate therapeutic response.
8.3 Conclusion
To conclude this thesis; I have presented a novel method to extract and match haustral folds from en-
doluminal surface representations extracted from CT colonography acquisitions. I have shown how this
can be used to identify corresponding locations on the colon endoluminal surface between differing pa-
tient positions. This method has the potential to facilitate CT colonography interpretation to aid clinical
workflow. Also, I have presented a novel method to track and measure bowel wall thickness in sections
of the colon. An automated, robust and accurate method for measuring such MRI biomarkers of disease
progression has the potential to better assess patients’ response to therapy.
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