Abstract-Following the recent technological trends in the Information and Communications Technology (ICT) world, Internet of Things (IoT) environments generate unprecedented amounts of data that should be stored, processed and analyzed. Though the use Cloud solutions has already started to dominate the Internet, with the appearance of a growing number of communicating things IoT-Fog-Cloud systems are being formed. Cloud and Fog technologies can be used to aid data management tasks, but their application give birth to complex systems that still needs a significant amount of research. The goal of our research is to provide means for simulating and investigating real IoT-Fog-Cloud systems. In this paper we take the first steps towards our aims, and analyze sensor data formats and datasets of Smart Cities, then propose a tool called SUMMON to provide means for gathering and filtering open datasets. We discuss how IoT data could be made available for simulation environments, and we also exemplify its utilization in an open source IoT device simulator.
Introduction
Internet of Things (IoT) solutions [1] represent a new trend for forming a dynamic global network infrastructure with self configuring capabilities. In these networks things can interact and communicate among themselves and with the environment through the Internet by exchanging sensor data, and react autonomously to events and influence them by triggering actions with or without direct human intervention [2] . According to recent reports in this field [3] , there will be 30 billion devices always, and more than 200 billion devices discontinuously online by 2020. Such estimations call for smart solutions that provide means to interconnect and control these devices in an efficient way.
Cloud computing [4] has the potential to serve these IoT needs since it enables flexible resource provisions to quickly respond to dynamic conditions, and it is able to store and process sensor data in a remote location accessed from anywhere. To reduce service latency and to improve service quality, the paradigm of Fog Computing [5] has been introduced, where the data can be kept and processed closed to the user. As a result, Cloud and Fog technologies can be used to aid data management tasks, but their application give birth to complex systems that still needs a significant amount of research. The goal of our research is to provide means for simulating and investigating real IoT-Fog-Cloud systems.
In this paper we analyze sensor data formats and datasets of Smart Cities to be reused for simulations. Based on these findings, we propose a tool called SUMMON (Smart city Usage data Management and MONitoring) to provide means for gathering and filtering open IoT datasets. We discuss how IoT data could be made available by this tool for simulating IoT-Fog-Cloud systems, and we also exemplify its utilization in an open source IoT device simulator.
The remainder of this paper is as follows: Section 2 discusses related approaches in this field, and Section 3 analyzes available open datasets of Smart City initiatives. Section 4 introduces our proposed data gathering tool and shows its utilization with MobIoTSim. Finally, we conclude the paper in Section 5.
Related work
In the past decade we experienced an evolution in Cloud Computing: the first clouds appeared in the form of a single virtualized datacenter, then broadened into a larger system of interconnected, multiple datacenters. As the next step, cloud bursting techniques were developed to share resources of different clouds, then cloud federations were realized by interoperating formerly separate cloud systems. In the case of IoT systems, data management operations are better placed close to their origins, thus close to the users, which resulted in better exploiting the edge devices of the network. The group of such edge nodes formed the Fog [5] , where cloud storage and computational services are performed at the network edge. This new paradigm enables the execution of data processing and analytics application in a distributed way, possibly utilizing both cloud and near-by resources. The main goal is to achieve low latency, but it also brings novel challenges in real-time analytics, stream processing, power consumption and security.
In IoT-Fog-Cloud environments the data generated by certain sensors or things are collected, stored and processed by local or remote gateways depending on the application of Fog or Cloud services, respectively. Kang et al. introduced the main types and features of such IoT gateways in [6] , representing the state-of-the-art and research directions in this field.
Besides real-world solutions, in many cases we need to use simulations to investigate the inner workings of complex IoT-Fog-Cloud systems, or for the development of new, efficient data management algorithms. There are many simulators available to examine distributed and specifically Cloud and IoT systems. Zeng et al. [8] proposed IOTSim that supports and enables simulation of big data processing in IoT systems limiting themselves to the MapReduce model. The iFogSim [7] solution can be used to model IoT and Fog environments by investigating resource management techniques. They use an online gaming application to demonstrate the usability of their tool. The DISSECT-CF simulator has also been extended with IoT features, and its operation is demonstrated with a meteorological case study [9] .
Moving closer to real-world applications, we may choose to simulate a part of the ecosystem, e.g. the devices that produce the data to be processed. For such purpose we may use the SimpleIoTSimulator [10] , which is an IoT sensor or device simulator that is able to create test environments made up of thousands of sensors and gateways on a computer, supporting some IoT communication protocols. Its drawback is that it needs a specific, RedHat Linux environment. The Atomiton simulator [11] manages virtual sensors, actuators and devices with unique behaviors. With this tool complex, dynamic systems can be created for specific applications, but it is a commercial, web-based environment with very limited documentation. A more advanced and generic solution is MobIoTSim [12] that can be used to simulate any device, and it can be connected to any cloud. It has predefined device templates, and a built in connection the the IBM Cloud. We use this tool to demonstrate our proposed approach later in Section 4.
Either way we use for simulating IoT systems, working with real data could result in more convincing and more reliable applications than available nowadays. In research works addressing distributed, Grid and Cloud systems, two main sources are used for this purpose: the Grid Workloads Archive [13] and the Parallel Workloads Archive [14] . These archives contain trace files of real-world utilization. Our goal in this paper is to show our first attempt to create a similar archive for the IoT research community.
Analyzing Sensor Data Formats and Contents of Smart Cities
As a first, preliminary step of this research, we searched the Internet for publicly available projects of various IoT application areas. We found two smart city initiatives that met our criteria (open, API support and relatively big datasets), and publish open data of IoT sensors and devices. In this section we analyze these projects in detail.
Sensor Data in the SmartME project
The #SmartME project [16] was initiated in 2015 by a group of researchers in the Mobile and Distributed Systems Lab at the University of Messina. Their goal was to set up a crowdfunded system using the IoT paradigm in the the municipality area of the city of Messina, Italy. During the planning phase of the system, they found cloud services very useful to be integrated with the IoT components to enable a virtual infrastructure management framework. They used OpenStack to implement the required cloud services. They named this approach a Software Defined City, where techniques of computer science, networking, data storage and sensing can work and interact together. This solution also serves as a reference architecture for building up smart cities, which represents a unified environment of static sensor network components and dynamically connecting mobile devices and objects using contextualization.
The project has an illustrative website [15] , where the installed sensors and devices can be overviewed in a map. The IoT system is composed of low-cost microcontroller boards equipped with sensors and actuators and installed on buses, traffic lamps and buildings over the municipality area of Messina. This sensor network can be used to collect data and information of the urban area to design advanced services for citizens. In the SmartME project they use a collection of sensors to monitor environmental properties, traffic conditions and energy utilization.
Some of the Smart City data is published in an Open Data platform [17] with the use of an open source data portal software called CKAN [18] , to store and visualize the collected data in an own standard open data format. It has a layered structure to categorize and store data, which are accessible in different formats through an API. To collect the sampling data from the installed sensors and devices and send them to the CKAN datastore, they developed specific plugins running asynchronously on the IoT devices. The plugins periodically check the voltage levels of the connected pins of the sensors, through which they obtain the environmental data to be sent to the datastore, together with a timestamp and the geographical position of the device, which are Arduino YUN boards. It is an embedded board based on Atmel and Atheros micro-controllers running Linino OS, a Linux OpenWrt distribution based on OpenWrt. The boards have built-in Ethernet and WiFi support, as well as micro USB connections. To host a set of low-cost sensors, a Tinkerkit Shield is used attached to a YUN board. They use a Tinkerkit thermistore, Ldr and Mpl3115 sensors to monitor temperature, brightness and pressure properties. A Honeywell HIH-4030 sensor is used to monitor humidity, and an Arduino KY38 to track the environmental noise level. Finally, a Groove MQ9 sensor is planned to be installed for monitoring air quality, but such data is not available by the time of writing.
CKAN provides a quite flexible way for collecting, storing and accessing data, but after analyzing the SmartME repository we found it hard to compose a group of sensor data to be used for a specific simulation. This strengthened our research hypothesis that there is need for a mediator service, which is able to gather and filter data automatically, tailored for a specific requirement. Now, taking a closer look at the SmartME website website [15] , we can see that there are 21 sensor groups (or nodes) within the Messina region (by the time of writing). Each group collect sensor data at a given location about the following environmental properties: temperature, brightness, humidity, pressure and noise. Table 1 summarizes these properties and the sensor and device types used to monitor them. After analyzing the open datasets we can state that property values are sampled every 10 minutes, which are varying based on the device location and the actual weather conditions. They were monitored between 2016 and 2017. In the following we present the statistical result of our investigation, in which we analyzed 5 datasets for each sensor type. To measure temperature values in the SmartME project, Tinkerkit Thermistore sensors are used. The voltage level of the module varies between 0 and 5 V, depending on the outdoor temperature. The sensed value range is between 0 and 1023, these are converted to
• C. Table 2 shows statistical summaries for the examined 5 datasets (denoted by a prefix of their original identifier). A sample temperature measurement from these datasets in JSON format can be seen in Figure 1 .
To measure brightness, a TinkerKit Light Dependant Resistor (LDR) module is used, its resistance is decreased with higher brightness (it outputs 5 V under no light, and 0 V for the highest brightness). Table 3 shows the summary of brightness data in SmartME. Table 4 shows a statistics of humidity environmental properties for 5 datasets in the SmartME project. They were measured with Honeywell HIH-4030 sensors, which are ideal for battery powered application.
To monitor air pressure, MPL3115 sensors are used with TinkerKit. They provide high resolution and support power saving mode, and their operating range is between 20 kPa to 110 kPa. Figure 1 . Sample temperature sensor data of SmartME For sensing noise, they use Arduino KY-038 microphone sound sensor modules providing both analog and digital outputs (with adjustable sensitivity). Table 6 summarizes noise measurement statistics for 5 datasets.
Besides environmental property monitoring, prototypes have been developed for smart energy, parking and traffic management. According to the information provided in the project websites [15] and [17] , these parts of the SmartME project are still under development and testing, therefore partial datasets are available, and no real-time measurements are performed currently. Nevertheless we found it interesting and useful to examine the open data on traffic light lamps. The summary of these measurements published in a single dataset is shown in Table 7 . In this set 10 lamps were monitored for 10 days, and their actual working hours and states were saved. A sample traffic light measurement from this dataset in JSON format can be seen in Figure 2 . { "on": true, "working_hours": "3404", "id_lamp": "lamp-001", "timestamp": "2017-06-17T23:45:12", "count_power_on": "440", "lat": "37.55560", "lng": "14.98149", "_id": 1 } Figure 2 . Sample traffic light sensor data of SmartME Finally, some measurements on smart parking showing parking lot space information are also available (in the dataset with prefix: 298b8ab1-), but this set is refreshed unpredictably, only in a monthly basis.
Sensor Data in the CityPulse project
CityPulse was a former European FP7 project [20] run between 2014 and 2016. As stated in their website [19] , its goal was to develop innovative, reliable and real-time smart city applications by adopting and integrating the Internet of Things paradigm, knowledge-based computing and reliability testing. The project designed a flexible and extensible smart city data analytics framework. They developed software components for real-time data stream publication and annotation, installed at two locations: in Aarhus, Denmark, and in Brasov, Romania. The project team composed of citizens, stakeholders and technical colleagues, has developed over a hundred smart city scenarios that were published and made available online. The set of key datasets are published as CityPulse Reference Datasets that consists of over 180GB of time series data and live data feeds according to [21] .
The CityPulse Dataset Collection containing various semantically annotated datasets is available in [22] . In this subsection we summarize the contents of these datasets archiving weather observations and parking-related monitoring information. The collection also includes datasets of specific events, which we found less relevant for further investigations and simulations, therefore we excluded them from our work. Most measurements are available in raw JSON format and in annotated TTL formats. Some measurements are also available in CSV format.
In the CityPulse project the following environmental properties were monitored both in Aarhus and Brasov: temperature and dew point (in • C), pressure (in mBar), humidity (in %), wind direction (in • ) and wind speed (in kph). We could not find detailed information on the exact sensors used to perform these measurements. By examining the datasets we can see that there in no more real-time monitoring, and the publicly available data dates back to 2014, containing only some months of measurements. The data structure is different than the one used in the previously seen SmartME project. The frequency of sampling is also different: generally 3 measurements are performed in an hour (after 10, 20 and 30 minutes in a loop). We examined in detail the two available datasets of weather observations from the city of Aarhus. The summary of these measurements is given in Table 8 . From this table we can see that similar sampling is used for all properties, with the same measurement dates. Besides weather observations, we can find a parkingrelated dataset as well. It contains sensed information of 8 different parking lots in the city of Aarhus. The published data covers a period of 6 months. The statistical summary of this dataset is shown in Table 9 . Finally, pollution monitoring was supposed to complement parking space monitoring in the CityPulse project. Since no such sensor infrastructure was installed within the project, they decided to simulate this data and to generate artificial datasets for pollution information. The dataset was Figure 3 . IoT environment simulation with SUMMON and MobIoTSim generated randomly (within a predefined range) to cover 3 months with 449 observation points, including the following properties: ozone, particulate matter, carbon monoxide, sulfur dioxide and nitrogen dioxide.
The outcome of our analysis is that Smart City data is quite heterogeneous, and it is hard to find raw sensor data representing a specific situation or event. As a result there is a need for a service that allows automated filtering to facilitate reuse of this data.
Filtered Datasets for Experimenting with IoT-Fog-Cloud Environments
In the previous sections, we introduced datasets of two Smart Cities. There are many more Smart City projects in the world, and this number is expected to grow in the near future. Hopefully, more and more datasets will be accessible publicly containing useful sensor information. To efficiently and easily work with several datasets located at different sources, we need a service which gathers and filters such data. There are three main functions that should be implemented in such a service: (i) listing the available datasets; (ii) showing detailed information about a specific dataset; and (iii) querying and filtering a selected dataset.
Concerning these requirements: for browsing and searching for the required sensor dataset for further reuse, a website is a suitable solution to provide these features. To help other applications to reuse the data and the filtering capabilities, an API is also preferable (for later, automated usage). The dynamic list of the available datasets can be collected in different ways, based on the data source. A data source can be online accessible through an own API, or it can be downloadable stored in a file or in a local database. This list should contain basic information about the datasets, such as the name, source, categories and size. Even this list could be searched, filtered and ordered to help finding the right dataset for the user or application. After selecting a specific dataset, more details can be obtained, like the We further detailed the filtering function to three main processes:
• the first one is the opportunity to include or exclude fields from the results;
• the second part is responsible for the data filtering based on the filed types. For example, if the field is an integer, the minimum and maximum values can be given, similar if it is a date type, just in a valid date format. In cases when the field contains a name or ID, the tool should display the possible distinct values. If the field type is a boolean, the user could select a criteria to select only the true, false or both values.
• finally, the third main part is the specification of the result format. It can be a preview, or a downloadable file in JSON format or even through a stream. To implement the above mentioned requirements, we propose a tool called SUMMON, which stands for Smart city Usage data Management and MONitoring. In the first prototype of the proposed tool we implemented some basic features. In its current form it is a website implemented in node.js and uses the CKAN system API [18] . The CKAN system has a hierarchical structure, where the so called organizations are on the top. It is possible to list all organizations in the SmartME website through this API, but unfortunately the datasets (or in CKAN dialect: packages) of an organization cannot be listed, this is the reason why we used a different API call to query the datasets. We can also get more detailed information about a dataset, like the license, maintainer, author. SUMMON uses an API call to receive the schema of the dataset, so it can generate a form based on that. After the user finished with the form, the settings are used to generate an SQL statement. The results are displayed as a preview, embedded in a html code with the possibility to modify the form and see some example results, or in JSON format to be downloadable. In order to demonstrate the applicability of SUMMON, we use a mobile IoT device simulator called MobIoTSim [12] . It was developed to target researchers and future IoT application users with the aim to exemplify IoT device handling without owning or buying real sensors. It can be used to test and demonstrate the inner workings of IoT cloud systems utilizing multiple devices. It can be easily connected to a private gateway service (available in [23] ) we formerly developed for the IBM Cloud platform [24] . It is able to receive an process sensor data coming from several devices simultaneously. It has a web-based graphical interface to visualize sensor data coming from MobIoTSim. Messages (defined in JSON format) sent by the simulated devices are managed by an MQTT server. It can also be used to send responses (or notifications) back to the simulated IoT devices in MobIoTSim.
As Figure 3 shows, the simulation of a whole IoT environment scenario starts with the filtered JSON data from SUMMON imported to the MobIoTSim simulator. When the user starts a simulation with MobIoTSim, the sensor data are sent in the form of messages to the MQTT Broker of the IBM Bluemix IoT Service. After it receives these real-life values, the broker forwards them to a gateway application. The gateway application shows a real-time chart with the data, even from several devices simultaneously.
In cases, when we need just specific values from the dataset, or just a specific number or value of records, SUM-MON can generate a form, where the required criteria can be specified, as shown in Figure 4 . Figure 5 shows the response to the parameterized query depicted in Figure 4 . Here we selected the SmartME dataset, and specified a query, where we need the first two traffic lamp measurements with "On" signals in a formatted JSON file. Once this file is downloaded, it can be imported to the MobIoTSim simulator. The process can be done similarly as creating a new device in the simulator, but instead of generating random data, we can select the downloaded file to read the values from it. This way the created simulated device will send this real-life data to the cloud. It is also possible to add several simulated devices simultaneously, with the same or different datasource imported from SUMMON. The IoT Service in the IBM Cloud receives the data from the MobIoTSim with MQTT protocol, and forwards it to a gateway web application. As a final step of this usage, this application is capable of plotting a real-time chart with the received data.
Conclusions
Following the recent technological trends in ICT, IoT environments generate unprecedented amounts of data that should be stored, processed and analysed. Cloud and Fog technologies can be used to aid these tasks, but their application give birth to complex systems, resulting in many open issues.
In this paper we analyzed sensor data formats and datasets of Smart Cities, and proposed a tool called SUM-MON to provide means for gathering and filtering open datasets. We also discussed how filtered IoT data could be made available by SUMMON for simulation environments. Finally, we demonstrated its utilization with an open source IoT device simulator called MobIoTSim.
Our future work will address the extension of SUMMON to support additional datasets of various IoT applications, and we also plan to enable additional APIs for communication.
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