The theory of algebraic extensions of Banach algebras is well established, and there are many constructions which yield interesting extensions. In particular, Cole's method for extending uniform algebras by adding square roots of functions to a given uniform algebra has been used to solve many problems within uniform algebra theory. However, there are numerous other examples in the theory of uniform algebras that can be realised as extensions of a uniform algebra, and these more general extensions have received little attention in the literature. In this paper, we investigate more general classes of uniform algebra extensions. We introduce a new class of extensions of uniform algebras, and show that several important properties of the original uniform algebra are preserved in these extensions. We also show that several well-known examples from the theory of uniform algebras belong to these more general classes of uniform algebra extensions.
Many important examples of uniform algebras can be realised as an extension of a given uniform algebra, such as the counterexamples to the peak point conjecture given by Cole [7] and Basener [2] . In the former, it is explicit that an extension of uniform algebra is constructed, whilst in the latter this fact is less obvious. In fact, it can be shown that both of these examples belong to an interesting class of extensions of uniform algebras, which we introduce in this paper. Extensions that belong to this class have numerous desirable properties and, perhaps most importantly, have the property that the extension is a non-trivial uniform algebra if the original uniform algebra was non-trivial (see Section 1 for definitions). In this paper, we develop a general theory of uniform algebra extensions that will be useful in future constructions.
Much of the literature on extensions of uniform algebras-and, more generally, of commutative Banach algebras-has focused on algebraic extensions. (The study of algebraic extensions of commutative Banach algebras originates in work of Arens and Hoffman [1] , see also [12, 24, 26, 27, 29] .) These algebraic extensions of uniform algebras, such as Cole extensions (see Section 3), and their properties are generally well-understood, while more general classes of uniform algebra extensions have received relatively little attention. Many results proven for for algebraic extensions of uniform algebras can be generalised to a larger class of extensions.
We are especially interested in the properties of a uniform algebra that are inherited by any uniform algebra extension, such as being non-trivial, natural, regular, or normal. We are also interested in the relationship between peak sets (in the weak sense) and the Shilov boundary of a uniform algebra extension to those of the original uniform algebra. Cole's construction yields a uniform algebra extension that preserves many of the properties of the original uniform algebra. This is largely due to the existence of a norm one linear map that maps the Cole extension onto the original algebra. Several examples in the theory of uniform algebras use Cole's construction, for example in [15] [16] [17] .
Many recent examples in uniform algebra theory can be realised-or are explicitly constructed-as uniform algebra extensions. For example, in [11] , Dales, Feinstein, and Pham construct a uniform algebra that contains a maximal idea in which all null sequences factor but does not contain a bounded approximate identity. In [18] , Feinstein and Izzo construct give a construction that yields essential uniform algebras.
In Section 4, we introduce a class of uniform algebra extensions, motivated by Cole's construction, which we call generalised Cole extensions. These extensions are distinguished by the existence of a norm one linear map onto the original uniform algebra. We show that these generalised Cole extensions preserve several properties of the original uniform algebra; in particular, they preserve non-triviality. The class of generalised Cole extensions is larger than the class of Cole extensions in general, although we do provide some special conditions under which a generalised Cole extension is necessarily a Cole extension (Theorem 4.15). These conditions are closely related to the solution to the "bicontractive/symmetric projection problem" for uniform algebras discussed in [4] . We also show that Basener's counterexample to the peak point conjecture can also be realised as a generalised Cole extension of a certain uniform algebra.
The outline of the paper is as follows. We first fix our notation, terminology, and provide some elementary results on averaging operators. We the investigate general uniform algebra extensions (Section 2), followed by a short description of (simple) Cole extensions (Section 3). Finally, we introduce our new class of uniform algebra extensions and discuss their properties (Section 4). We discuss how, in some cases, the action of a compact group yields the norm one linear map onto the original algebra. We show that, under certain conditions, this is always the case. Finally, we show that Basener's example belongs to this new class of extension, and that the norm one linear map arises due to the action of a compact group. F in X * ; that is F ⊥ is the space of all linear functionals λ ∈ X * such that λ(F ) ⊆ {0}.
Let A be complex, commutative, unital Banach algebra. We denote the character space of A by Φ A . We give Φ A the relative weak- * topology so that Φ A is a compact space. We write a for the Gelfand transform of a ∈ A, which is a continuous function from Φ A into C; we write A for the set { a : a ∈ A}, which is an algebra of continuous, complex-valued functions on Φ A .
Let X be a compact space. We denote the algebra (with pointwise operations) of all continuous, complex-valued functions on X by C(X). For each non-empty E ⊆ X, we write
Let S be a subset of C(X). We say that S separates the points of X if, for each x, y ∈ X with x = y, there exists f ∈ S such that f (x) = f (y). It is standard that | · | X a norm on C(X), and that C(X) is a commutative Banach algebra with this norm. We call | · | X the uniform norm. A uniform algebra on X is a closed subalgebra A of C(X) such that A separates the points of X and A contains all constant functions on X. Let A be a uniform algebra on X. We say
The map x → ε x (x ∈ X) identifies X with a closed subset of Φ A . We say that a uniform algebra A is natural on X if all characters on A correspond to point evaluations at points of X; that is, if X = Φ A . Let E be a non-empty closed subset of X. We write A|E for the algebra {f |E : f ∈ A}. The uniform closure in C(E) of A|E is a uniform algebra on E, which we denote by A E .
We refer the reader to [6, 20, 31] for additional information on uniform algebras, and to [10] for additional information on Banach algebras.
We also require the following definitions. Definition 1.1. Let A be a uniform algebra on a compact space X. We say that A is normal on X if for each compact set K ⊆ X and each closed set E ⊆ X with E ∩ K = ∅, there exists f ∈ A with f (K) ⊆ {1} and f (E) ⊆ {0}; we say that A is regular on X if for each closed set E ⊆ X and each point x ∈ X \ E, there exists f ∈ A such that f (x) = 1 and f (E) ⊆ {0}.
Let A be a uniform algebra on a compact space X. Then A is normal if and only if A is natural and regular on X. (See [31, Theorem 27.2] .) Definition 1.2. Let A be a uniform algebra on a compact space X, and let E ⊆ X. We say that E is a boundary (for A) if, for all f ∈ A, there exists x ∈ E such that |f (x)| = |f | X . We say that E is a closed boundary (for A) if E is a closed set which is a boundary. The intersection of all closed boundaries for A is called the Shilov boundary (for A) and is denoted by Γ(A). We say that E is a peak set (for A) if there exists f ∈ A such that f (x) = 1 (x ∈ E) and |f (x)| < 1 (x ∈ X \ E); in this case, we say that the function f peaks on E. We say that E is a peak set in the weak sense (for A) if there is a family F of peak sets for A such that E = F ∈F F . Let x ∈ X. We say that x is a peak point (for A) if {x} is a peak set, and we say that x is a strong boundary point (for A) if {x} is a peak set in the weak sense; the set of all strong boundary points for A is called the Choquet boundary (for A) and is denoted by Γ 0 (A).
It is standard that Γ 0 (A) is a boundary for A, that Γ(A) is a closed boundary for A, and that Γ(A) is the closure of Γ 0 (A).
Here, and throughout this paper, we shall identify the dual space of C(X), where X is a compact space, with the set of all measures on X. We need the following standard terminology. Definition 1.3. Let A be a uniform algebra on a compact space X, and let ϕ be a character on A. A representing measure for ϕ (with respect to A) is a probability measure µ on X such that
A Jensen measure for ϕ (with respect to A) is a probability measure µ on X such that
An annihilating measure for A is a measure µ on X such that
for all f ∈ A; the space of annihilating measures for A is identified with A ⊥ .
Let A be a uniform algebra on a compact space X, let E ⊆ X, and let ϕ be a character on A. By Theorems 2.4.7 and 2.4.9 of [6] , E is a peak set in the weak sense for A if and only if, for every annihilating measure µ for A, the measure µ E (given by µ E (S) = µ(E ∩ S) for Borel sets S ⊆ X) is also an annihilating measure for A. Every Jensen measure for ϕ is a representing measure for ϕ, and ϕ always admits a Jensen measure. We say that a Jensen measure µ for ϕ is trivial if there exists x ∈ X such that µ is the point-mass measure at x. In this case, ϕ = ε x for all f ∈ A.
Let X and Y be topological spaces, let f : X → Y be a continuous function, and let F be a family of continuous functions from Y into a topological space Z. We write f * for the function g → g • f , which maps F into the set of continuous functions from X into Z. If X and Y are Banach spaces, f is linear, Z = C, and F is a collection of bounded linear functionals on Y , then f * is the usual adjoint operator. In the case where X and Y are compact spaces, f * : C(Y ) → C(X) is a continuous, unital homomorphism with f * = 1. Moreover, if f is surjective then f * is isometric. Let X be a compact space and let µ be a measure on X. We write supp µ for the support of µ; that is, supp µ is the complement of the largest open subset U of X such that |µ|(U ) = 0. Let Y be a second compact space. Suppose that Π : X → Y is a continuous surjection. Then the pushforward measure 
(See, for example, [14, Theorem 2.4.18] .) Let E ⊆ C. We write conv E for the closed convex hull of E; that is, conv E is the smallest closed, convex subset of C which contains E.
We conclude this section with an elementary lemma; we include a short proof for the convenience of the reader. 
N αj and let U be an open set in X with K ⊆ U ⊆ N . Then U has the desired properties.
Averaging operators
We first examine the properties of certain linear operators between algebras of continuous functions. Before we give any formal definitions, we first fix some notation. Throughout this section let X and Y be compact spaces, and let
for all f ∈ C(Y ). If λ is a character on C(X), then λ is a point evaluation at some point x ∈ X, and we instead write µ x in place of µ λ for the measure associated with this character. Throughout the remainder of this paper, the measures µ λ will always denote the measure associated (via (2)) with the linear operator labelled T , whenever this operator is defined.
We say that T is positive if, for all
In this case, the measure µ x , as above, is a positive measure for all x ∈ X. It is standard that if T is unital and T = 1 then T is positive (see, for example, [5, p. 17] ).
We require the following definition from [25] . Definition 1.5. Suppose that Y = X. We say that T is an averaging operator if, for each x ∈ X, we have
Kelley [25, Theorem 2.2] showed that, in the case where Y = X, a bounded linear operator T is averaging if and only if T (f T (g)) = T (f )T (g) for all f, g ∈ C(X). It is this property that is most useful to us. Note that Kelley's proof was for the case where C(X) is the algebra of continuous, real-valued functions on X. However, it is a simple task to see that the proof works for complex-valued functions too (indeed Kelley notes this in the paper).
We now expand on this result. Several of the statements contained within the following lemma are well-known, but we include details for the convenience of the reader.
1 =⇒ 2. Suppose that P is averaging. Then, by [25 
for all f ∈ C(Y ) and g ∈ C(X). However, the range of P is precisely the subalgebra Π * (C(X)) of C(Y ), and so for each h ∈ C(Y ) there exists a unique g ∈ C(X) such that P (h) = Π * (g). Thus, by the above, P (f P (h)) = P (f )P (h) for all f, h ∈ C(Y ). By [25, Theorem 2.2] , P is averaging. This proves 1.
1 ⇐⇒ 3. For each y ∈ Y , let ν y be the unique, regular Borel measure on Y such that, for all f ∈ C(Y ), we have
Fix x ∈ X and let y ∈ Y such that Π(y) = x. Let
for all f ∈ C(Y ). Thus we must have Π(z) = x; otherwise, choose a continuous function g ∈ C(X) such that g(Π(z)) = 0 and g(x) = 1 and look at f = Π * (g). Thus we have E ⊆ Π −1 ({x}) and equality holds. If P is averaging then we have
Conversely, if supp µ x ⊆ Π −1 ({x}) = E then we have supp ν y ⊆ E so that P is averaging. This proves that 1 holds if and only if 3 holds. For the remainder of the proof assume, in addition, that T is unital and T = 1. It follows that T is positive. Then, for each x ∈ X the measure µ x is positive with µ x (Y ) = 1.
We must show that P is averaging under these additional assumptions. Since T is unital and T = 1, it follows that P is a unital projection on C(Y ) such that P = 1. Then, by a well-known theorem of Tomiyama [32] (see also [5, Corollary 4 
It remains to show that the above conditions imply that T satisfies 4.
3 =⇒ 4. Suppose that supp µ x ⊆ Π −1 ({x}) for all x ∈ X and f ∈ C(Y ). Then, since µ x is a probability measure, we have
for all x ∈ X and f ∈ C(Y ). This completes the proof.
The extra assumptions that T is unital and satisfies T = 1 are not a significant obstruction to the topics discussed in this paper.
The map x → µ x : X → C(Y ) * is weak- * continuous as noted in [25, 28] , and any weak- * continuous function ψ from X into C(Y ) * yields an bounded linear map from C(Y ) into C(X). Remark 1.7. Property 2 in the above lemma is reminiscent of the defining property of "conditional expectations", which are important in C * -algebra and von Neumann algebra theory.
Uniform algebra extensions
We begin by examining the general class of uniform algebra extensions of a given uniform algebra. Many results proved in special cases can be generalised to the general setting. Throughout, we shall use the following definition of a uniform algebra extension. Definition 2.1. Let X, Y be compact spaces, let A be a uniform algebra on X, and let B be a uniform algebra on Y . Suppose that there exists a continuous surjection Π :
Then we say that B is a uniform algebra extension of A, and Π is the map associated with this extension.
Note that, with X, Y , A, and B as in the above, there may be many continuous surjections Π : Y → X for which B is a uniform algebra extension of A (in the sense defined above).
Before we continue, we make some remarks about our choice of terminology. Let A, B, X, and Y be as in the definition. If θ : A → B is an isometric homomorphism then it is not hard to see that Γ(A) is always contained in the image of Γ(B) under the associated map τ θ : Φ B → Φ A . In particular, the image of Y under τ θ is a compact subset of Φ A which contains Γ(A). Hence A can be identified with a uniform algebra on τ θ (Y ). By changing our X to coincide with τ θ (Y ), we can obtain a continuous surjection from Y onto X.
There are many examples of uniform algebra extensions in the literature. For example, given any uniform algebra A on a compact space X, the uniform algebra C(X) is a uniform algebra extension of A, in the sense above, where the associated map is taken to be the identity map on X. In particular, if A is a non-trivial uniform algebra and B is any uniform algebra extension of A, then B need not be non-trivial.
The following illustrative examples provide a basis for the present study.
Example 2.2. Let K be a perfect subset of Y . Suppose that X is obtained from Y by contracting K to a point, say x 0 ∈ X, and that Π is the quotient map. Let A 0 be a non-trivial uniform algebra on K. Let A = C(X) and
Clearly B is a uniform algebra extension of A and, since B x0
Moreover, since every function in Π * (C(X)) is constant on K, it follows quickly that B is natural on Y if and only if A 0 is natural on K.
Feinstein and Izzo [18] have recently used similar ideas to construct examples of essential uniform algebras. Note that, in the above, A is natural on X, but B need not be natural on Y .
Example 2.3. Let X and Y be the closed unit disk in C, let Π be the identity map on X, let A be the disk algebra, and let
where T denotes the unit circle in C. Then B is not natural on Y ; Φ B consists of two copies of the closed unit disk that are identified on T. Note that, in this case, Γ(B) ⊆ Π −1 (Γ(A)), and that A admits non-trivial Jensen measures supported on T, which are also Jensen measures for B.
Throughout the remainder of this section, let X and Y be compact spaces, let A be a uniform algebra on X, let B be a uniform algebra on X. We also assume that B is a uniform algebra extension of A with associated map Π. For each x ∈ X, we write E x for the fibre of Π over x (that is, E x := Π −1 ({x})), we write B x for B Ex .
We have already seen that there are non-natural uniform algebra extensions of a natural uniform algebra. However, if A is natural then B is a uniform algebra extension of A with associated map Π :
. (Note that it is essential that A is natural on X to ensure that Π is a surjection onto X.)
On the other hand, if B is natural on Y then B x is natural on E x for each x ∈ X. To see this, for x ∈ X, note that the character space of B x is identified with the set of y ∈ Y such that |f (y)| ≤ |f | Ex for each f ∈ B. But then if y ∈ Y \ E x , then there is a function g ∈ Π * (A) such that g(y) = 1 and g(E x ) ⊆ {0}, so that y does not belong to Φ Bx . Thus Φ Bx ⊆ E x and so equality holds.
Our first theorem provides stronger assumptions that ensure that B is a natural uniform algebra. We first prove the following lemma, which is surely well-known. 
It is easy to see that ψ ∈ Φ A . Fix f ∈ A, and let g = Π * (f ). Then, by (1), we have
and so Π * (µ) is a Jensen measure for ψ. It is not hard to see that, in this case, we have supp µ ⊆ Π −1 (supp Π * (µ)). This completes the proof.
We now prove our first theorem. Proof. Fix a character ϕ on B, and let µ be a Jensen measure on Y for ϕ with respect to B. By Lemma 2.4, Π * (µ) is a Jensen measure on X for ϕ • Π * , and we have supp µ ⊆ Π −1 (supp Π * (µ)). Since Π * (µ) is trivial, there exists x ∈ X such that Π * (µ) is the point mass measure at x. It follows that supp µ ⊆ E x .
It is not hard to see that there exists ψ ∈ Φ Bx such that ψ(f |E x ) = ϕ(f ) for all f ∈ B, and that µ Ex is a Jensen measure of ψ. Since B x does not admit any non-trivial Jensen measures, it follows that µ is trivial. This completes the proof.
In many examples utilising uniform algebra extensions (explicity or implicitly), the base algebra A is chosen to be regular (normal) on X, and are subject to the condition that B x = C(E x ) for each x ∈ X; the above theorem shows that B is natural on Y in this case.
Next we seek to understand the relationship between Γ(A) and Γ (B) . Since Π * is an isometry, it is easy to see that Γ(A) ⊆ Π(Γ(B)). We start with the following proposition. Proposition 2.6. Let E ⊆ X and let F = Π −1 (E).
1. If E is a peak set for A, then F is a peak set for B.
2. If E is a peak set in the weak set for A, then F is a peak set in the weak sense for B.
Proof. 1 Suppose that E is a peak set for A. Then it is easy to see that, if f is a function which peaks on E, then Π * (f ) is a function which peaks on F so that F is a peak set for B.
2 Suppose that E is a peak set in the weak sense for A. Then there exists a family F of peak sets for A such that E = C∈F C. By part 1, we have G := {Π −1 (C) : C ∈ F } is a family of peak sets for B, and D∈G D = F . Thus F is a peak set in the weak sense for B. This proves 2.
3 This follows immediately from 2 and [6, Theorem 2.4.4].
It is certainly not true that, if y is a strong boundary point for B then Π(y) is a strong boundary point for A; Cole's counterexample to the peak point conjecture does not have this property. We may restate 3 as the following.
We now show that a similar relationship holds between Γ(A) and Γ (B) . Our proof below is based on a similar proof due to Lindberg [26, Theorem 3.1].
Theorem 2.8. Suppose that Π is an open map. Then for each x
Proof. Fix x ∈ Γ(A), let y 0 ∈ Γ(B x ), and let U be an open neighbourhood of
Hence we may assume that E x contains at least two points, and that E x \ U is non-empty.
Let ε ∈ (0, 1/12) and let
For each y ∈ E x , let U y be an open neighbourhood of y in Y such that, for all z ∈ U y , we have
Note that we must have z 0 ∈ U and, replacing U z0 with U z0 ∩U , we may assume that U z0 ⊆ U . By compactness of E x \ U , there exists y 1 , . . . , y m ∈ E x \ U such that 
Since x ∈ Γ(A), there exists g ∈ A such that |g| X = 1 > |g| X\W . As above, replacing g with g n for some n ∈ N if necessary, we may assume that |g| X = 1 and |g| X\W < ε/|f 1 | Y . Let W 0 be the subset of X consisting of all
If y ∈ U y k for some k ∈ {1, . . . , m}, then we have
and, by the above, we also have |f | Y \U < 2ε < 1/6. It follows that y 0 ∈ Γ(B).
Remark 2.9. More is true in the above. If x ∈ Γ(A) and y ∈ Γ(B) ∩ int Y (E x ) then y ∈ Γ(B x ). A corollary of the local maximum modulus theorem, [30, Corollary 6.2] , suggests that Γ(B) ∩ E x ⊆ Γ(B x ). However, this corollary is given without proof, and we have not been able to provide a proof for this inclusion.
In the special case where Γ(B x ) = E x for all x ∈ Γ(x), we have the following.
Corollary 2.10. Suppose that Π is an open map. If we have
Γ(B x ) = E x for all x ∈ Γ(A) then Γ(B) ⊇ Π −1 (Γ(A)). In particular, this occurs if B x = C(E x ) for all x ∈ X.
Motivating example: Cole extensions
Our aim is to introduce a new class of uniform algebra extensions, which preserve certain properties of the original uniform algebra. Our motivating example is Cole's construction of a counterexample to the peak point conjecture, where he constructs extensions of a given uniform algebra by adjoining square roots to a given function. In this section, we describe a modified constructionbased on Cole's method-for adjoining roots to an arbitrary monic polynomial over a given uniform algebra. The most general case can be reconstructed by considering systems of such extensions. We refer the reader to [7, 12] and [31, Section 19] for additional information and references.
We define the set
It is not hard to see that X q is a compact space (see [12] ). Let Π q : X q → X and p q : X → C denote the restrictions of the coordinate projections; the map Π q is continuous, surjective, and open. Let A q denote the uniform closure in C(X q ) of the algebra generated by the functions p q and Π * q (f ) (f ∈ A). It is not hard to see that A q is a uniform algebra on X q . We summarise some of the properties of A q in the following proposition.
Proposition 3.1.
There exists a bounded linear map
T : C(X q ) → C(X) with T = 1 such that T (A q ) = A and T • Π * q = id C(X) .
We have
All of the above properties above are proved by Cole [7] in the case where q(t) = t 2 − h for some h ∈ A. Cole's proof of 1 used an integral over a compact group; the general case is stated in [12] (see also [29] ). Part 2 follows immediately from the fact that Π −1 ({x}) contains at most n points. The general case for parts 3 and 4 are proved in [27] . Many other properties of A which are preserved in A q are mentioned in [12] .
Generalised Cole extensions
In this section we introduce our new class of extensions, which were originally described in correspondence between Cole and Feinstein. We shall see that many of the results from Section 2 can be strengthened in this new setting and that any extension, in this class, of a non-trivial uniform algebra will be a non-trivial uniform algebra. Throughout this section, let X be a compact space and let A be a uniform algebra on X. 
The conditions T (B) = A and T • Π
The maps Π and T in the above will often be referred to as the maps associated with the extension.
We need not assume any additional conditions on the map T . By an application of Lemma 1.6 and elementary functional analysis, we see that T has many desirable properties that are summarised in the following lemma, along with some additional facts that will be useful throughout.
Lemma 4.2. Let B be a uniform algebra on a compact space Y . Suppose that B is a generalised Cole extension of A with associated maps Π : Y → X and T : C(Y ) → C(X). Then T satisfies each of the following conditions:
for each x ∈ X we have supp µ x ⊆ Π −1 ({x});
4. for each x ∈ X and f ∈ C(Y ), we have T (f )(x) ∈ conv f (Π −1 ({x}));
we have T
* (A ⊥ ) ⊆ B ⊥ ; 6. we have Π * * • T * = id C(X) * and Π * * (B ⊥ ) = A ⊥ , where Π * * = (Π * ) * .
In particular, if A is non-trivial then B is non-trivial.
An alternative proof of the final assertion is an easy modification of a similar proof for Cole extensions found in [13] .
Note that, if B is a uniform algebra on a compact space Y and B is a generalised Cole extension of A, with associated maps Π and T , then we have B ∩ Π * (C(X)) = Π * (A). This follows from clause 5 above. Cole extensions are generalised Cole extensions, by Proposition 3.1, but the converse is not true in general. We now give an example of a generalised Cole extension that is not a Cole extension; further examples will be given in the final section. 
Now we see that A(D)⊗A(D) is a generalised Cole extension of A(D), with associated maps ρ * : C(D) → C(D × T) and τ * : C(D × T) → C(D). To see that this does not give a Cole extension, take any
z ∈ D. Then ρ −1 ({z}) = T,
which is connected. However, it is not hard to see that if A(D)⊗A(D) was a Cole extension of A(D), then ρ −1 ({z}) would be (totally) disconnected. Also note that A(D)⊗A(D)
is not natural on D × T, and that τ * is actually a homomorphism.
As for general uniform algebra extensions, a generalised Cole extension B of A need not be natural on the given compact space Y even if A is natural on X, as demonstrated by the above example. However, just as in the general case, we instead consider the Gelfand transform of B when A is natural on X. This is made precise in the following proposition; the proof is an easy exercise.
Proposition 4.4. Let B be a uniform algebra on a compact space Y . Suppose that A natural on X and that B is a generalised Cole extension of A with associated maps Π : Y → X and T : C(Y ) → C(X). Then B is a generalised Cole extension of A with associated maps Π : Φ B → X and T : C(Φ
Clearly the linear map associated with a generalised Cole extension need not be a homomorphism in general; one can easily show that the averaging map associated with a Cole extension is not multiplicative. The following proposition gives necessary and sufficient conditions for this to be the case.
Proposition 4.5. Let B be a uniform algebra on a compact space Y and let E ⊆ X. Suppose that B is a generalised Cole extension of A with associated maps Π and T . If, for each x ∈ E, µ x is a representing measure for some character ψ x on B, then we have T (f g)(x) = T (f )(x)T (g)(x) (f, g ∈ B)
for all x ∈ E. In particular, T |B is a homomorphism if and only if, for each x ∈ X, µ x is a representing measure for some character ψ x on B.
Proof. To prove the first assertion, suppose that, for each x ∈ E, µ x is a representing measure for some character ψ x on B. Let x ∈ E and let f, g ∈ B. Then we have
which proves the first assertion. If the above holds with E = X, then it follows that T (f g) = T (f )T (g) for all f, g ∈ B and so T |B is a homomorphism. Now suppose that T |B is a homomorphism. Let θ := T |B. Then θ * maps Φ A into Φ B and so, for each x ∈ X, there exists ψ x ∈ Φ B such that θ * (ε x ) = ψ x . Then, for all f ∈ B, we have
so that µ x is a representing measure for ψ x . This completes the proof.
In the above proof, we necessarily have that the ψ x are distinct since T |B is surjective; moreover, we have ψ x • Π * = ε x . The above result can be seen as a generalisation of [33, Theorem 6.7] . Indeed, take B = C(Y ) and A = C(X) in the above. Then the conclusion is T is a homomorphism if and only if µ x is a representing measure for C(Y ). But all representing measures for C(Y ) point mass measures, it follows that µ x = δ y for some y ∈ Y . Thus T is a homomorphism if and only if T = ρ * for some continuous map ρ :
In the setting of generalised Cole extensions, some results from Section 2 can be strengthened.
Proposition 4.6. Let B be a uniform algebra on a compact space Y . Suppose that B is a generalised Cole extension of A with associated maps Π : Y → X and T : C(Y ) → C(X)
. Let E ⊆ X and F = Π −1 (E). Then
E is a peak set for A if and only if F is a peak set for B;

E is a peak set in the weak sense for A if and only if F is a peak set in the weak sense for B.
Proof. 1. By Proposition 2.6.1, if E is a peak set for A then F is a peak set for B. Conversely, if F is a peak set for B then there exists g ∈ B which peaks on F . Set f := T (g). Then, for each x ∈ E, we have
For each x ∈ X \ E, we have |g(y)| < 1 for all y ∈ Π −1 ({x}), and since we have f (x) ∈ conv g(Π −1 ({x})) it follows that |f (x)| < 1. Thus f peaks on E and so E is a peak set for A. This completes the proof.
2. By Proposition 2.6.2, if E is a peak set in the weak sense for A, then F is a peak set in the weak sense for B.
Suppose that F is a peak set in the weak sense for B, and let µ be an annihilating measure for B. We must prove that µ E is an annihilating measure for A. By Proposition 4.2.5, ν := T * (µ) is an annihilating measure for B such that Π * (ν) = µ. By the above statement, ν F is also an annihilating measure for B. It is not hard to see that Π * (ν F ) = µ E . Thus µ E is an annihilating measure for A and so E is a peak set in the weak sense.
The above indicates that generalised Cole extensions have a "local nature". This can be made precise in the following proposition.
Proposition 4.7. Let B be a uniform algebra on a compact space Y . Suppose that B is a generalised Cole extension of A with associated maps Π : Y → X and T : C(Y ) → C(X). Let K be a compact subset of X and let
Proof. Clearly Π K is a continuous surjection from L onto K, and T K is a unital linear map with T K = 1, and
The reverse inclusion follows from the fact that Π * K (g|K) = Π * (g)|L for all g ∈ A and that A is dense in A K . This completes the proof.
Next we ask whether we can improve Theorem 2.8 for generalised Cole extensions. Using the linear map associated with a generalised Cole extension, we obtain the following characterisation of Shilov boundary points for an extension that are mapped into the Shilov boundary for A. 
Proof. First assume that, for each open neighbourhood U of Π(y 0 ), there exists a peak set K for B and x ∈ X such that K ⊆ Π −1 (U ) and µ x (K) > 0. Let x 0 = Π(y) and fix an open neighbourhood U of x 0 . By assumption, there exists a peak set K for B and x ∈ U such that µ x (K) > 0. Let f ∈ B be a function which peaks on K. Then the sequence (f n ) is uniformly bounded and converges pointwise to χ K , the characteristic function for K. By the dominated convergence theorem, we have
and, for each x ′ ∈ X \ U , we have
Thus |h| X > |h| X\U . It follows that x ∈ Γ(A). Now assume that
and let x ∈ L. Then, by Lemma 2.6.1, K is a peak set for B and
This completes the proof. 
and, for each x ∈ K 2 , we have
Thus f (K 1 ) ⊆ {1} and f (K 2 ) ⊆ {0}. It follows that A is normal on X.
In particular, we cannot hope to construct new examples of normal uniform algebras using generalised Cole extensions. See the comments following [16, Proposition 7] , which is similar to the above; the same proof is used to prove the result for Cole extensions. A similar proof can be used to show that if B has spectral synthesis then A has spectral synthesis.
Groups associated with generalised Cole extensions
The subclass of generalised Cole extensions that are "induced" by the action of a compact group are especially interesting. Indeed, many of the results from the previous sections can be strengthened further in this setting, and many examples of generalised Cole extensions that exist in the literature belong to this subclass. First we recall some standard definitions and results on compact groups and continuous group actions. We refer the reader to [19, 22] for more information on these topics.
A compact group is a group G equipped with a compact, Hausdorff topology such that the maps (s, t) → st : G × G → G and s → s −1 : G → G are continuous. Let G be a compact group. Then there is a unique probability measure µ on G such that µ(sE) = µ(E) = µ(Es) for all E ⊆ G and s ∈ G. (Here sE is defined to be {st : t ∈ E}, and Es is defined in a similar manner.) This measure µ is called the normalised Haar measure for G. We say that G acts continuously on a topological space X if the action is jointly continuous.
Let G be a compact group and X a compact space, and suppose that G acts continuously on X. For each E ⊆ G and F ⊆ X, let E·F = {s·x : s ∈ E, x ∈ F }; in the special case where E = {s} for some s ∈ G, we instead write s · F ; E · x, F · E, F · s, and x · E are defined analogously. We say that a subset E of X is G-invariant if G · E = E, and the orbit of x ∈ X with respect to G is the set G · x, and the set of all G-orbits in X is denoted X/G.
We begin with the following fundamental lemma, which is certainly well known. In several examples from the literature where generalised Cole extensions appear, some version of this lemma are proved for the specific case. We provide a proof for the general case for the convenience of the reader. 
Then P is a continuous projection on C(Y ) such that P •Π * = Π * and P = 1. Moreover, P is averaging and the range of P coincides with the set Π * (C(X)).
Proof. We must first show that P (f ) is a continuous function on X. This part of the proof is effectively [31,
By compactness, there exist finitely many pairs (s 1 , y 1 ), . . . , (s n , y n 
It follows that |P (f )(y) − P (f )(y 0 )| < ε for all y ∈ V . This shows that P (f ) is continuous on Y .
To see that P is a projection, take f ∈ C(Y ) and y ∈ Y . Then
by the right invariance of the normalised Haar measure. Next, for each f ∈ C(Y ) and y ∈ Y , we have
It is clear that P (1) = 1, so that P = 1. It is trivial to see that P = 1. To see that P (C(Y )) = Π * (C(X)), consider f ∈ C(Y ). Then, for each y ∈ Y and s ∈ G, we have
by the right invariance of µ. In particular P (f ) is constant on the sets Π −1 ({x}) (x ∈ X), and so there is a unique continuous function g ∈ C(X) such that f = g • Π. Thus we have P (f ) ∈ Π * (C(X)). The fact that P is averaging now follows from Lemma 1.6 (applied to the map (Π * ) −1 • P ). This completes the proof.
Throughout the remainder of this section, let X, Y be compact spaces, let A be a uniform algebra on X, let B be a uniform algebra on Y , let G be a compact group and let µ denote the normalised Haar measure on G. 
Cole's counterexample to the peak point conjecture is a generalised Cole extension which is implemented by a group.
The following lemma provides some useful facts about generalised Cole extensions that are implemented by groups. 
If
Proof. 
But since f (Π −1 ({x})) ⊆ {0} and T (f )(x) ∈ conv f (Π −1 ({x})) ⊆ {0}, we have a contradiction. Hence F ⊆ Π −1 ({x}). Now suppose, again towards a contradiction, that F = Π −1 ({x}). Take y 0 ∈ Π −1 ({x}) \ F and let K be the orbit of y 0 in Y . (By the above,
which is a contradiction. Hence F = Π −1 ({x}) and the result follows. This completes the proof.
Suppose that G acts continuously on Y , then for each f ∈ C(Y ) and s ∈ G we can form a new function f s ∈ C(Y ) given by f s (y) = f (s · y) (y ∈ Y ). 
Then T is a unital and, since G · y = Π −1 ({Π(y)}) for all y ∈ Y , it follows that T • Π * = id C(X) . It remains only to show that T (B) = A. Let f ∈ B and let g = T (f ) ∈ C(X). Then, if ν is an annihilating measure for B, then by Fubini's theorem
It follows that Π * (g) ∈ B ∩ Π * (C(X)) and so g ∈ A. This completes the proof.
Note that the condition Π * (C(X)) ∩ B = Π * (A) in the above is necessary, as mentioned below Proposition 4.2. The condition that f s ∈ B whenever f ∈ B and s ∈ G, in the above, is seemingly stronger than (3). For generalised Cole extensions that satisfy this additional condition we can apply results of Björk [3] and Izzo [23] to obtain the following proposition. ϕ belongs to the character space of B Π −1 ({x}) , which is Π −1 ({x}), and so ϕ is a point evaluation at some y ∈ Π −1 ({x}). The result follows. 4. If B = C(Y ) then B is natural on Y and A = C(X) (by Proposition 4.2). Conversely, suppose that B is natural on Y and A = C(X). Then each point x ∈ X is a strong boundary point for A and so Π −1 ({x}) is a peak set in the weak sense, by Proposition 2. Hence B Π −1 ({x}) is closed in C(Π −1 ({x})) for all x ∈ X. Now if B = C(Y ), then there exists x ∈ X such that B Π −1 ({x}) = C(Π −1 ({x})) and, by 2, this implies that B Π −1 ({x}) is not natural on Π −1 ({x}) for some x ∈ X. But since B is natural on Y , it follows that B Π −1 ({x}) is natural on Π −1 ({x}). This is a contradiction. Hence B = C(Y ).
5. This follows from [3, Theorem 1.2] using a similar argument to that in the proof of 3.
In general, a generalised Cole extension of A need not be implemented by a group. However, in a special case it is possible to show that there is a finite group that implements the extension. In fact, a generalised Cole extension of A that satisfies this extra condition and which is generated by "adjoining" a single function to A is necessarily a Cole extension of A. 
By Lemma 4.12.2, we have G · y = Π −1 ({Π(y)}) for all y ∈ Y and it follows that B is a generalised Cole extension of A implemented by G.
Suppose now that there exists h 0 ∈ B with T (h 0 ) = 0 and such that B is generated by Π * (A) and h 0 . Again by [4, Lemma 4.1], we have h 2 0 ∈ Π * (A), so there exists h ∈ A such that h 2 0 = Π * (h). Set q(t) = t 2 − h. We must now prove that B is isomorphic to A q .
Define the map ψ : Y → X × X q by ψ(y) = (Π(y), h 0 (y)). It is not hard to see that ψ is surjective, and it is immediate that Π q • ψ = Π. We claim that ψ is injective. Indeed, suppose that y 1 , y 2 ∈ Y with y 1 = y 2 and ψ(y 1 ) = ψ(y 2 ). Then we have Π(y 1 ) = Π(y 2 ) and h 0 (y 1 ) = h 0 (y 2 ). We have y 1 = ρ(y 2 ) and so h 0 (y 1 ) = h 0 (y 2 ) = −h 0 (y 1 ). Hence h 0 (y 2 ) = h 0 (y 1 ) = 0. This contradicts the fact that B separates the points of Y , and so no such points can exist. Hence ψ is injective, and so is a homeomorphism.
The function ψ 
then it is not hard to see that this uniform is not generated by the embedding of A and a single element, but does satisfy all the other conditions of the above. We have not been able to show that all generalised Cole extensions that satisfy the conditions above are necessarily the Cole extensions, although we conjecture that this is the case.
In the above, we do not use the full power of [4, Lemma 4.1], and so our result can be slightly generalised to obtain the following theorem. 
Examples of generalised Cole extensions
We now give some examples of generalised Cole extensions from the literature. First, we note that the bidual of a generalised Cole extension of a uniform algebra A is a generalised Cole extension of A * * . Let B be a uniform algebra on a compact space Y . Suppose that B is a generalised Cole extension of A with associated maps Π and T . It is inter-esting to note that C(Y ) is also a generalised Cole extension of C(X), with associated maps Π and T , and that B * * (the bidual of B) is a generalised Cole extension of A * * . In the latter, the associated maps are given by the map τ : Φ C(Y ) * * → Φ C(X) * * induced by π * * * : C(X) * * → C(Y ) * * , and the linear map T * * : C(Y ) * * → C(X) * * . (Note that bidual of a uniform algebra is again a uniform algebra.) We refer the reader to [8] for similar comments and results.
Basener's counterexample to the peak point conjecture
In [2] , Basener gave a simple counter example to the peak point conjecture using a compact subset of C 2 . We now show that this example can be realised as a generalised Cole example. We refer the reader to [31, Example 19.8] for a detailed account of the construction.
If X is a compact subset of C n , for some n ∈ N, then R(X) denotes the closure in C(X) of the algebra of all restrictions to X of rational functions on with no poles on X. It is clear that R(X) is a uniform algebra on X for each such X. If X is a compact subset of C, then R(X) is always natural on X.
For the remainder of the section, fix a compact subset K in the open unit disk in C such that R(K) is non-trivial and K does not admit any non-trivial Jensen measures. Set A := R(K) and set
Then X K is a non-empty, compact subset of C 2 . (In fact, it is a compact subset of the unit sphere in C 2 .) Set B := R(X K ). Let Π : X K → K and p : X K → C be the restrictions of the coordinate projections. Clearly B is a uniform algebra extension of A. For each z ∈ K, we have Π −1 ({z}) = w ∈ C : |w| = 1 − |z| 2 , which is a circle in C. In particular B|Π −1 ({z}) is dense in C(Π −1 ({z})) for each z ∈ K since B contains p and p −1 . In fact, B is generated by the functions p, p −1 , and Π * (g) (g ∈ A). It is a trivial fact that every point of X K is a peak point for B. In particular, Γ(B) = X K . Some additional features of the construction are outlined in the following proposition. We give a proof of these facts using the techniques of this paper; a direct proof of clause 1 is given in [31] . Proposition 4.17.
1. The algebra B is natural on X K .
2.
The circle group T acts continuously on X K , via the formula s · (z, w) = (z, sw) (s ∈ T, (z, w) ∈ X K ).
The algebra B is a generalised Cole extension of A implemented by T.
Note that, as for Basener's construction, this construction also satisfies the stronger condition that f s ∈ B for all f ∈ B and s ∈ T.
Open problems
We conclude with two open problems. In the following X and Y are compact spaces, A is a uniform algebra on X, and B is a uniform algebra on Y . 
