SINGLE IMAGE BASED CROWD COUNTING USING DEEP LEARNING by Sindagi, Vishwanath Appasaheb
SINGLE IMAGE BASED CROWD
COUNTING USING DEEP LEARNING
by
Vishwanath A. Sindagi
A dissertation submitted to The Johns Hopkins University




© 2021 Vishwanath A. Sindagi
All rights reserved
Abstract
Estimating count and density maps from crowd images has a wide range of
applications such as video surveillance, traffic monitoring, public safety and
urban planning. In addition, techniques developed for crowd counting can be
applied to related tasks in other fields of study such as cell microscopy, vehicle
counting and environmental survey. The task of crowd counting and density
map estimation from a single image is a difficult problem since it suffers
from multiple issues like occlusions, perspective changes, background clut-
ter, non-uniform density, intra-scene and inter-scene variations in scale and
perspective. These issues are further exacerbated in highly congested scenes.
In order to overcome these challenges, we propose a variety of different deep
learning architectures that specifically incorporate various aspects such as
global/local context information, attention mechanisms, specialized iterative
and multi-level multi-pathway fusion schemes for combining information
from multiple layers in a deep network. Through extensive experimenta-
tions and evaluations on several crowd counting datasets, we demonstrate
that the proposed networks achieve significant improvements over existing
approaches.
We also recognize the need for large amounts of data for training the deep
ii
networks and their inability to generalize to new scenes and distributions.
To overcome this challenge, we propose novel semi-supervised and weakly-
supervised crowd counting techniques that effectively leverage large amounts
of unlabeled/weakly-labeled data. In addition to developing techniques with
ability to learn from limited labeled data, we also introduce a new large-scale
crowd counting dataset which can be used to train considerably larger net-
works. The proposed data consists of 4,372 high resolution images with 1.51
million annotations. We made explicit efforts to ensure that the images are col-
lected under a variety of diverse scenarios and environmental conditions. The
dataset provides a richer set of annotations like dots, approximate bounding
boxes, blur levels, etc.
Primary Reader and Advisor: Prof. Vishal Patel
Secondary Reader: Prof. Rama Chellappa
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With ubiquitous usage of surveillance cameras and advances in computer
vision, crowd scene analysis [12, 13] has gained a lot of interest in the recent
years. In this thesis, we focus on the task of estimating crowd count and high-
quality density maps which has wide applications in video surveillance [14,
15], traffic monitoring, public safety, urban planning [13], scene understanding
and flow monitoring. Also, the methods developed for crowd counting can
be extended to counting tasks in other fields such as cell microscopy [16, 17,
18, 19], vehicle counting [20, 21, 22, 23, 24], environmental survey [25, 13], etc.
Crowd analysis is an inherently inter-disciplinary research topic with
researchers from different communities (such as sociology [26, 27], psychology
[28], physics [29, 30], biology [31, 32], computer vision and public safety) have
addressed the issue from different viewpoints. Crowd analysis has a variety
of critical applications of inter-disciplinarian nature:
Safety monitoring: The widespread usage of video surveillance cameras for
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security and safety purposes in places such as sports stadiums, tourist spots,
shopping malls and airports has enabled easier monitoring of crowd in such
scenarios. However, traditional surveillance algorithms may break down as
they are unable to process high density crowds due to limitations in their
design. In such scenarios, we can leverage the results of algorithms specially
designed for crowd analysis related tasks such as behavior analysis [33, 34],
congestion analysis [35, 36], anomaly detection [37, 38] and event detection
[39].
Disaster management: Many scenarios involving crowd gatherings such as
sports events, music concerts, public demonstrations and political rallies
face the risk of crowd related disasters such as stampedes which can be life
threatening. In such cases, crowd analysis can be used as an effective tool for
early overcrowding detection and appropriate management of crowd, hence,
eventual aversion of any disaster [40, 41].
Design of public spaces: Crowd analysis on existing public spots such as airport
terminals, train stations, shopping malls and other public buildings [42, 43]
can reveal important design shortcomings from crowd safety and convenience
point of view. These studies can be used for design of public spaces that are
optimized for better safety and crowd movement [44, 45].
Intelligence gathering and analysis: Crowd counting techniques can be used to
gather intelligence for further analysis and inference. For instance, in retail
sector, crowd counting can be used to gauge people’s interest in a product in
a store and this information can be used for appropriate product placement
[46, 47]. Similarly, crowd counting can be used to measure queue lengths
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to optimize staff numbers at different times of the day. Furthermore, crowd
counting can be used to analyze pedestrian flow at signals at different times
of the day and this information can be used for optimizing signal-wait times
[48].
Virtual environments: Crowd analysis methods can be used to understand
the underlying phenomenon thereby enabling us to establish mathematical
models that can provide accurate simulations. These mathematical models can
be further used for simulation of crowd phenomena for various applications
such as computer games, inserting visual effects in film scenes and designing
evacuation plans [49, 50].
Forensic search: Crowd analysis can be used to search for suspects and victims
in events such as bombing, shooting or accidents in large gatherings. Tra-
ditional face detection and recognition algorithms can be speeded up using
crowd analysis techniques which are more adept at handling such scenarios
[51, 52].
These variety of applications has motivated researchers across various
fields to develop sophisticated methods for crowd analysis and related tasks
such as counting [53, 54, 19, 6, 55, 56, 57, 6], density estimation [18, 58, 1, 59,
60, 16, 61], segmentation [62, 63], behaviour analysis [64, 65, 66, 67, 35, 68],
tracking [69, 70], scene understanding [71, 67] and anomaly detection [72, 37].
Among these, crowd counting and density estimation are a set of fundamental
tasks and they form basic building blocks for various other applications
discussed earlier. Additionally, methods developed for crowd counting can
be easily extended to counting tasks in other fields such as cell microscopy
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[16, 17, 18, 19], vehicle counting [20], environmental survey [25, 13], etc.
(a) (b)
(c) (d)
Figure 1.1: Illustration of various crowded scenes and the associated challenges. (a)
Parade (b) Musical concert (c) Public demonstration (d) Sports stadium. High clutter,
overlapping of subjects, variation in scale and perspective can be observed across
images.
1.2 Challenges in Crowd Analysis and Counting
Like any other computer vision problem, crowd analysis comes with many
challenges such as occlusions, high clutter, non-uniform distribution of people,
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non-uniform illumination, intra-scene and inter-scene variations in appear-
ance, scale and perspective making the problem extremely difficult. Figure
1.1 illustrates some of the most important challenges plaguing the crowd
counting research community.
In addition to these challenges, the need for significantly large amounts
of data for training the deep networks and their inability to generalize to
new scenes and distributions further exacerbates these issues since there is
an additional burden of collecting and annotating large number of crowd im-
ages. However, point-wise annotations are required to learn an effective deep
network, and collecting these type of annotations are prohibitively expensive.
1.3 Contributions
In this thesis, we work towards addressing the various problems plaguing the
crowd counting research community. These issues can be broadly categorized
into (i) task related problems, and (ii) data related problems.
To address the task related challenges such as scale variations, lack of scale
annotations, occlusion, etc, we propose a variety of different deep learning
architectures that specifically incorporate various aspects such as global/local
context information, attention mechanisms, specialized iterative and multi-
level multi-pathway fusion schemes for combining information from multiple
layers in a deep network. Through extensive experimentations and evalua-
tions on several crowd counting datasets, we demonstrate that the proposed
networks achieve significant improvements over existing approaches.
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To address the data related problems like the need for large amounts of la-
beled samples and change in distribution, we propose novel semi-supervised
and weakly-supervised crowd counting techniques that effectively leverage
large amounts of unlabeled/weakly-labeled data. In addition to developing
techniques with ability to learn form limited labeled data, we also introduce a
new large-scale crowd counting dataset which can be used to train consider-
ably larger networks.
1.4 Outline
The rest of this thesis is organized into the following chapters:
In Chapter 2, we extensively discuss all the prior works related to crowd
counting. First, we present an overview of the broad category of approaches
like detection-based methods, regression-based methods and density estimation-
based methods. This is followed by an extensive review of traditional ap-
proaches and the more recent Convolutional Neural Network (CNN)-based
approaches.
In Chapters 3 and 4, we discuss how context information at local and
global levels can be incorporated into deep networks for effectively tackling
the problem of large variations in scale.
In Chapters 5 and 6, we discuss the methods that we designed to leverage
different attention mechanisms for addressing the problems of background
clutter and variations in scale.
In Chapters 7 and 8, we discuss different fusion methods that can ef-
fectively combine information from different layers in a deep network for
6
achieving scale-robust solutions. Specifically, we explored two different types
of fusion schemes involving multi-level multi-pathway merging and residual
based iterative aggregation.
In Chapters 9 and 10, we develop methods to tackle the problem of lack
of sufficient labeled data. Specifically, we propose novel weakly-supervised
and semi-supervised counting approaches. The weakly supervised approach
relies on weak labels like density levels of the crowd image and leverages class
activation mapping to generate pixel-wise supervision for the weakly-labeled
data. The semi-supervised technique consists of a Gaussian Process-based
iterative learning mechanism that involves estimation of pseudo-ground truth
for the unlabeled data, which is then used as supervision for training the
network.
In Chapter 11, we discuss the details of the large-scale crowd counting
dataset collection efforts. Specifically, we describe the need for a new dataset
and the various aspects considered while collecting and annotating the sam-
ples. In addition, we present the details of the benchmarking experiments
conducted to evaluate state-of-the-art approaches on the new dataset.
In Chapter 12, we discuss an application that effectively leverages crowd
density maps to detect tiny faces in large crowded images.





Various approaches have been proposed to tackle the problem of crowd count-
ing in images [6, 58, 18, 59, 1] and videos [73, 57, 69, 74]. Loy et al. [75] broadly
classified traditional crowd counting methods based on the approach into the
following categories: (1) Detection-based approaches, (2) Regression-based
approaches, and (3) Density estimation-based approaches.
Since the focus of this work is on CNN-based approaches, in this section,
we briefly review the detection and regression-based approaches using hand-
crafted features for the sake of completeness. In addition, we present a review
of the recent traditional methods [6, 18, 60, 16, 76] that have not been analyzed
in earlier surveys.
2.1 Detection-based approaches
Most of the initial research was focussed on detection style framework, where
a sliding window detector is used to detect people in the scene [77] and this
information is used to count the number of people [78]. Detection is usually
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performed either in the monolithic style or parts-based detection. Monolithic
detection approaches [79, 80, 81, 82] typically are traditional pedestrian detec-
tion methods which train a classifier using features (such as Haar wavelets
[83], histogram oriented gradients [79], edgelet [84] and shapelet [85]) ex-
tracted from a full body. Various learning approaches such as Support Vector
Machines, boosting [86] and random forest [87] have been used with varying
degree of success. Though successful in low density crowd scenes, these meth-
ods are adversely affected by the presence of high density crowds. Researchers
have attempted to address this issue by adopting part-based detection meth-
ods [88, 89, 90], where one constructs boosted classifiers for specific body parts
such as the head and shoulder to estimate the people counts in a designated
area [78]. In another approach using shape learning, Zhao et al. [91] modelled
humans using 3D shapes composed of ellipsoids, and employed a stochastic
process to estimate the number and shape configuration that best explains a
given foreground mask in a scene. Ge and Collins [57] further extended the
idea by using flexible and practical shape models.
2.2 Regression-based approaches
Though parts-based and shape-based detectors were used to mitigate the
issues of occlusion, these methods were not successful in the presence of ex-
tremely dense crowds and high background clutter. To overcome these issues,
researchers attempted to count by regression where they learn a mapping
between features extracted from local image patches to their counts [54, 92, 19].
By counting using regression, these methods avoid dependency on learning
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detectors which is a relatively complex task. These methods have two major
components: low-level feature extraction and regression modelling. A variety
of features such as foreground features, edge features, texture and gradient
features have been used for encoding low-level information. Foreground
features are extracted from foreground segments in a video using standard
background subtraction techniques. Blob-based holistic features such as area,
perimeter, perimeter-area ration, etc. have demonstrated encouraging results
[53, 19, 92]. While these methods capture global properties of the scene, local
features such as edges and texture/gradient features such as local binary
pattern (LBP), histogram oriented gradients (HOG), gray level co-occurrence
matrices (GLCM) have been used to further improve the results. Once these
global and local features are extracted, different regression techniques such
as linear regression [93], piecewise linear regression [53], ridge regression
[19], Gaussian process regression and neural network [94] are used to learn a
mapping from low-level feature to the crowd count.
In a recent approach, Idrees et al. [6] identified that no single feature or
detection method is reliable enough to provide sufficient information for accu-
rate counting in the presence of high density crowds due to various reasons
such as low resolution, severe occlusion, foreshortening and perspective. Ad-
ditionally, they observed that there exists a spatial relationship that can be
used to constrain the count estimates in neighboring local regions. With these
observations in mind, they proposed to extract features using different meth-
ods that capture different information. By treating densely packed crowds
of individuals as irregular and non-homogeneous texture, they employed
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Fourier analysis along with head detections and SIFT interest-point based
counting in local neighborhoods. The count estimates from this localized
multi-scale analysis are then aggregated subject to global consistency con-
straints. The three sources, i.e., Fourier, interest points and head detection
are then combined with their respective confidences and counts at localized
patches are computed independently. These local counts are then globally
constrained in a multi-scale Markov Random Field (MRF) framework to get
an estimate of count for the entire image. The authors also introduced an
annotated dataset (UCF_CC_50) of 50 images containing 64000 humans.
Chen et al. [58] introduced a novel cumulative attribute concept for learn-
ing a regression model when only sparse and imbalanced data are available.
Considering that the challenges of inconsistent features along with sparse and
imbalanced (encountered during learning a regression function) are related,
cumulative attribute-based representation for learning a regression model is
proposed. Specifically, features extracted from sparse and imbalanced image
samples are mapped onto a cumulative attribute space. The method is based
on the notion of discriminative attributes used for addressing sparse training
data. This method is inherently capable of handling imbalanced data.
2.3 Density estimation-based approaches
While the earlier methods were successful in addressing the issues of occlusion
and clutter, most of them ignored important spatial information as they were
regressing on the global count. In contrast, Lempitsky et al. [18] proposed
to learn a linear mapping between local patch features and corresponding
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object density maps, thereby incorporating spatial information in the learning
process. In doing so, they avoided the hard task of learning to detect and local-
ize individual object instances by introducing a new approach of estimating
image density whose integral over any region in the density map gives the
count of objects within that region. The problem of learning density maps is
formulated as a minimization of a regularized risk quadratic cost function. A
new loss function appropriate for learning density maps is introduced. The
entire problem is posed as a convex optimization task which they solve using
cutting-plane optimization.
Observing that it is difficult to learn a linear mapping, Pham et al. [60]
proposed to learn a non-linear mapping between local patch features and den-
sity maps. They used random forest regression from multiple image patches
to vote for densities of multiple target objects to learn a non-linear mapping.
In addition, they tackled the problem of large variation in appearance and
shape between crowded image patches and non-crowded ones by proposing
a crowdedness prior and they trained two different forests corresponding to
this prior. Furthermore, they were able to successfully speed up the estimation
process for real-time performance by proposing an effective forest reduction
that uses permutation of decision trees. Apart from achieving real-time per-
formance, another advantage of their method is that it requires relatively less
memory to build and store the forest.
Similar to the above approach, Wang and Zou [16] identified that though
existing methods are effective, they were inefficient from computational com-
plexity point of view. To this effect, they proposed a fast method for density
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estimation based on subspace learning. Instead of learning a mapping be-
tween dense features and their corresponding density maps, they learned to
compute the embedding of each subspace formed by image patches. Essen-
tially, they exploited the relationship between images and their corresponding
density maps in the respective feature spaces. The feature space of image
patches are clustered and examples of each subspace are collected to learn
its embedding. Their assumption that local image patches and their corre-
sponding density maps share similar local geometry enables them to learn
locally linear embedding using which the density map of an image patch can
be estimated by preserving the geometry. Since, implementing locally linear
embedding (LLE) is time-consuming, they divided the feature spaces of image
patches and their counterpart density maps into subspaces, and computed the
embedding of each subspace formed by image patches. The density map of
input patch is then estimated by simple classification and mapping with the
corresponding embedding matrix.
In a more recent approach, Xu and Qiu [76] observed that the existing
crowd density estimation methods used a smaller set of features thereby limit-
ing their ability to perform better. Inspired by the ability of high-dimensional
features in other domains such as face recognition, they proposed to boost
the performances of crowd density estimation by using a much extensive
and richer set of features. However, since the regression techniques used by
earlier methods (based on Gaussian process regression or Ridge regression)
are computationally complex and are unable to process very high-dimensional
features, they used random forest as the regression model whose tree structure
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is intrinsically fast and scalable. Unlike traditional approaches to random
forest construction, they embedded random projection in the tree nodes to
combat the curse of dimensionality and to introduce randomness in the tree
construction.
2.4 CNN-based methods
The success of CNNs in numerous computer vision tasks has inspired re-
searchers to exploit their abilities for learning non-linear functions from crowd
images to their corresponding density maps or corresponding counts. A vari-
ety of CNN-based methods have been proposed in the literature. We broadly
categorize these methods based on property of the networks and training
approach. Based on the property of the networks, we classify the approaches
into the following categories:
• Basic CNNs: Approaches that involve basic CNN layers in their net-
works fall into this category. These methods are amongst initial deep
learning approaches for crowd counting and density estimation.
• Scale-aware models: The basic CNN-based approaches evolved into
more sophisticated models that were robust to variations in scale. This ro-
bustness is achieved through different techniques such as multi-column
or multi-resolution architectures.
• Context-aware models: Another set of approaches attempted to incor-
porate local and global contextual information present in the image into
the CNN framework for achieving lower estimation errors.
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• Multi-task frameworks: Motivated by the success of multi-task learn-
ing for various computer vision tasks, various approaches have been
developed to combine crowd counting and estimation along with other
tasks such as foreground-background subtraction and crowd velocity
estimation.
In an yet another categorization, we classify the CNN-based approaches
based on the inference methodology into the following two categories:
• Patch-based inference: In this approach, the CNNs are trained using
patches cropped from the input images. Different methods use different
crop sizes. During the prediction phase, a sliding window is run over
the test image and predictions are obtained for each window and finally
aggregated to obtain total count in the image.
• Whole image-based inference: Methods in this category perform a
whole-image based inference. These methods avoid computationally
expensive sliding windows.
Table 2.1 presents a categorization of various CNN-based crowd counting
methods based on their network property and inference process.
Next, we review various CNN-based crowd counting and density estima-
tion methods along with their merits and drawbacks.
Wang et al. [96] and Fu et al. [95] were among the first ones to apply CNNs
for the task of crowd density estimation. Wang et al. proposed an end-to-end
deep CNN regression model for counting people from images in extremely
dense crowds.
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Fu et al. [95] Basic Patch-based
Wang et al. [96] Basic Patch-based
Zhang et al. [59] Multi-task Patch-based
Boominathan et al. [61] Scale-aware Patch-based
Zhang et al. [1] Scale-aware Whole image-based
Walach and Wolf [17] Basic Patch-based
Onoro et al. [20] Scale-aware Patch-based
Shang et al. [56] Context-aware Whole image-based
Sheng et al. [97] Context-aware Whole image-based
Kumagai et al. [98] Scale-aware Patch-based
Marsden et al. [99] Scale-aware Whole image-based
Mundhenk et al. [100] Basic Patch-based
Artetta et al. [101] Multi-task Patch-based
Zhao et al. [102] Multi-task Patch-based
Sindagi et al. [103] Multi-task Whole image-based
Sam et al. [104] Scale-aware Patch-based
Kang et al. [102] Basic Patch-based
Zhang et al. [59] analyzed existing methods to identify that their perfor-
mance reduces drastically when applied to a new scene that is different from
the training dataset. To overcome this issue, they proposed to learn a mapping
from images to crowd counts and to adapt this mapping to new target scenes
for cross-scene counting. Additionally, they introduced a new dataset for the
purpose of evaluating cross-scene crowd counting. The network is evaluated
for cross-scene crowd counting as well as single scene crowd counting and
superior results are demonstrated for both scenarios.
Inspired by the success of cross-scene crowd counting [59], Walach and
Wolf [17] performed layered boosting and selective sampling. This layered
boosting approach is based on the notion of Gradient Boosting Machines
(GBM) [105] which are a subset of powerful ensemble techniques. In an effort
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to capture semantic information in the image, Boominathan et al. [61] com-
bined deep and shallow fully convolutional networks to predict the density
map for a given crowd image.
In another approach, Zhang et al. [1] proposed a multi-column based
architecture (MCNN) for images with arbitrary crowd density and arbitrary
perspective. Inspired by the success of multi-column networks for image
recognition [106], the proposed method ensures robustness to large variation
in object scales by constructing a network that comprises of three columns
corresponding to filters with receptive fields of different sizes (large, medium,
small). Finally, considering that existing crowd counting datasets do not cater
to all the challenging situations encountered in real world scenarios, a new
ShanghaiTech crowd datasets is constructed. This new dataset includes 1,198
images with about 330,000 annotated heads.
Similar to the above approach, Onoro and Sastre [20] developed a scale
aware counting model called Hydra CNN that is able to estimate object den-
sities in a variety of crowded scenarios without any explicit geometric infor-
mation of the scene. The network consists of 3 heads and a body with each
head learning features for a particular scale. Each head of the Hydra-CNN is
constructed using the CCNN model whose outputs are concatenated and fed
to the body. The body consists of a set of two fully-connected layers followed
by a rectified linear unit (ReLu), a dropout layer and a final fully connected
layer to estimate the object density map. While the different heads extract
image descriptors at different scales, the body learns a high-dimensional
representation that fuses the multi-scale information provided by the heads.
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Instead of training all regressors of a multi-column network [1] on all the
input patches, Sam et al. [104] argue that better performance is obtained by
training regressors with a particular set of training patches by leveraging
variation of crowd density within an image. To this end, they proposed a
switching CNN that cleverly selects an optimal regressor suited for a particular
input patch.
In another approach, Cao et al. [107] proposed a encoder-decoder network
with scale aggregation modules.
In contrast to these methods that emphasize on specifically addressing
large-scale variations in head sizes, the most recent methods ([108] ,[109], [110],
[111], [112]) have focused on other properties of the problem. For instance,
Babu et al. [108] proposed a mechanism to incrementally increase the network
capacity conditioned on the dataset. Shen et al. [109] overcame the issue of
blurred density maps by utilizing adversarial loss. In a more recent approach,
Ranjan et al. [112] proposed a two-branch network to estimate density map in
a cascaded manner. Shi et al. [110] employed deep negative correlation based
learning for more generalizable features. Liu et al. [111] used unlabeled data
for counting by proposing a new framework that involves learning to rank.
Recent approaches like [113, 114, 115, 116, 117, 118] have aimed at incor-
porating various forms of related information like attention [113], seman-
tic priors [114], segmentation [115], inverse attention [116], and hierarchi-
cal attention [117] respectively into the network. Other techniques such as
[119, 120, 121, 122, 123] leverage features from different layers of the network
using different techniques like trellis style encoder decoder [119], explicitly
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considering perspective [120], context information [121], adaptive density
map generation [123] and multiple views [122]. More recently, Sam et al. [124]
introduced a detection framework for densely crowded scenarios where the
network is trained using estimated bounding-boxes. Ma et al. [125] proposed
a novel Bayesian loss function for training counting networks, which involves
supervision on the count expectation at each annotated point. While most
of the existing approaches are focused on counting in 2D plane, Zhang et al.
[126] propose to solve the multi-view crowd counting task through 3D feature
fusion with 3D scene-level density maps.
For a comprehensive study on various crowd counting techniques, the
reader is referred to detailed surveys like [127, 128].
2.5 Crowd Datasets
Crowd counting datasets have evolved over time with respect to a number of
factors such as size, crowd densities, image resolution, and diversity. UCSD
[53] is among one of the early datasets proposed for counting and it contains
2000 video frames of low resolution with 49,885 annotations. The video
frames are collected from a single frame and typically contain low density
crowds. Zhang et al. [59] addressed the limitations of UCSD dataset by
introducing the WorldExpo dataset that contains 108 videos with a total of
3,980 frames belonging to 5 different scenes. While the UCSD and WorldExpo
datasets contain only low/low-medium densities, Idrees et al. [6] proposed the
UCF_CROWD_50 dataset specifically for very high density crowd scenarios.
However, the dataset consists of only 50 images rendering it impractical for
19
training deep networks. Zhang et al. [1] introduced the ShanghaiTech dataset
which has better diversity in terms of scenes and density levels as compared
to earlier datasets. The dataset is split into two parts: Part A (containing high
density crowd images) and Part B (containing low density crowd images).
The entire dataset contains 1,198 images with 330,165 annotations. Recently,
Idrees et al. [2] proposed a new large-scale crowd dataset containing 1,535
high density images images with a total of 1.25 million annotations. Wang et
al. [4] introduced a synthetic crowd counting dataset that is based on GTA V
electronic game. The dataset consists of 15,212 crowd images under a diverse
set of scenes. In addition, they proposed a SSIM based CycleGAN [129]
for adapting the network trained on synthetic images to real world images.
Most recently, Wang et al. [130] released a large-scale crowd counting dataset
(NWPUCrowd) consisting of 5,109 images with 2.13 million annotations.
2.6 Evaluation Metrics
For the purpose of evaluation, the standard metrics used by many existing














|yi − y′i|2 (2.2)
where MAE is mean absolute error, MSE is mean squared error, N is number of
test samples, yi is ground truth count and y′i is estimated count corresponding
to the ith sample.
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Chapter 3
Cascaded Multi Task Learning
based Counting Network
One of the many challenges faced by researchers working on crowd counting
is the issue of large variations in scale and appearance of the objects that
occurs due to severe perspective distortion of the scene. Many methods have
been developed that incorporate scale information into the learning process
using different methods. Some of the early methods relied on multi-source
and hand-crafted representations and catered only to low density crowded
scenes [6]. These methods are rendered ineffective in high density crowds
and the results are far from optimal. Inspired by the success of Convolu-
tional Neural Networks (CNNs) for various computer vision tasks, many
CNN-based methods have been developed to address the problem of crowd
counting [61, 131, 59]. Considering scale issue as a limiting factor to achieve
better accuracies, certain CNN-based methods specifically cater to the issue
of scale changes via multi-column or multi-resolution network [1, 20, 56].
Though these methods demonstrated robustness to scale changes, they are
still restricted to the scales that are used during training and hence are limited
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Figure 3.1: Overview of the proposed cascaded architecture for jointly learning high-
level prior and density estimation.
in their capacity to learn well-generalized models.
The aim of this work is to learn models that cater to a wide variety of
density levels present in the dataset by incorporating a high-level prior into
the network. The high-level prior learns to classify the count into various
groups whose class labels are based on the number of people present in the
image. By exploiting count labels, the high-level prior is able to estimate
coarse count of people in the entire image irrespective of scale variations
thereby enabling the network to learn more discriminative global features.
The high-level prior is jointly learned along with density map estimation using
a cascade of CNN networks.
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3.1 Proposed method
Inspired by the success of cascaded convolutional networks for related mul-
tiple tasks [132, 133, 134], we propose to learn two related sub-tasks: crowd
count classification (which we call as high-level prior) and density map es-
timation in a cascaded fashion as shown in Figure 3.1. The network takes
an image of arbitrary size, and outputs crowd density map. The cascaded
network has two stages corresponding to the two sub-tasks, with the first
stage learning high-level prior and the second stage preforming density map
estimation. Both stages share a set of convolutional features. The first stage
consists of a set of convolutional layers and spatial pyramid pooling to handle
arbitrarily sized images followed by a set of fully connected layers. The second
stage consists of a set of convolutional layers followed by fractionally-strided
convolutional layers for upsampling the previous layer’s output to account for
the loss of details due to earlier pooling layers. Two different set of loss layers
are used at the end of the two stages, however, the loss of the second layer
is dependent on the output of the earlier stage. The following sub-sections
discuss the details of all the components of the proposed network.
3.1.1 Shared convolutional layers
The initial shared network consists of 2 convolutional layers with a Parametric
Rectified Linear Unit (PReLU) activation function after every layer. The first
convolutional layer has 16 feature maps with a filter size of 9× 9 and the
second convolutional layer has 32 feature maps with a filter size of 7× 7. The
feature maps generated by this shallow network are shared by the two stages:
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high-level prior stage and density estimation stage.
3.1.2 High-level prior stage
Classifying the crowd into several groups is an easier problem as compared
to directly performing classification or regression for the whole count range
which requires a larger amount of training data. Hence, we quantize the crowd
count into ten groups and learn a crowd count group classifier which also
performs the task of incorporating high-level prior into the network. The high-
level prior stage takes feature maps from the previous shared convolutional
layers. This stage consists of 4 convolutional layers with a PReLU activation
function after every layer. The first two layers are followed by max pooling
layers with a stride of 2. At the end, the high-level prior stage consists of
three fully connected (FC) layers with a PReLU activation function after every
layer. The first FC layer consists of 512 neurons whereas the second FC layer
consists of 256 neurons. The final layer consists of a set of 10 neurons followed
by a sigmoid layer, indicating the count class of the input image. To enable
the use of arbitrarily sized images for training, Spatial Pyramid Pooling (SPP)
[135] is employed as it eliminates the fixed size constraint of deep networks
which contain fully connected layers. The SPP layer is inserted after the last
convolutional layer. The SPP layer aggregates features from the convolutional
layers to produce fixed size outputs and can be fed to the fully connected
layers. Cross-entropy error is used as the loss layer for this stage.
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3.1.3 Density estimation
The feature maps obtained from the shared layers are processed by an another
CNN network that consists of 4 convolutional layers with a PReLU activation
function after every layer. The first two layers are followed by max pooling
layers with a stride of 2, due to which the output of CNN layers is down-
sampled by a factor of 4. The first convolutional layer has 20 feature maps
with a filter size of 7× 7, the second convolutional layer has 40 feature maps
with a filter size of 5× 5, the third layer has 20 feature maps with a filter size
of 5× 5 and the fourth layer has 10 feature maps with a filter size of 5× 5.
The output of this network is combined with that of the last convolutional
layer of high-level prior stage using a set of 2 convolutional and 2 fraction-
ally strided convolutional layers. The first two convolutional layers have a
filter size of 3× 3 with 24 and 32 feature maps, respectively. These layers are
followed by 2 sets of fractionally strided convolutional layers with 16 and 18
feature maps, respectively. In addition to integrating high-level prior from
an earlier stage, the fractionally strided convolutions learn to upsample the
feature maps to the original input size thereby restoring the details lost due to
earlier max-pooling layers. The use of these layers results in upsampling of
the CNN output by a factor of 4, thus enabling us to regress on full resolution
density maps. Standard pixel-wise Euclidean loss is used as the loss layer for
this stage. Note that this loss depends on intermediate output of the earlier















[(yi = j)Fc(Xi, Θ)], (3.1)
where N is number of training samples, Θ is a set of network parameters, Xi
is the ith training sample, Fc(Xi, Θ) is the classification output, yi is the ground
truth class and M is the total number of classes.







‖Fd(Xi, Ci, Θ)− Di‖2, (3.2)
where Fd(Xi, Ci, Θ) is the estimated density map, Di is the ground truth density
map, and Ci are the feature maps obtained from the last convolutional layer
of the high-level prior stage.
The entire cascaded network is trained using the following unified loss func-
tion:
L = λLc + Ld, (3.3)
where λ is a weighting factor.
This loss function is unlike traditional multi-task learning, because the loss
term of the last stage depends on the output of the earlier one.
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3.1.5 Training and implementation details
In this section, details of the training procedure are discussed. To create the
training dataset, patches of size 1/4th the size of original image are cropped
from 100 random locations. Other augmentation techniques like horizontal
flipping and noise addition are used to create another 200 patches. The random
cropping and augmentation resulted in a total of 300 patches per image in the
training dataset. Note that the cropping is used only as a data augmentation
technique and the resulting patches are of arbitrary sizes.
Several sophisticated methods are proposed in the literature for calculating
the ground truth density map [59, 1]. We use a simple method in order to
ensure that the improvements achieved are due to the proposed method and
are not dependent on the sophisticated methods for calculating the ground
truth density maps. Ground truth density map Di corresponding to the ith
training patch is calculated by summing a 2D Gaussian kernel centered at
every person’s location xg as defined below:
Di(x) = ∑
xg∈S
N (x− xg, σ), (3.4)
where σ is the scale parameter of the 2D Gaussian kernel and S is the set of all
points at which people are located.
The training and evaluation was performed on NVIDIA GTX TITAN-
X GPU using Torch framework [136]. λ was set to 0.0001 in (5.3). Adam
optimization with a learning rate of 0.00001 and momentum of 0.9 was used
to train the model. Additionally, for the classification (high-level prior) stage,
to account for the imbalanced datasets, the losses for each class were weighted
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based on the number of samples available for that particular class. The training
took approximately 6 hours.
3.2 Experimental results
In this section, we present the experimental details and evaluation results on
two publicly available datasets: ShanghaiTech [1] and UCF_CROWD_50 [6].
3.2.1 ShanghaiTech dataset
The results of the proposed method are compared with two recent approaches:
Zhang et al. [59] and MCNN by Zhang et al. [1] (Table 4.2). It can be ob-
served that the proposed method is able to achieve significant improvements
without the use of multi-column networks or sophisticated ground truth map
generation. Furthermore, to demonstrate the improvements obtained by incor-
porating high-level prior via cascaded architecture, we evaluated our network
without the high-level prior stage (Single stage CNN) on ShanghaiTech dataset.
It can also be observed that the cascaded learning of count classification and
density estimation reduces the count error by a large margin as compared to
the single stage CNN.
Figure 3.2 illustrates the density map results obtained using the proposed
method as compared to Zhang et al. [1] and single stage CNN. It can be
observed that in addition to achieving lower count error, the proposed method




Figure 3.2: Density estimation results using proposed method on ShanghaiTech
dataset. (a) Input (b) Ground truth (c) Output.
Table 3.1: Comparison results: Estimation errors on the ShanghaiTech dataset. The
proposed method achieves lower error compared to existing approaches involving
multi column CNNs and sophisticated density maps.
Part A Part B
Method MAE MSE MAE MSE
Zhang et al. [59] 181.8 277.7 32.0 49.8
MCNN [1] 110.2 173.2 26.4 41.3
Single stage CNN 130.4 190.9 29.3 40.5
Proposed method 101.3 152.4 20.0 31.1
3.2.2 UCF_CC_50 dataset
Following the standard protocol discussed in [6], a 5-fold cross-validation was
performed for evaluating the proposed method. The results are compared with
five recent approaches: Idrees et al. [6], Zhang et al. [59], MCNN [1], Onoro
et al. [20] and Walach et al. [17]. It can be observed from Table 8.6 that our
network achieves the lowest MAE and comparable MSE score. Density maps
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(a) (b) (c)
Figure 3.3: Density estimation results using proposed method on UCF_CC_50 dataset.
(a) Input (b) Ground truth (c) Output.
obtained using the proposed method on sample images from UCF_CC_50
dataset are shown in Figure 3.3.
Table 3.2: Comparison results: Estimation errors on the UCF_CC_50 dataset.
Method MAE MSE
Idrees et al. [6] 419.5 541.6
Zhang et al. [59] 467.0 498.5
MCNN [1] 377.6 509.1
Onoro et al. [20] 465.7 371.8
Walach et al. [17] 364.4 341.4
Proposed method 322.8 397.9
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3.3 Summary
We presented a multi-task cascaded CNN network for jointly learning crowd
count classification and density map estimation. By learning to classify the
crowd count into various groups, we are able to incorporate a high-level prior
into the network which enables it to learn globally relevant discriminative
features thereby accounting for large count variations in the dataset. Addi-
tionally, we employed fractionally strided convolutional layers at the end so
as to account for the loss of details due to max-pooling layers in the earlier
stages there by allowing us to regress on full resolution density maps. The
entire cascade was trained in an end-to-end fashion. Extensive experiments
performed on challenging datasets and comparison with recent state-of-the-




Scale Aware Counting Using
Contextual Pyramid CNNs
Existing CNN-based methods using different multi-scale architectures [1,
20, 104] have achieved significant success in addressing some of the above
issues, especially in the high-density complex crowded scenes. However, these
methods tend to under-estimate or over-estimate count in the presence of high-
density and low-density crowd images, respectively. A potential solution is to
use contextual information during the learning process. Several recent works
for semantic segmentation [137], scene parsing [138] and visual saliency [139]
have demonstrated that incorporating contextual information can provide
significant improvements in the results. Motivated by their success, we believe
that availability of global context shall aid the learning process and help us
achieve better count estimation. In addition, existing approaches employ
max-pooling layers to achieve minor translation invariance resulting in low-
resolution and hence low-quality density maps. Also, to the best of our
knowledge, most existing methods concentrate only on the quality of count
rather than that of density map. Considering these observations, we propose
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Figure 4.1: Overview of the proposed CP-CNN architecture. The network incorpo-
rates global and local context using GCE and LCE respectively. The context maps are
concatenated with the output of DME and further processed by F-CNN to estimate
high-quality density maps.
to incorporate global context into the learning process while improving the
quality of density maps.
4.1 Proposed method (CP-CNN)
The proposed CP-CNN method consists of a pyramid of context estimators
and a Fusion-CNN as illustrated in Figure 4.1. It consists of four modules:
GCE, LCE, DME, and F-CNN. GCE and LCE are CNN-based networks that
encode global and local context present in the input image respectively. DME
is a multi-column CNN that performs the initial task of transforming the
input image to high-dimensional feature maps. Finally, F-CNN combines
contextual information from GCE and LCE with high-dimensional feature
maps from DME to produce high-resolution and high-quality density maps.
These modules are discussed in detail as follows.
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4.1.1 Global Context Estimator (GCE)
Although recent state-of-the-art multi-column or multi-scale methods [1, 20,
17] achieve significant improvements in the task of crowd count estimation,
they either underestimate or overestimate counts in high-density and low-
density crowd images respectively. We believe it is important to explicilty
model context present in the image to reduce the estimation error. To this
end, we associate global context with the level of density present in the image
by considering the task of learning global context as classifying the input
image into five different classes: extremely low-density (ex-lo), low-density
(lo), medium-density (med), high-density (hi) and extremely high-density
(ex-hi). Note that the number of classes required is dependent on the crowd
density variation in the dataset. A dataset containing large variations may
require higher number of classes. In our experiments, we obtained significant
improvements using five categories of density levels.
In order to learn the classification task, a VGG-16 [140] based network
is fine-tuned with the crowd training data. Network used for GCE is as
shown in Figure 4.2. The convolutional layers from the VGG-16 network are
retained, however, the last three fully connected layers are replaced with a
different configuration of fully connected layers in order to cater to our task of
classification into five categories. Weights of the last two convolutional layers
are fine-tuned while keeping the weights fixed for the earlier layers. The use
of pre-trained VGG network results in faster convergence as well as better
performance in terms of context estimation.
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Figure 4.2: Global context estimator based on VGG-16 architecture. The network is
trained to classify the input images into various density levels thereby encoding the
global context present in the image.
4.1.2 Local Context Estimator (LCE)
Existing methods for crowd density estimation have primarily focussed on
achieving lower count errors rather than estimating better quality density
maps. After an analysis of these results, we believe that some kind of local
contextual information can aid us to achieve better quality maps. To this effect,
similar to GCE, we propose to learn an image’s local context by learning to
classify it’s local patches into one of the five classes: {ex-lo, lo, med, hi, ex-hi}.
The local context is learned by the LCE whose architecture shown in Figure
4.3. It is composed of a set of convolutional and max-pooling layers followed
by 3 fully connected layers with appropriate drop-out layers after the first
two fully connected layers. Every convolutional and fully connected layer is
followed by a ReLU layer except for the last fully connected layer which is
followed by a sigmoid layer.
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Figure 4.3: Local context estimator: The network is trained to classify local input
patches into various density levels thereby encoding the local context present in the
image.
4.1.3 Density Map Estimator (DME)
The aim of DME is to transform the input image into a set of high-dimensional
feature maps which will be concatenated with the contextual information
provided by GCE and LCE. Estimating density maps from high-density crowd
images is especially challenging due to the presence of heads with varying
sizes in and across images. Previous works on multi-scale [20] or multi-column
[1] architectures have demonstrated abilities to handle the presence of consid-
erably large variations in object sizes by achieving significant improvements
in such scenarios. Inspired by the success of these methods, we use a multi-
column architecture similar to [1]. However, notable differences compared to
their work are that our columns are much deeper and have different number
of filters and filter sizes that are optimized for lower count estimation error.
In addition, the multi-column architecture is used to transform the input
into a set of high-dimensional feature map rather than using them directly to
estimate the density map. Network details for DME are illustrated in Figure
4.4.
It may be argued that since the DME has a pyramid of filter sizes, one
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may be able to increase the filter sizes and number of columns to address
larger variation in scales. However, note that addition of more columns and
the filter sizes will have to be decided based on the scale variation present in
the dataset, resulting in new network designs that cater to different datasets
containing different scale variations. Additionally, deciding the filter sizes will
require time consuming experiments. With our network, the design remains
consistent across all datasets, as the context estimators can be considered to
perform the task of coarse crowd counting.
Figure 4.4: Density Map Estimator: Inspired by Zhang et al. [1], DME is a multi-
column architecture. In contrast to [1], we use slightly deeper columns with different
number of filters and filter sizes.
4.1.4 Fusion-CNN (F-CNN)
The contextual information from GCE and LCE are combined with the high-
dimensional feature maps from DME using F-CNN. The F-CNN automatically
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learns to incorporate the contextual information estimated by context esti-
mators. The presence of max-pooling layers in the DME network (which
are essential to achieve translation invariance) results in down-sampled fea-
ture maps and loss of details. Since, the aim of this work is to estimate
high-resolution and high-quality density maps, F-CNN is constructed using
a set of convolutional and fractionally-strided convolutional layers. The set
of fractionally-strided convolutional layers help us to restore details in the
output density maps. The following structure is used for F-CNN: CR(64,9)-
CR(32,7)-TR(32)-CR(16,5)-TR(16)-C(1,1), where, C is convolutional layer, R is
ReLU layer, T is fractionally-strided convolution layer and the first number
inside every brace indicates the number of filters while the second number
indicates filter size. Every fractionally-strided convolution layer increases the
input resolution by a factor of 2, thereby ensuring that the output resolution is
the same as that of input.
Once the context estimators are trained, DME and F-CNN are trained in
an end-to-end fashion. Existing methods for crowd density estimation use
Euclidean loss to train their networks. It has been widely acknowledged
that minimization of L2 error results in blurred results especially for image
reconstruction tasks [141, 142, 143, 144, 145]. Motivated by these observations
and the recent success of GANs for overcoming the issues of L2-minimization
[141], we attempt to further improve the quality of density maps by minimiz-
ing a weighted combination of pixel-wise Euclidean loss and adversarial loss.
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The loss for training F-CNN and DME is defined as follows:











LA = − log(φD(φ(X)), (4.3)
where, LT is the overall loss, LE is the pixel-wise Euclidean loss between
estimated density map and it’s corresponding ground truth, λa is a weighting
factor, LA is the adversarial loss, X is the input image of dimensions W × H,
Y is the ground truth density map, φ is the network consisting of DME and
F-CNN and φD is the discriminator sub-network for calculating the adversarial
loss. Following structure is used for the discriminator sub-network: CP(64)-
CP(128)-M-CP(256)-M-CP(256)-CP(256)-M-C(1)-Sigmoid, where C represents
convolutional layer, P represents PReLU layer and M is max-pooling layer.
4.2 Training and evaluation details
In this section, we discuss details of the training and evaluation procedures.
Training details: Let D be the original training dataset. Patches 1/4th the
size of original image are cropped from 100 random locations from every
image in D. Other augmentation techniques like horizontal flipping and noise
addition are used to create another 200 patches. The random cropping and
augmentation resulted in a total of 300 patches per image in the training
dataset. Let this set of images be called as Ddme. Another training set Dlc
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is formed by cropping patches of size 64× 64 from 100 random locations in
every training image in D.
GCE is trained using the dataset Ddme. The corresponding ground truth
categories for each image is determined based on the number of people present
in it. Note that the images are resized to 224× 224 before feeding them into
the VGG-based GCE network. The network is then trained using the standard
cross-entropy loss. LCE is trained using the 64× 64 patches in Dlc. The ground
truth categories of the training patches is determined based on the number
of people present in them. The network is then trained using the standard
cross-entropy loss.
Next, the DME and F-CNN networks are trained in an end-to-end fashion
using input training images from Ddme and their corresponding global and
local contexts1. The global context (Figc) for an input training image Xi is
obtained in the following way. First, an empty global context Figc of dimension
5×Wi/4× Hi/4 is created, where Wi × Hi is the dimension of Xi. Next, a
set of classification scores yi,jgc(j = 1...5) is obtained by feeding Xi to GCE.
Each feature map in global context Fi,jgc is then filled with the corresponding
classification score yi,jg . The local context (Filc) for X
i is obtained in the fol-
lowing way. An empty local context Filc of dimension 5 ×Wi × Hi is first
created. A sliding window classifier (LCE) of size 64× 64 is run on Xi to
obtain the classification score yi,j,wlc (j = 1...5) where w is the window location.
The classification scores yi,j,wlc are used to fill the corresponding window lo-
cation w in the respective local context map Fi,jgc . F
i,j
gc is then resized to a size
1Once GCE and LCE are trained, their weights are frozen.
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of Wi/4× Hi/4. After the context maps are estimated, Xi is fed to DME to
obtain a high-dimensional feature map Fidme which is concatenated with F
i
gc
and Filc. These concatenated feature maps are then fed into F-CNN. The two
CNNs (DME and F-CNN) are trained in an end-to-end fashion by minimiz-
ing the weighted combination of pixel-wise Euclidean loss and adversarial
loss (given by (4.1)) between the estimated and ground truth density maps.
Inference details: Here, we describe the process to estimate the density map




i is calculated in the
following way. The test image Xti is divided into non-overlapping blocks of
size Wti /4× Hti /4. All blocks are then fed into GCE to obtain their respective
classification scores. As in training, the classification scores are used to build
the context maps for each block to obtain the final global context feature map




i is calculated in the following way:
A sliding window classifier (LCE) of size 64× 64 is run across Xti and the
classification scores from every window are used to build the local context Fitlc.
Once the context information is obtained, Xti is fed into DME to obtain high-
dimensional feature maps Fitdme. F
i





fed into F-CNN to obtain the output density map. Note that due to additional
context processing, inference using the proposed method is computationally
expensive as compared to earlier methods such as [1, 104].
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4.3 Experimental results
In this section, we present the experimental details and evaluation results
on three publicly available datasets. First, the results of an ablation study
conducted to demonstrate the effects of each module in the architecture is
discussed. Along with the ablation study, we also perform a detailed compari-
son of the proposed method against a recent state-of-the-art-method [1]. This
detailed analysis contains comparison of count metrics using MAE and MSE,
along with qualitative and quantitative comparison of the estimated density
maps. The quality of density maps is measured using two standard metrics:
PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity in Image
[146]). The ablation study is followed by a discussion and comparison of
proposed method’s results against several recent state-of-the-art methods on
three datasets: ShanghaiTech [1], WorldExpo ’10 [59] and UCF_CROWD_50
[6].
4.3.1 Ablation study using ShanghaiTech Part A
In this section, we perform an ablation study to demonstrate the effects of
different modules in the proposed method. Each module is added sequentially
to the network and results for each configuration are compared. Following
four configurations are evaluated: (1) DME: The high-dimensional feature
maps of DME are combined using 1×1 conv layer whose output is used to
estimate the density map. LE loss is minimized to train the network. (2) DME
with only GCE and F-CNN: The output of DME is concatenated with the
global context. DME and F-CNN are trained to estimate the density maps by
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minimizing LE loss. (3) DME with GCE, LCE and F-CNN. In addition to the
third configuration, local context is also used in this case and the network is
trained using LE loss. (4) DME with GCE, LCE and F-CNN with LA + LE (entire
network). These results are compared with a fifth configuration: Zhang et al.
[1] (which is a recent state-of-the-art method) in order to gain a perspective of
the improvements achieved by the proposed method and its various modules.
The evaluation is performed on Part A of ShanghaiTech [1] dataset.
Figure 4.5: Comparison of results from different configurations of the proposed
network along with Zhang et al. [1]. Top Row: Sample input images from the
ShanghaiTech dataset. Second Row: Ground truth. Third Row: Zhang et al. [1]. (Loss
of details can be observed). Fourth Row: DME. Fifth Row: DME + GCE + F-CNN.
Sixth Row:DME + GCE + LCE + F-CNN. Bottom Row: DME + GCE + LCE + F-CNN
with adversarial loss. Count estimates and the quality of density maps improve after
inclusion of contextual information and adversarial loss.
Count estimation errors and quality metrics of the estimated density im-
ages for the various configurations are tabulated in Table 4.1. We make the
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Table 4.1: Estimation errors for different configurations of the proposed network on
ShanghaiTech Part A[1]. Addition of contextual information and the use of adversarial






Method MAE MSE PSNR SSIM
Zhang et al.[1] 110.2 173.2 20.91 0.52
DME 104.3 154.2 20.92 0.54
DME+GCE+FCNN 89.9 127.9 20.97 0.61
DME + GCE +
LCE + FCNN 76.1 110.2 21.4 0.65
DME+GCE+LCE+
FCNN with LA+LE
73.6 106.4 21.72 0.72
following observations: (1) The network architecture for DME used in the
proposed method is different from Zhang et al. [1] in terms of column depths,
number of filters and filter sizes. These changes improve the count estimation
error as compared to [1]. However, no significant improvements are observed
in the quality of density maps. (2) The use of global context in (DME + GCE +
F-CNN) greatly reduces the count error from the previous configurations. Also,
the use of F-CNN (which is composed of fractionally-strided convolutional
layers), results in considerable improvement in the quality of density maps.
(3) The addition of local context and the use of adversarial loss progressively
reduces the count error while achieving better quality in terms of PSNR and
SSIM.
Estimated density maps from various configurations on sample input
images are shown in Figure 4.5. It can be observed that the density maps
generated using Zhang et al. [1] and DME (which regress on low-resolution
maps) suffer from loss of details. The use of global context information and
fractionally-strided convolutional layers results in better estimation quality.
Additionally, the use of local context and minimization over a weighted
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combination of LA and LE further improves the quality and reduces the
estimation error.
4.3.2 Evaluations and comparisons
In this section, the results of the proposed method are compared against recent
state-of-the-art methods on three challenging datasets.
ShanghaiTech. The proposed method is evaluated against four recent ap-
proaches: Zhang et al. [59], MCNN [1], Cascaded-MTL [103] and Switching-
CNN [104] on Part A and Part B of the ShanghaiTech dataset are shown in
Table 4.2. It can be observed from Table 4.2, that the proposed method is
able to achieve superior results as compared to the other methods, which
highlights the importance of contextual processing in our framework.
Table 4.2: Estimation errors on the ShanghaiTech dataset.
Part A Part B
Method MAE MSE MAE MSE
Zhang et al. [59] 181.8 277.7 32.0 49.8
MCNN [1] 110.2 173.2 26.4 41.3
Cascaded-MTL [103] 101.3 152.4 20.0 31.1
Switching-CNN [104] 90.4 135.0 21.6 33.4
CP-CNN (ours) 73.6 106.4 20.1 30.1
WorldExpo’10. The proposed method is evaluated against five recent state-
of-the-art approaches: Chen et al. [58], Zhang et al. [59], MCNN [1], Shang et
al. [56] and Switching-CNN [104] is presented in Table 4.3. It can be observed
from Table 4.3 that the proposed method outperforms existing approaches
on an average while achieving comparable performance in individual scene
estimations.
UCF_CC_50. Following the standard protocol discussed in [6], a 5-fold cross-
validation was performed for evaluating the proposed method. Results are
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Table 4.3: Average estimation errors on the WorldExpo’10 dataset.
Method Scene1 Scene2 Scene3 Scene4 Scene5 Avgerage
Chen et al. [58] 2.1 55.9 9.6 11.3 3.4 16.5
Zhang et al. [59] 9.8 14.1 14.3 22.2 3.7 12.9
MCNN [1] 3.4 20.6 12.9 13.0 8.1 11.6
Shang et al. [56] 7.8 15.4 14.9 11.8 5.8 11.7
Switching-CNN [104] 4.4 15.7 10.0 11.0 5.9 9.4
CP-CNN (ours) 2.9 14.7 10.5 10.4 5.8 8.86
compared with seven recent approaches: Idrees et al. [6], Zhang et al. [59],
MCNN [1], Onoro et al. [20], Walach et al. [17], Cascaded-MTL [103] and
Switching-CNN [104]. It can be observed from Table 4.4 that our network
achieves the lowest MAE and MSE count errors. This experiment clearly
shows the significance of using context especially in images with widely
varying densities.
Table 4.4: Estimation errors on the UCF_CC_50 dataset.
Method MAE MSE
Idrees et al. [6] 419.5 541.6
Zhang et al. [59] 467.0 498.5
MCNN [1] 377.6 509.1
Onoro et al. [20] Hydra-2s 333.7 425.2
Onoro et al. [20] Hydra-3s 465.7 371.8
Walach et al. [17] 364.4 341.4
Cascaded-MTL [103] 322.8.4 341.4
Switching-CNN [104] 318.1 439.2
CP-CNN (ours) 295.8 320.9
4.4 Summary
We presented contextual pyramid of CNNs for incorporating global and local
contextual information in an image to generate high-quality crowd density
maps and lower count estimation errors. The global and local contexts are
obtained by learning to classify the input images and its patches into various
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density levels. This context information is then fused with the output of a
multi-column DME by a Fusion-CNN. In contrast to the existing methods,
this work focuses on generating better quality density maps in addition to
achieving lower count errors. In this attempt, the Fusion-CNN is constructed
with fractionally-strided convolutional layers and it is trained along with
the DME in an end-to-end fashion by optimizing a weighted combination
of adversarial loss and pixel-wise Euclidean loss. Extensive experiments
performed on challenging datasets and comparison with recent state-of-the-




Inverse Attention Guide Deep
CNN for Crowd Counting
Crowd counting suffers from several challenges such as scale changes, heavy
occlusion, illumination changes, clutter, non-uniform distribution of people,
etc., making crowd counting and density estimation a very challenging prob-
lem, especially in highly congested scenes. Different techniques have been
developed to address these issues. The issue of scale variations has received
the most interest, with several works proposing different approaches such as
multi-column networks [1], switching-cnns [104], use of context information
[147], etc. While these methods provide significant improvements over recent
techniques, the error rates of most of these methods are still far from optimal
[20, 1]. A probable reason is that most of these methods train their networks
from scratch and since the datasets have limited samples, they are unable
to use high-capacity networks. For the few methods [147, 104] that achieve
very low error rate, the training process is increasingly complex and requires
multiple stages. For instance, Switching-CNN [104] involves different stages
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(a) (b) (c)
Figure 5.1: Feature map visualization: (a) Input image, (b) Feature map before
refinement, (c) Feature map after refinement using inverse attention. By infusing
segmentation information via inverse attention into the counting network, we are
able to suppress background regions, thus making the counting task much easier.
such as pre-training, differential training, switch training and coupled train-
ing. Similarly, CP-CNN [147] requires that their local and global estimators to
be trained separately, followed by end-to-end training of their density map
estimator. Although these methods achieve low error, their complex training
process makes them hard to use.
Considering these drawbacks, our aim in the paper is to design a simple
solution that is easy to train and achieves low count error. Given this objective,
we start by presenting a VGG-16 based crowd counting network, which alone
is able to achieve results that are comparable to recent state-of-the-art methods.
While this baseline network achieves comparable performance with respect
to recent methods, there is considerable room for further improvement. We
present a simple, yet powerful technique that uses multi-task learning to
further boost the counting performance. Specifically, we aim to efficiently
infuse foreground/background segmentation mask into the counting network
by simultaneously learning to count and segment. This use of related tasks




Figure 5.2: Overview of the proposed Inverse Attention Guided Deep Crowd Count-
ing Network (IA-DCCN).
approaches such as Hyperface [134], instance aware semantic segmentation
[133] and use of semantic segmentation for improving object detection.
Although this approach of infusing segmentation information through sim-
ple multi-task learning achieves considerable improvements in performance,
it is limited by the fact that VGG16 is pre-trained on image net dataset and it
will concentrate on regions with high response values during learning. To ad-
dress this issue, we draw inspiration from the success of attention learning in
various tasks such as action recognition, object recognition, image captioning,
visual question answering etc[148, 149, 150, 151, 152, 153, 154, 155, 156], etc.
Specifically, we propose an inverse attention module that captures important
regions in the feature maps to focus on during learning. The inverted attention
map enforces the network to focus specifically on relevant regions, thereby
increasing the effectiveness of the learning mechanism.
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5.1 Inverse Attention Guided Deep Crowd Count-
ing Network (IA-DCCN)
Figure 7.2 provides an overview of the proposed Inverse Attention Guided
Deep Crowd Counting Network (IA-DCCN) which is based on the VGG-16
network. We include an inverse attention block (IAB) with the objective of
enriching the feature maps from VGG-16, thereby resulting in substantial im-
provements in the performance. This inverse attention block aims to encode
segmentation masks into the feature maps due to which the counting task
becomes considerably easier. Additionally, we employ a simple hard-mining
technique, that effectively samples the training data due to which appre-
ciable gains are observed. Details of the proposed method and its various
components are described in the following sub-sections.
5.1.1 Base network
As illustrated in Figure 5.2, the base network consists of three parts: (i) first
five convolutional blocks (conv1-conv5) from the VGG-16 architecture, (ii)
dimensionality reduction and upsampling (DRU) module that reduces the
dimensionality of feature maps from VGG-16 along the depth to 64 channels
and upsamples them, and (iii) density module (DM) a set of three conv layers
(with 64 channels and 3×3 filters) to perform the density estimation. Note that
the network is fully convolutional and hence, it can be used on images of any
size. The entire network regresses on the input image to produce a density
map which indicates the number of people per pixel. This density map, when
summed over all the pixels, provides an estimate of the number of people
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in the input image. The conv layers belonging to VGG-16 architecture are
initialized with pre-trained weights, where as the conv layers in the density
estimation network are randomly initialized with µ = 0 and std = 0.01. The







‖Fd(Xi, Θ)− Di‖2, (5.1)
where, N is number of training samples, Xi is the ith input image, Fd(Xi, Θ) is
the estimated density, Di is the ith ground-truth density and it is calculated




N (x− xg, σ), (5.2)
where σ is scale parameter of 2D Gaussian kernel and S is the set of all points
at which people are located. Following [1], the density map generated by the
network is 1/4th of the input image resolution.
5.1.2 Segmentation infusion via Inverse Attention
The base-network, although very simple, achieves significantly low count
errors and the results are better/comparable with respect to recent state-of-the-
art methods [104, 147]. In order to further boost the performance, we propose
to incorporate segmentation information into the counting network. A naive
idea would be add to segmentation loss layer after an intermediate block in
the network and train the network in a multi-task fashion. This would be
similar to recent works like [134, 157, 157, 133] that learned different tasks
simultaneously.
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While this method results in a better performance as compared to the base
network, we propose a more sophisticated method that uses inverse attention
to incorporate segmentation information. For this, we draw inspiration from
the recent work on tasks like image captioning, super-resolution, classification,
visual question answering [148, 149] that use different forms of attention
mechanisms to learn the features more effectively. Specifically, we introduce
an inverse attention block (IAB) on top of the DRU module in the counting
network as shown in Figure 5.2.
Fig 5.3 illustrates the mechanism of the inverse attention block. Specifi-
cally, the IAB takes feature maps (F) from the DRU as input and forwards
them through a conv block CBA to estimate background regions (which we
call as inverse attention map - A−1) in the input image. CBA is defined by
{conv512,32,1-relu-conv32,32,3-relu-conv32,1,3}1. Feature maps F weighted by the
inverse attention map are then subtracted from F to suppress the background
regions i.e.,,
F′ = F− F A−1,
where F′ is the attended feature map which is then forwarded through the
density map module.
While the existing attention-based work learn the attention maps in a self-
supervised manner, we instead use the ground-truth density maps to generate
ground-truth inverse attention maps for supervising the inverse attention
block. To generate the ground-truth, the density maps are thresholded and
inverted. Note that by learning to estimate the background regions we are
1convNi,No,k denotes conv layer (with Ni input channels, No output channels, k×k filter size),
relu denotes ReLU activation
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automatically suppressing the background information from the feature maps
of the DRU, hence, making it easier for the density module (DM) to learn the
features more effectively. Figure 5.1 illustrates the feature maps before and
after enrichment using IAB. It can be clearly observed that the use of inverse
attention block aids in better feature learning.
The entire network is trained in a multi-task fashion by simultaneously
minimizing the density loss and the segmentation loss. Formally, the overall
loss (L) is defined as follows:
L = Ld + λsLs, (5.3)
where, Ld is the density loss (Equation 5.1), Ls is segmentation loss that is used
for training the features of the inverse attention block, and λs is weighting
factor for the segmentation loss. Ls is pixel-wise cross entropy error between
estimated mask and ground-truth mask. Note that, the method does not
require any additional labeling and it uses weakly annotated head/person
regions based on the existing labels to compute the segmentation loss. The
ground-truth mask is generated by thresholding the ground-truth density map.
Bascially, the pixels that contain head regions are labeled as 1 (foreground),
and otherwise as 0 (background). In spite of these annotations being noisy,
the use of segmentation information results in considerable gains.
5.1.3 Hard sample mining (HSM)
Recent methods such as [158, 159] have demonstrated that effective sampling
of data by selecting harder samples improves the classification performance
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Figure 5.3: Inverse attention block.
of the network. Similar to these work, we employ an offline hard mining
technique to train the network. This process, used to select samples from
the training set every 5 epochs, involves the following steps: (i) compute the
histogram of error on the entire training data, (ii) find the mode (T) of this
error distribution (iii) training samples with error > T are considered as hard
samples and selected for training. This sample selection technique is effective
in lowering the count error by an appreciable margin.
5.2 Experiments and results
In this section, we first describe the training and implementation specifics
followed by a detailed ablation study to understand the effects of different
components in the proposed network. We chose the ShanghaiTech dataset [1]
to perform the ablation study as it contains significant variations in count and
scale. Finally, we compare the results of the proposed method against several
recent approaches on three publicly available datasets containing congested
scenes. (ShanghaiTech, UCF_CROWD_50 [6], UCF-QNRF [2]).
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5.2.1 Training and implementation details
The network is trained end-to-end using the Adam optimizer with a learning
rate of 0.00005 and a momentum of 0.9 on a single NVIDIA GPU Titan Xp.
10 % of the training set is set aside for validation purpose. The final train-
ing dataset is formed by cropping patches of size 224×224 from 9 random
locations from each image. Furthermore, data augmentation is performed by
randomly flipping the images (horizontally) and adding random noise. Since
the network is fully convolutional, image of any arbitrary size or resolution
can be input to the network.
Table 5.1: Results of the ablation study on the ShanghaiTech Part A and Part B
datasets. Figures in braces indicate the percentage improvement in error over previous
configuration.
Part A Part B
Configuration MAE MSE MAE MSE
Base network 76.7 119.1 17.3 22.5
Base network+S 71.2 (7.1%) 117.5 (1.3%) 15.0 (13.3%) 21.0 (6.7%)
Base network+IAB 68.1 (4.3%) 114.5 (2.5%) 13.6 (9.3%) 19.6 (6.7%)
Base network+IAB+HSM 66.9 (1.8%) 108.5 (5.2%) 10.2 (25.0%) 16.0 (18.3%)
5.2.2 Architecture ablation
To understand the effectiveness of the various modules present in the network,
we perform experiments with the different settings using the ShanghaiTech
dataset (Part A and Part B). This dataset consists of 2 parts with Part A
containing 482 images and Part B containing 716 images and a total of 330,165
head annotations. Both parts have training and test subsets. Due to various
challenges such as high density crowds, large variations in scales, presence of
occlusion, etc, we chose to perform the ablation study on this dataset.
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The results of these experiments are tabulated in Table 5.1. It can be
observed that the base network, consisting of VGG-16 conv layers along
with DRU module and density module (described in Section 5.1.1), does not
provide the optimal performance. With the addition of the segmentation loss
layer (Base network + S), we can observe an improvement of ∼7.1%/1.3% in
MAE/MSE on Part-A and∼15.0%/6.7% in MAE/MSE on Part-B over the base
network. While this naive method of infusing segmentation network results
in considerable improvements in the error, we show that there is still room
for further improvements with the experiment where we incorporated the
inverse attention block after the DRU module (Base network + IAB). The IAB
module results in an improvement of ∼4.3%/2.5% in MAE/MSE on Part-A
and ∼9.3%/6.7% in MAE/MSE on Part-B over the naive method.
Figure 5.1 visualizes the feature maps from the DRU module network
with/without feature enrichment via segmentation infusion using inverse
attention. Effects of incorporating segmentation information into the counting
network can be clearly observed. This considerable reduction in the count
error confirms our intuition that segmentation guided inverse can be used
to aid the counting task, by introducing high-level foreground background
knowledge into the feature maps of the VGG-16 network. λs in Equation 5.3
is set equal to 0.1 based on cross-validation.
Finally, we trained the entire network with hard sample mining (Base net-
work + IAB + HSM as described in Section 5.1.3), where samples for training
were selected based on the error at every fifth epoch. For this configuration,
we observed an improvement of ∼1.8%/5.2% in MAE/MSE on Part A and
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Table 5.2: Comparison of results on the ShanghaiTech dataset.
Part A Part B
Method MAE MSE MAE MSE
Cascaded-MTL [103] (AVSS ’17) 101.3 152.4 20.0 31.1
Switching-CNN [104] (CVPR ’17) 90.4 135.0 21.6 33.4
TopDownFeedack [160] (AAAI ’18) 97.5 145.1 20.7 32.8
CP-CNN [147] (ICCV ’17) 73.6 106.4 20.1 30.1
IG-CNN [108] (CVPR ’18) 72.5 118.2 13.6 21.1
CSR-Net [161] (CVPR ’18) 68.1 115.0 10.6 16.0
IA-DCCN (ours) 66.9 108.4 10.2 16.0
(a) (b) (c)
Figure 5.4: Sample results of the proposed method on the ShanghaiTech dataset [1].
(a) Input. (b) Ground truth (c) Estimated density map.
∼25.0%/18.3% in MAE/MSE on Part B over the base network with inverse
attention. Hence, it can be concluded that hard sample mining is effective and
provides appreciable gains on both parts of the dataset.
5.2.3 Comparison with recent methods
For comparison with various methods on different datasets, the entire network
(IA-DCCN) is trained with hard sample mining.
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(a) (b) (c)
Figure 5.5: Sample results of the proposed method on the UCF_CROWD_50 dataset
[6]. (a) Input. (b) Ground truth (c) Estimated density map.
ShanghaiTech. The proposed method is compared with four recent ap-
proaches ( Cascaded-MTL [103], Switching-CNN [104], CP-CNN [147], Top-
down feedback [160], IG-CNN [108] and CSR-Net [161]) on Part A and Part B
of the ShanghaiTech dataset and the results are presented in Table 5.2. The pro-
posed IA-DCCN method achieves the lowest error rate in terms of MAE/MSE
as compared to all recent methods on both parts of the dataset. Sample density
estimation results are shown in Figure 5.4. From these results, it can be noted
that the proposed method is able to achieve encouraging results while being
simple to train as compared to existing approaches.
UCF_CROWD_50 . The UCF_CC_50 dataset [6] is a relatively smaller dataset
with 50 annotated images of different resolutions and aspect ratios. We used
the standard 5-fold cross-validation protocol discussed in [6] to evaluate the
proposed method. Results are compared with several recent approaches:
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Table 5.3: Comparison of results on the UCF_CROWD_50 dataset.
Method MAE MSE
Cascaded-MTL [103] (AVSS ’17) 322.8 397.9
Switching-CNN [104] (CVPR ’17) 318.1 439.2
CP-CNN [147] (ICCV ’17) 295.8 320.9
TopDownFeedback [160] (AAAI ’18) 354.7 425.3
IG-CNN [108] (CVPR ’18) 291.4 349.4
CSR-Net [161] (CVPR ’18) 266.1 397.5
IA-DCCN (ours) 264.2 394.4
Table 5.4: Comparison of results on the UCF-QNRF datastet.
Method MAE MSE
Idrees et al. [6] (CVPR ’13) 315.0 508.0
Zhang et al. [59] (CVPR ’15) 277.0 426.0
Cascaded-MTL [103] (AVSS ’17) 252.0 514.0
Switching-CNN [104] (CVPR ’17) 228.0 445.0
Idrees et al. [2] (ECCV ’18) 132.0 191.0
IA-DCCN (ours) 125.3 185.7
Cascaded-MTL [103], Switching-CNN [104], CP-CNN [147], Top-down feed-
back [160], IG-CNN [108] and CSR-Net [161]. The results are tabulated in
Table 5.3. It can be observed that the proposed method achieves the lowest
MAE error as compared to the recent methods. Although the proposed ap-
proach performs slightly worse in terms of MSE as compared to CP-CNN
[147], it is important to note that the MSE error is comparable to the existing
approaches. Additionally, we believe that these results are especially signif-
icant considering the simplicity of the proposed approach. Sample density
estimation results are shown in Figure 5.5.
UCF-QNRF: The UCF-QNRF [2] is a recent dataset that contains around 1200
images with approximately 1.2 million annotations. The results of the pro-
posed method on this dataset as compared with recent methods ([6],[1],[103])
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are shown in Table 5.4. The proposed method is compared against five dif-
ferent approaches: [6], [1], [103],[104], and [2]. It can be observed that the
proposed method outperforms other methods by a considerable margin.
5.2.3.1 Inference speed
To evaluate the inference speed of the proposed approach, we run IA-DCCN
on our machine which is equipped with Intel Xeon E5-2620v4@2.10GHz and
an NVIDIA Titan Xp GPU. The run times are reported in Table 5.5 for different
resolutions ranging from 320×240 to 1600×1200. It can be observed that the
proposed method is efficient and is able to run at ∼76 fps while processing
high resolution images (1600×1200). Note that the majority of processing time
is taken up by the VGG-16 network.
Table 5.5: Inference time for different resolutions in msec.
Res (W×H) 320×240 640×480 1280×960 1600×1200
IA-DCCN (ours) 2.7 4.8 8.9 13.1
5.3 Summary
We presented a very simple, yet effective crowd counting approach based on
the VGG-16 network and inverse attention, referred to as Inverse Attention
Guided Deep Crowd Counting Network (IA-DCCN). The proposed approach
aims to infuse segmentation information into the counting network via an
inverse attention mechanism. This infusion of segmentation maps into the
network enriches the feature maps of VGG-16 network due to which the
background information in the feature maps get suppressed, making the
counting task rather easier. In contrast to existing approaches that employ
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complex training process, the proposed approach is a single-stage training
framework and achieves significant improvements over the recent methods




Based Crowd Counting Network
We propose to improve the counting performance by explicitly modeling
spatial pixel-wise attention and global attention into the counting network.
Considering that crowd images have large variations in head sizes, it is es-
sential to leverage multi-scale information by employing feature maps from
different conv layers of the VGG16 network [140]. Several works such as
[162, 163, 164, 165] have demonstrated that different sized objects are cap-
tured by different layers in a deep network. Hence, an obvious approach
would be to design a multi-scale counting network [166, 167] that concate-
nates feature maps from different layers of the VGG16 network. However,
earlier layers in a deep network capture primitive features and do not learn
semantic awareness. Due to this, naive concatenation of feature maps from dif-
ferent layers of the network is not necessarily an optimal approach to address
the issue of large scale variations in crowd images.
To address this issue, we introduce a spatial attention module (SAM) in
the network, that is designed to infuse semantic awareness into the feature
63
maps. This module takes the feature maps from lower layers as input, and
learns to perform foreground-background segmentation. Furthermore, it uses
this learned segmentation map to enhance the lower layer feature maps by
selectively attending to specific spatial locations in this lower layer. Further-
more, we also attempt to augment channel-wise information in the higher
level layers by employing a set of global attention modules. These modules
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Figure 6.1: Overview of the proposed Hierarchical Attention-based Crowd Count-
ing Network (HA-CCN). VGG16 is used as the base network. Feature maps from
conv3 are forwarded through a spatial attention module that incorporates pixel-wise
segmentation information into the features. Feature maps form higher layers (conv4,
conv5) are forwarded through a set of global attention modules that augment the
feature maps along the channel dimension.
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6.1 Hierarchical attention for crowd counting
A natural solution to address scale variation in crowd counting images is to
leverage multi-scale features from different layers in the backbone network.
However, the layers in the backbone network are learned in a hierarchical
manner with the earlier layers capturing primitive features and the subsequent
layers capturing higher level concepts. Hence, direct fusion of these multi-
scale feature maps might not be the most effective approach. In order to
overcome this, we propose Hierarchical Attention-based Crowd Counting
Network (HA-CCN) that leverages attention mechanisms to enrich features
from different layers of the network for more effective multi-scale fusion.
Figure 6.1 provides an overview of the proposed method, which is based
on the VGG-16 network. We include a spatial attention module (SAM) and
a set of global attention modules (GAM) with the objective of enriching the
feature maps at different levels. The base network consists of conv layers
(conv1 ∼ conv5) from the VGG16 network. The conv3 features are enhanced
by passing them through SAM. Similarly, features from conv4 and conv5 are
passed through GAMs in order to perform channel-wise enhancement. The
enhanced feature maps from conv3 are then forwarded through a conv block
which consists of 3 conv layers defined as follows: {Conv2d(256,64,1)2-ReLU,
Conv2d(64,64,3)2-ReLU, Conv2d(64,24,1)2-ReLU}.
Similarly, the enhanced features from conv4 and conv5 are forwarded
through a conv block and an upsampling layer to scale the feature maps to
a size similar to that of conv3 feature maps. The conv block is defined by:
{Conv2d(512,64,1)2-ReLU, Conv2d(64,64,3)2-ReLU, Conv2d(64,24,1)2-ReLU}.
65
These processed features are concatenated together before being forwarded
through the fusion module that consists of a set of conv layers to produce the
final density map. These conv layers are defined by: {Conv2d(72,64,1)2-ReLU,
Conv2d(64,64,3)2-ReLU, Conv2d(64,1,1)2-ReLU}. The network is trained by
minimizing the Euclidean distance between the predicted density map and







‖Fd(Xi, Θ)− Di‖2, (6.1)
where, N is number of training samples, Xi is the ith input image, Fd(Xi, Θ) is
the estimated density, Di is the ith ground-truth density and it is calculated
by summing a 2D Gaussian kernel centered at every person’s location xg
as follows: Di(x) = ∑xg∈SN (x − xg, σ), where σ is scale parameter of 2D
Gaussian kernel and S is the set of all points where people are located. The
density map generated by the network is 1/4th of the input image resolution.
Due to its construction, the sum of the density map provides an estimate of
the number of people in the input image.
Details of the proposed method and its various components are described
in the following sub-sections.
6.1.1 Spatial attention module
Inspired by the success of spatial attention mechanisms in image captioning,
visual question answering and classification [168, 169, 148], we explore its uti-
lization for crowd counting. The goal of spatial attention is to select attentive
regions in the feature maps, which are then used to dynamically enhance the
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(a) (b) (c)
Figure 6.2: Visualization of the conv3 feature maps: (a) Input image (b) Before
segmentation infusion (c) After segmentation infusion. By infusing segmentation
information into the counting network, we are able to suppress background regions.
Note that in the density maps, red color indicates high density and blue color indicates
low density.
feature responses. In contrast to existing work that learn spatial attention in
a self-supervised manner, we propose to learn this by explicitly using fore-
ground background segmentation for supervision. Since the goal of the spatial
attention module is to focus on relevant regions and foreground regions are
necessarily a part of these relevant regions, it is beneficial to use these labels
to supervise the module. By explicitly supervising the module, we are able to
infuse foreground background information into the network, thereby forcing
the network to focus on relevant regions among the foreground. Moreover,
these labels are readily available and hence, it does not require additional
annotation efforts.
The spatial attention module consists of 4 conv layers with 3×3 filters that
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takes feature maps from the conv3 layer of the VGG16 network as input (de-
noted by X ∈ RW×H×C), and produces a segmentation output Sa ∈ [0, 1]W×H.
The segmentation map is then used to actuate the low level feature map X
via element-wise multiplication: X̂ = X  Sa, where X̂ is the actuated low
level feature map from conv3. Through this attention mechanism, we are able
to incorporate segmentation awareness into the low level feature maps. As
illustrated in Figure 6.2, the use of segmentation information into the network
enriches feature maps by suppressing irrelevant regions and boosting the
foreground regions. The actuated feature maps are then forwarded to the
fusion block (FM), where they are fused with the features from other layers to
generate the final density map.
The weights of SAM are learned by minimizing the cross entropy error
between the predicted segmentation map and the corresponding ground-truth.
Normally, the segmentation task requires pixel-wise annotations. However,
in this case existing ground truth density map annotations are thresholded
to generate the ground truth segmentation maps, which are then used to
train the spatial attention module. Basically, the pixels that contain head
regions are labeled as 1 (foreground), and otherwise as 0 (background). Hence,
the proposed method does not require any additional labeling. In spite of
these annotations being noisy, the use of segmentation information results in
considerable gains.
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6.1.2 Global attention modules
In contrast to the spatial attention module that attends to relevant spatial
locations in the feature maps of low-level layers, the global attention module
(GAM) is designed to attend to feature maps in the channel-dimension. The
global attention module is similar to the channel-wise attention used in earlier
work like [148, 170]. Specifically, this module consumes feature maps from
the backbone network and learns to compute attention along the channel
dimension. The computed attention captures the important channels in the
feature maps and hence aids in suppressing information from unnecessary
channels. Since this module operates at a global level in terms of spatial
dimension, we refer to this attention module as global attention module. It has
been demonstrated in [148, 168, 171], that channels capture the presence either
different parts of an object or different classes of objects and channel-wise
attention is an effective way to boost the correlation between object/object
parts and image captions.
Based on these considerations, we employ a set of global attention modules,
which take feature maps from the higher conv layers as input and produce a
channel-wise attention map, which is then used to actuate the feature maps
along the channel dimension. Mathematically, given a feature map input X ∈
RW×H×C, GAM first performs a spatial pooling to produce pooled features
Y ∈ R1×1×C using
Yi =
1
W × H ∑w,h
Xwhi , (6.2)
where i is the channel index, and w, h are spatial indices. Y is passed
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through a set of fully-connected (FC) layers defined by FC(512, 64)− ReLU −
FC(64, 64)− ReLU − FC(64, 512)1 and a sigmoid layer to produce channel-
wise attention vector Sg ∈ R1×1×C. Finally, Sg is used to actuate the feature
maps from the higher layer by performing a element-wise multiplication,
i.e.,X̂ = X Sg.
6.2 Experiments and results
In this section, we first describe the training and implementation specifics
followed by a detailed ablation study to understand the effects of different
components in the proposed counting network. Finally, we compare results of
the proposed method against several recent approaches on 3 publicly available
datasets (ShanghaiTech [1], UCF-QNRF [2], UCF_CROWD_50 [6]).
6.2.1 Training and implementation details
The network is trained end-to-end using the Adam optimizer with a learning
rate of 0.00005 and a momentum of 0.9 on a single NVIDIA GPU Titan Xp. 10 %
of the training set is set aside for validation purpose. The final training dataset
is formed by cropping patches of size 224×224 from 9 random locations from
each image. Further data augmentation is performed by randomly flipping
the images (horizontally) and adding random noise.
Since the network is fully convolutional, entire test image is forwarded
1FCNi,No denotes fully connected layer (with Ni input elements, No output elements)
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Figure 6.3: Ablation study: MAE for different configurations at different density
levels.
Table 6.1: Results of the ablation study on ShanghaiTech Part A and Part B datasets.
Part A Part B
Configuration MAE MSE MAE MSE
VGG16 78.3 120.1 18.3 22.9
VGG16+MS 72.1 115.5 15.6 20.6
VGG16+MS+SAM (Self-sup) 69.5 108.2 12.3 20.1
VGG16+MS+SAM 65.1 103.5 10.6 19.6
VGG16+MS+SAM+GAM (HA-CCN) 62.9 94.9 8.1 13.4
through the network during inference. This results in faster inference as com-
pared to the existing methods (such as Switching-CNN [104], IG-CNN [108],
CP-CNN [147], SA-Net [107]) which involve patch-based testing.
6.2.2 Architecture ablation
To understand the effectiveness of various modules present in the network, we
perform experiments with the different settings using ShanghaiTech dataset
(Part A and Part B). This dataset consists of 2 parts with Part A containing
482 images and Part B containing 716 images and a total of 330,165 head
annotations. Both parts have training and test subsets.
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The ablation study consisted of evaluating 3 baselines in addition to the
proposed method:
(i)VGG16: VGG16 network with an additional conv block at the end.
(ii)VGG16+MS: VGG16 with multi-scale feature map concatenation and a
fusion module at the end.
(iIi)VGG16+MS+SAM (Self-sup): VGG16 with spatial attention module (self-
supervised) for conv3 layer and multi-scale feature map concatenation, fol-
lowed by a fusion module at the end.
(iv)VGG16+MS+SAM: VGG16 with spatial attention module for conv3 layer
and multi-scale feature map concatenation, followed by a fusion module at
the end.
(v)VGG16+MS+SAM+GAM (HA-CCN): proposed method.
The results of these experiments are tabulated in Table 6.1. It can be
observed that the naive approach of performing multi-scale feature concate-
nation does not necessarily yield the most optimal performance. The use of
SAM infuses segmentation information in to the feature maps of conv3 layer
in the base network, resulting in considerable reduction of the count error as
compared to the naive approach. The use of global attention results in fur-
ther improvement, thus showing significance of incorporating channel-wise
importance in the network.
Additionally, it can also be noted that the explicitly supervised SAM results
in better performance as compared to the self-supervised spatial attention.
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Table 6.2: Comparison of results on the ShanghaiTech [1] and UCF_CROWD_50 [3]
datasets. Top two methods are highlighted using underline and bold fonts respec-
tively. * indicates patch-based testing.
ShTech-A ShTech-B UCF-CROWD
Method MAE MSE MAE MSE MAE MSE
Switch-CNN [104]* (CVPR ’17) 90.4 135.0 21.6 33.4 318.1 439.2
CP-CNN [147]* (ICCV ’17) 73.6 106.4 20.1 30.1 295.8 320.9
IG-CNN [108]* (CVPR ’18) 72.5 118.2 13.6 21.1 291.4 349.4
ACSCP [109] (CVPR ’18) 75.7 102.7 17.2 27.4 291.0 404.6
CSRNet [161] (CVPR ’18) 68.2 115.0 10.6 16.0 266.1 397.5
ic-CNN [112] (ECCV ’18) 69.8 117.3 10.7 16.0 260.9 365.5
SA-Net [107]* (ECCV ’18) 67.0 104.5 8.4 13.6 258.5 334.9
IA-DCCN [116]* (AVSS ’19) 66.9 108.4 10.2 16.0 264.2 394.4
ADCrowdNet [113] (CVPR ’19) 63.2 98.9 8.2 15.7 266.4 358.0
RReg [114] (CVPR ’19) 63.1 96.2 8.7 13.5 - -
HA-CCN (ours) 62.9 94.9 8.1 13.4 256.2 348.4
Table 6.3: Comparison of results on the UCF-QNRF datastet [2]. Top two methods
are highlighted using underline and bold fonts respectively.
Method MAE MSE
Idrees et al. [6] (CVPR ’13) 315.0 508.0
Zhang et al. [59] (CVPR ’15) 277.0 426.0
CMTL et al. [103] (AVSS ’17) 252.0 514.0
Switching-CNN [104] (CVPR ’17) 228.0 445.0
Idrees et al. [2] (ECCV ’18) 132.0 191.0
IA-DCCN et al. [116] (AVSS ’19) 125.3 185.7
HA-CCN (ours) 118.1 180.4
Figure 6.3 shows a plot of the mean absolute error for different configu-
rations in the ablation study at different density levels. It can be observed
that the proposed HA-CCN network achieves best error among all the density
levels.
6.2.3 Comparison with recent methods
In this section, we discuss the results of the proposed method as compared
with recent approaches on 3 different datasets: ShanghaiTech [1], UCF_CROWD_50
[6] and UCF-QNRF [2]. As discussed earlier, ShanghaiTech has 2 parts with
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(a) (b) (c)
Figure 6.4: Sample results of the proposed method on ShanghaiTech [1] (a) Input. (b)
Ground truth (c) Estimated density map.
(a) (b) (c)
Figure 6.5: Sample results of the proposed method on UCF_CROWD_50 [6]. (a)
Input. (b) Ground truth (c) Estimated density map.
a total of 1198 images. The UCF_CC_50 dataset [6] contains 50 annotated
images of different resolutions and aspect ratios. Following the standard
74
(a) (b) (c)
Figure 6.6: Sample results of the proposed method on UCF-QNRF dataset [2]. (a)
Input. (b) Ground truth (c): Estimated density map.
protocol discussed in [6], a 5-fold cross-validation is performed for evaluating
the proposed method. UCF-QNRF [2] is a more recent dataset that contains
1,535 high quality images with a total of 1.25 million annotations. The training
and test sets consists of 1201 and 334 images respectively.
Table 6.2 shows the results of the proposed method on the ShanghaiTech
and UCF_CROWD_50 datasets as compared with several recent approaches:
Switching-CNN [104], CP-CNN [147], IG-CNN [108], D-ConvNet [110], Liu
et al. [111], CSRNet [161], ic-CNN [112], SA-Net [107], ADCrowdNet [113]
and Residual Regression [114]. It can be observed that the proposed method
outperforms all existing methods.
Table 6.3 shows the comparison of results on the recently released large-
scale UCF-QNRF [2] dataset. The proposed method is compared against five
different approaches: Idrees et al. [6], MCNN [1], CMTL [103], Switching-CNN
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[104] and Idrees et al. [2]. It can be observed that the proposed method is able
to achieve state-of-the-art results on this complex dataset. Figure 6.4, 6.5 and
6.6 illustrate the qualitative results for sample images from the ShanghaiTech,
UCF_CROWD_50 and UCF-QNFRF datasets respectively.
6.2.4 Cross dataset performance
We compare the generalization abilities of the proposed method with that
of recent methods (MCNN [1], Switching-CNN [104], D-ConvNet [110]) by
testing the network (trained on ShanghaiTech A dataset) on target datasets
such as ShanghaiTech B, UCF_CROWD_50 and WorldExpo ’10 [59]. The
results are presented in Table 6.4. Note that the other networks are also trained
on ShanghaiTech A dataset. The cross-dataset performance is measured using
the overall count error (MAE/MSE) and the drop in performance. The drop
in performance is the difference between the error of the model trained on the
target set and that of the model trained on source set, when tested on target
set. It can be observed that the proposed method is relatively more robust to
change in dataset distribution as compared to the other methods.
Although the proposed method demonstrates better cross-dataset perfor-
mance as compared to existing methods, there is considerable gap in the
performance as compared to when the network is fully supervised on the
target set.
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Table 6.4: Cross dataset performance. S: Model is trained on target set, NS: Model is
trained on source and tested on target set. C: Drop in performance between S and NS.
Method
Target Set
ShanghaiTech B UCF_CROWD_50 WExpo ’10
MAE (S/NS/C) MSE (S/NS/C) MAE (S/NS/C) MSE (S/NS/C) MAE (S/NS/C)
MCNN [1] 26.4/39.6/13.2 41.3/102.5/61.2 377.6/397.7/20.1 509.1/624.1/115.0 11.6/25.2/13.6
Switch CNN [104] 21.6/59.4/37.8 33.4/130.7/97.3 318.1/1117.5/799.4 439.2/1315.4/876.2 9.4/31.1/21.7
D-ConvNet [110] 18.7/49.1/30.4 26.0/99.2/73.2 288.4/364.0/75.6 404.7/545.8/141.1 -
HA-CCN (ours) 8.1/29.1/21.0 13.4/74.1/60.1 256.2/339.8/83.6 348.4/463.2/114.8 8.5/22.0/13.5
6.3 Summary
In this work, we presented a crowd counting network that consists of differ-
ent attention mechanisms at various levels in the network. Specifically, the
proposed network involves two sets of attention modules: spatial attention
and global attention module. The spatial attention module incorporates pixel
level attention through a way of foreground background segmentation into
the features of the earlier layers of the network. The global attention module




Top-Bottom Feature Fusion for
Crowd Counting
Crowd counting from a single image, especially in congested scenes, is a
difficult problem since it suffers from multiple issues like high variability
in scales, occlusions, perspective changes, background clutter, etc. Recently,
several convolutional neural network (CNN) based methods [59, 1, 104, 147,
111, 110, 109, 108, 107, 112] have attempted to address these issues with vary-
ing degree of successes. Among these issues, the problem of scale variation
has particularly received considerable attention from the research community.
Scale variation typically refers to large variations in scale of the objects being
counted (in this case heads) (i) within image and (ii) across images in a dataset.
Several other related tasks like object detection [163, 172, 173, 162, 9, 174] and
visual saliency detection [175, 176, 177, 156] are also affected by such effects.
However, these effects are more evident especially in crowd counting in con-
gested scenes. Furthermore, since the annotation process for highly congested
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scenes is notoriously challenging, the datasets available for crowd counting
typically provide only x, y location information about the heads in the images.
Since the scale labels are unavailable, training the networks to be robust to
scale variations is much more challenging. Here, we focus on addressing the





























































































































(a) (b) (c) (d) (e) (f)
Figure 7.1: Illustration of different multi-scale fusion architectures: (a) No fusion,
(b) Fusion through concat or add, (c) Bottom-top fusion, (d) Top-bottom fusion, (e)
Bottom-top and top-bottom fusion, (f) Multi-level bottom-top and top-bottom fusion
(proposed).
CNNs are known to be relatively less robust to the presence of such scale
variations and hence, special techniques are required to mitigate their effects.
Using features from different layers of a deep network is one approach that
has been successful in addressing this issue for other problems like object
detection. It is well known that feature maps from shallower layers encode
low-level details and spatial information [163, 178, 179, 180, 181], which can be
exploited to achieve better localization. However, such features are typically
noisy and require further processing. Meanwhile, deeper layers encode high-
level context and semantic information [163, 178, 179, 180] due to their larger
receptive field sizes, and can aid in incorporating global context into the
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network. However, these features lack spatial resolution, resulting in poor
localization. Motivated by these observations, we believe that high-level
global semantic information and spatial localization play an important role in
generating effective features for crowd counting, and hence, it is important to
fuse features from different layers in order to achieve lower count errors.
In order to perform an effective fusion of information from different layers
of the network, we explore different fusion architectures as shown in Figure
7.1(a)-(d), and finally arrive at our proposed method (Figure 7.1(f)). Figure
7.1(a) is a typical deep network which processes the input image in a feed-
forward fashion, with no explicit fusion of multi-scale features. The network
in Figure 7.1(b) extracts features from multiple layers and fuses them simulta-
neously using a standard approach like addition or concatenation. With this
configuration, the network needs to learn the importances of features from
different layers automatically, resulting in a sub-optimal fusion approach. As
will be seen later in Section 7.3.2, this method does not produce significant
improvements as compared to the base network.
To overcome this issue, one can choose to progressively incorporate de-
tailed spatial information into the deeper layers by sequentially fusing the fea-
tures from lower to higher layers (bottom-top) as shown in Figure 7.1(c) [117].
This fusion approach explicitly incorporates spatial context from lower layers
into the high-level features of the deeper layers. Alternatively, a top-bottom
fusion (Figure 7.1(d)) [160] may be used that involves suppressing noise in
lower layers, by propagating high-level semantic context from deeper layers
into them. These approaches achieve lower counting errors as compared to the
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earlier configurations. However, both of these methods follow uni-directional
fusion which may not necessarily result in optimal performance. For instance,
in the case of bottom-top fusion, noisy features also get propagated to the top
layers in addition to spatial context. Similarly, in the case of top-bottom fusion,
the features from the top layer may end up suppressing more than neces-
sary details in the lower layers. Variants of these top-bottom approaches and
bottom-top approaches have been proposed for other problems like semantic
segmentation and object detection [182, 183, 184, 185].
Recently, a few methods [186, 187] have demonstrated superior perfor-
mance on other tasks by using multi-directional fusion technique (Figure
7.1(e)) as compared to uni-directional fusion. Motivated by the success of
these methods on their respective tasks, we propose a multi-level bottom-top
and top-bottom fusion (MBTTBF) technique as shown in Fig 7.1(f). By doing
this, more powerful features can be learned by enabling high-level context
and spatial information to be exchanged between scales in a bidirectional
manner. The bottom-top path ensures flow of spatial details into the top
layer, while the top-bottom path propagates context information back into
the lower layers. The feedback through both the paths ensures that minimal
noise is propagated to the top layer in the bottom-top direction, and also
that the context information does not over-suppress the details in the lower
layers. Hence, we are able to effectively aggregate the advantages of different
layers and suppress their disadvantages. Note that, as compared to existing
multi-directional fusion approaches [186, 187], we propose a more powerful
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fusion technique that is multi-level and aided by scale-complementary fea-
ture extraction blocks (see Section 7.1.2). Additionally, the fusion process is
guided by a a set of scale-aware ground-truth density maps (see Section 7.1.3),
resulting in scale-aware features.
Furthermore, we propose a scale complementary feature extraction block
(SCFB) which uses cross-scale residual blocks to extract features from adjacent
scales in such a way that they are complementary to each other. Traditional
fusion approaches such as feature addition or concatenation are not necessarily
optimal because they simple merge the features and have limited abilities to
extract relevant information from different layers. In contrast, the proposed
scale complementary extraction enables the network to compute relevant
features from each scale.
Lastly, we address the issue of missing scale-information in crowd-datasets
by approximating the same based on the crowd-density levels and superpixel
segmentation principles. Zhang et al. [1] also estimate the scale information,
however, they rely on heuristics based on the nearest number of heads. In
contrast, we combine information from the annotations and super-pixel seg-
mentation of the input image in a Markov Random Field (MRF) framework
[188].
7.1 Proposed method
In this section, we discuss details of the proposed multi-level feature fusion
scheme along with the scale complementary feature extraction blocks. This
is followed by a discussion on the estimation of head sizes using the MRF
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framework.
7.1.1 Multi-level bottom-top and top-bottom Fusion (MBT-
TBF)
The proposed method for crowd counting is based on the recently popular
density map estimation approach [18, 60, 76], where the network takes image
as an input, processes it and produces a density map. This density map
indicates the per-pixel count of people in the image. The network weights are
learned by optimizing the L2 error between the predicted density map and
the ground truth density map. As discussed earlier, crowd counting datasets
provide x, y locations and these are used to create the ground-truth density
maps for training by imposing 2D Gaussians at these locations:
Di(x) = ∑
xg∈S
N (x− xg, σ), (7.1)
where σ is the Gaussian kernel’s scale and S is the list of all locations of people.
Integrating the density map over its width and height produces the total count
of people in the input image.
Fig 7.2 illustrates the overview of the proposed network. We use VGG16
[140] as the backbone network. Conv1 - conv5 in Figure 7.2 are the first five
convolutional layers of the VGG16 network. The last layer conv6 is defined as
{M2 − C512,128,1 − R}1). As it can be observed from this figure, the network
consists of primarily three branches: (i) main branch (VGG16 backbone), (ii)
1Ms denotes max-pooling with stride s, CNi,No,k is convolutional layer (where Ni = number




































































DR Dimensionality Reduction Block
SCFBmijk
Scale Complementary Feature 
Extraction Block at level m that 




Fused features at level m in bottom-




Fused features at level m in top-
bottom path from layers i,j,k
Figure 7.2: Overview of the proposed multi-level top-bottom and bottom-top fusion
method for crowd counting.
multi-level bottom-top fusion branch, and (iii) multi-level top-bottom fusion
branch. The input image is passed through the main branch and multi-scale
features from conv3-conv6 layers are extracted. These multi-scale features are
then forwarded through dimensionality reduction (DR) blocks that consists of
1×1 conv layers to reduce the channel dimensions to 32.
The feature maps extracted from the lower conv layers of the main branch
contain detailed spatial information which are important for accurate localiza-
tion, whereas the feature maps from higher layers contain global context and
high-level information. The information contained in these different layers are
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fused with each other in two separate fusion branches: multi-level bottom-top
branch and multi-level top-bottom branch.
Multi-level bottom-top fusion: The bottom-top branch hierarchically propa-
gates spatial information from the bottom layers to the top layers. This branch
has two levels of fusion. In the first level, features from the main branch are







34 combines the feature
maps from conv3 and conv4 to produce enriched feature maps Fbt134. These
features are then combined with conv5 features of the main branch through
SCFB145 to produce Fbt
1
45. Finally, these feature maps are combined with conv6
feature maps through SCFB156 to produce Fbt
1
56.
Further, we add another level of bottom-top fusion path which progres-
sively combines features from the first level through another series of scale





45 are combined through SCFB
2
345 to produce Fbt
2
345. Finally,




456 to produce Fbt
2
456. The two
levels of fusion together form a hierarchy of fusion paths.
Multi-level top-bottom fusion: The bottom-top branch while propagating
spatial information to the top layers, inadvertently passes noise information
as well. To overcome this, we add a top-bottom fusion path that hierarchically
propagates high-level context information into the lower layers. Similar to
the bottom-top path, the top-bottom path also consists of two levels of fusion.
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In the first level, features from the main branch are progressively forwarded





65 combines the feature maps from conv6 and
conv5 to produce enriched feature maps Ftb165. These features are then com-
bined with conv4 features of the main branch through SCFB154 to produce
Ftb154. Finally, these feature maps are combined with conv3 feature maps
through SCFB143 to produce Ftb
1
43.
The second level of bottom-top fusion path progressively combines fea-












654 is combined with
Ftb143 through SCFB
2
543 to produce Fbt
2
543. Again, the two levels of fusion
together form a hierarchy of fusion paths in the top-bottom module.
Self attention-based fusion: The features produced by the bottom-top fusion
(Fbt156 and Fbt
2
456), although refined, may contain some unnecessary back-
ground clutter. Similarly, the features (Ftb143 and Ftb
2
543) produced by the
top-bottom fusion may over suppress the detail information in the lower
layers. In order to further suppress the background noise in the bottom-
top path and avoid over-suppression of detail information due to the top-
bottom path, we introduce a self-attention based fusion module at the end that
combines feature maps from the two fusion paths. Given the set of feature






543) from the fusion branches, the attention
86
module concatenates them and forwards them through a set of conv lay-
ers ({C128,16,3 − R − {C16,4,1}2) and a sigmoid layer to produces an attention
maps with four channels, with each channel specifying the importance of the
corresponding feature map from the fusion branch. The attention maps are







These attention maps are then multiplied element-wise to produce the
final feature map: Ff = A1  F156 + A2  F2456 + A3  F143 + A4  F2543, where 
denotes element-wise multiplication. This self-attention module effectively
combines the advantages of the two paths, resulting in more powerful and
enriched features. Figure 7.3(a) shows the self-attention block used to combine
different feature maps. The final features Ff are then forwarded through 1×1






























Figure 7.3: (a)Attention fuse module. (b) Scale complementary feature extraction
block (SCFB).
87
Figure 7.4: Scale aware ground truth density maps imposed on the input image. The
overall density map is divided into four maps based on the size/scale of the heads.
The first image (leftmost) has density corresponding to the smallest set of heads,
whereas the last image (rightmost) has densities corresponding to the largest set of
heads.
7.1.2 Scale complementary feature extraction block (SCFB)
In this section, we describe the scale complementary feature extraction block
that is used to combine features from adjacent layers in the network. Existing
methods such as feature addition or concatenation are limited in their abilities
to learn complementary features. This is because features of adjacent layers
are correlated, and this results in some ambiguity in the fused features. To
address this issue, we introduce scale complementary feature extraction block
as shown in Figure 7.3(b). This block enables extraction of complementary fea-
tures from each of the scales being fused. The initial conv layers c1i, c1j, c2i, c2j
in Figure 7.3(b) are defined as {C32,32,3 − R}2, where as the final conv layers
c3i, c3j are defined as {C32,1,1 − R}2.
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The SCFB consists of cross-scale residual connections (Ri and Rj) which
are followed by a set of conv layers. The individual branches in the SCFB are
supervised by scale-aware supervision (which is now possible due to the scale
estimation framework discussed in Section 7.1.3). More specifically, in order to
combine feature maps Fi, Fj from layers i, j, first the corresponding cross-scale
residual features Fri , F
r
j are estimated and added to the original feature maps
Fi, Fj to produce F̂i, F̂j, i.e., F̂i = Fi + Frj and F̂j = Fj + F
r
i . These features are
then forwarded through a set of conv layers, before being supervised by the
scale-aware ground-truth density maps Ysi , Y
s
j . By adding these intermediate
supervisions and introducing the cross-scale residual connections, we are
able to compute complementary features from the two scales in the form of
residuals. This reduces the ambiguity as compared to the existing fusion
methods. For example, if a feature map Fi from a particular layer/scale
i is sufficient enough to obtain perfect prediction, then the residual Frj is
simply driven towards zero. Hence, involving residual functions reduces the
ambiguity as compared to the existing fusion techniques.
In order to supervise the SCFBs, we create scale-aware ground-truth den-
sity maps based on the scales/sizes estimated as described in Section 7.1.3.
Annotations in a particular image are divided into four categories based on
the corresponding head sizes, and these four categories are used to create four






6) for a particular image.
Figure 7.4 shows the four scale-aware ground-truth density maps for two
sample images. It can be observed that the first ground-truth (left) has labels
corresponding to the smallest heads, where as the last ground-truth (right)
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are used to provide intermediate supervision to feature maps coming from
conv layers 3,4,5 and 6 coming from the main branch in SCFBs.
7.1.3 Head size estimation using MRF framework
As discussed earlier, the ground truth density maps for training the CNNs
are created by imposing 2D Gaussians at the head locations (Equation (7.1))
provided in the dataset. The scale/variance of these Gaussians needs to be
decided based on the heads size. Existing methods either assume constant
variance [147] or estimate the variance based on the number of nearest heads
[1]. Assuming constant variance results in ambiguity in the density maps
and hence, prohibits the network to learn scale relevant features. Figure 7.5(a)
shows the scales for annotations assuming constant variance. On the other
hand, estimating the variance based on nearest neighbours leads to better
results in regions of high density. However, in regions of low density, the
estimates are incorrect leading to ambiguity in such regions (as shown in
Figure 7.5(b)).
To overcome these issues, we propose a principled way of estimating the
scale or variance by considering the input images which were not exploited
earlier. We leverage color cues from the input image and combine them
with the annotation data to better estimate the scale. Specifically, we first
over-segment the input image using a super-pixel algorithm (SLIC [189])
and then combine with watershed segmentation [190] resulting from the
distance transform of the head locations in an MRF framework. The size of
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the segments resulting from this procedure are then used to estimate the scale
of the corresponding head lying in that segment. Figure 7.5(c) shows the
scales/variances estimated using the proposed method. It can be observed
that this method performs better in both sparse and dense regions.
(a) (b) (c)
Figure 7.5: Scale estimation comparison. Scale estimated using (a) Constant scale (b)
Nearest neighbours (c) Our method.
7.2 Details of implmentation and training
The network weights are optimized in and end-to-end fashion. We use Adam
optimizer with a learning rate of 0.00005 and a momentum of 0.9. We add
random noise and perform random flipping of images for data augmenta-
tion.Supervision is provided to the network at the final level as well as at
intermediate levels in the SCFBs using Euclidean loss. At the final level, the
network is supervised by the overall density map (consisting of annotations
corresponding to all the heads), whereas the paths in the SCFBs are supervised
by the corresponding scale-aware ground-truths.
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7.3 Experiments and results
In this section, we first analyze the different components involved in the
proposed network through an ablation study. This is followed by a detailed
evaluation of the proposed method and comparison with several recent state-
of-the-art methods.
7.3.1 Datasets
We use three different congested crowd scene datasets (ShanghaiTech [1],
UCF_CROWD_50 [6] and UCF-QNRF [2]) for evaluating the proposed method.
7.3.2 Ablation Study
We perform a detailed ablation study to understand the effectiveness of vari-
ous fusion approaches described earlier. The ShanghaiTech Part A and UCF-
QNRF datasets contain different conditions such as high variability in scale,
occluded objects and large crowds, etc. Hence, we used these datasets for
conducting the ablations. The following configurations were trained and
evaluated:
(i) Baseline: VGG16 network with conv6 at the end (Figure 7.1(a)),
(ii) Baseline + fuse-a: Baseline network with multi-scale feature fusion using
feature addition (Figure 7.1(b)),
(iii) Baseline + fuse-c: Baseline network with multi-scale feature fusion using
feature concatenation (Figure 7.1(b)),
(iv) Baseline + BT + fuse-c: Baseline network with bottom-top multi-scale fea-
ture fusion using feature concatenation (Figure 7.1(c)),
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(a) (b) (c) (d) (e)
Figure 7.6: Ablation study results: (a) Input, (b) Simple feature concatenation
(experiment-ii), (c) Bottom-top and top-bottom fusion (experiment - vi), (d) MBTTF
(experiment - viii), (e) Ground-truth density map.
(v) Baseline + TB + fuse-c: Baseline network with top-bottom multi-scale feature
fusion using feature concatenation (Figure 7.1(d)),
(vi) Baseline + BTTB + fuse-c: Baseline network with bottom-top and top-
bottom multi-scale feature fusion using feature concatenation (Figure 7.1(e)),
(vii) Baseline + MBTTB + fuse-c: Baseline network with multi-level bottom-top
and top-bottom multi-scale feature fusion using feature concatenation (Figure
7.1(f)),
(viii) Baseline + MBTTB + SCFB-NS: Baseline network with multi-level bottom-
top and top-bottom multi-scale feature fusion using SCFB, without using
scale-aware supervision (Figure 7.2)
(ix) Baseline + MBTTB + SCFB: Baseline network with multi-level bottom-top
and top-bottom multi-scale feature fusion using SCFB (Figure 7.2)
The quantitative results of the ablation study are shown in Table 7.1. As
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Table 7.1: Ablation study results.
Dataset Shanghaitech-A[1] UCF-QNRF[2]
Method MAE MSE MAE MSE
Baseline (Figure 7.1a) 78.3 126.6 150.2 220.1
Baseline + fuse-a (Figure 7.1b) 73.6 118.4 140.3 210.8
Baseline + fuse-c (Figure 7.1b) 73.4 115.6 135.2 200.2
Baseline + BT + fuse-c (Figure 7.1c) 68.1 122.2 114.1 185.2
Baseline + TB + fuse-c (Figure 7.1d) 70.2 118.5 120.1 188.1
Baseline + BTTB + fuse-c (Figure 7.1e) 66.9 112.2 115.4 174.5
Baseline + MBTTB + fuse-c (Figure 7.1f) 63.2 108.5 105.5 169.5
Baseline + MBTTB + SCFB-NS (Figure 7.2) 62.5 105.1 102.1 168.1
Baseline + MBTTB + SCFB (Figure 7.2) 60.2 94.1 97.5 165.2
it can be observed, simple fusion scheme of addition/concatenation (experi-
ments (i) and (ii)) of multi-scale features at the end, does not yield significant
improvements as compared to the baseline network. This is due to the reason
that in case of feature fusion at the end, the supervision directly affects the
initial conv layers in the main branch, which may not be necessarily optimal.
However, when the features are fused in either bottom-top/top-bottom
fashion, the results improve considerably, when compared to the baseline.
Since this kind of fusion sequentially propagates the information in a particu-
lar direction, the initial conv layers do not get affected directly. The bottom-top
and top-bottom (experiment (vi)) further improves the performance. The
multi-level bottom-top and top-bottom configuration, in which an additional
level of bottom-top and top-bottom fusion path is added (experiment-vii),
reduces the count error further, signifying the importance of the multi-level
fusion paths.
Next, we replace the fusion blocks in experiment-vii with the SCFB blocks,
which amounts to the proposed method as shown in Figure 7.2 (experiment
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viii). However, the SCFB blocks are not supervised by the scale-aware ground-
truths. The use of these blocks enables the network to propagate relevant and
complementary features along the fusion paths, thus leading to improved per-
formance. Finally, we provide scale-aware ground-truth as supervision signal
to the SCFB blocks (experiment - ix), which results in further improvements
as compared to without scale-aware supervision.
Figure 7.6 shows qualitative results for different fusion configurations.
Due to space constraints and also to explain better, we show the results of
experiments (iii) Baseline + fuse-c, (vi) Baseline + BTTB + fuse-c, (ix) Baseline
+ MBTTB + SCFB only. It can be observed from Figure 7.6(b), that simple
concatenation of feature maps results in lot of background noise and loss of
details in the final predicted density map, indicating that such an approach
is not effective. The bottom-top and top-bottom approach, shown in Figure
7.6(c) results in the refined density maps, however, they still contain some
amount of noise and loss of details. Lastly, the results of experiment (ix) as
shown in Figure 7.6(d) which have more details where necessary with much
lesser background clutter as compared to earlier configurations.
7.3.3 Comparison with recent methods
In this section, we present the results of the proposed method and compare
them with several recent approaches on the three different datasets described
in Section 7.3.1.
Comparison of results the ShanghaiTech and UCF_CROWD_50 datasets
are presented in Table 7.2 and 7.3 respectively. The proposed method achieves
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the best results among all the existing methods on the ShanghaiTech Part A
dataset and the UCF_CROWD_50 dataset. On the ShanghaiTech B dataset
and UCF_CROWD_50 dataset, our method achieves a close 2nd position, only
behind CAN [121].
Table 7.2: Comparison of results on ShanghaiTech [1].
Part A Part B
Method MAE MSE MAE MSE
Switching-CNN [104] (CVPR-17) 90.4 135.0 21.6 33.4
TDF-CNN [160] (AAAI-18) 97.5 145.1 20.7 32.8
CP-CNN [147] (ICCV-17) 73.6 106.4 20.1 30.1
IG-CNN [108] (CVPR-18) 72.5 118.2 13.6 21.1
Liu et al. [111] (CVPR-18) 73.6 112.0 13.7 21.4
CSRNet [161] (CVPR-18) 68.2 115.0 10.6 16.0
SA-Net [107] (ECCV-18) 67.0 104.5 8.4 13.6
ic-CNN [112] (ECCV-18) 69.8 117.3 10.7 16.0
ADCrowdNet [113] (CVPR-19) 63.2 98.9 8.2 15.7
RReg [114] (CVPR-19) 63.1 96.2 8.7 13.5
CAN [121] (CVPR-19) 61.3 100.0 7.8 12.2
Jian et al. [119] (CVPR-19) 64.2 109.1 8.2 12.8
HA-CCN [117] (TIP-19) 62.9 94.9 8.1 13.4
MBTTBF-SCFB (proposed) 60.2 94.1 8.0 15.5
Results on the recently released large-scale UCF-QNRF [2] dataset are
shown in Table 7.4. We compare our results with several recent approaches.
The proposed achieves the best results as compared to other recent methods
on this complex dataset, thus demonstrating the significance of the proposed
multi-level fusion method.
Qualitative results for sample images from the ShanghaiTech dataset are
presented in Figure 7.7.
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Table 7.3: Comparison of results on UCF_CROWD_50 [3].
UCF_CROWD_50
Method MAE MSE
Switching-CNN [104] (CVPR-17) 318.1 439.2
TDF-CNN [160] (AAAI-18) 354.7 491.4
CP-CNN [147] (ICCV-17) 295.8 320.9
IG-CNN [108] (CVPR-18) 291.4 349.4
D-ConvNet [110] (CVPR-18) 288.4 404.7
Liu et al. [111] (CVPR-18) 289.6 408.0
CSRNet [161] (CVPR-18) 266.1 397.5
ic-CNN [112] (ECCV-18) 260.9 365.5
SA-Net-patch [107] (ECCV-18) 258.5 334.9
ADCrowdNet [113] (CVPR-19) 266.4 358.0
CAN [121] (CVPR-19) 212.2 243.7
Jian et al. [119] (CVPR-19) 249.9 354.5
HA-CCN [117] (TIP-19) 256.2 348.4
MBTTBF-SCFB (ours) 233.1 300.9
Table 7.4: Comparison of results on the UCF-QNRF datastet [2].
Method MAE MSE
CMTL [103] (AVSS-17) 252.0 514.0
MCNN [1] (CVPR-16) 277.0 426.0
Switching-CNN [104] (CVPR-17) 228.0 445.0
Idrees et al. [2] (ECCV-18) 132.0 191.0
Jian et al. [119] (CVPR-19) 113.0 188.0
CAN [121] (CVPR-19) 107.0 183.0
HA-CCN [117] (TIP-19) 118.1 180.4
MBTTBF-SCFB (ours) 97.5 165.2
7.4 Summary
We presented a multi-level bottom-top and top-bottom fusion scheme for
overcoming the issues of scale variation that adversely affects crowd count-
ing in congested scenes. The proposed method first extracts a set of scale-
complementary features from adjacent layers before propagating them hierar-
chically in bottom-top and top-bottom fashion. This results in a more effective
fusion of features from multiple layers of the backbone network. The effective-
ness of the proposed fusion scheme is further enhanced by using ground-truth
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Figure 7.7: Qualitative results of the proposed method on ShanghaiTech [1] First
column: Input. Second column: Ground truth Third column: Predicted density map.
density maps that are created in a principled way by combining information
from the image and location annotations in the dataset. In comparison to
existing fusion schemes and state-of-the-art counting methods, the proposed
approach is able to achieve significant improvements when evaluated on three
popular crowd counting datasets.
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Chapter 8
Confidence Guided Deep Residual
Counting Network (CG-DRCN)
In this chapter, we consider the design of network architecture for the task of
counting. Design of novel networks specifically for the task of counting has
improved the counting error by large margins. Architectures have evolved
from the simple ones like [59] which consisted of a set of convolutional and
fully connected layers, to the most recent complex architectures like SA-Net
[107] which consists of a set of scale aggregation modules. Typically, most ex-
isting works ([59, 1, 17, 20, 104, 103, 112, 107, 108, 147, 107, 117]) have designed
their networks by laying a strong emphasis on addressing large variations of
scale in crowd images. While this strategy of developing robustness towards
scale changes has resulted in significant performance gains, it is neverthe-
less important to exploit other properties like in [112, 109, 110] to further the
improvements.
In a similar attempt, we exploit residual learning mechanism for the pur-
pose of improving crowd counting. Specifically, we present a novel design
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based on the VGG16 network [140], and it employs residual learning to pro-
gressively generate better quality crowd density maps. This use of residual
learning is inspired by its success in several other tasks like super-resolution
[191, 192, 193, 194, 192]. Although this technique results in improvements in
performance, it is important to ensure that only highly confident residuals
are used in order to ensure the effectiveness of residual learning. To address
this issue, we draw inspiration from the success of uncertainty-based learn-
ing mechanism [195, 196, 197]. We propose an uncertainty-based confidence
weighting module that captures high-confidence regions in the feature maps
to focus on during the residual learning. The confidence weights ensure that
only highly confident residuals get propagated to the output, thereby increas-
ing the effectiveness of the residual learning mechanism. Furthermore, we
exploit the additional image-level labels in the proposed dataset to extend
the uncertainty-based confidence weighting module by conditioning it on
the labels to improve the performance specifically in the adverse weather
conditions.
8.1 Proposed method
In this section, we present the details of the proposed Confidence Guided
Deep Residual Crowd Counting (CG-DRCN) along with the training and
inference specifics. Figure 8.1 shows the architecture of the proposed network.
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Figure 8.1: Overview of the proposed method. Coarse density map from the deepest
layer of the base network is refined using the residual map estimated by the shallower
layer. The residual estimation is performed by U-REBi. In the residual maps, red
indicates negative values and cyan indicates positive value.
8.1.1 Base network
Following recent approaches [147, 104, 107], we perform counting based on
the density estimation framework. In this framework, the network is trained
to estimate the density map (Ŷ) from an input crowd image (X). The target
density map (Y) for training the network is generated by imposing normalized
2D Gaussian at head locations provided by the dataset annotations:
Y(x) = ∑
xg∈S
N (x− xg, σ), (8.1)
where, S is the set of all head locations (xg) in the input image and σ is scale
parameter of 2D Gaussian kernel. Due to this formulation, the density map
contains per-pixel density information of the scene, which when integrated
results in the count of people in the image.
The proposed network consists of conv1∼conv5 layers (C1 − C5) of the
VGG16 architecture as a part of the backbone, followed by a conv block
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(CB6) and a max-pooling layer with stride 2. First, the input image (of size
W × H) is passed through C1 − C5, CB6 and the max pooling layer to pro-
duce the corresponding density map (Ŷ6) of size W32 ×
H
32 . CB6 is defined by
{conv512,32,1-relu-conv32,32,3-relu-conv32,1,3}1). Due to its low resolution, (Ŷ6)
can be considered as a coarse estimation, and learning this will implicitly
incorporate global context in the image due the large receptive field at the
deepest layer in the network.
8.1.2 Residual learning
Although Ŷ6 provides a good estimate of the number of people in the image,
the density map lacks several local details as shown in Figure 8.3 (a). This
is because deeper layers learn to capture abstract concepts and tend to lose
low level details in the image. On the other hand, the shallower layers have
relatively more detailed local information as compared to their deeper coun-
terparts [134]. Based on this observation, we propose to refine the coarser
density maps by employing shallower layers in a residual learning framework.
This refinement mechanism is inspired in part by several leading work on
super-resolution [191, 192, 193] that incorporate residual learning to learn
finer details required to generate a high quality super-resolved image. Specifi-
cally, features from C5 are forwarded through a uncertainty guided residual
estimation block (U-REB5 to generate a residual map R̂5, which is then added
to an appropriately up-sampled version of Ŷ6 to produce the density map Ŷ5
1convNi,No,k denotes conv layer (with Ni input channels, No output channels, k×k filter size),
relu denotes ReLU activation
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of size W16 ×
H
16 , i.e.,
Ŷ5 = R̂5 + up(Ŷ6). (8.2)
Here, up() denotes up-sampling by a factor of 2× via bilinear interpolation.
By enforcing U-REB5 to learn a residual map, the network focuses on the local
errors emanating from the deeper layer, resulting in better learning of the
offsets required to refined the coarser density map. U-REB is described in
Section 8.1.3.
The above refinement is further repeated to recursively generate finer
density maps Ŷ4 and Ŷ3 using the feature maps from the shallower layers
C4 and C3, respectively. Specifically, the output of C4 and C3 are forwarded
through U-REB4, U-REB3 to learn residual maps R̂4 and R̂3, which are then
added to the appropriately up-sampled versions of the coarser maps Ŷ5 and
Ŷ4 to produce Ŷ4 and Ŷ3 respectively in that order. Specifically, Ŷ4 and Ŷ3 are
obtained as follows:
Ŷ4 = R̂4 + up(Ŷ5), Ŷ3 = R̂3 + up(Ŷ4) (8.3)
8.1.3 Uncertainty guided residual learning (U-REB)
In this section, we provide a detailed description of the uncertainty guided
residual estimation block (U-REB ) that is used to refine the residual estima-
tion process. Specifically, features (Fi) from the main branch are forwarded
through a conv block (CBi) which estimates the residual map Ri. In order
to improve the efficacy of the residual learning mechanism, we propose an
uncertainty guided confidence estimation block (CEB) to guide the refinement
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process. The task of conv blocks CBi is to capture residual errors that can be
incorporated into the coarser density maps to produce high quality density
maps in the end. For this purpose, these conv blocks employ feature maps
from shallower conv layers Ci.
Figure 8.2: Uncertainty-guided residual estimation block (U-REB).
(a) (b) (c) (d) (e)
Figure 8.3: Density maps estimated by different layers of the proposed network. (a)
Ŷ6 (b) Ŷ5 (c) Ŷ4 (d) Ŷ3 (e) Y(ground-truth). It can be observed that the output of the
deepest layer (Ŷ6) looks very coarse, and it is refined in a progressive manner using
the residual learned by U-REB5, U-REB4, U-REB3 to obtain the Ŷ5, Ŷ4, Ŷ3 respectively.
Note that fine details and the total count in the density maps improve as we move
from Ŷ6 to Ŷ3.
Since the conv layers in the main branch are primarily trained for estimat-
ing the coarsest density map, their features have high responses in regions
where crowd is present, and hence, they may not necessarily produce effective
residuals. In order to overcome this issue, we propose to gate the residuals
that are not effective using uncertainty estimation. Inspired by uncertainty
estimation in CNNs [195, 196, 197, 181], we aim to model pixel-wise aleatoric
uncertainty of the residuals estimated by CBi. That is we, predict the pixel-
wise confidence (inverse of the uncertainties) of the residuals which are then
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used to gate the residuals before being passed on to the subsequent outputs.
This ensures that only highly confident residuals get propagated to the output.




In terms of the overall architecture, we introduce a set of U-REBs as shown
in Figure 8.1. Each residual branch consists of one such block. Figure 8.2
illustrates the mechanism of the proposed U-REB. UREBi takes the residual Fi
from the main branch and forwards them through a conv block CBi to produce
residual map (Ri). This residual map is then concatenated with dimensionality
reduced features2 from the main branch and forwarded through confidence
estimation block (CEBi). This block is defined by {conv33,32,1-relu-conv32,16,3-
relu-conv16,16,3-relu-conv16,1,1} and it produces a confidence map CMi which
is then multiplied element-wise with the input to form the refined residual
map:
R̂i = Ri  CMi, (8.4)
where  denotes element-wise multiplication.
In order to learn these confidence maps, the loss function L f used to train
2We use 1× 1 conv layer to reduce to 32 channels
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the network is defined as follows,
L f = Ld − λcLc, (8.5)
where, λc is a regularization constant, Ld is the pixel-wise regression loss to
minimize the density map prediction error and is defined as:
Ld = ∑
i∈{3,4,5,6}
‖(CMi Yi)− (CMi  Ŷi)‖2, (8.6)
where, Ŷi is the predicted density map, i indicates the index of the conv layer
from which the predicted density map is taken, Yi is the corresponding target.










where, W × H is the dimension of the confidence map CMi. As it can be
(a) (b) (c)
Figure 8.4: Residual maps. Top row: Without confidence gating. Bottom row: With
confidence gating. (a) R5 (b) R4 (c) R3. Red indicates negative values and cyan
indicates positive values. The use of confidence gating improves the residual maps
significantly, especially for the shallower layers.
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seen from Equation (8.5), the loss L f has two parts Ld and Lc. The first term
minimizes the Euclidean distance between the prediction and target features,
whereas Lc maximizes the confidence scores CMi by making them closer to 1.
Figure 8.3 illustrates the output density maps (Ŷ6, Ŷ5, Ŷ4, Ŷ3) generated by
the proposed network for a sample crowd image. It can be observed that the
density maps progressively improve in terms of fine details and the count
value.
Figure 8.4 illustrates the residual maps generated with and without the
confidence gating. It can be clearly observed that the use of confidence scores
aids in better feature learning.
8.1.4 Class-conditioned Uncertainty guided residual learning
(U-REBC)
In order to leverage additional information provided in the proposed JHU-
CROWD++ dataset, we propose to condition the residual estimation based
on the image-level labels (specifically, weather labels). That is, we augment
the U-REB module with additional class conditioning (CC) block as shown in
Figure 8.5. This block consists of a set of 2 conv relu-layers ( {conv32,32,3-relu-
conv32,4,3}2) followed by an average-pool layer and a soft-max layer. Note
that the output of this block is 4 classes corresponding to rain, fog, haze and
normal. The CC block is trained via cross-entropy error using labels available
in the dataset. To condition the uncertainty estimation on the classes, the
feature maps (Fci ) prior to the average-pool layer in CC are concatenated with
the residual map Ri and the dimensionality reduced features from the main
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Table 8.1: Results of ablation study using “VGG16” base network on the JHU-
CROWD++ dataset (val-set).
Method MAE MSE
Base network 81.1 300.5
Base network + R 77.5 290.6
Base network + R + UREB (λc = 0) 77.1 290.5
Base network + R + UREB (λc = 1) 74.1 275.5
Base network + R + UREB-C (λw = 0) 74.6 274.1
Base network + R + UREB-C (λw = 0.01) 67.9 262.1
branch. These concatenated feature maps are then forwarded through the
confidence estimation block CEBi to predict the confidences as described
earlier in Section 8.1.3.
Figure 8.5: Class-conditioned uncertainty-guided residual estimation block (U-
REBC).
For training the network, we modify the loss function in Equation 8.5 as
follows:
L f = Ld − λcLc + λwLw, (8.8)
where, Lw is the cross-entropy loss for the weather classification and λw is
a weighting factor and we set it to 0.01. Note that the distribution of weather
images is imbalanced. Hence, we weight the each class proportionately based
on the number of samples in each category.
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Table 8.2: Ablation results: “Class-conditioning” for weather-conditions study on
the JHU-CROWD++ weather dataset (val-set).
Method MAE MSE
w/o conditioning 78.4 170.5
with conditioning 63.6 116.6
8.1.5 Training and inference details
The training dataset is obtained by cropping patches from multiple random
locations in each training image. The cropped patch-size is 256×256. For
JHU-CROWD++, we use the validation set for model selection and hyper-
parameter tuning. For other datasets, we use 10% of the training images as
validation set. We use the Adam optimizer to train the network. We use a
learning rate of 0.00001 and a momentum of 0.9 with a batch-size of 24. Before
cropping, we resize all the images such that the minimum dimension is 512
and maximum dimension is 2048 while maintaining the aspect ratio.
For inference, the density map Ŷ3 is considered as the final output.
8.2 Ablation Study
In this section, we discuss the results of different ablation studies conducted
to analyze (i) the effect of different components in the proposed network, (ii)
generalizability to other network architectures, and (iii) the effect of different
branches in the proposed architecture for residual estimation. Due to the
presence of various complexities such as high density crowds, large variations
in scales, occlusion, etc. we choose to perform the ablation study on JHU-
CROWD++ validation set.
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8.2.1 Residual Learning, Uncertainty and Class-conditioning
The ablation study consisted of evaluating the following configurations of the
proposed method:
(i) Base network: VGG16 network with an additional conv block (CB6) at the
end.
(i) Base network + R: the base network with residual learning.
(iii) Base network + R + U-REB (λc = 0): the base network with residual learn-
ing guided by the confidence estimation blocks as discussed in Section 8.1.3.
In this configuration, we aim to measure the performance due to the addition
of the confidence estimation blocks without the uncertainty estimation mecha-
nism by setting λc is set to 0.
(iv) Base network + R + U-REB (λc = 1): the base network with residual learn-
ing guided by the confidence estimation blocks as discussed in Section 8.1.3.
(v) Base network + R + U-REBC (λw = 0): the base network with residual learn-
ing guided by the class-conditioned confidence estimation blocks as discussed
in Section 8.1.4. In this configuration, we aim to measure the performance due
to the addition of conv block in the class conditioning CC module without
image-level training by setting λw is set to 0.
(vi) Base network + R + U-REBC (λw = 0.01): the base network with residual
learning guided by the class-conditioned confidence estimation blocks as dis-
cussed in Section 8.1.4.
The results of these experiments are shown in Table 8.1. It can be seen that
there are considerable improvements in the performance due to the inclusion
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Table 8.3: Results of ablation study using “Res101” base network on the JHU-
CROWD++ dataset (val-set).
Method MAE MSE
Base network 72.1 280.5
Base network + R 68.5 270.9
Base network + R + UREB (λc = 0) 68.2 271.2
Base network + R + UREB (λc = 1) 62.5 258.1
Base network + R + UREB-C (λw = 0) 63.1 259.9
Base network + R + UREB-C (λw = 0.01) 57.6 244.4
Table 8.4: Results of ablation on the “branches” used for density estimation on the
JHU-CROWD++ dataset (val-set).
Base network VGG16 Res101
Branch MAE MSE MAE MSE
Ŷ6 81.1 300.5 72.1 280.5
Ŷ6 + Ŷ5 72.1 280.1 60.6 251.4
Ŷ6 + Ŷ5 + Ŷ4 70.7 270.5 58.8 249.4
Ŷ6 + Ŷ5 + Ŷ4 + Ŷ3 67.9 262.1 57.6 244.4
of residual learning into the network. The use of confidence-based weighting
of the residuals results in further improvements, thus highlighting its signifi-
cance in improving the efficacy of uncertainty-based residual learning. Further,
as shown in Table 8.2, conditioning the estimation based on the class labels
results in improvements specifically for the images captured under adverse
weather conditions. This leads to significant improvements in the overall error.
8.2.2 Res101 backbone network
In order to demonstrate that the proposed uncertainty-guided residual learn-
ing mechanism is not network-dependent, we evaluate the method using a
different base network: Res101 [198]. To employ the Res101 architecture as
the base network: we (i) add the uncertainty-based residual estimation blocks
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U-REB3, U-REB4 and U-REB5 after layers 2, 3 and 4 in Res101 respectively,
(ii) add conv6 layer after layer 5 with the input number of channels changed
appropriately to match the number of output channels of layer 4 in Res101,
and (iii) change the number of input channels in the conv blocks in U-REBi’s
to match the number of output channels of the respective blocks in the main
branch of Res101. Furthermore, since the U-REB3 is added to a shallower
layer, we weight the loss function corresponding to Ŷ6. That is, we modify
Equation 8.6 as follows:
Ld = ∑
i∈{3,4,5,6}
λi‖(CMi Yi)− (CMi  Ŷi)‖2. (8.9)
In the above equation, we set λ3 = 0.1 and λ4 = λ5 = λ6 = 1.
Table 8.3 shows the results of the proposed network using Res101 backbone
network. We make similar observations as in the case of VGG16 base network.
That is, the use of residual learning results in better performance compared
to the base network. Further, incorporating uncertainty-guided residual es-
timation and class conditioning results in further improvements. From this
experiment, we can observe that the proposed method can generalize to other
types of network architectures.
8.2.3 Number of branches
Since the proposed method involves residual learning at multiple scales of the
base network, we conduct a set of experiments to understand the effectiveness
of using multiple scales. We evaluate for two backbone architectures: VGG16
and Res101. Specifically, we conduct experiments where we sequentially add
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the residual estimation blocks at conv5, conv4 and conv3 for VGG16 and at
layer4, layer 3 and layer 2 for Res101. Table 8.4 shows the results of these
experiments. It can be observed for both architectures that as we add more
residual estimation blocks at different layers, the errors drops by considerable
margins.
8.3 Evaluation
In this section, we evaluate the proposed method on datasets like Shang-
haiTech [1] and UCF-QNRF [2]. In addition, we compare the proposed
method with several recent methods and demonstrate that our method is
able to achieve comparable performance with respect to the state-of-the-art
methods.
8.3.1 ShanghaiTech Dataset
The proposed network is trained on the train splits using the same strategy as
discussed in Section 8.1.5. Table 8.5 shows the results of the proposed method
on ShanghaiTech as compared with several recent approaches: CP-CNN[147],
IG-CNN [108], D-ConvNet [110], Liu et al. [111], CSR-Net [161], ic-CNN [112],
SA-Net[107], ACSCP [109] and Jian et al. [119], CA-Net [199], BCC [125], DSSI-
Net [199], MBTTBF [118] and LSC-CNN [124]. It can be observed that the
proposed method outperforms all existing methods on Part A of the dataset,
while achieving comparable performance on Part B.
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(a) (b) (c)
Figure 8.6: Results of the proposed dataset on sample images from the JHU-
CROWD++ dataset. (a) Input image (b) Ground-truth density map (c) Estimated
density map.
8.3.2 UCF-QNRF Dataset
Table 8.6 shows results on the UCF-QNRF dataset. The proposed method is
compared with the following recent methods: Idrees et al. [6], MCNN [1],
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Table 8.5: Results on “ShanghaiTech” dataset [1].
Part-A Part-B
Method MAE MSE MAE MSE
CP-CNN [147] 73.6 106.4 20.1 30.1
IG-CNN [108] 72.5 118.2 13.6 21.1
Liu et al. [111] 73.6 112.0 13.7 21.4
D-ConvNet [110] 73.5 112.3 18.7 26.0
CSRNet [161] 68.2 115.0 10.6 16.0
ic-CNN [112] 69.8 117.3 10.7 16.0
SA-Net [107] 67.0 104.5 8.4 13.6
ACSCP [109] 75.7 102.7 17.2 27.4
Jian et al. [119] 64.2 109.1 8.2 12.8
CA-Net [121] 61.3 100.0 7.8 12.2
BCC [125] 62.8 117.0 8.1 12.7
DSSI-Net [199] 60.6 96.0 6.8 10.3
MBTTBF [118] 60.2 94.1 8.0 15.5
LSC-CNN [124] 66.5 101.8 7.7 12.7
CG-DRCN-VGG16 (ours) 64.0 98.4 8.5 14.4
CG-DRCN-Res101 (ours) 60.2 94.0 7.5 12.1
CMTL [103], Switching-CNN [104], Idrees et al. [2], Jian et al. [119], CA-Net
[199], BCC [125], DSSI-Net [199], MBTTBF [118] and LSC-CNN [124]. It can be
observed that the proposed method achieves comparable performance with
respect to the recent state-of-the-art methods.
Table 8.6: Results on “UCF-QNRF ” dataset [2].
Method MAE MSE
Idrees et al. [6] 315.0 508.0
Zhang et al. [59] 277.0 426.0
CMTL et al. [103] 252.0 514.0
Switching-CNN [104] 228.0 445.0
Idrees et al. [2] 132.0 191.0
Jian et al. [119] 113.0 188.0
CA-Net [121] 107.0 183.0
DSSI-Net [199] 99.1 159.2
MBTTBF [118] 97.5 165.2
BCC [125] 88.7 154.8
LSC-CNN [124] 120.5 218.2
CG-DRCN-VGG16 (ours) 112.2 176.3
CG-DRCN-Res101 (ours) 95.5 164.3
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8.4 Summary
We presented a novel crowd counting network that employs residual learn-
ing mechanism in a progressive fashion to estimate coarse to fine density
maps. The efficacy of residual learning is further improved by introducing
an uncertainty-based confidence weighting mechanism that is designed to
enable the network to propagate only high-confident residuals to the out-
put. Additionally, we incorporate class-conditioning mechanism to leverage
the image-level labels in the new dataset for improving the performance in
adverse weather conditions. The proposed method is evaluated on recent
datasets and we demonstrate that it achieves comparable performance with





A major issue in the crowd counting research community is the poor gener-
alization performance of the existing networks. This is due to the fact that
CNN-based methods are highly data-driven and suffer from inherent dataset
bias. Hence, they cannot be applied directly to new scenes without further
fine-tuning. A simple solution to this would be to train the model on the target
dataset in a fully-supervised fashion, which requires expensive ground-truth
annotations. Several earlier works such as [59, 111] address this issue by
proposing different semi-supervised or unsupervised fine-tuning methods
in addition to their novel network designs. For instance, Zhang et al. [59]
presented a cross-scene counting approach where they use perspective maps
to retrieve candidate scenes from source dataset that are similar to the target
set, which are then used to fine-tune the network. However, perspective maps
may not be always available. Additionally, it is dependent on the assumption
that their pre-trained model provides good estimates of count in the target
patches. Liu et al. [111] proposed a self-supervised method based on image
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(a) (b)
Figure 9.1: Target dataset adaptation. (a) Source dataset with point-wise annotations
is used to train the counting network. (b) Target dataset with only image-level
annotations is used to fine-tune the pre-trained counting network.
ranking to adapt to different datasets. While it achieves better generalization
performance, their method is still limited since they use only unlabeled data.
To address this generalization issue, we take a different approach as com-
pared to earlier attempts ([59, 111]) by proposing a novel weakly supervised
learning setup. We leverage image-level labels, which are much easier to
obtain as compared to point-wise annotations 1, in a weakly supervised fash-
ion for fine-tuning networks to newer datasets/scenes. To achieve this weak
supervision, we use the idea of image-level labeling of crowd images into
1Crowd counting datasets are usually provided with point-wise (x,y) location annotations,
which are converted to pixel-wise density maps.
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different density levels by Sindagi et al. [147] and Fu et al. [95]. While these
methods [147, 95] employ image-level labels in conjunction to point-wise an-
notations to train their networks, we propose to use only image-level labels in
the weakly supervised setup while adapting to new datasets, thereby avoiding
the labour intensive point-wise annotation process. Figure 9.1 illustrates the
different types of annotations used for training the network. Figure 9.1(a)
represents samples from a source dataset, which consists of images and cor-
responding point-wise ground-truth annotations. The source dataset is used
to pre-train the counting network. Figure 9.1(b) represents samples from the
target set to which we intend to adapt the pre-trained counting network. The
pre-trained network is then fine-tuned on the target dataset using image-level
labels via the proposed weakly supervised approach.
9.1 Weak supervision via image-level labels
As discussed earlier, existing methods [1, 59] recognize the inability of these
networks to generalize well to different datasets. Their solutions to im-
prove the cross-dataset performance is through fine-tuning in either a fully-
supervised or semi-supervised fashion. In contrast to these approaches, we
propose a weakly supervised setup to train the counting networks on the
new datasets with just image-level labels. Such a setup will simplify the train-
ing process as it does not require point-wise annotations which are labour





















Figure 9.2: Overview of the proposed weakly supervised learning for adapting
counting network to new datasets. A class activation map (CAM) module is learned
to produce class-wise score maps using image-level labels, which are further used to
estimate pseudo ground-truth density maps for target set images.
The idea of performing weakly supervised crowd counting is largely in-
spired by the success of recent CNN-based weakly supervised semantic seg-
mentation methods [200, 201, 202] that typically fit the problem into Multiple-
Instance Learning framework [203]. In their setup, every image is considered
to have at least one pixel corresponding to image class label, and the segmen-
tation task is formulated as inferring the pixels belonging to the object class.
These methods usually employ class activation mappings to perform weak
supervision. However, crowd counting is a regression problem and cannot be
directly fit into such a framework. To overcome this issue, crowd counting is
transformed into a crowd-density classification task, i.e., instead of counting
the number of people in an image, this task is reformulated into categorizing
the image into one of the six classes: C = {zero density, very-low density, low
density, medium density, high density, very-high density}. This reformulation is
based on the intuition that it is easier to label an image as containing large
or few number of people as compared to the exact count. Sindagi et al. [147]
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used a similar concept for leveraging image context. Here, the labels are
used to reformulate the counting problem into a classification task for weakly
supervised learning.
Figure 9.3: Example of class-wise score maps overlaid on input images. It can be
observed that the CAM module is able to accurately identify regions corresponding to
different density levels in an image. We also illustrate pseudo ground-truth estimated
using image-level labels. Note that in the density maps, red color indicates high
density and blue color indicates low density.
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Figure 9.2 illustrates the proposed weakly supervised approach for adapt-
ing to new target scenes or datasets. Similar to semantic segmentation where
a pre-trained CNN is used, we use counting network (HA-CCN) described
in Chapter 6 that is pre-trained on the source dataset. A class activation map
module (CAM), consisting of 4 conv layers is added before the fusion module
in the counting network. This module is defined as: {Conv2d(72,64,3)-ReLU,
Conv2d(64,64,3)-ReLU, Conv2d(64,32,3)-ReLU}. Conv2d(32,6,3)2
This sub-network takes in features from the counting network and pro-
cesses them to produce output with |C| feature planes, one for each class. That
is, the output of CAM is pixel-wise scores for each class and is denoted by
Sci,j at pixel location (i, j) for each class c ε C. Since point-wise labels are not
available for the target set, the pixel-wise scores for each class are mapped to a
single image-level classification score using an aggregation function Fagg such
that sc = Fagg(Sci,j). This class-wise (s
c) score is then maximized for the right
class label. Different aggregation functions such as Global Average Pooling
(GAP) and Global Max Pooling (GMP) [204] have been used in the literature.
In case of GAP, all pixels in the score map are assigned the same weights even
if they do not belong to image’s class label. GMP addresses this by assigning
weight to the pixel that contributes most to the score, however the training
is slow [200]. Hence, smooth version and convex approximation of the max












2Conv2d(Ni,No,k) denotes 2d convolutional layer (with Ni input channels, No output
channels, k×k filter size)
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where, Sc denotes aggregated score for class c, Sci,j is pixel-level score at lo-
cation (i, j) for class c, r is a hyper-parameter that controls the smoothness
of approximation, w, h are width and height of the score map. A soft-max
function is applied to the aggregated class scores. The CAM module is trained
using the standard binary cross entropy loss function. Parameters of the
counting network are kept fixed during this training. The class-wise score
maps obtained from the above procedure indicate regions/pixels in the image
that belong to a particular density level and hence can be viewed similar to
class activation maps [35] (see Figure 9.3). These class-wise maps are then
used to approximate the pseudo ground-truth density maps for the target set
using:
Dpseudo(i, j) = ∑
cεC
n(c)S̃ci,j, (9.2)
where, S̃ci,j are obtained by normalizing S
c
i,j and n(c) is the average count for
class c in the source dataset. The pseudo ground-truth maps (as seen in Figure
9.3) are not as sharp as actual ground-truth maps, however, they provide
coarse regional density that is better as compared to just image-level labels.
These pseudo ground-truth density maps are used to supervise the count-
ing network on the target dataset. During fine-tuning, weights of the VGG-16
network are fixed and only the weights of the later conv layers are updated.
This ensures that the resulting estimated density maps are sharper since the
feature maps extracted from VGG-16 preserve details, while the later layers
adapt to the newer dataset.
Although the network is trained using image-level labels, it learns to
generate density maps for the target set as well. Hence, during inference, test
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image from the target set is forwarded through the network to estimate the
density map. The performance of the proposed weakly supervised technique
is measured using standard count error metrics (MAE/MSE).
9.2 Experiments and results
Table 9.1: Cross dataset performance. S: Model is trained on target set, NS: Model is
trained on source and tested on target set. C: Drop in performance between S and NS.
Method
Target Set
ShanghaiTech B UCF_CROWD_50 WExpo ’10
MAE (S/NS/C) MSE (S/NS/C) MAE (S/NS/C) MSE (S/NS/C) MAE (S/NS/C)
MCNN [1] 26.4/39.6/13.2 41.3/102.5/61.2 377.6/397.7/20.1 509.1/624.1/115.0 11.6/25.2/13.6
Switch CNN [104] 21.6/59.4/37.8 33.4/130.7/97.3 318.1/1117.5/799.4 439.2/1315.4/876.2 9.4/31.1/21.7
D-ConvNet [110] 18.7/49.1/30.4 26.0/99.2/73.2 288.4/364.0/75.6 404.7/545.8/141.1 -
HA-CCN (ours) 8.1/29.1/21.0 13.4/74.1/60.1 256.2/339.8/83.6 348.4/463.2/114.8 8.5/22.0/13.5
We compare the generalization abilities of the proposed method with that
of recent methods (MCNN [1], Switching-CNN [104], D-ConvNet [110]) by
testing the network (trained on ShanghaiTech A dataset) on target datasets
such as ShanghaiTech B, UCF_CROWD_50 and WorldExpo ’10 [59]. The
results are presented in Table 9.1. Note that the other networks are also trained
on ShanghaiTech A dataset. The cross-dataset performance is measured using
the overall count error (MAE/MSE) and the drop in performance. The drop
in performance is the difference between the error of the model trained on the
target set and that of the model trained on source set, when tested on target
set. It can be observed that the proposed method is relatively more robust to
change in dataset distribution as compared to the other methods.
Although the proposed method demonstrates better cross-dataset perfor-
mance as compared to existing methods, there is considerable gap in the
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performance as compared to when the network is fully supervised on the tar-
get set. We address this issue via the weakly supervised technique described
in Section 9.1.
9.2.1 Weakly supervised counting
In this section, we present the experiment details and results of weak supervi-
sion setup.
Training. First, a source training set is created that is based on the Shang-
haiTech A dataset. The other datasets (ShanghaiTech B, UCF_CROWD_50
and WorldExpo) are used as the target sets. ShanghaiTech A is chosen for
creating the source training set since it contains large variations in density,
scale and appearance of people across images. The training set is created
by cropping multi-scale patches of size 224×224 from 9 random locations.
The multi-scale patch extractions increases diversity of the source dataset in
terms of count and field of view. Image-level labels for the source dataset are
assigned based on the count in each image in the source set.
The target training set is created by cropping multi-scale patches from 9
random locations from each image. The image-level labels for the target set
are obtained based on the count in each image. To compensate for the fact
that count values from the target set are used to obtain the image-level labels
(which is not practically feasible since the target set is not supposed to have
point-wise or count annotations), label noise is added for 15% of the training
samples. That is, we randomly changed the labels of 15% of the samples with
the neighboring classes. This process of adding label noise simulates human
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labeling error.
The crowd counting network is first trained on the diverse source dataset
using full-supervision by minimizing the loss function described in (8.6), fol-
lowed by addition of the CAM module. Weights of the counting network
are fixed and the CAM module is trained on the diverse source dataset by
minimizing the binary cross entropy between image-level labels and aggre-
gated class scores. This is followed by fine-tuning of the CAM module on the
target samples using image-level labels. The class-wise maps from the CAM
module are used to generate the pseudo ground-truth density maps for the
target samples which are then used to fine-tune the counting network.
Discussion. The results of adapting pre-trained counting model using weak
supervision and selective fine-tuning for three target datasets (ShanghaiTech
B, UCF_CROWD_50 and WorldExpo) are shown in Table 9.2. For WorldExpo,
we average the MAE error over all the five scenes. For weak supervision,
following configurations with three different aggregation functions are evalu-
ated:
(1)HA-CCN+W-A: Global Average Pooling (GAP)
(2)HA-CCN+W-M: Global Max Pooling (GMP)
(3)HA-CCN+W-L: Log-Sum-Exponential (LSE)
It can be observed that the proposed WSL setup results in significant
improvements in the generalization performance of the network. Among the
three aggregation functions for weakly supervised learning, LSE outperforms
the other two functions. The results obtained using WSL are comparable to
many recent fully supervised techniques such as Hydra-CNN [20], MCNN [1],
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Walach et al. [17], Switching-CNN [104], thus demonstrating the significance
of the proposed weak supervision technique.
Table 9.2: Results for weakly supervised experiments
Method
Target Set
ShanghaiTech B UCF_CROWD_50 WExpo ’10
MAE MSE MAE MSE MAE
HA-CCN - NS 29.1 74.1 339.8 463.2 22.0
HA-CCN + W-A 23.1 50.6 320.6 430.6 17.5
HA-CCN + W-M 22.5 51.2 322.2 428.1 17.7
HA-CCN + W-L 21.5 46.1 315.1 420.3 15.9
9.3 Conclusions
We presented a novel weakly supervised setup to adapt counting models
to different datasets using image-level labels. Extensive experiments per-
formed on challenging datasets and comparison with recent state-of-the-art




Learning to Count in the Crowd
from Limited Labeled Data
Several convolutional neural network (CNN) based approaches have been de-
veloped that address various issues in counting like scale variations, occlusion,
background clutter [12, 59, 37, 104, 147, 111, 110, 109, 107, 112, 161, 127, 124,
205, 108], etc. While these methods have achieved excellent improvements in
terms of the overall error rate, they follow a fully-supervised paradigm and
require several labeled data samples. There is a wide variety of scenes and
crowded scenarios that these networks need to handle to in the real world.
Due to a distribution gap between the training and testing environments,
these networks have limited generalization abilities and hence, procuring
annotations becomes especially important. However, annotating data for
crowd counting typically involves obtaining point-wise annotations at head
locations, and this is a labour intensive and expensive process. Hence, it is
infeasible to procure annotations for all possible scenarios. Considering this,
it is crucial to reduce the annotation efforts, especially for crowd counting
methods which get deployed in a wide variety of scenarios.
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With the exception of a few works [206, 111, 4], reducing annotation efforts
while maintaining good performance is relatively less explored for the task of
crowd counting. Hence, we focus on learning to count using limited labeled
data while leveraging unlabeled data to improve the performance. Specifically,
we propose a Gaussian Process (GP) based iterative learning framework where
we augment the existing networks with capabilities to leverage unlabeled
data, thereby resulting in overall improvement in the performance. Inspired
by [207], the proposed framework follows a pseudo-labeling approach, where
we estimate the pseudo-ground truth (pseudo-GT) for the unlabeled data,
which is then used to supervise the network. The network is trained iteratively
on labeled and unlabeled data.
10.1 Preliminaries
In this section, we briefly review the following concepts: crowd counting,
semi-supervised learning and Gaussian Process.
Crowd counting. Following recent works [59, 1], we employ the approach
of density estimation technique. That is, an input crowd image is forwarded
through the network, and the network outputs a density map. This density
map indicates the per-pixel count of people in the image. The count in the im-
age is obtained by integrating over the density map. For training the network
using labeled data, the ground-truth density maps are obtained by imposing
2D Gaussians at head location xg using D(x) = ∑xg∈SN (x− xg, σ). Here, σ
is the Gaussian kernel’s scale and S is the list of all locations of people.
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Problem formulation. We are given a set of labeled dataset of input-GT
pairs ({x, y} ∈ DL) and a set of unlabeled input data samples x ∈ DU . The
objective is to fit a mapping-function f (x|φ) (with parameters defined by φ)
that accurately estimates target label y for unobserved samples. Note that
this definition applies to both semi-supervised setting and synthetic-to-real
transfer setting. In the case of synthetic-to-real transfer, the synthetic dataset
is labeled and hence, can be used as the labeled dataset (DL). Similarly, the
real-world dataset is unlabeled and can be used as the unlabeled dataset (DU ).
In order to learn the parameters, both labeled and unlabeled datasets are
exploited. Typically, loss functions such as L1, L2 or cross entropy error are
used for labeled data. For exploiting unlabeled data DU , existing approaches
augment f (x|φ) with information like shape of the data manifold [208] via
different techniques such as enforcing consistent regularization [209], virtual
adversarial training [210] or pseudo-labeling [211]. In the proposed method,
we employ pseudo-labeling based approach where we estimate pseudo-GT
for unlabeled data, and then use them for supervising the network using
traditional supervised loss functions.
Gaussian process. A Gaussian process (GP) f (v) is an infinite collection of
random variables, any finite subset of which have a joint Gaussian distribution.
A GP is fully specified by its mean function (m(v)) and covariance function
K(v, v′). These are defined below:



















where v, v′ ∈ V denote the possible inputs that index the GP. The covariance
matrix is computed from the covariance function K which expresses the notion
of smoothness of the underlying function. GP can then be formulated as
follows:
f (v) ∼ GP(m(v), K(v, v′) + σ2ε I), (10.3)
where I is identity matrix and σ2ε is the variance of the additive noise. Any
collection of function values is then jointly Gaussian as follows
f (V) = [ f (v1) , . . . , f (vn)]
T ∼ N
(
µ, K(V, V′) + σ2ε I
)
, (10.4)
with mean vector and covariance matrix defined by the GP as mentioned
earlier. To make predictions at unlabeled points, one can compute a Gaussian
posterior distribution in closed form by conditioning on the observed data.
For more details, we refer the reader to [212].
10.2 GP-based iterative learning
Figure 10.1 gives an overview of the proposed method. The network is con-
structed using an encoder fe(x, φe) and a decoder fd(z, φd), that are parame-
terized by φe and φd, respectively. The proposed framework is agnostic to the
encoder network, and we show in the experiments section that it generalizes
well to architectures such as VGG16 [140], ResNet-50 and ResNet-101 [213].
The decoder consists of a set of 2 conv-relu layers (see supplementary material
for more details). Typically, an input crowd image x is forwarded through
the encoder network to obtain the corresponding latent space vector z. This
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vector is then forwarded through the decoder network to obtain the crowd
density output y, i.e.,, y = fd( fe(x, φe), φd).





is a labeled dataset containing Nl training samples and DU = {xiu}Nui=1 is an
unlabeled dataset containing Nu training samples. The proposed framework
effectively leverages both the datasets by iterating the training process over
labeled DL and unlabeled datasets DU . More specifically, the training process
consists of two stages: (i) Labeled training stage: In this stage, we employ
supervised loss function Ls to learn the network parameters using labeled
dataset, and (ii) Unlabeled training stage: We generate pseudo GTs for the
unlabeled data points using the GP formulation, which is then used for su-
pervising the network on the unlabeled dataset. In what follows, we describe
these stages in detail.
10.2.1 Labeled stage
Since the labeled dataset DL comes with annotations, we employ L2 error
between the predictions and the GTs as supervision loss for training the
network. This loss objective is defined as follows:
Ls = L2 = ‖y
pred
l − yl‖2, (10.5)
where ypredl = g(zl, φd) is the predicted output, yl is the ground-truth, z =
h(x, φe) is the intermediate latent space vector. Note that, the subscript l in the
above quantities indicate that these are defined for labeled data.
Along with performing supervision on the labeled data, we additionally
save feature vectors zil’s from the intermediate latent space in a matrix Fzl .
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Figure 10.1: Illustration of the proposed framework. Training is performed iteratively
over labeled and unlabeled data. For labeled data, we minimize the L2 error between
the predictions and GT. For unlabeled data, we minimize the L2 error between the
predictions and pseudo-GT.
Specifically, Fzl = {zil}
Nl
i=1. This matrix is used for computing the pseudo-GTs
for unlabeled data at a later stage. The dimension of Fzl matrix is Nl × M.
Here, M is the dimension of the latent space vector zl. In our case, the latent
space vector dimension is 64× 32× 32 (see supplementary material for more
details), which is reshaped to 1× 65, 536. Hence, M = 65, 536.
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10.2.2 Unlabeled stage
Since the unlabeled data DU does not come with any GT annotations, we esti-
mate pseudo-GTs which are then used as supervision for training the network
on unlabeled data. For this purpose, we model the relationship between the
latent space vectors of the labeled images Fzl along with the corresponding
GT Tyl and unlabeled latent space vectors z
pred
u jointly using GP.
Estimation of pseudo-GT: As discussed earlier, the training process iterates
over labeled DL and unlabeled data DU . After the labeled stage, the labeled
latent space vectors Fzl and their corresponding GT density maps Tyl are used
to model the function t which maps the relationship between the latent vectors
and the output density maps as, y = t(z). Using GP, we model this function
t(.) as an infinite collection of functions of which any finite subset is jointly
Gaussian. More specifically, we jointly model the distribution of the function
values t(.) of the latent space vectors of the labeled and the unlabeled samples
using GP as follows:
P(t(z)|DL, Fzl , Tyl) ∼ GP(µ, K(Fzl , Fzl) + σ
2
ε I), (10.6)
where µ is the function value computed using GP, σ2ε is set equal to 1, and K is
the kernel function. Based on this, the conditional joint distribution for the
latent space vector zku of the kth unlabeled sample xku can be expressed as the
following Gaussian distribution:

























where σ2ε is set equal to 1 and K is a kernel function with the following
definition:






Considering the large dimensionality of the latent space vector, K(Fzl , Fzl)
can grow quickly in size especially if the number of labeled data samples Nl
is high. In such cases, the computational and memory requirements become
prohibitively high. Additionally, all the latent vectors may not be necessarily
effective since these vectors correspond to different regions of images in terms
of content and size/density of the crowd. In order to overcome these issues,
we use only those labeled vectors that are similar to the unlabeled latent
vector. Specifically, we consider only Nn nearest labeled vectors corresponding
to an unlabeled vector. That is, we replace Fzl by Fzl ,n in Equation (10.7)-











nearest(zku, Fzl , Nn)} with nearest(p, Q, Nn) being a function that finds top Nn
nearest neighbors of p in Q.
The pseudo-GT for unlabeled data sample is given by the mean predicted
in Equation (10.8), i.e.,, yku,pseudo = µ
k
u. The L2 distance between the predictions
yku,pred = g(z
k
u, φe) and the pseudo-GT yku,pseudo is used as supervision for
updating the parameters of the encoder fe(·, φe) and the decoder fd(., φd).
Furthermore, the pseudo-GT estimated using Equation (10.8) may not be
necessarily perfect. Errors in pseudo-GT will limit the performance of the
network. To overcome this, we explicitly exploit the variance modeled by the
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GP. Specifically, we minimize the predictive variance by considering Equation
(10.9) in the loss function. As discussed earlier, using all the latent space
vectors of labeled data may not be necessarily effective. Hence, we minimize
the variance Σku,n computed between zku and the Nn nearest neighbors in the
latent space vectors using GP. Thus, the loss function during the unlabeled






u,pseudo‖2 + log Σ
k
u,n, (10.11)
where yku,pred is the crowd density map prediction obtained by forwarding an
unlabeled input image xku through the network, yku,pseudo = µ
k
u is the pseudo-
GT (see Equation (10.8)), and Σku,n is the predictive variance obtained by
replacing Fzl in Equation (10.9) with Fzl ,n. Note that the prediction error (the
first term) is scaled by loss by inverse of the variance. This ensures that the
loss from uncertain pseudo-gts are down-weighted and hence, only accurate
pseudo-gts are used for training.
10.2.3 Final objective function
We combine the supervised loss Equation (10.5) and unsupervised loss Equa-
tion (10.11) to obtain the final objective function as follows:
L f = Ls + λunLun, (10.12)
where λun is a hyper-parameter that weighs the unsupervised loss.
10.3 Experiments and results
In this section, we discuss the details of the various experiments conducted to
demonstrate the effectiveness of the proposed method. Since the proposed
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method is able to leverage unlabeled data to improve the overall performance,
we performed evaluation in two settings: (i) Semi-supervised settings: In this
setting, we varied the percentage of labeled samples from 5% to 75%. We
first show that with the base network, there is performance drop due to the
reduced data. Later, we show that the proposed method is able to recover a
major percentage of the performance drop. (ii) Synthetic-to-real transfer settings:
In this setting, the goal is to train on synthetic dataset (labeled), while adapting
to real-world dataset. Unlabeled images from the real-world are available
during training. In both settings, the proposed method is able to achieve better
results as compared to recent methods.
10.3.1 Semi-supervised settings
In this section, we conduct experiments in the semi-supervised settings by
reducing the amount of labeled data available during training. The rest of the
samples in the dataset are considered as unlabeled samples wherever appli-
cable. In the following sub-sections, we present comparison of the proposed
method in the 5% setting with other recent methods. For comparison, we used
4 datasets: ShanghaiTech (SH-A/B)[1], UCF-QNRF [2], WorldExpo [59] and
UCSD [53]. This is followed by a detailed ablation study involving different
architectures and various percentages of labeled data used during training.
For ablation, we chose ShanghaiTech-A and UCF-QNRF datasets since they
contain a wide diversity of scenes and large variation in count and scales.
Implementation details. We train the network using Adam optimizer with a
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Table 10.1: Comparison of results in SSL settings. Reducing labeled data to 5% results
in performance drop by a big margin as compared to 100% data. ResNet-50 was used
as the encoder network for all the methods. RL: Ranking-Loss. GP: Gaussian-Process.
AG: Average Gain %1.
Method DL DU
SH-A SH-B UCF-QNRF WExpo UCSD
MAE MSE AG MAE MSE AG MAE MSE AG MAE AG MAE MSE AG
ResNet-50 (Oracle) 100% - 76 126 - 8.4 14.5 - 114 195 - 10.1 - 1.7 2.1 -
ResNet-50 (DL-only) 5% - 118 211 - 21.2 34.2 - 186 295 - 14.2 - 2.2 2.8 -
ResNet-50+RL 5% 95% 115 208 2.0 20.1 32.9 4.0 182 291 1.7 14.0 0.01 2.2 2.8 0
ResNet-50+GP(Ours) 5% 95% 102 172 16 15.7 27.9 22 160 275 10 12.8 10 2.0 2.4 12
learning rate of 10e− 5 and a momentum of 0.9 on an NVIDIA Titan Xp GPU.
We use batch size of 24. During training, random crops of size 256× 256 are
used. During inference, the entire image is forwarded through the network.
We set aside 10% of the training set for the purpose of validation. The hyper-
parameter λun was chosen based on the validation performance.
Comparison with recent approaches. Here, we compare the effectiveness of
the proposed method with a recent method by Liu et al. [111] on 4 different
datasets. In order to get a better understanding of the overall improvements,
we also provide the results of the base network with (i) 100% labeled data su-
pervision that is the oracle performance, and (ii) 5% labeled data supervision.
For all the methods (except oracle), we limited the labeled data used dur-
ing training to 5% of the training dataset. Rest of the samples were used as
unlabeled samples. We used ResNet-50 as the encoder network. The results of
the experiments are shown in Table 10.1. We make the following observations
for all the datasets: (i) Compared to using the entire dataset, reducing the
labeled data during training (to 5%) leads to significant increase in error. (ii)
The proposed GP-based framework is able to reduce the performance drop
by a large margin. Further, the proposed method achieves an average gain
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Table 10.2: Results of ablation study with different %-ages of labeled data. The
proposed method achieves significant gains across different percentages of labeled




No-GP (DL-only) GP (DL +DU ) AG
%
No-GP (DL-only) GP (DL +DU ) AG
%MAE MSE MAE MSE MAE MSE MAE MSE
5 118 211 102 172 16 186 295 160 275 10
25 110 160 91 149 12 178 252 147 226 14
50 102 149 89 148 6.1 158 250 136 218 13
75 93 146 88 139 4.7 139 240 129 210 9.8
100 76 126 - - - 114 195 - - -
(AG)1 of anywhere between 10%-22% over the DL-only baseline across all
datasets. (iii) The proposed method is able to leverage the unlabeled data
more effectively as compared to Liu et al. [111]. This is because the authors
in [111] using a ranking loss on the unlabeled data which is based on the
assumption that sub-image of a crowded scene is guaranteed to contain the
same or fewer number of people compared to the entire image. We observed
that this constraint is satisfied naturally for most of the unlabeled images, and
hence it provides less supervision.
Ablation of labeled data percentage. We conducted an ablation study where
we varied the percentage of labeled data used during the training process.
More specifically, we used 4 different settings: 5%, 25%, 50% and 75%. The
remaining data were used as unlabeled samples. We used ResNet-50 as the
network encoder for all the settings. This ablation study was conducted on 2
datasets: ShanghaiTech-A (SH-A) and UCF-QNRF. The results of this ablation
study are shown in Table 10.2. It can be observed for both datasets that as







(a) (b) (c) (d)
Figure 10.2: Results of SSL experiments on the ShanghaiTech-A [1] dataset using the
5% labeled data setting. (a): Input. (b) No-GP (c) Proposed Method (d) Ground-truth.
Table 10.3: Results of ablation study with different networks. The proposed method
is able to exploit unlabeled data irrespective of different architectures. We used 5% of




No-GP(DL-only) GP(DL +DU ) AG
%
No-GP (DL-only) GP (DL +DU ) AG
%MAE MSE MAE MSE MAE MSE MAE MSE
ResNet-50 100 76 126 - - - 114 195 - -5 118 211 102 172 16 186 295 160 275 10
ResNet-101 100 76 117 - - - 116 197 - - -5 131 200 110 162 18 196 324 174 288 11
VGG16 100 74 118 - - - 120 197 - -5 121 205 112 163 14 188 316 175 291 7.4
the percentage of labeled data is reduced, the performance of the baseline
network drops significantly. However, the proposed GP-based framework
is able to leverage unlabeled data in all the cases to reduce this performance
drop by a considerable margin. Figure 10.2 and 10.3 show sample qualitative
results on ShanghaiTech-A and UCF-QNRF datasets for the semi-supervised
protocol with 5% labeled data setting. It can be observed that the proposed
method is able to predict the density maps more accurately as compared to
the baseline method that does not consider unlabeled data.
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(a) (b) (c) (d)
Figure 10.3: Results of SSL experiments on the UCF-QNRF [2] dataset using the 5%
labeled data setting. (a): Input. (b) No-GP (c) Proposed Method (d) Ground-truth.
Architecture ablation. We conducted an ablation study where we evaluated
the proposed method using different architectures. More specifically, we used
different networks like ResNet-50, ResNet-101 and VGG16 as encoder net-
work. The ablation was performed on 2 datasets: ShanghaiTech-A (SH-A) and
UCF-QNRF. For all the experiments, we used 5% of the training dataset as
labeled dataset, and the rest were used as unlabeled samples. The results of
this experiment are shown in Table 10.3. Based on these results, we make the
following observations: (i) Since networks like VGG16 and ResNet-101 have
higher number of parameters, they tend to overfit more in the reduced-data
setting as compared to ResNet-50. (ii) The proposed GP-based method obtains
consistent gains by leveraging unlabeled dataset across different architectures.
Pseudo-GT Analysis. In order to gain a deeper understanding about the
effectiveness of the proposed approach, we plot the histogram of normalized
errors with respect to the predictions yupred of the network and the pseudo-GT
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Figure 10.4: Histogram for pseudo-GT errors (errupseudo) and prediction errors (err
u
pred)
on unlabeled data during training. Note that pseudo-GT errors are concentrated on
the lower end, implying that they are more closer to the ground truth as compared to
the predictions. Hence, pseudo-GTs provide meaningful supervision.
yupseudo for the unlabeled data during the training process. Specifically, we plot














. Here, yugt is the actual GT corresponding to the unlabeled data
sample. The plot is shown in Figure 10.4. It can be observed that the pseudo-
GT errors are concentrated in the lower end of the error region as compared to
the prediction errors. This implies that the pseudo-GTs are more closer to the
GTs than the predictions. Hence, the pseudo-GTs obtained using the proposed
method are able to provide good quality supervision on the unlabeled data.
10.3.2 Synthetic-to-Real transfer setting
Recently, Wang et al. [4] proposed a synthetic crowd counting dataset (GCC)
that consists of 15,212 images with a total of 7,625,843 annotations. The pri-
mary purpose of this dataset is to reduce the annotation efforts by training the
networks on the synthetic dataset, thereby eliminating the need for labeling.
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Table 10.4: Comparison of results in synthetic-to-real transfer settings. We train the
network on synthetic crowd counting dataset (GCC), and leverage the training set of
real-world datasets without any labels. We used the same network as described in [4].
Method SH-A SH-B UCF-QNRF UCF-CC-50 WExpoMAE MSE MAE MSE MAE MSE MAE MSE MAE
No Adapt 160 217 22.8 30.6 276 459 487 689 42.8
Cycle GAN [129] 143 204 24.4 39.7 257 401 405 548 32.4
SE Cycle GAN [4] 123 193 19.9 28.3 230 384 373 529 26.3
Proposed Method 121 181 12.8 19.2 210 351 355 505 20.4
However, due to a gap between the synthetic and real-world data distributions,
the networks trained on synthetic dataset perform poorly on real-world im-
ages. In order to overcome this issue, the authors in [4] proposed a Cycle-GAN
based domain adaptive approach that additionally enforces SSIM consistency.
More specifically, they first learn to translate from synthetic crowd images to
real-world images using SSIM-based Cycle-GAN. This transfers the style in
the synthetic image to more real-world style. The translated synthetic images
are then used to train a counting network (SFCN) that is based on ResNet-101
architecture.
While this approach improves the error over the baseline methods, its
performance is essentially limited in the case of large distribution gap between
real and synthetic images. Moreover, the authors in [4] perform a manual
selection of synthetic samples for training the network. This selections ensures
that only samples that are closer to the real-world images in terms of the
count are used for training. Such a selection is not feasible in the case of
unsupervised domain adaptation where we have no access to labels in the
target dataset.
The proposed GP-based framework overcomes these drawbacks easily
and can be extended to the synthetic-to-real transfer setting as well. We
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(a) (b) (c) (d)
Figure 10.5: Results of Synthetic-to-Real transfer experiments on ShanghaiTech-A
dataset. (a): Input. (b) No Adapt (c) Proposed Method (d) Ground-truth.
consider the synthetic data as labeled training set and real-world training set
as unlabeled dataset, and train the network to leverage the unlabeled dataset.
The results of this experiment are reported in Table 10.4. We used the same
network (SFCN) and training process as described in [4]. As it can be observed,
the proposed method achieves considerable improvements compared to the
recent approach. Since we estimate the pseudo-GT for unlabeled real-world
images and use it as supervision directly, the distribution gap that the network
needs to handle is much lesser. This results in better performance compared
to the domain adaptive approach [4]. Unlike [4], we train the network on
the unlabeled data and hence, we do not need to perform any synthetic
sample selection. Figure 10.5 and 10.6 show sample qualitative results on the
ShanghaiTech-A and UCF-QNRF datasets for the synthetic-to-real transfer
protocol. The proposed method is able to predict the density maps more
accurately as compared to the baseline.
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(a) (b) (c) (d)
Figure 10.6: Results of Synthetic-to-Real transfer experiments on the UCF-QNRF [2]
dataset. (a): Input. (b) No Adapt. (c) Proposed Method. (d) Ground-truth.
10.4 Summary
We focused on learning to count in the crowd from limited labeled data. Specif-
ically, we proposed a GP-based iterative learning framework that involves
estimation of pseudo-GT for unlabeled data using Gaussian Processes, which
is then used as supervision for training the network. Through various ex-
periments, we show that the proposed method can be effectively used in a
variety of scenarios that involve unlabeled data like learning with less data or
synthetic to real-world transfer. In addition, we conducted detailed ablation
studies to demonstrate that the proposed method generalizes well to different
network architectures and is able to achieve consistent gains for different





We identify the next set of challenges that require attention from the crowd
counting research community and collect a large-scale dataset collected un-
der a variety of conditions. Existing efforts like UCF_CROWD_50 [6], World
Expo ’10 [59] and ShanghaiTech [214] have progressively increased the com-
plexity of the datasets in terms of average count per image, image diversity
etc. While these datasets have enabled rapid progress in the counting task,
they suffer from shortcomings such as limited number of training samples,
limited diversity in terms of environmental conditions, dataset bias in terms
of positive samples, and limited set of annotations. Idrees et al. [2] proposed a
new dataset called UCF-QNRF that alleviates some of these challenges. Most
recently, Wang et al. [130] released a large-scale crowd counting dataset con-
sisting of 5,109 images with 2.13 million annotations. Specifically, the images
are collected under a variety of illumination conditions. Nevertheless, they do
not specifically consider some of the challenges such as adverse environmental
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conditions, dataset bias and limited annotation data1.
To address these issues, we propose a new large-scale unconstrained
dataset (JHU-CROWD++) with a total of 4,372 images (containing 1,515,005
head annotations) that are collected under a variety of conditions. Specific
care is taken to include images captured under various weather-based degra-
dations. Additionally, we include a set of distractor images that are similar to
the crowd images that contain complex backgrounds which may be confused
for crowd. Fig 11.1 illustrates representative samples of the images in the
JHU-CROWD++ dataset under various categories. Furthermore, the dataset
also provides a much richer set of annotations at both image-level and head-
level. These annotations include point-wise annotations, approximate sizes,
blur-level, occlusion-level, weather-labels, etc. We also benchmark several rep-
resentative counting networks, providing an overview of the state-of-the-art
performance.
(a) (b) (c) (d) (e)
Figure 11.1: Representative samples of the images in the JHU-CROWD++ dataset. (a)
Overall (b) Rain (c) Snow (d) Haze (e) Distractors.
1Existing datasets provide only point-wise annotations.
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Table 11.1: Comparison of different datasets. P: Point-wise annotations for head
locations, O: Occlusion level per head, B: Blur level per head, S: Size indicator per














UCSD [53] 2,000 49,885 25 46 158×238 7 7 P
Mall [19] 2,000 62,325 - 53 320×240 7 7 P
UCF_CROWD_50 [6] 50 63,974 1,279 4,543 2101×2888 7 7 P
WorldExpo ’10 [59] 3,980 199,923 50 253 576×720 7 7 P
ShanghaiTech [1] 1,198 330,165 275 3,139 598×868 7 7 P
UCF-QNRF [2] 1,535 1,251,642 815 12,865 2,013×2,902 7 7 P
NWPU-CROWD [130] 5,109 2,133,238 418 20,033 2,311× 3,383 7 3 P
JHU-CROWD (ours) 4,250 1,114,785 262 7,286 900×1,450 3 3 P, O, B, S, I
JHU-CROWD++ (ours) 4,372 1,515,005 346 25,791 910×1,430 3 3 P, O, B, S†, I
11.0.1 Motivation and dataset details
As discussed earlier, existing datasets (such as UCF_CROWD_50 [6], World
Expo ’10 [59] and ShanghaiTech [214]) have enabled researchers to develop
novel counting networks that are robust to several factors such as variations
in scale, pose, view etc. Several recent methods have specifically addressed
the large variations in scale by proposing different approaches such as multi-
column networks [1], incorporating global and local context [147], scale aggre-
gation network [107], etc. These methods are largely successful in addressing
issues in the existing datasets, and there is pressing need to identify newer set
of challenges that require attention from the crowd counting community.
In what follows, we describe the shortcomings of existing datasets and
discuss the ways in which we overcome them:
(i) Limited number of training samples: Typically, crowd counting datasets have
limited number of images available for training and testing. For example,
ShanghaiTech dataset [1] has only 1,198 images and this low number of images
results in lower diversity of the training samples. Due to this issue, networks
trained on this dataset will have reduced generalization capabilities. Although
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datasets like Mall [19], WorldExpo ’10 [59] have higher number of images,
it is important to note that these images are from a set of video sequences
from surveillance cameras and hence, they have limited diversity in terms
of background scenes and number of people. Most recently, Idrees et al. [2]
addressed this issue by introducing a high-quality dataset (UCF-QNRF) that
has images collected from various geographical locations under a variety of
conditions and scenarios. Although it has a large set of diverse scenarios, the
number of samples is still limited from the perspective of training deep neural
networks.
Figure 11.2: Summary of keywords used to scrape the internet for images.
To address this issue, we collect a new large scale unconstrained dataset
with a total of 4,372 images that are collected under a variety of conditions.
Such a large number of images results in increased diversity in terms of count,
background regions, scenarios, etc. as compared to existing datasets. The
images are collected from several sources on the internet using different key-
words such as crowd, crowd+marathon, crowd+walking, crowd+India, etc. A




Figure 11.3: Examples of head-level annotations: (a) Dots (b) Approximate sizes (c)
Blur-level.
(ii) Absence of adverse conditions: Typical application of crowd counting is
video surveillance in outdoor scenarios which involve regular weather-based
degradations such as haze, snow, rain etc. It is crucial that networks, deployed
under such conditions, achieve more than satisfactory performance.
To overcome this issue, specific care is taken during our dataset collection
efforts to include images captured under various weather-based degradations
such as rain, haze, snow, etc. (as as shown in Figure 11.1(b-d)). Table 11.2
summarizes images collected under adverse conditions.
(iii) Dataset bias: Existing datasets focus on collecting only images with crowd,
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Table 11.2: Summary of images collected under adverse conditions.
Degradation type Rain Snow Fog/Haze Total
No. of images 145 201 168 514
No. of annotations 40,328 47,347 48,821 136,496
due to which a deep network trained on such a dataset may end up learning
bias in the dataset. Due to this error, the network will erroneously predict
crowd even in scenes that do not contain crowd.
In order to address this, we include a set of distractor images that are simi-
lar to crowd images but contain very few people. These images can enable
the network to avoid learning bias in the dataset. The total number of dis-
tractor images in the dataset is 106. Fig 11.1(e) shows sample distractor images.
(iv) Limited annotations: Typically, crowd counting datasets provide point-wise
annotations for every head/person in the image, i.e.,each image is provided
with a list of x, y locations of the head centers. While these annotations enable
the networks to learn the counting task, absence of more information such
as occlusion level, head sizes, blur level etc. limits the learning ability of the
networks. For instance, due to the presence of large variations in perspective,
size of the head is crucial to determine the precise count. One of the reasons
for these missing annotations is that crowd images typically contain several
people and it is highly labor intensive to obtain detailed annotations such as
size.
To enable more effective learning, we collect a much richer set of anno-
tations at both head-level/point-level and image-level. These are described
below:
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• Head-level/point-level annotations include x, y locations of heads and
corresponding occlusion level, blur level and size level. The total number
of point-level annotations in the dataset are 1,515,005. Occlusion label has
three levels: {un-occluded, partially occluded, fully occluded}. Blur level has
two labels: {blur, no-blur}. In JHU-CROWD [215], each head is labeled with
a size indicator. We improve over these size annotations by providing
“approximate" size (width and height) for each head annotation. To obtain
these, annotators were instructed to annotate bounding boxes for a set of
neighbouring heads which have similar sizes. Note that these bounding boxes
are only “approximate” and are not as accurate as the ones found in detection
datasets. Fig 11.3 illustrates sample annotations provided in our dataset.
• Image level annotations include scene-labels (such as marathon, mall, railway
station, stadium, etc.) and the weather-labels (rain, snow and fog). Fig 11.4
illustrates the distribution of scene-labels in the proposed dataset.
11.0.2 Summary and evaluation protocol
Fig 11.1 illustrates representative samples of the images in the JHU-CROWD++
dataset under various categories. Table 11.1 summarizes the proposed dataset
in comparison with the existing ones. It can be observed that the proposed
dataset enjoys a host of properties such as a richer set of annotations, weather-


































Figure 11.4: Distribution of image-level labels.
dataset will serve as a good complementary to other datasets such as UCF-
QNRF and NWPU-CROWD. The dataset is randomly split into train, val and
test sets, which contain 2722, 500 and 1600 images respectively.
Following the existing works, we perform evaluation using the standard
MAE and MSE metrics. Furthermore, these metrics are calculated for the
following sub-categories of images:
(i) Low density: images containing count between 0 and 50,
(ii) Medium density: images containing count between 51 and 500,
(iii) High density: images with count more than 500 people,
(iv) Weather degraded images, and
(v) Overall.











































Figure 11.6: Distribution of images of weather conditions in train, val and test sets.
Table 11.3: Distribution of images under different densities.
Density Low (0-50) Med (51-500) High (500+) Total
No. of images 1,228 2,512 632 4,372
of the network performance.
Fig 11.5 and Fig 11.6 illustrate the distribution the number of images among
the density and weather sub-categories respectively. Table 11.3 shows the
distribution of images for different density-levels.
154
11.1 Benchmarking on JHU-CROWD++ dataset
In this section, we present results of benchmarking of several recent algorithms
including the proposed method on the JHU-CROWD++ dataset. Specifically,
we evaluate the following recent works: mulit-column network (MCNN)
[1], cascaded multi-task learning for crowd counting (CMTL) [103], CSR-Net
[161], SA-Net [107], context-aware crowd counting (CACC) [199], spatial fully
convolutional network (SFCN) [4], deep structured scale integration network
(DSSI-Net) [199], multi-level bottom-top and top-bottom feature fusion [118],
Bayesian loss for counting (BCC) [125] and locate-size-count-CNN (LSC-CNN)
[124] and CG-DRCN-CC [215].
All the networks are trained using the training set. We use the validation
set for model selection. Table 11.4 and 11.5 show the results of the above
experiments for various sub-categories of images. Based on these results we
make the following observations:
(i) The proposed method (CG-DRCN-CC) with Res101 base network achieves
lowest overall MAE while obtaining comparable performance for validation
set.
(ii) The proposed method (CG-DRCN-CC) with Res101 base network achieves
lowest overall MAE/MSE as compared to all the other methods on the test set.
In addition, it achieves best errors for the “high-density" and “weather” cate-
gories while obtaining comparable performance for the rest of the categories.
(iii) The proposed method (CG-DRCN-CC) with VGG16 base network achieves
comparable performance in all categories with respect to the other methods.
(iv) BCC [125] and LSC-CNN [124] achieve lowest errors in the “low-density"
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Table 11.4: Results on JHU-CROWD++ dataset (“Val Set”). RED indicates best error
and BLUE indicates second-best error.
Category Low Medium High Weather Overall
Method MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE
MCNN [1] (CVPR 16) 90.6 202.9 125.3 259.5 494.9 856.0 241.1 532.2 160.6 377.7
CMTL [103] (AVSS 17) 50.2 129.2 88.1 170.7 583.1 986.5 165.0 312.9 138.1 379.5
CSR-Net [161](CVPR 18) 22.2 40.0 49.0 99.5 302.5 669.5 83.0 168.7 72.2 249.9
SA-Net [107](ECCV 18) 13.6 26.8 50.4 78.0 397.8 749.2 72.2 126.7 82.1 272.6
CACC [121] (CVPR 19) 34.2 69.5 65.6 115.3 336.4 619.7 101.8 179.3 89.5 239.3
SFCN [4] (CVPR 19) 11.8 19.8 39.3 73.4 297.3 679.4 52.3 93.6 62.9 247.5
DSSI-Net [199] (ICCV 19) 50.3 85.9 82.4 164.5 436.6 814.0 155.7 314.8 116.6 317.4
MBTTBF [118] (ICCV 19) 23.3 48.5 53.2 119.9 294.5 674.5 88.2 200.8 73.8 256.8
BCC [125](ICCV 19) 6.9 10.3 39.7 85.2 279.8 620.4 58.9 124.7 59.3 229.2
LSC-CNN [124] (PAMI 20) 6.8 10.1 39.2 64.1 504.7 860.0 77.6 187.2 87.3 309.0
CG-DRCN-CC-VGG16 (ours) 17.1 44.7 40.8 71.2 317.4 719.8 63.5 116.6 67.9 262.1
CG-DRCN-CC-Res101 (ours) 11.7 24.8 35.2 57.5 273.9 676.8 54.0 106.8 57.6 244.4
Table 11.5: Results on JHU-CROWD++ dataset (“Test Set”). RED indicates best
error and BLUE indicates second-best error.
Category Low Medium High Weather Overall
Method MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE
MCNN [1] (CVPR 16) 97.1 192.3 121.4 191.3 618.6 1,166.7 330.6 852.1 188.9 483.4
CMTL [103] (AVSS 17) 58.5 136.4 81.7 144.7 635.3 1,225.3 261.6 816.0 157.8 490.4
CSR-Net [161] (CVPR 18) 27.1 64.9 43.9 71.2 356.2 784.4 141.4 640.1 85.9 309.2
SA-Net [107] (ECCV 18) 17.3 37.9 46.8 69.1 397.9 817.7 154.2 685.7 91.1 320.4
CACC [121] (CVPR 19) 37.6 78.8 56.4 86.2 384.2 789.0 155.4 617.0 100.1 314.0
SFCN [4] (CVPR 19) 16.5 55.7 38.1 59.8 341.8 758.8 122.8 606.3 77.5 297.6
DSSI-Net [199] (ICCV 19) 53.6 112.8 70.3 108.6 525.5 1,047.4 229.1 760.3 133.5 416.5
MBTTBF [118] (ICCV 19) 19.2 58.8 41.6 66.0 352.2 760.4 138.7 631.6 81.8 299.1
BCC [125] (ICCV 19) 10.1 32.7 34.2 54.5 352.0 768.7 140.1 675.7 75.0 299.9
LSCCNN [124] (PAMI 20) 10.6 31.8 34.9 55.6 601.9 1,172.2 178.0 744.3 112.7 454.4
CG-DRCN-CC-VGG16 (ours) 19.5 58.7 38.4 62.7 367.3 837.5 138.6 654.0 82.3 328.0
CG-DRCN-CC-Res101 (ours) 14.0 42.8 35.0 53.7 314.7 712.3 120.0 580.8 71.0 278.6
categories. These methods do not follow the traditional density-estimation
based approach for supervising the networks. Instead they incorporate size
information during the training through strategies like Bayesian-loss and
bounding box-based supervision.
(v) Res101-based methods tend to perform better compared to VGG16-based
approaches in terms of overall error.
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11.2 Summary
We introduced a new large scale unconstrained crowd counting dataset (JHU-
CROWD++) consisting of 4,372 images with 1.51 million annotations. The
new dataset is collected under a variety of conditions and includes images
with weather-based degradations and other distractors. Additionally, the
dataset provides a rich set of annotations such as head locations, blur-level,
occlusion-level, approximate bounding boxes and other image-level labels.
In addition, we benchmark several recent state-of-the-art crowd counting
techniques on the new dataset.
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Chapter 12
DAFE-FD: Density Aware Feature
Enrichment for Face Detection
Face detection is an important step in many computer vision related tasks
such as face alignment [216, 217], face tracking [218], expression analysis [219],
recognition and verification [220], synthesis [221, 166]. Several challenges are
encountered in face detection such as variations in pose, illumination, scale etc.
Earlier CNN-based methods [83, 222, 223, 224], although mostly successful
in handling variations in pose and illumination, performed poorly when
detecting smaller faces. Recent methods [174, 10, 225, 226], based on CNN-
based object detection frameworks such as Faster-RCNN or SSD, have focused
particularly on smaller faces and have demonstrated promising results. In
order to detect wide range of scales, these methods propose a two-pronged
approach: (i) multi-scale detection and (ii) new anchor design strategies. In
case of multi-scale detection, detectors are placed on different conv layers
of the backbone network (VGG-16 [140] or ResNet [198]) to improve the
discrepancies between object sizes and receptive fields.
Although this approach provided significant improvements over the earlier
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(a) (b)
Figure 12.1: (a) Crowd density estimation on ShanghaiTech dataset using [1]. Top row:
Input. Middle row: Ground truth density map. Bottom row: Estimated density map. (b)
Face detection results using the proposed density enrichment module in the detection
network.
single-scale methods, it is not capable of detecting extremely small sized faces
(of the order 15× 15). This stems from the fact that these methods are anchor-
based approaches where detections are performed by classifying a pre-defined
set of anchors generated by tiling a set of boxes with different scales and aspect
rations on the image. While such approaches are relatively more robust in
complicated scenes and provide computational advantages since inference
time is independent of number of objects/faces (for single shot methods),
their performance degrades significantly when used on smaller sized objects.
The degradation is primarily due to a low overlap of ground truth boxes
with the pre-defined anchor boxes and a mismatch between receptive fields
of the feature maps and the smaller objects [10]. In order to overcome these
drawbacks, recent methods have attempted to develop new anchor design
strategies that involve intelligent selection of anchor scales and improved
anchor matching strategy [174, 10].
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While these recent methods address the drawbacks of anchor design or
perform multi-scale detection, they do not emphasize on enhancing the feature
maps for improving detection rates of small faces. To overcome this, we infuse
information from crowd density maps to enrich the feature maps for address-
ing the problem of small face detection. Crowd density maps, originally used
for counting in crowded scenarios, contain location information which can
be exploited for improving detector performance. These density maps are
especially helpful in the case of small faces, where traditional anchor-based
classification loss may not be sufficient. Hence, we use density map based loss
to provide additional supervision. Previous work [69, 227] have demonstrated
considerable improvements by incorporating crowd density maps for applica-
tions like tracking. In this work, we propose to improve the feature maps by
employing a density estimator module that performs the task of estimating
the per pixel count of number of faces in the image. Figure 12.1(a) illustrates
sample density estimation results using [1] along with the corresponding
ground-truth. Figure 12.1(b) illustrates sample detection results by using the
proposed density enrichment module into the detection network.
12.1 Proposed method
The proposed network architecture, shown in Figure 12.2, is a single stage
detector based on VGG-16 architecture. The base network is built on Region
Proposal Network (RPN) [198], which is a fully convolutional single stage
network and takes an image of any size as input. However, unlike RPN that
uses a single detector on conv5 layer, we use multiple detectors (D1,D2,D3
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(a) (b)
Figure 12.2: Overview. (a) Proposed network architecture: The network is based on
VGG-16 and consists of 4 detectors D1-D4) to enable multi-scale detection. Feature
maps (from conv3) for small face detector D1 are enhanced by density estimator.
FFM1 and FFM2 are feature fusion modules that are used to combine feature maps
from different conv layers. (b) Density estimator module: Uses feature maps from
first three conv layers of VGG-16 to estimate density map, which is further employed
to enrich the conv3 feature maps for small face detection.
and D4) on multiple conv layers [163]. These detectors, owing to the different
receptive fields of the different conv layers, are better suited to handle various
scales of objects, thereby improving the robustness of the network to different
scales of faces present in the input image. However, in contrast to [163] that
places the detectors on the conv layers of the base-network, we instead place
the detectors on feature maps fused from multiple conv layers. In order
to combine the feature maps, we employ a simple Feature Fusion Module
(FFM) that effectively leverages semantic information present in different
conv layers. Further, each detector consists of a Context Aggregation Module
(CAM) followed by two sibling sub-networks: classification and a bounding
box regression layer. The classification layer produces a score that represents
the probability of finding a face defined by a specific anchor-box at a particular
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location on the image (similar to [198]). The set of anchor boxes are formed
similar to [198]. The bounding box regression layer computes the offsets with
respect to the anchor boxes. These offsets are used to calculate the bounding-
box co-ordinates of the predicted face.
Most importantly, the proposed network consists of a Density Estimator
Module (DEM) that is the primary contribution of this work. This module
predicts the density map associated with a particular input image and is
incorporated into the detection network with the motivation of enriching the
feature maps from conv layers before being used for small face detection.
Recent methods [174, 10] employ new anchor design strategies to improve
the detection of smaller faces and the feature maps are learned only through
classification and bounding box regression loss, however, no specific emphasis
is laid on the enhancement of feature maps. Considering this deficit, we
propose to enrich the feature maps through an additional loss function from
the density estimator module. This is also, partly, motivated by several earlier
work [228, 229] that have employed multi-task learning to improve detection
or classification performance. DEM is inspired by the success of recent CNN-
based methods [59, 20, 147, 1, 104] for crowd counting which involve counting
people in crowded images through density map regression. Furthermore,
we propose a new fusion mechanism called Feature Enrichment Module to
seamlessly combine the feature maps from conv layer of the base network
with the output of DEM.
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12.1.1 Feature Fusion Module (FFM)
Recent multi-scale object detection networks [162, 163] use multiple detectors
on different conv layers. Although this technique provides considerable
robustness to different scales, however, the detectors do not have access
to feature maps from higher conv layers which have important semantic
information. In order to leverage this high-level information, we employ a
feature fusion module which takes input from ith and i + 1th conv layers and
combines them as shown in Figure 12.3(a). First, the dimensionality of the
feature maps of both conv layers is first reduced to 128 channels using 1×1
convolution. Since the dim-reduced feature maps from i + 1th conv layer have
lower resolution, they are upsampled using bilinear interpolation and then
(a) (b)
Figure 12.3: (a) Feature Fusion Module (b) Detector.
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added to the dim-reduced feature maps from ith conv layer. This is similar
to [174], however, we extend this idea to add additional fusion modules to
improve the performance. The proposed network has two fusion modules
FFM1 and FFM2. FFM1 fuses feature maps from conv3 and conv4, whereas
FFM2 fuses feature maps from conv4 and conv5.
Table 12.1: Anchor scales and feature strides for different detectors.
Detector Input from Stride Anchor scales Anchor sizes



















Multi-scale detection approaches [162, 163], that use multiple detectors on top
of different conv layers, are known to introduce considerable robustness to
scale variations and often perform as well as single scale detectors based on
multi-image pyramid, thus providing additional advantage of computational
efficiency. By adding detectors on earlier conv layers, these methods are able
to match the receptive field sizes of the layers with objects of smaller sizes,
thereby increasing the overlap between the anchor boxes and ground-truth
boxes. Based on this idea, we add detectors D1, D2, D3 and D4. However,
different from these earlier approaches that directly feed the output of conv
layers to the detectors, we employ a different strategy as shown in Figure 12.2.
D1 receives features enriched by DEM, whereas D2 and D3 are placed on top
of FFM1 and FFM2 respectively. D4 is placed directly on top of max-pooled
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version of conv5. The details of the feature strides and anchor scales are shown
in Table 12.1. Each detector is constructed as shown in Figure 12.3(b).
Additionally, each detector is equipped with a Context Aggregation Mod-
ule (shown in Figure 12.3 (b)) that integrates context information surrounding
candidate bounding boxes. Context information has been used in several ear-
lier work [230, 174] to improve the performance of detection systems. Zhu et
al. [230] concatenated features pooled from larger windows and demonstrated
significant improvement. Najibi et al. [174] used additional 5×5 and 7×7
convolutional filters to increase the receptive field size, in a way, imitating
the strategy of pooling features from larger windows. While they achieved
appreciable improvements, the use of large filter sizes results in more com-
putations. Hence, we replace these large filters with atrous convolutions of
size 3×3 [231, 232, 231] and different dilation factors. With the help of atrous
convolutions, we are able to enlarge the receptive field size with minimal
increase in computations.
(a) (b) (c) (d) (e)
Figure 12.4: Feature enrichment using density maps. (a) Input (b) Ground truth
density (c) Estimated density (d) conv3 features before enhancement (e) conv3 features
after enhancement.
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12.1.3 Density Estimator Module
Recent crowd counting methods [59, 20, 147, 1, 104], that employ CNN-based
density estimation techniques, have demonstrated promising results in com-
plex scenarios. These techniques perform the task of counting people by
estimating the density maps which represent the per pixel count of people in
the image (as shown in Figure 12.1). For training, the ground-truth density
map (D)for an input image is calculated using D(x) = ∑xg∈SN (x − xg, σ),
where σ is scale parameter of 2D Gaussian kernel and S is the set of all points
at which people are located. Most crowd counting datasets provide 2d loca-
tion of people in the input images as annotations. Figure 12.1 illustrates a few
sample input and ground-truth density map pairs along with corresponding
density map estimated using a recent technique [147]. It can be observed that,
in spite of heavy occlusions and presence of extremely small scales, these
recent techniques are able to estimate high quality density maps and count
with reasonably low error.
While the success of these methods is attributed mostly to the use of ad-
vanced CNN architectures, reformulating the problem of counting as a density
map regression also played an important role in their success. As compared to
the earlier detection-based counting approaches [233, 234], these recent meth-
ods are able to achieve success due to the reformulation. By reformulating,
these methods are able to avoid the problems of occlusion and tiny scales
by letting the network take care of such variations. Hence, we explore the
use of density estimation to incorporate robustness towards occlusion and
tiny scales in the face detection network. In part, this contribution is also
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inspired by recent methods [228, 229, 180] that learn multiple related tasks
using multi-task learning. These methods have demonstrated considerable
gains in performance when they train their network to perform additional
auxiliary tasks.
To incorporate the task of density estimation in the detection network,
we include a density estimator module. Recent crowd counting and density
estimation approaches [1, 104, 147, 61] are based on multi-scale and multi-
column networks, where the input image is processed by different CNN
columns with varied receptive field sizes. The use of different columns re-
sults in increased robustness towards scale variations. Motivated by these
approaches, we construct the density estimator module as shown in Figure
12.2(b). Instead of processing the input images through different networks as
in [1], we use feature maps from the base network, thereby minimizing the
computations. Our strategy is to mimic the multi column networks structures
[1] by considering feature maps conv1, conv2 and conv3 layers of VGG-16,
which correspond to different receptive field sizes. DEM first downsamples
the feature maps from conv1 and conv2 layers using max-pooling to match
the size of feature maps from conv3 layer. After resampling, the dimension-
ality of the feature maps is reduced to minimize computations and memory
requirement, followed by additional convolutions and concatenation. The
concatenated feature maps are processed by 1×1 conv layer to produce the
final density map. Following loss function is used to obtain the network
weights: Lden = 1N ∑
N
i=1 ‖Fd(Xi, Θ) − Di‖2, where, N is number of training
samples, Xi is the ith input image, Fd(Xi, Θ) is the estimated density, Di is the
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ith ground-truth density and Θ corresponds to network weights.
Feature Enrichment Module. We use the output of DEM to enhance the fea-
ture maps from conv3 layer in order to improve detection rates of smaller
faces. Since the detector on conv3 has the smallest scale and is responsible
for detecting the smaller faces, we choose to fuse information from DEM into
conv3 feature maps. Various fusion techniques, such as feature concatena-
tion or multiplication or addition, are available to incorporate information
from DEM into the face detector network. However, these methods are not
necessarily effective. Since the feature maps produced by DEM are used for
density estimation, they have largely different range as compared to feature
maps corresponding to conv layers from the detection network and hence,
they cannot be directly fused with feature maps from conv3 layer through
simple techniques such as addition or concatenation. As pointed out in [235],
this problem is commonly encountered in networks that attempt to combine
feature maps from different conv layers [236]. Liu et al. [235] introduce a L2-
normalization based scaling technique to overcome this problem. Although
this method is successfully used in different works [230], it did not perform
promisingly in our case for the following reasons. First, the range of the
feature maps from DEM is vastly different from that of conv3 feature maps
and this gap is significantly wider as compared to other problems [230] where
[235] has worked successfully. Second, the intermediate feature maps from
the DEM have significantly low number of channels and hence, their dimen-
sionality needs to increased to match that of feature maps from conv3 layer in
order to perform a addition or multiplication based fusion.
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Based on these considerations, we propose a simple Feature Enrichment
Module (FEM) that avoids the challenges discussed above. Instead of using
intermediate feature maps from DEM, we directly employ its density map out-
put. The feature maps ( f3) from conv3 of the base-network are modified using
the estimated density map as follows: f3 = f3 + α f ′d, where, α is a learnable
scaling factor and f ′d is fd replicated 256 times to match the dimensionality
of conv3 feature maps. Figure 12.4 illustrates feature maps from conv3 layer
before and after enrichment. It can be easily observed from this figure that
the features at the location of small faces get enhanced while those at other
locations get suppressed.
12.1.4 Loss function
The weights of the proposed network are learned my minimizing the follow-
ing multi-task loss function: L = Lcls + λbLbox + λdLden, where, Lcls is face
classification loss, Lbox is bounding-box regression loss and Lden is density



















where, lce is standard cross entropy error, m indexes over the four detectors
D1-D4, Am are the set of anchors in detector Dm, pi and p′i are ground-truth
and predicted labels respectively for the ith anchor box, Ncm is the number of
anchors selected in the detector Dm and is used to normalize the classification
loss, lreg is bounding box regression loss for each positively labelled anchor
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box. Similar to [198], the regression space is parametrized with a log-space
shift and a scale invariant translation. Smooth l1 loss is used as lreg. In this
new space, ti is the regression target and t′i is predicted co-ordinates. N
r
m is the
number of positively labelled anchor boxes that are selected for the computing
the loss and is used to normalize the bounding box loss. λb and λd are scaling
factors to balance the loss function.
12.1.5 Training
Training details. The network is trained on a single GPU using stochastic gra-
dient descent (momentum = 0.9 and weight decay = 0.0005) for 120k iterations.
The learning rate is initially set to 0.001 and is dropped by a factor of 10 at
100k and 115k iterations. Anchor boxes are generated using the scales shown
in Table 12.1 with a base anchor size of 16 pixels. Anchor boxes are labelled
positively if their overlap (intersection over union) with ground truth boxes is
greater than 0.5 and are negatively labelled if the overlap is below 0.3. A total
of 256 anchor boxes per detector are selected for each image to compute the
loss. The selection is performed using online hard example mining (OHEM)
technique [158], where negatively labelled anchors with highest scores and
positively labelled with lowest scores are selected. Such a selection procedure
results in faster and stable training as compared to random selection [158]. The
ground-truth density maps for training DEM are obtained using the method
described in Section 12.1.3. The face annotations provided by the datasets
are used to compute the points where faces are located and hence, no extra
annotations are required. For inference, 1000 best scoring anchors from each
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detector are selected as detections, followed by a non maximal suppression
(NMS) with a threshold of 0.3.
Dataset details. The network is trained using WIDER dataset [5] which
consists of 32,203 images with 393,703 annotated faces. The dataset presents a
variety of challenges such as wide variations in scale and difficult occlusions.
It is divided into training, validation and test set using a 40:10:50 ratio. For
evaluation purpose, the dataset has been further divided into three categories:
Easy, Medium and Hard. The detector performance is measured using mean
average precision (mAP) with a intersection over union (IoU) threshold of 0.5.
12.2 Experiments and Results
In this section, we discuss details of the experiments and results on different
datasets. Additionally, we present the results of an ablative study on WIDER
validation set to explain the effect of different modules present in the proposed
network.
12.2.1 WIDER
As discussed earlier, WIDER dataset consists of validation and test splits.
We use the validation set to perform an ablative study to explain the effects
of different modules in the proposed network. For this study, we use a
single scale of the input image (no multi-image pyramid) similar to [174]. In
addition, comparison of results on validation and test set with recent methods
is presented.
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Table 12.2: Ablation study Results (AP) on WIDER [5] validation.
Category Mehthod Easy Medium Hard
Baseline Baseline 91.0 89.9 80.6
Context Baseline + Context [174] 91.6 90.2 81.8Baseline + CAM 91.9 90.6 82.4
Density
estimator
Baseline + CAM + DEM (add) 92.0 90.6 82.3
Baseline + CAM + DEM (concat) 92.0 90.6 82.4
Baseline + CAM + DEM (FEM) (λd = 0) 92.1 90.6 82.5
Baseline + CAM + DEM (FEM) (λd = 1) 92.4 90.8 83.2
Ablation study. To understand the effects of different modules in the pro-
posed network, we experimented with 3 broad configurations as shown in
Table 12.2. The results of these configurations are analyzed below:
(i) Baseline: This configuration uses VGG-16 as the base-network along with
feature fusion module and 4 detectors D1-D4. Results of this network is
considered as baseline performance and through addition of different modules,
we demonstrate the improvements with respect to this baseline.
(ii) Baseline with context: Earlier work [174, 230] have already demonstrated
the importance of incorporating context in the detection network. Similar
observations are made in our experiments. By using a context processing
module similar to [174], an improvement of 1.2% in the mean average preci-
sion (mAP) score for hard faces is obtained. Further, the use of atrous based
context aggregation increased the mAP score by another 0.6% resulting in an
overall improvement of 1.8%.
(iii) Baseline with context and DEM. In this case, we analyze the effect of
incorporating DEM into the detection network. First, we experimented with
different ways of integrating the feature maps from DEM into detection net-
work through feature addition and concatenation, where the feature maps
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(a) Easy (b) Medium (c) Hard
Figure 12.5: Precision-recall curves on WIDER test dataset[5]
from the penultimate layer of DEM are expanded through 1×1 convolu-
tions to match the dimensionality of conv3 feature maps, followed by addi-
tion/multiplication of these two feature maps. It can be observed from Table
12.2, that these two configurations do not result in any improvement of the
mAP scores. This is primarily due to vast difference in the scales of the feature
maps (as discussed in Section 12.1.3).
Figure 12.6: Detection results of the proposed method on WIDER dataset[5].
Next, we added the feature enrichment module (FEM) to enhance the
conv3 feature maps. This resulted in an overall improvement of 0.8% in mAP
score for hard faces as compared to the baseline with context (CAM), thus
demonstrating the significance of the proposed feature enrichment module
and density estimator. Furthermore, in order to ensure that the improvements
obtained are due to density estimation loss, we conducted another experi-
ment with λd = 0 and no changes with respect to the baseline with CAM
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configuration was observed.
Table 12.3: Comparison of results (AP) on WIDER [5] validation.
Method Easy Medium Hard
CMS-RCNN [230] 89.9 87.4 62.9
HR-VGG16 + Pyramid [9] 86.2 84.4 74.9
HR-ResNet101 + Pyramid [9] 92.5 91.0 80.6
SSH [174] 91.9 90.7 81.4
SSH + Pyramid [174] 93.1 92.1 84.5
Face-MagNet [237] 92.0 91.3 85.0
S3FD + Pyramid [10] 93.7 92.4 85.2
DAFE-FD (ours) 92.4 90.8 83.2
DAFE-FD + Pyramid (ours) 93.4 92.2 85.2
Table 12.4: Comparison of results (AP) on WIDER [5] test.
Method Easy Medium Hard
LDCF+[238] 79.7 77.2 56.4
MT-CNN [239] 85.1 82.0 60.7
CMS-RCNN [230] 89.9 87.4 62.9
HR-VGG16 + Pyramid [9] 86.2 84.4 74.9
HR-ResNet101 + Pyramid [9] 92.5 91.0 80.6
SSH + Pyramid [174] 92.7 91.5 84.4
Face-MagNet [237] 91.2 90.5 84.4
S3FD + Pyramid [10] 92.8 91.3 84.0
DAFE-FD + Pyramid (ours) 92.5 91.4 84.8
Comparison with other methods. We compare the results of the proposed
method with recent state-of-the-art methods such as SSH [174], Face-MagNet
[237], S3FD [10], HR [9], CMS-RCNN [230], MT-CNN [239], LDCF [238],
Faceness [240] and Multiscale Cascaded CNN [5]. For the validation set,
the results of the proposed method are obtained using single-scale inference
as well as image-pyramid based reference (as shown in Table 12.3). It can
be observed that DAFE-FD using single-scale inference achieves superior
results as compared to HR that is based on image pyramid. Furthermore,
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DAFE-FD (single-scale) achieves better results as compared to SSH-single-
scale (recent best method) in all the subsets of WIDER dataset. Specifically, an
improvement of 1.8% in case of “hard" set is obtained. Further improvements
are attained by using pyramid-based inference and the proposed method is
able to outperform SSH-pyramid and achieve comparable results with respect
to S3FD. It is important to note that S3FD is based on single-shot detection
approach and it involves extra detectors and feature maps from conv6 and
conv7 layers in addition to the use of data augmentation based on multi-scale
cropping and photometric distortion [241]. In spite of these additional factors
in case of S3FD, DAFE-FD achieves comparable performance with respect to
S3FD on the validation set, while obtaining better results on the test set as
described below.
(a) (b) (c)
Figure 12.7: Comparison of results on different datasets (a) FDDB discrete score [7]
(b) FDDB continuous score [7](c) Pascal faces Pascal-faces [8]. Note that HR/HR-ER
[9] uses FDDB for training and evaluate using 10-fold cross-validation. S3FD [10] and
Conv3D [11] generate ellipses to reduce localization error. Moreover, in case of S3FD,
the authors manually annotate many unlabelled faces in FDDB dataset that results in
improved performance. In contrast to these methods, we use FDDB and Pascal faces
for testing only and employ rectangular bounding box to evaluate the results.
The average precision scores of the proposed method on the test set of
WIDER dataset are shown in Table 4 and the corresponding precision-recall
curves are shown in Figure 12.5. It can be clearly observed that DAFE-FD
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outperforms existing state-of-the-art methods on the “hard" subset while
achieving comparable or better performance on the other subsets. Detection
results are shown in Figure 12.6.
12.2.2 FDDB
This dataset consists of 2,845 images with a total of 5,171 annotated faces.
Figure 12.7 (a) and (b) shows comparison of ROC curves for different methods
( S3FD[10], HR/HR-ER [9], Faster RCNN, UnitBox [242], MT-CNN [239],
D2MFD [243], Conv3D [11], Hyperface [180] and Headhunter [224]) with
the proposed method in discrete and continuous mode respectively. We use
rectangular bounding boxes for evaluation as opposed to HR, S3FD and
Conv3D that use elliptical regression to reduce localization error. Also, in
contrast to HR that is trained on FDDB, we do not use images in FDDB for
training purpose. In spite of lacking these additional features, DAFE-FD
achieves consistently better performance in case of discrete scores and is
comparable to other methods in case of continuous scores. Although S3FD
obtains slightly better performance, it is important to consider that the authors
manually annotated several unlabelled faces in the FDDB dataset which results
in increased performance.
12.2.3 Pascal Faces
This dataset [8] consists of 851 images with a total of 1,355 labelled faces and
it is a subset of the PASCAL person layout dataset [244]. Figure 12.7(c) shows
the comparison of precision-recall curves on this dataset for different methods
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with the proposed method. The proposed DAFE-FD method outperforms
existing methods such as S3FD [10], Faceness [240], DPM [223], Headhunter
[224] and many others.
12.3 Summary
We proposed a feature enrichment technique to improve the performance
of small face detection. In contrast to existing methods that employ new
strategies to improve anchor design, we instead focus on enriching the feature
maps directly which is inspired by crowd counting/density estimation tech-
niques that estimate the per pixel density of people/faces present in an image.
Experiments conducted on different datasets, such as WIDER, Pascal-faces
and FDDB, demonstrate considerable gains in performance due to the use of
proposed density enrichment module. Additionally, the proposed method is
complementary to recent improvements in anchor designs and hence, it can
be used to obtain further improvements.
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Chapter 13
Conclusions and Future Work
Crowd counting is an important problem owing to its usage in a wide range
of applications such as video surveillance, traffic monitoring, public safety
and urban planning, cell microscopy, agricultural and environmental mon-
itoring. Considering its wide impact across a range of domains, we focus
on developing Single Image based Crowd Counting Approaches using Deep
Learning Techniques. Through these approaches, we explicitly attempt to
address a variety of challenges encountered by the crowd counting research
community. Specifically, we tackle the problem of large variations in scales
and appearances of objects by incorporating context information at global and
local levels. In order to address the issue of background clutter, we exploit dif-
ferent attention mechanisms like inverse attention and hierarchical attention
which result in significant improvements over existing approaches. Addition-
ally, we design fusion strategies such as multi-level and multi-path schemes
and uncertainty-based iterative residual aggregation which can effectively
combine information from multiple layers in a deep network for producing
scale robust models.
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In addition to the task related challenges, we also address problems related
to the data. Specifically, we develop techniques to train deep networks from
limited labeled data while exploiting large amounts of unlabeled or weakly-
labeled samples. In this attempt, we propose Gaussian Processes based semi-
supervised learning technique and class activation map based pseudo-label
generation training approach for the weakly labeled data. Furthermore, we
also introduce a new large-scale crowd counting dataset which can be used to
train considerably larger networks. The proposed data consists of 4,372 high
resolution images with 1.51 million annotations. We made explicit efforts to
ensure that the images are collected under a variety of diverse scenarios and
environmental conditions. The dataset provides a richer set of annotations
like dots, approximate bounding boxes, blur levels, etc.
13.1 Future Research Directions
While this thesis presents significant progress in single image based crowd
counting, more work is required in the following areas.
• There is a need to further improve the counting errors in order to enable
them for critical real world applications.
• Existing crowd counting approaches suffer from poor cross-dataset per-
formance due to issues such as domain/distributional shift. Hence,
there is a pressing need to develop domain adaptation/transfer learning
approaches to ensure better generalization abilities.
• Existing crowd counting approaches are overly focused on the learning
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to estimate the count from single images and video-based counting has
received less importance. Considering that video data is sequential
and provides more information as compared to single images, it would
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