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Abstract
Systems of dynamical elements exhibiting spontaneous rhythms are
found in various fields of science and engineering, including physics, chem-
istry, biology, physiology, and mechanical and electrical engineering. Such
dynamical elements are often modeled as nonlinear limit-cycle oscillators.
In this article, we briefly review phase reduction theory, which is a simple
and powerful method for analyzing the synchronization properties of limit-
cycle oscillators exhibiting rhythmic dynamics. Through phase reduction
theory, we can systematically simplify the nonlinear multi-dimensional dif-
ferential equations describing a limit-cycle oscillator to a one-dimensional
phase equation, which is much easier to analyze. Classical applications
of this theory, i.e., the phase locking of an oscillator to a periodic exter-
nal forcing and the mutual synchronization of interacting oscillators, are
explained. Further, more recent applications of this theory to the syn-
chronization of non-interacting oscillators induced by common noise and
the dynamics of coupled oscillators on complex networks are discussed.
We also comment on some recent advances in phase reduction theory for
noise-driven oscillators and rhythmic spatiotemporal patterns.
Keywords: rhythmic phenomena, nonlinear oscillators, phase mod-
els, synchronization
1 Introduction
Abundant examples of spontaneous rhythmic oscillations exist in our world, such
as chemical reactions, electric circuits, mechanical vibrations, cardiac cells, spik-
ing neurons, flashing fireflies, calling frogs, and the rhythmic walking of animals
and robots [1]-[21]. Such rhythmic nonlinear dynamical systems undergoing sta-
ble self-sustained periodic oscillations can be considered limit-cycle oscillators.
In this article, we give an introductory review of a simple and powerful theo-
retical method for the analysis of limit-cycle oscillators, called phase-reduction
theory, and its applications to the synchronization phenomena of limit-cycle
oscillators.
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To be more explicit, phase-reduction theory is a mathematical framework
that provides us with a reduced description of a nonlinear limit-cycle oscillator.
Under the condition that the perturbations applied to the oscillator are suffi-
ciently weak, it systematically approximates the dynamics of the oscillator de-
scribed by a multi-dimensional state variable using only a single phase variable,
where the properties of the oscillator are encapsulated within its natural fre-
quency and phase response. The multi-dimensional dynamical equation describ-
ing the oscillator is reduced to a quite simple one-dimensional phase equation,
which can be analyzed in detail and provides important information of various
rhythmic phenomena, while allowing the quantitative aspects to be retained.
As a result of these advantages, phase reduction theory is now widely used
in science and engineering, being applied not only in the fields of physics and
chemistry, but also in biology, mechanical and electrical engineering, robotics,
medicine, etc.
Phase reduction theory has a rather long history; by the 1950s, existence
of periodic solutions to nonlinear oscillators under perturbation, which is es-
sential for the phase reduction, had already been discussed by Malkin [4, 22].
In 1960s, Winfree asserted the importance of the notion of phase and formu-
lated the phase model for a population of nonlinear oscillators in his pioneering
studies on biological synchronization [1, 23]. Since then, many researchers have
explored various rhythmic phenomena on the basis of phase reduction theory.
Among them, in the 1970–80s, Kuramoto extended Winfree’s results and pro-
posed a solvable coupled-oscillator model that exhibits collective synchroniza-
tion transition, which is now known as the Kuramoto model [2, 24, 25], as well as
the Kuramoto-Sivashinsky equation [2, 5], which describes nonlinear waves and
chaos in oscillatory media. His theory has played important roles in the anal-
ysis of spatiotemporal rhythmic patterns in chemical media, such as the target
waves in the Belousov-Zhabotinsky reaction [1, 2, 3]. The idea of phase reduc-
tion was also extensively developed by Ermentrout and Kopell [7, 26, 27, 28],
particularly in relation to the mathematical modeling of neural systems. Er-
mentrout established a simple and useful method for calculating the phase sen-
sitivity function (in the terminology of this article), which is called the “adjoint
method”, and which is now used as a standard technique in studies of coupled
oscillators [28, 29].
During the period in which research into chaotic dynamical systems was
extremely active, the field of the rhythmic phenomena and coupled oscillators
was relatively inactive; however, this topic has recently regained considerable
attention. One reason for this renewed interest is that phase reduction theory
provides us with a simple and unified framework to qualitatively and quantita-
tively treat various real-world rhythmic phenomena whose detailed information
is becoming increasingly accessible as a result of recent progress in experimental
techniques.
This article is an introductory review of phase reduction theory. We provide
definitions of the phase and the phase response, and derive a phase equation from
the dynamical equation describing a limit-cycle oscillator. We then discuss a
few of classical applications of phase reduction theory; specifically, the phase
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locking of an oscillator to a periodic external forcing and the mutual synchro-
nization of coupled oscillators. As more recent examples, we also consider the
synchronization of non-interacting oscillators caused by common noise, along
with the dynamics of coupled oscillators on complex networks. In addition, we
comment briefly on some recent advances, for example, the application of phase
reduction theory to noise-driven oscillators and rhythmic patterns in spatially
extended media.
This introductory article aims to provide the main ideas of phase reduc-
tion theory and does not cover the vast subject of coupled oscillators. We do
not discuss, for example, detailed analysis of the Kuramoto model of collec-
tive synchronization, the various coupled-oscillator models and their intriguing
dynamics, and applications to real-world rhythmic phenomena. Readers who
are interested in such topics are advised to consider more detailed discussions
provided in the literature.
2 Limit-cycle oscillators
In this article, we focus on nonlinear autonomous dynamical systems that ex-
hibit self-sustained steady rhythmic oscillations, calling them simply oscillators.
More explicitly, we consider a continuous dynamical system possessing a stable
limit-cycle orbit in its state space1. The periodic dynamics of cardiac cells, the
firing of spikes in neurons receiving a constant periodic current [1, 3, 4, 6, 7, 10],
the leg movements of passively walking robots [18], and electric circuits pow-
ering flashing LEDs (see Fig. 1) [30] are typical examples of limit-cycle oscil-
lations. For a more detailed introduction to dynamical systems and rhythmic
phenomena, see, e.g., [13, 14], as well as textbooks on dynamical systems (e.g.,
[7, 8, 9, 31, 32]).
Suppose that the state of the oscillator is represented by M real variables,
i.e., it has a M -dimensional state space, and denote the oscillator state by a
real vector X = (X1, · · · , XM ). The dynamics of the oscillator is described by
an ordinary differential equation (ODE),
d
dt
X(t) = F(X), (1)
where t is the time and F(X) = (F1(X), ..., FM (X)) is the vector field repre-
senting the oscillator dynamics. Here, F(X) depends on t only through X and
does not explicitly depend on t, because the oscillator is autonomous. We as-
sume that this dynamical system has a single stable limit cycle X0(t) in the
state space, which we denote by χ. (The limit cycle is linearly stable if all of its
Floquet exponents have negative real parts, except for a single zero exponent
corresponding to the direction along the orbit [9, 31]. See Appendix A for a brief
1In dynamical systems theory, the term “phase space” is generally used instead of “state
space”. However, in this article, we use “state space” to avoid confusion with the “phase” of
the oscillations.
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Figure 1: (a,b) Limit-cycle oscillations of the FitzHugh-Nagumo model of a
spiking neuron. (a) Dynamics in the state space and (b) time sequences of
variables u and v. The parameter values are  = 0.08, a = 0.7, b = 0.8, and
I = 0.8. (c,d) Limit-cycle oscillations of an electric circuit that periodically
flashes an LED. Two voltage sequences, V1 and V2, were measured from the
circuit via an A/D converter. (c) Dynamics in the V1-V2 plane and (d) time
sequence of V1. (Courtesy of K. Arai [30]).
explanation.) The natural period of the limit cycle is denoted by T and the nat-
ural frequency is defined as ω = 2pi/T , where X0(t + T ) = X0(t) holds. Note
that we say “natural” here, because the period and frequency of the oscillator
may vary when the oscillator is perturbed. All orbits starting from the basin of
attraction [9, 31] of the limit cycle χ eventually approach χ and exhibit periodic
oscillations. In general, an analytical expression for X0(t) cannot be obtained
for nonlinear oscillators, apart from a few special cases. See Appendix B for the
Stuart-Landau oscillator, for which X0(t) can be analytically solved.
For example, the FitzHugh-Nagumo model [1, 7], which is a simple mathe-
matical model describing the firing dynamics of a neuron, has a two-dimensional
state variable X = (u, v) that obeys
d
dt
u(t) = u− u
3
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− v + I, d
dt
v(t) = (u+ a− bv). (2)
Here, u corresponds to the membrane potential of the neuron, while v represents
the dynamics of the ion channels on the membrane in a simplified manner. This
model exhibits stable limit-cycle oscillations within an appropriate range of the
parameters , a, b, and I, where I corresponds to the input current to the neuron.
Figures 1(a) and (b) show the limit-cycle orbit in the (u, v) state space and the
time sequences of u and v, respectively. In this case, the entire state space
apart from a single unstable fixed point (inside the limit cycle, not shown) is
the basin of attraction of this limit cycle. The parameter  is generally small,
so the variable u quickly follows v and exhibits slow-fast relaxation oscillations,
which consist of slow dynamics along the two branches of the u-nullcline on
which du/dt = 0 (given by the curve v = u − u3/3 + I) and quick jumps
between them [7].
Another example, a limit-cycle orbit measured experimentally from an elec-
tric circuit for a periodically flashing LED [30], is shown in Figs. 1(c) and (d).
The voltage sequences V1(t) and V2(t) were measured at two different locations
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in the circuit and sampled via an A/D converter. Figure 1(c) shows the dy-
namics of the circuit on the V1-V2 plane, while Fig. 1(d) shows the periodic
time sequence of V1(t). The spiky relaxation oscillations of V1 indicate that the
circuit has slow-fast dynamics [7].
3 Phase description of limit-cycle oscillators
For a stable limit-cycle oscillator, we can introduce a phase along the limit-
cycle orbit and its basin of attraction. There are various definitions of the
oscillator “phase”. For example, a naive choice would be to define the phase
simply as the geometric angle of the state point. In phase reduction theory,
however, the “asymptotic phase” is used, which is quite useful in describing the
dynamics of limit-cycle oscillators [1]. In the following, the asymptotic phase is
simply referred to as the “phase”. From the definition of this phase, the phase
response function (also known as phase response curve, phase resetting function,
or phase resetting curve [1, 3, 6, 7]), a fundamental quantity that characterizes
the dynamical properties of the oscillator, is naturally defined [1]-[4],[7]. For a
weakly perturbed oscillator in particular, the phase sensitivity function, which
gives linear response coefficients of the oscillator phase to applied perturbations,
plays an essential role in the derivation of the phase equation.
3.1 Definition of the phase
To describe the oscillator state by its phase value, we need to introduce a phase
function Θ(X) that gives a phase value θ = Θ(X) satisfying 0 ≤ θ < 2pi of the
M -dimensional oscillator state X in the basin of the limit cycle χ. (The range of
the phase is often assumed to be [0, 1) or [0, T ) instead of [0, 2pi) in the literature.
The definition of the frequency also changes accordingly.) In assigning the phase
value to the oscillator state, it is desirable that the resulting phase equation has
a simple expression. Such a phase function can be introduced as follows.
First, we define the phase function Θ(X) on the limit cycle χ. As shown
schematically in Fig. 2(a), we choose the origin of the phase θ = 0 (identified
with θ = 2pi, as usual) somewhere on χ, and assume that the phase θ(t) =
Θ(X0(t)) of the oscillator state X0(t) on χ increases from 0 to 2pi as X0(t) goes
around χ. The velocity of the oscillator state X0(t) that rotates around χ is
generally not constant in the state space. However, we can define Θ(X) so that
θ(t) always increases with a constant frequency ω = 2pi/T . This is possible by
assigning the phase value θ(t) = ωt to X0(t), in other words, by identifying the
phase with the time multiplied by the frequency. See Fig. 2(b) for an example,
which shows the time series of the variable u and the phase θ of the FitzHugh-
Nagumo oscillator. Note that the intervals between the “scales” of the phase on
the limit cycle are generally not even; they are proportional to the velocity of
the oscillator at each state point on χ. Hereafter, we denote the oscillator state
on χ as a function of θ (rather than t) as X0(θ), where 0 ≤ θ < 2pi. Note that
θ = Θ(X0(θ)) holds by definition.
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Figure 2: (a) Definition of the phase of the limit cycle. The phase θ is identified
with the time multiplied by the frequency, i.e., θ = ωt, yielding a constantly
increasing phase variable and non-uniform scales on the limit cycle. (b) Time
series of the variable u and phase θ of the limit-cycle orbit of the FitzHugh-
Nagumo model. (c) Isochrons (equal-phase sets) of the limit cycle. (d) Phase
function Θ(u, v) of the FitzHugh-Nagumo model. In (b) and (d), the parameters
of the FitzHugh-Nagumo model are the same as in Fig. 1.
When the oscillator is isolated, every oscillator state starting from the basin
eventually converges to χ because the oscillator is autonomous. However, ex-
ternal perturbations, such as the interaction with other oscillators, may kick
the oscillator state out from χ. Therefore, we need to extend the definition of
Θ(X) to the basin of χ. It is convenient to assign the same θ(t) to all oscillator
states {X(t)} that converge to the same X0(θ(t)) on χ, which has phase θ(t),
when t→∞ in the absence of perturbation (see Fig. 2(c) for a schematic). This
extends the definition of the phase to the entire basin of χ, as shown in Fig. 2(d).
The set of oscillator states that share the same phase value is called the isochron
(equal-phase set) and plays an important role in the description of limit-cycle
oscillations [1]. If the oscillator states are on the same isochron at a given point
in time, they continue to be on the same isochron for all subsequent time, and
converge to the same state on the limit cycle χ. See Guckenheimer [33] for
mathematical properties of the isochron.
Let us describe the above idea mathematically. By differentiating θ(t) =
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Θ(X(t)) with respect to time, we obtain
d
dt
θ(t) =
d
dt
Θ(X(t))
= gradX=X(t)Θ(X) ·
d
dt
X(t) = gradX=X(t)Θ(X) · F(X(t)), (3)
where the chain rule of differentiation is used and
gradX=X(t)Θ(X) =
(
∂
∂X1
Θ(X), · · · , ∂
∂XM
Θ(X)
)
X=X(t)
(4)
is the gradient of Θ(X) estimated at X = X(t). Therefore, if we define Θ(X)
in such a way that
gradXΘ(X) · F(X) = ω (5)
is satisfied at every X on χ and in its basin of attraction, the relation
d
dt
θ(t) = ω (6)
constantly holds.
Thus, by using the above definition, we can introduce a phase θ(t) of the
oscillator state X(t) that increases with a constant ω in the whole basin of χ.
The multi-dimensional equation (1) describing the oscillator dynamics is then
reduced to a quite simple one-dimensional phase equation (6). Note that we
cannot retrieve the full information of X from θ because Θ(X) is not a one-to-
one mapping. However, if X remains near the limit cycle χ, we can approximate
X by X0(θ) on χ with θ = Θ(X); this is sufficient to yield the lowest-order phase
equation when we consider weakly perturbed oscillators. This idea is the basis
of phase reduction theory.
3.2 Measurement of the phase
We saw that the dynamics of the oscillator can be simplified to a one-dimensional
phase equation (6) by defining the phase function Θ(X) appropriately. However,
the definition of Θ(X) in Eq. (5) appears to be difficult to use in practice.
Also, it is generally impossible to obtain an analytical expression for Θ(X) (see
Appendix B for a solvable example of the Stuart-Landau oscillator). In actual
numerical simulations or experiments, the oscillator phase can be measured by
evolving the oscillator state and calculating the time necessary for the oscillator
to reach and pass through the origin of the phase on χ. This is achieved as
follows.
Suppose that the initial state of the oscillator is at some point X1 on χ. To
measure the phase of X1, we evolve the oscillator state from X1 along the limit
cycle. If time τ (0 ≤ τ ≤ T ) is required for the oscillator state to reach and
pass through the origin of the phase on χ, the phase θ = Θ(X1) of X1 is given
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Figure 3: (a),(b) Phase response of the oscillator to an impulsive stimulus (state
space and time sequence). (c) Phase sensitivity function Z(θ) = (Zu(θ), Zv)(θ)
of the FitzHugh-Nagumo model. The parameters are the same as in Fig. 1.
by θ = 2pi − ωτ = 2pi(1 − τ/T ), because θ + ωτ = 2pi. Next, to measure the
phase of the initial state X2 in the basin of χ (but not exactly on χ), we evolve
the oscillator state from X2 for time nT , where n is some positive integer, until
it converges sufficiently close to χ. If the state converges to an oscillator state
with phase θ on χ, the phase of X2 is also θ (the phase is considered in modulo
2pi here).
In Fig. 2(d), the phase function Θ(u, v) of the FitzHugh-Nagumo model,
which was calculated numerically using the above algorithm, is shown on the
(u, v) state space. Reflecting the slow-fast dynamics of this model, the phase
function largely varies along the left and right branches of the limit-cycle orbit
where the oscillator state slowly follows the u-nullcline, while it shows little
variation along the upper and lower branches where the oscillator state quickly
jumps between the left and right branches. The u-nullcline clearly separates
the phase portrait, because oscillator states to the left of this curve are quickly
attracted to the left branch, and those to the right are attracted to the right
branch. See Fig. 9 in Appendix B for comparison, which shows the phase
function of a smooth Stuart-Landau oscillator that varies smoothly along the
limit-cycle orbit.
In experiments, only some of the state variables of the oscillator may be
observed. However, provided we have sufficiently stable limit-cycle oscillations
and can detect that the oscillator state passes through the origin of the phase
on χ in some way, we can, in principle, measure the oscillator phase even from a
single time sequence of the oscillator. In extracting the phase information from
experimental signals, linear interpolation of threshold-crossing events, wavelet
transform, or Hilbert transform of the measured signal is typically used [5,
21]. The resulting phase (called “protophase” in Refs. [34, 35, 36]) is generally
different from the asymptotic phase used in phase reduction theory, but it can
be further converted to the true asymptotic phase that increases with a constant
frequency by nonlinear transformation of the variables [34, 35, 36].
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3.3 Phase response to external perturbations
We have defined the phase and derived the phase equation for an isolated oscil-
lator. However, we must also incorporate perturbations applied to the oscillator
into the phase equation, because the oscillators are usually driven by external
forcing or are mutually interacting (otherwise no interesting phenomena will
occur!). In phase reduction theory, the response function of the oscillator phase
to external perturbations plays an important role.
Let us introduce the phase response of the oscillator to an impulsive stim-
ulus. Suppose that the oscillator is perturbed by an impulse, represented by a
perturbation vector I = (I1, ..., IM ), when its state is at X0(θ) with phase θ on
the limit cycle χ (see Fig. 3(a) for a schematic). We assume that the oscillator
is kicked to a new state, X = X0(θ) + I, within the basin of χ (if I is too strong
and the state is expelled from the basin of χ, the state does not return to χ and
phase reduction theory is no longer applicable). As previously, the phase of the
kicked state X is given by Θ(X), and this state gradually returns to χ. By this
kick, a phase shift from that of the unperturbed orbit is produced. Using the
phase function, this shift can be represented as
g(θ; I) = Θ(X0(θ) + I)− θ, (7)
because the new phase of the oscillator just after the kick is given by Θ(X0(θ)+
I). We call this g(θ; I) the phase response function of the oscillator, which is 2pi-
periodic in θ and generally depends nonlinearly on I. This function characterizes
the response property of the oscillator phase to an external impulsive stimulus
given at phase θ on the limit cycle χ, and is essentially important in phase
reduction theory.
In this article, we focus on weakly perturbed oscillators (see Appendix C for
the treatment of oscillators driven by finite-intensity impulses). Therefore, we
can work in the linear-response framework as follows. When |I|, the magnitude
of I, is sufficiently small, the phase function can be expanded in a Taylor series
as
Θ(X0(θ) + I) = Θ(X0(θ)) + gradXΘ(X)|X=X0(θ) · I+O(|I|2), (8)
where Θ(X0(θ)) = θ by definition. Therefore, the phase response function can
be linearly approximated as
g(θ; I) ' gradXΘ(X)|X=X0(θ) · I = Z(θ) · I, (9)
where we express the linear response coefficient of the phase to small I as
Z(θ) = gradXΘ(X)|X=X0(θ) . (10)
We call this Z(θ) the phase sensitivity function, which gives a M -dimensional
gradient vector of Θ(X) estimated at X = X0(θ) with phase θ on the limit cycle
χ. Equation (9) indicates that the projection of the perturbation I onto the
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direction along χ, which is given by the inner product of I and Z(θ), eventually
remains and affects the phase dynamics of the oscillator.
In Fig. 3(c), Z(θ) = (Zu(θ), Zv(θ)) of the FitzHugh-Nagumo model is shown,
which represents the sensitivity of the oscillator phase θ to weak perturbations
applied to u and v, as a function of the oscillator phase θ at which the per-
turbation is given. We can see how the oscillator phase is advanced or delayed
depending on the timing of the perturbation.
In phase reduction theory, the dynamical property of the oscillator is en-
capsulated into g(θ; I) and, for weakly perturbed oscillators in particular, Z(θ)
plays an essential role in the derivation of the phase equation. We use the term
phase sensitivity function for Z(θ) in this article, because the term “sensitivity
function” was used for Z(θ) in Winfree’s original paper on biological rhythms
in 1967 [23]. This function is also called the “phase response function” or “in-
finitesimal phase resetting curve” in the literature. Though the functions g(θ; I)
and Z(θ) are called in various ways, in any case, g(θ; I) representing the phase
shift due to perturbations should not be confused with Z(θ) representing linear
response coefficients of the phase to perturbations.
To measure the phase response function g(θ; I) directly, we stimulate the
oscillator by an impulse I at varying values of phase θ on χ, and measure the
resulting phase difference from the unperturbed case sufficiently after the tran-
sient (see Fig. 3(b)). The phase sensitivity function Z(θ) = (Z1(θ), ..., ZM (θ))
can thus be obtained, in principle, by applying a very weak impulsive stimulus
of intensity I to each component X of the state variable and measuring g(θ; Iej)
as
Zj(θ) = lim
I→0
g(θ; Iej)
I
, (11)
where ej is a unit vector along the jth component of the oscillator state (j =
1, ...,M). This is sometimes called the direct method for measurement of the
phase response properties.
In experiments, it is not always possible to apply an appropriate stimulus
to every component of the state variable. Then, the corresponding component
of Z(θ) cannot be determined using the direct method. Also, it is necessary
to apply a stimulus with an appropriate intensity so that the response of the
oscillator is not buried in experimental noise. However, because the linear ap-
proximation of g(θ; I) is valid only for sufficiently small I, the resulting Z(θ) can
be inaccurate. Various methods for measuring the phase response and phase
sensitivity functions have been devised and applied to experimental data of var-
ious kinds of nonlinear oscillators, such as electric circuits, firing neurons, and
circadian rhythms [10],[30],[37]-[42]. When the mathematical model of the os-
cillator is explicitly given, the phase sensitivity function Z(θ) can be more easily
and accurately calculated using the “adjoint method”, as we explain next.
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3.4 The adjoint method and Malkin’s theorem
It is known that the phase sensitivity function Z(θ) can be obtained as a 2pi-
periodic solution to the following “adjoint equation” [4, 7, 28]:
ω
d
dθ
Z(θ) = −J(θ)†Z(θ) (12)
with the normalization condition
Z(θ) · dX0(θ)
dθ
= 1 (13)
for 0 ≤ θ < 2pi. Here, J(θ) is the Jacobi matrix of F(X) at X = X0(θ), i.e., its
(i, j)-component is given by
Jij(θ) =
∂Fi(X)
∂Xj
∣∣∣∣
X=X0(θ)
(14)
for 1 ≤ i, j ≤M , and † indicates the matrix transpose. Equation (12) is adjoint
to the linearized variational equation2
ω
d
dθ
u(θ) = J(θ)u(θ) (15)
describing a small variation u(θ) of X from X0(θ), expressed here as a function
of θ rather than t, with respect to the inner product defined as
[Z(θ),u(θ)] =
1
2pi
∫ 2pi
0
Z(θ) · u(θ)dθ. (16)
See Appendix D for a derivation of the adjoint equation.
As explained in Ref. [4], the adjoint equation (12) is an essential part of
Malkin’s theorem, which guarantees the phase description itself [4, 7, 22]. The
phase equation can be seen as a “solvability condition” of the Fredholm theo-
rem for the variational equation of periodically perturbed oscillators [4, 7, 32].
When the phase equation is satisfied with Z(θ) given by Eq. (12), the varia-
tional equation has a non-divergent periodic solution and the oscillator state
can be represented by the phase. As shown by Ermentrout [7, 28], the adjoint
equation (12) also gives a simple and useful numerical algorithm for calculating
Z(θ). That is, by integrating Eq. (12) backward in time, only the neutrally
stable periodic component corresponding to Z(θ) can be obtained. The phase
sensitivity function Z(θ) = (Zu(θ), Zv(θ)) in Fig. 3(c) was calculated using the
adjoint method. See Appendix E for the numerical algorithm.
2Recall that the variational equation is given by du(t)/dt = J(X0(t))u(t) where J(X0(t))
is the Jacobi matrix of F(X) at X = X0(t) (Appendix A). When u is expressed as a function
of θ = ωt, this gives Eq. (15).
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3.5 Phase reduction
Using the phase sensitivity function Z(θ), we can reduce the multi-dimensional
dynamical equation for a limit-cycle oscillator driven by weak perturbations
to an approximate one-dimensional phase equation [1, 2]3. Suppose that the
dynamics of the oscillator is described by
d
dt
X(t) = F(X) + εp(X, t). (17)
Here, F(X) represents the unperturbed oscillator dynamics, p(X, t) is a M -
dimensional vector representing the weak perturbation that depends on the
oscillator state X and the time t, and ε is a small parameter representing the
intensity of the perturbation. We assume that this ε is sufficiently small so that
the oscillation of the system persists and the perturbed orbit does not deviate
significantly from the unperturbed limit cycle χ.
Let us now derive the approximate phase equation for the weakly perturbed
oscillator. First, using the phase function Θ(X), we can rewrite the phase
dynamics as
d
dt
θ(t) =
d
dt
Θ(X(t)) = gradXΘ(X)|X=X(t) ·
d
dt
X(t)
= gradXΘ(X)|X=X(t) · {F(X(t)) + εp(X(t), t)}
= ω + ε gradXΘ(X)|X=X(t) · p(X(t), t), (18)
where we used Eq. (5). Though no approximation is made at this point, this
equation still depends explicitly on X(t) and is not closed in θ because of the
last perturbation term.
To obtain a phase equation that is closed in θ, we use the fact that the
perturbation is sufficiently weak and, therefore, the oscillator state does not
deviate significantly from the unperturbed limit cycle χ. Thus, at the low-
est order, we may approximate X(t) in the above equation by a nearby state
X0(θ(t)) on χ that has the same phase value θ(t) = Θ(X(t)) as X(t). Then,
the term gradXΘ(X)|X=X(t) · p(X(t), t) in Eq. (18) can be approximated by
gradXΘ(X)|X=X0(θ(t)) · p(X0(θ(t)), t) = Z(θ(t)) · p(X0(θ(t)), t). Therefore,
Eq. (18) is approximated to a phase equation closed in θ,
d
dt
θ(t) = ω + εZ(θ) · p(θ, t), (19)
where p(θ, t) = p(X0(θ), t) represents the perturbation given at the oscillator
state X = X0(θ) on the limit cycle. The error yielded by this approximation
3The dynamics of the oscillator receiving impulsive perturbations can also be reduced to a
phase equation using the phase response function g(θ; I). In this case, a one-dimensional map
for the phase can be derived. The impulses need not be weak, provided the intervals between
them are sufficiently large for the oscillator state to return to the limit cycle. See Appendix C
for a brief explanation.
12
is generally O(ε2), because the replacement of X(t) by X0(θ(t)) in gradXΘ(X)
yields an error of O(ε).
Thus, up to the first order in ε, we can obtain an approximate equation
for the phase θ describing a weakly perturbed oscillator in a closed form. The
original multi-dimensional dynamical equation (17) describing a perturbed oscil-
lator has been systematically reduced to a simple one-dimensional phase equa-
tion (19), which is much easier to analyze. In the following, we use this reduced
phase equation to analyze several types of synchronization phenomena.
4 Synchronization of oscillators due to external
forcing
In this section, we analyze two kinds of synchronization dynamics of limit-cycle
oscillators driven by weak external forcing, using phase reduction theory. The
first case is a classical example of the phase locking of oscillators to periodic
external forcing. The second case is a relatively new example of noise-induced
phase synchronization occurring between non-interacting oscillators, which is
caused by common noisy forcing. Both situations can be analyzed in a general
manner using phase reduction theory.
4.1 Periodic forcing
As the first example, we consider the phase locking of limit-cycle oscillators to
periodic external forcing. This is the most basic synchronization phenomenon
and has therefore been studied extensively. For example, our circadian rhythm
is phase-locked to the 24h day-night cycle of the sun [1]. The injection locking of
electric circuits and lasers using periodic signals has been used in engineering [43,
44, 45]. Here, we consider the phase locking of nonlinear oscillators driven by
weak periodic forcing.
Suppose that an oscillator is weakly driven by a periodic external forcing
f(t) of period Text and frequency Ω = 2pi/Text, which satisfies f(t+Text) = f(t).
The oscillator obeys
d
dt
X(t) = F(X) + εf(t), (20)
where ε is a small parameter representing the forcing intensity. We consider
the external forcing εf(t) as a weak perturbation and plug p(θ, t) = f(t) into
Eq. (19). Then, the above equation for X(t) can be approximated to a phase
equation of the form
d
dt
θ(t) = ω + εZ(θ) · f(t). (21)
Although reduced to a phase-only equation, Eq. (21) is still non-autonomous,
that is, the right-hand side depends explicitly on t. By applying the averaging
13
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Figure 4: Dynamics of the relative phase of an oscillator driven by periodic
external forcing. (a) Dynamics of the relative phase φ(t) = θ(t) − Ωt and
the function Γe(φ). (b) Time evolution of the relative phase φ(t). When the
frequency difference is sufficiently small and Eq. (27) is satisfied, phase locking
takes place and φ(t) converges to a constant. (c) Frequency of the phase slips
fslip vs. the frequency difference ε∆ = ω − Ω. When |ε∆| is sufficiently small,
phase locking takes place and phase slips do not occur, i.e., fslip = 0. Outside
this range, the relative phase continues to increase or decrease and fslip 6= 0. In
(c), it is assumed that the phase sensitivity function is Z(φ) = sinφ, the periodic
forcing is f(t) = sin Ωt, and the intensity of the perturbation is ε = 0.1, which
yields Γe(φ) = (cosφ)/2, min Γe = −1/2, max Γe = 1/2, and the phase-locking
range −0.05 < ε∆ < 0.05.
method [2, 4, 46], we can further simplify this equation to an autonomous phase
equation for θ, which can more easily be analyzed [2]. To this end, we assume
that both frequencies, i.e., Ω and ω, are sufficiently close. More explicitly, we
assume that the frequency difference ω − Ω is O(ε), and denote it as
ω − Ω = ε∆, (22)
where ∆ is O(1). Namely, we consider the case that the frequency difference
and the periodic forcing are of the same order. We introduce a relative phase,
φ(t) = θ(t)− Ωt, (23)
which is the difference between θ(t) and the phase of the external forcing Ωt.
Then, from Eq. (21), φ(t) obeys
d
dt
φ(t) = ω − Ω + εZ(φ(t) + Ωt) · f(t) = ε{∆ + Z(φ(t) + Ωt) · f(t)}. (24)
Now, because the right-hand side of the above equation is O(ε), φ(t) is a
slowly varying variable, while Ωt varies rapidly. Thus, we may approximate the
right-hand side of the above equation by integrating it over one period of the
fast external forcing, assuming that φ(t) does not vary within Text. By this
averaging approximation4, we obtain
d
dt
φ(t) = ε{∆ + Γe(φ)}. (25)
4More precisely, φ (the phase before averaging) and φ˜ (the phase after averaging) are
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Here, Γe(φ) is a 2pi-periodic function representing the effect of the periodic
external forcing on the oscillator phase, and is given by
Γe(φ) =
1
Text
∫ t+Text
t
Z(φ+ Ωt′) · f(t′)dt′ = 1
2pi
∫ 2pi
0
Z(φ+ ψ) · f
(
ψ
Ω
)
dψ
(26)
using the 2pi-periodicity of Z(θ) and the Text-periodicity of f(t). The error
caused by this approximation is also O(ε2) [4].
Because Eq. (25) is a one-dimensional autonomous equation, its dynamics
can be easily analyzed by drawing a graph of Γe(φ), as shown schematically in
Fig. 4(a). As we can see, if the condition
min Γe(φ) < −∆ < max Γe(φ) (27)
is satisfied, Eq. (25) has at least two fixed points at which dφ(t)/dt = 0 holds,
one of which is stable. Thus, the relative phase φ(t) = θ(t) − Ωt converges to
the stable fixed point. This means that the phase difference between the oscil-
lator and the external forcing becomes constant, that is, the oscillator exhibits
phase locking to the periodic external forcing. In contrast, if |∆| is too large,
dφ(t)/dt > 0 or dφ(t)/dt < 0 always hold and φ(t) continues to increase or
decrease. The oscillator cannot phase lock to the external forcing in this case;
it exhibits periodic phase slips and the relative phase increases indefinitely. See
Fig. 4(b) for the dynamics of the relative phase.
The mean frequency of the oscillator is equal to Ω when the oscillator is
phase-locked to the external forcing, while it deviates from Ω when the oscillator
exhibits phase slips. Figure 4(c) shows the frequency fslip = 1/Tslip of the phase
slips, where Tslip is the time interval between slips, as a function of the frequency
difference ε∆ = ω − Ω. When phase locking takes place, the mean oscillator
frequency equals Ω and fslip = 0. Outside this range, phase slips occur and fslip
takes either positive or negative values. In this case, fslip can be calculated as
fslip =
1
Tslip
, Tslip =
∫ 2pi
0
dφ
ε{∆ + Γe(φ)} , (28)
from Eq. (25). Thus, the graph of fslip has a characteristic plateau in the
phase-locking range as shown in Fig. 4(c).
The above argument can be generalized to the case where the ratio of ω to
Ω is close to a rational value, i.e., ω/Ω ≈ n/m with integer n and m, and it
can be shown that the oscillator generally exhibits m:n phase locking to the
external forcing, i.e., the oscillator rotates exactly m times while the external
forcing oscillates n times. In principle, the phase locking occurs for every pair of
m and n, i.e., when the natural frequency ω of the oscillator is close to rational
slightly different. They are related by a near-identity transform of the form φ = φ˜+εh(φ˜, t) [4,
46]. Although we treat φ and φ˜ as being identical in this article, their dynamics are slightly
different. For example, even if φ˜ becomes constant and the oscillator is “phase-locked” to the
periodic forcing, φ can exhibit tiny oscillations around the locked phase.
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multiples of Ω. If the mean frequency of the driven oscillator is plotted as a
function of Ω, this leads to the well-known Devil’s staircase graph with many
plateaus of various sizes [3, 7].
4.2 Common noisy forcing
As the second example, we consider synchronization of non-interacting oscilla-
tors induced by common weak noise. It is known that dynamical systems tend
to exhibit synchronized or coherent behavior when they are driven by common
noise, even if no direct interaction exists between them. Similarly, if a single
dynamical system is repetitively driven by the same sequence of noise, it tends
to reproduce the same response even if the initial conditions are different among
trials. Some examples include the synchronization of chaotic oscillators driven
by common random signals [47, 48, 49], improvements in the reproducibility of
the dynamics of lasers [50] and the firing timing of neurons [51, 52] receiving
random signals, and synchronized variations in wild animal populations located
in different, distant areas caused by common environmental fluctuations [53].
For limit-cycle oscillators, Teramae and Tanaka [54, 55] showed, by us-
ing phase reduction theory, that this kind of synchronization occurs generally
when the oscillators are driven by common Gaussian noise (see also Goldobin
and Pikovsky [56]). It has also been shown that common random impulses
and other types of noise generally induce synchronization of limit-cycle oscil-
lators [30],[57]-[61]. Figure 5(a) shows synchronization of two non-interacting
FitzHugh-Nagumo oscillators induced by common Gaussian white noise (sim-
ulation) [60], and Fig. 5(b) shows reproduction of the dynamics of a periodi-
cally flashing LED induced by the same sequence of random impulses (experi-
ment) [30], respectively.
Suppose that a noise-driven limit-cycle oscillator is described by a stochastic
dynamical equation
d
dt
X(t) = F(X(t)) + εξ(t)e, (29)
where ξ(t) is stationary Gaussian noise. For simplicity, we assume that the noise
is applied only in the direction e in the state space, and that the correlation
time of the noise is longer than the relaxation time of the oscillator state to χ5.
The noise ξ(t) is generally colored and satisfies
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = C(t− s), (30)
where 〈· · · 〉 represents the statistical average and C(t) is the autocorrelation
function of ξ(t). When the white-noise limit is taken and ξ(t) is regarded as
white Gaussian noise, we interpret Eq. (31) as a stochastic differential equation
of Stratonovich type [63, 64]. By applying the phase reduction to Eq. (29), we
5There are some subtleties in the phase reduction of oscillators driven by white noise, and
this assumption is used to avoid them. See Sec. 5 for a brief explanation.
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Figure 5: (a) Synchronization of two non-interacting FitzHugh-Nagumo oscil-
lators driven by common white noise. (b) Reproducibility of a flashing LED
driven by the same sequence of random impulses. (c) Lyapunov exponent of
the FitzHugh-Nagumo oscillator driven by Gaussian-white noise. Theoretical
values obtained from Z(θ) are compared with numerical values obtained by di-
rect numerical simulations of the noise-driven FitzHugh-Nagumo oscillator. (d)
Stationary probability density function of the phase differences of 200 FitzHugh-
Nagumo oscillators driven by common and independent noise terms. The inset
shows a snapshot of the instantaneous distribution of the oscillators on the limit
cycle (from [60]).
obtain a phase equation for the phase θ(t) of the oscillator as [54, 55]
d
dt
θ(t) = ω + εZ(θ(t))ξ(t), (31)
where Z(θ) = Z(θ) · e represents the phase sensitivity function of the oscillator
with respect to perturbations applied in the direction e.
We now consider two non-interacting oscillators with phase variables θ(t)
and θ′(t) driven by the common noise ξ(t), described by
d
dt
θ(t) = ω + εZ(θ(t))ξ(t),
d
dt
θ′(t) = ω + εZ(θ′(t))ξ(t), (32)
and denote their phase difference as φ(t) = θ′(t) − θ(t). To analyze whether
these two oscillators can synchronize due to the common noise, we focus on the
situation where |φ(t)| is sufficiently small, and characterize its growth (or decay)
rate by the mean Lyapunov exponent
Λ =
〈
d ln |φ(t)|
dt
〉
, (33)
which is averaged over the noise. If Λ < 0, |φ(t)| shrinks on average and the
oscillators will synchronize with each other. If Λ > 0, |φ(t)| will grow exponen-
tially and the oscillators will be desynchronized.
By subtracting the first equation from the second equation in Eq. (32), we
obtain the equation for the phase difference φ as
d
dt
φ(t) = ε{Z(θ(t) + φ(t))− Z(θ(t))}ξ(t), (34)
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and by expanding the phase sensitivity function as Z(θ+ φ) = Z(θ) +Z ′(θ)φ+
O(φ2), where ′ indicates d/dθ, we can obtain a linearized equation for the phase
difference as
d
dt
φ(t) = εZ ′(θ(t))φ(t)ξ(t). (35)
Therefore, the logarithm of the absolute phase difference ln |φ(t)| obeys
d
dt
ln |φ(t)| = εZ ′(θ(t))ξ(t). (36)
Here, ordinary rules of differential calculus apply even if ξ(t) is white, because
the Stratonovich interpretation is used.
To calculate the mean Lyapunov exponent Λ, we need to average Eq. (36)
with respect to noise. However, θ(t) and ξ(t) on the right-hand side are not
independent in general. They are correlated even if ξ(t) is white, because the
Stratonovich interpretation is used. For white noise, the equation can easily be
analyzed by transforming it to a stochastic differential equation of Ito type [30,
63, 64]. Here, we rather use the Novikov’s theorem [63] to calculate this average,
which states that the following formula holds for a general Gaussian stochastic
process:
〈Z ′(θ(t))ξ(t)〉 =
∫ t
0
ds〈ξ(t)ξ(s)〉
〈
δZ ′(θ(t))
δξ(s)
〉
. (37)
Here, δZ ′(θ(t))/δξ(s) denotes a functional derivative of Z ′(θ(t)) by ξ(s). This
term can be calculated from
θ(t) = θ(0) + ωt+ ε
∫ t
0
dsZ(θ(s))ξ(s), (38)
which is a formal integration of Eq. (31), as
δZ ′(θ(t))
δξ(s)
=
dZ ′(θ(t))
dθ(t)
δθ(t)
δξ(s)
= εZ ′′(θ(t))Z(θ(s)) (39)
for s ≤ t. Using this result, we can average Eq. (36) and obtain the mean
Lyapunov exponent as
Λ =
〈
d
dt
ln |φ(t)|
〉
= ε2
∫ t
0
dsC(t− s) 〈Z ′′(θ(t))Z(θ(s))〉 , (40)
where C(t− s) = 〈ξ(t)ξ(s)〉.
As shown by Teramae and Tanaka [55], the statistical average with respect
to noise can be estimated as an average with respect to the probability den-
sity function P (θ(t), θ(s)) = P (θ(t)|θ(s))P (θ), where P (θ) is the stationary
probability density function of the phase θ and P (θ(t)|θ(s)) is the conditional
probability density function of θ(t) given θ(s). Because ε is small, this can be
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approximated as P (θ) ' 1/2pi and P (θ(t)|θ(s)) ' δ(θ(t)−θ(s)−ω(t−s)), where
δ(t) represents Dirac’s delta function. Namely, the oscillator phase almost uni-
formly spreads over [0, 2pi] statistically, and θ(t) ≈ θ(s)+ω(t−s) holds, i.e., the
oscillator phase approximately increases with the natural frequency ω. Thus,
the Lyapunov exponent Λ can be approximately calculated as
Λ ' ε2
∫ t
0
dsC(t− s) 1
2pi
∫ 2pi
0
dθZ ′′(θ)Z(θ + ω(t− s))
' ε2
∫ ∞
0
dτC(τ)
1
2pi
∫ 2pi
0
dθZ ′′(θ)Z(θ − ωτ), (41)
where we introduce τ = s− t and change the integration range to 0 ≤ τ <∞ in
the second line, assuming that the autocorrelation function C(τ) decays quickly.
It can be shown [55], using Fourier decomposition, that this Λ is always
nonpositive, i.e.,
Λ = −ε2
∞∑
n=−∞
n2|Zn|2 〈|ξnω|
2〉
2
≤ 0, (42)
where Z(θ) =
∑∞
n=−∞ Zne
inθ and ξ(t) =
∫∞
−∞ ξke
iktdk. In particular, when ξ(t)
is Gaussian white noise of unit intensity, that is, when C(t− s) = 〈ξ(t)ξ(s)〉 =
δ(t− s), the Lyapunov exponent is simply given by
Λ =
〈
d
dt
ln |φ(t)|
〉
=
ε2
2
〈Z ′′(θ(t))Z(θ(t))〉 , (43)
where the factor of 1/2 arises from the Stratonovich interpretation [63, 64]. In
this case, by using partial integration and the 2pi-periodicity of Z(θ), it can
easily be shown that
Λ ' ε
2
4pi
∫ 2pi
0
Z ′′(θ)Z(θ)dθ = − ε
2
4pi
∫ 2pi
0
{Z ′(θ)}2 dθ ≤ 0. (44)
Thus, Λ ≤ 0 generally holds under the phase reduction approximation. The
equality Λ = 0 holds only when the phase sensitivity function is strictly constant,
i.e., Z ′(θ) = 0, which corresponds to an unphysical situation in which the oscil-
lator phase does not respond to the perturbation at all. Therefore, small phase
differences between non-interacting oscillators driven by weak common noise will
almost always shrink and the oscillators will eventually synchronize. This phe-
nomenon is called noise-induced synchronization or stochastic synchronization
and has recently attracted considerable attention [30],[54]-[61],[65]. Figure 5(c)
shows the negativity of the Lyapunov exponent Λ of the FitzHugh-Nagumo
oscillator driven by weak Gaussian-white noise for ε > 0.
The above result can be extended to a more general class of noisy forcing
by employing an effective white-noise approximation of the colored noise [65].
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Moreover, as shown in Ref. [60, 61], through analysis of the multidimensional
Fokker-Planck equation corresponding to Eq. (31) with an additional indepen-
dent noise term (under effective white-noise approximation if the noise is col-
ored), not only Λ, but also the stationary probability distribution of the phase
difference φ can be obtained as
P (φ) ∝ 1
D[q(0)− q(φ)] + Eq(0) . (45)
Here, D and E are the intensities of the common and independent noise, respec-
tively, and q(φ) = (2pi)−1
∫ 2pi
0
Z(ψ)Z(ψ+φ)dψ is an autocorrelation function of
the phase sensitivity function Z(θ). Figure 5(d) compares the above theoretical
distribution of the phase difference φ with numerical simulations using 200 non-
interacting FitzHugh-Nagumo oscillators driven by common and independent
noise terms [60]. We can observe that the distribution of the phase difference
P (φ) has a sharp peak at φ = 0, indicating synchronization of the oscillators
induced by the common noise. Correspondingly, the snapshot of the oscillator
states on the limit cycle shows a synchronized cluster.
Note that the above theories hold only for sufficiently small noise. If the
noise intensity is too large, the phase reduction for weak perturbations cannot
be applied. Though we do not go into details in this article, oscillators driven by
common random impulses can also be analyzed using phase reduction theory for
impulsive perturbations [30, 58]. In this case, not only weak impulses but also
strong impulses can be treated, provided that the intervals between the impulses
are sufficiently large. It has been shown both theoretically and experimentally
that noise-induced synchronization occurs when the impulses are sufficiently
weak; however, for stronger impulses, noise-induced desynchronization may also
occur. Synchronization of oscillators by common telegraph noise has also been
analyzed similarly [59].
5 Synchronization of coupled oscillators
In this section, we analyze systems of weakly interacting limit-cycle oscillators
using phase reduction theory [2]. We first derive coupled phase equations for
oscillators interacting weakly via general coupling networks. Then, we con-
sider the mutual synchronization of a pair of coupled oscillators, the collective
synchronization of globally coupled oscillator populations, and the dynamics of
coupled oscillators on scale-free networks.
5.1 Phase equation for coupled oscillators
First, we derive coupled phase equations for a system of N limit-cycle oscillators
weakly interacting on a general network. The dynamics of the jth oscillator state
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Xj (j = 1, · · · , N) are described by
d
dt
Xj(t) = Fj(Xj) + ε
N∑
k=1
Gjk(Xj ,Xk), (46)
where Fj(Xj) represents the unperturbed dynamics of the oscillator, Gjk(Xj ,Xk)
represents the effect of oscillator k on oscillator j, and ε is a small parameter
characterizing the intensity of the interaction. It is assumed that the differences
in the oscillator properties are small and O(ε), namely, the dynamics of each
oscillator can be expressed as
Fj(Xj) = F(Xj) + εfj(Xj), (47)
where F is common to all oscillators and εfj represents individual heterogeneity.
We assume that the common component dX(t)/dt = F(X) has a stable limit
cycle χ of period T and natural frequency ω = 2pi/T , and denote the oscillator
state on χ as X0(θ). The heterogeneity εfj will be treated as weak perturbations
to the common component [2], together with the weak mutual interaction. As
previously, we denote the phase function of χ as Θ(X) and the phase sensitivity
function of χ as Z(θ). The phase of the jth oscillator is given by θj(t) =
Θ(Xj(t)).
Using phase reduction theory, we can simplify Eq. (46) describing coupled
limit-cycle oscillators to coupled phase equations by treating the small hetero-
geneity of the oscillators and the mutual coupling as weak perturbations [2].
Similar to the derivation of Eq. (19), we approximate Xj(t) in each term of
Eq. (46) by X0(θj(t)) on χ. The reduced approximate phase equations are
given by
d
dt
θj(t) = ω + εZ(θj) ·
[
fj(θj) +
N∑
k=1
Gjk(θj , θk)
]
, (48)
where fj(θj) = f(X0(θj)) and Gjk(θj , θk) = Gjk(X0(θj),X0(θk)). As before,
the error caused by this phase reduction is O(ε2).
Further, we can perform the averaging approximation, assuming that the
effect of the mutual coupling and the heterogeneity of the oscillators are suffi-
ciently small. To this end, we introduce new relative phase variables φj(t) =
θj(t) − ωt (j = 1, ..., N) by subtracting the steadily increasing component ωt
from the individual phase θj(t) of the oscillators. Equation (48) is then rewritten
as
d
dt
φj(t) = εZ(φj + ωt) ·
[
fj(φj + ωt) +
N∑
k=1
Gjk(φj + ωt, φk + ωt)
]
, (49)
which indicates that φj(t) is a slow variable, because the right-hand side is
O(ε). Thus, similar to the previous section, we may average the right-hand side
over one period of the limit cycle, assuming that the relative phase variables
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φ1(t), ..., φN (t) do not vary in this period. By this averaging approximation, we
obtain a much simpler equation,
d
dt
φj(t) = ε
[
∆j +
N∑
k=1
Γjk(φj − φk)
]
, (50)
for j = 1, ..., N . Here,
∆j =
1
2pi
∫ 2pi
0
Z(ψ) · fj(ψ)dψ (51)
gives the frequency deviation of the jth oscillator from ω, and
Γjk(ϕ) =
1
2pi
∫ 2pi
0
Z(ϕ+ ψ) ·Gjk(ϕ+ ψ, ψ)dψ (52)
is called the phase coupling function [2], which represents the effect of oscillator
k on oscillator j over one period of the limit-cycle oscillation. As before, the
error of this averaging approximation is generally O(ε2).
Returning to the original phase variables, the averaged equation is given by
d
dt
θj(t) = ωj + ε
N∑
k=1
Γjk(θj − θk) (53)
for j = 1, ..., N , where ωj = ω + ε∆j gives the natural frequency of jth os-
cillator6. This gives a general form of the coupled phase model on a network.
It is important that the phase coupling function Γjk in the averaged equation
depends only on the phase difference θj−θk, because this simplifies the analysis
of the synchronized state significantly.
5.2 A pair of symmetrically coupled oscillators
Let us analyze the simplest case of two symmetrically coupled oscillators using
the derived phase model (53). It is often mentioned in the literature that, in
17th century, Dutch physicist C. Huygens noticed that two pendulum clocks
on a wall synchronize with each other as a result of weak interaction through
the wall [5]. This observation can easily be reproduced using two metronomes
placed on a movable plate, as demonstrated by many researchers recently (see
YouTube for videos!). In a recent interesting experiment, Aihara [15] found that
the calls of two frogs caught in a rice field exhibit anti-phase synchronization,
and explained this phenomenon using the phase model.
6As previously, the phase θ˜j after averaging is slightly different from the raw phase θj
before averaging, but they are treated as identical here. When the coupling is absent, θ˜j
increases with a constant ωj , while θj may exhibit additional tiny oscillations due to the
effect of the heterogeneity fj .
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Let us consider a pair of oscillators, denoted as 1 and 2, weakly interacting
via a symmetric coupling function G as
d
dt
X1(t) = F1(X1) + εG(X1,X2),
d
dt
X2(t) = F2(X2) + εG(X2,X1). (54)
We assume that the oscillators are similar to each other, i.e., the difference
between F1(X) and F2(X) is O(ε). Then, from Eq. (53), these equations can
be reduced to the following coupled phase equations:
d
dt
θ1(t) = ω1 + εΓ(θ1 − θ2), d
dt
θ2(t) = ω2 + εΓ(θ2 − θ1), (55)
where ω1 and ω2 are the natural frequencies of oscillators 1 and 2, respectively,
and the phase coupling function is given by
Γ(ϕ) =
1
2pi
∫ 2pi
0
Z(ϕ+ ψ) ·G(X0(ϕ+ ψ), X0(ψ))dψ. (56)
To analyze whether these two oscillators synchronize or not, we consider the
phase difference ϕ(t) = θ1(t)− θ2(t) between them. From Eq. (55), ϕ obeys
d
dt
ϕ(t) = ε {∆ + Γa(ϕ)} , (57)
where ε∆ = ω1 − ω2 is the frequency difference between the two oscillators and
Γa(ϕ) = Γ(ϕ)− Γ(−ϕ) (58)
represents the antisymmetric part of the phase coupling function (multiplied by
two). It is clear that Γa(0) = Γa(±pi) = 0 holds, because Γ(ϕ) is 2pi-periodic.
The above equation (57) for a pair of coupled oscillators is similar to Eq. (25)
for the oscillator driven by periodic forcing, and can therefore be analyzed in
a similar manner. Specifically, if Eq. (57) has a stable fixed point at which
dϕ(t)/dt = 0, the oscillators 1 and 2 can mutually synchronize with a constant
phase difference determined by the stable fixed point7.
If the two oscillators have equal frequency, i.e., ω1 = ω2 ( ∆ = 0 ), Eq. (57)
always has an in-phase fixed point with ϕ = 0 and an anti-phase fixed point
with ϕ = ±pi. The in-phase fixed point is stable if the slope Γ′a(0) of Γa(ϕ) at
the origin is negative, i.e., Γ′a(0) < 0. Therefore, the two oscillators can exhibit
in-phase synchronization; the phase coupling function is said to be attractive in
this case. In contrast, if Γ′a(0) > 0, the in-phase state is unstable. Similarly,
the anti-phase state with ϕ = pi is stable when Γ′a(pi) < 0 and unstable when
Γ′a(pi) > 0. Depending on the functional form of Γa(ϕ), other fixed points may
also exist.
7Again, the two oscillators synchronize within the averaging approximation; when observed
using the phase variables before averaging, the phase difference does not grow but exhibits
tiny oscillations around the phase-locking point.
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If ∆ 6= 0, Eq. (57) has (at least) a pair of stable and unstable fixed points
as long as
min Γa(ϕ) < −∆ < max Γa(ϕ) (59)
is satisfied. Then, the phase difference ϕ(t) converges to one of the stable fixed
points and mutual synchronization (phase locking) occurs there. In this case,
the stable phase differences are not simply given by ϕ = 0 and ϕ = pi in general.
Finally, when |∆| is too large, Eq. (57) does not have any fixed points and ϕ(t)
continues to increase or decrease.
Figure 8(a) shows an example of the function Γa(ϕ), where both in-phase
and anti-phase synchronized states are stable because Γ′a(0) and Γ
′
a(±pi) are
both negative. There exist two other synchronized states with some intermedi-
ate phase differences, which are both unstable because the slopes of Γa(ϕ) are
positive there. Figure 8(b) exhibits typical time sequences of the two oscilla-
tors in the in-phase and anti-phase synchronized states. Actually, these figures
are for two coupled reaction-diffusion systems rather than for two coupled low-
dimensional oscillators, but the phase equation after reduction is the same as
for ODEs.
5.3 Globally coupled oscillators
As the next example, we consider a population of N oscillators interacting with
all other oscillators. The dynamics of the jth oscillator is described by
d
dt
Xj(t) = Fj(Xj) + ε
1
N
N∑
k=1
H(Xk) (60)
for j = 1, ..., N , where the last term is the weak global coupling and H(Xk)
represents the effect of the kth oscillator. Thus, all oscillators feel the common
mean field
∑
kH(Xk)/N , which is generated by the oscillators themselves. This
type of interaction is often called “global”, “mean-field”, or “all-to-all” coupling.
Such coupling arises when the interaction between the oscillators is sufficiently
fast and uniformly works irrespective of their distance. For example, a series ar-
ray of the Josephson junctions has been considered a typical example of globally
coupled oscillators and intensively studied [19]. Other representative examples
are the electrochemical oscillators coupled by a common resistor [16] and the
population of oscillatory catalytic particles in well-stirred chemical solution [17],
for which collective synchronization transition has been clearly observed. Popu-
lation of rhythmically walking pedestrians on a bridge or population of fireflies
interacting via flashing light may also be considered as globally coupled oscil-
lators [8, 20]. Global coupling is also conceptually important as the simplest
approximation of more complex interaction networks.
By applying the phase reduction and averaging approximation to Eq. (60)
with Gjk(Xj ,Xk) = H(Xk)/N , the following globally coupled phase model is
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Figure 6: Collective synchronization of the Kuramoto model. (a) Dynamics
of the relative phase variables of the oscillators (N = 100, only 18 oscillators
are shown). (b) Order parameter R vs. the coupling intensity ε (N = 8000).
The inset shows oscillator distributions in the incoherent (left) and synchronized
(right) states.
obtained:
d
dt
θj(t) = ωj + ε
1
N
N∑
k=1
Γ(θj − θk) (61)
for j = 1, ..., N , where ωj is the natural frequency of the jth oscillator and
Γ(ϕ) =
1
2pi
∫ 2pi
0
Z(ϕ+ ψ) ·H(X0(ψ))dψ (62)
is the phase coupling function.
In particular, when the phase coupling function is given by the lowest order
Fourier term as Γ(ϕ) = − sinϕ, the model becomes the well-known Kuramoto
model [2, 24, 25], given by
d
dt
θj(t) = ωj − ε 1
N
N∑
k=1
sin(θj − θk) (63)
for j = 1, ..., N . This model describes a system of globally coupled phase os-
cillators with attractive coupling when ε > 0. It is usually assumed that ωj
is randomly drawn from a probability density function g(ω). The typical set-
ting is that g(ω) is a symmetric one-humped smooth distribution, e.g., Gaus-
sian or Lorentzian [2]. When the phase coupling function is given in the form
Γ(ϕ) = − sin(ϕ + α), with the parameter α representing the coupling phase
shift, the corresponding phase model is often called the Sakaguchi-Kuramoto
model [66]. Note that the coupling is attractive when |α| < pi/2, because
Γa(ϕ) = −2 sinϕ cosα. Such sinusoidal coupling function is rigorously obtained
for the case of coupled Stuart-Landau oscillators (see Appendix B). More gen-
eral coupling functions with higher-order harmonics have also been considered
in detail by Crawford [25, 67], Daido [68], and others.
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As shown by Kuramoto, Eq. (63) exhibits collective synchronization transi-
tion. In this model, the attractive coupling tends to synchronize the oscillators,
while the dispersion in ωj tends to suppress synchronization. As a result of these
competing effects, the oscillators, which are incoherent when ε is sufficiently
small, suddenly begin to synchronize when ε exceeds a certain critical value
εc. Figure 6(a) shows the dynamics of relative phase variables (see below) for
ε > εc undergoing mutual synchronization, and (b) shows the sudden increase
in the degree of synchronization as a function of ε. This sudden transition is
now called the Kuramoto transition8. Collective synchronization transition of
coupled oscillators has been experimentally observed in a system of coupled
electrochemical oscillators [16], and in an ensemble of porous catalytic particles
undergoing Belousov-Zhabotinsky chemical oscillations [17]. The wobbling of
the millennium bridge in London, which was caused by the collective synchro-
nization of many pedestrians, is also considered a real-world example of this
phenomenon [20].
The degree of collective synchronization can be characterized by the complex
order parameter or the mean field [2],
R(t) exp(iΦ(t)) = lim
N→∞
1
N
N∑
k=1
exp(iθk(t)), (64)
whose modulus R and argument Φ quantify the amplitude and phase of the
collective oscillations, respectively. If the oscillators are synchronized and steady
collective oscillations are generated, R takes a non-zero constant value within
0 < R ≤ 1, where R = 1 corresponds to the complete synchronization of all
oscillators, and the collective phase Φ increases with a constant collective Ω as
Φ(t) = Φ(0) + Ωt in the N → ∞ limit. The collective frequency Ω may differ
from the simple mean of ω with respect to the frequency distribution g(ω),
depending on the functional forms of g(ω) and Γ(ϕ). When the oscillators are
not at all synchronized and behave independently (which is referred to as being
incoherent), the amplitude is R = 0 and Φ is not defined. For finite N , R and
Φ generally exhibit finite-size fluctuations of O(1/
√
N).
The Kuramoto model given by Eq. (63) can be analytically solved in the
N →∞ limit when g(ω) is chosen appropriately. This is because the Kuramoto
model with the sinusoidal phase coupling function can be formally rewritten,
using R(t) and Φ(t), in the form of a single oscillator driven by periodic external
forcing, as
d
dt
θj(t) = ωj − εR(t) sin(θj − Φ(t)) (65)
for j = 1, ..., N . Indeed, by assuming that steady collective oscillations are
formed with R(t) ≡ Rs = const., Ω ≡ Ωs = const., and Φ(t) = Ωst, where Rs
8Collective synchronization of oscillators was numerically observed by Winfree already
in 1967 [23] for globally coupled phase oscillators before averaging, dθj/dt = ωj +
εZ(θj)
∑
kX(θk), where X(θk) is the waveform of the kth oscillator.
26
and Ωs are the steady amplitude and frequency of the collective oscillations,
and introducing relative phase variables φj(t) = θj(t) − Ωst, Eq. (65) can be
cast into the form
d
dt
φj(t) = ωj − Ωs − εRs sinφj , (66)
which is similar to Eq. (25) for a periodically driven oscillator and can therefore
be analyzed similarly (see [2] for the details). The oscillators are separated into
two groups depending on their natural frequencies ωj , namely, the synchronous
group that is phase-locked to the mean field, and the asynchronous group that
undergoes phase slips.
However, there is one essential difference between this case and that of the
oscillator driven by external forcing – the mean field is spontaneously produced
by the oscillators themselves in the present situation. That is, if the values of Rs
and Ωs are given, the dynamics of a single oscillator is determined from Eq. (65).
In turn, these driven oscillators produce the mean field expressed in Eq. (64),
which we denote by R′s and Ω
′
s to distinguish from the given Rs and Ωs. Thus,
the given values of Rs and Ωs should coincide with the resulting values of R
′
s
and Ω′s. This type of argument is called the self-consistency theory, and is well
known in statistical physics. From such analysis, the self-consistency equation
for Rs is obtained in the form Rs = h(εRs), where h(x) is a nonlinear function
of x, and, from this equation, the critical value εc and the dependence of Rs on
ε near the transition point are obtained [2]. In the case of the Kuramoto model
with symmetric, smooth, and one-humped g(ω), the order parameter increases
as Rs ∼ (ε − εc)1/2 for ε > εc with a critical exponent 1/2. If the phase
coupling function Γ(ϕ) has higher-harmonic components, this exponent can be
different [68]. Moreover, if g(ω) has a compact support, the synchronization
transition can even be discontinuous [69].
In a recent study, Ott and Antonsen showed that, for the Kuramoto model
with Lorentzian frequency distribution, the whole infinite-dimensional system
can be drastically reduced to a single ODE for the complex order parameter by
putting an ansatz (called the Ott-Antonsen ansatz) for the probability density
function of the oscillator phase, from which the exponent 1/2 immediately fol-
lows [70, 71]. The case with bimodal g(ω) has also been analyzed using this
ansatz [71]. Moreover, Chiba performed a mathematically rigorous analysis of
the Kuramoto transition based on the Gelfand triple [72]. The behavior of the
order parameter near the transition was rigorously determined by the center-
manifold reduction of the system near the transition point. See also [73] for
recent developments in the analysis of globally coupled oscillators.
Finally, although we do not discuss here, the following model of globally
coupled identical oscillators with additive noise has also been well studied:
d
dt
θj(t) = ω + ε
1
N
N∑
k=1
Γ(θj − θk) + ξj(t), (67)
where ξj(t) is the Gaussian white noise applied independently to each oscillator.
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This model also exhibits collective synchronization transition and can be ana-
lyzed in the framework of the nonlinear Fokker-Planck equation [2]. The critical
exponent of the order parameter is generally 1/2 for this system. See [2, 24, 25]
for the detailed analysis of the Kuramoto and related models.
5.4 Coupled oscillators on complex networks
Here, we consider coupled phase oscillators on complex networks as a relatively
recent topic of interest. Complex network structures, which are typically char-
acterized by their small-world and scale-free properties, are now regarded as uni-
versal understructures in the real world. The small-world property emphasized
by Watts and Strogatz [74] and the scale-free property emphasized by Baraba´si
and Albert [75] have been observed in various real-world systems, ranging from
biochemical reaction networks in cells to computer networks. Since their pio-
neering studies, coupled dynamical systems interacting via complex networks
have attracted considerable attention. In particular, Kuramoto-type models of
coupled oscillators on complex networks have been studied extensively [76]-[81].
Let us consider a system of N oscillators, j = 1, · · · , N , that are weakly
coupled via a network,
d
dt
Xj(t) = Fj(Xj) + ε
N∑
k=1
AjkG(Xj ,Xk), (68)
where the network topology is specified by the N × N adjacency matrix Ajk.
Each component of the adjacency matrix takes Ajk = 1 when there is a con-
nection between oscillators j and k, and Ajk = 0 otherwise. For simplicity, we
assume that the network is connected (there is a path between arbitrary oscil-
lators), the coupling is symmetric (Ajk = Akj), and the coupling function G
between the oscillators is identical. In the following, we use the Baraba´si-Albert
scale-free random network [75] as the coupling network, which is characterized
by a power-law distribution of the degrees (number of connections). See Fig.7 (a)
for a typical realization of the network, where the oscillators with larger degrees
are plotted in the center and oscillators with smaller degrees are plotted in the
periphery.
From Eq. (53), the reduced phase equation for the jth oscillator (j =
1, · · · , N) is given by
d
dt
θj(t) = ωj + ε
N∑
k=1
AjkΓ(θj − θk), (69)
where ωj is the natural frequency and
Γ(ϕ) =
1
2pi
∫ 2pi
0
Z(ϕ+ ψ) ·G(X0(ϕ+ ψ),X0(ψ))dψ (70)
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Figure 7: (a) Snapshot of the phase wave on a Baraba´si-Albert scale-free network
of size N = 1000 and mean degree 20 (only 500 oscillators are shown), where
the color of each oscillator represents its phase value. The parameters are ωj ≡
1 (j = 1, ..., N), ε = 0.5, and α = −0.5. (b) Snapshots of the phase waves plotted
as functions of the oscillator index j for several values of α. The oscillators are
sorted in decreasing order of degree nj . The solid curves represent the results
of the self-consistent mean-field approximation.
is the phase coupling function. We here assume a simple sinusoidal phase cou-
pling function of Sakaguchi-Kuramoto type,
Γ(ϕ) = − sin(ϕ+ α), (71)
where α is the phase shift of the coupling. This coupling is assumed to be
attractive, i.e., |α| < pi/2 is satisfied [2, 66].
Figure 7(a) shows a typical snapshot of the oscillators in the steady synchro-
nized state after initial transition, where the color of each oscillator represents
its phase value. The natural frequencies of the oscillators are assumed identical
in this case. In Fig. 7(b), the relative phase θj − Φ of the oscillator from the
collective phase Φ is plotted as a function of the oscillator index j for several
values of α (the solid lines are the predictions of the self-consistency theory).
Here, the indices of the oscillators are sorted in decreasing order of the degrees,
so small values of j represent the high-degree oscillators and large values of j the
low-degree oscillators. We can observe formation of heterogeneous steady phase
waves that appear to propagate from high-degree oscillators at the center to low-
degree oscillators near the periphery, or vice versa, whose slopes depend on α.
The oscillators are mutually synchronized when |α| is small, but low-degree os-
cillators start to desynchronize when |α| becomes larger. These apparent phase
waves are actually not real waves, but they are resulting from phase-locking dy-
namics of the oscillators to the mean field with gradually varying phase shifts,
as we explain below.
Although exact analysis of Eq. (69) is difficult for general random networks,
we can understand its dynamics by employing the mean-field approximation of
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the scale-free network [82]. Specifically, we ignore the actual couplings between
the oscillators and assume that each oscillator simply feels the mean field over
the network with an intensity proportional to its degree. To this end, we define
the “local field” experienced by oscillator j as
Rj(t) exp(iΦj(t)) =
N∑
k=1
Ajk exp(iθk(t)). (72)
Using this quantity, the dynamics of the jth oscillator can be rewritten as
d
dt
θj(t) = ωj − εRj(t) sin(θj − Φj(t) + α) (73)
for j = 1, ..., N , in a similar manner to the case of the Kuramoto model with
global coupling. This equation is still equivalent to Eq. (69) and, therefore,
cannot be solved.
To proceed, we adopt the mean-field approximation, that is, we ignore the
detailed topology of the network and retain the degrees of the oscillators nj =∑N
k=1Ajk only. We introduce a degree-weighted mean field over the entire
network, such that
R(t) exp(iΦ(t)) =
N∑
k=1
nk
ntotal
exp(iθk(t)), ntotal =
N∑
k=1
nk, (74)
and approximate the amplitude Rj(t) and phase Φj(t) of the local field as
Rj(t) ' njR(t), Φj(t) ' Φ(t). (75)
Namely, each oscillator is affected by and contributes to the mean field with
the weight proportional to its degree nj . It is known that this kind of crude
approximation works rather well for random networks with small diameters, in
particular for scale-free networks [76]-[82]. Under this approximation, the phase
equation for the jth oscillator is given by
d
dt
θj(t) = ωj − εnjR(t) sin(θj − Φ(t) + α). (76)
Thus, each oscillator formally obeys the equation for a single oscillator driven by
external forcing, characterized by the amplitude R(t) and the collective phase
Φ(t). The above equation is similar to Eq. (65) for the Kuramoto model, with
global coupling, and can therefore be analyzed in a similar, self-consistent way.
One essential difference from the Kuramoto model with global coupling is that
the effective coupling intensity εnj is proportional to nj , which can lead to
heterogeneous dynamics of the oscillators on the network when α 6= 0, as shown
in Fig. 7.
Using the above type of mean-field approximation, Ichinomiya [76] ana-
lyzed the Kuramoto model (α = 0) on a scale-free network and showed that
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εc approaches +0 in the N → ∞ limit; therefore, collective synchronization
transition occurs even when ε is vanishingly small (see also Restrepo, Ott,
and Hunt [77]). This result has attracted considerable attention, because it
is analogous to the well-known result obtained by Pastor-Satorras and Vespig-
nani for the epidemics model on scale-free networks [82], which shows that epi-
demics can prevail on scale-free networks even if the infection rate is vanishingly
small. Ko and Ermentrout [80] also analyzed the identical frequency case (i.e.,
ωj ≡ ω) self-consistently, and showed that heterogeneous steady states con-
sisting of phase-locked and phase-slipping oscillators, similar to those shown in
Fig. 7, can be formed. Their result is interesting, because it shows the possibil-
ity of self-organized dynamical order on a network that is not simply completely
synchronous.
5.5 Other coupling schemes
Though we do not discuss in this article, a wide variety of coupling schemes
between the oscillators have been considered in the literature. The local or dif-
fusive coupling, where each oscillator interacts only with its nearest neighbors,
is the most fundamental coupling scheme and describes, for example, spatially
extended oscillatory chemical media such as the Belousov-Zhabotinsky reaction.
Diffusively coupled phase models and their continuum limit have been exten-
sively studied, and shown to exhibit propagating phase waves, target waves,
spatiotemporal chaos, etc. [2, 7]. Recently, nonlocally coupled phase oscilla-
tors, where the interaction between the oscillators decays with their distance,
have also attracted attention. In particular, the “chimera states” in nonlocally
coupled phase models have been intensively studied [83, 84]. In the chimera
state, the oscillators in the system split into coherent synchronized groups and
incoherent desynchronized groups even if their natural frequencies are identical,
and this coexisting steady state is maintained for a long time. Phase models
with time-delayed interactions have also been studied extensively [7, 85, 86, 87],
because the effect of interaction delays are not negligible in many real-world
systems such as coupled lasers or spiking neurons, and interesting dynamical
effects, which cannot be observed without delays, have been reported. There
are numerous studies on various kinds of coupled-oscillator models and their
intriguing dynamics. Interested readers are advised to look into the literature.
6 Some recent topics on phase reduction theory
In this last section, we comment on some of the recent topics and advances in
phase reduction theory. We discuss the subtleties of phase equations for noisy
oscillators, the application of phase reduction theory to rhythmic patterns in
spatially extended systems, and a few other recent topics.
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6.1 Phase reduction of noisy oscillators
In the analysis of the noise-induced synchronization (Sec. 4), it was assumed
that the correlation time of the noise is longer than the relaxation time of the
oscillator state to return to the limit cycle χ, in order to avoid subtleties in
the phase reduction. This issue is interesting, because it is a typical situation
that arises in physics problems with two small timescales [63, 64]; therefore, we
comment on it briefly here.
In the analysis by Teramae and Tanaka [54], it was assumed that the reduced
phase equation takes the conventional form, i.e., Eq. (31), even if the noise ξ(t)
is white Gaussian. However, Yoshimura and Arai [88] later pointed out that,
when the noise is white, the following reduced phase equation should be used
instead of the conventional one:
d
dt
θ(t) =
[
ω + ε2Y (θ)
]
+ εZ(θ)ξ(t), (77)
which has an additional term ε2Y (θ). This term arises from the relaxation
dynamics of the oscillator state to χ; see [88] for the actual expression for Y (θ).
Here, one should remind that the white noise is also an approximation of
real physical noise that has a small correlation time. Thus, there exist two
small timescales in this problem: the correlation time τξ of the noise and the
relaxation time τρ of the oscillator state (for simplicity, we assume that τρ does
not depend on θ here). The non-agreement between the two equations is due
to the order in which the white-noise limit (τξ → 0) and the “phase limit”
(τρ → 0) are taken. The conventional phase equation is obtained by taking
the phase limit first and then taking the white-noise limit, while the additional
term appears if the white-noise limit is first calculated, followed by the phase
limit. This problem was solved in a general manner in Ref. [89], where it was
shown through the application of singular perturbation theory that a family of
effective white-noise phase equations of the form
d
dt
θ(t) =
[
ω +
ε2
1 + (τξ/τρ)
Y (θ)
]
+ εZ(θ)ξ(t) (78)
is derived for limit-cycle oscillators driven by colored noise with small correla-
tion time, which depends on the ratio of τξ/τρ and includes both of the limits.
Therefore, if we first take τρ → 0 while keeping τξ finite, we obtain the conven-
tional phase Eq. (31), while if we first take τξ → 0 and keep τρ finite, we obtain
Eq. (77).
Thus, the frequency of the oscillator may vary when driven by noise. Al-
though the additional term in Eq. (78) is formally O(ε2), it may give the lead-
ing order correction to the phase equation and therefore may not be neglected.
For example, if we consider the effect of an additional smooth forcing f(t), we
should assume its intensity to be O(ε2) rather than O(ε) in order for f(t) to
have comparable effects as ξ(t), because ξ(t) is Gaussian-white. Thus, the ad-
ditional term may affect synchronization dynamics of noisy oscillators. On the
other hand, it can also be shown that, by the application of the near-identity
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transform, Eq. (78) can be transformed back to the form of the conventional
phase equation (31), with a slightly different frequency ω˜. Therefore, once we
“renormalize” the effect of the noise into the frequency, the conventional phase
equation remains still valid. The analysis in Ref. [89] was further developed in
Ref. [65], where an effective white-noise phase equation for limit-cycle oscillators
driven by general colored noise was derived.
6.2 Phase reduction of rhythmic patterns in spatially ex-
tended systems
We have so far considered limit-cycle oscillators described by ODEs. However,
there are also many kinds of rhythmic phenomena described by partial differ-
ential equations, such as oscillatory chemical patterns, which are modeled by
reaction-diffusion equations, and oscillatory convection, which are described by
fluid equations. In our recent works [90, 91], we developed a phase reduction
theory for such stable rhythmic spatiotemporal patterns, namely, for limit cycles
in spatially extended systems. Here, we briefly review the results for reaction-
diffusion systems. Some examples of rhythmic patterns in reaction-diffusion
systems are the localized oscillating spots in spatially 1D systems and the tar-
get and spiral waves in spatially 2D systems [90].
Consider a reaction-diffusion system described by
∂
∂t
X(r, t) = F(X, r) + D∇2X, (79)
where X(r, t) is a vector field representing the concentrations of chemical species
at point r and at time t, F(X, r) represents the reaction kinetics of X at r,
∇2X represents the diffusion, and D is the matrix of diffusion constants. We
assume that Eq. (79) exhibits a stable limit-cycle solution, X0(r, t), of temporal
period T , which satisfies X0(r, t + T ) = X0(r, t). We then introduce a phase
0 ≤ θ < 2pi along the limit-cycle solution, and denote the state of the system
as X0(r; θ). The state space of this system is infinite-dimensional, because the
dynamical variable is the spatially extended vector field X(r, t). Therefore, the
conventional theory for ODEs cannot be applied directly.
In Ref. [90], a phase reduction theory for the reaction-diffusion systems ex-
hibiting rhythmic pattern dynamics is developed. It can be shown that the
phase sensitivity function of the rhythmic pattern X0(r; θ) is given by a vector
field Z(r; θ), which is a 2pi-periodic function of the phase θ of the rhythmic pat-
tern. This space-dependent phase sensitivity function Z(r; θ) can be calculated
as a 2pi-periodic solution to the adjoint partial differential equation
ω
∂
∂θ
Z(r; θ) = −J(r; θ)†Z(r; θ)−D†∇2Z(r; θ), (80)
where J(r; θ) is the Jacobi matrix of F(X) estimated at X = X0(r; θ). The
normalization condition is given by〈
Z(r; θ),
∂
∂θ
X0(r; θ)
〉
= 1, (81)
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where the inner product between two vector fields, A(r) and B(r), is defined as
〈A(r),B(r)〉 = ∫ A(r) ·B(r)dr. We can see that the adjoint equation (80) and
the normalization condition (81) are direct generalizations of the corresponding
equations (12) and (13) for ODEs.
Once the phase sensitivity function Z(r; θ) is obtained, the dynamics of the
rhythmic pattern of the reaction-diffusion system subjected to weak perturba-
tions, described by
∂
∂t
X(r, t) = F(X, r) + D∇2X+ εp(r, t), (82)
can be reduced to a one-dimensional phase equation
d
dt
θ(t) = ω + 〈Z(r; θ),p(r, t)〉 . (83)
Using this phase equation, we can analyze the synchronization properties of
the rhythmic pattern in exactly the same way as for the ordinary limit-cycle
oscillators.
As an example, mutual synchronization of a pair of periodically rotating
spiral waves is shown in Fig. 8. These spirals are described by symmetrically
coupled FitzHugh-Nagumo reaction-diffusion systems,
∂
∂t
X1(r, t) = F(X1, r) + D∇2X1 + ε(X2 −X1),
∂
∂t
X2(r, t) = F(X2, r) + D∇2X2 + ε(X1 −X2), (84)
whereX1 andX2 represent the states of the system 1 and 2, respectively, and the
last terms represent weak inter-system diffusive coupling with intensity ε. By
applying the phase reduction to Eq. (84), a pair of coupled phase equations (55)
is obtained, where the phase coupling function Γ(φ) can be calculated from the
limit-cycle solution X0(r; θ) and phase sensitivity function Z(r; θ) corresponding
to the spiral waves.
The dynamics of the phase difference between the two spirals is then deter-
mined by Eq. (57). From the antisymmetric component of Γa(φ) in Fig. 8(a), it
is expected that both in-phase and anti-phase synchronized states are stable. In-
deed, the numerical simulations show either in-phase or anti-phase synchronized
spirals depending on the initial phase difference. Figure 8(b) plots temporal evo-
lution of the activator variables of the two reaction-diffusion systems measured
at the corresponding locations, showing in-phase and anti-phase synchroniza-
tion. Figure 8(c) shows the snapshots of in-phase and anti-phase synchronized
spirals. See [90, 91] for the details of the theory, simulation, and other examples
of rhythmic spatiotemporal patterns.
6.3 Other recent topics in phase reduction theory
As we explained above for the reaction-diffusion systems, it is possible, in prin-
ciple, to develop phase reduction theory for dynamical systems as long as they
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Figure 8: In-phase and anti-phase synchronization of two coupled spiral waves in
the FitzHugh-Nagumo reaction-diffusion system. (a) Antisymmetric part of the
phase coupling function Γa(φ). (b) Evolution of the activator variables of the
two systems in the in-phase and anti-phase synchronized states. (c) Snapshots
of the in-phase and anti-phase synchronized spirals. (From [90]).
possess stable limit-cycle solutions. Though there are problem-specific techni-
cal difficulties, studies in this direction are in progress recently. Also, inverse
methods for inferring the phase models from experimental data without the
knowledge of the detailed mathematical models have been developed recently.
Here we mention some of such advances in phase reduction theory.
(i) Phase reduction of collective oscillations in coupled oscillators. When a
population of nonlinear oscillators undergoes mutual synchronization and ex-
hibits stable collective oscillations, they can be considered as a single macro-
scopic oscillator [92, 93]. In Ref. [92], the collective phase sensitivity function
of the macroscopic oscillation is derived for a population of noisy limit-cycle
oscillators with global coupling. By analyzing the time-periodic solution of the
nonlinear Fokker-Planck equation, macroscopic phase sensitivity of the collective
oscillations is derived from the microscopic phase sensitivity of the individual
oscillators. Also, in Ref. [93], the collective phase sensitivity function is obtained
for a population of nonidentical phase oscillators coupled via a general network,
which exhibits fully phase-locked collective oscillations. It was shown that the
collective phase sensitivity can largely differ depending on the network struc-
ture. As in the case of the reaction-diffusion system, once we know the phase
sensitivity function, we can analyze the collective oscillations of a population of
coupled oscillators by a single phase equation.
(ii) Phase reduction of delay-induced oscillations. There are various exam-
ples of real-world systems with delays, e.g., in nonlinear optics and biological
regulations, described by a delay-differential equation of the form dx(t)/dt =
F (x(t), x(t− τ)), where τ is the delay time. The delay often induces limit-cycle
oscillations [3]. Also, limit-cycle orbits stabilized by delayed-feedback control of
chaotic systems are described by delay-differential equations [94]. Such delay-
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differential equations are infinite-dimensional dynamical systems, because the
whole information of the variable x in the interval [t− τ, t] is required to spec-
ify the system state. Recently, Novicˇenko and Pyragas [94] and also Kotani
et al. [95] developed phase reduction theory for delay-induced limit-cycle oscil-
lations. By introducing appropriate “bilinear form” (inner product) defining
the distance between the infinite-dimensional oscillator states, the adjoint equa-
tion for the phase sensitivity function of delay-induced oscillations is derived.
Reflecting the complex waveform due to time delay, interesting synchroniza-
tion dynamics, such as multi-modal phase locking [95], can be observed in such
systems.
(iii) Phase reduction of hybrid limit-cycle oscillators. In modeling real-world
phenomena, piecewise-smooth dynamical systems with sudden jumps or non-
smoothness of the state variables are widely used, for example, in the models
of electric circuits with discontinuous switching or animal gaits with sudden
collisions with the ground. Such dynamical systems are often called hybrid
dynamical systems, and can also exhibit stable limit-cycle oscillations. One of
the simplest example of the piecewise-smooth oscillator is the integrate-fire-type
model of neurons, in which the membrane potential of the neuron monotonically
increases until it reaches a threshold value, and then it is discontinuously reset
to the resting value. The phase reduction has also been applied also to such
models [29], and general phase reduction theory for hybrid limit cycles can
also be developed [96]. Due to the non-smoothness, hybrid oscillators can also
exhibit nonconventional, interesting synchronization properties.
(iv) Non-autonomous oscillators and strongly perturbed oscillators. In this
article, we have considered only autonomous oscillators. However, in the real
world, the oscillator may also be affected by time-varying environmental fac-
tors and, for example, the frequency of the oscillation may vary with time. To
analyze such non-autonomous oscillators, Stefanovska and coworkers recently in-
troduced the notion of the “chronotaxic system” [97, 98, 99], described by ODEs
of the form p˙ = f(p) and x˙ = g(x,p), where p represents the environmental
factors and x the oscillator state. They showed that the heart rate variability
measured from human subjects can be successfully interpreted as a chronotaxic
system rather than as an ordinary autonomous limit-cycle oscillator, and also
studied synchronization of coupled chronotaxic oscillators [98].
In a recent independent study [100], Kurebayashi et al. proposed a general-
ization of phase reduction theory to strongly perturbed oscillators (see also Park
and Ermentrout [62] for an extension). By decomposing the perturbation into a
slowly varying component and remaining weak fluctuations, and by considering
a continuous family of limit-cycle orbits parametrized by the slow component,
a generalized phase equation valid for oscillators subjected to largely varying
perturbations is derived, and has successfully been applied to the analysis of
oscillators driven by strong periodic forcing. By identifying the slow compo-
nent of the perturbation as an environmental factor p, this generalized phase
reduction theory could be utilized to analyze synchronization properties of non-
autonomous chronotaxic oscillators.
(v) Inference of phase models from experimental data. Recently, the impor-
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tance of data-driven approach in dynamical systems has been emphasized9 [104,
105]. Various inverse methods to obtain the phase models from experimental
data, which do not rely on the knowledge of detailed mathematical models, have
been proposed [34]-[36],[106]-[108]. For example, in Ref. [106], the phase cou-
pling function has been inferred from time series of electrochemical oscillators,
and in Ref. [36], the phase coupling function as well as the phase sensitivity
function of cardiorespiratory interaction have been directly reconstructed from
observed data. In Refs. [107, 108], general Bayesian frameworks for estimating
the phase coupling functions directly from multivariate experimental data are
proposed. As the complexity of the rhythmic phenomena that we are interested
increases, detailed mathematical models will be more difficult to attain. Such
inverse approaches to coupled oscillators will be increasingly important in the
future and find many real-world applications.
(vi) Phase-amplitude description of limit-cycle oscillators. Though the phase
reduction theory has played a dominant role in the analysis of weakly perturbed
limit-cycle oscillators, in realistic problems, the oscillators may be subjected to
stronger perturbations. In such cases, effect of the amplitude degrees of free-
dom of the oscillator, i.e., deviation of the oscillator state from the unperturbed
limit cycle, cannot be ignored and the reduced phase equation may yield in-
accurate predictions or even break down. When the perturbation is not too
strong, the real part of the second Floquet exponent characterizes how large
the effect of the amplitude degrees of freedom is; smaller value indicates faster
convergence of the oscillator state to the limit cycle and therefore faster decay
of the deviation. Decomposition of the dynamics around a periodic orbit into
phase and amplitude components had been discussed e.g., in a classical text-
book by Hale [32], and such kind of decomposition has recently been used for
phase-amplitude description of the dynamics of a perturbed oscillator around
the limit cycle [101, 102, 103]. Unlike phase reduction, the reduced system is still
two-dimensional (or more), but intriguing dynamics that cannot be described
by phase-only equations can be analyzed by using phase-amplitude equations.
7 Summary
We have briefly introduced phase reduction theory for nonlinear oscillators. For
detailed explanations and derivations of the equations, interested readers are
encouraged to consider more advanced literature. In this introductory article,
we wish to emphasize that, through phase reduction theory, universal results
that do not depend on the physical or chemical characteristics of the oscillators
can be extracted from the original model. For example, once a pair of oscillators
is reduced to coupled phase equations, it does not matter if the oscillators are
in fact pendulum clocks or spiking neurons; provided we are interested in their
synchronization properties, only their frequencies and phase response properties
9The main subject of these papers is the Koopman operator, which has an interesting
relation to the isochrons of the oscillator. It can also be used in defining amplitude variables
of the oscillator in the phase-amplitude description.
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are relevant.
Indeed, phase reduction has a conceptual importance that is beyond the
simplification of the dynamical equations. In many real-world oscillatory phe-
nomena, a complete understanding of the detailed mechanisms of the oscillations
is difficult to achieve. For example, experimentally specifying all of the genes,
proteins, and interactions that are related to certain biochemical oscillations in
a living cell can be a quite challenging task. However, from the standpoint of
phase reduction theory, we can obtain a general phenomenological phase model
of oscillatory systems by measuring their phase response properties and make
quantitative predictions of their dynamics, without knowing their physical or
material details. Moreover, phase reduction often gives similar phase models for
physically distinct phenomena, thereby revealing the underlying universal math-
ematical mechanisms of seemingly very different systems. In this sense, phase
reduction theory gives an explicit prescription to realize the concept of “inter-
phenomenological understanding of the diverse world on the basis of predicative
invariance” put forward by Kuramoto for various rhythmic systems. As increas-
ingly large volumes of data are being acquired in complex real-world systems,
data-driven methods for dynamical systems, combined with the simplicity and
generality of phase reduction theory, will play important roles in the analysis
of these systems. The phase reduction theory will continue to serve as a simple
and powerful framework for understanding various rhythmic phenomena in a
wide range of science and engineering.
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Appendix
A Linear stability of the limit-cycle solution
Linear stability of the limit-cycle solution X0(t) is characterized by its Floquet
exponents. Suppose a slightly perturbed solution X(t) = X0(t) + y(t) from the
limit-cycle orbit X0(t), where y(t) is a small deviation, and plug into Eq. (1).
The linearized variational equation for y(t) is given by
d
dt
y(t) = J(t)y(t), (85)
where J(t) is the Jacobi matrix of F(X) at X = X0(t) whose (i, j) element is
Jij(t) = ∂Fi(X)/∂Xj |X=X0(t). Because X0(t) is a T -periodic solution, J(t) is a
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T -periodic matrix. Therefore, by the Floquet theorem [31], solutions to Eq. (85)
can be expressed in the form
y(t) = P(t) exp(tR)y(0), (86)
where the matrix R is constant and P satisfies P(t + T ) = P(t) and P(0) =
I. In particular, y(T ) = exp(TR)y(0) holds. We introduce the eigenvalues
and associated eigenvectors of the matrix exp(TR) as λi = exp(µi) and ei
(i = 1, ...,M), i.e., exp(TR)ei = λiei, where λi and µi are called the Floquet
multipliers and exponents, respectively. By decomposing the initial deviation
as
y(0) =
M∑
i=1
aiei (87)
where a1, ..., aM are expansion coefficients, the deviation y(T ) after one period
of oscillation is given by
y(T ) = exp(TR)y(0) =
M∑
i=1
ai exp(TR)ei =
M∑
i=1
λiaiei =
M∑
i=1
eµiaiei. (88)
Because infinitesimal perturbation along the limit cycle is neutrally stable and
remains constant after one period of oscillation, one of the Floquet exponents
vanishes, i.e., µ1 = 0 (λ1 = 1). The limit cycle is linearly stable if the real parts
of all other Floquet exponents are negative, i.e., Re µ2, ...,Re µM < 0 (λ2, ...,
λM lie inside the unit circle on the complex plane), because then the deviation
from the limit-cycle orbit eventually decays.
B The Stuart-Landau oscillator
It is generally difficult to obtain explicit analytical expressions for the limit-
cycle orbit and related quantities. For the Stuart-Landau (SL) oscillator, which
is the normal form of the supercritical Hopf bifurcation [1, 2, 7, 8, 29], the limit-
cycle orbit, phase function, and phase sensitivity functions can be analytically
calculated as follows.
The SL oscillator has a two-dimensional state variable X = (X,Y ), which
obeys
d
dt
(
X(t)
Y (t)
)
=
(
X − αY − (X − βY )(X2 + Y 2)
αX + Y − (βX + Y )(X2 + Y 2)
)
, (89)
where α and β are real parameters. By introducing a complex variable W =
X + iY , the above equation can also be expressed as
d
dt
W (t) = (1 + iα)W − (1 + iβ)|W |2W. (90)
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Moreover, by introducing modulus R = |W | = √X2 + Y 2 and argument φ =
arctanY/X of W = X + iY satisfying W = R exp(iφ), R and φ obey
d
dt
R(t) = R−R3, d
dt
φ(t) = α− βR2. (91)
Note that this φ is merely the “angle” of W and not the “phase” in the present
context of phase reduction theory, and is defined only when R > 0.
From the above equations, it is obvious that R(t) → 1 as long as R(0) > 0
initially, so the limit-cycle orbit χ can be expressed as (assuming W (0) = 1, i.e.,
R(0) = 1 and φ(0) = 0 without loss of generality)
R(t) = 1, φ(t) = (α− β)t, (92)
namely,
W0(t) = exp[i(α− β)t] (93)
or
X0(t) = (X0(t), Y0(t)) = (cos(α− β)t, sin(α− β)t), (94)
which represents a unit circle. The frequency and period of the oscillation are
given by ω = α− β and T = 2pi/(α− β), respectively.
The phase function of the above SL oscillator is given by
Θ(W ) = Θ(R,φ) = argW − β ln |W | = φ− β lnR. (95)
Indeed, by using Eq. (91), the phase θ(t) = Θ(W (t)) of the SL oscillator obeys
d
dt
θ(t) =
d
dt
φ(t)− β 1
R(t)
d
dt
R(t) = α− βR(t)2 − β(1−R(t)2) = α− β = ω,
(96)
so that θ(t) increases with a constant frequency ω not only on the limit-cycle
orbit χ but in its basin of attraction. The limit-cycle orbit χ can be expressed
as
W0(θ) = exp(iθ) (97)
or
X0(θ) = (X0(θ), Y0(θ)) = (cos θ, sin θ) (98)
as a function of the phase variable θ (0 ≤ θ < 2pi).
Using the phase function, the phase response function to an impulsive stim-
ulus z = x+iy in the complex plane, which kicks the oscillator state from W0(θ)
to W = W0(θ)+z (or from (X0(θ), Y0(θ)) to (X0(θ)+x, Y0(θ)+y) in the (X,Y )
plane), can be expressed as
g(θ; z = x+ iy) = Θ(W0(θ) + z)−Θ(W0(θ)) = Θ(W0(θ) + x+ iy)− θ. (99)
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Figure 9: (a) Limit-cycle orbit of the Stuart-Landau oscillator. (b) Phase
function Θ(X,Y ). (c) Limit-cycle orbit (X0(θ), Y0(θ)) and the corresponding
phase sensitivity function (ZX(θ), ZY (θ)). The parameter values are α = 1 and
β = −1.
Moreover, the phase sensitivity function Z(θ) = (ZX(θ), ZY (θ)) can be obtained
by differentiating Θ(W ) by x and y as
Z(θ) = (ZX(θ), ZY (θ))
= grad(X,Y )=(X0(θ),Y0(θ))Θ(W ) =
(
∂g(θ; z)
∂x
,
∂g(θ; z)
∂y
)
(x,y)=(0,0)
,(100)
which yields
Z(θ) = (− sin θ − β cos θ, cos θ − β sin θ). (101)
Thus, the SL oscillator has a circular limit-cycle orbit and a sinusoidal phase
sensitivity function.
Let us now consider a pair of SL oscillators with weak mutual coupling,
described by
d
dt
W1(t) = (1 + iα)W1 − (1 + iβ)|W1|2W1 + ε(1 + iδ)(W2 −W1),
d
dt
W2(t) = (1 + iα)W2 − (1 + iβ)|W2|2W2 + ε(1 + iδ)(W1 −W2), (102)
where W1 and W2 are the complex variables of the oscillators 1 and 2, respec-
tively, ε > 0 is a small parameter representing the coupling intensity, and δ is
a real coupling parameter. The above equations generally describe a pair of
coupled oscillators near the supercritical Hopf bifurcation [2]. Note that the
coupling function is given in the real expression as
G(X1,X2) =
(
1 −δ
δ 1
)(
X2 −X1
Y2 − Y1
)
. (103)
By applying the phase reduction and averaging, the approximate phase equa-
tions are given by Eq. (55), where the phase coupling function can be calculated
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Figure 10: (a) Phase map of the Stuart-Landau oscillator with α = 1, β = −1,
where the impulse of amplitude 0.5 is applied in the x direction. (b) Phase
locking of the Stuart-Landau oscillator to periodic impulses of period T = pi.
The zero-crossing events of the oscillators (from Y < 0 to Y > 0) and the
impulses are shown by vertical lines. The phase difference converges to a fixed
value given by the stable fixed point of the phase map.
as
Γ(ϕ) =
1
2pi
∫ 2pi
0
Z(ϕ+ ψ) ·G(X0(ϕ+ ψ),X0(ψ))dψ
= (β − δ)(1− cosϕ)− (1 + βδ) sinϕ (104)
using the limit-cycle solution (98) and phase sensitivity function (101). The
antisymmetric part of this phase coupling function is given by
Γa(ϕ) = Γ(ϕ)− Γ(−ϕ) = −2(1 + βδ) sinϕ, (105)
and, therefore, the in-phase synchronized state ϕ = 0 is stable and the anti-
phase synchronized state ϕ = ±pi is unstable when 1 + βδ > 0, and vice versa
when 1+βδ < 0. This condition generally arises in the analysis of the uniformly
synchronized state of a network of diffusively coupled Stuart-Landau oscillators,
and is called the Benjamin-Feir condition [2, 81, 109, 110, 111]. Instability of the
uniformly synchronized state often leads to nontrivial dynamics of the oscillators
including chaos.
C Phase equation for impulse-driven oscillators
Suppose a limit-cycle oscillator subjected to external impulses described by
d
dt
X(t) = F(X) +
∑
n
Inδ(t− tn), (106)
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where In represents the direction and intensity of the nth impulse and tn its
arrival time. It is not necessary that the impulses In are weak, but the intervals
between the impulses should be sufficiently long so that the oscillator state
perturbed by an impulse can return sufficiently close to the limit-cycle orbit
before receiving the next impulse. Then, the above equation can be reduced to
a phase equation of the form
d
dt
θ(t) = ω +
∑
n
g(θ(tn − 0); In)δ(t− tn). (107)
Moreover, by denoting the phase θ(t) of the oscillator just before the nth impulse
as θn = θ(tn − 0), the above equation can be simplified to the following phase
map [3]:
θn+1 = θn + ω(tn+1 − tn) + g(θn). (108)
When the impulse is periodically applied with period (i.e., interval) Text, this
equation reduces to
θn+1 = θn + ωT + g(θn). (109)
Thus, the dynamics of the limit-cycle oscillator driven by periodic impulses can
be predicted by analyzing the above simple one-dimensional map. As shown in
Fig. 10, if this phase map has a stable fixed point, the oscillator is phase-locked
to the external impulses. As discussed in Ref. [30], synchronization of limit-cycle
oscillators driven by common random impulses can also be analyzed by using
the phase map (108), with tn+1 − tn given by a random variable representing
the intervals between the random impulses.
D Derivation of the adjoint equation
We here derive the adjoint equation, based on the simple argument by Brown,
Moehlis, and Holmes [29]. The following derivation is from [90], which uses the
same idea to derive the adjoint equation for reaction-diffusion systems. More
mathematical proof is based on the Fredholm alternative theory, which gives the
phase equation as the solvability condition of the linearized variational equation
of periodically perturbed oscillators, whereZ(θ) spans the nullspace of the linear
variational operator and satisfies the adjoint equation [4, 7, 32].
Let us consider an oscillator state X near the oscillator state X0(θ) on the
limit-cycle orbit χ with phase θ. When |X − X0(θ)| is sufficiently small, the
phase Θ(X) of X can be linearly approximated as (see Sec. 3)
Θ(X) = Θ(X0(θ) +X−X0(θ))
' Θ(X0(θ)) + gradX=X0(θ)Θ(X) · (X−X0(θ))
= θ + Z(θ) · (X−X0(θ)), (110)
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where the error is O(|X −X0(θ)|2). Suppose that we prepare an unperturbed
oscillator state X0(θ(t)) with phase θ(t) on χ and a slightly perturbed oscillator
state X(t) = X0(θ(t)) + u(t) from χ, and evolve them without further external
perturbations, i.e., by dX(t)/dt = F(X). The small variation u(t) = X(t) −
X0(θ(t)) obeys a linearized equation
d
dt
u(t) = J(θ(t))u(t), (111)
where J(θ(t)) is the Jacobi matrix of F(X) at X = X(θ(t)). During this evo-
lution, the phase difference between the oscillators should remain constant,
namely,
d
dt
[Θ(X(t))−Θ(X0(θ(t)))] = d
dt
[Θ(X(t))− θ(t)] = 0, (112)
because no external perturbation is applied.
Plugging X(t) = X0(θ(t)) +u(t) into Θ(X(t)) and using the linear approxi-
mation of Θ(X) in Eq. (110), Eq. (112) is transformed to
0 =
d
dt
[Z(θ(t)) · u(t)] = dZ(θ(t))
dt
· u(t) + Z(θ(t)) · du(t)
dt
=
dθ(t)
dt
dZ(θ)
dθ
∣∣∣∣
θ=θ(t)
· u(t) + Z(θ(t)) · J(θ(t))u(t)
=
[
ω
dZ(θ)
dθ
∣∣∣∣
θ=θ(t)
+ J†(θ(t))Z(θ(t))
]
· u(t). (113)
Because this equation should hold for arbitrary u(t), the following relation
should be satisfied:
ω
d
dθ
Z(θ) = −J†(θ)Z(θ) (114)
for 0 ≤ θ < 2pi. If Z(θ) satisfies this equation, the phase Θ(X(t)) of the initially
perturbed state and the phase θ(t) = Θ(X0(θ(t))) of the unperturbed state
remain constant to the first order in X(t)−X0(θ(t)), satisfying the assumption
for the phase function to the linear order. Equation (114) is the adjoint equation
for the phase sensitivity function Z(θ).
Because the adjoint equation is linear, appropriate normalization of Z(θ) is
necessary. The normalization condition can be obtained by differentiating the
identity θ(t) = Θ(X0(θ(t)) by t as
ω =
dθ(t)
dt
= gradX=X0(θ(t))Θ(X) ·
dX0(θ(t))
dt
= Z(θ(t)) · F(X0(θ(t)), (115)
namely,
Z(θ) · F(X0(θ)) = ω (116)
should be satisfied for all 0 ≤ θ < 2pi. From this equation, the normalization
condition Eq. (13) is obtained by using dX0(t)/dt = ωdX0(θ)/dθ = F(X0(θ)).
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E Numerical algorithm for the phase sensitivity
function
To obtain the phase sensitivity function Z(θ) numerically, it is convenient to
evolve the adjoint equation (114) backward in time. Since we assume that the
limit-cycle orbit χ is linearly stable, the real parts of the Floquet exponents of
χ are all negative (except for the zero exponent corresponding to the direction
along the orbit). Therefore, the adjoint equation (114) is linearly unstable when
evolved forward in time, because of the minus sign before J†(θ). This makes it
difficult to obtain the time-periodic solution Z(θ + 2pi) = Z(θ) by numerically
evolving Eq. (114), because it is a neutrally stable mode and therefore easily
buried in other unstable modes that grow quickly. However, if Eq. (114) is
evolved backward in time for sufficiently long time, only the neutrally stable
periodic mode Z(θ + 2pi) = Z(θ) remains, because all other modes are now
linearly stable and decay quickly. Thus, by recording the oscillator state X0(θ)
on χ for one period of oscillation, and by evolving the adjoint equation backward
in time using the recorded oscillator state for a long time, Z(θ) can be obtained
numerically. This is called the “adjoint method” after Ermentrout [28].
Figure 11 shows an example source code in C that calculates the phase sen-
sitivity function of the FitzHugh-Nagumo oscillator using the adjoint method.
For readability of the code, numerical integration is performed by the simplest
Euler integration.
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Figure 11: Sample source code in C for calculating the phase sensitivity function
of the FitzHugh-Nagumo oscillator.
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