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Abstract
We introduce a provably energy-stable time-integration method for general
classes of phase-field models with polynomial potentials. We demonstrate
how Taylor series expansions of the nonlinear terms present in the partial
differential equations of these models can lead to expressions that guaran-
tee energy-stability implicitly, which are second-order accurate in time. The
spatial discretization relies on a mixed finite element formulation and isoge-
ometric analysis. We also propose an adaptive time-stepping discretization
that relies on a first-order backward approximation to give an error-estimator.
This error estimator is accurate, robust, and does not require the computa-
tion of extra solutions to estimate the error. This methodology can be applied
to any second-order accurate time-integration scheme. We present numeri-
cal examples in two and three spatial dimensions, which confirm the stability
and robustness of the method. The implementation of the numerical schemes
is done in PetIGA, a high-performance isogeometric analysis framework.
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1. Introduction
The theory behind phase-field models, defined by Van der Waals [46]
over a century ago, has matured and taken off in the last couple of decades.
The phase-field framework implicitly describes surfaces and interfaces by
continuous scalar fields that take constant values in the bulk phases and
vary continuously but steeply across a diffuse front [44]. The phase-field
parameter is used within a free energy functional that defines the physical
behavior of the system, and here lies one of the key advantages over other
methods. The diffuse interface is introduced through an energetic varia-
tional procedure that results in a thermodynamically consistent coupling.
This consistency gives the method solid mathematical and physical footings,
and explains why applications range from spinodal decomposition of immis-
cible binary mixtures [7, 21, 61], tumor angiogenesis [58, 59], wetting [14]
and elasto-capillarity [5, 53], image processing [40] to water infiltration in
porous media [22]. Another advantage of the phase-field method over sharp
interface descriptions comes from the fact that under appropriate assump-
tions [6], a diffuse-interface description can asymptotically converge to its
sharp-interface counterpart by decreasing the interfacial thickness.
Even though phase-field modeling has been qualitatively successful, it is
not without its own drawbacks. Phase-field modeling usually involves the
solution of high-order partial differential equations (PDEs), and including
realistic features comes at the expense of nonlinear terms (such as a non-
linear mobility for the different components involved). Given the nature of
the PDEs, using explicit methods is restrictive for stability reasons, and this
has motivated research on implicit algorithms [21, 36, 54]. Another issue has
to do with the resolution used to describe the interfacial thickness. If the
interfacial layer is not well resolved, the solution can have spurious oscilla-
tions, particularly in the vicinity of the interface [62]. Irrespective of the
discretization method used, these last two points lead to the need for robust
and scalable software to solve these types of problems. Last but not least,
phase-field models should possess strong energy stability [30]: free energy
must decrease in time. The goal of this paper is to devise a time discretiza-
tion scheme that applies to both conserved and non-conserved phase-field
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models with a polynomial potential, within a high-performance framework,
with the longterm goal of obtaining quantitative results for industrially rel-
evant applications.
Numerical techniques that satisfy thermodynamic relations at the discrete
level in phase-field models have been developed for both conserved [23, 25]
and non-conserved phase-field models [24, 27]. This work generalizes some of
these algorithms, and shows that the nonlinear terms present in the equations
can be discretized in time using a Taylor series expansion to guarantee both
second-order accuracy and strong energy stability. Given the difference in
time scales that can exist in these models, we also present an a-posteriori
error estimator that can be used to adapt the scheme in time.
Regarding the spatial discretization, we use isogeometric analysis (IGA) [13],
a generalization of the finite element method, where, for example, Non-
Uniform Rational B-spines (NURBS) [43] are used as basis functions. The
method has successfully been applied in its Galerkin version to solve the
Cahn-Hilliard equation [21, 23], the advective [39] and Navier-Stokes-Cahn-
Hilliard equations [19, 56], the Swift–Hohenberg equation [24] and the phase-
field crystal equation [25, 54, 57]. IGA possesses some advantages over stan-
dard finite element methods, which include being able to easily generate
high-order, globally continuous basis functions as well as exact geometrical
representations as the finite element space is refined. However, when used to
discretize the higher-order partial differential equations, the NURBS-based
spaces result in expensive linear systems that need efficient and scalable
solvers that mitigate the increased cost (see [8–10] for a thorough discussion
on the issues). For this reason, we implemented our algorithm in a high-
performance isogeometric analysis framework, PetIGA [12, 15]. Recently,
isogeometric collocation methods have also been used to discretize phase-
field models [26, 49].
The paper is structured as follows: in section 2, we describe the general
class of phase-field models dealt with in this work, and present the develop-
ment of our unconditionally stable time integrator. In section 3, we present
our spatial discretization strategy, detail the numerical solution process, and
present our novel time-adaptive algorithm. In section 4, we present four
different phase-field models, which we proceed to solve in section 5 using
different time-stepping schemes. We conclude with section 6.
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2. Energy stability of phase-field models
To model interfacial problems, phase-field methods represent the sharp
interfaces between the different phases through thin transition regions that
distribute the interfacial forces. In these models, the phase-field or order-
parameter varies smoothly (i.e., continuously) over these thin layers, with a
key point being that the energy of these models needs to be dissipated as
time progresses. The existence of a Lyapunov functional for these diffuse-
interface problems implies strong energy stability [60], a property which can
be lost if inadequate algorithms and/or spatio-temporal resolutions are used
to solve the partial differential equation [24, 48, 55, 60]. This work addresses
the nonlinear stability issue for both conserved and non-conserved phase-field
variables, and presents a simple process that relies on Taylor series to handle
the nonlinear terms present in the partial differential equation.
2.1. Phase-field modeling
The phase-field framework relies on the minimization of a free energy
functional that models how the system undergoes phase transition. This
functional depends on a phase-field variable φ and its derivatives, and tries
to capture both the bulk behavior of the components involved as well as
their interfacial behavior. The free energy functional F for many important
phase-field models can generally be written as [45]
F[φ(x)] = ∫
Ω
(
f(φ,∇φ,∆φ) + Ψ(φ))dΩ, (1)
where f is a function of φ and its derivatives, such that
f(φ,∇φ,∆φ) = f1(φ) + f2(∇φ) + f3(∆φ)
=
1
2
(
c0φ
2 + c1|∇φ|2 + c2 (∆φ)2
)
, (2)
where c0, c1, and c2 are real-valued constants, ∇ and ∆ represent the gradient
and Laplacian operators, respectively, and Ψ, a Landau-type free energy
density [45], is a polynomial function of φ given by
Ψ(φ) =
1
4
a0 − 1
2
a2φ
2 +
1
4
a4φ
4, (3)
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where a0, a2 and a4 are real-valued constants, and a2 and a4 are strictly
positive. This implies that the fourth derivative of Ψ with respect to φ is a
positive constant
∂4Ψ(φ)
∂φ4
= Ψ4(φ) ≥ 0.
To simplify notation, we write F [φ(x)] as F(φ), and f(φ,∇φ,∆φ) as f(φ).
The phase field models considered in this work are those obtained through
variational arguments, where the evolution in time of the phase-field variable
is related to the variational derivative of the free energy functional defined in
equation (1). These particular phase-field models have a gradient-flow struc-
ture. The initial boundary value problem with periodic boundary conditions
over the spatial domain Ω (see equations (6)-(10) in [25] for the formal bound-
ary conditions that lead to the phase-field crystal equation) and time interval
[0, T ] of such cases is formulated as: given φ0 : Ω→ R, find φ : Ω×[0, T ]→ R
such that 
∂φ
∂t
= (−∇)a ·
(
−M∇a δF(φ)
δφ
)
on Ω×]0, T ],
φ(x, 0) = φ0(x) on Ω¯.
(4)
where t stands for a time-like variable, and the parameter a takes a value
of one if the phase-field represents a conserved quantity or zero otherwise.
Here, M ≡ M(φ) represents mobility and is defined as M = M¯ , with M¯ a
positive constant, or through the nonlinear expressionM = M¯
(
a2
a4
− φ2
)
≥ 0 ∀ φ ∈
]
−
√
a2
a4
,
√
a2
a4
[
,
M = 0 otherwise.
(5)
The initial condition is given by φ0(x), and the variational derivative operator
δ
δφ
is defined formally as
δ
δφ
=
∂
∂φ
−∇ · ∂
∂∇φ + ∆
∂
∂∆φ
. (6)
for models including up to Laplacians in F . Higher order models can also be
considered by extending equation (6). Periodic or no-flux boundary condi-
tions are used in all directions for all the problems considered in this work.
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Many phase-field models may be derived from Lyapunov functionals using
variational arguments [42], which endows them with nonlinear stability. We
satisfy this property for a number of models by guaranteeing strong energy
stability [60], defined discretely in time as
F(φ (tn+1) ) ≤ F(φ (tn) ) ∀ n = 1, 2, ..., r. (7)
Thermodynamically consistent algorithms (i.e., energy stable) are neces-
sary. If inadequate discretizations are used to solve the partial differential
equations involved, unphysical results where free energy increases can fol-
low [24, 54]. Considering equation (7), the jump in free energy 〚F〛 is defined
as
〚F〛 = F(φ (tn+1) )−F(φ (tn) ),
=
∫
Ω
(
〚f〛 + 〚Ψ〛
)
dΩ (8)
where
〚f〛 = f
(
φ (tn+1)
)− f(φ (tn) ),
〚Ψ〛 = Ψ
(
φ (tn+1)
)−Ψ(φ (tn) ).
With the goal of proving that our method guarantees
〚F〛 ≤ 0,
irrespectively of the mesh and time step sizes used, the free energy jump can
be obtained using the weak form of equation (4) as shown in section 2.3.
2.2. A stable scheme
We propose a new second-order accurate, unconditionally energy-stable
scheme for phase field models, given by
〚φ〛
∆t
=(−∇)a ·(−M∇aσ) , (9)
σ=
∂f1({φ})
∂φ
+ Ψ˜′−∇· ∂f2({φ})
∂∇φ +∆
∂f3({φ})
∂∆φ
, (10)
where
〚φ〛 = φn+1 − φn; ∆t = tn+1 − tn; {φ} = 1/2 (φn+1 + φn) .
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The function Ψ˜′ represents an approximation to Ψ′ such that the scheme is
energy-stable. The approximation is defined as
Ψ˜′ = Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
, (11)
where Ψ′m is written instead of Ψ
′ (φm) for the sake of brevity.
2.3. Building up 〚F〛 from the weak form
The auxiliary variable σ appearing in equations (9) and (10) is defined as
σ =
δF(φ)
δφ
,
which in turn modifies the definition of the partial differential equation (4),
that now reads
∂φ
∂t
= (−∇)a · (−M∇aσ) , (12)
σ =
δF(φ)
δφ
. (13)
Let us define the functional space V ∈ Hm, where Hm is the Sobolev space of
square integrable functions with square integrable derivatives up to order m.
Here the value of m can be 1, 2 or 3. For the Cahn–Hilliard equation, m = 2,
for the phase-field crystal equation we set m = 3 and for the Allen–Cahn
equation we set m = 1 in their respective variational forms. Essentially, m is
the natural number of derivatives for the PDE under study. In the following,
we derive the weak form of equations (12)-(13), obtained by multiplying them
by test functions w, q ∈ V , respectively, and integrating them by parts. The
problem then becomes to find φ, σ ∈ V , such that for all w, q ∈ V ,(
w,
∂φ
∂t
)
Ω
+ (∇aw,M∇aσ)Ω = 0, (14)
(q, σ)Ω −
(
q,
δF(φ)
δφ
)
Ω
= 0, (15)
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where the L2 inner product over the domain is indicated by (·, ·)Ω. Recalling
equations (6) and (15), we have that
(q, σ)Ω =
(
q,
δF(φ)
δφ
)
Ω
=
(
q,
∂
∂φ
(
f1(φ) + Ψ(φ)
)
−∇ · ∂f2(φ)
∂∇φ + ∆
∂f3(φ)
∂∆φ
)
Ω
=
(
q,
∂f1(φ)
∂φ
)
Ω
+
(
∇q, ∂f2(φ)
∂∇φ
)
Ω
+
(
∆q,
∂f3(φ)
∂∆φ
)
Ω
+
(
q,
∂Ψ(φ)
∂φ
)
Ω
. (16)
Recalling the time integration scheme proposed, we substitute equation (9)
in (14) to obtain (
w,
〚φ〛
∆t
)
Ω
+ (∇aw,M∇aσ)Ω = 0, (17)
and substitute equation (10) in (16) to recover
(q, σ)Ω =
(
q,
∂f1({φ})
∂φ
)
Ω
+
(
∇q, ∂f2({φ})
∂∇φ
)
Ω
+
(
∆q,
∂f3({φ})
∂∆φ
)
Ω
+
(
q, Ψ˜′
)
Ω
. (18)
Now, by taking the test function q to be equal to 〚φ〛, and taking the test
function w as equal to σ, equations (17) and (18) become
(σ, 〚φ〛)Ω = −∆t (∇aσ,M∇aσ)Ω , (19)
(〚φ〛, σ)Ω =
(
〚φ〛,
∂f1({φ})
∂φ
)
Ω
+
(
∇〚φ〛, ∂f2({φ})
∂∇φ
)
Ω
+
(
∆〚φ〛,
∂f3({φ})
∂∆φ
)
Ω
+
(
〚φ〛, Ψ˜′
)
Ω
. (20)
Substituting (19) in (20), we recover that
−∆t (∇aσ,M∇aσ)Ω =
(
〚φ〛,
∂f1({φ})
∂φ
)
Ω
+
(
∇〚φ〛, ∂f2({φ})
∂∇φ
)
Ω
+
(
∆〚φ〛,
∂f3({φ})
∂∆φ
)
Ω
+
(
〚φ〛, Ψ˜′
)
Ω
. (21)
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Using equation (8), it follows that∫
Ω
〚f〛dΩ = 〚F(φ)〛−
∫
Ω
〚Ψ〛dΩ
=
(
〚φ〛,
∂f1({φ})
∂φ
)
Ω
+
(
∇〚φ〛, ∂f2({φ})
∂∇φ
)
Ω
+
(
∆〚φ〛,
∂f3({φ})
∂∆φ
)
Ω
.
Substituting this result in equation (21), we recover that
〚F(φ)〛 = −∆t (∇aσ,M∇aσ)Ω +
∫
Ω
〚Ψ〛dΩ−
(
〚φ〛, Ψ˜′
)
Ω
= −∆t (∇aσ,M∇aσ)Ω +
∫
Ω
(
〚Ψ〛− 〚φ〛Ψ˜′
)
dΩ. (22)
Remark 1. Since M is a non-negative quantity (considering equation (5) or
its definition as a positive constant), the approximation for Ψ′ can be chosen
to yield a stable scheme with second order accuracy in time.
Remark 2. Even though the mixed formulation allows to recover the free
energy jump in the case of conserved phase-field models, primal formulations
can be used in the case of non-conserved phase-field variables.
2.4. Handling nonlinearities: Taylor expansions guarantee energy-stability
Assuming the free energy functionals to be analytic, the nonlinear term
involving Ψ in the free energy F can be expressed at time levels n or n+1 as a
Taylor series expansion, from Ψn+1 = Ψ(φn+1) and Ψn = Ψ(φn), respectively.
This allows us to write:
Ψn+1 =
∞∑
k=0
Ψ(k)n
〚φ〛k
k!
(23)
Ψn =
∞∑
k=0
Ψ
(k)
n+1
(−1)k 〚φ〛k
k!
(24)
where Ψ
(a)
m is the k-th derivative of Ψ with φ evaluated at tm, such that
Ψ(k)m =
dkΨ(φ(tm))
dφk
.
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The jump in Ψ can then be equivalently expressed as:
〚Ψ〛 = Ψn+1 −Ψn =
∞∑
k=1
Ψ(k)n
〚φ〛k
k!
(25)
=
∞∑
k=1
Ψ
(k)
n+1
(−1)k+1 〚φ〛k
k!
(26)
Depending on how many terms of the expansions given in equations (25)
and (26) are kept, different approximations can be obtained. Given the
definition of Ψ in equation (3), 〚Ψ〛 can be expanded from tn+1 using equa-
tion (26) such that
〚Ψ〛 = Ψ′n+1〚φ〛−Ψ′′n+1
〚φ〛2
2
+ Ψ′′′n+1
〚φ〛3
6
−Ψ(4)n+
〚φ〛4
24
, (27)
where Ψ
(4)
n+ represents the exact remainder term [50] of the Taylor series, and
is always greater than zero since a4 > 0. Recalling the implicit approximation
to the nonlinear function Ψ˜′ given by equation (11), 〚Ψ〛 can be expressed as
〚Ψ〛 = Ψ˜′〚φ〛−Ψ(4)n+
〚φ〛4
24
.
Thus, if equation (11) is used to express Ψ′ as an approximation to 〚Ψ〛/〚φ〛,
the jump in free energy of equation (22) becomes
〚F(φ)〛 = −∆t (∇aσ,M∇aσ)Ω −
∫
Ω
Ψ
(4)
n+
〚φ〛4
24
dΩ,
≤ 0,
and energy stability is proven.
2.5. Order of accuracy
To obtain a bound on the local truncation error, the method can be
compared to the Crank–Nicolson scheme. For simplicity of presentation, we
suppose that M is constant in this section. When applied to equation (4),
the scheme reads
〚φ〛
∆t
= (−∇)a ·
(
−M∇a δF ({φ})
δφ
)
,
= (−∇)a ·
(
−M∇a
(
δf({φ})
δφ
+
∂Ψ({φ})
∂φ
))
, (28)
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where
δf({φ})
δφ
=
∂f1({φ})
∂φ
−∇ · ∂f2({φ})
∂∇φ + ∆
∂f3({φ})
∂∆φ
.
Substituting the discrete time solution {φ} by the time-continuous solution
{φ (tn)} into the above equation gives rise to the local truncation error. In-
deed, we have
〚φ〛
∆t
= (−∇)a ·
(
−M∇a δF ({φ (tn)})
δφ
)
,
= (−∇)a ·
(
−M∇a
(
δf ({φ(tn)})
δφ
+
∂Ψ ({φ(tn)})
∂φ
))
+ τ (tn) , (29)
where τ (tn) represents the global truncation error. Such a scheme gives a
bound τ (tn) ≤ C∆t2 which can be shown using Taylor series.
To prove second order accuracy in time for our scheme, we compute the
next time-step approximation via the scheme applied to the exact solution
and compare the result to Taylor expansions. A similar procedure was per-
formed in [61] in the context of the Cahn-Hilliard equation and in [54] in the
context of the phase-field crystal equation. Using equations (9)-(10), and
reorganizing the splitting into one equation, we have that
φn+1 = φ (tn) + ∆t (−∇)a ·
(
−M∇a
(
δf ({φ (t)})
δφ
+Ψ′ (φ (tn+1))−Ψ′′ (φ (tn+1)) 〚φ(t)〛
2
+Ψ′′′ (φ (tn+1))
〚φ(t)〛2
6
))
, (30)
when the first three terms of approximation (11) are used, and {φ(t)} defines
the Crank–Nicolson approximation, known to have error that is second-order
in time (O (∆t2)). If at least two terms are used in the approximation of Ψ˜′,
the rest of the terms are at least of order (∆t2), such that equation (30) can
be written as
φn+1 = φ (tn) + ∆t (−∇)a ·
(
−M∇a
(
δf ({φ (t)})
δφ
+ Ψ′ (φ (tn+1))−Ψ′′ (φ (tn+1)) 〚φ(t)〛
2
+O (∆t2))), (31)
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We expand Ψ′ (φ (tn+1)) such that
Ψ′ (φ (tn+1)) = Ψ′ ({φ(t)})−Ψ′′ (φ (tn+1)) ({φ (t)} − φ (tn+1)) +O
(
∆t2
)
= Ψ′ ({φ(t)}) + Ψ′′ (φ (tn+1)) 〚φ(t)〛
2
+O (∆t2) .
Thus,
Ψ′ ({φ(t)}) = Ψ′ (φ (tn+1))−Ψ′′ (φ (tn+1)) 〚φ(t)〛
2
+O (∆t2) . (32)
Using equation (32), and substituting it into (31), we obtain
φn+1 = φ (tn)
+∆t (−∇)a ·
(
−M∇a
(
δf ({φ (t)})
δφ
+Ψ′ ({φ(t)})+O (∆t2))), (33)
Alternatively, by Taylor expansion of the solution we have
{φ (t)} = φ (tn+1)−Ψ′ ({φ(t)})
(
∆t
2
)
−Ψ′′ ({φ(t)}) 1
2
(
∆t
2
)
+O (∆t3) ,
{φ (t)} = φ (tn) + Ψ′ ({φ(t)})
(
∆t
2
)
−Ψ′′ ({φ(t)}) 1
2
(
∆t
2
)
+O (∆t3) .
Taking the difference of the above two equations and using equation (4) yields
φ(tn+1)− φ(tn)=∆t∂{φ (t)}
∂t
+O (∆t3)
=∆t(−∇)a ·
(
−M∇a
(
δf ({φ(t)})
δφ
+Ψ′ ({φ(t)})+O (∆t3))),
Finally, taking the difference of the above expression with equation (33), we
obtain the local truncation error
φ (tn+1)− φn+1 = O
(
∆t3
)
. (34)
As the global truncation error τ (tn) loses an order of accuracy of ∆t, the
scheme is second-order accurate in time.
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2.6. Conserving mass when a = 1
Mass conservation is verified for the case in which a = 1 by taking the
time-discrete version of equation (14) and letting the test function w be equal
to one while having test function q equal to zero, such that
0 =
(
1,
〚φ〛
∆t
)
Ω
+ (0,M∇aσ)Ω =
∫
Ω
〚φ〛
∆t
dΩ,
which implies that mass is conserved at the discrete time levels, that is∫
Ω
φn+1dΩ =
∫
Ω
φndΩ.
3. Numerical discretization and time-adaptivity
In this section, we discuss the spatial discretization used to solve equa-
tions (17)-(18). We also introduce an adaptive algorithm in time that can
be applied together with the stable time-marching scheme proposed. This
coupling decreases the computational time needed to reach steady state so-
lutions, and guarantees free energy stability during the simulation.
3.1. Spatial discretization: semi-discrete formulation
Given the weak form presented in equations (17)-(18), H2-conforming
spaces are needed if the equation is solved with the Galerkin method. This
requirement can be fulfilled by using C1 finite elements. These finite elements
are accessible through isogeometric analysis [13]. Even though the equations
addressed in this work are not required to go above m = 2, it is possible to
generate discrete spaces with a higher degree of continuity [57]. As m = 2
allows us to tackle all the problems dealt with in this work, we let Vh2 ⊂ V2
denote the finite dimensional functional space in two or three dimensions,
where V2 is the Sobolev space of square integrable functions with square
integrable first and second derivatives. The problem can be stated as follows:
find φh, σh ∈ Vh2 such that for all wh, qh ∈ Vh2
0 =
(
wh,
∂φh
∂t
)
Ω
+
(∇aw,M (φh)∇aσh)
Ω
(35)
0 =
(
qh, σh −Ψ′ (φh))
Ω
−
(
qh,
∂f1(φ
h)
∂φh
)
Ω
−
(
∇qh, ∂f2(φ
h)
∂∇φh
)
Ω
−
(
∆qh,
∂f3(φ
h)
∂∆φh
)
Ω
(36)
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where the weighting functions wh and qh, trial solutions φh and σh are defined
as the linear combinations
wh =
∑
A
WANA(x), σ
h =
∑
A
ΣANA(x), (37)
qh =
∑
A
QANA(x), φ
h =
∑
A
ΦANA(x), (38)
where NA are the multidimensional basis functions and WA, QA, ΣA and ΦA
are the control variables.
Remark 3. Linear finite elements can be used in phase-field equations where
the Laplacian term is absent from the free energy functional (i.e., c2 = 0 in
equation (2)). Furthermore, the choice to use C1 finite elements simplifies
the presentation of the method, but alternative mixed formulations that only
require C0 finite elements exist [54].
3.2. Fully-discrete scheme
The fully-discrete version of the general phase-field problem presented
in equations (12)-(13) may be described as follows: Let the time interval
T =]0, T [ be divided into r subintervals Tn = (tn, tn+1) for n = 0, ..., r − 1.
The fully discrete solutions are defined as φhn and σ
h
n. The problem can now
be defined as follows: given φhn−1, φ
h
n and σ
h
n, find φ
h
n+1 and σ
h
n+1 such that
for all wh, qh ∈ Vh2
0 =
(
wh,
〚φ〛
∆t
)
Ω
+
(∇awh,M (φh)∇aσhn+1)Ω , (39)
0 =
(
qh, σhn+1 − Ψ˜′
(
φh
))
Ω
−
(
qh,
∂f1
({
φh
})
∂φh
)
Ω
−
(
∇q, ∂f2
({
φh
})
∂∇φh
)
Ω
−
(
∆qh,
∂f3
({
φh
})
∂∆φh
)
Ω
, (40)
where Ψ˜′
(
φh
)
represents the spatially-discrete version of equation (11).
3.3. Numerical implementation
With regards to the numerical implementation, we let the global vectors
of degrees of freedom associated to φhn and σ
h
n be Φ
h
n and Σ
h
n, respectively.
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The residual vectors for this formulation are then given by
Rφ (Φn−1,Φn,Φn+1,Σn+1) ; Rφ = {RφA}; A = 1, ..., nb,
Rσ (Φn−1,Φn,Φn+1,Σn+1) ; Rσ = {RσA}; A = 1, ..., nb,
where
RφA =
(
NA,
〚φ〛
∆t
)
Ω
+
(∇aNA,M (φh)∇aσh)Ω ,
RσA =
(
NA, σ
h − Ψ˜′ (φh))
Ω
−
(
NA,
∂f1
({
φh
})
∂φh
)
Ω
−
(
∇NA,
∂f2
({
φh
})
∂∇φh
)
Ω
−
(
∆NA,
∂f3
({
φh
})
∂∆φh
)
Ω
.
The resulting system of nonlinear equations for Φn+1 and Σn+1 is solved us-
ing Newton’s method, where Φ
(i)
n+1 and Σ
(i)
n+1 correspond to the i -th iteration
of Newton’s algorithm. We solve the linear systems at each step with GM-
RES [47], to a specified relative tolerance (10−5 in this work) with a restart
criterion of 100. To start the time integration, we set φ−1 = φ0.
The codes use PetIGA, a high-performance isogeometric analysis frame-
work [15]. The codes are in the demo section of the repository1 and free to
download.
3.4. Time adaptivity
Many processes modeled with phase-field models are controlled by dif-
ferent time scales as they evolve, and each regime may be orders of mag-
nitude different from the other. Therefore, efficient numerical solutions for
these problems usually involve adaptive time stepping schemes. Different
strategies have already been proposed, such as the ones found in [21, 27] for
the Allen–Cahn and Cahn–Hilliard equations and in [63] for the phase-field
crystal equation. Even though the methods presented therein successfully
decrease the computational time taken to reach steady state solutions, they
still have room for considerable computational savings. In [21], a solution
computed with the generalized-α method is compared against a solution ob-
tained with the backward-Euler method. The difference between the two
solutions is used as an error estimator to modify the time step size. Even
1https://bitbucket.org/dalcinl/petiga
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though shown to be robust and used since in other works [23, 35, 39], this
strategy is inefficient given that the solution must be computed twice at each
time step. In [27, 63], no recovery strategies are proposed when the numeri-
cal solver fails. This implies a period of trial and error is necessary to tune
the solver parameters for the specific equation being solved. In the following,
we propose an adaptive time-stepping strategy for any second-order accurate
time-integration scheme. In particular, our stable method. This time adap-
tive scheme addresses these issues and is based on the generalized-α method.
The method is presented in algorithm 1.
Rather than computing the solution twice as done in [21], the solutions
at tn and tn−1 can be stored and used to estimate a-posteriori the local
truncation error of a lower-order method once the solution at tn+1 is obtained
with the second-order accurate generalized-α method (see Appendix 7.1).
The estimation of the local truncation error is done through variable step-
size backward differentiation. Borrowing techniques from embedded Runge–
Kutta methods [28], we consider the second-order accurate generalized-α
method as a high-order scheme, and the first-order backward-Euler method
as a lower-order scheme. Our time-adaptive scheme is based on controlling
the local truncation error for the lower-order method, i.e., the backward-
Euler method. By using Taylor series expansions, it can be shown [37] that
the local truncation error of the backward-Euler method is
τBE (tn+1) = −∆t
2
2
U′′ (tn+1) +O
(
∆t3
)
. (41)
Given the approximate solutions Un+1, Un and Un−1, at times tn+1, tn and
tn−1, respectively, we can express the scaled second derivative 1/2∆t2U′′ (tn+1)
using the second order backward difference formula
∆t2
2
U′′ (tn+1) =
1
η
Un+1 − 1
η − 1Un +
1
η(η − 1)Un−1 +O
(
∆t3
)
, (42)
where η = (∆t+ ∆tp)/∆t = 1+∆tp/∆t, ∆t = tn+1− tn and ∆tp = tn− tn−1.
From equations (41)-(42) the truncation error can be conveniently esti-
mated as
En+1 = −1
η
Un+1 +
1
η − 1Un −
1
η(η − 1)Un−1 ≈ τ
BE (tn+1) .
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Then, we can calculate a weighted local truncation error (WLTE) [28, equa-
tion 4.11] as
WLTE =
√√√√ 1
N
N∑
i=1
(
Ei
τ absi + τ
rel
i max (|Ui|, |Ui + Ei|)
)2
, (43)
where Ei = (En+1)i, Ui = (Un+1)i, τ
abs
i and τ
rel
i define tunable absolute and
relative tolerances, respectively. The WLTE can be used to control the error
at each time step. By definition, values of WLTE smaller or equal to one
mean that the local truncation error is within the user-prescribed tolerances;
the step just taken can thus be accepted and the time integration can move
forward with either the same or a larger time step size. On the contrary,
values of WLTE larger than one imply unacceptable errors; the step taken
should be rejected and retaken with a smaller time step size. No matter the
outcome, either step acceptance or rejection, the updating procedure of the
time step size is the same and given by
∆tnext = ρ WLTE
−1/2 ∆t,
with ρ a safety factor. The default values for the safety factor ρ, the absolute
and relative tolerances τ absi and τ
rel
i are set to 0.9, 10
−4 and 10−4, respectively.
An initial time derivative V0 needs to be provided given the non-self-
starting nature of the algorithm. By using a finite difference strategy, a
reasonable initial time derivative can be estimated (i.e., O(∆t2)). To do
this, the backward-Euler method on the system dU
dt
= F (t,U) is used to
estimate the value U∗1/2 at time t1/2 = t0 + 1/2∆t
U∗1/2 −U0
∆t/2
= F
(
∆t/2,U∗1/2
)
.
Using the approximation to U∗1/2, a second backward-Euler solve is done to
get the value U∗1 at time t1 = t0 + ∆t
U∗1 −U∗1/2
∆t/2
= F (∆t,U∗1) .
Given U0, U
∗
1/2, U
∗
1, the initial time derivative can be approximated as
V0 =
1
∆t
(−3U0 + 4U∗1/2 −U∗1) . (44)
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Now, given a solution U0 at time t0, it is possible to compute a solution U
α
1
at t1 = t0 + ∆t using the standard generalized-α method [34] for first-order
systems.
Algorithm 1 Pseudocode for adaptive time-stepping.
kmax = 10, kmin = 0.1, ρ = 0.9.
1: Compute solution Uαn+1 using ∆t and the generalized-α method
2: if nonlinear solve failed to converge then
3: k = 0.25, update time step size ∆t⇐ k∆t
4: goto 1
5: end if
6: Calculate local truncation error En+1 using equation (41)
7: Calculate WLTE using equation (43)
8: Compute klte = ρWLTE
−1/2
9: Set k = max
(
kmin,min (klte, kmax)
)
10: if WLTE > 1 then
11: Reject step, update time step size ∆t⇐ k∆t
12: goto 1
13: end if
14: Accept step, update time step size ∆t⇐ k∆t
The same strategy developed here for the generalized-α method can be
applied to any second-order accurate scheme, and, in particular, the method
we propose in section 2.2.
4. Phase-field models
In this section, we focus on four phase-field models that have had con-
siderable success in modeling different phenomena [17, 18, 45]. These are
the Allen–Cahn [2], the Cahn–Hilliard [7], the Swift–Hohenberg [51] and
the phase-field crystal [16] equations. The Allen–Cahn and Cahn–Hilliard
equations, two of the most successful phase-field models to date, are derived
as gradient flows of the same free energy functional [27]. The same state-
ment can be made regarding the Swift–Hohenberg and the phase-field crystal
equation, which are also derived from the same free energy functional.
These equations were selected because their stable time integration has
garnered considerable interest in recent years [23, 24, 52, 54], and this work
generalizes some of the numerical schemes that have been put forth in the
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context of the Cahn-Hilliard [27, 36] and phase-field crystal equations [54].
Additionally, the discretization in space is done using isogeometric analy-
sis [13], which allows to easily generate high-order and globally continuous
basis functions. Given the higher-order nature of the equations and the com-
plicated geometries that can arise in phase-field problems [20], a finite element
discretization with improved geometrical properties [31] which allows for a
straightforward discretization of the high-order differential operators, seems
to be a flexible and robust choice among the myriad of methods available.
4.1. The Allen–Cahn equation
The Allen–Cahn equation governs the behavior of the Ising ferromag-
net [44], where the competition between energy and entropy gives way to a
phase transition below some critical temperature [2]. The free energy func-
tional for the system is given by
FAC =
∫
Ω
(
ΨAC +
1
2
|∇φ|2
)
dΩ,
where ΨAC =
1
42
(φ2 − 1)2 and  is a parameter related to interface thick-
ness. The phase-field parameter is related to the ordering of the phase, which
translates to it being a non-conserved quantity. The partial differential equa-
tion that describes this order-disorder transition is given by
∂φ
∂t
= −σ,
σ = Ψ′AC (φ)−∆φ,
where a constant mobility of value one is considered. The weak formulation,
following equations (17)-(18), is given by
0 =
(
w,
∂φ
∂t
+ σ
)
Ω
, (45)
0 =
(
q, σ −Ψ′AC(φ)
)
Ω
− (∇w,∇φ)
Ω
. (46)
The time discretization, using the stable scheme proposed in section 2.2,
becomes
0 =
(
w,
∂φ
∂t
+ σ
)
Ω
,
0 =
(
q, σ − Ψ˜′AC(φ)
)
Ω
− (∇w,∇{φ})
Ω
.
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4.2. The Cahn–Hilliard equation
The Cahn–Hilliard equation governs the evolution of an immiscible binary
mixture undergoing phase separation [7]. This is the equation that popular-
ized the use of the phase-field method [45]. In this equation, the phase field
represents the concentration of one of the components of the mixture. The
dimensionless free energy functional is given by
FCH = FAC
=
∫
Ω
(
ΨCH +
1
2
|∇φ|2
)
dΩ (47)
where ΨCH =
1
42
(φ2 − 1)2. The parameter  is related to the thickness of
the interface. The partial differential equation, given that the phase-field is
in this case a conserved quantity, is given by
∂φ
∂t
= ∇ · (MCH∇σ) ,
σ = Ψ′CH (φ)−∆φ,
with MCH = M¯ (1− φ2). The variational formulation is then given by
0 =
(
w,
∂φ
∂t
)
Ω
+
(∇w,MCH∇σ)Ω, (48)
0 =
(
q, σ −Ψ′CH(φ)
)
Ω
− (∇w,∇φ)
Ω
. (49)
The time discretization, using the stable scheme proposed, becomes
0 =
(
w,
∂φ
∂t
)
Ω
+ (∇w,MCH∇σ)Ω ,
0 =
(
q, σ − Ψ˜′CH(φ)
)
Ω
− (∇w,∇{φ})
Ω
,
where the nonlinear mobility MCH is defined using equation (5).
Remark 4. The discretization can introduce numerical error that makes the
phase-field take values outside of a physically relevant range for the Cahn–
Hilliard equation [11], i.e., φ ∈
]
−√a2/a4,√a2/a4[. This issue is simply
addressed by setting the mobility to zero as done through equation 5.
20
4.3. The Swift–Hohenberg equation
The Swift–Hohenberg equation is derived from a phenomenon known as
Rayleigh–Be´nard convection, in which a fluid is trapped between a hot and
a cold plate. The equation describes a convective instability, which occurs
when the difference in temperature between the plates becomes large enough.
The Swift–Hohenberg equation, a fourth order, nonlinear partial differential
equation, is derived as a gradient flow of the dimensionless free energy func-
tional FSH defined by [24, 51]
FSH =
∫
Ω
[
1
2
(
φ2 − 2|∇φ|2 + (∆φ)2)+ ΨSH(φ)] dΩ, (50)
where ΨSH(φ) = − 
2
φ2 +
1
4
φ4. Using equations (4), (12), (13) along with the
definition of free energy given by equation (50) defines the evolution in time
of φ
∂φ
∂t
= −σ, (51)
σ = (1 + ∆)2 φ+ Ψ′SH (φ) , (52)
where MSH = M¯SH = 1, (1 + ∆)
2 = 1 + 2∆ + ∆∆, Ψ′SH is defined as
Ψ′SH(φ) =
∂Ψ(φ)
∂φ
= φ3 − φ, as well as the fact that the order parameter φ is
not a conserved quantity in the case of this equation such that a = 0. The
corresponding weak form, following equations (17)-(18), is given by
0 =
(
w,
∂φ
∂t
+ σ
)
Ω
, (53)
0 =
(
q, σ − φ−Ψ′SH(φ)
)
Ω
+ 2
(∇w,∇φ)
Ω
− (∆w,∆φ)
Ω
. (54)
The time discretization, following section 2.2, is given by
0 =
(
w,
〚φ〛
∆t
+ σ
)
Ω
,
0 =
(
q, σ − {φ} − Ψ˜′SH
)
Ω
+ 2
(∇q,∇{φ})
Ω
− (∆q,∆{φ})
Ω
.
where Ψ˜′SH represents an approximation to Ψ
′
SH (φ), as defined in equa-
tion (11).
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4.4. The phase-field crystal equation
The phase-field crystal equation is used to model the evolution of mi-
crostructures at atomistic length scales and diffusive time scales. It is a
sixth-order, nonlinear partial differential equation. It can be derived by con-
sidering a conservative description of the Rayleigh–Be´nard convection prob-
lem [16, 45]. It uses the same dimensionless free energy functional as the
Swift–Hohenberg equation, such that
FPFC = FSH
=
∫
Ω
[
1
2
(
φ2 − 2|∇φ|2 + (∆φ)2)+ ΨPFC(φ)] dΩ,
with ΨPFC(φ) = − 
2
φ2 +
1
4
φ4. The evolution equation of the phase field φ,
which now represents an atomistic density field that is a conserved quantity,
is given by
∂φ
∂t
= ∆σ,
σ = (1 + ∆)2 φ+ Ψ′PFC (φ) ,
where the mobility M = 1. This leads to the variational formulation
0 =
(
w,
∂φ
∂t
)
Ω
+ (∇w,∇σ)Ω , (55)
0 =
(
q, σ − φ−Ψ′PFC(φ)
)
Ω
+ 2
(∇q,∇φ)
Ω
− (∆q,∆φ)
Ω
. (56)
with a time discretization given by
0 =
(
w,
〚φ〛
∆t
)
Ω
+ (∇w,∇σ)Ω ,
0 =
(
q, σ − {φ} − Ψ˜′PFC
)
Ω
+ 2
(∇q,∇{φ})
Ω
− (∆q,∆{φ})Ω .
5. Numerical examples
In this section, we study the temporal approximation properties of the al-
gorithms resulting from the implicit expansion of Ψ′ presented in section 2.2.
We compare it with state-of-the-art algorithms developed by Gomez et al. for
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Table 1: Summary of section 4 phase-field models within the context of equations (9)
and (10).
Eq. M Ψ=
1
4
a0− 1
2
a2φ2+
1
4
a4φ4  f Mass conservation
AC 1 a0 = a2 = a4 =
1
2
0.01
1
2
|∇φ|2 No (a = 0)
CH
1
2
(
1−φ2) a0 = a2 = a4 = 1
2
0.03
1
2
|∇φ|2 Yes (a = 1)
SH 1 a0 = 0, a2 = , a4 = 1 2
1
2
(
φ2−2 |∇φ|2+(∆φ)2
)
No (a = 0)
PFC 1 a0 = 0, a2 = , a4 = 1 0.325
1
2
(
φ2−2 |∇φ|2+(∆φ)2
)
Yes (a = 1)
the equations presented in section 4, as well as the backward-Euler scheme
and the generalized-α method [34] (using a spectral radius ρ∞ = 0.5). As
previously mentioned, the spatial discretization is done using isogeometric
analysis, which generates the non-standard basis functions needed in the case
of the Swift–Hohenberg and phase-field crystal equations. The parameters
for the equations that are solved are summarized in table 1.
To focus on temporal error only, we use a uniform mesh with [512]2-C1
quadratic elements. This is an overkill spatial resolution for the examples
solved in this work [23, 24, 38, 54]. An exception is made with regards to
the Cahn–Hilliard equation, which uses [64]2-C1-quadratic elements, as the
degenerate mobility increases the non-linearity of the system considerably.
The nonlinear system within each time step requires a time step size on
the order of ∆t = O (10−10) to converge with the fine mesh (i.e., [512]2-C1
quadratic elements).
The initial conditions specified in the following are only defined for φ, not
for the auxiliary variable σ presented through equation (13). To correctly
initialize σ, a nonlinear L2 projection is performed to solve equation (35),
the semidiscrete version of equation (13).
5.1. Allen–Cahn equation
We simulate the evolution of a star-shaped interface in a curvature-driven
flow [38]. The initial condition is given by
φstar (x) = tanh
1/4 + 0.1 cos(7θ)−
√
(x− 0.5)2 + (y − 0.5)2
(3/4)
√
2
 , (57)
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where x and y represent Cartesian coordinates, θ is defined as
θ =

tan−1
(
y − 0.5
x− 0.5
)
if x > 0.5,
pi + tan−1
(
y − 0.5
x− 0.5
)
otherwise,
The computational domain is the unit square Ω¯ = [0, 1]2, and no-flux bound-
ary conditions are imposed. For the spatial discretization, we use a uniform
mesh of [512]2-C1-quadratic elements. The initial condition is shown in fig-
ure 1, along with snapshots of the solution calculated with an overkill tem-
poral resolution (∆t = 10−7). The tips of the star move inward, while the
gaps between the tips move outward. Once the surface becomes circular,
the radius of the circle shrinks with increasing speed due to the increasing
curvature.
To evaluate the performance of the scheme developed in this work, we
compare the provably-stable implicit (Implicit) expansion against the backward-
Euler method (BE), the generalized-α method (Generalized-α) and a second-
order, provably-stable, state-of-the-art algorithm of Gomez et al. adapted
from [24] to solve the Allen–Cahn equation. The temporal integration scheme
is applied to the variational formulation presented in equations (45)-(46).
The fully discrete formulation for the provably-stable method can be defined
as: given φhn, σ
h
n, find φ
h
n+1, σ
h
n+1 such that for all w
h, qh ∈ Vh2
0 =
(
wh,
〚φ〛
∆t
)
Ω
+
(
wh, σhn+1
)
Ω
, (58)
0 =
(
qh, σhn+1 − Ψ˜′
)
Ω
−
(
∇qh,∇{φ}
)
Ω
, (59)
where
• the implicit expansion scheme is recovered with
Ψ˜′ = Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
,
• the scheme by Gomez et al. [24] is recovered with
Ψ˜′ =
1
2
(
Ψ′n + Ψ
′
n+1
)−Ψ′′′n 〚φ〛212 .
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φ(a) t = 0 (b) t = 10−3
(c) t = 6× 10−3 (d) t = 2× 10−2
Figure 1: Evolution of a star-shaped interface in a curvature-driven flow using the Allen–
Cahn equation. The initial condition prescribed by equation (57) is shown, as well as the
solution evolution calculated with our implicit algorithm. The simulation is run in a unit
square domain Ω¯ = [0, 1]2 using a computational mesh composed of 512×512 C1-quadratic
elements, with a time step size ∆t = 10−7. We consider this our reference solution.
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The function Ψ is defined in equation (3) with the coefficients given in row
AC of table 1. The solution evolution is shown in figure 2 with time step
size ∆t = 10−4. In the figure, rows correspond to a particular method (indi-
cated in the leftmost column) while columns indicate the moment in time at
which the solution snapshots are taken. Free energy evolutions are plotted
in figures 3a-3c. The only discernible difference between the simulations is
observed with the backward-Euler method, which seems to reach the circu-
lar state faster. Even though counter intuitive, as the scheme is first order
accurate in nature, this behavior can be explained by the inherent numer-
ical dissipation introduced by the method. Simulations were also run for
∆t = 10−5 and ∆t = 10−6, but the snapshots are not shown: this example
converges by ∆t = 10−5, confirmed by the free energy evolution seen in fig-
ure 3b. The computed solutions respect the energy stability property of the
Allen–Cahn equation, namely,
FAC ≤ 0.
All the second-order accurate methods follow the same behavior for the time
step sizes studied, seemingly making the stable methods the better options
given that they guarantee the monotonic decrease of free energy.
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BE
Generalized-α
Implicit
Gomez et al.
t = 10−3 t = 6× 10−3 t = 2× 10−2
Figure 2: Evolution of a star-shaped interface in a curvature-driven flow. The simulation is
run in a unit square domain Ω¯ = [0, 1] using a computational mesh composed of 512× 512
C1-quadratic elements, with a time step size ∆t = 10−4.
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(c) ∆t = 10−4
Figure 3: Free energy evolution comparison for the different methods analyzed to solve
the Allen–Cahn equation. 28
5.2. Cahn–Hilliard equation
The phase-separation process we simulate with the Cahn–Hilliard equa-
tion starts from the initial condition
φ(x) = φ¯+ r,
where φ¯ = 0.5 and r is a random variable with uniform distribution in
[−0.01, 0.01]. Periodic boundary conditions are considered in both direc-
tions, in a unit square domain Ω¯ = [0, 1]2. The uniform mesh uses [64]2-C1-
quadratic elements. The initial condition is shown in figure 4a, and represents
a mixture which is unstable under those conditions [21]. The reference evolu-
tion of the phase is shown in figures 4b through 4d. The mixture goes through
an initial spinodal decomposition, which results in two coexisting phases be-
ing formed, and is followed by coarsening in later stages, whereby the two
distinct phases grow with time to decrease the total interfacial area. The
final state is reached when the phase separation is complete: a single bub-
ble remains immersed within the other phase (4d). This solution minimizes
the interfacial area for the average concentration proposed, a requirement
stemming from the free energy functional FCH (see equation (47)).
The performance of our provably-stable time-stepping algorithms is once
again compared with (BE) and (Generalized-α), as well as the second-order,
provably-stable, state-of-the-art algorithm presented in [23] by Gomez et al..
The temporal integration schemes are applied to the variational formulation
presented in equations (48)-(49). The state-of-the-art algorithm we compare
against [23] can be reinterpreted as a stabilized scheme. That is, this method
can be stated as, given φhn, σ
h
n, find φ
h
n+1, σ
h
n+1 such that for all w
h, qh ∈ Vh2
0 =
(
wh,
〚φ〛
∆t
)
Ω
+
(
∇wh,M (φhn+α)∇σhn+1)
Ω
,
0 =
(
qh, σhn+1 −
1
2
(
Ψ′n + Ψ
′
n+1
)
+ Ψ′′′n
〚φ〛2
12
)
Ω
−
(
∇qh,∇φhn+α
)
Ω
.
where
φhn+α = φ
h
n + α〚φ〛, (60)
α =
1
2
+
1
2
tanh
(
∆t
C2
)
, (61)
C = 103. (62)
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φ(a) t = 0 (b) t = 10−3
(c) t = 10−2 (d) t = 2× 10−2
Figure 4: Spinodal decomposition using the Cahn–Hilliard equation. System evolves from
a randomly perturbed initial condition that results in a single bubble at steady state. This
solution minimizes the surface area of the interface. The unit square domain considered,
Ω¯ = [0, 1]2, is meshed using [64]2C1-quadratic elements. The solution evolution is calcu-
lated with our implicit algorithm, with a time step size ∆t = 10−7. We consider this our
reference solution. 30
Substituting equations (61) and (62) in equation (60), we have that
φhn+α = φ
h
n + α〚φ〛,
= {φ}+ 1
2
tanh
(
∆t
1032
)
〚φ〛. (63)
Using equation (63), the fully discrete formulations for the provably-stable
methods to solve the Cahn–Hilliard equation can now be expressed as: given
φhn, σ
h
n, find φ
h
n+1, σ
h
n+1 such that for all w
h, qh ∈ Vh2
0 =
(
wh,
〚φ〛
∆t
)
Ω
+
(
∇wh,MCH∇σhn+1
)
Ω
,
0 =
(
qh, σhn+1 − Ψ˜′
)
Ω
−
(
∇qh,∇{φ}
)
Ω
− αCH
(∇qh,∇〚φ〛)
Ω
,
where
• the implicit expansion scheme is recovered with
MCH = M({φ}), Ψ˜′ = Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
, αCH = 0,
• the scheme by Gomez et al. [23] is recovered with
MCH = M
(
{φ}+ 1
2
tanh
(
∆t
C2
))
, C = 1000,
Ψ˜′ =
1
2
(
Ψ′n + Ψ
′
n+1
)−Ψ′′′n 〚φ〛212 , αCH = 12 tanh
(
∆t
C2
)
. (64)
The value of the constant C can be tuned to either increase the accuracy or
the robustness of the method [23]. The function Ψ is defined in equation (3)
with the coefficients given in row CH of table 1.
The solution evolution with the different methods considered is shown in
figure 5 with time step size ∆t = 10−5. Free energy evolutions are shown in
figure 6. All methods seem to be converged at ∆t = 5 × 10−6. None of the
methods present free energy increases.
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t = 10−3 t = 10−2 t = 2× 10−2
Figure 5: Evolution of the concentration φ from a randomly perturbed initial condition.
The simulation is run in a unit square domain Ω¯ = [0, 1]2 using a computational mesh
comprised of 64× 64 C1-quadratic elements, with a time step size ∆t = 10−5.
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Figure 6: Free energy evolution comparison for the different methods analyzed to solve
the Cahn–Hilliard equation. 33
5.3. Swift–Hohenberg equation
For this example, we modify an initial condition found in [24] that can
be used to study pattern formation. Initially, a curvy horizontal stripe is
embedded into a constant state. A square domain Ω¯ = [0, 40]2 is used, and
we mesh it uniformly with [512]2-C1-quadratic elements. The stripes are
created using two sinusoidal waves defined by
C1(x) = sin
(
2pi
40
4x+ 19
)
,
C2(x) = − sin
(
2pi
40
5x+ 21
)
.
The phase field variable initially takes a value equal to one within the space
created by the two stripes, and a value of minus one outside of it. To create
a smooth interface between these two values, a rescaled Gaussian function is
used, which leads to the initial condition
φ0 =

1 if C1 < y < C2,
2 exp
(
−(y − C1)
2
2ν
)
− 1 if y < C1,
2 exp
(
−(y − C2)
2
2ν
)
− 1 if y < C2,
with ν = 4. To avoid oscillations generated by the projection of φ and
ensure the monotonic behavior of the phase field, we use a mass lumping
technique [64]. This procedure also avoids spurious oscillations generated
by the temporal integration schemes encountered in [24] for large time step
sizes. The initial condition is shown in 7a, and snapshots of the phase field φ
at three instances in time can be seen in figures 7b, 7c and 7d. The pattern
evolves developing vertical fingers that can bifurcate.
The performance of our provably-stable time-stepping algorithm is once
again compared against (BE) and (Generalized-α), as well as the second-
order, provably-stable, state-of-the-art algorithm presented by Gomez et al.
in [24]. The temporal integration schemes are applied to the variational
formulation presented in equations (53)-(54). The fully discrete formulations
for the provably-stable methods to solve the Swift–Hohenberg equation can
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φ(a) t = 0 (b) t = 10
(c) t = 30 (d) t = 70
Figure 7: Pattern formation using the Swift–Hohenberg equation. System evolves from a
curvy stripe embedded into a constant state. The pattern develops vertical fingers that
can bifurcate throughout the evolution. The square domain considered, Ω¯ = [0, 40]2,
is uniformly meshed using [512]2C1-quadratic elements. The boundary conditions are
periodic. The solution evolution is calculated with our implicit algorithm, with a time
step size ∆t = 10−2. We consider this our reference solution.
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be defined as: given φhn, σ
h
n, find φ
h
n+1, σ
h
n+1 such that for all w
h, qh ∈ Vh2
0 =
(
wh,
〚φ〛
∆t
)
Ω
+
(
wh, σhn+1
)
Ω
,
0 =
(
qh, σhn+1 − Ψ˜′
)
Ω
− 2
(
∇qh,∇{φ}
)
Ω
+
(
∆qh,∆{φ}
)
Ω
,
• the implicit expansion scheme is recovered with
Ψ˜′ = Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
,
• the scheme by Gomez et al. [24] is recovered with
Ψ˜′ =
1
2
(
Ψ′n + Ψ
′
n+1
)−Ψ′′′n 〚φ〛212 .
The function Ψ is defined in equation (3) with the coefficients given in row
SH of table 1. Snapshots of the phase field φ calculated with the different
methods and time step sizes ∆t = 0.1, 1, are shown in figures 8 and 9,
respectively. The free energy evolutions for ∆t = 0.1, 0.5 and 1, respectively,
are plotted in figures 10a, 10b and 10c. The overestimation of the dissipation
rate is observed in the case of the backward-Euler method, which shows more
dissipation of the free energy as ∆t increases. The solver breaks-down for
the case of backward-Euler with ∆t = 1.
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t = 10 t = 30 t = 70
Figure 8: Pattern formation using the Swift–Hohenberg equation. The simulation is run
in a square domain Ω¯ = [0, 40]2 using a computational mesh comprised of 512 × 512 C1-
quadratic elements, periodic boundary conditions along both directions, with a time step
size ∆t = 0.1.
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t = 10 t = 30 t = 70
Figure 9: Pattern formation using the Swift–Hohenberg equation. The simulation is run
in a square domain Ω¯ = [0, 40]2 using a computational mesh comprised of 512 × 512 C1-
quadratic elements, periodic boundary conditions along both directions, with a time step
size ∆t = 1.
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Figure 10: Free energy evolution comparison for the different methods analyzed to solve
the Swift–Hohenberg equation. The case for backward-Euler with ∆t = 1 is not shown as
the solver broke down. 39
5.4. Phase-field crystal equation
We simulate the two-dimensional growth of a crystal in a supercooled liq-
uid, using a one-mode approximation for the density profile of the crystalline
structure [54]. We use a triangular configuration, defined by
φS (x) = cos
(
q√
3
y
)
cos (qx)− 1
2
cos
(
2q√
3
y
)
, (65)
where q represents a wavelength related to the lattice constant [45], and x and
y represent the Cartesian coordinates. A solid crystallite is initially placed
in the center of a liquid domain, which is assigned an average density φ¯. The
initial condition becomes
φ0 (x) = φ¯+ ω(x) (AφS (x)) , (66)
where A represents an amplitude of the fluctuations in density, and the scal-
ing function ω(x) is defined as
ω(x) =

(
1−
( ||x− x0||
d0
)2)2
if ||x− x0|| ≤ d0,
0 otherwise,
where x0 is the coordinate of the center of the domain, and d0 is 1/6 of
the domain length in the x-direction. In order to avoid mismatches on the
boundaries when the grain boundaries meet, the computational domain Ω¯
is dimensioned in such a way as to make it periodic along both directions.
To do this while keeping the problem within a reasonable size, we use the
frequency present in equation (65) to define the domain Ω¯ as
Ω¯ =
[
0,
2pi
q
a
]
×
[
0,
√
3pi
q
b
]
,
where a and b are assigned values of 10 and 12, respectively. These numbers
make the domain almost square. The number of elements in the y-direction,
Ny, is then defined as
Ny =
⌊
b
√
3
2a
Nx +
1
2
⌋
,
40
where Nx represents the number of elements in the x-direction. This adjust-
ment is made to account for the difference in length between both directions,
and to have the element size h in both directions be approximately equal.
The variables q and A are assigned their corresponding equilibrium values,
obtained by minimizing the free energy presented in table 1, with respect to
both A and q, while using the approximation of equation (65) to define the
atomistic density. For the results presented in this example, the values used
are
 = 0.325, φ¯ =
√

2
, A =
4
5
(
φ¯+
√
15− 36φ¯2
3
)
, q =
√
3
2
.
The parameter  is chosen such that the triangular structure is stable [33, 45].
The initial crystallite placed in the center of the domain grows at the expense
of the supercooled liquid. This is enforced by the degree of undercooling .
The performance of our provably-stable time-stepping algorithms is once
again compared against (BE) and (Generalized-α), as well as the second-
order, provably-stable, state-of-the-art algorithm presented by Gomez et al.
in [25]. The temporal integration schemes are applied to the variational
formulation presented in equations (55)-(56). The fully discrete formulations
for the provably-stable methods to solve the phase-field crystal equation can
be defined as: given φhn, σ
h
n, find φ
h
n+1, σ
h
n+1 such that for all w
h, qh ∈ Vh2
0 =
(
w,
∂φ
∂t
)
Ω
+ (∇w,∇σ)Ω ,
0 =
(
q, σ − φ− Ψ˜′)
Ω
+ 2
(∇qh,∇φ)
Ω
− (∆qh,∆φ)
Ω
.
• the implicit expansion scheme is recovered with
Ψ˜′ = Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
,
• the scheme by Gomez et al. [25] is recovered with
Ψ˜′ =
1
2
(
Ψ′n + Ψ
′
n+1
)−Ψ′′′n 〚φ〛212 ,
The function Ψ is defined in equation (3) with the coefficients given in row
PFC of table 1. The simulations with the different temporal schemes are
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shown in figures 12 and 13, for time step sizes ∆t = 0.1 and 1, respectively.
Free energy evolutions are shown in figure 14. This example follows the
same trend as the one shown for the Swift–Hohenberg equation, with the
backward-Euler method dissipating more free energy with the increase in
time step size than the other schemes.
5.5. Methods: comparison and performance
The cases studied show similar features. The backward-Euler method
is the first to break down in every case with the increase in time step size.
Another feature that is worthwhile pointing out involves the striking resem-
blance between the implicit method and the state-of-the-art methods devel-
oped in [23–25]. This can be explained by analyzing the structure of the
approximation proposed for Ψ′ in equation (64). Recalling equation (24) and
using the Lagrange remainder, the terms Ψ′n and Ψ
′′′
n can be rewritten as
Ψ′n = Ψ
′
n+1 −Ψ′′n+1〚φ〛 + Ψ′′′n+1
〚φ〛2
2
−Ψ(4)n+3
〚φ〛3
6
, (67)
Ψ′′′n = Ψ
′′′
n+1 −Ψ(4)n+4〚φ〛, (68)
where 3, 4 ∈ [0, 1]. Realizing that Ψ(4)n+3 = Ψ(4)n+4 = Ψ(4)n+1 = Ψ(4), and
substituting equations (67)-(68) in (64) results in
Ψ˜′ = Ψ′n+1 +
(
−Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
4
−Ψ(4) 〚φ〛
3
12
)
−
(
Ψ′′′n+1
〚φ〛2
12
−Ψ(4) 〚φ〛
3
12
)
,
= Ψ′n+1 −Ψ′′n+1
〚φ〛
2
+ Ψ′′′n+1
〚φ〛2
6
.
Thus, the approximations proposed in [24, 25] and in equation (11) for Ψ˜′
are equivalent. This expansion, to the best of our knowledge, was initially
proposed in the context of the Navier–Stokes–Cahn–Hilliard equation [36]
but the connection between the two had yet to be made. A linear expansion
as previously proposed in the context of the Allen-Cahn and Cahn-Hilliard
equations [27] and the Navier-Stokes-Cahn-Hilliard equation [1] can be ob-
tained using expansion (24), rather than (23). With regards to the scheme
42
φ(a) t = 0 (b) t = 15
(c) t = 45 (d) t = 150
Figure 11: Crystal growth using the phase-field crystal equation. A small crystallite with
a stable triangular structure is placed in the center of the domain. Given the undercooling
enforced by , the crystallite grows and replicates the initial pattern throughout the do-
main. The rectangular domain considered, Ω¯ = [0, 40pi/
√
3]× [0, 24pi], is uniformly meshed
using [512] × [532] C1-quadratic elements. Periodic boundary conditions are considered
along both directions. The solution evolution is calculated with our implicit algorithm,
with a time step size ∆t = 10−2. We consider this our reference solution.43
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t = 15 t = 45 t = 150
Figure 12: Snapshots of the approximate dimensionless atomistic density field showing its
evolution throughout the simulation, which was run using a computational mesh composed
of 512× 532 C1-quadratic elements, with a time step size ∆t = 0.1.
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t = 15 t = 45 t = 150
Figure 13: Snapshots of the approximate dimensionless atomistic density field showing its
evolution throughout the simulation, which was run using a computational mesh composed
of 512× 532 C1-quadratic elements, with a time step size ∆t = 1.
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Figure 14: Free energy evolution comparison for the different methods analyzed to solve
the phase-field crystal equation. 46
proposed in [23] for the Cahn–Hilliard equation, recalling equation (63), con-
sidering
∆t
1032
≥ 0 and 1
2
tanh (x) ≤ x
2
, we have the inequality
0 ≤ 1
2
tanh
(
∆t
1032
)
≤ ∆t
2× 1032 .
Thus, the scheme proposed in [23] can be reinterpreted as a stabilized scheme
that uses the implicit approximation of equation (11). The stabilization value
can be equal to 0 for the polynomial version of the double well potential when
the implicit expansion is used. In the case of the logarithmic version of the
potential considered for Ψ in [23], it must have a value greater than 0 to
guarantee free energy stability.
Regarding computational performance, results are shown in table 2. The
equivalence of the implicit method and the methods developed by Gomez
et al. is also confirmed numerically, given that the number of nonlinear
iterations is the same for all cases studied.
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Table 2: Computational performance of the different methods. We show the computational time of the different simulations
with respect to the methods of Gomez et al. in each one of the different cases, as well as the number of nonlinear and linear
iterations. The table entries “nonlinear iterations” and “linear iterations” represent the total number of Newton iterations and
the total number of GMRES iterations during the simulation, respectively. The number of nonlinear iterations is the same for
the implicit and the methods developed in [23–25] by Gomez et al., which numerically confirms the result of section 5.5: the
methods are equivalent.
AC CH SH PFC
Simulation time T 0.02 0.02 70 150
∆t 10−6 10−5 10−4 10−6 5× 10−6 10−5 0.1 0.5 1 0.1 0.5 1
Ref. comp. time 0.81 0.84 0.9 0.88 0.93 0.78 1.26 1.95 - 1.49 1.22 1.43
BE Nonlinear iterations 40002 4068 617 40872 9352 5096 2114 566 - 4502 900 518
Linear iterations 314378 32594 9362 289936 106169 71627 736547 414644 - 2668526 806003 562104
Ref. comp. time 0.88 0.84 0.83 0.91 0.85 0.65 0.99 1.47 1.13 1.26 1.03 1.03
G-α Nonlinear iterations 40002 4036 608 40623 8652 4748 2103 561 286 4499 900 450
Linear iterations 343589 30661 7684 251562 80766 54966 582343 312996 216314 2230008 691960 400426
Ref. comp. time 0.96 0.95 0.97 0.92 0.94 0.94 1 1.01 1.01 1 1 1.01
Implicit Nonlinear iterations 40002 4034 608 40987 9098 6028 2101 441 282 3752 897 450
Linear iterations 342864 30415 7675 246534 82039 68429 565271 207023 198043 1695227 649567 384345
Ref. comp. time 1 1 1 1 1 1 1 1 1 1 1 1
Gomez et al. Nonlinear iterations 40002 4034 608 40987 9098 6028 2101 441 282 3752 897 450
Linear iterations 342864 30415 7675 246531 82119 68451 565269 206931 198048 1695239 649553 384126
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Table 3: Computational gains using the adaptive-implicit algorithm to solve the phase-
field problems of sections 5.1-5.4. By using the adaptive-implicit strategy, the number of
iterations taken to reach a high-quality solution is drastically reduced, and on the order
of the coarser simulations presented in table 2 for each one of the four cases studied.
AC CH SH PFC
Simulation time T 0.02 0.02 70 150
Total number of steps 309 609 476 178
Nonlinear iterations 820 1944 1425 530
Linear iterations 7991 22956 418464 406882
Rejected steps 0 40 0 0
Maximum ∆t 1.59× 10−4 1.18× 10−2 2.59× 10−1 4.70
Minimum ∆t 10−8 10−11 10−5 10−6
5.6. Performance of the time-adaptive scheme and three-dimensional simu-
lation of the Cahn–Hilliard equation
The two-dimensional examples presented in sections 5.1-5.4 are solved
using the implicit scheme within the context of algorithm 1, with the results
shown in terms of the free energy evolution in figure 15. The adaptive-
implicit solutions compare well with the overkill solutions for each one of
the cases, and can be computed with fewer iterations than the ones used for
the highly refined cases, as seen in table 3. The number of iterations for the
Swift–Hohenberg and phase-field crystal equations can be reduced further by
splitting the equation through the use of another auxiliary variable, resulting
in a similar weak form to the one presented in [54]. We plan to study both
of these issues in future work.
Finally, to showcase the robustness of the adaptive-implicit method, the
three-dimensional counterpart of the example solved in two dimensions for
the Cahn–Hilliard equation in section 5.2 is presented in figure 17. Periodic
boundary conditions are considered in all directions, in a unit cube domain
Ω¯ = [0, 1]3. The uniform mesh uses [64]3-C1 cubic elements. Similarly to
what happens in the two-dimensional case, the mixture initially undergoes
a fast spinodal decomposition, which results in the formation of two coex-
isting phases. Once completed, this physical phenomenon is followed by a
coarsening stage, that ends when the interfacial area is minimized. For the
initial condition considered, the steady state is achieved when a single bubble
remains, as seen in figure 17d. The free energy evolution of the solution is
shown in figure 18a, and the evolution of the time step size is shown in 18b.
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Figure 15: Evaluating the adaptive-implicit time stepping scheme: free energy evolution.
The evolution of the free energy is accurately represented for the four phase-field models
studied.
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Figure 16: Evaluating the adaptive-implicit time stepping scheme: time-adaptivity.
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Table 4: Computational performance of the three-dimensional Cahn–Hilliard simulation.
Close to 20% of the steps are rejected, while the time-step size changes nine orders of
magnitude during the simulation.
Simulation time T 0.02
Total number of steps 928
Nonlinear iterations 9777
Linear iterations 778245
Rejected steps 188
Maximum ∆t 5.84× 10−4
Minimum ∆t 10−13
Close to 20% of the steps are rejected, while the time-step size changes nine
orders of magnitude during the simulation, as seen in table 4. These results
can be considerably improved by limiting the number of nonlinear iterations
taken before a step is rejected.
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φ(a) t = 0 (b) t ' 1.03× 10−3
(c) t ' 4.22× 10−3 (d) t ' 2.05× 10−2
Figure 17: Three-dimensional simulation of the Cahn–Hilliard equation. System evolves
from a randomly perturbed initial condition that results in a single bubble at steady
state. This solution minimizes the surface area of the interface. The unit cube domain
considered, Ω¯ = [0, 1]3, is meshed using [64]2C1-cubic elements. The solution evolution is
calculated with our adaptive-implicit algorithm.
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Figure 18: Three-dimensional simulation of the Cahn–Hilliard equation. The equation is
solved using the linear-adaptive algorithm. The free energy is decreasing monotonically
as seen in figure 18a. The evolution of the time step size ∆t its shown in figure 18b, and
seems reasonable: the fast changes in free energy match the times at which the time step
size decreases considerably. The mesh is comprised of [64]3-C1 cubic elements.
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6. Conclusion
We introduce a provably energy-stable, second-order time accurate, mixed
variational method for general classes of phase-field models with polynomial
potentials. The numerical strategy relies on a mixed finite element formu-
lation for the space discretization and on a second-order accurate algorithm
based on Taylor expansions for the time discretization. This time-integration
algorithm preserves mass by construction if needed, and guarantees strong
energy stability. The class of time integrators we introduce is implicit by
nature. Additionally, an adaptive time-stepping strategy that can be com-
bined with our method is proposed, which overcomes some of the problems
of adaptive time-stepping schemes used in the literature. The time step size
is controlled by approximating a local truncation error a-posteriori through
a backward differentiation procedure. Several two-dimensional numerical ex-
amples are shown, for both uniform and adaptive time-step sizes, that deal
with some of the more popular phase-field models available, such as the
Allen–Cahn, Cahn–Hilliard, Swift–Hohenberg, and phase-field crystal equa-
tions. A three dimensional example involving the Cahn–Hilliard equation is
also presented. The examples support our theoretical findings, and show the
efficiency, stability and robustness of the new method, which is able to solve
several high-order, nonlinear partial using the same setting. The implemen-
tation uses PetIGA, a high-performance isogeometric analysis framework,
and the codes are freely available to download.
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7. Appendix
7.1. Generalized-α method for first order systems
The generalized-α method for first-order differential equations in time [34]
R
(
U, U˙
)
= 0,
is defined as: given U˙n, Un, find U˙n+1, Un+1 such that
R
(
U˙n+αm ,Un+αf
)
= 0
U˙n+αm = U˙n + αm
(
U˙n+1 − U˙n
)
Un+αf = Un + αf (Un+1 −Un)
Un+1 = Un + ∆t
(
γU˙n+1 + (1− γ)U˙n
)
where ∆t = tn+1−tn is the time-step, and αf , αm and γ are parameters which
control numerical dissipation and define the method. These parameters can
be chosen using the spectral radius ρ∞ ∈ [0, 1]
αm =
1
2
(
3− ρ∞
1 + ρ∞
)
,
αf =
1
1 + ρ∞
,
γ =
1
2
+ αm − αf ,
to obtain a second-order accurate, unconditionally stable method.
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