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ABSTRACT
We propose equalization-based data detection algorithms
for all-digital millimeter-wave (mmWave) massive multiuser
multiple-input multiple-out (MU-MIMO) systems that exploit
sparsity in the beamspace domain to reduce complexity. We
provide a condition on the number of users, basestation anten-
nas, and channel sparsity for which beamspace equalization
can be less complex than conventional antenna-domain pro-
cessing. We evaluate the performance-complexity trade-offs
of existing and new beamspace equalization algorithms using
simulations with realistic mmWave channel models. Our re-
sults reveal that one of our proposed beamspace equalization
algorithms achieves up to 8× complexity reduction under line-
of-sight conditions, assuming a sufficiently large number of
transmissions within the channel coherence interval.
1. INTRODUCTION
Millimeter-wave (mmWave) communication [1,2] and massive
multiuser multiple-input multiple-output (MU-MIMO) [3] are
key technologies of next-generation wireless systems. The
large portions of unused mmWave frequency bands promise
significantly increased data rates but also require higher sam-
pling rates, which complicates analog and digital hardware
design. Since wave propagation at mmWave frequencies is
directional and real-world channels typically comprise only a
small number of dominant propagation paths [1,2], the channel
vectors associated with each user in the beamspace domain
are sparse [4–9]. Therefore, a promising approach to reduce
complexity of massive MU-MIMO mmWave systems is to
perform baseband processing in the beamspace domain.
Beamspace processing to reduce complexity has been pro-
posed for single-user mmWave MIMO systems with hybrid
analog-digital front-ends in [10, 11]. The case of MU-MIMO
systems has been studied in [12, 13], where beam-selection is
used to reduce the dimension of the processing tasks by exploit-
ing channel sparsity in the beamspace domain. Beamspace
processing in all-digital basestation architectures has gained
recent attention in [14–16]. The equalizer proposed in [16],
called Local LMMSE, identifies a contiguous block of beams
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with a mean-squared error (MSE) criterion. The papers [14,15]
propose low-complexity beam-selection algorithms and corre-
sponding hardware designs; we refer to the method in [14] as
the strongest beams (SB) algorithm.
Contributions: We propose new sparsity-exploiting equaliza-
tion algorithms and identify conditions for which beamspace
processing is able to reduce the complexity compared to
conventional antenna-domain processing. We investigate the
performance-complexity trade-offs of beamspace-domain
equalization with all-digital basestation architectures.
Notation: Boldface lowercase and uppercase letters represent
column vectors and matrices, respectively. For a matrix A, the
transpose and Hermitian transpose is AT and AH, respectively,
and the kth column is ak = [A]k. For a vector a, the kth entry
is ak = [a]k. The column vector arm is the transpose of the
mth row of matrix A. The `2-norm of a is ‖a‖; the Frobenius
norm of A is ‖A‖F . The N ×N identity and N ×N discrete
Fourier transform (DFT) matrices are denoted by IN and F,
respectively; the DFT matrix satisfies FFH = IN .
2. BEAMSPACE MIMO SYSTEMMODEL
We consider a mmWave massive MU-MIMO uplink system
in which U single-antenna user equipments (UEs) transmit
data in the same time-frequency resource to a basestation (BS)
equipped with a B-antenna uniform linear array (ULA). We
focus on frequency-flat and block-fading channels for which
the channel is assumed to stay constant over a block of T
channel uses. Let H¯ ∈ CB×U denote the channel matrix for a
given coherence time interval. The antenna domain received
signal vector at the BS is modeled as y¯ = H¯s + n¯, where
the vector s ∈ SU contains the data symbols transmitted
by all UEs, with the power constraint E
[|su|2] = Es, u =
1, . . . , U . The vector n¯ ∼ CN (0B×1, N0IB) models thermal
noise with variance N0. By applying the DFT to the received
antenna-domain vector y¯, we obtain the beamspace input-
output relation y = Fy¯ = Hs+n. Here, the matrixH = FH¯
and vector n = Fn¯ are the beamspace channel matrix and
beamspace noise vector, respectively.
2.1. Equalization-Based Data Detection
Equalization-based data detection in the antenna domain typi-
cally consists of two phases: preprocessing and equalization.
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During preprocessing, which is only performed once per coher-
ence interval, an equalization matrix W¯ is computed based on
an estimate of the channel matrix. During equalization, which
is performed for every received vector (T times per coherence
interval), estimates sˆ = W¯y¯ of the transmit vector are gener-
ated. Beamspace equalization resembles the above procedure
with the exception that the equalization matrix W is computed
from the estimated beamspace-domain channel matrix Hˆ, and
is applied to the beamspace receive vectors y. We will focus
on computation of equalization matrices in Section 3.
Since wave propagation at mmWave frequencies is di-
rectional [17, 18], the beamspace channel vectors hu associ-
ated with each UE u = 1, . . . , U , that correspond to columns
of H, are approximately sparse [6], i.e., most of the channel’s
energy is concentrated on a few incident angles. Each row
b = 1, . . . , B of the beamspace domain channel matrix H,
and each entry of the received vector y, correspond to one
spatial angle-of-arrival (AoA); the indices b are referred to as
beam indices. The sparsity in beamspace domain offers the
opportunity reduce the complexity of baseband processing,
including that of equalization-based data detection.
3. SPARSE BEAMSPACE EQUALIZATION
Linear minimum mean-square error (LMMSE) equalization
is among the most prominent data-detection methods. The
beamspace LMMSE equalization matrix W is computed as
W = arg min
W˜∈CU×B
‖IU − W˜H‖2F+ρ‖W˜‖2F , (1)
where ρ = N0/Es. A closed-form solution to (1) is given by
W = (HHH + ρI)−1HH. In what follows, we propose and
investigate algorithms that exploit the sparsity of mmWave
channels in the beamspace domain with the goal of computing
equalization matrices Wˆ with fewer nonzero elements than
the full matrix W. Such sparse beamspace equalization ma-
trices reduce the number of multiplications required for each
equalization task, which has the potential to decrease hardware
complexity and power dissipation in all-digital BS architec-
tures. Sparsity-exploiting equalization algorithms require an
input parameter δ ∈ [0, 1], referred to as the density coeffi-
cient, which describes a beamspace equalization matrix Wˆ
with only δBU nonzero entries. The density coefficient δ is an
input parameter to the preprocessing algorithm and affects the
error rate depending on the actual channel sparsity. Sparsity-
exploiting algorithms can be categorized into (i) column-wise
and (ii) entry-wise methods. Column-wise methods select a
subset of beam indices {1, . . . , B} as the support set to con-
struct an equalization matrix with only K = δB nonzero
columns. Entry-wise methods select the support set of each
row of Wˆ independently from other rows and construct an
equalization matrix with K = δB nonzero entries per row.
3.1. Columnwise Orthogonal Matching Pursuit (COMP)
We start by proposing a column-wise orthogonal matching
pursuit (COMP) algorithm, which tries to find a solution Wˆ
for the MSE criterion in (1) that only consists of K = δB
nonzero columns—the remaining columns are zero. COMP
performs K iterations and successively identifies one of the K
nonzero columns of Wˆ in each iteration in a greedy fashion.
Let us define Ω(k) as the support set consisting of the
indices of k nonzero columns that COMP has selected during
iterations 1, . . . , k. Initially, we set Ω(0) = ∅. We use Wˆ(k)
to denote theU×k matrix computed after the kth iteration, and
HΩ(k) = H(Ω
(k), :) to represent the k × U matrix containing
the rows of H indexed by the set Ω(k). Each COMP iteration
consists of two steps:
Step 1) Select Beam Index: Assuming that k beam indices
are collected in Ω(k) during iterations 1 to k, COMP identifies
the (k + 1)th best beam index b(k+1), by solving
b(k+1) = arg min
b′∈{1,...,B}\Ω(k)
min
w˜∈CU
‖A(k)−w˜(hrb′)T‖2F+ρ‖w˜‖2,
(2)
where (hrb′)
T is the b′th row of H, and A(k) is defined as
A(k) = IU − Wˆ(k)HΩ(k) , (3)
with initialization A(0) = IU . The solution to (2) is given by
b(k+1) = arg max
b′∈{1,...,B}\Ω(k)
‖A(k)hrb′‖2
‖hrb′‖2+ρ
. (4)
With b(k+1), we update the support Ω(k+1) = Ω(k) ∪ b(k+1).
Step 2) Compute Equalization Matrix Wˆ(k+1): The MSE-
optimal equalization matrix Wˆ(k+1) with only k + 1 columns
determined by the support set Ω(k+1), is given by
Wˆ(k+1) = (HHΩ(k+1)HΩ(k+1) + ρIU )
−1HHΩ(k+1) . (5)
We note that, since in each iteration only one element is
added to Ω(k) to form Ω(k+1), the matrix (HH
Ω(k+1)
HΩ(k+1) +
ρIU ) in (5) is a rank-one update to the matrix from the previous
iteration. Hence, we use the Sherman-Morrison formula [19]
to avoid an explicit matrix inversion in iterations 2 to K to
reduce complexity. In summary, each COMP iteration consists
of computing (3), (4), and (5). After K iterations, the output
of COMP is the sparse equalization matrix Wˆ(K) ∈ CU×K .
3.2. Largest Columns (LC) Approximation
As an approximate, low-complexity alternative to COMP,
the support set Ω can be populated by simply collecting K
beam indices that maximize the objective function in (4) with
A(k) = IU , which corresponds to the rows of H with the
largest `2 norms. Then, the U × K equalization matrix is
constructed as in (5). The resulting method has been proposed
in [15], and we call it the largest columns (LC) approximation.
3.3. Entrywise Orthogonal Matching Pursuit (EOMP)
In contrast to COMP, EOMP constructs the support set for
each row of Wˆ independently from the other rows. Mathe-
matically, the optimization problem (1) can be decomposed
into U independent problems
wˆru = arg min
w˜ru∈CB
‖eu −HTw˜ru‖2+ρ‖w˜ru‖2, (6)
where eu is the uth column of IU , and w˜ru denotes a column
vector equal to the transpose of the uth row of W˜. For each
u = 1, . . . , U , EOMP finds a solution to (6) with the constraint
that only K = δB entries of wˆru are nonzero. To this end, for
each of theU rows of Wˆ, EOMP performsK iterations similar
to those of COMP. We denote the k-element support set for
the uth row of Wˆ obtained during iterations 1 to k by Ω(k)u .
Initially, we set Ω(0)u = ∅. We also use wˆr(k)u to denote the
k-entry vector that is computed at the end of the kth iteration
for the uth row of Wˆ. Each EOMP iteration for the uth row
of Wˆ consists of two steps:
Step 1) Select Beam Index: EOMP selects the (k+1)th beam
index, by solving
b(k+1) = arg min
b′∈{1,...,B}\Ω(k)u
min
w˜∈C
‖z(k) − w˜hrb′‖2+ρ|w˜|2, (7)
where the residual vector z(k) is given by
z(k) = eu −HTΩ(k)wˆr(k)u , (8)
with initialization z(0) = eu. The solution to (7) is given by
the following expression:
b(k+1) = arg max
b′∈{1,...,B}\Ω(k)u
|(z(k))Hhrb′ |2
‖hrb′‖2+ρ
. (9)
With b(k+1), we update the support as Ω(k+1)u = Ω
(k)
u ∪b(k+1).
Step 2) Compute Equalization Vector wˆr(k+1)u : Given the
new support set Ω(k+1)u , the optimal (k + 1)-entry vector for
the u-th row of the equalization matrix is computed as
wˆr(k+1)u = HΩ(k+1)(H
H
Ω(k+1)HΩ(k+1) + ρIU )
−1eu. (10)
As in Section 3.1, we use the Sherman-Morrison for-
mula [19] to avoid an explicit matrix inversion in (10). In
summary, each iteration of EOMP consists of computing (8),
(9), and (10). After K iterations, the output of the algorithm
wˆ
r(K)
u , is a K-dimensional vector that contains the nonzero
entries of the uth row of the equalization matrix Wˆ. This
procedure is applied for each row of Wˆ, independently.
3.4. Largest Entries (LE) Approximation
As an approximate, low-complexity alternative to EOMP, the
support set Ωu for the uth row of Wˆ is obtained by gathering
Table 1. Complexity of sparsity-exploiting algorithms.
Algorithm Number of real-valued multiplications
LMMSE 2U3 + 6BU2 − 2(B + 1)U + 4TUB
Local LMMSE ((−4U − 6)K3 + (4BU + 8B + 2U)K2
[16] (8BU − 12B + 4U − 6)K) + E + F
SB [14] 2BU + 2U3 + 6KU2 − 2(K + 1)U + E + F
COMP 2U3 + (4BK + 2K2 + 12K − 4)U2+
(2B + 2BK − 2K2 + 4K − 6)U + E + F
LC [15] 6BU + 2U3 + 6KU2 − 2KU − 2U + E + F
EOMP 2U4 + (6K − 4)U3 + (3K2 + (2B + 9)K)U2
+(2B(K + 1)−K2)U + E + F
LE 2U4 + 2KU3 + (4K − 2)U2 + 2BU + E + F
the top-K indices of (9) with z(k) = eu, which corresponds
to the entries of wˆru with the largest absolute values. Then, the
nonzero entries indexed by Ωu are computed according to (10).
This procedure is carried out for each row of Wˆ independently,
and we refer to it as the largest entries (LE) approximation.
4. COMPLEXITY ANALYSIS
We now provide a complexity analysis for the proposed
sparsity-exploiting equalization algorithms and for existing
methods in terms of the number of real-valued multiplications
required during preprocessing and equalization. Table 1 sum-
marizes the real-valued multiplications for each equalization al-
gorithm; we assume that each complex multiplication requires
four real-valued multiplications. The quantity E = 4TUK
corresponds to the complexity required for applying the U×K
beamspace equalization matrix to T received vectors within a
coherence time. The quantity F = (U + T )(2B log2B) cor-
responds to the number of multiplications required by the fast
Fourier transform [20], applied to U columns of the channel
matrix and T received antenna-domain vectors. All algorithms
involve computations of the form (HHΩHΩ +ρI)
−1HHΩ, which
requires 2U3 + 6KU2 − (2K + 1)U multiplications for a
K × U matrix HΩ by taking into account symmetries and
using the Cholesky decomposition for matrix inversion. For
the local LMMSE method in [16], we use the procedure put
forward in [16, Sec. III.A-3] to minimize complexity.
We observe in Table 1, that the computational complexity
of all sparsity-exploiting methods decreases for smaller density
factors K = δB. However, smaller density factors typically
incur a higher performance loss. The associated complexity-
performance trade-offs are investigated in Section 5.
4.1. Asymptotic Complexity Analysis
We now analyze the asymptotic complexity of sparsity-
exploiting equalization algorithms when the coherence time T
approaches infinity, i.e., where the preprocessing complexity
becomes irrelevant. For antenna-domain processing, estimat-
ing the transmit symbol of each UE involves su = (w¯ru)
Ty¯,
u = 1, . . . , U , which corresponds to 4UB real-valued multi-
plications. Beamspace equalization requires one FFT for each
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Fig. 2. Complexity determined by the density coefficient (δmin)
required to achieve an SNR gap of at most 1 dB with respect
to the exact LMMSE at 1% uncoded BER.
received vector, corresponding to approximately 2B log2B
real-valued multiplications [20]. Column-wise methods with a
U ×K equalization matrix and entry-wise methods with K-
entry equalization vectors per UE require 4UK multiplications
for each equalization task. Thus, a necessary condition for
the beamspace equalization to have lower complexity than the
antenna-domain equalization is 4UB > 4UK + 2B log2B,
which is equivalent to δ < 1 − log2 B2U , where δ = K/B is
the density coefficient. This expression reveals two condi-
tions for beamspace equalization to be less complex than
the antenna-domain equalization: (i) Since δ > 0, we must
have U > 12 log2B and (ii) the ratio of selected beams out of
B total beams must be smaller than 1 − 12 (log2B)/U . We
note that this asymptotic analysis provides only a necessary
condition and does not take into account preprocessing.
5. PERFORMANCE-COMPLEXITY TRADE-OFFS
We now evaluate the performance-complexity trade-offs of
the proposed and existing sparsity-exploiting algorithms. We
simulate a massive MU-MIMO system with B = 128 BS an-
tennas and U = 16 single antenna UEs transmitting 16-QAM
symbols. The channel matrices for both line-of-sight (LoS)
and non-LoS scenarios are generated using the QuaDRiGa
mmMAGIC UMi model [21] at a carrier frequency of 60 GHz
with a ULA using λ/2 antenna spacing. UEs are placed ran-
domly in a 120◦ circular sector with minimum and maximum
distance of 10 m and 110 m from the BS antenna array, respec-
tively, and with at least 1◦ angular separation between UEs.
We use pilot-based channel estimation and BEACHES [4] to
denoise the channel estimates in the beamspace domain.
SNR Operating Point: To evaluate the performance of
sparsity-exploiting algorithms under different density pa-
rameters, we simulate uncoded bit error rate (BER) versus
SNR, for each algorithm for a range of density coefficients δ
from 0.03 to 1. Fig. 1 shows the SNR operating point of each
algorithm to achieve BER = 10−2 for both LoS (Fig. 1(a)) and
non-LoS (Fig. 1(b)) channel conditions. The exact antenna-
domain LMMSE algorithm is represented by a vertical line, as
the density coefficient does not apply to this algorithm. We
see from Fig. 1 that for each sparsity-exploiting algorithm,
lower density parameters (smaller values of δ) require higher
SNR operating points to achieve the same BER. We also
observe that the proposed EOMP algorithm outperforms all
other equalization algorithms for LoS and non-LoS channels.
Performance vs. Complexity: Due to the disparity between
the performance and complexity of sparsity-exploiting
beamspace equalization algorithms, a unified comparison
approach is necessary to gain insight into the required com-
plexity (in terms of the multiplication count) of each algorithm,
without incurring a significant performance loss. For each al-
gorithm we identify the minimum density coefficient δmin that
results in no more than 1 dB SNR gap with respect to the exact
LMMSE at 1% uncoded BER. Fig. 2 shows the number of
multiplications from Table 1 for each algorithm corresponding
to K = δminB, versus number of transmissions T , for both
LoS (Fig. 2(a)) and non-Los (Fig. 2(b)) channels. The number
of transmissions T within a channel coherence interval is
proportional to the product of the coherence time Tc and the
communications bandwidth BW . Therefore, for a mmWave
channel with BW = 500 MHz and Tc = 1 ms [22], the num-
ber of coherent transmissions T can be up to 105. We observe
in Fig. 2 that the complexity savings of sparsity-exploiting
equalization manifests itself mainly for large values of T . In
this regime (i.e., for T > 104), the proposed EOMP algorithm
achieves the lowest complexity (due to small δmin) in both LoS
and non-LoS scenarios with 6× to 8× complexity reduction
compared to antenna-domain LMMSE equalization.
6. CONCLUSIONS
We have proposed three novel beamspace equalization algo-
rithms that leverage angular sparsity of mmWave propagation
to reduce complexity. Our simulations have shown that the pro-
posed EOMP algorithm is able to outperform existing methods
both in terms of required SNR operating point and complexity.
In addition, our asymptotic complexity analysis has revealed
two necessary conditions for sparsity-exploiting beamspace
equalization to be less complex than antenna-domain equaliza-
tion: (i) the number of UEs U must be at least 12 log2B and
(ii) the density coefficient δ must be below 1− 12 log2B/U . In
addition, our investigation pinpoints three ingredients of suc-
cessful beamspace-domain processing: (i) systems with long
coherence time, (ii) low-complexity beamspace transforms
(FFTs), and (iii) low-complexity preprocesssing algorithms.
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