The authors would like to thank the anonymous reviewers and the editor for their insightful comments and suggestions. The purpose of this paper is two-fold: (1) we develop a CE analysis for non-parametric convex methods based on fuzzy set theory; and (2) we further develop a non-convex CE analysis model where the non-convexity is formulated based on the FDH approach. We also present a numerical example to demonstrate the applicability of the proposed models and exhibit the efficacy of the procedures and algorithms.
Introduction
Data Envelopment Analysis (DEA) is a non-parametric mathematical programming approach that evaluates a group of Decision Making Units (DMUs) with comparative efficiencies. The approach was proposed by Charnes et al. (1978) and extended by Banker et al. (1984) . Cost Efficiency (CE), as a DEA model, is used to evaluate the ability of a DMU to produce the current outputs at a minimal cost, given the input price that is paid at each DMU. The CE model, originated by Farrell (1957) , can be used to investigate the optimal input-mix that produces the current outputs at minimum cost. The measure of CE is the ratio of the minimum cost to the actual observed cost. See, e.g., Färe et al. (1985) and Jahanshahloo et al. (2007a Jahanshahloo et al. ( , 2008 for more details concerning the CE analysis with precise data).
The conventional DEA methods such as CCR (Charnes et al., 1978) and BCC (Banker et al, 1984) require precise measurement of both the inputs and outputs. One of the main challenges associated with the application of DEA is the difficulty in quantifying some of the input and output data in real-world problems where the observed values are often imprecise. One way to manipulate uncertain data in DEA is to use probability distributions.
However, probability distributions require either a priori predictable regularity or a posteriori frequency determinations which are difficult to construct. An alternative approach is to represent the imprecise values by membership functions of the fuzzy set theory.
In this study, we propose the concept of fuzzy CEuse fuzzy set theory to handle CE models with imprecise data. A few researchers have considered uncertainty in the CE context See, e.g., Thompson et al. (1996) , Schaffnit et al. (1997) , Kuosmanen and Post (2001) , Kuosmanen (2003) , Camanho and Dyson (2005) , Mostafaee and Saljooghi (2009) , Fang and Li (2013) , Jahanshahloo et al. (2007b), and Bagherzadeh Valami (2009) 
The CE model with incomplete price information was introduced by Thompson et al. (1996) and Schaffnit et al. (1997) . Kuosmanen and Post (2001) and Kuosmanen (2003) extended a DEA-based method to derive both upper and lower bounds for Farrell (1957) 's CE with incomplete price data in the form of a convex polyhedral cone. Camanho and Dyson (2005) proposed an estimation of the upper and lower bonds for the CE measure in situations where input prices appeared in the form of ranges. They applied standard weight restriction techniques in the form of input cone assurance regions in a standard DEA model. Jahanshahloo et al. (2007b) provided some models for treating ordinal data in CE analysis.
Bagherzadeh Valami (2009) extended the classical CE analysis to a framework with fuzzy input prices treated as triangular fuzzy numbers. Mostafaee and Saljooghi (2009) considered the situation in which the input data, the output data, and the input prices were imprecise and 3 took the form of ranges. They proposed a pair of two-level mathematical programming problems to obtain the upper and lower bounds of the CE. Fang and Li (2013) discussed the theoretical properties of the efficiency solutions for the cone-ratio DEA models and the CE models under uncertain prices.
More recently, DEA based on fuzzy data for the inputs and outputs has received some attention. Fuzzy set algebra developed by Zadeh (1965) is the formal body of theory that allows the treatment of imprecise estimates in uncertain environments. Sengupta (1992) incorporated fuzziness into DEA by defining tolerance levels for both the objective function and the constraint violations and proposed a fuzzy mathematical programming approach. Triantis and Girod (1998) modified the radial DEA model and the Free Disposal Hull (FDH) approach to incorporate imprecision in the measurement of the input and output data. Guo and Tanaka (2001) and Lertworasirikul et al. (2003a) applied the possibility measure proposed by Zadeh (1978) to the fuzzy DEA model. Lertworasirikul et al. (2003b) extended the possibility and credibility approaches to fuzzy BCC model. León et al. (2003) proposed a fuzzy BCC model based on Guo and Tanaka (2001) 's model. Liu (2003, 2005) transformed fuzzy input and fuzzy output data into intervals by using α-level sets, and built a family of crisp DEA models for the intervals. Tavana et al. (2012) proposed both stochastic and fuzzy DEA models, and obtained their crisp equivalent models. Wang and Chin (2011) presented a fuzzy expected value approach for fuzzy DEA frontiers.
In this paper, we develop two CE models based on the convex DEA and non-convex FDH approach. First, we develop a fuzzy efficiency model based on the convex DEA approach and then extend the fuzzy efficiency to Farrell (1957) 's CE and a standard DEA formulation with the addition of multiplier restrictions (Camanho and Dyson, 2005) . Second, we extend the fuzzy CE models into a non-convex FDH approach with various returns to scale assumptions, including the Variable Returns to Scale (VRS), Non-increasing returns to scale, Non-decreasing returns to scale, and Constant Returns to Scale (CRS).
The remainder of this paper is organized as follows. Section 2 describes the preliminaries on DEA models. In Section 3, we introduce some definitions for fuzzy sets.
Section 4 presents CE models with fuzzy variables. In Section 5, we introduce a chance constraint CE model. In Section 6, we propose the FDH cost efficiency models. In Section 7, we present a numerical example to demonstrate the applicability of the proposed models and exhibit the efficacy of the procedures and algorithms. Section 8 draws the conclusive remarks and future research directions. 
Preliminaries
In this section, we first review the basic DEA models for measuring the technical efficiency and then present the non-parametric CE models. Let us assume that n DMUs consume 
The concept of cost efficiency underlying a DEA assessment was first introduced by Farrell (1957) . In order to obtain a measure of cost efficiency for the DMUs with multiple inputs and outputs, the minimum cost for the production of DMUs current outputs with existing input prices is obtained solving the following linear programming problem, as first formulated by Fare et al. (1985) : A DMU with an efficiency score of one is cost efficient; otherwise, it is cost inefficient. Alternatively, the measure of CE can be obtained with the inclusion of the weight restrictions in the standard DEA model proposed by Camanho and Dyson (2005) as follows: 
As a result, Model (2) and Model (4) are the alternative version of the cost efficiency model proposed by Farrell (1957) and their optimal values are the Farrell's CE of k DMU . In the next section, we provide some background on fuzzy set theory .
Background on fuzzy set theory
Fuzzy set theory, which was introduced by Zadeh (1965) , has been well developed and applied in a wide variety of real-world problems.
Definition 1. A fuzzy number
A is called positive (negative), if it membership function is such that
Definition 2 (Zimmermann, 1996) . A fuzzy subset A of real number R is convex if and only
. Alternatively, a fuzzy set is convex if all α-cuts are convex. Definition 3 (Zadeh, 1978; Zimmermann, 1996 
,.
where L and R are the left and right functions, respectively. Particularly, suppose that Addition: 
Cost efficiency models with fuzzy variables

Cost efficiency with fuzzy input price variables
The estimation of CE in DEA requires complete and accurate information of the input prices for each DMU. However, in many real-world problems the exact and precise values of the relevant prices is often incomplete, vague, ambiguous, linguistic, or imprecise. In order to deal with the uncertain prices, we first present a cost efficiency approach with fuzzy input prices and exact input-output data. 
Cost efficiecny with fuzzy input-output variables
In this subsection we present a CE model with fuzzy input-output data and exact input price data. Denote that 
Cost efficiency with fuzzy input-output and fuzzy input price variables
In the current subsection, we generalize the theory of cost efficiency to situations in which input and output data as well as input prices appear in the form of fuzzy variables. In this case, we have following model: 
The chance-constrained fuzzy cost efficiency models
In this section we develop an imprecise DEA-based formulation for dealing with the fuzzy parameters on a possibility space
. Charnes and Cooper (1959) introduced Chance-Constrained Programming (CCP). In this paper the chance-constrained concept is used to solve a fuzzy cost efficiency model. More details about the CCP can be found in (Charnes and Cooper, 1959; Liu (2002) .
5.1.Chance-constrained cost efficiency with fuzzy input price variables
Using the concepts of chance constrained programming and the possibility of fuzzy events, the weight restriction (multiplier) of the FCE models with fuzzy input price becomes the following weight restriction possibility CE model: 
where
is the pre-specified acceptable level of possibility defined by the Decision Maker (DM). This parameter, assumed known a priori, is also called the threshold (or aspiration) level.
5.2.Chance-constrained cost efficiency with fuzzy input-output variables
The weight restriction (multiplier) of the fuzzy CE model with fuzzy input-output data and exact input price becomes the following weight restriction possibility CE model by using the concepts of chance constrained programming and possibility of fuzzy events: 
The objective value  in Model (9) is the maximum possible efficiency 
We convert the constraints in this model into their respective crisp equivalents to solve the possibility constrained programming models (8), (9), and (10). Thereby, the Lemma proposed by Sakawa (1993) We apply the Lemma to the fuzzy CE model (9) and model (10) to obtain the deterministic equivalent models in the presence of fuzzy inputs, outputs and the input prices.
In addition, the following corresponding intervals of 
The fuzzy CE model (6) with deterministic input-output and fuzzy input prices and the cost efficiency model (7) with fuzzy input-output and exact input prices can be similarly transformed into the following two deterministic models, respectively: The FDH approach, an alternative method to DEA, was first introduced by Deprins et al. (1984) . Tulkens (1993) 
NIRS NDRS CRS VRS j NIRS NDRS
is the optimal solution of Model (1) Theorem: The optimal objective function value of (19) is equal to that obtained by (15).
We use (19) to develop a sequence of FDH-cost efficiency measures with fuzzy variables in this section. We have three types of models including: FDH-cost efficiency with fuzzy input prices similar to the fuzzy cost efficiency models in the convex approach:
fuzzy FDH-cost efficiecny models with fuzzy input-output data, and fuzzy input-output as well as fuzzy input Prices. These three models are as follows:
FDH-cost efficiency model with fuzzy input prices:
  
We have the following for the VRS assumptions: 
Numerical illustrations
In this section, we use a hypothetical example to examine the applicability of the proposed models. Consider ten DMUs with two fuzzy symmetrical triangular inputs-outputs and two fuzzy symmetrical triangular input prices as reported in Table 1 .
Insert Table 1 Here This data is denoted by (m, α) where m is the center value and α is the spread value. Models (11) and (27) have been solved using GAMS software to obtain the values of efficiency.
Four different possibility (threshold) levels of δ=0, δ=0. 25, δ=0.75 , and δ=1 are considered to compare the results. The result for Model (11) is reported in Table 2.   Insert Table 2 Here   As shown in Table 2 Similar to the fuzzy CE model, now we compute the efficiency measures of the fuzzy FDH-cost model. The result for the fuzzy FDH-CE based on the CRS approach is reported in Table 3 .
Insert Table 3 Here
The result in Table 3 indicates that the efficiency status differs between the two models. The difference occurs because the fuzzy FDH cost efficiency approach is constructed relative to the non-convex models, but the fuzzy CE is constructed based on the convex models. Also the efficiency values of the fuzzy FDH-cost models are equal to or greater than the fuzzy cost efficiency models.
Conclusions and future research directions
Crisp input and output data are fundamentally indispensable in traditional DEA evaluation Processes. However, the observed values of the input and output data in real-world problems are sometimes imprecise or vague. Imprecise evaluations may be the result of unquantifiable, incomplete and non-obtainable information. In this paper, we proposed two CE approaches based on the convex DEA and non-convex FDH models with fuzzy variables. We developed a CE analysis for nonparametric convex models based on fuzzy set theory. We then extended the convex fuzzy CE approach into a non-convex FDH approach, which could then deal with the VRS assumptions. Similar to the DEA case, we provided a crisp model for solving the fuzzy FDH-cost models. Finally, we presented a numerical example and demonstrated the applicability of the proposed models and exhibited the efficacy of the proposed models. For further research, we plan to extend the proposed approach to other types of imprecise data such as random or fuzzy random data and investigate the practical applications of the model with a real-world problem. 
