Mann et el. found that a version of the Regularized Expectation Maximization (RegEM) method to reconstruct the temperatures of the last millennium showed similar results to previous reconstructions in one of their earlier papers. They also tested the RegEM method in the surrogate climate of a simulation with the Climate System Model (CSM) and found no attenuation of the pseudoreconstructed centennial variability of the Northern Hemisphere mean temperature compared to the one simulated by the model. This is in contrast with the results by von Storch et al., who found, in a simulation with ECHO-G model, that the earlier Mann et al. method underestimates the centennial temperature variability of the Northern Hemisphere temperature. The newer paper by Mann et al. explains that this difference is in part due to the unrealistic character of the ECHO-G simulation. However, it is shown here that similar results to those of von Storch et al. are also found in an ECHO-G simulation that closely resembles the CSM simulation used by Mann et al. Therefore, it is argued here that this discrepancy could be related to other factors, probably to the use of a longer calibration period and to the difference between RegEM and the original method by Mann et al.
In a recent paper, Mann et al. (2005, hereafter M05) tested two different statistical methods for the reconstruction of past temperatures in the last millennium. They used the so-called pseudoproxy approach (M05 and references therein), in which the statistical method is implemented in a long climate simulations with stateof-the-art climate models. In this approach pseudoproxies, which play the role of the real proxies, are constructed by contaminating gridpoint simulated temperatures with statistical noise and applying the statistical method to estimate the target temperature. The estimated temperature can be then compared to the simulated temperature, thereby yielding an evaluation of the performance of the reconstruction method.
For a meaningful test of the reconstruction method, the constructed pseudoproxies should represent, to some level of realism, the statistical characteristics of the real proxies, such as their link to the local climate variables they intend to represent. The pseudoproxy network should also mimic the network of real proxy indicators. Finally, the climate simulation should represent a plausible realization of the past climate, considering our present uncertainties in past external forcing and in climate sensitivity. In a previous work, von Storch et al. (2004, hereafter VS04) tested the climate reconstruction method of Mann et al. (1998, hereafter MBH98) in the context of a climate simulation with the ECHAM and the global Hamburg Ocean Primitive Equation (ECHO-G) model and found that this method can considerably underestimate the lowfrequency (decadal to centennial) variability of the past Northern Hemisphere temperature (NHT).
M05 used another reconstruction method, a variant of the Regularized Expectation Maximization (RegEM) method, and the same proxy network as in MBH98 and found that the reconstructed NHT is very similar to one obtained by MBH98, thus, by implication, supporting the performance of the MBH98 method. In a second step, M05 evaluate the RegEM method within a simulation of the past millennium with the model Climate System Model (CSM). In their evaluation they find no underestimation of the lowfrequency variability of NHT. Therefore, there seems to be a discrepancy between the purported good performance of the MBH98 method, indirectly supported by the RegEM method, and the worse performance of the MBH98 method reported by VS04. M05 rationalize this discrepancy by arguing that the simulation with the model ECHO-G was not suitable for this test because it was performed with an unrealistic estimation of past external forcing, and because this simulation suffered from an initial disequilibrium with the imposed external forcing (Osborn et al. 2006 ).
We do not agree with this explanation. In the following we will try to clarify the forcing estimates of millennial external forcing used in the ECHO-G simulation and show that the issues raised about the ECHO-G simulation cannot explain the discrepant interpretation of the performance of the MBH98 method.
One assumption in the pseudoproxy approach is that the climate simulation used in the analysis has to represent a plausible realization of the past climate. One problem here is that the past climate is not precisely known. The uncertainties in the simulation of the past climate are related to the uncertainties of the past external forcing, in particular those of the solar irradiance and the volcanic forcing, and to our limited knowledge of climate sensitivity. The different reconstructions of Total Solar Irradiance (TSI) are usually labeled by their implied changes between the Late Maunder Minimum (LMM; 1680-1710) and today. According to the Third Assessment Report of the International Panel on Climate Change (IPCC; Houghton et al. 2001 ) most reconstructions lie within the range 0.2% and 0.4%. A still larger range (0.15%-0.65%) was also reported shortly before starting this simulation (Bard et al. 2000) . The IPCC report states that "the level of understanding is very low" because of "large uncertainty" (Houghton et al. 2001) . The simulation with the model ECHO-G in VS04 was performed using the reconstruction of past changes of net solar forcing provided by Crowley (2000) , rescaled to transform these variations in forcing to variations of the solar constant used to drive the model. The chosen rescaling implied a change of the solar constant of 0.3% between the recent period (1960-90, Tett et al. 2007 ) the changes of the TSI are 0.25%, and Bauer et al. (2003) present two simulations with the Climate-Biosphere model CLIMBER with 0.24% and 0.32% changes in the TSI. However, the values used in climate simulations clearly do not cover the range of uncertainty described in the IPCC report. The amplitude of past TSI is still a much-contested topic. Lean et al. (2002) , based on a solar model, argue that past TSI changes may have been much lower than assumed so far, and they proposed a value for the LMM TSI changes as low as 0.05%. However, the physical assumptions underlying these results have been contested by Solanki and Krivova (2004) . The debate on this issue is certainly not closed (Scafetta and West 2005a; Lean 2006; Scafetta and West 2005b) Concerning the volcanic forcing, the ECHO-G simulation used the estimation of volcanic radiative forcing provided by Crowley (2000) . This is exactly the same as the volcanic forcing used by Bauer et al. (2003) . The Crowley estimations have been later revised (Hegerl et al. 2003) , but these authors acknowledge that the remaining uncertainties may be as large as 50%.
The ECHO-G simulation also neglected other external forcings, such as anthropogenic tropospheric aerosols and land used changes, that, when present, very likely contribute to cool the global average temperature. Therefore, the recent temperature trends simulated by ECHO-G in this simulations may be too large. However, we point out that the linear trend of the simulated global average near-surface temperature in the period of 1900-90 is 0.62 K century
Ϫ1
, compared to a linear trend of 0.57 K century Ϫ1 derived from the observational dataset provided by the Hadley Centre Climatic Research Unit (HadCRUT2v).
A reconstruction method should be able to perform well not only in one particular realization of the climate of the past millennium, but in a whole range of plausible situations compatible with our present uncertainty of past external forcings. The solar and volcanic forcing used in VS04 is, as explained above, well within the ranges of our present uncertainty. Also, it would seem inconsistent to make the performance of a particular reconstruction method dependent upon the existence or absence of tropospheric aerosol forcing, particularly regarding the large uncertainties in this forcing.
Unfortunately, M05 do not specify which amplitude of solar and volcanic forcing has been used in their simulation. M05 suggest that the simulations with the models ECHO-G and CSM show a clearly different behavior, an assertion that requires further explanation. Although the simulations with the models ECHO-G and CSM have been carried out completely independently from each other, the simulated Northern Hemisphere temperature is not, in the context of testing reconstruction methods, as different as the reading of M05 may suggest (Fig. 1, black and light blue lines,  respectively) . The ECHO-G simulation covers the period 1000-1990. In the initial four centuries of the millennium, the simulation with ECHO-G shows higher temperatures than the CSM simulation. M05 are probably correct regarding the initial model disequilibrium in the ECHO-G simulation used in VS04, as it has been discussed by Goosse et al. (2005) and Osborn et al. (2006) . To equilibrate a coupled ocean-atmosphere model to new external forcing requires probably a simulation spindown time of several centuries, or longer, to drive the various components of the climate system into a quasi-equilibrium state with the new external forcing conditions (assuming that the climate in year A.D. 1000 was indeed in equilibrium with the external forcing at that time). The spindown of the simulation with ECHO-G was started from initial conditions taken from a present-day control simulation and lasted 100 model years. After those 100 yr the external forcing attained the historical forcing at year A.D. 1000, and from that point onward the forcing was changed according to the estimates detailed above (see Fig. 1 in Osborn et al. 2006) . Thus, the assertion by M05 that "the simulation was initialized from a very warm twentieth-century state at A.D. 1000" is not correct. However, the initial state before those 100 yr of spindown was likely too warm and this could have influenced the first few centuries of the simulation.
In the period of about 1400-1990, the magnitude of temperature anomalies is similar to that simulated by the CSM model (Fig. 1) . It is in this period that the pseudoreconstructions of NHT shown in VS04 deviate more strongly from the target NHT, whereas in the first four centuries the pseudoreconstruction performs much better. The reason for this is probably that the warmer temperatures in the ECHO-G simulation in the first four centuries are closer to the temperatures of the calibration period , and any statistical method should perform better when the estimations lie within the range of the calibration. Therefore, this initial disequilibrium in the ECHO-G simulation is probably not related to the reported bias of the MBH98 method reported by VS04, since in this initial period the MBH98 method performs well.
A twin simulation also of the period 1000-1990 (denoted here as ECHO-G-II), with the same external forcing, spun down from colder initial conditions, has now been completed ; Fig.  1 , dark blue line). In this new simulation, the NHT around A.D. 1100 is colder than in the original ECHO-G simulation, consistent with the analysis of the original ECHO-G simulation by Osborn et al. (2006) . Remark- FIG. 2 . Pseudoreconstructions of the annual mean NHT in the ECHO-G-II simulation, using the Mann et al. (1998) algorithm and two calibration periods, and using detrended calibration with the Mann et al. (1998) algorithm with one calibration period. The pseudoproxies are created by contamination of grid-cell temperature with white noise. In each pseudoreconstructions all pseudoproxies contain the same amount of white noise, with a local SNR of 0.5 (corresponding to a local correlation between pseudoproxy and temperature of 0.44). The pseudoproxy network is kept constant throughout the simulation, collocated to the full proxy network of Mann et al. (1998). ably, this second simulation with the model ECHO-G is similar to the CSM simulation along the whole millennium (Fig. 1) . Interestingly, the warming trends in the last two centuries are of comparable magnitude in spite of ECHO-G not making use of anthropogenic sulfate aerosols and CSM having lower climate sensitivity (M05, p. 4098). Without information about the forcing used by M05, this point cannot be clarified.
We think that differences in the reconstruction bias reported by VS04 and M05 could be explained by factors different from those proposed by M05. First, the reconstruction method is different (MBH98 versus RegEM); second, M05 originally performed a nondetrended calibration of their statistical model for the estimation of the regression parameters, whereas VS04, in contrast, detrended the predictors and predictands in the calibration period (Wahl et al. 2006; ). This step was introduced by VS04 to avoid, in the real world, the regression parameters being influenced by a common, but perhaps not physically related, trend. In the reconstruction step, the original (nondetrended) proxy indicators were used. It has been shown previously that the detrended calibration reduces the low-frequency variance of the pseudoreconstruction Zorita and von Storch 2005) . Third, in the most realistic case of pseudoproxies constructed with a signal-to-noise ratio (SNR) of 0.5, M05 used a longer calibration period than in VS04, who used the period 1900-80 (as originally used in MBH98).
In the following, we describe the influence of the last two factors on the final pseudoreconstruction of NHT by implementing the MBH98 method in the ECHO-G-II simulation, the one more similar to the CSM simulation. Among the cases shown by M05 we consider here the case with an SNR of 0.5, since it corresponds to a realistic correlation of 0.44 between pseudoproxy and local temperature. The results are depicted in Fig. 2 . It can be seen that the method, both with detrended and nondetrended calibration in 1900-80, shows a considerable bias, albeit in the nondetrended calibration case this bias is smaller. These conclusions are equivalent to those obtained with the first ECHO-G-I simulation . Therefore, the use of the ECHO-G-I simulations cannot explain the discrepancy between M05 and VS04.
The influence of the longer calibration period is also apparent. With nondetrended calibration in the period 1856-1980, the performance of the method clearly improves. We have not implemented the RegEM method, and therefore we cannot ascertain whether the RegEM method also shows this dependency on the length of calibration period with noisier pseudoproxies, but it would be useful to test whether or not this method shows a similar dependency when pseudoproxies with SNR of 0.5 are considered. This could corroborate or eliminate this reason as a source of the discrepancy between M05 and VS04.
Finally, we would like to indicate that, in our opinion, the issue of a detrended or nondetrended calibration of the regression method and the issue of a white or red noise model (or even more complicated noise models) for the pseudoproxies are interrelated. The real proxies could possibly exhibit trends that are not necessarily related to temperature trends. These proxy trends may be caused by other environmental reasons (e.g., nutrients) or other climate forcings (e.g., precipitation). A nondetrended calibration should, therefore, include this possibility in the pseudoproxies. One way to achieve this, when nondetrended calibration is used, is to construct the pseudoproxies with red noise with a certain level of lagged autocorrelation. We will not pursue this aspect here, as it is beyond the frame of this comment (Zorita and von Storch 2005) .
