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MASS-ENERGY THRESHOLD DYNAMICS FOR DIPOLAR
QUANTUM GASES
VAN DUONG DINH, LUIGI FORCELLA, AND HICHEM HAJAIEJ
Abstract. We consider a Gross-Pitaevskii equation which appears as a model in the
description of dipolar Bose-Einstein condensates, without a confining external trapping
potential. We describe the asymptotic dynamics of solutions to the corresponding Cauchy
problem in the energy space in different configurations with respect to the mass-energy
threshold, namely for initial data above and at the mass-energy threshold. We first
establish a scattering criterion for the equation that we prove by means of the concen-
tration/compactness and rigidity scheme. This criterion enables us to show the energy
scattering for solutions with data above the mass-energy threshold, for which only blow-
up was known. We also prove a blow-up/grow-up criterion for the equation with general
data in the energy space. As a byproduct of scattering and blow-up criteria, and the
compactness of minimizing sequences for the Gagliardo-Nirenberg’s inequality, we study
long time dynamics of solutions with data lying exactly at the mass-energy threshold.
1. Introduction
1.1. Introduction. In this paper, we consider the Cauchy problem associated to the
following non-local non-linear Schro¨dinger equation arising as a model to describe a dipolar
Bose-Einstein Condensate (BEC) at low temperatures:
i~
∂u
∂t
= − ~
2
2m
∇2u+W (x)u+ U0|u|2u+ (Vdip ∗ |u|2)u, (1.1)
where the wave function u(t, x) is a complex function u : R × R3 → C, t ∈ R is the time
variable, and x denotes the space variable in the three-dimensional Euclidean space R3.
The parameters ~ and m involved in Gross-Pitaevskii equation (GPE) (1.1) are the Planck
constant and the mass of a dipolar particle, respectively. The coefficient U0 := 4π~
2as/m
describes the local interaction between dipoles in the condensate, which is defined in
terms of the s-wave scattering length as. The dipolar interaction kernel Vdip(x) is defined,
up to some physical constants (in particular the vacuum magnetic permeability and the
permanent magnetic dipole moment), in the following way:
Vdip(x) =
1− 3 cos2 θ
|x|5 ,
where θ is the angle between the dipole axis and x. By calling the unitary dipole axis n,
the previous means that
θ = arccos
(
x · n
|x|
)
.
The potential W (x) is a time-independent real function representing an external harmonic
confinement that we assume to be zero in the current work, which is equivalent to the
physical situation where the external potential is turned off.
We refer the reader to [27,31,34,35] for an in-depth justification of the previous GPE as
a model for dipolar quantum gases. Let us also mention the papers [1,9,14] for an overview
about the first experimental observations of Bose-Einstein condensation after which there
2010 Mathematics Subject Classification. Primary: 35Q55. Secondary: 35B40, 35B44, 82C10.
Key words and phrases. Gross-Pitaevskii equation, Dipolar BEC, Energy scattering, Finite time blow-
up, Concentration phenomena.
1
2 V. D. DINH, L. FORCELLA, AND H. HAJAIEJ
has been an always increasing interest in the theoretical investigation of such models,
as well as numerical studies (we mention [3, 4, 25] and reference therein for numerical
simulations).
For a rigorous mathematical study of (1.1), it is opportune to consider the latter in
its dimensionless formulation, see [5]. We will essentially focus on its associated Cauchy
problem: {
i∂tu+
1
2∆u = λ1|u|2u+ λ2(K ∗ |u|2)u, (t, x) ∈ [0,∞) ×R3,
u(0, x) = u0(x) ∈ H1(R3),
(1.2)
where λ1, λ2 ∈ R and
K(x) =
x21 + x
2
2 − 2x23
|x|5 .
It is worth mentioning that the expression defining the dipolar interaction kernel K(x)
is exactly Vdip(x) given above with the choice of the dipole axis to be n = (0, 0, 1). The
coefficients λ1 and λ2 are instead two real parameters defined in terms of the physical
constants appearing in (1.1), which measure the strength of the two nonlinear terms, i.e.
the local and the non-local one.
We can partition the (λ1, λ2)-coordinate plane in the following two subsets called un-
stable regime and stable regime, respectively:
Rur :=
{
(λ1, λ2) ∈ R2
∣∣∣∣∣ λ1 < 4π3 λ2 if λ2 > 0λ1 < −8π3 λ2 if λ2 < 0
}
, (1.3)
Rsr :=
{
(λ1, λ2) ∈ R2
∣∣∣∣∣ λ1 ≥ 4π3 λ2 if λ2 > 0λ1 ≥ −8π3 λ2 if λ2 < 0
}
. (1.4)
This terminology has been introduced in the pioneering paper of Carles, Markowich, and
Sparber [11], where the first mathematical treatment for the Gross-Pitaevskii equation
governing a dipolar BEC has been undertaken.
Remark 1.1. Roughly speaking, when dealing with (1.2), the conditions expressed in (1.3)
and (1.4) play an analogue role of the focusing/defocusing character, respectively, for the
usual pure-power NLS equation. With respect to the asymptotic dynamics, let us point-out
that the main feature of (1.2) subject to the conditions (1.3) is the existence of standing
waves. See below, in the Introduction, for further discussions about the remark.
Remark 1.2. As proved in [11], provided that 0 < λ1 <
4π
3 λ2, namely for a defocusing
character of the local term and a strictly positive coupling coefficient, collapse in finite
time may occur provided that the energy is small enough.
Solutions to (1.2) enjoy the conservation along the flow of mass, defined as
M(u(t)) = ‖u(t)‖2L2(R3) =M(u0),
and energy, defined by
E(u(t)) =
1
2
(H(u(t)) +N(u(t))) = E(u0),
where
H(f) := ‖∇f‖2L2(R3) (1.5)
and
N(f) :=
ˆ
R3
λ1|f(x)|4 + λ2(K ∗ |f(x)|2)|f(x)|2dx (1.6)
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are, up to some constant, the kinetic and the potential energy, respectively, associated to
(1.2). The previous two conservation laws can be formally proved by using integration by
parts; the rigorous derivation can be justified by an approximation argument.
It was shown in [11, Lemma 2.1] that the dipolar kernel K(x) defines, through a con-
volution, a continuous linear map from Lp(R3) into itself, for any fixed p ∈ (1,∞), i.e.
f 7→ K ∗ f satisfies ‖K ∗ f‖Lp ≤ C‖f‖Lp . Moreover, it was proved in [11, Lemma 2.3], by
using the decomposition of e−ix·ξ into spherical harmonics, that
K̂(ξ) =
4π
3
(
2ξ23 − ξ21 − ξ22
|ξ|2
)
∈
[
−4π
3
,
8π
3
]
, (1.7)
where F(f)(ξ) = f̂(ξ) =
ˆ
R3
e−ix·ξf(x)dx is the Fourier transform of f(x). Thanks to the
Plancherel’s identity, we can therefore express the potential energy N(f) as
N(f) = (2π)−3
ˆ
R3
(
λ1 + λ2K̂(ξ)
) ∣∣∣|̂f |2(ξ)∣∣∣2 dξ.
The equation (1.2) is invariant under the scaling
uµ(t, x) := µu(µ
2t, µx), µ > 0. (1.8)
A straightforward calculation shows that
‖uµ(0)‖H˙γ (R3) = µγ−
1
2 ‖u0‖H˙γ(R3)
which in turn implies that under the scaling (1.8) the H˙
1
2 (R3)-norm of an initial datum is
preserved.
As mentioned above, in the unstable regime the equation (1.2) admits standing waves,
i.e. solutions of the form u(t, x) = eitφ(x), where φ ∈ H1(R3) is a non-trivial solution to
the elliptic equation
−1
2
∆φ+ φ+ λ1|φ|2φ+ λ2(K ∗ |φ|2)φ = 0. (1.9)
The first result about standing waves for (1.2) is due to Antonelli and Sparber in [2],
where the authors proved their existence by showing the existence of minimizers for the
Weinstein functional (see [33])
W (f) :=
(H(f))
3
2 (M(f))
1
2
−N(f) (1.10)
over the set
B := {f ∈ H1(R3) : N(f) < 0} .
They also established qualitative properties such as symmetry, regularity, and decay for
real positive H1(R3)-solutions to (1.9).
A second approach to show existence of standing states, which consists on minimizing
the energy functional under prescribed L2(R3)-norm, is due to Bellazzini and Jeanjean in
[8], and relies on topological methods (see also [10]).
In this paper, we are interested in the long time dynamics including global existence,
energy scattering, finite time blow-up or grow-up in infinite time, and concentration phe-
nomena of solutions to (1.2) in the unstable regime. It is known that long time dynamics
for solutions to (1.2) is closely related to the existence of ground states. Here by ground
state we mean a non-trivial solution to (1.9) which optimizes the Weinstein functional
(1.10) over all functions f ∈ B.
As the aim of our paper is to give results about the asymptotic of solutions to (1.2) in
the unstable regime, we recall some known results about the behaviour of solutions under
the conditions (1.3), and then we proceed by stating our main contributions.
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Remark 1.3. In the stable regime, it has been proved in [6] that for any H1(R3) initial
datum the corresponding solution to (1.2) is global and scatters. Hence we will only focus
on the unstable regime given by (1.3).
As mentioned before, the local well-posedness of (1.2) was proved in [11], and among
other results, the existence of finite time blow-up for (1.2) was shown for initial data with
negative energy.
For the reader’s convenience, let us start by reviewing some important results in the
unstable regime.
Proposition 1.1 ([11]). Let λ1 and λ2 satisfy (1.3). Let u0 ∈ Σ := H1(R3)∩L2(R3; |x|2dx)
satisfy E(u0) < 0. Then the corresponding solution (1.2) blows-up in finite time.
The proof of this result is based on an argument of Glassey [22] using virial identities
related to (1.2), see [11, Theorem 5.2].
In [6], Bellazzini and the second author established the scattering for H1(R3)-solutions
to (1.2) below the ground state threshold in the unstable regime.
Theorem 1.2 ([6]). Let λ1 and λ2 satisfy (1.3). Let u0 ∈ H1(R3) satisfy E(u0)M(u0) <
E(φ)M(φ) and H(u0)M(u0) < H(φ)M(φ), where φ is a ground state related to (1.9).
Then the corresponding solution u(t) to (1.2) exists globally in time and scatters in H1(R3)
in both directions, that is, there exist u± ∈ H1(R3) such that
lim
t→±∞ ‖u(t)− L(t)u
±‖H1(R3) = 0, (1.11)
where L(t) := eit
1
2
∆ is the Schro¨dinger free propagator.
The proof of the Theorem above is done by employing a concentration/compactness
and rigidity argument in the spirit of Kenig and Merle [26].
Remark 1.4. The statement of the previous theorem was actually given in [6] by means
of the boundedness of the initial energy in terms of the mountain pass energy level of the
initial datum and the positivity of the Pohozaev functional. More precisely, for any fixed
mass c > 0, one defines
S(c) := {f ∈ H1(R3) : M(f) = c} .
It was proved in [8] that for c > 0, the energy functional has a mountain pass geometry on
S(c). Moreover, the energy level γ(c) has the following variational characterization
γ(c) = inf {E(f) : f ∈ V(c)} , V(c) := {f ∈ H1(R3) : M(f) = c, G(f) = 0} ,
where
G(f) := H(f) +
3
2
N(f). (1.12)
Note that the functional G is exactly the virial functional associated to (1.2), namely
G(u(t)) =
d2
dt2
‖xu(t)‖2L2(R3).
The conditions on the initial datum leading to global well-posedness and scattering in The-
orem 1.2 as in the original paper [6] are E(u0) < γ
(
‖u0‖2L2(R3)
)
and G(u0) > 0.
Remark 1.5. Denote
A+ := {f ∈ H1(R3) | E(f) < γ(c), c =M(f), G(f) > 0} , (1.13)
A− := {f ∈ H1(R3) | E(f) < γ(c), c =M(f), G(f) < 0} , (1.14)
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and
A˜+ :=
{
f ∈ H1(R3)
∣∣∣∣ E(f)M(f) < E(φ)M(φ)H(f)M(f) < H(φ)M(φ)
}
, (1.15)
A˜− :=
{
f ∈ H1(R3)
∣∣∣∣ E(f)M(f) < E(φ)M(φ)H(f)M(f) > H(φ)M(φ)
}
. (1.16)
It was shown in [7, Proposition 3.2] that A+ ≡ A˜+ and A− ≡ A˜−. Therefore the
statement of Theorem 1.2 is completely equivalent to the original one in [6]. Furthermore,
in [7] the finite time blow-up is showed for (1.2) in the unstable regime (1.3), by assuming
that the initial datum u0 belongs to A−, is cylindrical symmetric, and has finite variance
in x3-direction.
Recently, Gao and Wang [21] showed a finite time blow-up result for (1.2) with arbi-
trarily large energy in a subset of the unstable regime. To state their result, we denote
V (t) :=
ˆ
R3
|x|2|u(t, x)|2dx, (1.17)
which is the variance at time t of the mass density.
Theorem 1.3 ([21]). Let λ1 and λ2 satisfy{
λ1 < −8π3 λ2 if λ2 > 0,
λ1 <
4π
3 λ2 if λ2 < 0.
(1.18)
Let φ be a ground state related to (1.9). Let u0 ∈ Σ satisfy
E(u0)M(u0)
E(φ)M(φ)
(
1− (V
′(0))2
8E(u0)V (0)
)
≤ 1, (1.19)
−N(u0)M(u0) > −N(φ)M(φ), (1.20)
V ′(0) ≤ 0. (1.21)
Then the corresponding solution u(t) to (1.2) blows-up forward in finite time.
The proof of the latter result, see [21, Theorem 2] is based on the argument of Duyckaerts
and Roudenko [19] using virial identities. Note that the restriction (1.18) ensures that the
potential energy takes negative values (see [21, Lemma 4]).
1.2. Main results. We are ready to state our main results, and we start with the following
scattering criterion for (1.2) in the unstable regime. The following theorem will play an
essential role in the proof of the dynamics above the mass-energy threshold (see Theorem
1.5 below).
Theorem 1.4. Let λ1 and λ2 satisfy (1.18). Let φ be a ground state related to (1.9). Let
u(t) be a H1(R3)-solution to (1.2) defined on the maximal forward time interval [0, T ∗).
Assume that
sup
t∈[0,T ∗)
−N(u(t))M(u(t)) < −N(φ)M(φ). (1.22)
Then T ∗ =∞ and the solution u(t) scatters in H1(R3) forward in time.
The main strategy in the proof of this Theorem is a concentration/compactness and
rigidity scheme in the same spirit of [24] (see also [20] for a generalization to the all
range of inter-critical powers). The main difference comparing our result to the one of
Holmer and Roudenko in [24], is that in the latter paper data below the mass-energy
ground state are considered. This allows them to use the construction of wave operators
to show that nonlinear profiles associated to the linear ones exist globally in time and have
finite scattering norm. In our setting, such a construction does not work. To overcome
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the difficulty, we prove a Pythagorean expansion along bounded non-linear flows (see the
proof of the existence of a critical solution, and in particular see Lemma 3.2, later on in
the paper).
Remark 1.6. As mentioned above, condition (1.18) guarantees that the potential energy is
always negative along the time evolution of (1.2) which is needed in the proof (see Remark
3.2.)
Remark 1.7. Although the existence of ground states related to (1.9) is proved (see e.g.
[2]), the uniqueness (up to symmetries) of positive ground states related to (1.9) is not
known. However we point-out that the quantities
E(φ)M(φ), H(φ)M(φ), −N(φ)M(φ) (1.23)
do not depend on the choice of the ground state φ (see (2.5)).
As a consequence of Theorem 1.4, we can give the energy scattering result for (1.2)
above the mass-energy threshold, which is a complementary result of the one of Gao and
Wang [21], as the latter only addressed formation of singularities in finite time.
Theorem 1.5. Let λ1 and λ2 satisfy (1.18). Let φ be a ground state related to (1.9), and
u0 ∈ Σ be such that
E(u0)M(u0) ≥ E(φ)M(φ), (1.24)
E(u0)M(u0)
E(φ)M(φ)
(
1− (V
′(0))2
8E(u0)V (0)
)
≤ 1, (1.25)
−N(u0)M(u0) < −N(φ)M(φ), (1.26)
V ′(0) ≥ 0, (1.27)
Then the corresponding solution u(t) to (1.2) satisfies (1.22). In particular, the solution
exists globally and scatters in H1(R3) forward in time.
Our next result is the following blow-up or grow-up result for (1.2) in the unstable
regime.
Theorem 1.6. Let λ1 and λ2 satisfy (1.3). Let u(t) be a H
1(R3)-solution to (1.2) defined
on the maximal forward time interval [0, T ∗). Assume that
sup
t∈[0,T ∗)
G(u(t)) ≤ −δ (1.28)
for some δ > 0. Then either T ∗ < ∞, or T ∗ = ∞ and there exists a sequence of time
tn →∞ such that
‖∇u(tn)‖L2(R3) →∞
as n → ∞. In the latter case we say that the solution grows-up. In particular, if u0 has
finite variance, i.e. V (0) <∞, then T ∗ <∞, namely the solution blows-up in finite time.
The strategy to prove the previous theorem is in the spirit of Du, Wu, and Zhang, see
[16], but here we need to control the non-local term involved in (1.2). We point-out that
the hypothesis (1.28) is actually non-empty. Indeed, Bellazzini and the second author
proved in [7] that (1.28) is always satisfied provided the initial datum belongs to (1.16),
or equivalently to (1.14), namely below the mass-energy threshold.
Corollary 1.7. Let λ1 and λ2 satisfy (1.3), ans φ be a ground state related to (1.9).
Assume that u0 ∈ H1(R3) is such that{
E(u0)M(u0) < E(φ)M(φ),
H(u0)M(u0) > H(φ)M(φ),
(1.29)
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and let u(t) the solution to (1.2). Then either T ∗ < ∞, or T ∗ = ∞ and there exists a
sequence of time tn →∞ such that
‖∇u(tn)‖L2(R3) →∞
as n→∞. If V (0) <∞, blow-up always occurs in finite time.
Our last result addresses the long time dynamics for (1.2) at the mass-energy threshold.
Theorem 1.8. Let λ1 and λ2 satisfy (1.3). Let φ be a ground state related to (1.9). Let
u0 ∈ H1(R3) be such that
E(u0)M(u0) = E(φ)M(φ). (1.30)
• If
H(u0)M(u0) < H(φ)M(φ), (1.31)
then the corresponding solution u(t) to (1.2) satisfies
H(u(t))M(u(t)) < H(φ)M(φ) (1.32)
for all t in the existence time. In particular, the solution exists globally in time.
Moreover, if we assume in addition that λ1 and λ2 satisfy (1.18), then the solution
either scatters in H1(R3) forward in time, or there exist a time sequence of times
tn →∞, a ground state φ˜ related to (1.9), and a sequence {yn}n≥1 ⊂ R3 such that
u(tn, · − yn)→ eiθµφ˜(µ·) strongly in H1(R3) (1.33)
as n→∞, for some θ ∈ R and µ > 0.
• If
H(u0)M(u0) = H(φ)M(φ), (1.34)
then there exists a ground state φ˜ related to (1.9) such that the solution u(t) to
(1.2) satisfies u(t, x) = eiµ
2teiθµφ˜(µx) for some θ ∈ R and µ > 0.
• If
H(u0)M(u0) > H(φ)M(φ), (1.35)
then the corresponding solution u(t) to (1.2) satisfies
H(u(t))M(u(t)) > H(φ)M(φ) (1.36)
for all t in the lifespan of the solution. Furthermore, the solution either blows-up
forward in finite time,
i) or there exists tn →∞ such that ‖∇u(tn)‖L2(R3) →∞ as n→∞;
ii) or there exists tn →∞ such that (1.33) holds for some sequence {yn}n≥1 ⊂ R3,
θ ∈ R, and µ > 0.
In addition, if V (0) <∞, then the possibility depicted in i) is excluded.
Remark 1.8. To the best of our knowledge, the first work addressing the long time dy-
namics for the focusing cubic NLS at the ground state threshold is due to Duyckaerts and
Roudenko [18]. Their proof is based on delicate spectral properties of the ground state for
the cubic NLS. Recently, the first author in [15] considered the dynamics for the NLS at
the threshold for the whole range of inter-critical powers.
The proof of the latter theorem is based on the scattering and blow-up/grow-up criteria
given respectively in Theorems 1.4 and 1.6, and the compactness of minimizing sequence
for the Gagliardo-Nirenberg-type inequality related to (1.2) (see Lemma 5.1). We also
take the advantage of the scaling invariance (1.8). For more details, we refer to Section 5.
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Remark 1.9. Throughout the paper, we do not consider the dynamics for radial solutions
to (1.2) since the dipole-nonlinearity vanishes when applied to radially symmetric func-
tions, and therefore (1.2) would reduce to the classical NLS equation. It is due to the fact
the average of the dipolar kernel K(x) vanishes on S2 (see [11]). Hence this symmetry hy-
pothesis won’t be useful to obtain other weaker sufficient conditions for the global dynamics
of solutions to (1.2).
Remark 1.10. All the results stated above can be proved for negative times in similar
fashions.
1.3. Organization of the paper. The paper is organized as follows. In Section 2, we
give some preliminary results including the local well-posedness, the small data scattering,
and the stability result for (1.2), and some properties of ground states related to (1.9).
In Section 3, we give the proof of the scattering criterion given in Theorem 1.4 and its
application to the energy scattering above the mass-energy threshold given in Theorem
1.5. Section 4 is devoted to the proof of the blow-up/grow-up result given in Theorem 1.6.
Finally, in Section 5, we study the dynamics of solutions to (1.2) with data lying exactly
at the mass-energy threshold given in Theorem 1.8.
2. Preliminary results and notation
In the next subsection, we recall some basic facts on local theory for (1.2). We recall that
L(t) := eit
1
2
∆ stands for the linear Schro¨dinger propagator, namely v(t, x) = L(t)u0(x) :=
eit
1
2
∆u0(x) solves i∂tv +
1
2∆v = 0 with v(0, x) = u0(x). In what follows, given an interval
I ⊆ R, bounded or unbounded, we denote by Lp(I, Lq) the Bochner space of vector-valued
functions f : I 7→ Lq(R3) endowed with the usual norm
‖f‖Lp(I,Lq) =
(ˆ
I
‖f(s)‖p
Lq(R3)
ds
)1/p
, p ∈ [1,∞).
For p = ∞ we adopt the usual modification. Here Lq = Lq(R3) are the usual Lebesgue
spaces. For an initial datum u0 in H
1(R3) satisfying V (0) <∞, we will also use the nota-
tion u0 ∈ Σ := H1(R3) ∩ L2(R3, |x|2dx). Since we will only work in the three-dimensional
space, we will drop the notation R3 from now on.
2.1. Local theory. Let us start with the following nonlinear estimates.
Lemma 2.1. There exists C > 0 such that for any time interval I ⊂ R, the following
estimates hold
‖|u|2u+ (K ∗ |u|2)u‖L8/5(I,L4/3) ≤ C‖u‖2L8(I,L4)‖u‖L8/3(I,L4),
‖|u|2u+ (K ∗ |u|2)u‖L8/3(I,L4/3) ≤ C‖u‖3L8(I,L4),
‖∇(|u|2u+ (K ∗ |u|2)u)‖L8/5(I,L4/3) ≤ C‖u‖2L8(I,L4)‖∇u‖L8/3(I,L4).
For the proof of the above nonlinear estimates, we refer the reader to the proof of
Proposition 3.4 in [11]. Here we note that (8/3, 4) is a Schro¨dinger L2-admissible pair and
(8/5, 4/3) is its dual pair. See the monographs [12,29,32] and references therein for a more
detailed and complete treatment on the Strichartz estimates.
Thanks to the above nonlinear estimates, Strichartz estimates, and the contraction
mapping argument, we have the following local well-posedness in H1 for (1.2), see [11].
Lemma 2.2. Let λ1, λ2 ∈ R and u0 ∈ H1. Then there exist T∗, T ∗ ∈ (0,∞] and a unique
solution to (1.2) satisfying
u ∈ C((−T∗, T ∗),H1) ∩ L8/3loc ((−T∗, T ∗), L4).
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The solution satisfies the conservation laws of mass and energy, i.e. M(u(t)) =M(u0) and
E(u(t)) = E(u0) for all t ∈ (−T∗, T ∗). Moreover, there is a blow-up alternative: either
the solution exists globally in time or T ∗ <∞ (resp. T∗ <∞) and
lim
tրT ∗
‖∇u(t)‖L2 =∞
(
resp. lim
tց−T∗
‖∇u(t)‖L2 =∞
)
,
The next result gives a sufficient condition for scattering, see [6] for a proof.
Lemma 2.3. Let u : [0,∞) × R3 → C be a H1-solution to (1.2). If ‖u‖L∞([0,∞),H1) <∞
and ‖u‖L8([0,∞),L4) <∞, then the solution scatters in H1 forward in time in the sense of
(1.11).
Note that the L8L4 space is invariant under the scaling (1.8). See also the original paper
by Cazenave and Weissler [13] in the context of the so-called rapidly decaying solution for
NLS. It is also worth mentioning that (8, 4) is a H˙1/2 Strichartz admissible pair. The
following provides a small data scattering result for (1.2).
Lemma 2.4. Let u0 ∈ H1. Then there exists δ > 0 sufficiently small such that if
‖L(t)u0‖L8(R,L4) ≤ δ,
then the corresponding solution to (1.2) exists globally in time and satisfies
‖u‖L8(R,L4) ≤ 2‖L(t)u0‖L8(R,L4),
‖u‖L∞(R,H1) + ‖u‖L8/3(R,W 1,4) ≤ C‖u0‖H1 ,
for some constant C > 0. In particular, the solution scatters in H1 in both directions.
In [6, Lemma 3.2], the small data scattering was stated with small H1-norm of initial
data. However, a closer look at the proof given there, we have Lemma 2.4.
Using Lemma 2.1 and an argument similar to [24, Proposition 2.3], we have the following
stability result for (1.2).
Lemma 2.5. Let 0 ∈ I ⊆ R and u˜ : I × R3 → C be a solution to
i∂tu˜+
1
2
∆u˜− F (u˜) = e,
where
F (u˜) := λ1|u˜|2u˜+ λ2(K ∗ |u˜|2)u˜. (2.1)
Assume that u(0, x) = u˜0(x) and
‖u˜‖L∞(I,H1) ≤M1, ‖u˜‖L8(R,L4)∩L∞(I,L3) ≤M2
for some constants M1,M2 > 0. Let u0 ∈ H1 be such that
‖u0 − u˜0‖H1 ≤M3, ‖L(t)(u0 − u˜0)‖L8(R,L4)∩L∞(I,L3) ≤ ε
for some M3 > 0 and some 0 < ε < ε1 = ε1(M1,M2,M3). Suppose that
‖e‖L8/5(I,W 1,4/3) + ‖e‖L8/3(I,L4/3) ≤ ε.
Then there exists a unique solution u : I×R3 → C to (1.2) with initial data u(0, x) = u0(x)
satisfying
‖u− u˜‖L8(R,L4)∩L∞(I,L3) ≤ C(M1,M2,M3)ε,
‖u‖L8/3(I,W 1,4) + ‖u‖L8(R,L4)∩L∞(I,L3) ≤ C(M1,M2,M3).
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2.2. Variational analysis. In this subsection, we recall some basic properties of ground
states related to (1.9).
Let φ be a ground state related to (1.9). Since it is an optimizer for the Weinstein
functional (1.10), we have
Copt =
−N(φ)
(H(φ))
3
2 (M(φ))
1
2
,
where Copt is the optimal constant in the Gagliardo-Nirenberg-type inequality
−N(f) ≤ Copt(H(f))
3
2 (M(f))
1
2 , f ∈ H1(R3). (2.2)
We also have the following Pohozaev’s identities (see [2, Lemma 2.2]):
H(φ) = 6M(φ) = −3
2
N(φ). (2.3)
We infer that
E(φ) =
1
6
H(φ) = −1
4
N(φ)
and
Copt =
2
3
(H(φ)M(φ))−
1
2 . (2.4)
This shows that
E(φ)M(φ) =
1
6
H(φ)M(φ) = −1
4
N(φ)M(φ) =
2
27
(Copt)
−2. (2.5)
In particular, we see that the quantities E(φ)M(φ),H(φ)M(φ), and N(φ)M(φ) are inde-
pendent of φ.
As a consequence of the variational analysis above, we give the following coercivity
property.
Lemma 2.6. Let λ1 and λ2 satisfy (1.3). Let φ be a ground state related to (1.9), and
f ∈ H1 satisfy
−N(f)M(f) ≤ A < −N(φ)M(φ)
for some constant A > 0. Then there exists ν = ν(A,φ) > 0 such that
G(f) ≥ νH(f), (2.6)
E(f) ≥ ν
2
H(f). (2.7)
Proof. If N(f) ≥ 0, then it is obvious, from (1.12) and the definition of the energy that
G(f) ≥ H(f) and E(f) ≥ 12H(f). If N(f) < 0, then we write
A = −(1− η)N(φ)M(φ)
for some η = ρ(A,φ) ∈ (0, 1), and we have
−N(f)M(f) ≤ −(1− η)N(φ)M(φ).
Using (2.2), (2.4) and (2.5), we see that
(−N(f)) 32 ≤ Copt(−N(f)M(f))
1
2 (H(f))
3
2
=
(−N(f)M(f)
−N(φ)M(φ)
) 1
2
(
2
3
H(f)
) 3
2
≤ (1− η) 12
(
2
3
H(f)
) 3
2
,
which implies
2
3
(1− η) 13H(f) ≥ −N(f).
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It follows that
G(f) = H(f) +
3
2
N(f) ≥
(
1− (1− η) 13
)
H(f)
which proves (2.6). The estimate (2.7) follows from (2.6) and
E(f) =
1
2
G(f)− 1
4
N(f) ≥ 1
2
G(f).
The proof is complete. 
3. Dynamics above the threshold
This section is devoted to the proof of the scattering criterium given in Theorem 1.4
and its consequences.
3.1. Proof of the scattering criterion. Let u : [0, T ∗) × R3 → C be a H1-solution to
(1.2) satisfying (1.22). By the conservation of energy and (1.22), we see that supt∈[0,T ∗)H(u(t)) ≤
C(E,φ) <∞. Hence by the blow-up alternative we have T ∗ =∞.
Let A and δ be two positive real numbers. For u(t) satisfying
sup
t∈[0,∞)
−N(u(t))M(u(t)) ≤ A, E(u)M(u) ≤ δ. (3.1)
we define
S(A, δ) := sup
{‖u‖L8([0,∞),L4) : u(t) is a H1 solution to (1.2) satisfying (3.1)} . (3.2)
We see that Theorem 1.4 is reduced to show the following result.
Proposition 3.1. Let λ1 and λ2 satisfy (1.18). Let φ be a ground state related to (1.9).
If A < −N(φ)M(φ), then for all δ > 0, S(A, δ) <∞.
Remark 3.1. We remark that the energy E(u) is non-negative due to Lemma 2.6.
Proof of Proposition 3.1. The proof of Proposition 3.1 is done by several steps.
Step 1. Small data theory. By interpolation and Lemma 2.6 we have
‖u0‖4
H˙
1
2
≤ H(u0)M(u0) ≤ 2E(u0)
ν
M(u0) ≤ 2δ
ν
.
By taking δ > 0 sufficiently small, Strichartz estimates imply ‖L(t)u0‖L8(R,L4) ≪ 1 which,
by Lemma 2.4, implies S(A, δ) <∞.
Step 2. Existence of a critical solution. Assume by contradiction that S(A, δ) = ∞ for
some δ > 0. By Step 1, the quantity
δc = δc(A) := inf {δ > 0 : S(A, δ) =∞} (3.3)
is well-defined and positive. We infer from the definition of δc that:
A) If u(t), a H1-solution to (1.2), satisfies
sup
t∈[0,∞)
−N(u(t))M(u(t)) ≤ A, E(u)M(u) < δc,
then ‖u‖L8([0,∞),L4) <∞ and the solution scatters forward in time.
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B) There exists a sequence of H1-solutions {un(t)}n≥1 to (1.2) with initial data
{u0,n}n≥1 such that
sup
t∈[0,∞)
−N(un(t))M(un(t)) ≤ A for all n,
E(un)M(un)ց δc as n→∞,
‖un‖L8([0,∞),L4) =∞ for all n.
(3.4)
We will prove that there exists a H1-solution uc(t) to (1.2) such that
M(uc) = 1,
sup
t∈[0,∞)
−N(uc(t)) ≤ A,
E(uc) = δc,
‖uc‖L8([0,∞),L4) =∞.
(3.5)
To this aim, we consider the sequence of initial data {u0,n}n≥1. Using the scaling (1.8), we
may assume thatM(u0,n) = 1 for all n. Note that this scaling does not affect E(un)M(un)
and supt∈[0,∞)−N(un(t))M(un(t)). After this scaling, we have
M(u0,n) = 1 for all n,
sup
t∈[0,∞)
−N(un(t)) ≤ A for all n,
E(u0,n)ց δc as n→∞,
‖un‖L8([0,∞),L4) =∞ for all n.
(3.6)
Applying the profile decomposition (see e.g. [17]) to the sequence {u0,n}n≥1 (which is now
uniformly bounded in H1), we have for each integer J ≥ 1, there exists a subsequence, still
denoted by {u0,n}n≥1, and for each 1 ≤ j ≤ J , there exist a profile ψj ∈ H1, a sequence
of time shifts {tjn}n≥1 ⊂ R, a sequence of space shifts {xjn}n≥1 ⊂ R3, and a sequence of
remainders {W Jn }n≥1 ⊂ H1 such that
u0,n(x) =
J∑
j=1
L(−tjn)ψj(x− xjn) +W Jn (x). (3.7)
The time and space shifts have the pairwise divergence property below
lim
n→∞ |t
j
n − tkn|+ |xjn − xkn| =∞, for any 1 ≤ j 6= k ≤ J. (3.8)
The remainder has the following asymptotic smallness property
lim
J→∞
[
lim
n→∞ ‖L(t)W
J
n ‖L8(R,L4)∩L4(R,L6)
]
= 0. (3.9)
Note that (8, 4) and (4, 6) are both H˙1/2-admissible Strichartz pairs. Moreover, for fixed
J , we have the asymptotic Pythagorean expansions (see e.g. [6])
‖u0,n‖2H˙γ =
J∑
j=1
‖ψj‖2
H˙γ
+ ‖W Jn ‖2H˙γ + on(1), ∀γ ∈ [0, 1], (3.10)
−N(u0,n) = −
J∑
j=1
N(L(−tjn)ψj)−N(W Jn ) + on(1), (3.11)
E(u0,n) =
J∑
j=1
E(L(−tjn)ψj) + E(W Jn ) + on(1). (3.12)
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Here we note that the functionals H,N (see (1.5) and (1.6)), and E are invariant under
the spatial translation. In addition, we may assume that either tjn ≡ 0 or tjn → ±∞, and
either xjn ≡ 0 or |xjn| → ∞.
Next, we define the nonlinear profile vj associated to ψj and tjn as follows:
• If tjn → −∞, then vj is the maximal lifespan solution to (1.2) that scatters forward
in time to L(t)ψj , i.e. ‖vj(t) − L(t)ψj‖H1 → 0 as t → ∞. In particular, we have
‖vj(−tjn)− L(−tjn)ψj‖H1 → 0 as n→∞ and ‖vj(t)‖L8((0,∞),L4) <∞.
• If tjn →∞, then vj is the maximal lifespan solution to (1.2) that scatters backward
in time to L(t)ψj . In particular, we have ‖vj(−tjn)−L(−tjn)ψj‖H1 → 0 as n→∞
and ‖vj(t)‖L8((−∞,0),L4) <∞.
• If tjn ≡ 0, then vj is the maximal lifespan solution to (1.2) with data vj(0) = ψj .
For each j, n ≥ 1, we introduce vjn(t) := vj(t− tjn). By the definition, we have
‖vjn(0) − L(−tjn)ψj‖H1 → 0 as n→∞. (3.13)
We thus can rewrite (3.7) as
u0,n(x) =
J∑
j=1
vjn(0, x − xjn) + W˜ Jn (x), (3.14)
where
W˜ Jn (x) =
J∑
j=1
L(−tjn)ψj(x− xjn)− vjn(0, x − xjn) +W Jn (x).
By Strichartz estimates, we have
‖L(t)W˜ Jn ‖L8(R,L4)∩L4(R,L6) .
J∑
j=1
‖L(−tjn)ψj − vjn(0)‖H1 + ‖L(t)W Jn ‖L8(R,L4)∩L4(R,L6)
which, by (3.9) and (3.13), implies
lim
J→∞
lim
n→∞ ‖L(t)W˜
J
n ‖L8(R,L4)∩L4(R,L6) = 0. (3.15)
Similarly, we infer from (3.12) and (3.13) that
E(u0,n) =
J∑
j=1
E(vjn(0)) + E(W˜
J
n ) + on(1). (3.16)
We need to prove the following Pythagorean expansions along the bounded NLS flow (see
e.g. [23, Lemma 3.9] for a similar result in the context of classical NLS). In what follows
DNLS(t)f denotes the solution to (1.2) with initial data f .
Lemma 3.2. Let T ∈ (0,∞) be a fixed time. Assume that for all n ≥ 1, un(t) ≡
DNLS(t)u0,n exists up to time T and
lim
n→∞ supt∈[0,T ]
H(un(t)) <∞. (3.17)
Consider the profile decomposition (3.14). Denote W˜ Jn (t) = DNLS(t)W˜
J
n . Then for all
t ∈ [0, T ],
H(un(t)) =
J∑
j=1
H(vjn(t)) +H(W˜
J
n (t)) + oJ,n(1), (3.18)
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where oJ,n(1) → 0 as J, n → ∞ uniformly on 0 ≤ t ≤ T . In particular, the conservation
of energy and (3.16), we have for all 1 ≤ j ≤ J and all t ∈ [0, T ],
−N(un(t)) = −
J∑
j=1
N(vjn(t))−N(W˜ Jn (t)) + oJ,n(1). (3.19)
Proof of Lemma 3.2. By the Pythagorean expansion (3.10), there exists J0 large enough
such that ‖ψj‖H1 are sufficiently small for all j ≥ J0 + 1. This, together with (3.13),
implies that ‖vjn(0)‖H1 are small for all j ≥ J0 + 1. By the small data theory, vjn exists
globally in time and scatters in H1 in both directions for all j ≥ J0 + 1.
Next, we reorder the first J0 profiles and let 0 ≤ J2 ≤ J0 such that
• For any 1 ≤ j ≤ J2, the time shifts tjn ≡ 0 for any n. Here if J2 = 0, then it means
that there is no j’s in this case.
• For any J2+1 ≤ j ≤ J0, the time shifts |tjn| → ∞ as n→∞. Note that if J2 = J0,
then there is no j’s in this case.
Fix T ∈ (0,∞) and assume that un(t) := DNLS(t)u0,n exist up to time T and satisfy
(3.17). We observe that for J2 + 1 ≤ j ≤ J0,
‖vjn‖L8([0,T ],L4) → 0 (3.20)
as n→∞. Indeed, if tjn →∞, then as ‖vj(t)‖L8((−∞,0),L4) <∞, we have
‖vjn‖L8([0,T ],L4) = ‖vj(t)‖L8([−tjn,T−tjn],L4) → 0
as n→∞. A similar claim is valid for tjn → −∞. Moreover, for J2 + 1 ≤ j ≤ J0 and any
2 < r ≤ 6 we get
‖vjn‖L∞([0,T ],Lr) → 0 (3.21)
as n→∞. Indeed we have
‖vjn‖L∞([0,T ],Lr) ≤ ‖L(t− tjn)ψj‖L∞([0,T ],Lr) + ‖vjn(t)− L(t− tjn)ψj‖L∞([0,T ],Lr)
≤ ‖L(t− tjn)ψj‖L∞([0,T ],Lr) + C‖vjn(t)− L(t− tjn)ψj‖L∞([0,T ],H1).
By the decay of the linear flow, the first term tends to zero as n tends to infinity. For the
second term, we use the Duhamel formula
vjn(t) = L(t)v
j
n(0) + i
ˆ t
0
L(t− s)F (vjn(s))ds
with F as in (2.1) and Lemma 2.1, to have
‖vjn‖L8/3([0,T ],W 1,4) . ‖vjn(0)‖H1 + ‖vjn‖2L8([0,T ],L4)‖vjn‖L8/3([0,T ],W 1,4)
which, by (3.20), implies ‖vjn‖L8/3([0,T ],W 1,4) is bounded uniformly in n. Similarly we have
‖vjn(t)− L(t− tjn)ψj‖L∞([0,T ],H1)
. ‖L(t)vjn(0) − L(t− tjn)ψj‖L∞([0,T ],H1) + ‖vjn‖2L8([0,T ],L4)‖vjn‖L8/3([0,T ],W 1,4)
. ‖vjn(0)− L(−tjn)ψj‖H1 + ‖vjn‖2L8([0,T ],L4)‖vjn‖L8/3([0,T ],W 1,4).
Since the last factor in the right hand side is bounded by the latter argument, (3.13) and
(3.20) imply
‖vjn(t)− L(t− tjn)ψj‖L∞([0,T ],H1) → 0
as n→∞, hence (3.21) holds.
Next, we define
B := max
{
1, lim
n→∞ supt∈[0,T ]
H(un(t))
}
<∞.
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For each 1 ≤ j ≤ J2, we denote T j the maximal forward time such that supt∈[0,T j ]H(vj(t)) ≤
2B. Define
T˜ :=
{
min1≤j≤J2 T j if J2 ≥ 1,
T if J2 = 0.
In what follows, we will show that for all t ∈ [0, T˜ ],
H(un(t)) =
J∑
j=1
H(vjn(t)) +H(W˜
J
n (t)) + oJ,n(1), (3.22)
where oJ,n(1) → 0 as J, n → ∞ uniformly in 0 ≤ t ≤ T˜ . This implies (3.18) as T ≤ T˜ .
Indeed, if J2 = 0, then T = T˜ by definition. Otherwise, if J2 ≥ 1 and T˜ < T , then by
(3.22) and the definition of T˜ , there exists 1 ≤ j ≤ J2 such that T j = T˜ and
sup
t∈[0,T j ]
H(vj(t)) = sup
t∈[0,T j ]
H(vjn(t)) ≤ sup
t∈[0,T j ]
H(un(t)) ≤ sup
t∈[0,T ]
H(un(t)) ≤ B.
Here we recall that tjn ≡ 0 for 1 ≤ j ≤ J2. By continuity, it contradicts the maximality of
T j.
To show (3.22), we observe that for 1 ≤ j ≤ J2, we have
‖vjn‖L8([0,T˜ ],L4) = ‖vj‖L8([0,T˜ ],L4) ≤ T˜ 1/8‖vj‖L∞([0,T˜ ],L4)
≤ T˜ 1/8‖vj‖1/4
L∞([0,T˜ ],L2)
‖∇vj‖3/4
L∞([0,T˜ ],L2)
.
It follows that
‖vjn‖L8([0,T˜ ],L4) . T˜ 1/8‖vj‖
1/4
L∞([0,T˜ ],L2)
B3/4.
On the other hand, by the conservation of mass and the choice of vj, we have for all
t ∈ [0, T˜ ],
‖vj(t)‖L2 = ‖vj(0)‖L2 = ‖ψj‖L2 ≤ ‖u0,n‖L2 ≤ 1 (3.23)
which implies
‖vj(t)‖L8([0,T˜ ],L4) . T˜ 1/8B3/4.
Similarly, by Sobolev embedding, we have
‖vjn‖L∞([0,T˜ ],L3) . B1/2.
Thus for 1 ≤ j ≤ J2 we get
‖vjn‖L8([0,T˜ ],L4)∩L∞([0,T˜ ],L3) ≤ C(T˜ , B). (3.24)
Next, we define the approximation
u˜Jn(t, x) :=
J∑
j=1
vjn(t, x− xjn) + W˜ Jn (t).
We see that u˜Jn(0, x) = u0,n(x) and
i∂tu˜
J
n +
1
2
∆u˜Jn − F (u˜Jn) = e˜Jn,
where
e˜Jn =
J∑
j=1
F (vjn(·, · − xjn))− F
 J∑
j=1
vjn(·, · − xjn)
+ F (u˜Jn − W˜ Jn (·))− F (u˜Jn).
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Claim 3.3. The functions u˜Jn satisfy
lim sup
n→∞
(
‖u˜Jn‖L∞([0,T˜ ],H1) + ‖u˜Jn‖L8([0,T˜ ],L4)∩L∞([0,T˜ ],L3)
)
. 1 (3.25)
uniformly in J and
lim
J→∞
lim
n→∞ ‖e˜
J
n‖L8/5([0,T˜ ],W 1,4/3) + ‖e˜Jn‖L8/3([0,T˜ ],L4/3) = 0. (3.26)
With Claim 3.3 at hand, Lemma 2.5 implies
lim
J→∞
lim
n→∞ ‖un − u˜
J
n‖L8([0,T˜ ],L4)∩L∞([0,T˜ ],L3) = 0.
By the Ho¨lder’s inequality, Sobolev embedding, (3.17), and (3.25), we see that
‖un − u˜Jn‖L∞([0,T˜ ],L4) ≤ ‖un − u˜Jn‖
1/2
L∞([0,T˜ ],L3)
‖un − u˜Jn‖1/2L∞([0,T˜ ],L6)
. ‖un − u˜Jn‖1/2L∞([0,T˜ ],L3)
(
‖un‖L∞([0,T˜ ],H1) + ‖u˜Jn‖L∞([0,T˜ ],H1)
)1/2
→ 0
as J, n → ∞. Moreover, by the same argument as in [6, Proposition 4.3] using (3.8) and
(3.21), we see that for all t ∈ [0, T˜ ],
−N(u˜Jn(t)) = −
J∑
j=1
N(vjn(t, x− xjn))−N(W˜ Jn (t)) + oJ,n(1)
= −
J∑
j=1
N(vjn(t))−N(W˜ Jn (t)) + oJ,n(1).
On the other hand, by the conservation of energy and the choice of vj , we have
E(un(t)) = E(u0,n) =
J∑
j=1
E(vjn(0)) + E(W˜
J
n ) + on(1)
=
J∑
j=1
E(vjn(t)) + E(W˜
J
n (t)) + on(1).
Combining the above estimates, we prove (3.22). The proof of Lemma 3.2 is complete. 
Proof of Claim 3.3. We first show the smallness of remainder under the time evolution of
(1.2). By the Duhamel formula, Strichartz estimates, and Lemma 2.1, we have
‖W˜ Jn (t)‖L8(R,L4)∩L4(R,L6) ≤ ‖L(t)W˜ Jn ‖L8(R,L4)∩L4(R,L6) + C‖W˜ Jn (t)‖3L8(R,L4)∩L4(R,L6)
(3.27)
for some constant C > 0 independent of n. By the standard continuity argument together
with (3.15), we get
lim
J→∞
[
lim
n→∞ ‖W˜
J
n (t)‖L8(R,L4)∩L4(R,L6)
]
= 0. (3.28)
The boundedness of ‖u˜Jn‖L8([0,T˜ ],L4)∩L∞([0,T˜ ],L3) follows directly from (3.20), (3.21), (3.24),
and (3.28). To see the boundedness of ‖u˜Jn‖L∞([0,T˜ ],H1) uniformly in J , we proceed as fol-
lows. For J2 + 1 ≤ j ≤ J0, we use the Duhamel formula, Strichartz estimates, (3.21), and
the fact that
‖∇F (u)‖
L2([0,T˜ ],L
6
5 )
. ‖u‖2
L4([0,T˜ ],L6)
‖∇u‖L∞([0,T˜ ],L2)
. T˜ 1/2‖u‖2
L∞([0,T˜ ],L6)
‖∇u‖L∞([0,T˜ ],L2)
to have
‖∇vjn‖L∞([0,T˜ ],L2) . ‖∇vjn(0)‖L2
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for n sufficiently large. A similar estimate holds for j ≥ J0 + 1 since ‖vjn‖L4(R,L6) is small
by taking J0 sufficiently large. Similarly, by (3.28), we have
‖∇W˜ Jn (t)‖L∞([0,T˜ ],L2) . ‖∇W˜ Jn ‖L2
for J, n sufficiently large. Thus, we get
‖∇u˜Jn‖2L∞([0,T˜ ],L2) ≤
J2∑
j=1
‖∇vj‖2
L∞([0,T˜ ],L2)
+
J∑
j=J2+1
‖∇vjn‖2L∞([0,T˜ ],L2)
+‖∇W˜ Jn (t)‖2L∞([0,T˜ ],L2)
. J2B
2 +
J∑
j=J2+1
‖∇vjn(0)‖2L2 + ‖∇W˜ Jn ‖2L2 + oJ,n(1)
. J2B
2 +
J∑
j=J2+1
‖∇ψj‖2L2 + ‖∇W Jn ‖2L2 + oJ,n(1)
. J2B
2 + ‖∇u0,n‖2L2 + oJ,n(1)
. J2B
2 +B2 + oJ,n(1).
Note that J2 ≤ J0 which is independent of J for J large. On the other hand, by the
conservation of mass, we have similarly to (3.23)
‖vjn‖L∞([0,T˜ ],L2) = ‖vjn(0)‖L2 = limn→∞ ‖e
−itjnψj‖L2 = ‖ψj‖L2 ≤ ‖u0,n‖L2 ≤ 1.
Collecting the above estimates, we show the boundedness of ‖u˜Jn‖L∞([0,T˜ ],H1), hence (3.25)
follows.
To see (3.26), it suffices to show
lim
J→∞
lim
n→∞ ‖A(J, n)‖L8/5([0,T˜ ],W 1,4/3) + ‖A(J, n)‖L8/3([0,T˜ ],L4/3) = 0 (3.29)
and
lim
J→∞
lim
n→∞ ‖B(J, n)‖L8/5([0,T˜ ],W 1,4/3) + ‖B(J, n)‖L8/3([0,T˜ ],L4/3) = 0, (3.30)
where
A(J, n) :=
J∑
j=1
F (vjn(·, · − xjn))− F
 J∑
j=1
vjn(·, · − xjn)
 ,
B(J, n) := F
(
u˜Jn − W˜ Jn (·)
)
− F (u˜Jn).
The estimate (3.29) follows from standard argument (see e.g. [24, Proposition 5.4]). A
similar argument goes for (3.30) using (3.28). We omit the details. 
At this point we can distinguish two possible cases.
Case 1. More than one non-zero profiles. We suppose that there exist at least two non-
trivial profiles ψj . Then we infer from (3.10) and (3.13) that
M(vjn(t)) =M(v
j
n(0)) =M(ψ
j) < 1, ∀j ≥ 1. (3.31)
Moreover, by (3.6), (3.19), and (3.31), we have
sup
t∈[0,∞)
−N(vjn(t))M(vjn(t)) < A, E(vjn(t))M(vjn(t)) < δc (3.32)
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which, by Item A) (see page 11), implies that
‖vjn‖L8([0,∞),L4) <∞, ∀j ≥ 1.
We can approximate
uJn(t, x) ∼
J∑
j=1
vjn(t, x− xjn)
using the long time perturbation argument and get for J sufficiently large,
‖un‖L8([0,∞),L4) <∞
which is a contradiction.
Case 2. Only one non-zero profile. Therefore we now have only one non-zero profile,
namely
u0,n(x) = e
−it1n∆ψ1(x− x1n) +Wn(x), limn→∞ ‖e
it∆Wn‖L8(R,L4) = 0.
We claim that we cannot have t1n → −∞. Indeed, suppose that t1n → −∞. It follows that
‖eit∆u0,n‖L8([0,∞),L4) ≤ ‖eit∆ψ1‖L8([−t1n,∞),L4) + ‖eit∆Wn‖L8([0,∞),L4) → 0 as n→∞.
The continuity argument yields ‖un‖L8([0,∞),L4) < ∞ for n sufficiently large. By Lemma
2.3, un(t) scatter in H
1 forward in time, which is a contradiction.
Let v1 be the corresponding nonlinear profile associated to ψ1 and set v1n(t) := v
1(t−t1n).
Accordingly to (3.14), we have
u0,n(x) = v
1
n(0, x− x1n) + W˜ 1n(x).
Arguing as above, we have that v1n and W˜
1
n(t) := DNLS(t)W˜
1
n satisfy
M(v1n(t)) ≤ 1, sup
t∈[0,∞)
−N(v1n(t)) ≤ A, E(v1n(t)) ≤ δc
and
lim
n→∞ ‖W˜
1
n(t)‖L8(R,L4) = 0.
We infer that
M(v1n(t)) = 1, E(v
1
n(t)) = δc .
Indeed, if M(v1n(t)) < 1, then
sup
t∈[0,∞)
−N(v1n(t))M(v1n(t)) < A, E(v1n(t))M(v1n(t)) < δc .
By Item A), (see page 11), we have
‖v1n‖L8([0,∞),L4) <∞
which, by the long time perturbation argument, implies
‖un‖L8([0,∞),L4) <∞.
We get a contradiction, and similarly we can discard the possibility that E(v1n(t)) < δc .
We now define uc the solution to (1.2) with initial data v
1(0). We see that uc satisfies
(3.5). Indeed, we have
M(uc) =M(v
1(0)) =M(v1(t)) =M(v1n(t)) = 1,
E(uc) = E(v
1(0)) = E(v1(t)) = E(v1n(t)) = δc
and
sup
t∈[0,∞)
−N(uc(t)) = sup
t∈[0,∞)
−N(v1(t)) = sup
t∈[t1n,∞)
−N(v1n(t)) ≤ A.
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By the definition of δc, we must have ‖uc‖L8([0,∞),L4) =∞. The construction of a critical
(i.e. global and non-scattering) solution (see (3.5)) is done.
Step 3. Exclusion of the critical solution. By the compactness argument similar to [6], we
show that there exists a continuous path x(t) ∈ R3 which grows sub-linearly in time, such
that
O := {uc(t, · − x(t)) : t ∈ [0,∞)}
is precompact in H1. Using this compactness result, the rigidity argument using localized
virial estimates and Lemma 2.6 shows that uc(t) ≡ 0 which contradicts (3.5).
This in turn also concludes the proof of Proposition 3.1, hence Theorem 1.4 follows.
Remark 3.2. The condition (1.18) is needed in the proof of Theorem 1.4. It ensures that
the functional N is always negative which is crucial to get (3.32). If there is a profile
vj0n such that N(v
j0
n (t0)) becomes non-negative at time t0, then there may be another v
j1
n
satisfying N(vj1n (t0)) ≥ A. In this case, we cannot conclude.
3.2. Scattering above the threshold. We next show the energy scattering result given
in Theorem 1.5. as the first consequence of the more general Theorem 1.4.
Proof of Theorem 1.5. Let u0 ∈ Σ satisfying (1.24), (1.25), (1.26) and (1.27). We will
show that (1.22) holds true, which in turn implies the result, by means of Theorem 1.4. It
is done in several steps. The strategy is in the spirit of Duyckaerts and Roudenko [19].
Step 1. Reduction of conditions. We first recall the following estimate due to Gao-Wang
[21]:(
Im
ˆ
R3
f(x)x · ∇f(x)dx
)2
≤ ‖xf‖2L2
(
H(f)− (−N(f))
2
3
(Copt)
2
3 (M(f))
1
3
)
, f ∈ Σ, (3.33)
where Copt is the sharp constant in (2.2). Let V (t) be as in (1.17). It is known (see e.g.
[11]) that
V ′(t) = 2 Im
ˆ
R3
u(t, x)x · ∇u(t, x)dx, V ′′(t) = 2H(u(t)) + 3N(u(t)). (3.34)
In particular, we have
V ′′(t) = 4E(u) +N(u(t)) = 6E(u)−H(u(t)). (3.35)
It follows that
−N(u(t)) = 4E(u)− V ′′(t), H(u(t)) = 6E(u) − V ′′(t). (3.36)
Thanks to (1.19), N(u(t)) takes negative values, hence V ′′(t) ≤ 4E(u) for all times t on
the lifespan of the solution. Inserting (3.36) into (3.33), we infer that(
V ′(t)
2
)2
≤ V (t)
[
6E(u)− V ′′(t)− (4E(u) − V
′′(t))
2
3
(Copt)
2
3 (M(u))
1
3
]
which implies
(z′(t))2 ≤ h(V ′′(t)), (3.37)
where z(t) :=
√
V (t) and
h(λ) := 6E(u)− λ− (4E(u) − λ)
2
3
(Copt)
2
3 (M(u))
1
3
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with λ ≤ 4E(u). We see that the real function h is decreasing on (−∞, λ0) and increasing
on (λ0, 4E(u)), where λ0 satisfies
1 =
2(4E(u) − λ0)− 13
3(Copt)
2
3 (M(u))
1
3
. (3.38)
This implies that
h(λ0) =
λ0
2
.
Using (2.4) and (2.5), we infer from (3.38) that
E(u)M(u)
E(φ)M(φ)
(
1− λ0
4E(u)
)
= 1. (3.39)
As consequence of the above identity and the conservation laws of mass and energy, we
see that the assumption (1.24) is equivalent to
λ0 ≥ 0 (3.40)
and the assumption (1.25) is equivalent to (V ′(0))2 ≥ 2λ0V (0) or
(z′(0))2 ≥ λ0
2
= h(λ0). (3.41)
Moreover, the assumption (1.26) is equivalent to
V ′′(0) > λ0. (3.42)
Indeed, by (1.26), (2.5) and (3.39), we have
V ′′(0) = 4E(u0) +N(u0)
= 4E(u0) +
N(u0)M(u0)
M(u0)
> 4E(u0) +
N(φ)M(φ)
M(u0)
= 4E(u0)
(
1− −N(φ)M(φ)
4E(u0)M(u0)
)
= 4E(u0)
(
1− E(φ)M(φ)
E(u0)M(u0)
)
= λ0.
In addition, the assumption (1.27) is equivalent to
z′(0) ≥ 0. (3.43)
Step 2. Lower bound of V ′′(t). We claim that there exists δ0 > 0, possibly small, such
that for all t ∈ [0, T ∗),
V ′′(t) ≥ λ0 + δ0. (3.44)
By (3.42), we take δ1 > 0 so that
V ′′(0) ≥ λ0 + 2δ1.
By continuity, we have
V ′′(t) > λ0 + δ1, ∀t ∈ [0, t0). (3.45)
for t0 > 0 sufficiently small. By reducing t0 if necessary, we can assume that
z′(t0) >
√
h(λ0). (3.46)
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Indeed, if z′(0) >
√
h(λ0), then (3.46) follows from the continuity argument. Otherwise,
if z′(0) =
√
h(λ0), then using the identity
z′′(t) =
1
z(t)
(
V ′′(t)
2
− (z′(t))2
)
(3.47)
and (3.42), we have z′′(0) > 0. This shows (3.46) by taking t0 > 0 sufficiently small.
Thanks to (3.46), we take ǫ0 > 0 small enough so that
z′(t0) ≥
√
h(λ0) + 2ǫ0. (3.48)
We will prove by contradiction that
z′(t) >
√
h(λ0) + ǫ0, ∀t ≥ t0. (3.49)
Suppose that it is not true and set
t1 := inf
{
t ≥ t0 : z′(t) ≤
√
h(λ0) + ǫ0
}
.
By (3.48), we have t1 > t0. By continuity, we have
z′(t1) =
√
h(λ0) + ǫ0 (3.50)
and
z′(t) ≥
√
h(λ0) + ǫ0, ∀t ∈ [t0, t1]. (3.51)
By (3.37), we see that(√
h(λ0) + ǫ0
)2
≤ (z′(t))2 ≤ h(V ′′(t)), ∀t ∈ [t0, t1]. (3.52)
It follows that h(V ′′(t)) > h(λ0) for all t ∈ [t0, t1], thus V ′′(t) 6= λ0 and by continuity,
V ′′(t) > λ0 for all t ∈ [t0, t1].
We will prove that there exists a constant C > 0 such that
V ′′(t) ≥ λ0 +
√
ǫ0
C
, ∀t ∈ [t0, t1]. (3.53)
Indeed, by the Taylor expansion of h near λ0 with the fact h
′(λ0) = 0, there exists a > 0
such that
h(λ) ≤ h(λ0) + a(λ− λ0)2, ∀λ s.t. |λ− λ0| ≤ 1. (3.54)
If V ′′(t) ≥ λ0 + 1, then (3.53) holds by taking C large. If λ0 < V ′′(t) ≤ λ0 + 1, then by
(3.52) and (3.54), we get(√
h(λ0) + ǫ0
)2
≤ (z′(t))2 ≤ h(V ′′(t)) ≤ h(λ0) + a(V ′′(t)− λ0)2
thus
2ǫ0
√
h(λ0) + ǫ
2
0 ≤ a(V ′′(t)− λ0)2.
This shows (3.53) with C =
√
a
2 [h(λ0)]
− 1
4 .
However, by (3.47), (3.50) and (3.53), we have
z′′(t1) =
1
z(t1)
(
V ′′(t1)
2
− (z′(t1))2
)
≥ 1
z(t1)
(
λ0
2
+
√
ǫ0
2C
−
(√
h(λ0) + ǫ0
)2)
≥ 1
z(t1)
(√
ǫ0
2C
− 2ǫ0
√
h(λ0)− ǫ20
)
> 0
provided ǫ0 is taken small enough, and this contradicts (3.50) and (3.51). This proves
(3.49). Note that we have also proved (3.53) for all t ∈ [t0, T ∗). This together with (3.45)
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imply (3.44) with δ0 = min
{
δ1,
√
ǫ0
C
}
.
Step 3. Conclusion. Eventually, we are able to prove (1.22). It follows from (3.44) that
−N(u(t))M(u(t)) = (4E(u) − V ′′(t))M(u)
≤ (4E(u) − λ0 − δ0)M(u)
≤ 4E(φ)M(φ) − δ0M(u)
= −(1− η)N(φ)M(φ)
for all t ∈ [0, T ∗), where η := δ0M(u)4E(φ)M(φ) > 0. Here we have used (3.39) to get the third line
and (2.5) to get the last line. This shows (1.22) and the proof of Theorem 1.5 is complete.
4. Blow-up or Grow-up result
The blow-up criterion given in Theorem 1.6 follows from the Du-Wu-Zhang argument,
see [16], and some control on the non-local dipolar term proved by the second author and
Bellazzini in [6].
Let us start by recalling the following localized virial identities related to (1.2). Let χ
be a smooth radial function satisfying
χ(x) = χ(r) =
{
r2 if r ≤ 1,
0 if r ≥ 2, χ
′′(r) ≤ 2 for all r = |x| ≥ 0. (4.1)
Given R > 1, we define the radial function
ϕR(x) := R
2χ(x/R). (4.2)
We define the following localized virial quantity
zϕR(t) :=
ˆ
R3
ϕR(x)|u(t, x)|2dx. (4.3)
We have the following localized virial estimate.
Proposition 4.1. It holds that
z′ϕR(t) = Im
ˆ
R3
u(t)∇ϕR · ∇u(t)dx
and
z′′ϕR(t) ≤ 2G(u(t)) +AR(t), (4.4)
where
|AR(t)| . R−1 +R−1‖u(t)‖2H1‖u(t)‖2L4(|x|&R) +R−1‖u(t)‖2H1
+ ‖u(t)‖2L4(|x|&R) + ‖u(t)‖4L4(|x|&R),
(4.5)
for all t ∈ [0, T ∗).
Proof. Straightforward computations show that
z′ϕR(t) = Im
ˆ
R3
u(t)∇ϕR · ∇u(t)dx
and
z′′ϕR(t) = −
1
4
ˆ
R3
∆2ϕR|u(t)|2dx+
3∑
j,k=1
Re
ˆ
R3
∂2jkϕR∂ju(t)∂ku(t)dx
+
λ1
2
ˆ
R3
∆ϕR|u(t)|4dx− λ2
ˆ
R3
∇ϕR · ∇(K ∗ |u(t)|2)|u(t)|2dx.
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Using the fact ‖∆2ϕR‖L∞ . R−2 and the conservation of mass, we haveˆ
R3
∆2ϕR|u(t)|2dx . R−2.
Since ϕR is radial, we use the fact
∂j =
xj
r
∂r, ∂
2
jk =
(
δjk
r
− xjxk
r3
)
∂r +
xjxk
r2
∂2r
to write
3∑
j,k=1
Re
ˆ
R3
∂2jkϕR∂ju(t)∂ku(t)dx
=
ˆ
R3
ϕ′R(r)
r
|∇u(t)|2dx+
ˆ
R3
(
ϕ′′R(r)
r2
− ϕ
′
R(r)
r3
)
|x · ∇u(t)|2dx.
Since ϕ′′R(r) ≤ 2, the Cauchy-Schwarz inequality implies
3∑
j,k=1
Re
ˆ
R3
∂2jkϕR∂ju(t)∂ku(t)dx ≤ 2‖∇u(t)‖2L2 .
Since ϕR(x) = |x|2 for |x| ≤ R, we see thatˆ
R3
∆ϕR|u(t)|4dx = 6‖u(t)‖4L4 +
ˆ
|x|>R
(∆ϕR − 6)|u(t)|4dx
= 6‖u(t)‖4L4 +O
(
‖u(t)‖4L4(|x|>R)
)
.
It follows that
z′′ϕR(t) ≤ 2‖∇u(t)‖2L2 + 3λ1‖u(t)‖4L4 − λ2BR(t) +O(R−2) +O
(
‖u(t)‖4L4(|x|>R)
)
, (4.6)
where
BR(t) :=
ˆ
R3
∇ϕR · ∇(K ∗ |u(t)|2)|u(t)|2dx.
As we proved in [6, Section 6], we can estimate the non-local term BR(t) in the following
fashion:
BR(t) =− 3
ˆ
(K ∗ |u(t)|2)|u(t)|2dx
+O
(
R−1‖u(t)‖2H1‖u(t)‖2L4(|x|&R) +R−3‖u(t)‖2H1‖u(t)‖2L2(|x|&R) (4.7)
+R−3‖u(t)‖H1‖u(t)‖L2(|x|&R)‖u(t)‖2L2 +R−1‖u(t)‖2L4(|x|&R) + ‖u(t)‖2L4(|x|&R)
)
.
Gluing together (4.6) and (4.7), and using the Sobolev embedding and the conservation
of the mass, we get
z′′ϕR(t) ≤ 2‖∇u(t)‖2L2 + 3λ1‖u(t)‖4L4 + 3λ2
ˆ
(K ∗ |u(t)|2)|u(t)|2dx
+O
(
R−1 +R−1‖u(t)‖2H1‖u(t)‖2L4(|x|&R) +R−1‖u(t)‖2H1
+‖u(t)‖2L4(|x|&R) + ‖u(t)‖4L4(|x|&R)
)
for all t ∈ [0, T ∗). Here we have used the fact that R−1 ≥ R−β, for β ≥ 1. The proof is
complete.

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We are now able to prove the blow-up or grow-up result given in Theorem 1.6.
Proof of Theorem 1.6. Let u : [0, T ∗)×R3 → C be a H1-solution to (1.2) satisfying (1.28).
If T ∗ < ∞, then we are done. If T ∗ = ∞, we will show that there exists a time sequence
tn →∞ such that
‖∇u(tn)‖L2 →∞
as n→∞. Suppose that it is not true. Then we must have
sup
t∈[0,∞)
‖∇u(t)‖L2 <∞. (4.8)
Using (4.4), (4.5), (4.8), and the Gagliardo-Nirenberg’s inequality we see that
z′′ϕR(t) ≤ 2G(u(t)) + A˜R(t), (4.9)
where
|A˜R(t)| . R−1 + ‖u(t)‖1/2L2(|x|&R) + ‖u(t)‖L2(|x|&R). (4.10)
It remains to estimate ‖u(t)‖L2(|x|&R). To do this, we employ the technique developed in
[16] in the following way. Let ϑ be a smooth radial function satisfying
ϑ(x) = ϑ(r) =
{
0 if r ≤ c2 ,
1 if r ≥ c, ϑ
′(r) ≤ 1 for all r = |x| ≥ 0,
where c > 0 is a given constant. For R > 1, we denote the radial function
ψR(x) = ψR(r) := ϑ(r/R).
By the fundamental theorem of calculus, we have
zψR(t) = zψR(0) +
ˆ t
0
z′ψR(s)ds ≤ zψR(0) + t sup
s∈[0,t]
|z′ψR(s)|.
By the Cauchy-Schwarz’s inequality, the conservation of mass and (4.8), we estimate
sup
s∈[0,t]
|z′ψR(s)| = sup
s∈[0,t]
∣∣∣ Im ˆ u(s)∇ψR · ∇u(s)dx∣∣∣
≤ ‖u0‖L2
R
sup
s∈[0,t]
‖∇u(s)‖L2
≤ CR−1
for some constant C > 0. Thus, we get
zψR(t) ≤ zψR(0) + CR−1t.
By the choice of ϑ, we have
zψR(0) =
ˆ
ψR(x)|u0(x)|2dx ≤
ˆ
|x|≥ cR
2
|u0(x)|2dx→ 0
as R→∞ or zψR(0) = oR(1). Using the factˆ
|x|≥cR
|u(t, x)|2dx ≤ zψR(t),
we obtain the following control on L2-norm of the solution outside a large ball: for any
η > 0, there exists a constant C > 0 independent of R such that for any t ∈ [0, T ] with
T := ηRC , ˆ
|x|&R
|u(t, x)|2dx ≤ η + oR(1). (4.11)
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Combining (4.9), (4.10) and (4.11), we obtain that for any η ∈ (0, 1), there exists a constant
C > 0 independent of R such that for any t ∈ [0, T ] with T := ηRC such that
z′′ϕR(t) ≤ 2G(u(t)) +O
(
(η + oR(1))
1/4 + (η + oR(1))
1/2
)
By the assumption (1.28), we choose η > 0 sufficiently small and R > 1 sufficiently large
to have
z′′ϕR(t) ≤ −δ < 0
for all t ∈ [0, T ]. Integrating twice from 0 to T , we get
zϕR(T ) ≤ zϕR(0) + z′ϕR(0)T −
δ
2
T 2 = zϕR(0) + z
′
ϕR(0)
ηR
C
− δη
2
2C2
R2.
Noting that zϕR(0) = oR(1)R
2 and z′ϕR(0) = oR(1)R, we see that
zϕR(T ) ≤ oR(1)R2 −
δη2
2C2
R2.
Taking R > 1 large enough, we obtain zϕR(T ) ≤ − δη
2
4C R
2 < 0, thus we get a contradiction.
The proof is complete.
5. Long time dynamics at the mass-energy threshold
In this section, we study long time dynamics at the mass-energy threshold given in
Theorem 1.8. To do this, we need the following compactness of minimizing sequence for
the Gagliardo-Nirenberg’s inequality (2.2).
Lemma 5.1. Let φ be a ground state related to (1.9). Let {fn}n≥1 be a sequence of
functions in H1 satisfying
M(fn) =M(φ), E(fn) = E(φ), lim
n→∞H(fn) = H(φ).
Then there exist a subsequence still denoted by {fn}n≥1, a ground state φ˜ related to (1.9)
and a sequence {yn}n≥1 ⊂ R3 such that
fn(·+ yn)→ eiθµφ˜(µ·) strongly in H1
for some θ ∈ R and µ := M(φ˜)M(φ) > 0 as n→∞.
Proof. The proof is based on the concentration-compactness lemma of Lions [30]. Since
{fn}n≥1 is a bounded sequence in H1 satisfying M(fn) = M(φ) for all n ≥ 1, it follows
from the concentration-compactness lemma of Lions that there exists a subsequence still
denoted by {fn}n≥1 satisfying one of the three possibilities: vanishing, dichotomy and
compactness.
If the vanishing occurs, then fn → 0 strongly in Lr for any 2 < r < 6 which is not
possible due to the fact that
−N(fn) = 2E(fn)−H(fn)→ 2E(φ) −H(φ) = −N(φ) > 0 (5.1)
as n → ∞, where we used the continuity property of the convolution operator with the
dipolar kernel K(x).
If the dichotomy occurs, then there exist µ ∈ (0,M(φ)) and sequences {f1n}n≥1, {f2n}n≥1
bounded in H1 such that
‖fn − f1n − f2n‖Lr → 0 as n→∞ for any 2 ≤ r < 6;
M(f1n)→ µ, M(f2n)→M(φ) − µ as n→∞;
dist(supp{f1n}, supp{f2n})→∞ as n→∞;
lim infn→∞H(fn)−H(f1n)−H(f2n) ≥ 0.
(5.2)
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By the Gagliardo-Nirenberg’s inequality (2.2) we have
−N(f1n) ≤ Copt[H(f1n)]
3
2 [M(f1n)]
1
2 < Copt[H(f
1
n)]
3
2 [M(φ)]
1
2 ,
where we let n sufficiently large and use the second property in (5.2) in order to get the
last strict inequality. Similarly we have
−N(f2n) < Copt[H(f2n)]
3
2 [M(φ)]
1
2 ,
for n sufficiently large. It follows that
−N(φ) = lim
n→∞−N(fn) = limn→∞−N(f
1
n)−N(f2n) (5.3)
< Copt lim
n→∞
(
[H(f1n)]
3
2 + [H(f2n)]
3
2
)
[M(φ)]
1
2
≤ Copt lim
n→∞
(
H(f1n) +H(f
2
n)
) 3
2 [M(φ)]
1
2 (5.4)
≤ Copt lim
n→∞[H(fn)]
3
2 [M(φ)]
1
2 (5.5)
= Copt[H(φ)]
3
2 [M(φ)]
1
2
which is a contradiction. To get (5.4) we just used the property xβ + yβ ≤ (x+ y)β which
holds for any β ≥ 1 and any x, y ∈ R nonnegative. (5.5) follows by using the last property
in (5.2) up to passing to subsequences if necessary. To see (5.3), we proceed as follows.
First, we have∣∣‖fn‖4L4 − ‖f1n + f2n‖4L4∣∣ . ‖fn − f1n − f2n‖L4 (‖fn‖3L4 + ‖f1n + f2n‖3L4)
. ‖fn − f1n − f2n‖L4
(‖fn‖3H1 + ‖f1n‖3H1 + ‖f2n‖3H1)→ 0
as n→∞. Since f1n and f2n have disjoint supports for n large, we infer that
lim
n→∞ ‖fn‖
4
L4 − ‖f1n‖4L4 − ‖f2n‖4L4 = 0. (5.6)
Similarly, using the fact that K : f 7→ K ∗ f is continuous from L2 into itself,∣∣∣ ˆ (K ∗ |fn|2)|fn|2dx− ˆ (K ∗ |f1n + f2n|2)|f1n + f2n|2dx∣∣∣
=
ˆ
(K ∗ |fn|2)(|fn|2 − |f1n + f2n|2)dx+
ˆ
(K ∗ (|fn|2 − |f1n + f2n|2))|f1n + f2n|2dx
. ‖fn − f1n − f2n‖L4
×
(
‖fn‖2L4(‖fn‖L4 + ‖f1n + f2n‖L4) + (‖fn‖L4 + ‖f1n + f2n‖L4)‖f1n + f2n‖2L4
)
→ 0
as n→ 0. As f1n and f2n have disjoint supports for n large, we see thatˆ
(K ∗ |f1n + f2n|2)|f1n + f2n|2dx =
ˆ
(K ∗ |f1n|2)|f1n|2dx+
ˆ
(K ∗ |f2n|2)|f2n|2dx+ on(1),
where on(1)→ 0 as n→∞. Here we used the fact thatˆ
(K ∗ |f1n|2)|f2n|2dx =
¨
K(x− y)|f1n(x)|2|f2n(y)|2dxdy → 0 (5.7)
as n→∞, which comes from the boundedness of {f1n}n≥1 and {f2n}n≥1 in L2 and K(x−
y)→ 0 as |x− y| → ∞. Indeed we have that¨
K(x− y)|f1n(x)|2|f2n(y)|2dxdy . sup
(x,y)∈Ωn
|K(x− y)|
¨
|f1n(x)|2|f2n(y)|2dxdy (5.8)
where the domain Ωn is defined by
Ωn = {(x, y) ∈ R3 × R3 : x ∈ supp{f1n}, y ∈ supp{f2n}}.
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Hence the convergence (5.7) is a consequence of the following:
sup
(x,y)∈Ωn
|K(x− y)|‖f1n‖2L2‖f2n‖2L2 → 0
which is implied by the third property in (5.2) and the decay of K(x−y)→ 0 as |x−y| →
∞.
Thus we get
lim
n→∞N(fn)−N(f
1
n)−N(f2n) = 0. (5.9)
By summing up (5.6) and (5.9), we prove (5.3).
Therefore we can infer that compactness must occur. Then there exists a sequence
{yn}n≥1 ⊂ R3 such that up to a subsequence, un(· + yn) → f strongly in Lr for any
2 ≤ r < 6 and weakly in H1 with some f ∈ H1. It follows that
M(f) = lim
n→∞M(fn(·+ yn)) =M(φ), −N(f) = limn→∞−N(fn(·+ yn)) = −N(φ)
and
H(f) ≤ lim inf
n→∞ H(fn(·+ yn)) = H(φ).
On the other hand, by (2.2), we have
[H(f)]
3
2 ≥ −N(f)
Copt[M(f)]
1
2
=
−N(φ)
Copt[M(φ)]
1
2
= [H(φ)]
3
2
hence H(f) ≥ H(φ), so H(f) = limn→∞H(fn(· + yn)) = H(φ). Thus, fn(· + yn) → f
strongly in H1 and f is an optimizer for (2.2). We claim that there exists θ ∈ R such that
f(x) = eiθg(x), where g is a non-negative optimizer for (2.2). Indeed, since ‖∇(|f |)‖L2 ≤
‖∇f‖L2 (see [28]), it is clear that W (|f |) ≤ W (f), where W is as in (1.10). This implies
that |f | is also an optimizer for (2.2) and
‖∇(|f |)‖L2 = ‖∇f‖L2 . (5.10)
Set w(x) := f(x)|f(x)| . Since |w(x)|2 = 1, it follows that Re(w∇w(x)) = 0 and
∇f(x) = ∇(|f(x)|)w(x) + |f(x)|∇w(x) = w(x)(∇(|f(x)|) + |f(x)|w(x)∇w(x))
which implies |∇f(x)|2 = |∇(|f(x)|)|2 + |f(x)|2|∇w(x)|2 for all x ∈ R3. From (5.10), we
get ˆ
R3
|f(x)|2|∇w(x)|2dx = 0
which shows |∇w(x)| = 0, hence w(x) is a constant, and the claim follows with g(x) =
|f(x)|. By [2, Lemma 3.1], g is a weak solution to
−a∆g + 4
Copt
(
λ1|g|2g + λ2(K ∗ |g|2)g
)
+ bg = 0,
where
a = 3‖∇g‖L2‖g‖L2 , b = ‖∇g‖3L2‖g‖−1L2 .
By a change of variable g(x) = νφ˜(µx) with ν =
√
bCopt
4 , µ =
√
b
2a , we see that φ˜ solves
(1.9) and W (g) = W (φ˜) = Copt. In particular, φ˜ is a ground state related to (1.9).
Moreover, using
H(φ)M(φ) = H(f)M(f) = H(g)M(g) = ν4µ−4H(φ˜)M(φ˜)
and (1.23), we infer that ν = µ. Since M(f) = M(φ), we infer that µ = M(φ˜)M(φ) . The proof
is complete. 
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We are now able to show long time dynamics at the mass-energy threshold given in
Theorem 1.8.
Proof of Theorem 1.8. • Let us show the first point. Let u0 ∈ H1 satisfy (1.30) and (1.31).
Since (1.30) and (1.31) are invariant under the scaling
uρ0(x) := ρu0(ρx), ρ > 0
and taking ρ = M(u0)M(φ) , we can assume that
M(u0) =M(φ), E(u0) = E(φ). (5.11)
The condition (1.31) becomes H(u0) < H(φ). We claim that
H(u(t)) < H(φ) (5.12)
for all t ∈ [0, T ∗). Assume it is not true, then there exists t0 ∈ [0, T ∗) such that H(u(t0)) =
H(φ). By the definition of the energy, we get that
−N(u(t0)) = H(u(t0))− 2E(u(t0)) = H(φ)− 2E(φ) = 2
3
H(φ) = −N(φ).
This shows that u(t0) is an optimizer of (2.2). Arguing as in the proof of Lemma 5.1,
there exists a ground state φ˜ related to (1.9) such that
u(t0, x) = e
iθµφ˜(µx)
for some θ ∈ R and µ > 0. We can rewrite it as u(t0, x) = eiµ2t0ei(θ−µ2t0)µφ˜(µx), hence by
uniqueness of the solution to (1.2), we have u(t, x) = eiµ
2teiθ˜µφ˜(µx), where θ˜ := θ − µ2t0.
It follows that
H(u0)M(u0) = H(φ˜)M(φ˜) = H(φ)M(φ)
which contradicts (1.31), and we prove (5.12).Combining (5.11) and (5.12), we prove (1.32).
Moreover, by the blow-up alternative, we have T ∗ =∞.
Now we assume in addition that λ1 and λ2 satisfy (1.18). We consider two cases:
Case 1. If supt∈[0,∞)H(u(t)) < H(φ), then there exists η > 0 such that for all t ∈ [0,∞),
H(u(t)) ≤ (1− η)H(φ).
This together with (5.11) imply
−N(u(t))M(u(t)) ≤ Copt (H(u(t))M(u(t)))
3
2
=
2
3
(H(u(t))M(u(t)))
3
2
(H(φ)M(φ))
1
2
≤ 2
3
(1− η) 32H(φ)M(φ)
= −(1− η) 32N(φ)M(φ)
for all t ∈ [0, T ∗) which shows (1.22). By Theorem 1.4, the solution scatters in H1 forward
in time.
Case 2. If supt∈[0,∞)H(u(t)) = H(φ), then there exists a time sequence (tn)n≥1 ⊂ [0,∞)
such that
M(u(tn)) =M(φ), E(u(tn)) = E(φ), lim
n→∞H(u(tn)) = H(φ).
Note that tn must tend to infinity. Indeed, if it does not hold, then up to a subsequence
tn → t0 as n→∞. Since u(tn)→ u(t0) strongly in H1, we see that u(t0) is an optimizer
for (2.2). Arguing as above, we have a contradiction. We now apply Lemma 5.1 with
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fn = u(tn) to get: (up to a subsequence) there exist a ground state φ˜ related to (1.9) and
a sequence {yn}n≥1 ⊂ R3 such that
u(tn, ·+ yn)→ eiθµφ˜(µ·) strongly in H1
for some θ ∈ R and µ > 0 as n→∞. This finishes the first part of Theorem 1.8.
•We continue with the proof of the second point. Let u0 ∈ H1 satisfy (1.30) and (1.34).
By scaling, we can assume
M(u0) =M(φ), E(u0) = E(φ), H(u0) = H(φ).
This shows that u0 is an optimizer for (2.2). This shows that u0(x) = e
iθµφ˜(µx) for some
θ ∈ R, µ > 0 and φ˜ a ground state related to (1.9). By the uniqueness of solutions to
(1.2), we conclude that u(t, x) = eiµ
2teiθ˜µφ˜(µx) for some θ˜ ∈ R.
• Finally, we consider the third point. Let u0 ∈ H1 satisfy (1.30) and (1.35). By scaling
argument, we can assume that (5.11) holds. Then, (1.35) becomes H(u0) > H(φ). By the
same argument as in the proof of (5.12), we prove that
H(u(t)) > H(φ) (5.13)
for all t ∈ [0, T ∗). If T ∗ < ∞, then we are done. Otherwise, if T ∗ = ∞, we consider two
cases.
Case 1. If supt∈[0,∞)H(u(t)) > H(φ), then there exists η > 0 such that for all t ∈ [0,∞),
H(u(t)) ≥ (1 + η)H(φ).
From a simple computation by (1.12) and the definition of the energy, it follows that
G(u(t))M(u(t)) = 3E(u(t))M(u(t)) − 1
2
H(u(t))M(u(t))
= 3E(u0)M(u0)− 1
2
H(u(t))M(u(t))
≤ 3E(φ)M(φ) − 1
2
(1 + η)H(φ)M(φ)
= −η
2
H(φ)M(φ)
for all t ∈ [0,∞), where in the last equality we used (2.5). By Theorem 1.6, there exists a
time sequence tn →∞ such that ‖u(tn)‖H1 →∞ as n→∞.
Case 2. If supt∈[0,∞)H(u(t)) = H(φ), we can argue as above to have: there exist a time
sequence tn → ∞, a ground state φ˜ related to (1.9) and a sequence {yn}n≥1 ⊂ R3 such
that
u(tn, ·+ yn)→ eiθµφ˜(µ·) strongly in H1
for some θ ∈ R and µ > 0 as n→∞. The proof of Theorem 1.8 is now complete.
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