Abstract. It's necessary to acquire semantic knowledge in Natural Language Processing research. In this paper, we present an approach for acquiring Chinese semantic knowledge based on maximum entropy model. Semantic knowledge units are composed of central word and a group of feature words. Because the maximum entropy to extract features, we utilize it to calculate the semantic distance between the central word and feature words in large-scale network corpus. In the experiment, tests on a number of manual defined data sets show that the Spearman correlation coefficient has been increased 6.2%-20.9%.
Introduction
Research on semantic knowledge between words is basic research of field about Natural Language Processing. When people understand the meaning of a word, we often associate the term with other terms, our mind establishment the relations between words to help us to understand the meaning [1] . According to this idea, this paper treats the word which we hope to acquire semantic knowledge as the central word, treat words that calculated the maximum degree of association with the central word as feature words. Feature words are helpful to the understanding of central words for computer. There are two sources of Chinese semantic knowledge [2] , one is the artificial construction of knowledge base, such as Hownet, another is a large-scale real texts, including the massive text on the Internet, a variety of off-line text collections (such as various sizes corpus), various online encyclopedia (such as Wikipedia, Baidu Encyclopedia, Interactive Encyclopedia).
In this paper, the method of semantic knowledge acquisition is similar to the method of word sense similarity, so the method of this paper is compared with the method of calculating semantic similarity. Different from the similarity of word meaning, the related degree of the word reflects the other words that are associated with the word, the similarity of meaning about related words may be small, but related words can reflect the larger meaning of the word.
The remainder of this paper is organized as follows. Section 2 presents our method specifically. Section 3 describes the experiment. And finally this paper is concluded in Section 4
Acquisition of Semantic Knowledge
To acquire the semantic knowledge of a word, we need to get the feature words of the center word and the feature weights of each feature word, feature weights are used to describe the relationship between the feature words and the center word [3] . Therefore, first of all, we need to get the feature words to be used as the feature word group, and then the weights of the feature words are obtained to be used as the relationship between the feature words and the center word.
Acquisition of Feature Words
In this paper, we use the data collected from web news, which is downloaded from the network media monitoring center in 2015 and the number of news is 183747. We segment all of the text automatically by using the word segmentation software ICTCLAS, do preprocessing for all of the data, such as stopping word. The acquisition of feature words is based on the related words, which may appear in the context of the target words. In this paper, the context window size is 3; get the context words in the target word. Then calculate the PMI of the target word w i and the context word c j :
Here, T is the total number of words in the corpus, count(x) is the frequency of x appearing in the corpus, Setting the threshold value is k, when PMI (w i , c j ) < k, we filter out c j . Get all the words in the context window of the center word, calculating the PMI of these words and the central word, filtering out the word which the PMI is less than the threshold value, the rest of the word as a feature word. Then, we need to train the feature words to get the weight of the feature words.
The Weight of Feature Words
The basic idea is to establish the maximum entropy method consistent with the known facts (training data) model, do not make any assumptions about the unknown factors -keep the distribution as evenly as possible. The maximum advantage of constructing the maximum entropy method is to select the most objective weight under the condition of limited information.Input model: according to feature words group which we obtain, take them as a training sample set D= {(x 1 ,y 1 ), (x 2 ,y 2 )…(x n ,y n )},{(x i ,y i )}, the context information is x i when the y i is represented in the corpus. The empirical probability distribution is obtained from the training examples:
Here, Count(x,y) is the number of times appear in the corpus, N is the total number of words.Feature f refers to a specific relationship between x and y, which is expressed by two-valued function f(x,y).When PMI>I , I is the threshold value, f(x,y)=1.Feature empirical probability expectation:
The expected probability of features is the true distribution of the features in the learning of random events:
Here, p(y|x) is the empirical probability of y, when x appears; p(y|x) is the true probability of y, when x appears. The empirical probability of feature is consistent with the expected probability: p(f) p(f)  , it constitute a constraint equation.We assume that there are k features: fi(i =1,2，...，k), Multiple constraint equation expressed as a constraint set: C={s |p(f)=p(f)} i {i=1,.., k} ∈S ， ∈ . According to the conditions of distributed consensus model, we can get the best values of p(y|x) . At the same time, we can determine the best measure of the standard. Here we take optimal conditional entropy, record as:
The maximum entropy model is expressed as: we choose the maximum entropy in the constraint condition. This is a problem of constrained optimization: S*=argmaxM(s) Here, S is a statistical model which satisfies the constraint set C. The argmax represents a parameter that finds the maximum score. We use the Lagrange multiplier method to solve this optimization problem. We introducing a parameter λi (Lagrange multipliers) for each feature fi. The λi indicates the importance of the feature fi for the model. In addition, because of the conditional probability p(y|x) , 
Here,
represents a normalization factor. In this way, we transform a constrained optimization problem into an unconstrained optimization problem. Using the maximum entropy model, we can get the feature word weight after training.
Experiment and Results
In this chapter, we need to determine the correctness of semantic knowledge acquisition through experiments. The criteria for evaluating semantic relationships are often manually labeled data sets [4] , but there is no standard test set for computing the semantic correlation of Chinese words. In the experiment, on the one hand, we manually translated WordSimilarity-353 test set. The data set consists of 353 pairs of English words; the similarity value of these words is obtained by artificial judgment. It can train and test the method for semantic similarity. Because WordSimilarity-353 is a test set in English, we translate it into Chinese. On the other hand, this paper uses the test set Words-240 which is constructed by 613 Department of National University of Defense Technology. The test set includes 240 pairs of Chinese words, the creation of the test set is guided by Lev Finkelstein which the founder of WordSimilarity-353. The research on using this test set published related results in the Journal of Chinese Computer Systems. [5] In this paper, we use WordSimilarity-353 and Words-240 to do the test. We compare to the results of manual annotation, and then we use Spearman and Pearson correlation coefficient as a measure of the results of the algorithm. We calculate three semantic similarity methods respectively. The three methods are computational method of lexical semantic similarity based on Hownet, and computational method of lexical semantic similarity based on Chinese Wikipedia, and the method in this paper. We select calculation results randomly. The similarity calculation results are in the range of 0-1, 0 representatives are not related, the more close to 1 point, the greater the degree of similarity. 
Conclusion
This paper proposes a method of acquiring semantic knowledge based on maximum entropy model. Firstly, we extract the center of the word in the context of the words in a massive corpus, and then we compute the PMI of the central word. Central words and characteristic words constitute the semantic units that we need. In order to test whether the result is correct, we make a comparison with the other methods of semantic similarity. The result is obviously better than the traditional method. For future work, we apply the semantic knowledge to the event tracking, and find the relation of events, and then forecast the development of the event.
