Repetition blindness (RB) is the finding that observers often miss the repetition of an item within a rapid stream of words or objects. Recent studies have shown that RB for objects is largely unaffected by variations in viewpoint between the repeated items.
The human visual system is capable of processing tremendous amounts of information that vary across both spatial and temporal scales. In order to effectively guide the organism around its environment, important information must be detected and then attended to by conscious processes within very short periods of time. A striking phenomenological demonstration of this effect is perception of rapid serial visual presentation (RSVP) streams of objects. For example, participants can successfully detect a target object presented within an RSVP stream in which objects are replaced every 100 ms (Potter & Levy, 1969) . This ability requires the fast activation of stored object information, and flexible attentional processes that can update quickly for each presentation.
One important constraint on detection of objects within RSVP streams is repetition blindness (RB). If an object is repeated within a single RSVP stream, observers will often report seeing it only once. Thus, while conceptual knowledge about the object is activated, the observer seems unable to keep the two presentations separate in episodic memory. The first demonstration of RB used verbal stimuli, both within seemingly random lists of words and within meaningful sentences (Kanwisher, 1987) . In both, repeated words were missed; in the latter context, participants sacrificed sentence grammaticality in failing to report the repeated item. Later experiments used pictorial stimuli instead of (or in conjunction with) verbal materials. For example, Bavelier (1994) investigated RB for both words and pictures. She found significant RB for both types of stimuli, though somewhat reduced in magnitude for pictures. She also found RB across changes in stimulus format, so that if the first critical stimulus (C1) was a picture of an object and the second critical stimulus (C2) was the name of the object, RB was still observed. This result is strong evidence that RB is caused by activation of stimulus information that is not tied to a particular format of presentation, but rather occurs at a deeper conceptual level.
Explanations for repetition blindness have tended to focus on the extent to which each presentation activates a single representation (or type; Kanwisher, 1987 Kanwisher, , 1991 Chun, 1997) in long-term memory (though see Armstrong & Mewhort, 1995; Masson, 2004; and Whittlesea & Masson, 2005 ; for alternative views). RB is thought to occur when an attempt is made to bind a spatiotemporal marker of the second stimulus presentation to an object representation in long-term memory; if the long-term memory representation has only just been activated to form an episodic trace of the first stimulus, binding a marker for the second stimulus to the same representation may fail due to competition with the first binding process. Thus, the observer reports experiencing the object (caused by activation of the object representation from the first stimulus), but only once (due to a failure to bind it with the spatiotemporal marker for the second stimulus).
The exact locus of RB in object processing has not yet been determined. Bavelier's (1994) experiment shows that RB is not based upon the precise format of the stimulus code. Kanwisher, Yin, and Wojciulik (1999) found that it is not based strictly on phonological information either, as no RB occurred between pictures of two different objects that have the same name (eg., the animal bat and a baseball bat). Kanwisher et al. (1999) went on to examine whether RB arises at the level of the basic category or the specific exemplar, by using different members of the same basiclevel category (eg., two different types of clock) as C1 and C2. If RB was based upon types that encoded the specific form of the object (that is, the specific clock), RB should have been reduced when two different clocks were presented. They found RB in this situation; however, in each of three experiments where it was tested, RB for different exemplars was numerically smaller than for identical presentations (that is, the same picture repeated). Kanwisher et al. (1999) did not test the difference in size of RB, and so it is unclear whether there was a statistically significant difference in each case. In any case, though, these results suggest that the type representations that underlie RB may not correspond directly to basic level categories.
Generalizing from one exemplar to another is one aspect of the wider issue of object constancy, the phenomenon that we can recognize objects across a range of viewing conditions in which one object may take on many different appearances. A tremendous amount of research has been focused on understanding the underlying object representation that allows such generalization. Although much of this research has centered around a debate between different classes of models (image-based models and structural-description models; see Biederman & Gerhardstein, 1995; Tarr & Bülthoff, 1995) , these models make many predictions in common and will be considered here variants of the same general approach. The key assumption of object recognition models is that objects are represented on the basis of information encoded from specific views 1 during experience with the object (Biederman, 1987; Poggio & Edelman, 1990; Tarr & Pinker, 1989) , which are later formed into networks of views (eg., Hummel, 2001; Hummel & Biederman, 1992; Tarr, 1995) . Recognition will always be better for familiar and recently encountered views than novel views; the signature prediction of object recognition models is that recognition should become more difficult as a perceived view becomes less similar to a stored view. Image-based theories propose that almost any change in view should impair recognition processes, whereas structural description theories propose that only views showing different parts and/or different spatial relations will require a different object representation. However, across the full range of rotations in the current experiments (up to 180°), both kinds of theories would predict that recognition costs should occur. Therefore, for the purposes of the current paper, any differences in prediction of image-based theories and structural description theories are essentially quantitative, rather than qualitative, in nature.
One of the most commonly studied aspects of object constancy is generalization across rotation. From a large number of studies we now know that rotation of an object between views can have different effects; sometimes changing the viewpoint of an object has a small effect on recognition performance (e.g., Biederman & Gerhardstein, 1993; Biederman & Bar, 1999; Hayward & Tarr, 1997; Wong & Hayward, 2005) , and sometimes a change in viewpoint produces profound costs to recognition (e.g., Rock & DiVita, 1987; Tarr, 1995; Tarr, Bülthoff, Zabinski, & Blanz, 1997) . In general, however, large rotations (eg., greater than 60°) show significant recognition costs, at least on the first trial (eg., Tarr, 1995; Jolicoeur, 1985; Hummel, 2001) . Given the overwhelming evidence for recognition costs across changes in viewpoint, one would predict that RB for objects should show similar effects of viewpoint. In a likely model, distinct types would correspond to each view of a familiar object (in other words, a type is a single representation of an object as proposed by such models as Poggio & Edelman, 1990 , or Hummel, 2001 ). Using this model, one would predict that when each item in an RSVP stream is seen, visual processing will activate sets of views in a graded fashion, so that multiple types become activated; however, the type corresponding to the presented view will be activated most strongly. A second item in the RSVP stream that activates these same types will likely produce RB, as a recently activated type may be difficult to consolidate with a new spatiotemporal token. The degree of RB is likely to vary as a function of view similarity between C1 and C2, however. If the two items are identical, they will both maximally activate the same type, and therefore RB is expected to be largest. A rotation between C1 and C2 will result in each maximally activating different types, thus reducing RB. However, the type that is maximally activated by C2 may also have been activated, to some extent, by C1. Therefore, one would expect some RB to occur, but it should be less than that produced by two identical views. If the rotation is large enough, the two views will be distant from each other and will activate largely distinct sets of types; in this case, RB is expected to be rather small. As noted above, image-based and structural description theories would differ on the size of rotation that would cause a reduction in RB (with structural description models predicting that RB should not be affected by small rotations), but across large rotations both would predict a reduction in RB. Kanwisher et al. (1999) investigated RB over changes in viewpoint with objects rotated 30°in the picture plane. They showed that the size of RB was no different for rotated objects than for objects shown at a single viewpoint, suggesting that the same object representation was activated by the two tested viewpoints. These results are evidence against object types being specific views in the image-based framework, but are consistent with structural description theories. However, Harris & Dux (2005a; 2005b) extended this conclusion to a larger range of viewpoints. In their experiments, either C1 or C2 was shown at an upright, canonical orientation (labeled 0°); the other stimulus was then rotated by up to 180°. They found almost no effect of viewpoint change on the size of RB, supporting the conclusions of Kanwisher et al. (1999) , but extending them to a much larger range of viewpoints. In turn, this is evidence against RB being based on either individual views or structural descriptions, and in support of RB having a locus at some other stage of processing, in which a type can be activated by all known views of an object.
RB that is totally invariant to viewpoint could be explained by models of object recognition in a variety of ways. For example, it might reflect conceptual, rather than visual, processing; a conceptual locus for RB would not likely show influences of viewpoint. However, evidence stands in contrast to this proposal, as various studies have shown a perceptual locus for RB (Arnell & Jolicoeur, 1997; Chun, 1997; Chun & Cavanagh, 1997; Kanwisher et al., 1999) . At least two other possibilities can therefore be proposed. First, the visual representation of the object (that is, the type) might be truly object-centered (eg., Marr & Nishihara, 1978) . This appears unlikely, as little other evidence has been found in support of object-centered visual representations being involved in recognition. Second, RB might represent the activation of isolated, diagnostic features of an object, rather than activation of a complete, coherent, object representation. Although single features will not provide a complete source of information about an object, they will give reliable information about object identity, and will be likely activated faster than a complete object representation (in the models of Hummel, 2001, and Hummel & Biederman, 1992 , for example, features are activated first, after which they are bound together to form a structural description). Finally, because of their local nature, features will be much more resilient to changes in viewpoint than complete object representations (Schwaninger, Wallraven, & Bülthoff, 2004; Ullman, 2007; Ullman & Bart, 2004; Ullman, Vidal-Naquet, & Sali, 2002; Vanrie, Willems, & Wagemans, 2001 ).
The Current Study
The aim of the current study was to provide a comprehensive examination of effects of object rotation on RB. One important limitation of the Dux (2005a, 2005b ) studies is that they used line drawings of objects as stimuli. Line drawings contain a small subset of visual information about an object (e.g., bounding contour and internal contours), and discard information that is present with normal viewing conditions and that has been implicated in object recognition such as color (Tanaka & Presnell, 1999; Wurm, Legge, Isenberg, & Luebker, 1993) , surface curvature (Farah, Rochlin, & Klein, 1994) , and lighting (Braje, Kersten, Tarr, & Troje, 1998; Tarr, Kersten, & Bülthoff, 1998; Vuong, Peissig, Harrison, & Tarr, 2005; see Haber, 1983 , for a detailed discussion of differences between line drawings and threedimensional [3-D] objects). The removal of such information may encourage the encoding of relatively information-sparse object representations allowing quick identification of stimulus features. In this case, viewpoint-invariant RB might turn out to be an artifact of the particular set of stimuli that have been used in earlier studies.
In addition, Dux (2005a, 2005b) only investigated effects of picture-plane rotations on RB. For most objects, pictureplane rotations are relatively rare in the natural world, because most objects have a natural top and bottom which generally remain constant over viewing conditions. Rotations in depth, on the other hand, occur whenever the observer moves to a new viewing position. Further, whereas picture-plane rotations always show the same visible information, but perturb the orientation from which the object is observed, rotations in depth introduce the problem of occlusion (and appearance) of information between views. Thus, whereas a rotateable two-dimensional [2-D] template could perform recognition over picture-plane rotations, such a model would fail across rotations in depth.
Finally, Harris and Dux, like other researchers (eg., Corballis & Armstrong, 2007; Kanwisher et al., 1999) , used familiar objects as stimuli in their experiments. Interpretations of viewpoint-invariant effects with familiar objects are difficult to make, because such effects could be caused by view-invariant perceptual processes that derive a single, common representation from all views, or by multiple view-specific representations that result in mutual coactivation due to familiarity (Tarr & Bülthoff, 1995) . As a paradigm, repetition blindness might be particularly susceptible to such effects of familiarity due to the impoverished representation of each item, caused by masking from successive items in the stream, and the lack of speeded response (Coltheart, Mondy, & Coltheart, 2005) . Therefore, it is also necessary to test patterns of RB for rotated, novel objects, to determine whether patterns of viewpoint invariance are affected by stimulus familiarity.
Experiment 1
The RB paradigm used in this study was the same as that used by Harris & Dux (2005a) , which in turn was based on that of Kanwisher et al. (1999) . Before we generalized the paradigm to new stimuli and new object rotations, we felt it was important to replicate the original result, as the basis for comparison and to ensure that our procedure was consistent with previous studies. Experiment 1 was therefore a replication of Experiment 1 from Harris and Dux (2005a) ; we investigated whether RB occurs for two repeated line-drawing pictures that were either in identical orientations (both upright) or differed by 30°, 60°, 90°, or 180°. The task required participants to report three pictures presented in rapid succession, for 100 ms each. The critical items were the first picture (C1) and the third picture (C2); these were either the same object (repeated condition) or different objects (nonrepeated condition). Lower performance for the critical items on repeated trials compared to nonrepeated trials reflects RB.
Method
Participants. Thirty undergraduate and postgraduate students from the Chinese University of Hong Kong participated in the experiment in exchange for course credit or for payment.
Stimuli and design. The stimuli were 26 pictures (see Figure 1a for examples) from the Snodgrass and Vanderwart (1980) corpus, chosen to have a well-defined canonical upright orientation. They were presented as black line drawings on a white background and subtended a visual angle of approximately 12°at the viewing distance of 45 cm. Three masks were created using fragments of different critical objects, combined randomly.
Three independent variables were manipulated in a 2 ϫ 2 ϫ 5 within-subject design. The first variable (repetition) was the relationship between the two critical items: repeated (same object) or nonrepeated (different objects). The second variable (rotated item) refers to whether C1 or C2 was rotated (the other item was always upright). The third factor was the viewpoint of the rotated item (0°, 30°, 60°, 90°, 180°).
Thirteen of the objects served as critical items. These always appeared in the C1 or C2 positions in the stream. On repeated trials, an object was paired with itself. On nonrepeated trials, each object was randomly paired with one of the other 12 pictures without replacement. There were equal numbers of repeated and nonrepeated trials. The remaining 13 objects served as intervening stimuli between the two critical items. All intervening items between C1 and C2 were displayed in the upright orientation. There were 260 experimental trials in total (13 trials for each combination of repetition, type, and viewpoint). In addition, 26 filler trials containing only two pictures (and an extra mask) were included, in order to discourage participants from guessing the presence of an undetected repeated picture.
Procedure. The experiment was conducted under normal illumination conditions on an eMac with 17" CRT, using RSVP software (www.tarrlab.org). The experiment lasted about 1 hr. The participants were seated approximately 45 cm in front of the computer monitor and gave their responses verbally, which were coded by the experimenter. Twenty-eight participants were native speakers of Cantonese, and 2 participants were native speakers of Mandarin; object names were given in the participant's native language. Before the experiment, subjects completed a familiarization phase in which they saw all the pictures (in their upright orientation) and named them. Any naming errors were corrected at this stage.
The experiment was self-paced and the participants initiated each trial by pressing the space bar. Each trial (except filler trials) consisted of three pattern masks, followed by the three pictures (C1, distractor, C2), followed by the same three pattern masks in reverse order. Each of these frames was presented for 100 ms. At the end of the trial, a message appeared on the screen prompting the participant to recall all the pictures seen. They were told that sometimes a picture was repeated and, if that were the case, they should name it twice. The order of the trials was random. Before the start of the experiment, participants received 32 practice trials at increasingly fast presentation rates ranging from 500 ms per picture (8 trials), to 150 ms per picture (8 trials), to 100 ms per picture (16 trials).
Results
Following Harris and Dux (2005a) , trials were discarded on which neither one of the critical items (C1 or C2) were recalled (this criterion ensures that the target object is identified at least once; of interest is the proportion of trials in which both presentations are successfully identified). To ensure consistency, the same criterion was applied to nonrepeated items. In Experiment 1, this procedure resulted in the exclusion of 4.78% of trials. The data were then scored in terms of proportion of the remaining trials in which both C1 and C2 were correctly recalled.
Results from Experiment 1 are presented in Figure 2 , showing performance for repeated and nonrepeated items across differences in viewpoint between C1 and C2. In this and other figures, we collapse across trials in which C1 or C2 was rotated relative to the canonical upright. As can be seen from Figure 2 there was RB, with accuracy for repeated objects being considerably worse than for nonrepeated objects. Although both sets of objects showed a reduction in recognition accuracy as the viewpoint difference between C1 and C2 increased, this decline in performance was the same for repeated and nonrepeated objects (note that as the viewpoint difference increased, one object was shown from an increasingly noncanonical orientation). In other words, the size of RB did not vary with increasing viewpoint difference. These observations are supported by a three-way repeated measures analysis of variance (ANOVA), with the independent variables of repetition (repeated or nonrepeated), viewpoint difference between C1 and C2 (0°, 30°, 60°, 90°, or 180°), and rotated item (C1 vs. C2). The ANOVA found a significant RB effect, F(1, 29) ϭ 13.61, p Ͻ .001, 2 ϭ .32, and a significant effect of viewpoint, F(4, 116) ϭ 11.93, p Ͻ .001, 2 ϭ .29, with worse overall performance as viewpoint difference between C1 and C2 was increased. There was a marginally significant difference between C1-rotated trials and C2-rotated trials, F(1, 29) ϭ 3.60, p ϭ .068, 2 ϭ .11, with performance slightly lower on C1-rotated trials; this may reflect an increased attentional blink when C1 was rotated (Dux & Harris, 2007) . The interaction of viewpoint and whether C1 or C2 was rotated was significant, F(4, 116) ϭ 3.17, p Ͻ .05, 2 ϭ .1; the small increase in performance at 180°that can be seen in Figure 2 was only observed for C2-rotated trials. No other interactions were significant, F Ͻ 1.1. To determine which orientation differences showed RB, we conducted t-tests at each orientation (collapsed over rotated item) to compare the repeated and nonrepeated conditions; all were significant, t(29) Ͼ 2.3, p Ͻ .025.
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Discussion
Experiment 1 replicated all the main findings of Harris and Dux (2005a) . As in that study, RB occurred in all viewpoint conditions; in particular, RB was constant across changes in viewpoint between C1 and C2. The only difference was that Harris and Dux found a significant interaction between repetition and viewpoint caused by a reduction in RB at 180°; in the current experiment we saw a similar numerical reduction in RB at 180°, but it was not enough to produce a significant interaction. Overall, however, we found a very similar pattern of results and therefore, taken in conjunction with the study of Harris and Dux, as well as that by Kanwisher et al. (1999) , we can conclude that RB is viewpoint invariant for line drawings rotated in the picture plane.
Having replicated Harris and Dux (2005a) , we next consider whether the format of presentation affects the viewpoint invariance of RB. Why should stimulus format matter? As noted above, line drawings remove many sources of information from a visual image (e.g., color, shading, texture). The absence of this information may make it easier for the observer to detect salient shape features of the object that could lead to identification. On the other hand, detection of shaded images within an RSVP stream might rely more heavily on image-based processing. In this case, RB would be expected to be maximal at 0°but to reduce as the viewpoint difference between C1 and C2 increases, since the two stimuli would be more likely to activate distinct view-specific types. In Experiment 2, shaded renderings of 3-D object models were used as stimuli in order to tackle this issue.
Experiment 2 Method
Participants. Thirty undergraduate students (all Cantonese native speakers) from the Chinese University of Hong Kong participated in the experiment in exchange for course credit or for payment.
Stimuli and design. The stimuli were 26 shaded gray-scale 3-D objects [see Figure 1 (b) for examples]. All except three objects were from the same categories as used in Experiment 1. New masks were created, using the same procedure as in Experiment 1. The experimental design was the same as that in Experiment 1 except for one additional viewpoint (120°), yielding a 2 ϫ 2 ϫ 6 design.
Procedure. The procedure was identical to that in Experiment 1 except that each item was only displayed for 80 ms. 
Results
Analyses were conducted in the same way as for Experiment 1; 5.3% of trials were excluded because neither C1 nor C2 were correctly identified. The remaining data are presented in Figure 3 . As in Experiment 1, RB was observed, with a reduction in recognition accuracy when items were repeated. Unlike Experiment 1, however, RB was not constant across differences in viewpoint between C1 and C2. A repeated-measures ANOVA revealed a significant RB effect, F(1, 29) ϭ 14.64, p Ͻ .001, 2 ϭ .33, an effect of viewpoint, F(5, 145) ϭ 15.92, p Ͻ .001, 2 ϭ .35, and an interaction of repetition and viewpoint, F(5, 145) ϭ 4.47, p Ͻ .001, 2 ϭ .13. The three-way interaction among repetition, viewpoint, and rotated item was not significant, F(5, 145) ϭ 1.54, p ϭ .18, 2 ϭ .05; neither were any other main effects or interactions (Fs Ͻ 1.14). From Figure 3 it appears that RB reduced in size as the viewpoint difference between C1 and C2 approached 180°. Interestingly, however, it was also smaller for identically oriented (0°) objects than for moderate orientation differences (30°Ϫ90°). T-tests conducted to determine whether RB occurred at each orientation showed significant RB at all orientations except 180°[ at 180°:
To investigate the pattern of RB in more detail, the size of RB in every condition was calculated by subtracting the accuracy for repeated items from the accuracy for nonrepeated items (thus, positive scores represent RB, and negative scores represent better Figure 2 . Mean percent correct recall for all subjects in Experiment 1, as a function of viewpoint difference between C1 and C2. Here and elsewhere, error bars show within-subjects standard error of the mean for the repetition by viewpoint interaction, calculated according to Loftus & Masson (1994) .
performance for repeated than nonrepeated items). These scores were subjected to a repeated-measures ANOVA with viewpoint and rotated item as the independent variables. The main effect of viewpoint was significant, F(5, 145) ϭ 4.47, p Ͻ .01, 2 ϭ .13, showing differences in the size of the RB effect across viewpoints. Neither the main effect of the rotated item, F Ͻ 1, nor the interaction, F(5, 145) ϭ 1.54, p ϭ 1.18, 2 ϭ .05, were significant. In order to determine the specific pattern of RB modulation over changes in viewpoint, we conducted two additional sets of tests. First, we tested linear and quadratic contrasts on the size of RB across viewpoints. 4 Both the linear contrast, F(1, 29) ϭ 5.82, p Ͻ .05, 2 ϭ .17, and the quadratic contrast, F(1, 29) ϭ 14.47, p ϭ .001, 2 ϭ .33, were statistically significant. Second, we conducted pairwise t-tests between all six tested viewpoints. These tests showed significant differences between 30°and 180°, 60°and 180°, 90°and 180°, and 120°and 180°, t(29) Ͼ 2.4, p Ͻ .03. RB at 0°was numerically smaller than at the intermediate viewpoints (though not reaching statistical significance), and was not significantly different from the RB at 180°, t(29) ϭ 1.7, p Ͼ .09. From this evidence, it is hard to conclude that RB is maximal at 0°and reduces towards 180°, as view-based models of object recognition would generally predict. Rather, RB was larger for intermediate viewpoint differences than for either identical views (0°) or very large differences in viewpoint (180°).
Discussion
In Experiment 2, we again found a main effect of RB and a main effect of viewpoint; unlike Experiment 1, however, there was also an interaction between repetition and viewpoint. This viewpoint dependence of RB followed an inverted-U function and so was not simply the result of a reduction in similarity as viewpoint difference increased, as might be proposed by image-based or structural description models of object recognition. The pattern was clearly different from that of Experiment 1, in which RB was invariant with respect to viewpoint differences between C1 and C2. There are two differences between this experiment and Experiment 1 that could account for the discrepancy in results. One is the object format: line drawings were used in Experiment 1 and shaded images in Experiment 2. The other is the item duration: Items were displayed for only 80 ms here, but for 100 ms in Experiment 1. This seems to have reduced overall accuracy levels in Experiment 2 (compare Figure 1 and Figure 2) , although the size of RB is fairly similar, or even greater in Experiment 2, and thus not indicative of a floor effect. Thus, it seems likely that the main reason for the difference in patterns of RB is stimulus format rather than overall accuracy levels.
Before considering differences between Experiments 1 and 2 in detail, we wanted to further examine RB with shaded images, but using a different axis of rotation. As noted above, picture-plane rotations pose different problems to the visual system than rotations in depth. In Experiment 3, we used the same paradigm employed in Experiments 1 and 2 to test the viewpoint dependence on RB for shaded images undergoing a rotation in depth between C1 and C2. In order to ensure that differences between Experiment 1 and Experiment 2 were not due to the reduced presentation time for stimuli in Experiment 2, we displayed all stimuli for 100 ms in Experiment 3.
Experiment 3 Method
Participants. Thirty-nine undergraduate or graduate students from the Chinese University of Hong Kong participated in the experiment in exchange for course credit or for payment.
Stimuli and design. The stimuli were 26 shaded 3-D objects rotated in depth (see Figure 1c for examples). All items were from the same categories as those used in Experiment 2. The experimental design was the same as that in Experiment 1; unlike in Experiment 2, only viewpoints 0°, 30°, 60°, 90°, and 180°were tested.
Procedure. The procedure was identical to that in Experiment 1.
Results
Trials on which participants failed to identify either C1 or C2 were again excluded from analyses in this experiment (2.85% of trials). The data from the remaining trials are presented in Figure 4 . The results were similar to those of Experiment 2, although the size of RB at 0°was even more reduced in Experiment 3. As in Experiment 2, maximal RB occurred with an orientation difference between C1 and C2 of 60°. A repeated-measures ANOVA revealed a significant RB effect, F(1, 38) ϭ 6.45, p Ͻ .05, 2 ϭ .15, an effect of viewpoint, F(4, 152) ϭ 11.25, p Ͻ .001, 2 ϭ .23, and an interaction of repetition and viewpoint, F(4, 152) ϭ 5.48, p Ͻ .001, 2 ϭ .13. Performance was higher when C2 rather than C1 was the rotated item, F(1, 38) ϭ 10.52, p Ͻ .01, 2 ϭ .22, and there was a significant interaction between rotated item and viewpoint, F(4, 152) ϭ 2.5, p Ͻ .05, 2 ϭ .06, caused by large RB occurring at 60°and 90°for trials where C1 was rotated, but at 30°a nd 60°when C2 was rotated. Crucially, for both C1-rotated and C2-rotated trials, the same general pattern of RB (higher RB at intermediate viewpoint differences than at either 0°or 180°) was found. The three-way interaction among repetition, orientation and rotated item was marginally significant, F(4, 152) ϭ 2.42, p ϭ .051, 2 ϭ .06. The interaction between rotated item and repetition was not significant, F Ͻ 1. T-tests showed significant RB only at 30°, 60°, and 90°(t(38) Ͼ 2, p Ͻ .05); at 0°(t(38) ϭ 0.78, p ϭ .44) and 180°(t(38) ϭ 1.0, p ϭ .32) no RB was observed.
As in Experiment 2, we calculated the size of RB in each condition and subjected these data to additional analyses. A repeated measures ANOVA with viewpoint and rotated item showed a significant effect of viewpoint, F(4, 152) ϭ 5.48, p Ͻ .001, and a marginally significant interaction between rotated item and viewpoint, F(4, 152) ϭ 2.42, p ϭ .051, discussed above. Linear and quadratic contrasts were tested in the same way as for Experiment 2: the quadratic component was again statistically significant, F(1, 38) ϭ 16.46, p Ͻ .001, but the linear component was not, F Ͻ 1. Pairwise t-tests showed significant differences between 0°and 60°, 0°and 90°, 60°and 90°, 60°and 180°, and 90°and 180°, t(38) Ͼ 2.1, p Ͻ .05. Both of these additional analyses support the conclusion that RB is strongest at intermediate rotations between C1 and C2, and relatively small at both 0°and 180°.
Discussion
The results of Experiment 3 were even clearer than those of Experiment 2. Whereas the earlier experiment suggested that RB was maximal at intermediate viewpoints, the results of the current experiment are unequivocal; here we found that RB at the intermediate viewpoint differences was significantly higher than at either 0°or 180°, and the general pattern across changes in viewpoint followed a quadratic, rather than linear, function. Therefore, despite the difference in axis of rotation, as well as a slightly longer presentation duration, we found a consistent pattern of RB being affected by changes in viewpoint, but with greatest RB at intermediate rotations between C1 and C2. This pattern is different from that of Experiment 1 (as well as that found by Harris & Dux, 2005a) , where RB was viewpoint-invariant. However, this pattern is also inconsistent with the hypothesis that individual object views act as types, which would predict maximum RB for identical stimuli (0°), with reductions in the size of RB as the viewpoint between C1 and C2 increases. More detailed treatment of these issues is deferred until the General Discussion.
Experiment 4
Experiments 1-3 all employed familiar objects as stimuli. As noted above, viewpoint effects are more difficult to interpret with such stimuli, as patterns of performance might be affected by pre-existing connections between distinct perceptual representations. In order to get stronger evidence relating to the viewpoint invariance of RB for objects, the use of novel objects is highly desirable.
To examine this issue, we replicated and extended a study by Arnell and Jolicoeur (1997) , who first demonstrated the existence of RB with unfamiliar objects. They used 2-D line drawing patterns based upon stimuli of Kroll and Potter (1984) to investigate RB. Symmetrical and asymmetrical items were presented within RSVP streams; participants were required to identify the symmetrical items in a subsequent recognition test. Symmetrical targets could be repeated, and participants were required to detect and report the repetitions. Arnell and Jolicoeur found reliable RB, showing that the phenomenon can occur even in the absence of pre-existing long-term memory representations of objects.
Experiment 4 was based upon Experiment 3 of Arnell and Jolicoeur's (1997) study, using the same stimulus materials. However, unlike Arnell and Jolicoeur's study where repeated items were always presented from the same viewpoint, we varied the picture-plane orientation of the critical items in a similar manner to Experiments 1 and 2; that is, C1 and C2 could differ by up to 180°. If the viewpoint-invariant RB found in Experiment 1 and, to a lesser extent, Experiments 2 and 3, is due to the nature of perceptual processing of the objects, we should find a similar pattern in this experiment. On the other hand, if it is due to mutual coactivation of view-specific representations through familiarity, RB might be expected to decrease with increasingly large rotations between C1 and C2.
Method
Participants. Thirty undergraduate students at the University of Hong Kong participated in Experiment 4. Sixteen of them were paid HK $60 for their participation, and the remaining 17 participated without compensation. Three participants had hit rates lower than 0.2, and were replaced.
Stimuli and design. Stimuli consisted of symmetrical (critical items) and asymmetrical (distractor) novel shapes. Forty symmet- rical objects were selected from the set used by Arnell and Jolicoeur (1997) ; 81 asymmetrical objects were selected from the set used by Kroll and Potter (1984) . Examples of both types of stimulus are shown in Figure 5 . Each object was scanned at high resolution from the original journal articles, and was designated as 0°. Each object was then rotated clockwise by 30°, 60°, 90°, and 180°. All stimuli were presented as black line-drawing images against a white background.
Two independent variables were manipulated: repetition (critical items were the same object repeated or different objects), and the viewpoint of the second critical item (0°, 30°, 60°, 90°, or 180°). C1 and the distractors were always presented in their standard (0°) orientation.
The 40 critical items were randomly classified into two sets of 20 objects each. For the purposes of counterbalancing, participants were paired. Each set of symmetric objects was used as critical items for repeated trials for one member of the pair, and as critical items for the nonrepeated trials for the other participant.
Procedure. The experiment was conducted under normal illumination conditions on an eMac using RSVP software. Rather than use the procedure of Experiments 1-3, Experiment 4 used a similar method to that of Arnell and Jolicoeur (1997) . Participants were informed that they would see a number of objects appearing in quick succession on the CRT, and that there would be a mixture of symmetric and asymmetric objects in each stream. They were also told that they would only ever have to identify the symmetric objects, and the same symmetric items might be repeated on a trial. Finally, they were informed that the axis of symmetry for symmetric objects could vary between presentations. They were not informed that all trials would contain two symmetric items.
Each trial contained six successively presented stimuli; each stimulus was presented at the same screen location for 120 ms with no interstimulus interval. Two critical items were presented in each trial in either the second and fourth or third and fifth stream positions. Following each stream of six objects, three symmetric objects were presented on the screen simultaneously at the top-left corner, the top-right corner and centered at the bottom of the screen. For nonrepeated trials, the three objects consisted of C1, C2, and one that had not been presented during the stream. For repeated trials, the objects consisted of C1 and two objects that had not been presented. Objects were depicted from the 0°viewpoint regardless of the exact orientation in which they were presented during the stream. Participants indicated the number of times each item had appeared in the stream by pressing the keys 0, 1, or 2 on the number pad for each object in turn. The location in which each object was displayed on the response screen was chosen randomly.
Before the experimental trials began, participants performed six practice trials. Participants were free to ask questions during and at the conclusion of the practice trials. After the practice trials were completed, participants performed 200 experimental trials, divided into two blocks of 100 trials each. Each trial was automatically initiated by the third and final response to the preceding trial.
Results
In order to control for effects of response bias, Arnell and Jolicoeur (1997) analyzed their results using AЈ, a nonparametric measure of signal detection (Snodgrass & Corwin, 1988) . To allow for direct comparison of our results with theirs, we analyzed our results in the same way. In addition, we also report an analysis of the hit rate, so as to maintain consistency with the analyses of our earlier experiments. Both sets of analyses show the same general pattern.
Like other methods of signal detection analysis, AЈ uses information from both hits and false alarms to calculate a bias-free measure of sensitivity. AЈ varies between 0 and 1, with 1 representing perfect performance and 0.5 representing chance. Normally, experimental trials will have a single response, such that a maximum of one hit or one false alarm can be made. In the current experiment, however, three responses were made, and so both hits and false alarms could occur on a single trial. In addition, responses were judgments of frequency ranging from 0 to 2 instances, and so multiple hits and false alarms could be made. To transform the data into an appropriate format, we followed Arnell and Jolicoeur's (1997) procedure. As a maximum of two hits were possible on each trial, each hit counted for 0.5 for the purposes of calculating AЈ. Four false alarms were possible on each trial, and therefore each false alarm counted for 0.25 for the calculations (note that judging that a nonpresented item had appeared twice resulted in two false alarms, or 0.5 for the calculations). This method ensured that each trial had a maximum of 1 hit and 1 false alarm. Having performed these transformations, AЈ was then calculated (see Snodgrass & Corwin, 1988) .
A. Results of the AЈ analysis are shown in Figure 6 . We replicated Arnell and Jolicoeur (1997) in finding RB for repeated novel shapes, and extended their finding by showing that RB occurs for rotated novel shapes as strongly as for two shapes shown at the same orientation. Similar to Experiments 2 and 3, RB appears to be greater for intermediate viewpoint differences (i.e., 60°) than either smaller or larger differences. A 2 ϫ 5 repeatedmeasures ANOVA with repetition and viewpoint as factors showed a significant repetition effect, F(1, 29) ϭ 60.86, p Ͻ .001, 2 ϭ .68, and a significant effect of viewpoint, F(4, 116) ϭ 6.93, p Ͻ .001, 2 ϭ .19. The interaction between repetition and viewpoint was also significant, F(4, 116) ϭ 3.53, p Ͻ .01, 2 ϭ .11, suggesting that the size of RB differed across orientations. Pairwise comparisons between repeated and nonrepeated items showed significant RB at all viewpoints (t Ͼ 4.1, p Ͻ .001).
Further analysis of the size of RB across viewpoints was conducted as for Experiments 2 and 3. The size of RB showed significant variation across viewpoints , F(4, 116) 
Discussion
Experiment 4 was conducted to test whether the results of the earlier experiments were due to the use of familiar objects with which participants would have had previous experience. Using novel, 2-D shapes as stimuli, the results were very similar to those of the earlier experiments. We found reliable RB across all viewpoint differences, with no evidence that it was reduced (or increased) monotonically across changes in orientation between C1 and C2. As in Experiments 2 and 3, there was some variation in the size of RB across viewpoints; RB was maximal at 60°and relatively smaller across both larger and smaller orientation differences. Overall, this pattern of results suggests that the findings of the earlier experiments were not an artifact of object familiarity. In addition, they suggest that the inverted-U pattern of RB observed in Experiments 2 and 3 is not specific to the use of shaded images but can also be found for line drawings.
The motivation of Arnell and Jolicoeur's (1997) study was to see whether RB could occur with novel stimuli. This is a theoretically important issue, as the type-token hypothesis of RB typically assumes that types are pre-existing representations, and that RB occurs when one type is required to act as the basis for two separate tokenization episodes that have only a brief temporal separation. Arnell and Jolicoeur's findings of reliable RB for novel stimuli showed that RB does not require the use of materials that are familiar to participants prior to the experiment, and that if the type-token hypothesis is used to explain RB, it requires that a type can be formed during an experimental trial. Our experiment confirms and extends this finding. Not only did we replicate their finding of RB for novel materials, but we found strong RB across all orientation changes that we tested, with no reduction in size from 0°to 180°(and, in fact, an increase from 0°to 60°). Thus, any explanation of types being activated during an experimental trial needs to propose the instantaneous representation of shape such that viewpoint-invariant tokenization is supported.
Discussion of Experiments 1-4
Experiments 1-4 produced two primary findings. First, Experiment 1 showed that with familiar objects depicted as line drawings, RB did not vary across increasing viewpoint disparity between C1 and C2, replicating earlier studies of Dux (2005a, 2005b) . Second, Experiments 2-4 showed that RB did vary with viewpoint differences between stimuli under a variety of conditions, but the viewpoint effect was quadratic in shape, in contrast to the linear cost function found in many studies of object recognition (eg., Hayward & Tarr, 1997; Tarr & Pinker, 1989; Tarr, Williams, Hayward, & Gauthier, 1998) . The quadratic shape to the RB function suggests a modulation of performance at small and large viewpoint changes, relative to an underlying pattern of viewpoint invariance. When viewed this way, the results of all four experiments show RB that is relatively viewpoint invariant, but (in Experiments 2-4) is modulated at specific views. What form of underlying object representation would lead to invariant RB, and why would there be modulation of this RB at very small and very large changes in viewpoint? As noted in the Introduction, models of object recognition propose that objects are recognized by computing representations that are based upon the appearance of an object from a particular view. The format of the representation differs greatly, however, between models. Image-based models propose a representation that is highly specific to the viewed image, made up of features that are generally defined quantitatively and are bound in a holistic framework (eg., Perrett, Oram, & Ashbridge, 1998; Tarr, 1995) . On the other hand, structural description models posit a representation based on parts and the spatial relations with which they are connected; the same structural description will be activated whenever an object is viewed from a position in which the same parts in the same spatial relations can be recovered (Hummel, 2001; Hummel & Biederman, 1992 ). Although these theories make different predictions across small rotations (because the precise image is changed but the same set of parts may still be visible), both image-based and structural description representations of object shape would fail to capture changes in appearance across the large rotations tested in the current experiments. Because both image-based and structuraldescription models represent the shape of the whole object (as it appears from a particular view), we will refer to them here as whole-object models. From this analysis, although representations as proposed by whole-object models may influence RB in some circumstances (to be addressed further in the General Discussion), it seems unlikely that these models could account for the invariant RB that seems to underlie the results of Experiments 1-4. However, given the fact that these models code the appearance of objects from particular views, it is possible that whole-object models might underlie the view-specific modulations of RB at small and large changes in viewpoint (a possible mechanism for such effects is offered in the General Discussion, below).
An alternative to whole-object models is the proposal that objects can be identified on the basis of isolated, diagnostic features (Ullman, 2007; Ullman & Bart, 2004; Ullman et al., 2002) . According to this approach, object recognition and classification decisions can be made on the basis of fragments of object shape that have been learned to differentiate members of one class from members of other classes, and also between members of a single class. Fragments that are useful for classification and recognition will therefore tend to be features that could be reliably used to identify briefly presented objects in RSVP streams. Ullman's fragment-based model is unlike the image-based and structuraldescription models in that it does not attempt to represent the global shape of the object (although multiple fragments can be processed simultaneously to give information from all regions of the object). Rather, it attempts to explain recognition behavior on the basis of information from local regions. One appeal of the use of diagnostic features is that they can be recovered without much influence of precise object orientation (e.g., Ullman & Bart, 2004; Schwaninger et al., 2004) . Due to the reliance on fragments of object shape, we will refer to Ullman's approach as a local feature model. Given this analysis, a possible explanation of our results is as follows: (i) local feature processing leads to view-invariant RB, and (ii) whole-object processing leads to reductions in that RB at very small or very large rotations, resulting in the quadratic pattern of RB observed in Experiments 2-4. To test this hypothesis, we conducted another experiment. Assuming that the viewpointinvariant nature of RB is based upon processing of independent features, we should see robust RB across all views whenever the same local features are observed at C1 and C2, regardless of any changes in the spatial relationships of those features. On the other hand, if the quadratic pattern of RB is caused by whole-object processing, we should see this pattern only when the object appears unchanged between C1 and C2. In Experiment 5, therefore, objects were either shown as intact images or as images that were cut in half vertically or horizontally with the location of the halves swapped, such as in Figure 7 . This manipulation, taken from a study by Thoma, Hummel, and Davidoff (2004) , results in two images that have a different configuration, yet contain exactly the same set of features. A process that is sensitive to isolated features should not be affected by this manipulation, because all features are visible in both images. However, a process that is sensitive to the overall structure of the image will be drastically affected because the manipulation destroys the integrity of the original image. Accordingly, we predicted that we should replicate the inverted-U pattern of RB when C1 and C2 were both intact images, but we should find view-invariant RB when C1 was an intact image but C2 showed a split image. 
Experiment 5 Method
Participants. Thirty students from the University of Sydney participated in the experiment in exchange for course credit. One participant was replaced due to an abnormal response pattern.
Stimuli and design. The stimuli were 26 shaded 3-D objects rotated in depth. The experimental design was the same as that in Experiment 3, except that the new manipulation of splitting was introduced. As previously, each trial consisted of three masks, followed by (usually) three objects (C1, distractor, C2), followed by the three masks again (note that in this experiment, slightly different masks were used from Experiments 2 and 3; however, they were conceptually similar in being made up of small object components). C1 always showed an intact object; the distractor and C2 showed either an intact object or a split image. On half the trials, the distractor was intact and on half it was split; the same was true of C2. Whether the distractor was split or intact was not predictive of whether C2 was split or intact. Split images were created by cutting the image in half, either vertically or horizontally, and then swapping the two halves of the image. Half the images were cut vertically, and half were cut horizontally (see Figure 7 for examples). Due to a programming error, on intact trials C1 was always shown from the canonical view and C2 was always rotated, whereas for split trials, C1 was always rotated and C2 was canonical. Procedure. The experiment was run on a Macintosh computer and was controlled by Matlab. Each frame was displayed for 100 ms. Apart from that, the procedure was identical to that in Experiment 1.
Results
An analysis similar to that used in Experiments 1-3 was performed. Trials on which neither C1 nor C2 were correctly reported (4.01%) were excluded from further analyses. We performed a three-way ANOVA on the remaining data, with C2 image type (intact or split), repetition (repeated or nonrepeated) and viewpoint difference (0°, 30°, 60°, 90°, or 180°) as within-subjects factors. The three-way interaction of C2 image type, repetition, and viewpoint was statistically significant, F(4, 116) ϭ 3.58, p Ͻ .01, 2 ϭ .11. This interaction suggested that performance differed for intact trials and split trials, and therefore we conducted further analyses on each of these conditions separately.
Experiment 5a: Intact trials. Results of Experiment 5a are shown in Figure 8 . For trials on which both C1 and C2 were intact, there was a main effect of viewpoint, F(4, 116) ϭ 18.82, p Ͻ .001, 2 ϭ .39, with overall performance declining as the viewpoint difference between C1 and C2 increased. Surprisingly, there was no effect of repetition, F(1, 29) ϭ 2.82, p ϭ .1, 2 ϭ .09; however, the repetition ϫ viewpoint interaction was significant, F(4, 116) ϭ 6.7, p Ͻ .001, 2 ϭ .19, indicating that there was an effect of repetition but it varied across viewpoints. As can be seen from Figure 8a , when C1 and C2 were shown at the same viewpoint, repeated objects were responded to more accurately than nonrepeated objects. However, when the viewpoint changed, the typical pattern of RB was observed, again with a reduction at 180°; t-tests showed reliable RB only at 90°, t(29) ϭ 3.8, p Ͻ .01, though it was marginal at 60°, t(29) ϭ 1.78, p ϭ .085, and 180°, t(29) ϭ 1.86, p ϭ .073. The priming at 0°was also marginal, t(29) ϭ 1.7, p ϭ .1.
As previously, we conducted two additional sets of analyses. First, we computed the size of RB at each viewpoint, and conducted a one-way ANOVA with viewpoint as the only factor; this showed a main effect of viewpoint, F(4, 116) ϭ 6.7, p Ͻ .001, 2 ϭ .19. As in Experiment 2, both linear and quadratic contrasts were significant [linear: F(1, 29) ϭ 12.94, p Ͻ .01, 2 ϭ .31; quadratic: F(1, 29) ϭ 7.85, p Ͻ .05, 2 ϭ .21]. The quadratic pattern replicates our earlier experiments with intact stimuli, showing RB that initially increases in size but then is reduced. The linear effect shows that on top of this pattern, RB generally increased in size (particularly from being negative at 0°and becoming maximal at 90°) across rotations of the objects. Second, we performed pairwise t-tests; these showed that the priming (negative RB) at 0°was significantly different from the RB at all other views, t(29) Ͼ 2.8, p Ͻ .01 for all cases; for the remaining comparisons, only the size of RB at 30°and 90°differed significantly, t(29) ϭ 2.5, p Ͻ .05, though the difference between RB at 90°and 180°showed a trend towards significance, t(29) ϭ 1.8, p ϭ .09.
Experiment 5b: Split trials. Results of Experiment 5b are also shown in Figure 8 . In contrast to the intact trials, the main effect for repetition was statistically significant, F(1, 29) ϭ 4.98, p Ͻ .05, 2 ϭ .15, but there was no repetition x viewpoint interaction, F Ͻ 1. The main effect of viewpoint was again significant, F(4, 116) ϭ 10.98, p Ͻ .001, 2 ϭ .28. Thus, for intact trials, RB was found consistently across viewpoints, and it did not appear to vary in size. t-tests showed significant RB at 30°and 90°[ both t(29) Ͼ 2.1, p Ͻ .05); in addition, it was marginal at 0°( t(29) ϭ 2.0, p ϭ .052].
The size of RB was computed at every viewpoint, and subjected to a one-way ANOVA; this showed no significant effect of viewpoint, F Ͻ 1. Not surprisingly, neither linear nor quadratic contrasts were significant (both F Ͻ 1), and no t-tests for differences in the size of RB across viewpoints were significant, t(29) Ͻ 1.4, ps Ͼ .15.
Discussion
In this experiment, we found a contrasting pattern of RB between two conditions. In Experiment 5a (when C1 and C2 were intact), we replicated earlier experiments, with a quadratic pattern in which maximum RB was observed not with identical images but instead at intermediate differences in viewpoint between C1 and C2. However, in Experiment 5b, when C2 was a split image and therefore contained the same object as in C1, but with an image manipulation that disrupted processing of the object as a whole, robust RB was observed but now it was invariant across view-5 In the previous experiments in which we manipulated whether C1 or C2 was rotated, it never had a meaningful effect on the level of RB that was observed. To further confirm that the experimental error did not affect the results of this experiment, we ran an additional 15 participants in the complementary arrangement (on intact trials C1 was always rotated, whereas on split trials C2 was always rotated) and compared their performance to 15 randomly chosen participants from Experiment 5; no meaningful differences in RB were observed.
points. Thus splitting the image appears to eliminate the cues that produce the quadratic pattern of RB observed in Experiments 2-4 and Experiment 5a. This suggests that the quadratic pattern of RB in earlier experiments is tied to the nature of the stimulus, and specifically the intact repetition of the whole object. Interestingly, disruption of object structure (at least in terms of the specific image that is depicted) does not eliminate RB; it remains robust in the split condition.
One concern about the splitting manipulation of Experiment 5 is that overall performance with split images was inferior to that for intact images, F(1, 29) ϭ 38.17, p Ͻ .001. Clearly, objects became generally less identifiable when they were split. One possible cause of this generalized cost to recognition performance comes from differences in the attentional requirements for processing intact and split objects. Stankiewicz, Hummel, & Cooper (1998) showed that processing of an object under conditions where focused attention was directed toward the object resulted in priming that was invariant to left-right reflection, but processing in the absence of attention produced priming only when the orientation of the object was consistent between prime and test stimuli. Thoma et al. (2004) extended this finding to split images, as we used here; intact objects were primed by split objects that were attended, but not by split objects that were unattended. Vernier and Humphreys (2006) then showed that patients with spatial neglect had relatively poor coding of the spatial relationships among features in the hemifield for which they had neglect, which led to view-specific representations of neglected objects (see also Forti & Humphreys, 2007) . These findings suggest that attention is needed to bind features together into a coherent, whole-object representation, and so the split object condition in Experiment 5 may be more attentionally demanding than the intact condition. Crucially, however, these attentional demands occurred for split C2 images on both repeated and nonrepeated trials, and for all orientations, and so cannot explain the difference in pattern of RB across orientations found between the intact and split conditions.
General Discussion
In this paper, we have shown that the pattern of RB for objects that are rotated between C1 and C2 varies across contexts. In Experiments 1 (line drawings rotated in the picture plane) and 5b (split images rotated in depth), RB was unaffected by changes in viewpoint. In the other experiments, RB showed a quadratic pattern, being largest for intermediate rotations (60°-90°) between C1 and C2, and smallest for both identical repetitions (0°difference) and large rotations (180°). In Experiment 5 we demonstrated that the critical factor determining whether RB is invariant across viewpoints or follows this quadratic trend was whether the overall object structure was maintained at both presentations: complete invariance was observed when C1 was intact but C2 was a split image, whereas RB was eliminated for identical repetitions and large orientation differences (180°) when both C1 and C2 were intact images. In the remaining section of this paper, we will consider the mechanisms that might underlie these effects in more detail. We will conclude by addressing two additional issues: an analysis of why the pattern of RB for line drawings differed from that for shaded images, and a consideration of individual differences in RB across all the experiments.
Consistency with Previous Findings
Before embarking on a detailed discussion of the mechanisms underlying the different patterns of RB observed, it is worth noting that a number of RB studies in the literature have found a similar pattern of RB being larger when objects differed in orientation than when the repeats were completely identical, although these effects have rarely been explicitly acknowledged by the authors reporting them. For example, Kanwisher et al. (1999) used 30°rotations in the picture plane, as well as rotations in depth of either 45°or 90°around a variety of axes in some of their experiments. Although they have argued that their results illustrate view invariance in RB, in four experiments that compared RB for identical and rotated objects they found numerically greater RB for the rotated objects than the identical repeats in every case. Furthermore, in two of the four experiments this increase in RB for rotated objects was statistically significant.
Other studies report similar results. Buffat, Roumes, and Lorenceau (2005) embedded scenes containing clearly identifiable figural objects in RSVP sequences. Repeated figural objects could be depicted from the same viewpoint, or rotated 45°or 90°in depth. Buffat et al. report RB at all three viewpoints, but significantly larger RB with 90°r otations between C1 and C2 than at either of the smaller rotations. Corballis and Armstrong (2007) report a similar finding with RB for rotated letters. Letters were displayed (among digit distractors) at four orientations (0°, 90°, 180°, 270°); larger RB was found when letters were repeated at different orientations than when repeated at the same orientation. Coltheart et al. (2005) tested RB for novel objects rotated slightly in depth (by up to 20°), and found numerically greater RB for rotated objects compared to objects repeated at the same view, although the difference was not statistically significant. Finally, Harris and Dux (2005b) tested two sets of objects within the same paradigm as Harris and Dux (2005a) ; one set (as here) had a canonical upright orientation (eg., cat, cup, plane), whereas the other set had no canonical upright orientation (eg., whistle, watch, scissors). The objects with a canonical upright showed RB at all viewpoints except 180°. On the other hand, objects with no canonical upright showed significant RB at all viewpoints, but the RB was numerically smallest at 0°. For both sets of objects, RB was numerically largest at 60°rotations between C1 and C2. When all these studies are taken in conjunction with the results reported here, a consistent pattern emerges of maximal RB occurring for objects with intermediate viewpoint differences, more specifically for differences of 60°-90°(either in depth or in the picture-plane) between C1 and C2, with relatively reduced RB for smaller or larger viewpoint differences.
Interactions of View-Invariant and Image-Specific Mechanisms in RB
At the beginning of this paper, we discussed RB in terms of the type/token distinction, and the effects that image similarity might have on this process. In this framework, RB is thought to occur when two temporally separated items result in the creation of a single episodic trace, or token, for an abstract representation, or type. RB is generally expected to decrease as the two items become less similar to each other, because of the increased likelihood of activating two distinct types, rather than a single one. With rotation of an object, its appearance is thought to get progressively less similar to the studied view while its identity remains unchanged. In this context, we predicted two possible patterns of RB; if RB is based upon similarity of object views (as proposed by both image-based and structural description theories), it would be expected to decrease across changes in view, whereas if RB is based upon invariant information (such as isolated features or conceptual information), it should not vary with respect to viewpoint. Neither proposal suggests the quadratic viewpoint function observed here.
In order to resolve this apparent inconsistency, let us reconsider the issue of view similarity. Until now, we have suggested that similarity of object views reduces as the views are further from each other, and that this explained linear costs in object recognition tasks. However, there is also experimental evidence showing that object recognition costs are not always linear across rotation. Most notably, viewpoint costs in object naming with picture-plane rotations usually diminish at 180°as recognition improves relative to smaller rotations (eg., Corballis, Zbrodoff, Shetzer, & Butler, 1978; Jolicoeur, 1985; Jolicoeur & Milliken, 1989) , and these findings have been modeled computationally (Hummel, 2001) . Similar results have been reported with priming and sequential matching of familiar objects rotated in depth (Hayward, 1998) .
More recently, Hayward, Zhou, Gauthier, and Harris (2006) reported a quadratic cost function for recognition latencies of novel objects rotated in depth. They compared object recognition (identity matching) with mental rotation (handedness judgments), and found that whereas mental rotation produced a linear cost function, object recognition latencies were maximal at about 105°a nd then improved towards 165°(the maximum viewpoint difference tested). Hayward et al. explained their results in the identity task as being due to similarities of object shape, given that for many objects two images will have maximal dissimilarity at about 90°, with many shape features becoming more similar as the rotation separating two views approaches 180°(see also Vanrie et al., 2001) . Electrophysiological evidence for such a proposal has been reported by Logothetis and Pauls (1995) .
Our original proposal was that high similarity between object views (0°and 180°) would lead to greater RB, which is the opposite pattern of results to that obtained. Instead, our experiments show an inverse-quadratic function, in which RB was highest for intermediate viewpoint differences and relatively small (if not eliminated) for small and large angular differences. Thus, similarity does not seem to cause RB but instead to alleviate it. How can we understand this pattern of results in terms of current models of object recognition?
Let us assume that whole-object (Tarr, 1995; Hummel & Biederman, 1992 ) and local-feature (Ullman & Bart, 2004) processing discussed earlier each provide a potential route to recognition, and operate in parallel. Each will have advantages; the whole-object route will give a more robust representation of global object shape, whereas the local feature route will likely provide a quicker basis for identifying relevant object categories.
6 How will they contribute to RB? Given the very short presentations of objects within RSVP streams, it seems likely that local feature processing will be more successful at activating object types than the slower wholeobject route. As features will be robust to changes in viewpoint, the use of this route means that when the dual-tokenization of an object type fails on a repeated trial, any RB that occurs will be insensitive to changes in the viewpoint of the object. This explanation accounts for the observed results of Experiments 1 and 5b and, to a lesser extent, Experiment 4. We would argue that it also underlies the RB patterns of the other experiments; however, in these latter experiments there is also an additional influence on RB.
We propose that this additional influence comes about because the whole-object route can provide partial relief from RB in some circumstances. In the type/token framework, RB is normally attributed to a failure in tokenizing two distinct presentations of an object, and thus the emphasis often falls upon the speed with which a token can be derived for the appearance of a particular type. However, the speed with which tokenization can occur will not be the only factor affecting RB; it will also be affected by the probability of a type being activated upon presentation of a visual stimulus, because if the type is not activated then no tokenization can occur. The task used in most of our experiments displays in quick succession the pattern masks that contain object fragments, then three coherent objects, and then the masks again, and the participant was required to report each of the objects. Over the course of a trial, a number of object representations will be partially activated, based upon features from the coherent objects as well as from the masks. In this environment, anything that helps the activation of the C1/C2 object representation will increase the likelihood that it can be tokenized a second time; if it is not successfully reactivated by C2, then by definition no tokenization is possible.
According to this analysis, RB will be reduced when the C2 type representation can be more easily activated. We have suggested that the similarity between views follows a quadratic function, with greater similarity between views separated by either small or large (approaching 180°) rotations, and less similarity between intermediate views. How would similarity affect reactivation of the C1/C2 type representation? The similarity of views will not affect the basic effect of RB occurring from object identification through diagnostic features, but it could have an effect via the whole-object route. Studies of repetition priming suggest that when C1 is more similar to C2, it is easier to reactivate the object type than when C1 and C2 are less similar (eg., Biederman & Cooper, 1991; Biederman & Gerhardstein, 1993; Srinivas, 1995) . If the object type is more easily reactivated for C2, tokenization in turn should be more likely to succeed, relative to occasions when C2 is less similar to C1. It is also possible that the whole-object route provides better information for tokenization, due to a richer episodic trace and more specific information helping to individuate between different tokens, so that identification via this route might also benefit from more effective binding of the type representation with spatiotemporal tokens which, in turn, will reduce RB. Therefore, in this respect we would expect greater RB for intermediate viewpoints (when reactivation of the object type is more difficult) and smaller RB for small and large viewpoint differences.
Hence, taken together, these two influences modulate RB differently. From the results of the five experiments reported here, as well as existing studies in the literature (eg., Dux 2005a, 2005b; Kanwisher et al., 1999) , it seems likely that the local feature route, which is largely invariant to object rotation, is the main influence of performance in RSVP studies (probably due to the temporal constraints on processing), producing RB that is largely invariant to changes in viewpoint in all experiments. In some situations, however, such as Experiments 2-4 and Experiment 5a, this underlying RB is modulated by priming from the whole-object route. This priming is stronger when similarity between object views is higher, and so greater relief from RB occurs for small and large viewpoint differences, with less relief occurring for intermediate rotations. On the other hand, Experiment 5b demonstrated that disruptions of whole-object information eliminate the view-specific facilitation at 0°and 180°, resulting in invariant RB.
Finally, image-based priming may not be the only process that affects the size of RB as objects rotate. There may be other cues that signal a repetition and therefore can also be used by participants to detect that an object has been repeated within a run. Dux (2005a, 2005b) found reduced RB for objects with canonical orientations when they were presented at 0°and 180°; the fact that both stimuli are presented within a common reference frame, but flipped within that frame, may be helpful to cuing participants to the presence of the repeated item. Such an explanation is compatible with the present theoretical framework, and indeed may explain why RB was lower at 180°than at 0°in Experiments 1 and 2, as the flip may allow for greater object individuation and thus increase the chances of tokenization of C2 Dux, 2005a, 2005b) .
Why Is RB View-Invariant for Line Drawings?
One issue that remains for us to explain is why Experiment 1, using line drawings of familiar objects, showed a different pattern of results from Experiments 2-4 and 5a. Note that this difference seems not to be due to some idiosyncrasy of the current experiment; Experiment 1 replicates Harris and Dux (2005a) and, to a slightly lesser extent, Harris and Dux (2005b) , whereas Experiments 2-4 and 5a replicate Kanwisher at al. (1999) and Buffat et al. (2005) . Rather, there seems to be some difference in the processing of the different types of stimuli that results in different RB viewpoint functions.
On the basis of these five experiments, we can only speculate on what the critical differences between the various types of stimuli are. Although more richly textured and colored objects may be easier to identify than line drawings (eg., Humphrey, Goodale, Jakobson, & Servos, 1994) , there is no evidence from the object recognition literature that viewpoint costs for line drawings should be reduced as compared with shaded images; Biederman and Ju (1988) showed that both types of stimuli were equally identifiable, and tested both formats and found no reliable differences in viewpoint costs between them. However, according to our explanation, the lack of a reduction in RB at small and large viewpoints in Experiment 1 (that is, the invariance of RB) is likely due to less influence of the whole-object route to recognition. Line drawings (particularly those of the Snodgrass & Vanderwart, 1980, set) are clearly stylized depictions of objects, and therefore may be treated by the perceiver as prototypes of an object class. In addition, it may be that the diagnostic features that can be used to access object identity are exactly the aspects of an object that are heightened by an artist in a line drawing. Shaded images, on the other hand, are much more realistic depictions (similar to photographs), and so may encourage observers to encode them as "real" objects, i.e., specific instances of an object class. Because of these differences, tokenization of line drawings of familiar objects may be more influenced by local feature characteristics, with less influence of the processing of global object attributes performed by the whole-object route.
Differences between Experiment 1 (familiar line drawings) and Experiment 4 (novel line drawings) suggest that familiarity also affects the pattern of RB across changes in viewpoint. When stimuli are novel, as in Experiment 4, the object type needs to be constructed on each trial. In this situation, similarity between C1 and C2 may have had a stronger effect in reactivating the newly created object representation, and therefore a similar pattern of results is found as in Experiments 2, 3, and 5a. This suggestion is somewhat speculative; it should be noted that the quadratic pattern of RB found in Experiment 4 is caused by a single viewpoint difference (60°). Apart from this viewpoint, RB was largely invariant, consistent with the results for line drawing stimuli in Experiment 1, and suggestive of familiarity having a weaker influence on the RB pattern than the visual characteristics that contrast Experiment 1 with Experiments 2, 3, and 5.
Individual Differences in RB
In these experiments, not all participants show RB. This is to be expected, as the speed with which individuals can consolidate types with spatiotemporal markers will vary, whereas items in the RSVP streams were each shown for a fixed period of time. One concern we had was that invariance of RB over viewpoints could be caused by noise from a subset of participants not showing the effect (who therefore would be expected to have no differences in performance across views). To examine these effects, particularly to rule this possibility out for Experiment 1, we calculated the overall accuracy for repeated and nonrepeated items for each participant in each of the experiments. Individuals were classified on the basis of whether they were more accurate for nonrepeated than repeated trials (RB group) or not (non-RB group). In each experiment, most participants showed RB, but in each a sizeable group did not. 7 Figure 9 shows the difference in performance between nonrepeated and repeated trials for each group in each experiment. Given the method of selecting the groups, it is not surprising that the RB group shows repetition blindness (i.e., better performance on nonrepeated compared to repeated items); equally, the non-RB group shows repetition facilitation (ie. better performance for repeated compared to nonrepeated items). Note first that in Figure 9a it is clearly shown that the view-invariant RB in Experiment 1 is not caused by error variance from the non-RB 7 In Experiments 1, 2, 3, 5a, and 5b, there were 7, 8, 13, 13, and 9 non-RB participants respectively. In contrast to the other experiments, only two participants in Experiment 4 failed to show overall RB. Therefore, we did not include Experiment 4 in this analysis. Figure 9 . Difference between repeated and nonrepeated trials for RB and non-RB participants in Experiments 1-3 and Experiment 5. Note that for non-RB participants, performance is better for repeated than nonrepeated trials, and so the difference is termed facilitation.
participants; the RB group shows RB that is largely invariant with viewpoint difference between C1 and C2 (although, consistent with Dux 2005a, 2005b , it is somewhat reduced at 180°). The non-RB group shows performance that is largely the complement of this pattern; repetition facilitation is also relatively view-invariant. Similar results are shown in Figure 9e (for RB with split images); the RB group shows relatively invariant RB (if anything, there is more RB at 0°than at other views), and the non-RB group shows relatively invariant facilitation.
Figure 9b-d also shows a similar response pattern for the RB and non-RB groups, simply modulated by an overall shift from blindness to facilitation. Performance for the RB groups in Experiments 2, 3, and 5a is largely the same as the overall performance observed in each experiment, with less RB at smaller and larger rotations. Facilitation for the non-RB group in Experiment 2 is highest at 180°, which is the view for which RB is least, while facilitation for the non-RB group in Experiment 3 is largely symmetrical, being highest at 0°and 180°and lower at intermediate viewpoints, a pattern which mirrors the RB for the remaining participants. In Experiment 5a, facilitation is strongest at 0°for the non-RB participants, and RB is weakest for RB participants at the same viewpoint. The complementary nature of these results further supports our analysis of two distinct influences on RB: tokenization and ease of type re-activation. We conjecture that RB and non-RB participants are separable in terms of the speed with which they can achieve tokenization using diagnostic features; faster tokenization will eliminate RB. Therefore, both groups show the influence of view similarity, but for the RB group there is an additional invariant cost produced by local feature processing.
Conclusions
In this paper, we have shown two clear patterns of RB across changes in viewpoint between C1 and C2. In Experiment 1, we found viewpoint-invariant RB for line drawings, replicating Dux (2005a, 2005b) . In Experiments 2-4, which used shaded 3-DϪrendered objects and novel shapes, we found RB that varied across viewpoints, though not in simple linear fashion; rather, identification costs followed an inverted-U function. In Experiment 5, we demonstrated that this inverted-U function seems to depend upon processing of the object as a whole; when the structure of one of the critical items was disrupted, RB became viewpoint-invariant. Taken together, these results suggest that a variety of aspects of object processing contributed to RB for objects. First, RB seems to be largely determined by the processing of local, diagnostic features of objects, which gives rise to relatively viewpoint invariant repetition costs. Second, priming of similar views (rotations close to 0°or 180°) appears to provide relief from RB, possibly by facilitating the reactivation of whole-object representations. As conditions within an experiment change, these two effects vary in strength, creating viewpoint-invariant RB in some situations (Experiments 1 and 5b), and an inverted-U shape in others (Experiments 2-4, 5a). These experiments show that RB is based upon a number of different aspects of object processing, and provides a useful paradigm for examining how different processes involved in object recognition interact with each other.
