II. Definitions Of Self-Similarity And Long-Range Dependence
In this section we give brief idea of the mathematical basis for self-similar processes and long-range dependence. Self-Similarity: Self-similarity, in general, describes a phenomenon where a certain property of an object is preserved with respect to scaling in space or time. Let .In terms of arrival pattern, t X can be described as number of users logged on to an Internet server each minute overtime period t on a day. Given the stochastic process X, we can define the m -aggregated stochastic process 
In terms of variance, self-similar process is defined as follows: Definition (iii): The process ' ' X is said to be exactly second order self-similar with Hurst parameter 2 1
Now we shall differentiate long range dependence (LRD) and short range dependence (SRD) processes. For 
III. Tests For Self Similar Variable Traffic:
In assessing the self similarity for the number of users logged on to an Internet server each minute over 100-minutes time series data four statistical methods have been applied to measure Hurst index which gives the intensity of self-similarity [15] [16] .
IV. Linear Regression Model Fitting And Analysis Of Data:
In this section, we present some practical ideas and analysis of linear regression model fitting for selfsimilar variable traffic arrival data pattern at various web centers. Some applications of regression involve regressor and response variables that have a natural sequential order over time. Such data are called time series data. Regression models using time series data occur relatively often in economics, business, and some fields of engineering [17] [18] . It is used when we want to predict the value of a variable based on the value of another variable. The variable we want to predict is called the dependent variable/outcome variable. The variable we are using to predict the other variable's value is called the independent variable or the predictor variable. For instance, we could use linear regression curves to understand whether test performance can be predicted based on review time; Here, how the data exhibit a significant degree of scatter and the strategy is to derive a single 
The coefficients 0  and 1  that minimize E must satisfy the following conditions: 
Thus the model parameters are estimated in liner regression curve using Eqn.8-14.
Below by using SPSS tool, we focus on the results for the linear regression analysis of self-similar variable traffic arrival data pattern at various web centers only. The model Summary and analysis of results discussed, as shown in tables. A linear regression model equation established that time in minutes to predict number of users log on to internet server. The real time series data exhibited a significant degree of scatter plot and the linear regression model curve that represents the general trend of the data is depicted in Figure. 
V. Conclusions
In this paper, self-similar behavior time series data has been considered as traffic data set from various web centers. A mathematical model equation fitted in terms linear regression as a tool to predict the arrival pattern of Internet user"s data at web centers. These kind of fitting models offered here can plays significant role in improvement of the services and forecasting analysis of arrival patterns at web centers in the view of quality of service (QOS).
