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Abstract 
Nonlinear equations are known to be difficult to solve, and numerical methods are used to solve 
systems of nonlinear equations.  The objective of this research was to evaluate the potential 
application of a hybrid mathematical approach to improve the stability of nonlinear equations, 
with a focus on inverse kinematics.  This hybrid approach combines the Newton’s method, an 
existing iterative technique, with the Vector Epsilon Algorithm, a type of convergence 
accelerator.  However, problems arise when the method diverges.  In this research, four 
numerical methods (all based on the classical Newton’s method) were used to solve 3 cases 
studies: 1) a sinusoidal function, which is fundamental to kinematic analyses where position 
vectors are defined by trigonometric functions; 2) a robot arm with two links pivoted about a pin; 
and 3) a robot arm with two links on a changeable pole. 
For single degree-of-freedom problem, the Newton’s method was not able to converge to the 
closest root when the initial guess was close to a critical point.  However, other numerical 
methods, such as the hybrid method, were able to converge. 
Throughout the research, inverse kinematics problems were solved, and results are presented for 
both existing and new methods. 
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1 Introduction 
 
1.1 Motivation for Research – Challenges in Solving Nonlinear Equations 
 
A combination of measurements and modeling is often used when dealing with engineering 
problems.  When taking measurements, engineers design and set up laboratory equipment to 
produce data which are collected and analyzed.  When modeling, engineers work to understand 
the theories and principles underlying the physical phenomena, and write or use computer 
programs to perform virtual experiments as an aid to ensure that results from the physical 
experiments are reasonable. 
Mathematical models for engineering applications, such as in the areas of finite elasticity and 
inverse kinematics, are often expressed in terms of systems of nonlinear equations which are 
difficult to solve.  There is a problem with uniqueness and existence because a nonlinear system 
can have multiple solutions or no solution at all.  When engineers are conducting numerical 
research, they either write their own programs or use available computer packages to solve 
nonlinear systems.  Numerical analysis is at the core of both methods, and is directed towards 
developing and improving the mathematical algorithms required to perform the associated 
calculations. 
The mathematical methods for solving engineering problems can be divided into two main 
categories: (1) linear and (2) nonlinear systems.  The term “systems of equations” might refer to 
ordinary differential equations (ODEs), partial differential equations (PDEs), integral equations, 
and/or algebraic equations.  In this thesis, the mathematics of nonlinear algebraic equations 
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arising in engineering applications were investigated.  To give a definition for nonlinear 
algebraic equations, the definition of linear operator must first be reviewed. 
Consider a system of equations written as 
   gx L , (1.1) 
where L  is an operator, x  is the vector of unknown parameters nxxx ,,, 21  , and g  is a vector 
of numbers.  The operator L  is linear if and only if it satisfies the properties of a linear operator, 
namely 
      yxyx LLL  , (1.2) 
and 
    xx LL cc  , (1.3) 
where x and y are vectors for two separate sets of parameters.  If L  is a linear operator, then the 
system of equations given by (1.1) is also linear.  In any case where the operator on the left hand 
side of (1.1) does not satisfy one or both of the properties (1.2) and (1.3), the resulting system is 
nonlinear.  Important examples of nonlinear systems arising in engineering applications include 
polynomial equations of order greater than one, and equations with trigonometric functions. 
Although the mathematics of nonlinear differential and integral equations are still current topics 
of engineering research, nonlinear algebraic equations still pose a considerable challenge.  Only 
a few analytical solutions exist.  As an example, consider a second order polynomial (quadratic 
equation), 
 02  cbxax . (1.4) 
The closed-form expression for x  is 
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a
acbb
x
2
42 
  (1.5) 
which has two solutions.  Moreover, real solutions exist if, and only if, 042  acb .  That is, 
even for the lowest order polynomial (nonlinear) equation, both uniqueness and existence are 
issues but not for linear equations (See Section 2.2.1).  Analytical solutions also exist for cubic 
[1] and quartic [2] equations, but according to the Abel-Ruffini theorem [3], no closed-form 
solution exists for an order higher than four.  Similarly, for complicated trigonometric equations 
(to be described in detail later in the thesis), closed-form solutions are difficult to obtain, or do 
not exist.  Hence, numerical methods are needed, and research into improving numerical 
methods is needed as well. 
 
1.2 Numerical Methods 
 
Numerical methods, and in particular iterative methods, are used to determine the solution to 
nonlinear systems arising in engineering applications since there is usually no analytical solution 
available.  Issues with current numerical techniques include the rate of convergence and the 
uniqueness of the solution.  Throughout the centuries, mathematicians and scientists have been 
using the well-known Newton’s method (NR), an iterative technique to determine the solution to 
nonlinear equations.  There exist other numerical schemes to determine the roots of nonlinear 
systems, such as modified versions of the Newton’s method (MNR) and Newton-Homotopy 
continuation methods, but the NR method is by far the popular choice among academics and 
industries due to its rapid rate of convergence.  The algorithm, however, depends on the initial 
guess, and neither stability nor convergence is guaranteed. 
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The iterative methods that were investigated in this research included the Newton’s method (NR), 
J.H. He’s modified Newton-Raphson method (HMNR) [4], a Newton-Homotopy continuation 
method by Wu [5] (to be referred to as “Homotopy” in this thesis), and the new method proposed 
here – a modified Newton’s method combined with the Vector Epsilon Algorithm (MNR-VEA).  
The engineering application considered in this thesis is the inverse kinematics of robot arms.  A 
review of the literature showed that NR is the method normally used for inverse kinematic 
calculations (e.g., [6, 7]), and, occasionally, Homotopy is also used (e.g., [8]).  This has provided 
the rationale for the choice of iterative methods considered in this thesis. 
 
1.3 Objective 
 
The research objective was to combine an existing iterative technique, a modified Newton’s 
(MNR) method, with a type of convergence accelerator, the Vector Epsilon Algorithm (VEA), 
with the aim of improving the stability of nonlinear equations when performing inverse 
kinematics.  The research question is whether the proposed hybrid method (MNR-VEA) is better 
able to find all the roots of a system of equations when compared to existing methods.  This is a 
pilot study to determine whether MNR-VEA shows any promise at improving stability of 
nonlinear solutions. 
 
1.4 Scope of Project 
 
The four iterative methods, NR, MNR, Homotopy and the hybrid method MNR-VEA, were 
tested on three sets of nonlinear equations, which are (i) a single degree of freedom problem 
represented by a sinusoidal function; (ii) a two degree of freedom problem involving a robot arm 
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with two links; and (iii) a three degree of freedom problem involving two links with an 
extendable arm. 
The purpose of Case (i) was to assess the performance of each method and the viability of the 
hybrid method for the fundamental building block of kinematic equations, namely a sinusoidal 
function.  The purpose of Cases (ii) & (iii) were to increase the complexity and further 
investigate the performance of the algorithms.  Both Cases (ii) & (iii) involved position analyses 
of an end-effector, with the goal of determining all possible configurations that would give the 
desired coordinates of that end-effector. 
 
1.5 Thesis Style and Organization 
 
Due to the nature of this work, this thesis follows a format often found in the area of applied 
mathematics and numerical analysis (See references [9, 10] for examples of theses in applied 
mathematics).  This mathematical format is expressed in the style used to present the results and 
discussion, as well as the manner in which the thesis is organized. 
Chapter 2 gives a brief overview of the iterative methods that will be analyzed in the thesis: NR, 
MNR, Homotopy and MNR-VEA.  A brief background is provided for NR, and the 
mathematical formulation for each technique is presented.  In addition, a simple example is given 
for each method. 
The introduction of each iterative method in Chapter 2 is followed by Chapter 3 which gives a 
detailed description of the test cases within inverse kinematics to be considered; i.e., Cases (i), (ii) 
& (iii).  Chapter 3 also provides the results for each case together with a discussion of 
performance.  Chapter 4 gives a summary and limitations of the findings.  Finally, Chapter 5 
provides study conclusions and future recommendations. 
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2 Iterative Methods 
 
2.1 Background and Literature Review 
 
In this section, the techniques for solving nonlinear equations, the Vector Epsilon Algorithm 
(VEA) and some inverse kinematics applications are discussed.  Notation for system of nonlinear 
equations in here is   0xF .  Numerous numerical methods are based on the Newton’s method, 
and some of them will be reviewed in upcoming sections.  The book by Kelley [11], Solving 
nonlinear equations with Newton’s method, is an introductory textbook for academics who are 
working on numerical analysis.  Some of the algorithms are written in pseudocode and 
MATLAB
® 
[12] code for users to experiment with.  A Newton iteration [11] needs several steps: 
 evaluate the function at each iteration,  nxF , and a test for termination; 
 approximate solution of the equation 
    nnn xsx FF '  (2.1) 
where ns is Newton step; and 
 obtain nnn sxx 1 , where the step length is a positive scalar to ensure a decrease in 
F . 
The calculation of Newton step can be expensive sometimes, and step length is not needed if 
Newton step is reasonable.  The norm of  xF is an indicator of the rate of decay in error [13].  
The termination criterion used in [11] is 
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     arn   0xx FF , (2.2) 
where the relative r and absolute a  error tolerances chosen by user. 
 
2.1.1 Solving Scalar Equation 
 
For a scalar equation   0xf , the Newton’s method is represented by 
 
 
 n
n
nn
xf
xf
xx

1 , (2.3) 
where nx  is the value from the previous iteration,  nxf  is the function evaluated at nx ,  nxf   
is the first derivative evaluated at nx , and 1nx  is the new value of x.  The damped Newton’s 
method [14] has a damping factor , also known as step length, 
 
 
 n
n
nn
xf
xf
xx

 1 , (2.4) 
to control the Newton step from going too far.  The method evaluates 
 
     nmnmn xsx FF   1
 
(2.5) 
where the parameter  1,0  is small enough to satisfy condition (2.5) and m is the minimum 
of      2nn sx   F [13].  There are methods that solve scalar equation without calculating 
the derivative, such as (i) bisection or binary-search method [15], 
 
2
ba
x

 , (2.6) 
where f  is continuous on  ba,  and points xba ,,  update after each iteration; (ii) secant method 
[15] uses a finite difference to estimate  nxf   that 
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   
1
1





nn
nn
n
xx
xfxf
b , (2.7) 
and the new iterate is 
  nnnn xfbxx
1
1

  ; (2.8) 
 and (iii) inverse quadratic interpolation method [16] is 
 
   
          2212
1
1 




 n
nnnn
nn
n x
xfxfxfxf
xfxf
x   
 
   
          1121
2




 n
nnnn
nn x
xfxfxfxf
xfxf
, (2.9) 
 
   
          nnnnn
nn x
xfxfxfxf
xfxf
12
12



   
which uses quadratic interpolation (requires three points) to find the root.  Scalar equations can 
be solved in MATLAB by using fzero which is based on Brent’s method [17], a hybrid root-
finding algorithm that combines methods (i) - (iii). 
 
2.1.2 Solving System of Nonlinear Equations 
 
For a system of nonlinear equations, all quantities are written in terms of vectors and matrices, 
and the Newton’s method is 
    nnnn xxxx FJ
1
1

  , (2.10) 
where nx , 1nx ,  nxF  have the same definitions as for equation (2.3), but expressed in vector 
form, and -1J  is the inverse of the Jacobian matrix evaluated at nx .  The damped Newton’s 
method is equation (2.4) in vector form 
 
   nnnn xxxx FJ
1
1

   . (2.11) 
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Broyden’s method [18] is a generalization of the secant method in higher dimensions, expressed 
as equation (2.7) in vector form, 
      11   nnnnn xxxx FFB , (2.12) 
and it is a quasi-Newton algorithm [15] where the Jacobian is replaced with an approximation 
matrix 
  nnnn xxx FB-
1
1

  .  (2.13) 
After obtaining 1nx , 1nB  can be calculated using 
 
 
ss
ssy
T
T
1
n
nn
B-
BB  , (2.14) 
where    xxy F-F 1 n  and nn xxs  1 .  An inexact Newton method [19] by Dembo et al. is 
an extension of Newton’s method.  A parameter called a forcing term, n , is introduced to 
control efficiency and robustness.  The method needs to satisfy the following condition 
      nnnnn xsxx FFF  ' , (2.15) 
where  10,n  .  Inexact Newton method is the Newton’s method if 0n  for all n .  Eisenstat 
and Walker [20] came up with 2 choices for n .  The first alternative  
 
     
 1
111 '

 

n
nnnn
n
x
sxxx
F
FFF
 , (2.16) 
and 
 
     
 1
111 '

 

n
nnnn
n
x
sxxx
F
FFF
  (2.17) 
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reflect the agreement between  xF  and its local linear model at the previous step.  The other 
alternative  
 
 
 











1n
n
n
x
x
F
F
 (2.18) 
where  1,0  and  2,1  control the rate of decrease of  n . Small forcing terms cause 
unnecessary computation and might lead to failure.  On the other hand, large forcing terms may 
lessen the number of computation but increase the number of ns  for convergence. 
A system of nonlinear equations can be solved in MATLAB by fsolve.  It implements the trust 
region dogleg and Levenberg-Marquardt methods.  The trust region dogleg method [21-23] is 
 





 sss JJFJFF TTTTT
2
1
2
1
min subject to sD , (2.19) 
where D  is a diagonal scaling matrix and   is the trust region bound.  Levenberg-Marquardt 
method [24, 25], also known as the damped least squares method, combines the gradient descent 
and Gauss-Newton methods, 
   FJIJJ TT  s  (2.20) 
where   is the damping parameter  0 , I  is the identity matrix, and s  is the solution to 
 
2
J Fs 
2
1
min  subject to s . (2.21) 
 
2.1.3 Applications with Vector Epsilon Algorithm 
 
The Vector Epsilon Algorithm (VEA) is an efficient method in accelerating the convergence of 
vector sequences [26].  Later on, Gekeler [27] showed that the VEA was able to accelerate 
 11 
 
convergence when solving non-singular systems of linear and non-linear equations.  As for using 
the VEA to accelerate convergence when solving singular systems, Brezinski [28] and Sidi [29] 
showed success in systems of linear equations, and Brezinski [30] for systems of non-linear 
equations.  Brezinski and Redivo-Zaglia [31] released a MATLAB toolbox named EPSfun that 
included codes for Scalar Epsilon Algorithm (SEA) and VEA.  Waldvogel [32] used the VEA for 
exploration of data to lessen the computation time with their own MATLAB code.  The 
algorithm has been applied to engineering applications, such as in fluid dynamics applications, 
with Hafez and Cheng [33] and Hafez et al. [34] using the SEA to reduce solving time in 
transonic flow calculations; Cheung [35] used the VEA to reduce solving time in viscous and 
inviscid hypersonic flow calculations.  The algorithm has also been applied to kinematic 
problems, which is the focus of this thesis. 
 
2.1.4 Inverse Kinematics Problems 
 
Kinematics describes the motion of bodies within a system without consideration of the forces 
causing the motion.  Hence, kinematics is the study of motion based on geometry and changes in 
geometry.  The motion of each body is modelled through mathematical formulas for calculating 
position, velocity, and acceleration.  The area of kinematics can be divided into forward and 
inverse problems.  When positions are the primary consideration for a mechanism, forward 
kinematics is a straightforward process: given a set of joint angles and link parameters defining a 
configuration, the aim is to find the position of an end-effector.  The inverse problem is the 
reverse of the forward kinematic process: given the end-effector position, find the joint angles 
and link parameters to achieve that position [36].  In this thesis, the focus will be on inverse 
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kinematics which, as will be shown, is highly nonlinear and therefore is the more challenging 
problem. 
In the literature, there are several techniques used to perform inverse kinematics.  A problem of 
particular interest is the inverse kinematics of robot manipulators, and different iterative methods 
have been used to solve the corresponding nonlinear equations.  Cai et al. [37] and Lenarcic [38] 
solved nonlinear kinematic equations using iterative algorithm based on the conjugate gradient 
method.  This method [39] solves systems of linear equations in the form of bx A where A is a 
symmetric and positive-definite matrix.  It is equivalent to finding the minimum of quadratic 
form 
 bxxxx
TT
2
1
)(  AF , (2.22) 
 bxx  AF )(' . (2.23) 
The minimum of )(xF is a solution to bx A .  Caccavale and Wroblewski [40] compared the 
effectiveness and robustness of Newton-Raphson and Jacobian transpose methods, where they 
used the transpose instead of the inverse of a Jacobian [41], for determining the roots of 
nonlinear kinematic equations.  Tagawa and Haneda [42] developed a computer program to 
implement a fast interval bisection (FIB) algorithm based on interval analysis.  It reduced the 
number of operations and storage space of variables.  Cai and Zhang [43] programmed a solver 
based on the gradient descent method in neural networks, and Martin el al. [44] used the gradient 
descent method to solve the inverse kinematics of multi-link robots by means of neuro-
controllers.  Chu and Wu [45] showed that a modified secant method has a better performance, 
assessed via several numerical examples, than the Newton’s method.  Ren et al. [46] used the 
cyclic coordinates descent (CCD) algorithm to perform inverse kinematics for virtual human 
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running.  Olsen et al. [47] used both numerical and analytical CCD to determine the required 
angles at robot joints. 
In this thesis, a new method to solve inverse kinematics equations will be introduced, and the 
main objective was to test the feasibility of the new method.  In order to do this, the new method 
was compared to fundamental iterative methods.  Four types of iterative schemes were therefore 
studied: 
1. Newton’s method (NR); 
2. Newton-Homotopy method (Homotopy); 
3. He’s Modified Newton-Raphson method (HMNR); and 
4. The New Proposed Method – Modified Newton’s method with Vector Epsilon Algorithm 
(MNR-VEA). 
NR is commonly used when an iterative method is needed to solve certain problems.  The reason 
for its popularity is due to its fast convergence.  Wu’s version of Homotopy is similar to NR in 
some ways, in that it provides better performance since it is independent of initial guesses and 
always converges.  HMNR is an altered form of NR, and it operates like NR except there is a 
parameter which controls the iterative process.  The proposed method in this thesis, MNR-VEA, 
combines a modified version of Newton’s method with a type of convergence accelerator, the 
Vector Epsilon Algorithm.  Numerical analysis was performed for the investigation of the above 
iterative techniques.  One of the primary issues that will form the basis for comparison is the 
need for finding all the roots of a system of nonlinear equations.  For example, for the 
application of a robot manipulator, this would correspond to finding all the configurations that 
would achieve a specified position of the end effector.  The “best” configuration could then be 
chosen based on some optimization criterion.  As will be seen, this is a particular challenge for 
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any iterative method, and depends on the technique’s ability to find the closest root to a given 
initial guess. 
 
2.2 Solutions of Linear and Nonlinear equations 
 
2.2.1 Existence and Uniqueness of Solutions 
 
Fundamental theorem for linear systems [48] says a general system of linear equations with n 
unknowns can be written as 
𝑎11𝑥1 + 𝑎12𝑥2 + ⋯+ 𝑎1𝑛𝑥𝑛 = 𝑏1 
𝑎21𝑥1 + 𝑎22𝑥2 + ⋯+ 𝑎2𝑛𝑥𝑛 = 𝑏2 , 
⋮ 
 𝒂𝒏𝟏𝒙𝟏 + 𝒂𝒏𝟐𝒙𝟐 + ⋯+ 𝒂𝒏𝒏𝒙𝒏 = 𝒃𝒏 (2.24)
 
where 𝑎11 ,𝑎12 ,… ,𝑎𝑛𝑛  are the coefficients, 𝑥1, 𝑥2,… , 𝑥𝑛are the unknowns, 𝑏1, 𝑏2,… , 𝑏𝑛  are the 
constants.  The system is consistent if the coefficient matrix A  and the augmented matrix Aˆ have 
the same rank where 
𝐀 =  
𝑎11 𝑎12 ⋯ 𝑎1𝑛
𝑎21 𝑎22 ⋯ 𝑎2𝑛
⋮ ⋮ ⋱ ⋮
𝑎𝑛1 𝑎𝑛2 ⋯ 𝑎𝑛𝑛
  and 𝐀 =  
𝑎11 𝑎12 ⋯ 𝑎1𝑛 𝑏1
𝑎21 𝑎22 ⋯ 𝑎2𝑛 𝑏2
⋮ ⋮ ⋱ ⋮ ⋮
𝑎𝑛1 𝑎𝑛2 ⋯ 𝑎𝑛𝑛 𝑏𝑛
  . 
The system has a unique solution if and only if the rank of matrices A  and Aˆ is n.  The system 
has infinitely many solutions if the rank of matrices A  and Aˆ is less than n.  The system can be 
solved using Gaussian elimination [49]. 
The existence and uniqueness of the solutions of nonlinear equations can be explained by the 
contraction mapping theorem [50], also known as the fixed point theorem.  Let I  be a closed 
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interval and let f  be a mapping of I  into itself.  If there exists a real number 1 such that for 
all Iyx, , the Lipschitz condition 
     yxyfxf   , (2.25)
 
is satisfied, where  is the Lipschitz constant and 1 .  Then 
1. f is said to be a contraction mapping; 
2. f has one and only one fixed point, i.e., there exists a unique solution I*x such that 
  ** xxf  ; 
3. any sequence given iteratively by 
    kk xfx 1  where   I0x , converges to *x as 
k ; 
4. a priori bound for the distance between  kx  and *x  is given by 
 
     01
1
* xxxx
k
k 




 (2.26)
 and a posteriori bound is given by 
 
     1
1
* 

 kkk xxxx


. (2.27)
 Extended to systems of nonlinear equations   0xF , and rewrite to  xx F , i.e., 
 
 
 
 
























nn
n
n
n xxx
xxx
xxx
x
x
x
,,,F
,,,F
,,,F
21
212
211
2
1





, (2.28) 
the Lipschitz condition now becomes 
     ii xxxx ˆˆ  FF , (2.29) 
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where 1  and the norm ii
i
xx ˆmaxˆ ii x-x , it is called the maximum norm and can be 
written as 

x-x ˆ .  The Lipschitz condition in the above can be replaced with 
 1
F
max
1






n
j i
i
i x
. (2.30) 
If the sum of the derivative is less than 1, then there exists a unique solution   *x*x F if it 
maps to itself. 
 
2.2.2 The Issue of Closest Root 
 
Numerical methods are used to solve equations involving trigonometry functions, such as load 
flow analysis [51, 52] and inverse kinematics [53, 54].  There is a need to find the closest 
solution from the given initial guess of nonlinear equations.  For Chemical Engineering 
applications, finding the closest solution is essential in the synthesis, design and control of 
chemical processes [55, 56] and useful roots can be selected [57].  For Electrical Engineering 
applications, finding the closest solution is crucial to computer-aided design of integrated circuits 
since they are the operating points [58-61]. 
In order to find solutions within a certain domain systematically, a common approach is to form 
a grid of points which are used as a series of initial guesses.  For each initial guess, the goal is to 
use the iterative method to find the root closest to that initial guess.  If the iterative method does 
not give the closest root relative to the initial guess, the process is no longer systematic, and it 
cannot be concluded that all the roots have been found.  For example, the classical numerical 
method NR is dictated by the initial guess used in the iterative process.  This method fails when a 
singularity occurs and is highly unstable near a singularity.  It could result in a root distant from 
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the initial guess that may even be outside the defined domain.  Due to this, in the literature there 
are numerous versions of MNR which try to eliminate unfavourable qualities from the original 
recipe. 
To illustrate the meaning of closest root, consider Figure 2.1 and Figure 2.2.  Both figures are 
illustrating the solution of a system  
 
0)(
0)(


yx,g
yx,f
 (2.31) 
of two nonlinear equations in two unknowns.  A two degree of freedom (2-DOF) system is 
considered for this illustration, since it is easier to visualize the numerical approach for two 
variables as compared to the difficulty in drawing a function of three or more variables.  Figure 
2.1 demonstrates that, depending on the iterative method, an initial guess may not give the 
closest root, and in fact the root finding process may become random.  Figure 2.2 demonstrates a 
case where all initial guesses are able to converge to the closest root.  Here, by definition, the 
closest root occurs when the Euclidean distance between the initial guess and the solution is the 
smallest.  In the sections to follow, each iterative method to be considered in this thesis is 
presented and, later in the thesis, each method was evaluated in terms of its ability to find the 
closest root for an initial guess. 
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Figure 2.1: A case where initial guesses do not all converge to the closest root. 
All roots in the domain are shown in the figure. 
 
Figure 2.2: A case where all initial guesses converge to the closest root. 
All roots in the domain are shown in the figure. 
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2.3 Newton’s Method 
 
The classical Newton’s method is also known as the Newton-Raphson method for solving a 
single nonlinear equation, named after Isaac Newton and Joseph Raphson [62].  Going back to 
the year 1600, François Viète came up with a perturbation technique for solving scalar 
polynomial equations.  Newton learnt Vieta’s method in 1664, and by 1669 had improved the 
method to achieve quadratic convergence [63].  Raphson transformed the method into an 
improved iterative scheme.  Up until then, the concept of derivative had not been incorporated 
into the technique.  Thomas Simpson implemented the method with calculus in 1740 and it has 
been widely used ever since.  Equations (2.3) and (2.10) are Newton’s method for solving single 
and system of nonlinear equations. 
The role of the inverse of the Jacobian matrix for a nonlinear system is analogous to that of the 
first derivative for a single nonlinear equation.  The general mathematical expression for the 
Jacobian matrix is 
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

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
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1
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1
1
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F
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F



J , (2.32) 
where the elements of the matrix are partial derivatives.  Since this research is a pilot study and 
involves at most three variables, the Jacobian matrix is a 33  matrix and each function, Fi, has 
variables x1, x2, x3; that is 
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Figure 2.3 is a graphical representation of a single equation 0)( xf , where x* is the solution 
(i.e., root) of the equation.  Initial guess x0 is located on the x-axis, and the value of f and its 
derivative f   (slope of the tangent) at x0 are calculated.  The x-intercept of the tangent line at 
point (x0, f (x0)) is calculated as the next iterate for the method.  The process is repeated until the 
method converges. 
 
Figure 2.3: An illustration of the Newton’s method.  The algorithm begins with initial guess x0, and the 
next iterate is calculated using the value at x0 and the slope at x0.  This process continues until the method 
reaches solution x*.[64] 
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2.4 Newton-Homotopy Continuation Method 
 
Another iterative process is named the Newton-Homotopy Continuation method (Homotopy) [5].  
It is a technique used to eliminate the possibility of bad initial guesses which could prevent 
achieving the closest root.  The method begins with a simple auxiliary function )(xg  where the 
answer to auxiliary equation 0)( xg  can easily be found.  In the next step, the answer to 
0)( xg  is used as the initial guess for finding the roots of a new intermediate function which is 
closer, by some criterion, to the function of interest, )(xf .  The method continues, incrementally 
approaching )(xf  with a series of intermediate functions.  At the end of the process, the solution 
of the last intermediate equation is used as the initial guess for finding the roots of )(xf . 
Mathematically, the intermediate function is given by 
        xgtxfttxH  1, , (2.34) 
where x is the unknown variable which is to be determined iteratively, 0)( xf  is the equation 
to be solved, and )(xg  is the auxiliary function.  The parameter t is introduced to achieve the 
series of intermediate functions H(x,t).   It begins with a value 0t  and is updated incrementally 
ending with a value of 1t , i.e., 
    xgxH 0, , (2.35) 
    xfxH 1, . (2.36) 
Homotopy finds a root for each intermediate function defined through small increments t, and 
uses the root calculated for the previous function as the initial guess in the next step.  For each 
value of t, the Newton’s method is used to solve H(x,t) = 0.  When t reaches one, the method is 
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essentially the NR method applied to 0)( xf , but with an initial guess that was obtained 
through the Homotopy progression of functions. 
 
2.5 He’s Modified Newton-Raphson Method 
 
There are numerous versions of modified Newton’s methods available in the literature [65], and 
each has their own uniqueness.  The one considered here is He’s [4] version of the iterative 
technique which is given by 
 
 
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n
n
r
nr
n
r
n
xf
xfxr
xx
'
1
1

  , (2.37) 
where again the equation to be solved is 0)( xf ,  
n
xf is the function evaluated at iterate xn, 
 
n
xf '  is the first derivative evaluated at xn, and r is a constant selected by the user.  He varied 
the value of r, and compared the results to Newton’s method.  He stated the optimal choice of r, 
proof of convergence and accuracy of the method needed to work out as future work; however, 
the preliminary study showed potential the find the solution without calculating the Jacobian 
matrix.  In the case of 1r , He’s method is the original Newton’s technique.  He implements r 
as a power and also as a coefficient in the formula.  He used different values of r  in equation 
(2.37) and achieved different results.  In the numerical tests to be shown later in the thesis, the 
effect of r was demonstrated in relation to the performance of the new proposed method which is 
introduced in the next section. 
Another interpretation of HMNR is as follows.  Consider a change in variable where rxu   and 
therefore rux /1 .  Then 
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  , (2.38) 
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and 
 )()()(
/1 uhufxf r  . (2.39) 
The first derivative of )(xf  is 
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Using equations (2.38) and (2.40), therefore, the HMNR as given by equation (2.37) becomes 
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uu  . (2.42) 
That is, equation (2.42) shows that HMNR can be interpreted as Newton’s method with a change 
in variable 
rxu  . 
 
2.6 The Proposed Method: Modified Newton’s Method with Vector Epsilon 
Algorithm 
 
Although the classical Newton’s method provides rapid (quadratic) convergence, a common 
problem is overshooting the closest root.  The new method combines a slowly converging 
Modified Newton’s method (MNR), with a convergence accelerator, the Vector Epsilon 
Algorithm (VEA).  The Modified Newton’s method approaches the root gradually, and therefore 
eliminates the chance of overshooting.  This technique is slow, and, hence, VEA is introduced to 
speed up the process.  After a few iterates are obtained from MNR, the convergence accelerator 
extrapolates to the closest root.  The MNR and VEA techniques are described in the sections that 
follow. 
 24 
 
2.6.1 A Modified Version of the Newton’s Method 
 
The Modified Newton’s Method used in the proposed hybrid technique is different from He’s 
method in Section 2.5, as known as damped Newton’s method [14].  For single nonlinear 
equation with one unknown variable, the MNR in the proposed technique is given by 
 
 
 
old
old
oldnew
xf
xf
αxx

 ,            10   (2.43) 
where  is the relaxation parameter, xold is the value from the previous iteration,  oldxf  is the 
function evaluated at xold,  oldxf   is the first derivative evaluated at xold, and xnew is the new 
value of x.  This method will approach a solution slowly as the relaxation parameter, , becomes 
smaller. 
For a system of nonlinear equations, the MNR is given by 
  old
1
oldnew xFxx
 Jα ,            10  . (2.44) 
where xold, xnew, F (xold) have the same definitions as for equation (2.43), but expressed in vector 
form, and J
-1
 is the inverse of the Jacobian matrix evaluated at xold. 
The issue of picking a specific value for the relaxation parameter, , will be addressed as part of 
the results and discussion sections of the thesis.  In general, a value between 0 and 1 is selected 
to ensure relaxation is achieved. 
 
2.6.2 The Vector Epsilon Algorithm 
 
Convergence accelerators are used in various fields [66].  The Shanks Transform was developed 
in 1955, and then the Scalar Epsilon Algorithm (SEA) and the Vector Epsilon Algorithm (VEA) 
were developed by Wynn in 1956 and 1962, respectively [26, 67].  VEA is a vector extension of 
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SEA, and SEA is an algorithmic implementation of Shanks Transform.  The properties of SEA 
have been established; however, the nature of VEA is still a topic of ongoing research.  To 
understand the VEA, the background of Shanks Transform and the SEA must first be reviewed. 
Shanks Transform was developed by Daniel Shanks [68] in 1955, but the same algorithm had 
been published by Schmidt [69] in 1941.  It is based on the concept of mathematical transient.  A 
first order transient is written as 
 
n
n axx  * , (2.45) 
where the term 
na  is a function of n that goes to zero in the limit as n to infinity if the absolute 
value of  is less than 1.  In this case, x* is the limit of the sequence xn, n = 0, 1, 2 … 
By definition, the first order Shanks Transform extrapolates an iterative process to an 
approximation of its limit x* by fitting three iterates to the assumed form given by equation 
(2.45).  That is, three iterates x1, x2, and x3 are written as 
 
1
1 a*xx  , (2.46) 
 
2
2 * axx  , (2.47) 
 
3
3 * axx  . (2.48) 
The process of determining a formula for x* begins by calculating the difference between x1 and 
x2 from equations (2.46) and (2.47) giving 
 
12
12  aaxx   (2.49) 
or 
 )1(12  axx  . (2.50) 
Rearranging equation (2.50) gives 
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1
12





xx
a  (2.51) 
or 
 
1
1





x
a  , (2.52) 
where x1 = x2 – x1.  Similarly, for x2 and x3, 
 
23
23  aaxx   (2.53) 
 )1(
2
23  axx  (2.54) 
 
1
232





xx
a  (2.55) 
and 
 
1
22





x
a  . (2.56) 
Substituting equations (2.52) and (2.56) into equations (2.46) and (2.47) gives 
 
1
1
11



x*xx  (2.57) 
 
1
1
* 22



xxx  (2.58) 
or 
 
11
1
1
* xxx 



 (2.59) 
 
22
1
1
xx*x 



 . (2.60) 
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Equations (2.59) and (2.60) are two equations with two unknowns.  If x* and 
1
1

 are treated as 
the unknowns, then the system is linear, and solution by Cramer’s rule gives a formula for the 
limit, x*; that is,  
 
2
1
22
11
Δ1
Δ1
Δ
Δ
*
x
x
xx
xx
x   . (2.61) 
In general, the limit for any three consecutive iterates, xm, xm+1, and xm+2, is given by 
 
1
11
Δ1
Δ1
Δ
Δ
*



m
m
mm
mm
x
x
xx
xx
x  . (2.62) 
Note that the original system given by equations (2.46), (2.47) and (2.48) was nonlinear in terms 
of unknowns, a, , and x*.  The process between equations (2.49) and (2.58) transforms the 
original system into a linear system of equations in terms of x* and 
1
1

.  Equation (2.62) is 
one version of Shanks Transform. 
An alternate way developed to calculate Shanks Transform without determinants is the Scalar 
Epsilon Algorithm (SEA).  The algorithm is implemented using an array of numbers (scalars) as 
shown in Table 2.1. 
 
 
 
 
 28 
 
Table 2.1: SEA Transformation Table. 
   Col. 1 Col. 2 Col. 3 Col. 4    
          
   0        
    A       
   0   D      
    B   F     
   0   E      
    C       
   0        
 
The table consists of four columns.  The first column is a column of zeroes, and the second 
column contains three iterates from the original sequence/process, denoted A, B, and C.  The 
third column contains intermediate values D and E which, by definition of the algorithm, are 
given by 
 
AB
1
0D

  (2.63) 
and 
 
BC
1
0E

  . (2.64) 
 
Finally, the fourth column gives the predicted limit F of the original sequence, according to the 
formula 
 
DE
1
BF

  . (2.65) 
As shown in Appendix A, the approximation given by equation (2.65) for SEA is identical to that 
given by equation (2.62) for Shanks Transform.  Also, it should be noted that the approximation 
given by equations (2.62) and (2.65) is defined as “first order”, since it is obtained by fitting a 
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first order transient (equation (2.45)) to the iterates.  For higher orders, the assumed form is a k
th
 
order transient of the form 
 


k
i
n
iin a*xx
1
 , (2.66) 
where k is the order of the transform, and x*, ai and i are to be determined.  For a k
th
 order 
transform, therefore, there are 2k+1 unknowns in the assumed form, and 2k+1 iterates are needed 
to calculate the approximation to the limit x*.  The algorithm for higher orders is similar to that 
given in Table 2.1 except that more rows are used to accommodate the additional iterates.  
Calculations are performed using equations such as (2.63) to (2.65) until a single value is 
achieved in the last column.  Higher order SEA may give a better approximation to the limit, 
depending on the chosen sequence.  In addition, it may be shown that the first order transform 
gives the limit exactly if the iterates are the partial sums of a geometric series.  Similarly, a k
th
 
order transform gives the limit exactly if the iterates are the partial sums of k geometric series 
added together.  Unfortunately, SEA can only deal with scalar sequences, such as those arising 
from the iterative solution of a single nonlinear equation. For systems of nonlinear equations 
generating vector sequences, the Vector Epsilon Algorithm (VEA) was developed.  Table 2.2 is 
used to implement VEA, which was also developed by Wynn. 
Table 2.2: VEA Transformation Table. 
   Col. 1 Col. 2 Col. 3 Col. 4    
          
   0        
    A       
   0   D      
    B   F     
   0   E      
    C       
   0        
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Note that in Table 2.2 the quantities are in vector form.  The VEA follows the same basic format 
that was used with Table 2.1 to calculate the transformed quantity F.  That is, VEA is essentially 
a vector extension of SEA.  However, in defining the VEA, Wynn needed to replace the scalar 
equations (2.63) to (2.65) with operations that can be applied to vectors.  To clarify this, equation 
(2.65) can be written in another form, i.e., 
   1DEBF   . (2.67) 
Since a vector does not have a reciprocal, the reciprocal in equation (2.62) is replaced with a 
generalized inverse.  The limit F of VEA, then, is calculated using 
   DEBF  , (2.68) 
where all variables are vectors.  The generalized inverse chosen for this algorithm is written as 
  
 
2
DE
DE
DE




,  (2.69) 
where DE   is the Euclidean norm.  Note   DE  is a Moore-Penrose inverse, and its 
properties are presented in Appendix B.  In Appendix B it is also proven that the generalized 
inverse given by equation (2.69) is indeed a Moore-Penrose inverse. 
In summary, the operation of the first order VEA can be represented mathematically by Table 
2.2 together with 
   AB0D  , (2.70) 
 
   BC0E  , (2.71) 
and 
   DEBF  . (2.72) 
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Graphically, the first order VEA fits a first order transient to three iterates, and then assumes the 
limit of the transient as an approximation to the limit of the original sequence.  Note that for a 
single nonlinear equation, SEA and VEA are equivalent.  Thus, for this thesis, the term “VEA” 
will be used when the algorithm is applied to either a single equation or a system of equations. 
 
2.6.3 Hybrid Method 
 
The Modified Newton’s method (MNR) and the Vector Epsilon Algorithm (VEA) presented in 
the previous sections were combined to produce the hybrid method proposed in this thesis.  The 
traditional Newton’s method might be able to converge to a root quicker than other iterative 
methods, but with the possibility of overshooting the closest root relative to the initial guess.  If a 
method cannot give the closest root, then there is a chance not all roots will be found.  MNR in 
the hybrid method is able slow down the process such that it minimizes the chance of overshoot.  
Such a method is not effective in terms of rate of convergence, hence the VEA was needed to 
speed up the method. 
In applying the first order VEA to MNR, the steps are as follows: 
1. Pick an initial guess x0; 
2. Produce 3 MNR iterates; 
3. Use the 3 values obtained from MNR as the input to VEA; 
4. Apply VEA as in Table 2.2 and equations (2.70) to (2.72); 
5. Use the transform value F as the new initial guess for MNR; 
6. Repeat steps 2 to 5 until consecutive MNR-VEA values are within a prescribed tolerance. 
This thesis outlines numerical tests that were performed to gain a better understanding of the 
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method.  In the literature, the behavior of VEA has not been entirely established, so more 
research is needed.  Dolovich and Brodland [70] used VEA in accelerating iterative finite-
element solution processes.  Lowe [71] applied VEA in computerized tomography.  Steele [9] 
found the set of iterative processes in one variable for which VEA extrapolates the iterates 
precisely to the limit (solution).  This is called the kernel of first order VEA.  However, the 
kernel of higher order VEA is still unknown.  Also, the performance of VEA in obtaining 
approximations to a limit has not been established. 
In the next chapter, the proposed hybrid MNR-VEA method was tested and compared to NR, 
Homotopy, and He’s MNR (just described above)  through a series of numerical experiments. 
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3 Numerical Experiments and Results 
 
3.1 Introduction 
 
The problems analyzed in this thesis are: 
(i) One degree of freedom (DOF) problem (i.e., with one independent variable); 
(ii) Two DOF problem (i.e., with two independent variables); and 
(iii) Three DOF problem (i.e., with three independent variables). 
The methods described in Chapter 2 were used to solve: Case (i), a single degree of freedom 
problem represented by a sinusoidal function which is commonly seen in engineering 
applications; Case (ii), a two degree of freedom problem involving two rigid links; and Case (iii), 
a three degree of freedom problem involving a robot arm with two rigid links and an extendable 
arm.  A detailed description of each problem is given in sections to follow. 
In this chapter, numerical experiments were performed on the nonlinear equations corresponding 
to Cases (i), (ii), and (iii).  The results of the experiments are used as a guide to identify the 
performance of each iterative method (NR, Homotopy, HMNR, MNR-VEA).  Customized codes 
written in the 2010 educational version of the numerical analysis software MATLAB
®
 [12] were 
used to conduct the numerical simulations in MacBook Pro with 2.7 GHz Intel Core i5 processor 
and 8 GB memory.  The problem details and results for Cases (i), (ii), and (iii) are discussed in 
Sections 3.2, 3.5, and 3.6, respectively. 
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3.2 One Degree of Freedom (1 DOF) 
 
3.2.1 Detailed Problem Statement for 1 DOF 
 
For one degree of freedom (DOF), the nonlinear equation 0)( xf , where  
 xxf sin)(  , (3.1) 
was used as a test case for this preliminary study.  A graphical representation is given in Figure 
3.1.   
 
Figure 3.1: Graphical representation of nonlinear equation f (x) = sin x 
 
Equation (3.1) was chosen because it is fundamental to numerous engineering applications and, 
in particular, kinematic analyses where position vectors are defined by trigonometric functions.  
In addition, it is a simple equation with an analytical solution and therefore useful as the first test 
case.  To test the performance of the iterative method, the initial guesses were selected 
specifically around certain points of interest, i.e., 
(a) near roots (where 0)( xf ); 
x
f (x)
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(b) near critical points (where 0)(  xf ); and 
(c) in the region(s) between (a) and (b). 
Regarding (a), the performance near roots is important since obtaining any particular solution to 
0)( xf is dependent on iterates converging to the root *x once they are in its neighborhood (i.e., 
within  ** xxx for some  ).  In this thesis, the neighborhood surrounding a root *x is 
defined using the formulation 
 mxx  10*)0( , (3.2) 
for m= 2, 3, and 4, to pick the initial guesses near the root *x for the first test case.  The 
initial guesses are shown in Table 3.1. 
Table 3.1: Initial guesses near the root for first test case. 
 m Initial Guess  
 2 3.131593  
 3 3.140593  
 4 3.141493  
 
Regarding (b), the performance near critical points is important since the Newton’s (NR) method 
tends to fail on providing the closest root precisely when an initial guess is near a critical point 
Cx of the function, where the slope is zero ( 0)(  xf ).  In this thesis, the neighborhood 
surrounding a critical point Cx  is defined using the formulation 
 mxx  10C)0( , (3.3) 
for m= 2, 3, and 4, to pick the initial guesses near the critical point 
2
C x .  The initial guesses 
are shown in Table 3.2. 
Regarding (c), the performance in the region between root *x and critical point 2
C x were 
also examined.  The range of initial guesses in this region is 2(0)2C 1010   *xxx .  Both the 
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lower bound and the upper bound were rounded to 1 decimal place, and then initial guesses in 
this region were separated with equal increment of 0.1.  Since all the initial guesses were 
between /2 and  , the closest root for each initial guess was known to be  . 
The total number of initial guesses for the first test case, equation (3.1), is 22.  The performance 
of the four iterative methods (NR, Homotopy, HMNR, MNR-VEA), assessed via percentage 
differences from the solution, were evaluated using those initial guesses. 
 
Table 3.2: Initial guesses near the critical point for first test case. 
 m Initial Guess  
 2 1.580796  
 3 1.571796  
 4 1.570896  
 
3.2.2 One DOF Results and Discussion of the Newton’s Method (NR) 
 
The results for NR are shown in Table 3.3.  The first column gives initial guesses, the second 
column gives the solution.  Referring to Table 3.3, the method failed to converge to the closest 
root when the initial guess was in the region 9.11.570896
(0)  x (indicated via shaded cells). 
For initial guesses close to the critical point /2, the resulting solution overshot the closest root.  
For example, with an initial guess x
(0)
 = 1.6, the solution was 31.41593 as compared to the 
closest root of  ≈ 3.141593.  As the initial guesses approached the critical point, the 
overshooting increased, as seen in Table 3.3.  As the initial guesses moved further from the 
critical point, the overshooting decreased until the initial guess achieved the closest root.  The 
method converged to the closest root in the region 141493.32 (0)  x , which can be attributed 
to the stopping criterions used in the calculations [11, 72]: 
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    arn xfxf   0 , (3.4) 
where the relative and absolute tolerance 
510 ar  ; and 
 δ)1()(  -kk xx , (3.5) 
where 
510δ  . 
Table 3.3: Newton’s method results for f (x) = sin x (22 initial guesses). 
  Initial Guess Solution 
  1.570896 9996.548 
  1.571796 1002.168 
  1.580796 100.531 
  1.6 31.41593 
  1.7 9.424778 
  1.8 6.283185 
  1.9 12.56637 
  2 3.141593 
  2.1 3.141593 
  2.2 3.141593 
  2.3 3.141593 
  2.4 3.141593 
  2.5 3.141593 
  2.6 3.141593 
  2.7 3.141593 
  2.8 3.141593 
  2.9 3.141593 
  3 3.141593 
  3.1 3.141593 
  3.131594 3.141593 
  3.140593 3.141593 
  3.141493 3.141593 
  Time (s) 0.008 
 
A crucial factor to determine the performance of an iterative technique is the CPU time required 
for the iterative technique to converge to the closest root.  This information provides insight into 
the performance of each method.  The experiment ran 10 times and the minimum CPU time was 
0.008s. 
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The overshooting phenomenon can be understood by considering Figure 3.3.  If NR is used to 
solve the equation 0)( xf , where xxf sin)(  , an initial guess x
(0)
 close to the critical point 
(where 0)(  xf ) leads to a tangent line that has a small slope and intersects at a location x
(1)
 far 
beyond the closest root.  If an iterative method is to be considered stable, it should step towards 
the closest root without leaving the domain of interest. 
 
Figure 3.2: Graphical representation of overshooting for iterative method. 
 
3.2.3 One DOF Results and Discussion of the Newton-Homotopy Method 
(Homotopy) 
 
The results for the Homotopy method are shown in Table 3.4.  The first column gives the initial 
guess, the rest have been divided into 4 sections which correspond to a different time increment, 
t, along with their solutions.  For this test case, t values of 0.01, 0.02, 0.1, and 0.2 were 
selected.  Results indicated that the Homotopy method was not affected by the initial guess (i.e., 
all initial guesses provided similar results for a chosen t value).  The experiment ran 10 times 
and minimum CPU time for each t is listed in Table 3.4.  The method required more computing 
-1
0
1
0 5 10 15
f (x)
x
x(0)                                                                                                                          
 39 
 
as time increments increased.  Also, as expected, Homotopy provided more accurate answers 
with smaller t; though, t values of 0.02 and 0.01 provided similar accuracy while 0.02 were 
able to identify the solution in shorter time.  According to the table, for all initial guesses within 
the domain 3.141493570896.1
(0)  x , the resulting solutions were able to converge to the 
closest root. 
Table 3.4: Newton-Homotopy results for f (x) = sin x(22 initial guesses). 
  Solutions  
 Initial Guesses t = 0.2 t = 0.1 t = 0.02 t = 0.01  
 1.5708963 3.1561 3.144 3.1416 3.1416  
 1.5717963 3.1561 3.144 3.1416 3.1416  
 1.5807963 3.1561 3.144 3.1416 3.1416  
 1.6 3.1561 3.144 3.1416 3.1416  
 1.7 3.1561 3.144 3.1416 3.1416  
 1.8 3.1561 3.144 3.1416 3.1416  
 1.9 3.1561 3.144 3.1416 3.1416  
 2 3.1561 3.144 3.1416 3.1416  
 2.1 3.1561 3.144 3.1416 3.1416  
 2.2 3.1561 3.144 3.1416 3.1416  
 2.3 3.1561 3.144 3.1416 3.1416  
 2.4 3.1561 3.144 3.1416 3.1416  
 2.5 3.1561 3.144 3.1416 3.1416  
 2.6 3.1561 3.144 3.1416 3.1416  
 2.7 3.1561 3.144 3.1416 3.1416  
 2.8 3.1561 3.144 3.1416 3.1416  
 2.9 3.1561 3.144 3.1416 3.1416  
 3 3.1561 3.144 3.1416 3.1416  
 3.1 3.1561 3.144 3.1416 3.1416  
 3.1315926 3.1561 3.144 3.1416 3.1416  
 3.1405926 3.1561 3.144 3.1416 3.1416  
 3.1414926 3.1561 3.144 3.1416 3.1416  
 Time (s) 0.018 0.023 0.051 0.083  
 
3.2.4 One DOF Results and Discussion of He’s Modified Newton-Raphson 
Method (HMNR) 
 
The results for HMNR are shown in Table 3.5.  The first column gives the initial guess, the rest 
have been divided into 4 sections which correspond to a different r, along with their solutions.  
 40 
 
For this test case, r values of 2, 3, 4, and 5 were selected.  The shaded cells in Table 3.5 indicated 
the method did not converge to the true answer.  The iterative technique ran 10 times and the 
minimum CPU time for each r is listed in Table 3.5.  The computing time was 0.018s for r = 3, 4, 
and 5, and 0.199s for r = 2.  Less computing time was required for larger r.  The range of initial 
guesses for which the method failed to converge reduced as r increased.  For example, the 
solutions for an initial guess x
(0)
 = 1.6 with r = 2, 3, 4 were unable to converge to the closest root; 
while, with r = 5, the solution was the true answer.  The method became stable (and was able to 
achieve the closest root) with higher r and with an initial guess closer to the root. 
Table 3.5: He’s Modified Newton-Raphson results for f (x) = sin x(22 initial guesses). 
  Solutions  
 Initial Guesses r = 2 r = 3 r = 4 r = 5  
 1.5708963 172.7876 34.5575 18.8496 12.5664  
 1.5717963 53.4071 18.8496 12.5664 9.4248  
 1.5807963 18.8496 9.4248 6.2832 6.2832  
 1.6 15.708 6.2832 6.2832 3.1416  
 1.7 6.2832 3.1416 3.1416 3.1416  
 1.8 N/A 3.1416 3.1416 3.1416  
 1.9 3.1416 3.1416 3.1416 3.1416  
 2 3.1416 3.1416 3.1416 3.1416  
 2.1 3.1416 3.1416 3.1416 3.1416  
 2.2 3.1416 3.1416 3.1416 3.1416  
 2.3 3.1416 3.1416 3.1416 3.1416  
 2.4 3.1416 3.1416 3.1416 3.1416  
 2.5 3.1416 3.1416 3.1416 3.1416  
 2.6 3.1416 3.1416 3.1416 3.1416  
 2.7 3.1416 3.1416 3.1416 3.1416  
 2.8 3.1416 3.1416 3.1416 3.1416  
 2.9 3.1416 3.1416 3.1416 3.1416  
 3 3.1416 3.1416 3.1416 3.1416  
 3.1 3.1416 3.1416 3.1416 3.1416  
 3.1315926 3.1416 3.1416 3.1416 3.1416  
 3.1405926 3.1416 3.1416 3.1416 3.1416  
 3.1414926 3.1416 3.1416 3.1416 3.1416  
 Time (s) 0.199 0.018 0.018 0.018  
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3.2.5 One DOF Results and Discussion of Modified Newton’s Method with 
the Vector Epsilon Algorithm (MNR-VEA) 
 
The results for MNR-VEA are shown in Table 3.6.The first column gives the initial guess, the 
rest have been divided into 4 sections which correspond to a different, along with their 
solutions.  Table 3.6 also illustrates the time required for the iterative technique as increased. 
For this test case,  values of 0.1, 0.01, 0.001, and 0.0001 were selected.  The shaded cells in 
Table 3.6 indicate the method did not converge to the true answer with values of 0.1, 0.01 and 
0.001.  The range of initial guesses for which the method failed to converge was reduced as 
decreased.  With all initial guesses converged.  This was expected as MNR-VEA 
required longer computation time since it is a modified Newton’s methods with a relaxation 
parameter.
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Table 3.6: MNR-VEA results for f (x) = sin x(22 initial guesses). 
  Solutions  
 Initial Guesses  = 0.1  = 0.01  = 0.001  = 0.0001  
 1.5708963 1002.168 100.531 12.5664 3.1416  
 1.5717963 100.531 12.5664 3.1416 3.1416  
 1.5807963 12.5664 3.1416 3.1416 3.1416  
 1.6 6.2832 3.1416 3.1416 3.1416  
 1.7 3.1416 3.1416 3.1416 3.1416  
 1.8 3.1416 3.1416 3.1416 3.1416  
 1.9 3.1416 3.1416 3.1416 3.1416  
 2 3.1416 3.1416 3.1416 3.1416  
 2.1 3.1416 3.1416 3.1416 3.1416  
 2.2 3.1416 3.1416 3.1416 3.1416  
 2.3 3.1416 3.1416 3.1416 3.1416  
 2.4 3.1416 3.1416 3.1416 3.1416  
 2.5 3.1416 3.1416 3.1416 3.1416  
 2.6 3.1416 3.1416 3.1416 3.1416  
 2.7 3.1416 3.1416 3.1416 3.1416  
 2.8 3.1416 3.1416 3.1416 3.1416  
 2.9 3.1416 3.1416 3.1416 3.1416  
 3 3.1416 3.1416 3.1416 3.1416  
 3.1 3.1416 3.1416 3.1416 3.1416  
 3.1315926 3.1416 3.1416 3.1416 3.1416  
 3.1405926 3.1416 3.1416 3.1416 3.1416  
 3.1414926 3.1416 3.1416 3.1416 3.1416  
 Time (s) 0.024 0.024 0.024 0.024  
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3.3 Summary of 1 DOF 
 
NR, HMNR and some cases of MNR-VEA (with values of 0.1, 0.01 and 0.001) failed to 
converge on closest root specifically when the initial guesses were in the region close to the 
critical point of 1.5708.  For all values of t, Homotopy were able to converge to the desired root; 
MNR-VEA, with an value of 0.0001, did not fail to converge.  HMNR with r = 2 took the 
longest time when compared to the other methods.  As expected, NR was the fastest out of the 
four methods. 
 
3.4 Degree of Freedom (2 DOF) 
 
3.4.1 Detailed Problem Statement for 2 DOF 
 
For the two degree of freedom test case, the system of nonlinear equations is 0)(xf , where  
   P211 cosLcosL, xf   , (3.6) 
   P212 sinLsinL, yf   , (3.7) 
and these equations represent a robot arm with two links as given in Figure 3.7.  The base is 
fixed, and the links have lengths L1 = 2 and L2 = 1 where, similarly to Wu [73], units are not 
specified since they would not affect the simulations and results to be considered.  One end of 
link L1 is connected to pin O with the other end pin-connected to link L2 at B.  Gripper P is at the 
end of the robot arm, and it needs to pass through coordinates (xP, yP) = (-1, 1.5).  The unknowns 
are  and , and they are measured from the positive x-axis to the robot links. 
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Figure 3.3: Robot linkage, Two Degree of Freedom (After [73]). 
In this research, angles  and  were varied from 0° to 360°, and with an increment of 10° for 
each angle (e.g., 0°, 10°, 20° …).  In total, there were 1369 guesses (e.g., 37  angles × 37  
angles = 1369 combinations). 
For the one DOF case, the single function )(xf  can be represented by a curve in a 2-D plot (i.e., 
xxf vs)( ).  However, for the two DOF case, each of the functions )( jxfi must be represented by 
a surface.  An alternate approach to sketching these surfaces is to first write 0)(xf  as 
 0cosLcosL P21  xγβ , (3.8) 
 0sinLsinL P21  yγβ . (3.9) 
Although (3.8) and (3.9) are both equations, each may alternatively be regarded as giving  as a 
function of  implicitly.  Using MATLAB® [12], each of these implicit functions (i.e., one 
function for (3.8) and one function for (3.9)) have been plotted in Figure 3.8 for 
oo 3600  
and 
oo 3600   .  The roots to 0)(xf  are located at points where the two functions 
intersect (i.e., where (3.8) and (3.9) are both satisfied). 
y 
L1 
L2 
β 
 
O 
B 
P 
x 
Base 
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Figure 3.4: Graphical representation of roots of f (x) = 0 with fi(xj) given by equations (3.6) and (3.7), for 
 from 0 to 2 and  from 0 to 2.  Blue corresponds to equation (3.6); red corresponds to (3.7). 
 
Solutions within the domain (
oo 3600   and oo 3600   ) are denoted as ix
~
, and there are 
two solutions for this two DOF test case: 
    rad6601.3,rad6366.1~,~~ 111 x , (3.10) 
    rad6564.0,rad6810.2~,~~ 222 x . (3.11) 
They can be expressed in terms of degrees: 
    oo111 71.209,77.93~,
~~ x , (3.12) 
    oo222 67.37,61.153~,
~~ x . (3.13) 
A given numerical method (i.e., NR, Homotopy, HMNR or MNR-VEA) can obtain a solution x

which is not necessarily within the domain.  That solution is checked by placing it back into the 
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equations to ensure it is a root, i.e., equations (3.6) and (3.7).  However, it does not guarantee it is 
the closest root. 
For a numerical method in the two DOF test case, the closest root *x  to an initial guess 
 (0)(0)(0) , x  is the ix~ with the smallest distance to (0)x , where the distance iρ~  is defined as 
 
(0)
i
~~ xx iρ , (3.14) 
    2(0)2(0) ~~~   iiiρ . (3.15) 
For a given (0)x , the closest root *x  is that particular root ix
~
 where iρ
~
 is minimum.  That is, 
for a given initial guess (0)x , the closest root is identified by calculating 1
~ρ  for 1
~x , and 2
~ρ for 2
~x .  
If 21
~~ ρρ  , then *~1 xx  , and vice versa.  For any calculated solution x

 from a given method 
using an initial guess (0)x , the distance between that x

and *x is defined as 
 *xx  ˆ , (3.16) 
    22 *ˆ*ˆ   . (3.17) 
This is illustrated in Figure 3.9.  In this figure, the closest root *x  for the given initial guess 
(0)x  is 1
~x  since 21
~~ ρρ  .  However, the numerical method gives xˆ  (in this case, a solution 
which is not within the domain) as the solution which is neither 1
~x nor 2
~x .  The performance of 
the numerical method is measured by value   (the smaller  , the better the performance 
because it is closer to the desired root).  A small indicates the calculated solution is close to the 
closest root, i.e., when  = 0, the method yielded the closest root. 
Ideally, for every initial guess, a numerical method would give x

 such that  = 0.  In practice, 
methods are compared by their ability to consistently achieve small values of . 
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Figure 3.5: Graphical representation of roots of f (x) = 0 with fi(xj) given by equations (3.6) and (3.7), for 
 from 0 to 2 and  from 0 to 2.  Blue corresponds to equation (3.6) and red corresponds to equation 
(3.7).  This demonstrates different parameters using the 2 DOF case. 
 
3.4.2 Two DOF Results and Discussion of the Newton’s method (NR) 
 
A summary of the results for the NR method is shown in Table 3.7.  The termination criterion for 
2 DOF problem is equation (2.2) with 
510 ar  . 
Table 3.7: Summary of NR results for the 2 DOF test case (1369 initial guesses).  In this table, the first 
column gives the CPU time; second gives the percentage of initial guesses giving valid solutions (defined 
as a residual less than 0.03394); third column gives the percentage of initial guesses yielding  = 0; fourth 
column gives the average value of  (for the valid solutions); and the last column gives the maximum 
value of  (for the valid solutions). 
CPU 
Time (s) 
Percentage of initial 
guesses giving valid 
solutions 
Percentage of initial 
guesses yielding  = 0 
avg(radians) max (radians) 
1.547 94% 30% 1.1021×10
15
 1.7822×10
12
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For this test case, the CPU time was 1.547s, and out of the 1369 initial guesses, 1293 initial 
guesses gave valid solutions.  For this analysis, a “valid solution” was defined as a calculated 
result which, when substituted into the equations, gave a residual less than 0.03394; i.e.,
03394.0)( ixf .  The threshold value of “0.03394” was obtained by calculating )( ixf  for 
different combinations of 1
~x and 2
~x  where  values were within 1.0
~
β  and  values were within 
1.0~ γ ; for this range, the maximum value of )~( ji xf  was 0.03394.  (In this exercise of finding a 
reasonable threshold value for any root, β
~
 and γ~  were just used as two known solutions to 
compare variations from a root to variations in the residual.)  Of the 1293 valid solutions, 406 
were the closest root.  However, the average  and max showed that, in many cases, the 
method gave solutions far outside the domain. 
 
3.4.3 Two DOF Results and Discussion of Newton-Homotopy method 
(Homotopy) 
 
A summary of the results for the Homotopy method are shown in Table 3.8. 
Table 3.8: Summary of Homotopy results for the 2 DOF test case (1369 initial guesses).  In this table, the 
first column gives different values of t, the second column gives the CPU time, the third column gives 
the percentage of of initial guesses giving valid solutions, the fourth column gives the percentage of initial 
guesses yielding  = 0, the fifth column gives the average value of  (for the valid solutions), and the last 
column gives the maximum value of  (for the valid solutions). 
t 
CPU 
Time (s) 
Percentage of 
initial guesses 
giving valid 
solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg(radians) max (radians) 
0.2 13.637 75% 40% 5.1261×10
11
 3.2345×10
14
 
0.1 26.554 74% 40% 1.7947 ×10
12
 5.2048×10
14
 
0.02 131.280 59% 40% 3.3753×10
12
 1.4494×10
15
 
0.01 267.880 59% 40% 1.5114×10
12
 3.2186×10
14
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For this test case, t values of 0.2, 0.1, 0.02, and 0.01 were selected.  Less than half of the initial 
guesses were able to provide the closest root.  Interestingly, the number of initial guesses 
yielding valid solutions decreased with smaller t and the CPU time increased.  Though, all t 
gave the exact same percentage of initial guesses yielding  = 0. Again, like the NR method, the 
average and the maximum values indicated the existence of solutions which were far outside 
the domain. 
 
3.4.4 Two DOF Results and Discussion of He’s Modified Newton-Raphson 
method (HMNR) 
 
A summary of results for the HMNR method are shown in Table 3.9.  This method gives 
complex numbers because of the nature of the equations where powers are involved, which 
results in square roots and cubic roots, etc. 
Table 3.9: Summary of HMNR results for the 2 DOF test case (1369 initial guesses).  In this table, the 
first column gives different values of r; second column gives the CPU time; third column gives the 
percentage of initial guesses giving valid solutions; fourth column gives the percentage of initial guesses 
yielding  = 0; fifth column gives the number of complex number; sixth column gives the average value 
of  (for the valid solutions); the last column gives the maximum value of  (for the valid solutions). 
r 
CPU 
Time (s) 
Percentage of 
initial guesses 
giving valid 
solutions 
Percentage of 
initial guesses 
yielding  = 0 
Number 
of 
Complex 
Number 
avg(radians) 
max 
(radians) 
2 2.714 24% 15% 977 9.4536×10
6
 3.5814×10
8
 
3 5.852 15% 11% 1106 1.0060×10
5
 6.6836×10
5
 
4 6.284 12% 9% 1152 153.498 2.4826×10
4
 
5 10.039 10% 9% 1184 18.2628 2.3750×10
3
 
 
For this test case, r values of 2, 3, 4, and 5 were selected.  With HMNR, less time was required 
for convergence and  was low for valid solutions (Table 3.9).  However, the number of initial 
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guesses yielding  = 0 and the number of valid solutions decreased with higher r.  Accordingly, 
increasing r did not improve performance, at least for this test case. 
 
3.4.5 Two DOF Results and Discussion of Modified Newton’s Method with 
the Vector Epsilon Algorithm (MNR-VEA) 
 
A summary of the results for the MNR-VEA method are shown in Table 3.10. 
Table 3.10: Summary of MNR-VEA results for the 2 DOF test case (1369 initial guesses).  In this table, 
the first column gives different values of , the second column gives the CPU time, the third column 
gives the percentage of initial guesses giving valid solutions, the fourth column gives the percentage of 
initial guesses yielding  = 0, the fifth column gives the average value of  (for the valid solutions), and 
the last column gives the maximum value of  (for the valid solutions). 

CPU 
Time (s) 
Percentage of initial 
guesses giving 
valid solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg (radians) max (radians) 
0.1 2.066 94% 46% 5.7763 1492.413 
0.01 2.663 94% 44% 2.7072 23.3116 
0.001 2.696 94% 44% 2.6843 22.1546 
0.0001 2.763 94% 45% 2.6287 12.0481 
 
For this test case,  values of 0.1, 0.01, 0.001, and 0.0001 were selected.  The longest CPU time 
corresponded with  = 0.0001.  For all , 1288 of 1369 initial guesses give valid solutions.  The 
values for the average and the maximum decreased with smaller .  Thus, the accuracy of 
achieving the closest root increased as decreased.  The number of valid solutions remained the 
same as decreased.  Although there is not a clear pattern between the number of initial guesses 
yielding  = 0 and , in general, approximately 45% of the initial guesses provided the closest 
root, which was slightly better than the Homotopy results of 40%. 
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3.4.6 Summary of 2 DOF 
 
For the 2 DOF test case, the success rate of all numerical methods in finding the closest root was 
under 50%.  HMNR did poorly in arriving at the closest root because of the nature of the method 
(square roots and cubic roots etc., which resulted in complex numbers).  Changing the value of r 
did not yield better results.  Homotopy was consistent in arriving at the closest root; however, the 
average  and maximum were large, indicating solutions outside the domain.  The frequency 
of obtaining the closest root increased as t decreased.  MNR-VEA has a better performance in 
converging to the closest root with the shortest computing time, and was more consistent in 
obtaining valid solutions, as summarized in Table 3.11.  
Table 3.11: Summary of the 2 DOF test case (1369 initial guesses). 
Methods 
CPU 
Time (s) 
Percentage 
of initial 
guesses 
yielding 
 = 0 
Percentage 
of valid 
solutions 
avg (radians) max (radians) 
NR  1.547 94% 30% 1.1021×10
15
 1.7822×10
12
 
Homotopy 
(Δt) 
0.2 13.637 75% 40% 5.1261×10
11
 3.2345×10
14
 
0.1 26.554 74% 40% 1.7947 ×10
12
 5.2048×10
14
 
0.02 131.280 59% 40% 3.3753×10
12
 1.4494×10
15
 
0.01 267.880 59% 40% 1.5114×10
12
 3.2186×10
14
 
HMNR 
(r) 
2 2.714 24% 15% 9.4536×10
6
 3.5814×10
8
 
3 5.852 15% 11% 1.0060×10
5
 6.6836×10
5
 
4 6.284 12% 9% 153.498 2.4826×10
4
 
5 10.039 10% 9% 18.2628 2.3750×10
3
 
MNR-
VEA 
() 
0.1 2.066 94% 46% 5.7763 1492.413 
0.01 2.663 94% 44% 2.7072 23.3116 
0.001 2.696 94% 44% 2.6843 22.1546 
0.0001 2.763 94% 45% 2.6287 12.0481 
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3.4.7 Converting a 2 DOF to a 1 DOF Problem 
 
Performances of numerical methods for the 2 DOF test case did not necessarily meet 
expectations.  As an alternative, the 2 DOF problem can be converted into a 1 DOF test case, 
which might result in improved performance.  Squaring and adding equations (3.8) and (3.9) 
gives 
 025.6sin6cos4  ββ . (3.18) 
(Appendix C gives the derivation of Equation (3.18), as well as the analytical solution for the 
roots in the domain).  Equation (3.18) is now a 1 DOF problem with  the only unknown.  This 
test case, corresponding to equation (3.18), will be denoted the “2-to-1 DOF test case” to 
distinguish it from the 1 DOF test case presented in Section 3.2.  A graphical representation of 
the corresponding function 25.6sin6cos4)(  xxxf  is given in Figure 3.10.  Here  was 
varied from -60° to 400°, in increment of 10 degrees, resulting in 47 initial guesses.  
For this case, the closest root, ** βx  , to a particular initial guess,   )0(0 βx  , can be found by 
calculating the distance 
i
~ρ  between  0β  and each root i
~
β  in the domain, and finding the 
minimum value of 
i
~ρ .  That is, *x  is determined by discrete minimization of 
i
~ρ , where 
  0
ii
~~ ββρ  . (3.19) 
For any calculated solution βˆxˆ   from a given method using an initial guess (0)x , the distance 
between that xˆ  and *x  is defined as 
 *ββˆρ  . (3.20) 
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Figure 3.6: Graphical representation f () = 0 given by equations (3.18). 
Since a part of the MNR-VEA is a modified version of Newton’s method, if Newton’s method 
does not go in the direction of the closest root in the domain, *x , it is expected that MNR-VEA 
will not change the direction of the process to obtain *x .  However, it might be that MNR-VEA 
can assist in finding **x , which is defined here as the closest root (to the initial guess) in the 
direction defined by the tangent used in NR, regardless of whether that root is within the domain.  
This possibility is evaluated by the values in Table 3.12.  Results indicated that the frequency of 
achieving x** increased as r increased. MNR-VEA had the best performance in achieving x* and 
x**. 
 
 
Roots 
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Table 3.12: Summary of results for the 2/1 DOF test case (47 initial guesses). 
 
Methods 
Percentage of 
initial guesses 
yielding *x  
Percentage of 
initial guesses 
yielding x** 
 
 NR  98% 87%  
 
Homotopy 
(Δt) 
0.2 94% 94%  
 0.1 94% 94%  
 0.02 94% 94%  
 0.01 94% 94%  
 
HMNR 
(r) 
2 98% 85%  
 3 98% 94%  
 4 98% 98%  
 5 98% 98%  
 
MNR-VEA 
() 
0.1 100% 100%  
 0.01 100% 100%  
 0.001 100% 100%  
 0.0001 100% 100%  
 
 
3.5 Three Degree of Freedom (3 DOF) 
 
3.5.1 Detailed Problem Statement for 3 DOF 
 
For the three degree of freedom test case, the system of nonlinear equations is 0)(xf , where  
   Pxacf   sin   cos L,, 21 , (3.21) 
   Pyccf  122 LcosL,,  , (3.22) 
   Pzbcf   sin  sin  L,, 23 , (3.23) 
which represent a robot arm with a gripper on a fixed pole as given in Figure 3.11.  The base of 
the pole is located such that a = 104 and b = 7, and the length of pole is L1 = 60.  The robot arm 
has a length of L2 = 25 and it is free to rotate about the yʹ-axis.  Units are not specified since they 
would not affect the simulations and results to be considered.  Gripper P is at the end of the robot 
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arm, and it needs to pass through coordinates    30,95,100,, PPP zyx .  The unknowns are , 
 and c, where  and  are the angles associated with the robot arm and c is the changeable pole 
height. 
In this research, angles  and were varied from 0° to 360° with an increment of 10° for each 
angle; the changeable height of the pole, c, varied from 0 to 60 with an increment of 5.  There 
were 37 × 37 × 13 = 17797 guesses in total. 
When the program arrived at a result, it checked this result by placing it back into the equations, 
i.e., equations (3.21), (3.22) and (3.23). 
 
 
Figure 3.7: Robot linkage, Three Degree of Freedom (After [54]). 
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Solutions within the domain (
oo 3600   , oo 3600   , and 600  c ) are denoted as ix
~
, 
and there are four solutions [54] for this three DOF test case: 
    43.94rad,3466.4,rad1.7431,~,~~ 111  cx , (3.22) 
    26.06rad,6645.3,rad1.7431,~,~~ 222  cx , (3.26) 
    26.06rad,2050.1,rad4.8847,~,~~ 223  cx , (3.27) 
    43.94rad,9366.1,rad4.8847,~,~~ 224  cx . (3.28) 
They can be expressed in terms of degrees: 
    94.43,04.249,87.99~,~,~~ oo111  cx , (3.29) 
    06.26,96.209,87.99~,~,~~ oo222  cx , (3.30) 
    06.26,04.69,87.279~,~,~~ oo223  cx , (3.31) 
    94.43,96.110,87.279~,~,~~ oo224  cx . (3.32) 
For a numerical method in the 3 DOF test case, the closest root *x  to an initial guess 
 (0)(0)(0)(0) ,, cγβx  is the ix~ with the smallest distance to (0)x , where the distance iρ~  is defined 
as 
 
2
minmax
(0)
2
minmax
(0)
i
2
(0)
i
~~~
~
































cc
cc
ββ
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minmax
i
, (3.33) 
where maxmin βββ  , maxmin  , maxmin ccc   and  2maxmaxβ , 0 minminβ ,
0,60
minmax
 cc .  For any calculated solution xˆ from a given method using an initial guess (0)x , 
the distance between that xˆ  and *x  is defined as 
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3.5.2 Three DOF Results and Discussion of the Newton’s method (NR) 
 
A summary of the results for the NR method are shown in Table 3.13.  The termination criterion 
for 3 DOF problem is equation(2.2) with 
510 ar  .  For the purpose of this analysis, a 
“valid solution” is defined as a calculated result which, when substituted into the equations, gives 
a residual less than 0.04385, which correspond with a maximum value of   1436.0xf i .  The 
threshold value of “0.1436” was obtained by calculating  xfi
i
max  for different combinations of 
1
~x , 2
~x , 3
~x and 4
~x  where  values were within 1.0
~
β , γ  values were within 1.0~ γ  and c values 
were within 1.0~ c . 
Table 3.13: Summary of NR results for the 3 DOF test case (17797 initial guesses).  In this table, the first 
column gives the CPU time; second column gives the percentage of initial guesses giving valid solutions; 
third column gives the percentage of initial guesses yielding  = 0; fourth column gives the average value 
of  (for valid solutions); the last column gives the maximum value of  (for valid solutions). 
CPU 
Time (s) 
Percentage of initial 
guessing yielding 
valid solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg (radians) max (radians) 
35 87% 54% 2.0949×10
11
 1.7205×10
14
 
 
For this test case, out of the 17797 initial guesses, 15466 initial guesses gave valid solutions 
while 9660 initial guesses gave the closest root with  = 0.  The average  and max values 
were large, indicating that in many cases the method gave solutions far outside the domain. 
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3.5.3 Three DOF Results and Discussion of Newton-Homotopy method 
(Homotopy) 
 
A summary of the results for the Homotopy method are shown in Table 3.14.  For this test case, 
t values of 0.2, 0.1, 0.02, and 0.01 were selected.  The computing time increased as more time 
increments were used.  The majority of the initial guesses were able to provide the closest root 
(~83% of cases).  The number of initial guesses yielding the closest root appeared to be 
independent of the choice of t.  The average and the maximum values indicate the existence 
of solutions far outside the domain. 
Table 3.14: Summary of Homotopy results for the 3 DOF test case (17797 initial guesses).  In this table, 
the first column gives different values of t, the second column gives the CPU time, the third column 
gives the percentage of initial guesses giving valid solutions, the fourth column gives the percentage of 
initial guesses yielding  = 0, the fifth column gives the average value of  (for the valid solutions), and 
the last column gives the maximum value of  (for the valid solutions). 
t 
CPU 
Time (s) 
Percentage of initial 
guesses yielding 
valid solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg (radians) max (radians) 
0.2 32 87% 81% 3.5995×10
11
 1.4555×10
14
 
0.1 42 87% 83% 4.5332×10
11
 1.6260×10
14
 
0.02 127 93% 84% 8.6112×10
11
 7.6354×10
13
 
0.01 231 95% 84% 6.7130×10
11
 4.8780×10
13
 
 
3.5.4 Three DOF Results and Discussion of He’s Modified Newton-Raphson 
method (HMNR) 
 
Due to the nature of how HMNR iterates (via equations (3.35) to (3.37) located below), the 
method was unable to solve the problem.  Specifically, equation (3.37) involved division by zero.  
As such, there was no solution for the 3 DOF problem using HMNR. 
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3.5.5 Three DOF Results and Discussion of Modified Newton’s Method with 
the Vector Epsilon Algorithm (MNR-VEA) 
 
A summary of the results for the MNR-VEA method are shown in Table 3.15. 
Table 3.15: Summary of MNR-VEA results for the 3 DOF test case (17797 initial guesses).  In this table, 
the first column gives different values of the relaxation parameter, , the second column gives the CPU 
time, the third column gives the percentage of initial guesses giving valid solutions, the fourth column 
gives the percentage of initial guesses yielding  = 0, the fifth column gives the average value of  (for 
the valid solutions), and the last column gives the maximum value of  (for the valid solutions). 

CPU 
Time (s) 
Percentage of initial 
guesses yielding 
valid solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg (radians) max (radians) 
0.1 1165 85% 3% 29.2098 14647.5 
0.01 3608 48% 11% 1.97745 567.754 
0.001 3360 51% 18% 0.52514 23.6008 
0.0001 3156 50% 17% 0.55197 86.0349 
 
For this test case,  values of 0.1, 0.01, 0.001, and 0.0001 were selected.  The CPU time, number 
of initial guesses yielding  = 0 and the number of valid solutions did not have a clear pattern 
with variations of .  The required time for < 0.1 tripled when compared to  = 0.1.  However, 
the error associated with MNR-VEA was smaller than other methods, as evidenced by low  
with smaller a. 
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3.5.6 Summary of 3 DOF 
 
For all evaluated numerical methods (not including HMNR), the method required more 
computing time was MNR-VEA.  The average  and maximum were large, indicating 
solutions outside the domain.  Homotopy was consistent in arriving at the closest root, and the 
choice of t did not markedly impact the results.  HMNR was not able to give any solutions due 
to the nature of the method.  MNR-VEA with  = 0.1 has its highest performance in giving valid 
solutions (85% success); though, the maximum value indicated the existence of solutions 
outside the domain (Table 3.16). 
Table 3.16: Summary of the 3 DOF test case (17797 initial guesses). 
Methods 
CPU 
Time 
(s) 
Percentage of 
initial guesses 
yielding valid 
solutions 
Percentage of 
initial guesses 
yielding  = 0 
avg(radians) max (radians) 
NR  35 87% 54% 2.0949×10
11
 1.7205×10
14
 
Homotopy 
(Δt) 
0.2 32 87% 81% 3.5995×10
11
 1.4555×10
14
 
0.1 42 87% 83% 4.5332×10
11
 1.6260×10
14
 
0.02 127 93% 84% 8.6112×10
11
 7.6354×10
13
 
0.01 231 95% 84% 6.7130×10
11
 4.8780×10
13
 
HMNR 
(r) 
2      
3      
4      
5      
MNR-
VEA 
() 
0.1 1165 85% 3% 29.2098 14647.5 
0.01 3608 48% 11% 1.97745 567.754 
0.001 3360 51% 18% 0.52514 23.6008 
0.0001 3156 50% 17% 0.55197 86.0349 
 
3.5.7 Converting a 3 DOF to a 1 DOF Problem 
 
Performances of numerical methods for the 3 DOF test case did not necessarily meet 
expectations.  Similarly to the 2 DOF test case, the 3 DOF problem can be converted into a 1 
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DOF test case.  However, as shown in Appendix D, the 3 DOF problem gave unique analytical 
solutions during the conversion.  Hence, a 3-to-1 test case was not needed or presented. 
 
3.6 Variations and Computation Time 
 
Alternate ways to evaluate and assess the robustness of an algorithm are by varying the input 
parameters, such as initial guesses, and by measuring the computation time.  Assessment were 
made based on the following alteration, increase the initial guess by 1 degree or 1 unit for each 
case and find the average computation time by running it 10 times. 
A summary of the results for 1 DOF are shown in Table 3.17.  All numerical methods took less 
than 0.3 seconds to compute.  NR and HMNR (r = 3,4,5) were the fastest; however, MNR-VEA 
( = 0.01, 0.001, 0.0001) were the ones with highest performance in giving closest root (100% 
success). 
A summary of the results for 2 DOF are shown in Table 3.18.  Similar to 1 DOF, NR required 
the least computation time whereas Homotopy (with t = 0.01) took the longest to compute.  MNR-
VEA was consistent in giving valid solution (94% success) and has the highest successful rate of 
arriving at the closest root(between 44-46%).  Overall, MNR-VEA with  = 0.0001 had the best 
performance. 
A summary of the results for 3 DOF are shown in Table 3.19.  HMNR was not able to give any 
solutions due to the nature of the method.  NR and Homotopy had the best performance in terms 
of giving valid solution (100% success).  Homotopy (t = 0.02, 0.01) had the highest successful 
rate of arriving at the closest root (95% success). 
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Table 3.17: Summary for 1 DOF average computing time (10 times) using 22 initial guesses 
 
Methods 
Average  
CPU time (s) 
Percentage of initial 
guess yielding 
closest root 
 
 NR  0.020 68%  
 
Homotopy 
t = 0.2 0.022 41%  
 t = 0.1 0.026 41%  
 t= 0.02 0.053 55%  
 t = 0.01 0.093 59%  
 
HMNR 
r = 2 0.226 73%  
 r = 3 0.020 91%  
 r = 4 0.020 82%  
 r = 5 0.020 86%  
 
MNR-VEA 
 = 0.1 0.027 86%  
  = 0.01 0.026 100%  
  = 0.001 0.027 100%  
  = 0.0001 0.027 100%  
 
Table 3.18: Summary for 2 DOF average computing time (10 times) using 1369 initial guesses 
 
Methods 
Average  
CPU time (s) 
Percentage of 
initial guesses 
giving valid 
solution 
Percentage of 
initial guess 
yielding =0  
 
 NR  1.886 97% 31%  
 
Homotopy 
t = 0.2 14.037 95% 40%  
 t = 0.1 27.169 96% 41%  
 t= 0.02 134.883 97% 41%  
 t = 0.01 274.041 98% 40%  
 
HMNR 
r = 2 2.916 27% 15%  
 r = 3 6.061 17% 11%  
 r = 4 6.571 13% 9%  
 r = 5 10.514 11% 9%  
 
MNR-
VEA 
 = 0.1 2.584 94% 45%  
  = 0.01 2.875 94% 44%  
  = 0.001 3.012 94% 45%  
  = 0.0001 2.995 94% 46%  
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Table 3.19: Summary for 3 DOF average computing time (10 times) using 17797 initial guesses 
 
Methods 
Average  
CPU time (s) 
Percentage of 
initial guesses 
giving valid 
solution 
Percentage of 
initial guess 
yielding =0 
 
 NR  36 100% 58%  
 
Homotopy 
t = 0.2 33 100% 85%  
 t = 0.1 43 100% 89%  
 t= 0.02 127 100% 95%  
 t = 0.01 235 100% 95%  
 
HMNR 
r = 2     
 r = 3     
 r = 4     
 r = 5     
 
MNR-
VEA 
 = 0.1 1278 98% 18%  
  = 0.01 3684 55% 43%  
  = 0.001 3378 58% 49%  
  = 0.0001 3195 58% 48%  
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4 Discussion 
 
4.1 Summary 
 
In this study various numerical methods and test cases were evaluated to solve systems of non-
linear equations.  
For the 1 DOF test case, MNR-VEA (with of 0.0001) and Homotopy did not fail to converge.  
Also, success with Homotopy in the root-finding process was independent of the value of t; 
though, Homotopy did require many more iterations to find a solution (5 to 20 times more 
iterations than MNR-VEA). NR, HMNR and some cases of MNR-VEA (with values of 0.1, 
0.01 and 0.001) failed to converge on closest root specifically when the initial guesses were in 
the region close to the critical point of 1.5708.   
For the 2 DOF test case, MNR-VEA had a better performance in converging to the closest root, 
and was more consistent in obtaining valid solutions.  Homotopy was consistent in arriving at the 
closest root, and more frequently arrived at the closest root as t decreased; though, the number 
of required iterations was large. HMNR gave the worst performance out of the four methods (and 
even resulted in complex numbers), and the choice of r was crucial in HMNR.  
For the 2/1 DOF test case, MNR-VEA has a best performance in achieving x* and x**.  MNR-
VEA.  These results, combined with the 1 DOF analysis, indicated that MNR-VEA is the best 
choice when dealing with 1 DOF problems. 
For the 3 DOF test case, Homotopy was consistent in arriving at the closest root, and more 
frequently arrived at the closest root as t decreased.  With Homotopy though, as well as NR, 
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average  and maximum  were large, indicating solutions outside the domain. MNR-VEA with 
 = 0.1 had its best performance in obtaining valid results converging to the closest root, with 
low average .  Though, solutions with  = 0 were minimal. HMNR was not able to solve the 3 
DOF test case due to division by zero. 
Computation time and percentage of giving closest root were measured to evaluate the 
performance of each numerical method.  MNR-VEA is recommended for 1 and 2 DOF, and 
Homotopy (t = 0.02, 0.01) is recommended for 3 DOF. 
Overall, the results of this analysis indicate different results for MNR-VEA and Homotopy.  
Specifically, MNR-VEA worked best with 1 and 2 DOF test cases (as well as the 2/1 DOF test 
case) whereas Homotopy worked moderately well with 1 and 2 DOF test cases and best with the 
3 DOF test case.  If the goal of the optimization is a mixture of both accuracy and minimal 
number of iterations, and the initial guess is approximately near the closest root, MNR-VEA may 
be more desirable to use for 1 and 2 DOF scenarios. Further, it is important to note that 
Homotopy has two parameters to be chosen: the auxiliary function, g(x), and time increment, t.  
For Homotopy, there are rules to follow in picking g(x) and t, and, even so, it does not 
guarantee convergence. As such, MNR-VEA may be more desirable to use since the choice of 
picking parameter r and relaxation parameter  is more intuitive (i.e., < 1). 
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4.2 Limitations 
 
According to the results, here are some of the limitations: 
 Homotopy, HMNR and MNR-VEA are modified versions of the Newton’s method (NR).  
Even though each method is trying to improve on NR, they do not appear to avoid the 
problem of converging to a solution when the initial guess is close or at a critical point; 
 For the 1 DOF analysis, limited numbers of initial guesses, which were not evenly spaced, 
were used to explore the behavior of each method.  It would be beneficial to repeat this 
analysis with an alternate 1 DOF test case and employ even spacing. 
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5 Conclusions and Future Directions 
 
5.1 Conclusions 
 
After examining the three test cases with different numerical methods, the following conclusions 
can be drawn for 1 and 2 DOF test cases: 
(1) MNR-VEA is most stable;  
(2) Homotopy is able to give the closest root; however, an auxiliary function is needed and 
this may be difficult to select.  
(3) NR and HMNR are not recommended since they perform in a similar manner, and they 
behaved poorly when the initial guess is closed to a critical point; 
With regards to the higher (≥ 3) DOF test cases, the following conclusions can be drawn: 
(1) Either NR or Homotopy (note, auxiliary functions are needed for Homotopy) are 
recommended.  Their performances were the best out of all the numerical methods. 
(2) HMNR had the worst performance since it gave the least number of closest root and it 
almost gave complex roots.  
(3) MNR-VEA performance was unpredictable, and small  did not give better results. 
 
5.2 Future Directions 
 
For Homotopy, it would be prudent to apply different combinations of auxiliary functions, g, and 
t, to provide more insight in Homotopy’s performance.  For MNR-VEA, it would be prudent to 
try a larger range of relaxation parameter where < 1.  It would also be useful to identify a 
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different 3 DOF problem which does not have an analytical solution to investigate MNR-VEA’s 
proficiency with a “3-to-1” test case. 
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Appendix A–Verification of the limit of partial sum of a geometric 
series and the Scalar Epsilon Algorithm 
The goal of this Appendix is to show that the limit of partial sum of a geometric series x*, 
calculated using Shanks Transform, is identical to the transform value C from SEA. 
Using equation (2.62) to calculate the limit, x*, of Shanks Transform for any three consecutive 
iterates xm, xm+1, and xm+2. 
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Table A .1: SEA Example 
   Col. 1 Col. 2 Col. 3 Col. 4    
          
   0        
    
m
x       
   0   A      
    
1mx   C  
   
   0   B      
    
2mx    
   
   0        
 
From Table A.1, 
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Substituting equations (A.5) and (A.6) into equation (A.7), 
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Appendix B – Moore-Penrose Inverse’s properties 
This appendix summarizes the properties of Moore-Penrose Inverse of matrix A, where A is a 
non-singular matrix. 
Given the size of matrix A is nm . 
1. If m < n, then right inverse, AR, exists; 
2. If m > n, then left inverse, AL, exists. 
 IAA 
R
 (B.1) 
 IAA L  (B.2) 
Find the left inverse, 
L
A , of A, e.g. 
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Moore-Penrose Inverse of A, B must satisfy the following: 
 (i) AABA   (B.19) 
 (ii) BBAB   (B.20) 
 (iii)   BABA T   (B.21) 
 (iv)   ABAB T   (B.22) 
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Appendix C – Converting 2 DOF to 1 DOF 
This is the derivation for converting a 2 DOF problem in Section 3.5 to a 1 DOF problem. 
 0cosLcosL P21  xγβ , (3.8) 
 0sinLsinL P21  yγβ , (3.9) 
where 2L1  , 1L2  , and )5.1,1(),( PP yx .  Rearranging equations (3.8) and (3.9) becomes 
 βγ cos21cos  , (C.1) 
 βγ sin25.1sin  . (C.2) 
Squaring and adding equations (C.1) and (C.2) gives 
    2222 sin25.1cos21sincos ββγγ  . (C.3) 
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  ββββ 22 sincos425.2sin6cos40  . (C.5)  
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Appendix D – Analytical solution of the 3 DOF problem 
This is the analytical solution of the 3 DOF problem in Section 3.5. 
 0sincosL P2  xa , (3.21) 
 0LcosL P12  yc , (3.22) 
 0sinsinL P2  zb , (3.23) 
Obtaining cos  by rearranging equation (3.22)  
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Letting  cos  
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 The quantity 2cos  can be obtained by rearranging and squaring equation (3.21)  
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The quantity 2sin  can then be obtained by rearranging and squaring equation (3.23)  
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22   , from equations (D.9) and (D.13) 
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