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Structured Penumbral Irradiance Computation
George Drettakis, Eugene Fiume
Abstract—A definitive understanding of irradiance behavior
in penumbral regions has been hard to come by, mainly due to
the computational expense of determining the visible parts of an
area light source. Consequently, sampling strategies have been
mostly ad hoc, and evaluation of the resulting approximations
has been difficult. In this paper, the structure of penumbral irra-
diance is investigated empirically and numerically. This study
has been made feasible by the use of the discontinuity mesh and
the backprojection, an efficient data structure representing vis-
ibility in regions of partial occlusion. Regions of penumbrae
in which irradiance varies non-monotonically are characterized
empirically, and numerical tests are performed to determine the
frequency of their occurrence. This study inspired the develop-
ment of two algorithms for the construction of interpolating
approximations to irradiance: one algorithm reduces the num-
ber of edges in the mesh defining the interpolant domain, and
the other algorithm chooses among linear, quadratic, and mixed
interpolants based on irradiance monotonicity. Results from
numerical tests and images are presented that demonstrate good
performance of the new algorithms for various realistic test con-
figurations.
I. Irradiance Properties in Scenes with Partial
Occlusion
IN scenes illuminated with area light sources, regions ofpartial occlusion or penumbra readily occur. Under-
standing how illumination varies within these regions is
both important and difficult. It is important since such an
understanding allows us to pick both a suitable sampling
strategy, and a good way to compactly represent illumi-
nation in the penumbra, using piecewise-polynomial func-
tions for example. These representations can be used for
fast high-quality rendering of scenes with area sources, and
are important in global illumination calculations (e.g., [16],
[21], [34], [12]). However, gaining an understanding of ir-
radiance behavior in the penumbra is difficult because the
problem reduces to determining how the visible part of the
source changes as one moves from one partially occluded
point to another. These changes depend on the interaction
of the edges and vertices in the environment; analyzing this
geometric interaction is a non-trivial problem. In addition,
determining the visible part of the source at any point is
expensive if done naively.
The backprojection and the discontinuity mesh are data
structures that permit efficient calculation of the visible
portions of a polygonal light source in a penumbra. In poly-
hedral environments, the irradiance contribution of each
portion can be computed analytically using standard tech-
niques. However, the overall irradiance at a point is the
sum of all such contributions, and can exhibit visually-
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significant variations over a small region. By performing a
thorough empirical study of penumbral irradiance behav-
ior, it is possible to glean insights that can be exploited
in an efficient approximation. Doing so has allowed us to
isolate the causes of multiple extrema in the penumbra.
We have also gathered statistics on the frequency of the
different configurations affecting penumbral irradiance.
Our study has lead to the development of two algorithms
that exploit the properties of irradiance in the penumbra.
In the first, the number of edges in the discontinuity mesh
is reduced without significant deterioration of image qual-
ity, while the second algorithm chooses appropriate inter-
polant degrees (linear or quadratic) again with only mod-
erate quality degradation. Numerical and visual results for
both are presented and discussed.
II. Previous Work in Sampling and Shadow
Computations
Approximate and compact representations of illumina-
tion or irradiance (impinging light power/area), are useful
for the efficient display of illumination for direct lighting
and are also necessary for the purposes of global illumina-
tion algorithms, such as those developed in radiosity-based
approaches (e.g., [6], [17]). In early global illumination al-
gorithms, piecewise constant representations were used for
radiosity or irradiance, but it quickly became clear that this
representation was insufficient. As an alternative, higher
order methods have been since proposed for the solution
process (i.e., the light transport phase of global illumina-
tion algorithms) with the use of approximation schemes
that are of higher degree [31], [16], [34].
A. Observed Properties of Irradiance
Campbell and Fussell [3] observed that irradiance in a
penumbral region can exhibit multiple minima and max-
ima. Numerical optimization was used to determine these
critical points. Tampieri [29] and Lischinski et al. [22]
segmented the penumbral domain by the mesh generated
solely from visual events caused by planar discontinuity
surfaces including a source edge or vertex. They then pos-
tulated that within each face or cell of this mesh the irradi-
ance varies little. A subsequent adaptive subdivision step
was however used when large irradiance discrepancies were
observed.
In [9] we proposed that the structure of illumination
should be studied in more detail in the hope that a bet-
ter understanding would lead to more efficient and accu-
rate sampling strategies. Such a structure-driven approach
for unoccluded (i.e., shadow-free) environments lit by area
light sources was presented in [11]; we conjectured that
the illumination from convex polygonal light sources is
unimodal, and an effective structured sampling algorithm
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Fig. 1. A Complete Disc. Mesh and Backprojection Instance
based on this conjecture was developed. The algorithm first
finds the overall maximum of the irradiance function over
the surface, if it exists, and then segments the function into
convex and concave regions along two axes passing through
the maximum. A mixed quadratic/linear interpolant is fit
to the irradiance function satisfying tight and relevant error
bounds.
B. Discontinuity Meshing and Backprojections
The visible regions of a polygonal area light source from a
point are polygons whose vertices are either formed by the
projection of scene edges onto the source, or are vertices of
the original light source. A backprojection instance at, or
induced by, a point P , with respect to a source, is the set
of polygons forming the visible parts of the source at that
point (e.g., the gray region on the source in Fig. 1). The
backprojection in a region is a data structure containing
the set of ordered lists of emitter vertices and edge pairs
such that at every point P in that region, the projection
through P of these elements onto the plane of the source
form the backprojection instance at P [10].
Given a polygonal light source σ and polygonal scene, the
partition of the scene into regions having the same backpro-
jection is the complete discontinuity mesh of σ (shown as a
yellow mesh in Fig. 1). A region of the complete mesh with
the same backprojection is a face of the mesh. At any point
P within a mesh face, the backprojection instance can be
efficiently determined by projecting the scene edges in the
backprojection structure through the point P to find the
coordinates of the relevant points. An example of a scene,
its discontinuity mesh, and a backprojection instance (the
shaded region on the source) can be seen Fig. 1. The back-
projection instance corresponds to the white spot marked
P under the drawer.
Early proposals to compute shadows involved numerous
techniques dealing with point sources, as well as approxi-
mate solutions for linear or area sources (see [33] for a good
survey). This research naturally lead to the computation of
partial discontinuity meshes. In [24] the extremal bound-
aries were computed, that is the boundary between umbra
and penumbra as well as the boundary between penumbra
and light for simple geometries. To compute backprojec-
tion instances where required, the light source was inter-
sected with the entire environment each time, to determine
the visible part of the source. The expense of computing ex-
                                             
(a)                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
(b)
Fig. 2. (a) EV and (b) EEE discontinuity surfaces.
act irradiance values in the penumbra was thus prohibitive.
Campbell and Fussell [2] first computed shadow boundaries
for complex environments using BSP trees from point light
sources, and then extended the method to compute the ex-
tremal boundaries for area sources in [3]. Chin and Feiner
[4] performed a similar computation, and also presented
an extension to area sources in [5]. Additional lines of the
mesh, interior to the penumbrae, were computed in [22]
again using BSP trees, and in [19] using a two-dimensional
visibility algorithm. In all these approaches, computing the
exact visible portion of the source at a given point involves
a visibility computation requiring the intersection of all the
scene objects, since the complete mesh has not been com-
puted; thus the backprojection is not unique within each
mesh face.
The computation of the complete mesh is performed by
casting discontinuity surfaces into the environment. These
surfaces are of two types: EV surfaces which are planar
“wedges” caused by the interaction of an edge and a vertex
(Fig. 2(a)), and EEE surfaces which are ruled quadric sur-
faces caused by the interaction of three edges (Fig. 2(b)).
Algorithms to compute the equivalent problem in com-
puter vision, that of computing the aspect graph, have
been proposed among others, by [15] and [14]. An algo-
rithm which computes an equivalent structure for visibility
was presented in [30]. An algorithm specifically for shadow
computation with good theoretical complexity bounds has
been proposed by Stewart and Ghali [27]. A extension and
implementation of this approach was presented in [28].
The authors have developed and implemented a fast,
practical algorithm for computing the complete disconti-
nuity mesh with backprojections ([8] and [10]). All rele-
vant visual events are properly treated and the algorithm
displays fast running times in the number of objects in the
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scene, for scenes of moderate complexity. This approach
has recently been used to develop a hierarchical global il-
lumination algorithm permitting accurate visibility calcu-
lations using backprojections [12].
C. General Discontinuity Meshing and the Irradiance Ja-
cobian
In the work presented in [10] certain special cases (such
as EEE surfaces consisting exclusively of edges of the envi-
ronment) had not been implemented. The work reported
here is based on a complete implementation which includes
all possible configurations of discontinuity surfaces. We
have also developed techniques to treat various degener-
ate cases of discontinuity surfaces which arise in general
environments, permitting the treatment of scenes with ar-
bitrary positioning of the source and scene objects.
Another important addition to structured sampling for
unoccluded environments and discontinuity meshing is the
use of the irradiance Jacobian as presented by Arvo [1].
This formulation permits the analytic computation of the
gradient of irradiance at a cost equivalent to the cost of irra-
diance I(p) where p is a point of a surface. In particular we
can compute and store ∇I(p). If we wish to determine the
derivative dI/dt of irradiance I(t) in a certain direction ū,
we simply perform∇I ·ū to obtain the corresponding value.
This calculation renders the structured sampling approach
of [11] much more efficient and accurate, since the need
for numerical approximation of the derivatives is obviated.
Arvo presented a formulation for partially occluded points,
which allows efficient computation of analytic derivatives,
as presented above. In the work presented here the back-
projection data structure is used, which provides all the
information necessary for the computation in [1].
III. Properties of Irradiance Functions in
Penumbral Regions
Given the complete discontinuity mesh and the backpro-
jection, the exact value of irradiance at any point in the
penumbra can be efficiently determined. It thus becomes
possible to perform a careful empirical study of irradiance
in the penumbra, even for moderately complex scenes. We
shall now present the results of an empirical study that iso-
lates key configurations that induce significant variations in
penumbral irradiance. We must be aware of these config-
urations when constructing approximations. Snapshots of
such observations are shown in the figures which include
the mesh and backprojection geometries, as well as analyt-
ically computed irradiance and first derivative values and
numerically computed second and third derivatives. Before
discussing the results of the experiments, we define some
important scene properties.
Backprojection Type. The backprojection of a face is said
to be convex or concave if every instance of the backpro-
jection in that face is itself a convex or concave polygonal
subset of the source, respectively. In addition, a backpro-
jection of a face is disconnected if every instance of the
backprojection in that face consists of more than one poly-
gon, while it is simple, if every instance consists of only one
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(c)
Fig. 3. (a) Convex, (b) concave and (c) disconnected backprojection
instances.






















Fig. 4. A singular vertex
polygon. An example of a convex backprojection instance
is shown in grey on the light source in Fig. 3(a) and a con-
cave example is shown in Fig. 3(b), which are both simple.
An example of a disconnected backprojection is shown in
Fig. 3(c).
Singularities. As noted in [29] and [22], irradiance along
a surface is singular at points at which two surfaces touch.
Thus at a vertex in the mesh joining faces of umbra, penum-
bra and light, the irradiance is multi-valued and is defined
as a limit depending on the direction from which the vertex
is approached. A singular vertex is shown in Fig. 4, while
the graph on the right shows the variation of the irradiance
values on three lines joining at the singular vertex.
A. Empirical Characterization of Penumbral Irradiance
Behavior
A set of empirical tests were performed within the
penumbra for moderately complex scenes. These tests at-
tempted to isolate configurations that cause local extrema.
Three influential factors affecting the appearance of ex-
trema were identified:
• Backprojection type within the mesh faces of interest;
this can cause simple irradiance extrema within a mesh
4




































Fig. 5. (top) Irradiance minimum from disconnected backprojection
(bottom) Opposite extrema within a face.
face but also opposite extrema along different direc-
tions in the face.
• Interaction with unoccluded areas; in particular when
unoccluded irradiance increases and the visible part of
the source decreases simultaneously or vice-versa.
• Position of irradiance maximum along mesh edges
with a constant backprojection instance.
In what follows we present examples for each category with
an illustration of the backprojection instance shown in grey
on the source, and a corresponding graph illustrating the
irradiance variation along a line on the floor (shown as a
thick white line). We briefly discuss the effects of each
configuration on irradiance behavior.
Disconnected or Concave Backprojections. If the back-
projection in a face (or along an edge) is not simple, it
is likely that there exists a line in the face or an edge
for which the irradiance will display one or more maxima.
Illumination in a region with a disconnected backprojec-
tion containing n polygons is equivalent to illumination
from n separate unoccluded light sources, and may have
up to n maxima. Non-monotonic behavior in this case
may cause “troughs” in the irradiance function, as shown
in Fig. 5(top), from the overlap of two “tail” regions [11]
of the irradiance function due to a disconnected backpro-
jection with instances containing two polygons. Similar
non-monotonic behavior may occur in faces or along mesh
edges that have concave backprojections.
Faces with concave or disconnected backprojections, par-
ticularly in the presence of light source edges that are very
long, can cause the existence of opposite extrema (i.e. a
minimum and a maximum) along different directions in a
face. An example is shown in Fig. 5(bottom). In this case



































Fig. 6. (top) Interaction with unoccluded regions. (bottom) Con-
stant backprojection instance.
the maximum is caused because the corresponding edge in
the mesh ends in a light region (see below), while the trough
is caused because this face has a concave backprojection.
Interaction with Unoccluded Regions. Consider a line
in the mesh that does not lie on the external penumbral
boundary between light and shadow but has however one
endpoint in light (i.e. an unoccluded region, also called
a light region). An example is shown as a thick white
line in the mesh of Fig. 6(top). The visible area of the
source increases along this line, as it goes from penum-
bra to light, since a smaller portion of the source becomes
occluded. As a consequence the irradiance on a line is gen-
erally increasing as the region of light is approached. The
unoccluded illumination along this line may be increasing
or decreasing. If the unoccluded illumination is decreasing
(as in Fig. 6(top)), the irradiance in the penumbra, which
tends to be an increasing function, will smoothen as it ap-
proaches the unoccluded regions. Again, this can result in
non-monotonic behavior, although it is necessarily a local
maximum.
Position of Maximum from a Constant Backprojection
Instance. Consider a scene that is illuminated by a polyg-
onal source, and in which the complete discontinuity mesh
of that source has been computed. For some edges in the
mesh, the backprojection remains constant along that edge.
Thus the analysis used for unoccluded sources in [11] can
be used directly. For example, the edge shown as a thick
line in Fig. 6(bottom) contains the maximum of the irra-
diance function from the polygonal source defined by the
backprojection instance, shown shaded on the rectangular
source. This maximum can be seen in the irradiance plot
on the right.
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(a) (b)
Fig. 7. (a) Image with small source (b) Image with elongated source
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Fig. 8. Big Scene
B. Scene Statistics and Identification of Non-monotonic
Irradiance
A test program has been written which analyses the be-
havior of irradiance in a set of scenes. The goal is to de-
termine whether irradiance tends to be monotonic within
a single face of the discontinuity mesh. This has obvious
implications in the necessity for additional adaptive sub-
division, but also in the development of error bounds in
radiosity calculations [21].
The set of scenes considered consists of a simple desk
model in a simple configuration (e.g., Fig. 6) containing
73 polygons and a more complex configuration including
drawers (145 polygons) which cause complex visibility in-
teractions (e.g, Fig. 9). For each of the two geometries, the
light source was placed in nine different positions. Six of
these are shown in Fig. 9. In addition two different light
sources were tested, namely a small light source (Fig. 7(a))
and a elongated light source, which behaves in a manner
similar to a linear source (Fig. 7(b)) These two source types
where tested on both desk geometries (with and without
drawers). Finally a larger scene was tested, containing
two complex desks and two chairs containing 373 polygons
(Fig. 8), which was used to confirm the more exhaustive
examples with the multiple source positions. These scenes
will also be used to compare the relative performance of
the new structured sampling algorithms proposed in later
sections (see Section VII-A).
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Fig. 9. 6 of the 9 light positions used
It is important to note that the tests performed using
these scenes are of course not definitive. Nonetheless, all
types of visibility events occur in these scenes (EV, EEE,
D1 [13] and other degenerate configurations) and in addi-
tion relatively complex shadow behaviors can be observed
(e.g., in the regions below the open drawers or the shad-
ows caused by the back of the chairs). As a consequence
we believe that the trends identified in this experimental
study are a strong indication of irradiance behavior in the
penumbra for interior scenes. We restrict our approach to
a single source, since multiple sources present numerous
specific issues (as pointed out in [7]).
Given a line embedded in a receiver plane, defined by
two endpoints pt and ph, we consider the irradiance as it
varies along this line as a function I(t) of a single parameter
(in a manner similar to that presented previously). In this




. If these values are of
opposite sign, we consider that the irradiance along the line
is not monotonic. If the derivative values are of the same
sign, we consider the irradiance along this line monotonic.
We have chosen to test the irradiance along all the edges
of the mesh on penumbral (i.e., partially occluded) faces,
and also along the diagonals of the penumbral faces con-
necting two vertices of a mesh face not belonging to the
same mesh edge. We thus have two tables of statistics for
edges (Table I) and for diagonals (Table II), which report
average values from the 9 different light source positions
for “Simple Desk” and “Desk and Drawers”, average of
two runs (both geometries) for “Long Source” and “Small
Source” and a single run for “Big Scene”. We considered
testing faces for monotonicity (i.e. the faces for which ei-
ther an edge or a diagonal are non-monotonic), but it was
observed in test runs that the statistics for faces are very
similar to those for the diagonals (Table II).
The monotonicity test is not infallible: edges which are
non-monotonic may be ignored because of a change of sign
in the derivative in the edge interior. We have however
run tests comparing the approach presented above with
an exhaustive test of 20 samples of the derivative on each
edge, which show that for the scenes in question the simple
monotonicity test is accurate for 85% of the tests, which
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Scene ep enm %NM fl fd fconc
Average values over 9 runs
Simple Desk 721.9 25.1 3.5 23.1 0.9 1.1
Desk Drawers 2386.1 157.6 6.6 33.7 42.2 81.7
Average over 2 runs
Small Source 906.0 73.5 8.1 28.5 12.5 32.5
Long Source 1449.0 114.5 7.9 27.5 30.5 56.5
Single run
Big Scene 8661.0 746.0 8.6 78.0 374.0 294.0
TABLE I
Mesh edge monotonicity of partially occluded faces
we judged to be satisfactory. Developing other signatures
for nonmonotonicity is an interesting open problem.
In Table I, the field ep is the average number of edges
neighboring at least one mesh face in penumbra, enm is
the number of edges along which the irradiance is non-
monotonic, while “%NM” indicates the percentage of edges
with non-monotonic irradiance. The breakdown fl, fd,
fconc, shows the number of the edges with non-monotonic
irradiance that neighbor a face respectively in light, with a
disconnected backprojection or a concave backprojection.
To classify an edge, both neighboring faces are tested, and
the edge is designated as either light, disconnected or con-
cave, in that order, if either neighbor is in the appropri-
ate category. For Table II, similar statistics are reported,
but for the diagonals contained in faces with corresponding
properties, with dp and dnm the total number of penumbral
diagonals and those with non-monotonic irradiance respec-
tively, while fd, fconc, are the number of the diagonals with
non-monotonic irradiance inside a face respectively with a
disconnected backprojection or a concave backprojection.
From these tables it is clear that irradiance is mono-
tonic along a large majority of edges (more than 92%) of
the mesh, consistently, even for different source types and
more complex geometry. Similarly, irradiance is monotonic
along a large majority of the diagonals. The disparity in
Table II between the “Simple Desk” and the “Desk Draw-
ers” scenes is due to the fact that, in the absence of draw-
ers which involves less complex visibility interactions, and
consequently larger mesh faces, more significant irradiance
variation is observed.
Finally, we can see that a majority of edges or diagonals
with non-monotonic irradiance neighbor, or are contained
in, faces with disconnected or concave backprojections, as
suggested by the empirical study presented above.
C. Discussion
The statistics presented above are meant as a first indica-
tion of the behavior of irradiance in penumbral regions. In
future work geometric a priori determination of which re-
gions of penumbra display non-monotonic behavior should
be performed (similar in spirit to the discontinuity “rank-
ing” approach presented recently in [18]).
These first measurements however indicate that irradi-
ance is largely monotonic within regions of equivalent visi-
bility. Such piecewise monotonic functions, especially those
Scene dp dnm %NM fd fconc
Average values over 9 runs
Simple Desk 665.3 189.6 28.5 74.4 115.1
Desk Drawers 2181.1 150.0 6.9 43.8 106.2
Average over 2 runs
Small Source 704.5 61.0 8.7 13.0 48.0
Long Source 1366.5 219.0 16.0 65.0 154.0
Single run
Big Scene 8116.0 776.0 9.6 438.0 338.0
TABLE II
Mesh diagonal monotonicity in partially occluded faces
for which the values do not differ significantly, are good
candidates for lower order interpolation, specifically linear
or quadratic. The experiments presented below will indi-
cate that this is sufficient in general, obviating the need for
cubic interpolants as proposed in [26], for a large class of
scenes.
In the following section we will present an algorithm for
edge elimination, and an algorithm for degree selection.
The fact that irradiance in the penumbra is largely mono-
tonic motivates the need to simplify the mesh: if the func-
tion is well behaved a coarser subdivision is sufficient. The
empirical observations of which factors are important in
the penumbra also influenced the construction of the edge
elimination algorithm. Similarly the locally well-behaved
nature of penumbral irradiance suggests the use of linear
interpolation wherever possible, leading to the algorithm
for degree selection.
IV. Combining Unoccluded Structured
Sampling and Discontinuity Meshing
In [10] and [8] we presented a first attempt at combin-
ing the structured sampling approach developed for un-
occluded environments and discontinuity meshing. This
method consisted of the collection of mesh faces in penum-
bra into “penumbral groups” which were enclosed in a
bounding box and then combined with the subdivision in-
duced by finding the maximum and the inflection points as
described in [11]. This approach resulted in reconstruction
problems on the boundaries between these bounding boxes
of penumbral zones and the unoccluded zones [8].
We have since developed a simpler approach, which ap-
pears to avoid these problems. We begin by applying the
structured sampling algorithm on the receiver polygon as
if it where unoccluded, using the algorithm of [11] (see also
Section II-A). This results in a segmentation such as that
shown in Fig. 10(a).
In the new approach used here we simply insert the lines
of subdivision up to the border of the penumbra and light
(Fig. 10(b)). In the quadrilateral regions of the mesh en-
tirely in light we construct bi-quadratic tensor product in-
terpolants. In the regions of penumbra and the regions
between regular light regions and penumbra we perform
a constrained Delaunay triangulation following [32]. We
then construct triangular bi-quadratic interpolants on the
resulting triangles (Fig. 10(c)).
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Fig. 10. (a) Unoccluded Structured Sampling (b) Combination with
Discontinuity Mesh (c) Triangulation
It is however clear that this construction is too expensive.
The size of the discontinuity mesh faces are often small. In
addition, in many cases the variation of irradiance in the
faces (as well as their size) is so small that linear or even
constant approximations are largely sufficient. These facts,
supported by the empirical and numerical study presented
above, lead us to the development of two algorithms, al-
lowing the reduction of the size of the mesh, and the use of
lower degree polynomial approximations presented below.
A. Adaptive Subdivision
Overall, the subdivision effected by the complete discon-
tinuity mesh appears sufficiently fine for the construction
of interpolants. In some scenes however, large faces can oc-
cur, over which irradiance may vary significantly (e.g., the
face containing the thick white edge in Fig. 6(bottom)).
As noted by Tampieri [29], adaptive subdivision can be
required in such faces.
We apply two simple criteria. The first requires that an
edge defined by two points pt and ph for which |I(pt) −
I(ph)| > ǫ, is subdivided. The tolerance ǫ is user-defined.
The second requires the subdivision of every edge for which
İ(pt)İ(ph) = 0, where İ(t) is the first derivative. In this
manner, edges with non-monotonic irradiance are subdi-
vided. In practice, these criteria result in reasonable trian-
gulations.
Adaptive subdivision is always performed before any
simplification or degree selection (see below).
V. Interpolant Domain Construction for
Penumbral Regions
The problem of constructing an interpolant for irradi-
ance in a general scene can be split into the construction of
interpolants for regions that are unoccluded, and into the
construction of interpolants for regions in partial shadow.
The former is treated using the extension of the methods of
[11] for unoccluded environments as described above, while
the determination of interpolants for penumbral regions is
presented next. There are two aspects to the interpolant
definition: the determination of the domains on which the
interpolants are defined, and the choice of basis functions,
including their degree. We will start with the determina-
tion of domains.
A. Constraints on Interpolant Domains
As mentioned above, the complete discontinuity mesh
and the accompanying backprojection information is a nat-
ural segmentation of the irradiance function over a surface.
Edges in this mesh represent discontinuities either of value,
or of first or second derivative. Characterizations of these
discontinuities can be found in [20], [19], [22], [29].
Value discontinuities occur only where objects touch, and
therefore the boundary of such regions delineates areas
in which the irradiance function has value zero, because
they are completely hidden from the light. Discontinuities
of second derivative (or first derivative when degenerate
events occur) occur inside regions of penumbra. These dis-
continuities constitute the majority of edges in the discon-
tinuity mesh. The geometry of the mesh is complicated: it
includes highly irregular regions that can be small, concave
and with small angles between edges (see Fig. 13(d)). The
mesh constrains the construction of interpolant domains,
since some of these edges of discontinuity need to be main-
tained to achieve high quality reconstruction of irradiance.
The relative importance of the discontinuities is difficult
to assess without significant numerical computation. Some
of the second derivative “jumps” can be small, while others
can be quite large. In some cases the effect on the actual
irradiance function is more evident (Fig. 11(bottom)) while
in others the effect is negligible (Fig. 11(top)). In addition,
irradiance in very small regions cannot display extremely
large differences in value, because the shape of the polygons
in the backprojection instances cannot change much, and
neither can the (point-to-area) form-factors that determine
the value of irradiance at any point in a face.
To accommodate the highly irregular nature of the faces
in the mesh, triangles are selected as the domains over
which to construct interpolants. Specifically, a proper tri-
angulation of the penumbral domain is performed. A tri-
angulation τ = {T0, T1, ..., Tn} into n triangles Ti is proper
if each pair of triangles intersect at a vertex, a complete
side or not at all, and the union of all triangles equals the
domain (Prenter [25]). In a manner similar to that for irreg-
ular regions in light, we use a constrained Delaunay trian-
gulation of the original mesh faces [32]. The basis functions
used (presented in Section VI-B) are linear, quadratic or
mixed linear/quadratic Lagrange interpolating polynomi-
als.
B. A Mesh Reduction Algorithm
As mentioned above, faces of the discontinuity mesh can
be arbitrarily small and may also have edges with high
aspect ratios. In addition, the triangulation of concave
regions can result in triangles that are very small or that
have small angles. For the construction of piecewise smooth
interpolant domains, it is desirable to reduce the number
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Fig. 11. Discontinuities (top) large “jump” (bottom) small “jump”
of such triangles as much as possible. Larger triangles,
and triangles with roughly-equal interior angles are more
stable numerically, and in addition provide the benefit of
a better theoretical error estimate. Specifically, consider
a six-point quadratic interpolant on a triangle, and the
irradiance function f . The max norm in an interval [a, b]
is defined as follows [25]:
|| f(x) || = maxa≤x≤b| f(x) |. (1)
Following [25], the error bound with respect to the max
norm for an interpolant sN is:




where h is the longest edge of the triangle, and θ is the
smallest angle of the triangle. The constantM3 is equal to
the maximum value of the first, second and third derivative
of f within the triangle. In general:
Mn = max{||D
1f ||, ||D2f ||, ..., ||Dnf ||}. (3)
where Dif is the i’th derivative of f . In the case of unoc-
cluded illumination, and for some of the faces in the penum-
bra, the magnitude of the third derivative is many times
larger than that of the irradiance itself, rendering Eq. (2)
somewhat meaningless (which does not necessarily imply
that the approximation is poor). This is shown in Fig.
12(top) where irradiance along the thick white line in the
image is plotted in the graph. However, there are other
faces in the mesh in which the third derivative is small,
and thus the size of the smallest angle θ can play an im-
portant role in the quality of the approximation achieved.
In Fig. 12(bottom) the absolute value of the third deriva-
tive is consistently smaller than the irradiance value.
























Fig. 12. Absolute values of third derivative in the mesh faces along
the thick white lines.
B.1 An Area-Based Edge Elimination Algorithm
For the reasons outlined above it is desirable to eliminate
all overly small faces in the mesh. A smaller mesh size is
desirable in general, among other reasons because it allows
the irradiance function to be represented with a smaller
number of triangular interpolants. This allows faster ren-
dering and is also important when such a representation
is used for light transfer simulation (see [12], [8]). In the
results it will be shown that a large mesh reduction with
negligible error is achievable.
Our guiding strategy is to remove all faces that have area
less than area-tol% of the largest face, where area-tol
is a user defined tolerance. When eliminating edges from
the mesh, corresponding faces are deleted. It is therefore
necessary to maintain the backprojection information, to-
gether with the geometry of the deleted faces in the result-
ing merged face. This information can be discarded after
the construction of the interpolants if the exact solution is
no longer desired.
Eliminating Concavities. It is often the case that the
tip of a smaller face will bite into a larger face, creating a
concavity. For the reasons outlined above, it is desirable to
eliminate such faces. Each concave face is visited, and the
vertices for which the two edges on the face form an angle
greater than 180 degrees are identified. Edges are removed
from the concave face if the corresponding small face has
area below the tolerance. If all the faces around the vertex
can be removed, the remaining unconnected edge is also
removed from the mesh.
Eliminating Small Faces. After the concave faces have
been treated, a number of small faces that have area less
than the maximum may still remain. For each such face
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(c) (d)
Fig. 13. (a) Image and (b) mesh before reduction (c) detail image
(d) detail mesh before reduction
the following procedure is applied:
remove_small_face( Face f )
{
sort all edges e of f
by area of neighboring face
for each edge e in sorted list do






The procedure can remove( e ) determines whether
the removal of the edge is possible. The following rules
are applied:
1. No edge of the boundary between umbra and penum-
bra is removed.
2. No edge of the boundary between umbra and light is
removed.
3. If the removal of an edge results in a convex face be-
coming concave, it will not be removed.
After this procedure is applied, all remaining unconnected
edges are removed from the remaining face. After an edge is
deleted, the tail and head vertex are searched to determine
if the edge extended into the neighboring faces. If it did, the
neighboring edges are removed, if such a removal does not
violate rules 1-3. The removal process (concavity and small
face removal) is repeated until all faces that are smaller
than the tolerance are removed, or until no more faces can
be removed.
                                                                             
(a) (b)                                                                             
(c) (d)
Fig. 14. (a) Image and (b) mesh after 56.0% reduction (c) detail
image (d) detail of reduced mesh
Polygon rendering hardware on an SGI Indigo 2 XZ was
used to generate images in Fig. 13 to 15. In Fig. 13 part of
“Big Scene” is shown using the combined structured and
discontinuity mesh algorithm (Section IV) before mesh re-
duction, while in Fig. 14, the same scene and mesh are
shown after reduction. Although the mesh has been re-
duced by 56.0% of the original faces before reduction, the
quality of interpolation is still good. The reduction of the
mesh is shown in detail in Fig. 14(d), compared to Fig.
13(d). The images with a reduced mesh, even when looking
at details (Fig. 14(c) vs. Fig. 13(c)) are still of acceptable
quality.
VI. Constructing Interpolants for Penumbral
Regions
Once the triangular domains have been constructed, we
have to choose suitable basis functions and then calculate
the coefficients to construct the interpolant. The empirical
and numerical analysis presented in Section III suggests
that for many cases in the penumbra, linear interpolation of
irradiance is sufficient. Thus the interpolants constructed
by our algorithm are chosen to be of low degree: linear,
quadratic or mixed.
Because the complete mesh has been computed, the um-
bral regions are well defined. On these domains, constant
basis functions are used with a value of zero. For this step,
the computation of the complete mesh is a necessity, since
boundaries of the umbra are often (EEE-induced) curved
edges, which were not computed by previous discontinu-
ity meshing algorithms (e.g., [22], [19]) although they have
been treated for a different application in [30].
To achieve the construction of mixed linear/quadratic
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interpolants, it is first necessary to characterize the edges of
the mesh and the edges interior to the faces with a required
degree of interpolation. Each edge or face is designated
as linear or quadratic, and the appropriate basis function
is assigned to each triangle of the face, maintaining C0
continuity.
A. Selecting a Degree for the Triangular Domains
The choice of degree required on an edge of the disconti-
nuity mesh (DM) or a triangle edge in the interior of a DM
face is determined by whether or not irradiance along it is
monotonic, and whether the difference between irradiance
values at the endpoints is larger than a user-defined toler-
ance linear-tol. The algorithm first determines mono-
tonicity on each edge using the same approach as that
presented in Section III-B. An edge is then marked “con-
stant” if the difference of irradiance at its endpoints is zero
and “linear” if it is less than linear-tol. Otherwise it is
marked “quadratic”.
As can be seen from the statistics presented in Section
III-B, a large proportion of non-monotonic edges are ad-
jacent to faces with disconnected and concave backprojec-
tions. Edges neighboring a light face (i.e. a face of the mesh
in an unoccluded region), and mesh edges that include the
maximum of irradiance can also be non-monotonic. For
edges of triangles interior to faces, similar properties hold.
Specifically, faces with concave or disconnected backpro-
jections, as well as faces neighboring light regions often
display non-monotonic behavior.
Once each edge of the triangular domains has been clas-
sified as “constant”, “linear” or “quadratic”, a triangular
basis function is selected and the coefficients (irradiance
values) are calculated at the triangle vertices and appro-
priate interior points. In Fig. 15 the same scene as that
of Fig. 13 is rendered after the application of the degree
selection algorithm. Notice that the visual quality of in-
terpolation is still high despite the fact that 58.3% of the
interpolants are linear. The red lines show the edges of the
mesh that have been assigned linear interpolants, while the
green lines show edges with quadratic interpolants. The
choice of basis functions and their construction is described
in the following section.
B. Basis Function Design
The basis functions chosen to interpolate the irradi-
ance are triangular Lagrange polynomials. For triangles in
which all three edges are linearly interpolated, the method
of plates is used to construct a linear basis function over
the triangle. For this interpolant the formal error bound is
given by [25]:
max | f(p) − sN (p) | ≤ 4M2h
2 (4)
where f is the irradiance function and sN is the interpolant,
and h and M2 are as in Eqs. (2) and (3). For triangles on
which all edges are of degree 2, a six-point interpolant is
used [25]. The error bound for this interpolant was given
in Eq. (1).
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Fig. 16. Linear/quadratic basis functions.
As a consequence of degree selection, there are triangles
for which some edges are linear and some are quadratic
(see Fig. 16(a) which follows the model of [25]). A special
linear/quadratic basis function was designed to guarantee
value continuity across such interpolants. For a given ver-
tex, the six-point bi-quadratic interpolant is used, which
interpolates the value 1 at the vertex of interest and the
line passing through the values 0, 12 , 1 along the linear edge.
This basis function is depicted in Fig. 16(b). These samples
are of course reused on neighboring triangles.
For triangles with one linear edge, two linear/quadratic
basis functions are used at the vertices of the linear edge,
while the remaining vertex is assigned a quadratic ba-
sis function, and two quadratic basis functions along the
quadratic edges. A total of 5 function (irradiance) values
are required for the triangle with one linear edge, since we
require one value at each vertex, plus two values at the
midpoints of the edges characterized as quadratic.
For triangles with two linear edges, all vertices have lin-
ear/quadratic basis functions, and an additional quadratic
basis function is defined at the point along the quadratic
edge. A total of 4 function values are required for this
interpolant.
C. An Interpolant for Triangles at a Singularity
A typical singular vertex will have many edges joining at
that point, as described in Section III. The value at the ver-
tex is defined as a limit of the function as it approaches the
singular point, and therefore it is multi-valued. To repre-
sent this using interpolants, as suggested by Tampieri [29],
we use degenerate tensor product interpolants. Nonethe-
less, the multiple values of irradiance at this vertex must
be approximated. To achieve this, the total angle θtot of
the triangles neighboring the vertex is first computed.
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Fig. 17. Singular vertex interpolant construction
The value of the unoccluded illumination at the singu-
lar vertex Lmax is calculated next. For triangle i, whose
edges joining at the singularity form angle θi, (see Fig. 17)
the values of irradiance for the bi-quadratic tensor prod-
ucts along the edge corresponding to the singular point are
















This is an approximation, since it would be necessary to
compute the limit values of irradiance along each edge to
determine the exact range of irradiance in each triangle.
The midpoint vertex in the tensor product is assigned the
average of these two values. In this fashion a continuous
representation is constructed for the irradiance around a
singularity.
A special case occurs when the light source touches a
different object. In this case we simply displace the vertex
slightly so that we can apply the analytical point-to-area
form-factor (e.g., [1]) to determine Lmax.
D. Error Bounds for the Triangular Interpolants
The theoretical error bounds for the linear and quadratic
triangular interpolants have been given in Eqs. (2) and (4).
These bounds are conservative, since they depend on the
maximal magnitude of the derivatives within the domain
of interest. In some faces of the discontinuity mesh the
derivatives are sufficiently small to permit these bounds to
be meaningful. Identifying these cases however is expen-
sive, and not a practical way of assessing quality.
For faces with monotonic irradiance, a simple error
bound is given from the maximum difference between irra-
diance values at the three points of the polygon. The error
bound B of the interpolant sN , on triangles over which
irradiance is monotonic, is given as:
B = max |f(pi) − f(pj) |, i, j = 1, 2, 3. (6)
It is important to note that since we do not guarantee cor-
rect monotonicity characterization, in terms of our algo-
rithm B is a heuristic rather than a strict bound.
Error bounds have not been strictly established for faces
with non-monotonic irradiance for which adaptive subdivi-
sion has not been performed. However, for such faces with
a single extremum, the quality of the interpolant can be
estimated closely by the maximum of B in Eq. (6) and the
maximum difference of the irradiance values of the interior
points along each edge of the triangle used in the quadratic
interpolant construction.
VII. Numerical Tests and Quality Evaluation
To evaluate the quality of the algorithms for mesh re-
duction and degree selection we ran the algorithms on the
“Simple Desk” and “Desk Drawers” scenes for the 9 light
positions as described in Section III-B, as well as the two
geometries for “Small” and “Long” light source configura-
tions and finally “Big Scene” with two desks and two chairs.
All images used for the numerical evaluation (Tables III to
VII) were computed using ray-casting, with the value of the
visible point at each pixel being determined by evaluating
the interpolant of calculating the exact backprojection (for
the reference images). To measure error we use two error
metrics: an area-weighted object-space square root error
and an image-based square root error.
For the object-space error we compute a set of sampling
points {pj} on each face fi of the mesh, both in penumbra
and in light. Define I(p) to be the irradiance on a sur-
face at point p and Î(p) the approximation constructed by
piecewise linear/quadratic interpolation. We have F faces
in the scene and each face fi has area Ai. The object space




















The error metric ǫos has the same units as irradiance
(power per area). We also compute a reference image with
analytic radiance values E(i, j) and an approximate image
Ê(i, j) using the interpolants. The image-based error ǫis










The error metric ǫis is in pixel value differences and thus
varies between 0 and 255. We compute ǫis for three differ-
ence viewpoints, the first is the view shown in Fig. 9, the
second is similar to the image in Fig. 13 and a third which
is a view on the other side of the desk. For “Big Scene”
the view of Fig. 8 is also used.
A. Results for Mesh Reduction and Degree Selection Al-
gorithms
Results are presented next in Tables III to VII. Table III
gives the results for the simple combination of structured
sampling with discontinuity meshing, Tables IV,V show the
statistics for the mesh reduction algorithm, while Tables
VI, VII shows the results for the degree selection approach.
In Tables IV,V, nf is the original number of faces in the
mesh, and n′f is the reduced number, ǫos and ǫis are as
defined above and % Red. is the percentage reduction of
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Scene ǫos ǫis
Average over 9 runs
Simple Desk 0.019 0.461
Desk Drawers 0.025 0.664
Average over 2 runs
Small Source 0.015 0.716
Long Source 0.024 1.623
Single run
Big Scene 0.004 0.851
TABLE III
Error for Combined Algorithm
Scene nf n
′
f %Red. ǫos ǫis
Average over 9 runs
Simple Desk 344.9 244.1 29.2 0.016 0.052
Desk Drawers 1025.4 673.0 34.4 0.019 0.076
Average over 2 runs
Small Source 421.5 260.5 38.2 0.018 0.444
Long Source 647.0 385.0 40.5 0.106 0.808
Single run
Big Scene 3840.0 2529.0 34.1 0.016 1.260
TABLE IV
Mesh Reduction: Area Tolerance 0.01 (1%)
Scene nf n
′
f %Red. ǫos ǫis
Average over 9 runs
Simple Desk 344.9 159.9 53.6 0.021 0.067
Desk Drawers 1025.4 375.0 63.4 0.021 0.102
Average over 2 runs
Small Source 421.5 187.0 55.6 0.028 0.854
Long Source 647.0 237.0 63.4 0.099 1.129
Single run
Big Scene 3840.0 1689.0 56.0 0.022 3.946
TABLE V
Mesh Reduction: Area Tolerance 0.09 (9%)
the number of faces. In Tables VI,VII, neq is the number
of edges with quadratic interpolants, nel is the number of
edges with linear interpolants, and % Lin. the percentage
of edges with linear interpolants.
The mesh reduction achieved is satisfactory (between
29% to 63%), while the error is globally low. Similarly, the
number of edges characterized as linear is high (from 27%
to 69.1%), allowing the use of cheaper, lower degree poly-
nomial interpolants. Object-space error ǫos is low, growing
slightly more than in other cases for mesh reduction in the
case of the long light source (Table IV), for which the tol-
erance value results in higher mesh reduction. Image space
error ǫis is also low, since it is less than a unit RGB pixel
value for almost cases of mesh reduction or degree selection
for the simple scene, and in the order less than 4 RGB pixel
values for mesh reduction of the big scene (Table V).
We next present a first visual comparison of the images
presented in Sections VI and V by showing the difference
images multiplied by a factor of 20. As can be seen in
Figs. 18 and 19 the differences are limited and small in
magnitude (a dark pixel signifies no difference, and a to-
Scene neq nel % Lin. ǫos ǫis
Average over 9 runs
Simple Desk 1049.7 396.0 27.4 0.002 0.051
Desk Drawers 1909.2 1526.4 44.4 0.004 0.075
Average over 2 runs
Small Source 863.0 993.5 53.5 0.012 1.348
Long Source 1426.5 866.0 37.8 0.012 0.813
Single run
Big Scene 4736.0 6630.0 58.3 0.004 0.865
TABLE VI
Degree Selection Tolerance 0.001
Scene neq nel % Lin. ǫos ǫis
Average over 9 runs
Simple Desk 1780.2 1111.1 38.4 0.019 0.063
Desk Drawers 2982.0 3889.3 56.6 0.024 0.097
Average over 2 runs
Small Source 1702.5 2010.5 54.1 0.030 1.348
Long Source 2327.5 2257.5 49.2 0.121 1.124
Single run
Big Scene 2443.0 8923.0 89.3 0.021 0.955
TABLE VII
Degree Selection Tolerance 0.008





Average over 9 runs
Simple Desk 21.40 15.43 2.98 0.79 0.16 0.16
Desk Drawers 116.56 73.83 33.68 1.20 1.04 0.74
Average over 2 runs
Small Source 23.55 18.61 1.88 0.97 0.23 0.17
Long Source 56.56 40.46 10.75 0.80 0.49 0.36
Single run
Big Scene 649.22 440.60 175.05 2.14 13.33 9.24
TABLE VIII
Timing results
tally white pixel a difference of 255 pixel levels in all three
channels).
Finally, timing results are presented in Table VIII. All
timings are in CPU seconds on an SGI Indy R5000 pro-
cessor running at 150Mhz. The value ttot is the total time
spent to create the mesh, triangulate and construct the
interpolants, tm is the mesh construction time, tbp is the
backprojection calculation time, tss is the cost of struc-
tured sampling (as in [11] but using irradiance gradients
[1]), t0.01r is the cost of the edge removal algorithm for an
area tolerance of 0.01 (1%) and t0.09r is the removal time
for area tolerance of 0.09 (9%). As can be seen from these
statistics, the cost of the edge removal algorithm is negli-
gible compared to the total cost of the algorithm.
B. Discussion of Numerical and Visual Results
The mesh reduction algorithm has presented good re-
sults for the scenes tested. For satisfactory mesh reduc-
tion (30-60%), the increase in error is in general minimal,
indicating that the complete discontinuity mesh is much
larger than required for satisfactory reconstruction. How-
ever, there are cases in which the reconstruction quality can
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Fig. 18. Difference images (x20) for: (a) simple interpolant (b)
reduced mesh.
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Fig. 19. Difference image (x20) after degree selection.
degrade, particularly when small faces are left in the mesh
which force the creation of small or elongated triangles.
Further geometric manipulation of the mesh can be used
to eliminate these artifacts. One issue that is more difficult
to address is that of animation. No provision is currently
made for consistency in mesh reduction, and thus over an-
imated sequences flickering can occur as the mesh changes
from frame to frame. This should be addressed in the con-
text of a more general incremental meshing algorithm for
animation.
For degree selection, the results are also encouraging.
With a good percentage of linear interpolants (30-70%) the
increase in error is small, both in object and image space.
Nonetheless, the method can be improved by incorporating
some criterion based on the possible visible impact of the
degree reduction, to avoid occasionally objectionable arti-
facts. This will require the use of perceptual error metrics.
VIII. Summary and Discussion
An empirical and numerical study of irradiance in
penumbral regions has been presented. Such a study was
previously impractical due to the expense of computing ir-
radiance values in the penumbrae. The use of the disconti-
nuity mesh and the backprojection now makes such a study
possible. It was found that in the majority of cases, irradi-
ance in the penumbra is monotonic and thus amenable to
reconstruction by linear or quadratic interpolants. Config-
urations that cause the appearance of extrema or irregular
behavior were characterized. This study offers a better
understanding of irradiance behavior in regions of partial
occlusion, and guided the construction of an interpolating,
interpolating, piecewise polynomial representation.
For the construction of the interpolant domains, the com-
plete discontinuity mesh is used as a starting point. The
faces of the mesh are triangulated, and the irradiance in-
formation is stored compactly with the mesh. The observa-
tions made from the empirical study suggested that many
of the edges in the mesh are not actually required for sat-
isfactory reconstruction of illumination in the penumbra.
A mesh reduction algorithm is thus introduced, based on
the removal of faces with small area and faces that cause
concave regions in the mesh.
The observations of the empirical study also suggest that
in many cases linear interpolation is sufficient for illumina-
tion reconstruction in the penumbra. An algorithm was
presented which characterizes the edges in the mesh and
the triangulation as requiring linear or quadratic degree
polynomials to achieve high quality reconstruction. A set
of basis functions was designed that allows the use of mixed
degree polynomials for reconstruction.
Numerical tests were performed for a suite of moder-
ately complex environments in which complicated shadow
structures appear. The results show that both the mesh re-
duction and the degree selection algorithm can be applied
without significant degradation of quality in the reconstruc-
tion.
This paper is a first attempt at comprehending irradi-
ance behavior in penumbral regions. Much more work re-
mains to be done. More detailed studies are needed of the
geometric conditions leading to irradiance extrema in the
penumbra. This will hopefully lead to a priori algorithms
which will allow the casting only of those discontinuity sur-
faces which contribute to significant illumination changes.
In this manner the mesh will be simplified overall, and the
meshing will be computationally cheaper. Such work will
also result in much more reliable and effective error bounds,
which are indispensable for global illumination algorithms
[21]. The hierarchical global illumination algorithm incor-
porating discontinuity meshing and backprojections pre-
sented in [12] can use the mesh reduction approach in a
straightforward manner. A first attempt at simplification
in the presence of multiple sources was presented in [7], and
evidently more work needs to be performed in combining
the different simplification strategies, in particular for the
application of discontinuity meshing to global illumination
[23], [12].
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