In a binary response regression model, classical residuals are di cult to de ne and interpret due to the discrete nature of the response variable. In contrast, Bayesian residuals have continuous-valued posterior distributions which can be graphed to learn about outlying observations. Two de nitions of Bayesian residuals are proposed for binary regression data. Plots of the posterior distributions of the basic (observed-tted) residual can be helpful in outlier detection. Alternatively, the notion of a tolerance random variable can be used to de ne latent data residuals that are a function of the tolerance random variables and the parameters. In the probit setting, these residuals are attractive in that apriori they are a sample from a standard normal distribution, and therefore the corresponding posterior distributions are easy to interpret. These residual de nitions are illustrated in examples and contrasted with classical outlier detection methods for binary data.
Introduction
This paper focuses on the problem of outlier detection in discrete data regression models. Although the results presented are developed in the context of cross-section and longitudinal binary data, the ideas are more generally applicable to binomial outcomes. The canonical model that is analyzed involves a set of independent variables y = (y 1 ; :::; y N ), where y i is a binary (0; 1) variable, such that Pr(y i = 1) p i = F(x T i ) where F(:) is a known cumulative distribution function, x i = (x i1 ; :::; x ik ) T are k measured covariates and = ( 1 ; :::; k ) T is an unknown vector of parameters. The problem of interest is the detection of outliers in the collection y. Later in the paper, this same problem is taken up for longitudinal discrete data models with random e ects.
From a frequentist viewpoint, outlier detection in these models is based on the di erence y i ?p i , wherep i = F(x T i^ ) is the tted probability for the ith observation and^ is the maximum likelihood estimate of (Pregibon, 1981 , Collett, 1991 These residuals can be useful in outlier detection for binomial data (see Du y, 1990 for the de nitions relevant in that case). However, in the context of binary data the Pearson residual and the deviance residual have unknown sampling distributions and so the resulting residual plots can be di cult to interpret. Due to the inadequacy of the use of these residuals for binary regression data, alternative methods have been suggested. In particular, authors have proposed the use of crossvalidation probabilities (Davison, 1988) , a simulated envelope about the half-normal plot of the deviance residuals (Atkinson, 1981) , and a residual smoothing algorithm (Fowlkes, 1987) . Although these techniques are useful, they do not address the basic problem of interpreting the size of the residuals.
In this paper, the outlier detection problem for binary regression is addressed from a Bayesian perspective. Zellner (1975) , Zellner and Moulton (1985) , Chaloner and Brant (1988) , and Chaloner (1991) proposed and illustrated Bayesian de nitions of residuals and this material is brie y reviewed in Section 2.1 in the context of linear regression models. This literature motivates the consideration of two Bayesian residuals in Section 2.2 that are useful in the binary data setting. The residuals and accompanying plots are demonstrated with a small simulated dataset in Section 3 and with two real datasets in Section 4. It is shown that the posterior distributions of these residuals can communicate information that is not evident in classical residual plots. In Section 5, the work is reviewed and other means of summarizing the residual distributions are discussed.
2 Bayesian residuals
Background
In the normal linear model setting, Chaloner and Brant (1988) proposed a simple approach for the detection of outliers. Let the regression model be given as Z i = x T i + i , where the i are a random sample from N(0; 2 ), and Z i 2 (?1; 1) is observed. Given Z i , consider the realized residual i ( ) = Z i ?x T i . A priori, this residual is distributed N(0; 2 ), and the posterior distribution of ( ) = ( 1 ( ); :::; N ( )) T follows from the posterior distribution of and 2 . From this posterior distribution, the ith observation can be considered to be outlying if the posterior distribution of i ( ) is located far from zero. Speci cally, one can regard the ith observation as outlying if the posterior probability Pr(j i j > K jZ) is large, where Z = (Z 1 ; :::; Z N ). Chaloner and Brant (1988) suggest choosing a value of K such that the prior probability of nding any outliers among the N observations is small, say .05. Alternatively, one can use a xed value of K (say 2) and compare the prior and posterior probabilities that each individual residual exceeds K in absolute value.
Binary response residuals
For the binary regression setting, consider comparing the observed binary observation y i with the probability p i = F(x T i ). As p i is unobserved, the classical approach is to compare y i with the ith tted probabilityp i . However, the di erence y i ?p i is di cult to interpret since the reference distribution is over the sampling distribution of y i ?p i which is not known due to the binary response variable. On the other hand, from a Bayesian perspective, the parametric residual r i = y i ? p i has a continuous-valued posterior distribution which can give information about outliers (Albert and Chib, 1993) .
Note that r i is a function of the regression vector . Therefore, the precision of the knowledge about , as re ected in its posterior distribution, will be re ected in the precision of the sizes of the residuals. Speci cally, if the posterior distribution of p i and the value of y i are in con ict, then the posterior distribution of r i will be concentrated towards extreme values. Since the support of the posterior distribution of r i is on the interval (y i ? 1; y i ), an observation y i = 0 will be outlying if the posterior of r i is concentrated towards the endpoint -1, and an observation y i = 1 is unusual if the posterior of r i is concentrated towards the value 1. Albert and Chib (1993a) and Dellaportas and Smith (1993) 
where the errors i are a random sample from a known symmetric cdf F. If the observation y i is generated according to the model
then it is straightforward to check that Pr(y i = 1) = F(x T i ). In the bioassay setting, Z i can represent an insect's tolerance to a pesticide and the insect survives (y i = 1) if the tolerance exceeds some constant value.
In this context, it is natural to let the residual corresponding to y i be de ned as
The properties of this latent data residual are best understood in the setting of the probit model. In that case, it follows from (1) that the residuals 1 ; :::; N are a priori a random sample from a N(0; 1) distribution which provides a convenient base with which to compare the posterior distribution. To understand how the observations y i change the distribution of these residuals, consider the posterior distribution of f i (Z i ; )g conditional on . From (2), the posterior density of i is given by ( i jy; ) = 8 < :
where () is the standard normal density and I(A) is the indicator function of the set A.
Note that this posterior is a truncated standard normal density, where the truncation point is at the ith value of the linear predictor x T i . The shape of this density depends on the sign of the linear predictor and the value of the response y i . Note that the posterior density of i will be signi cantly di erent from the prior density only when the observation is of respectively, where w i = (x T i )= (x T i ). These moments will be signi cantly di erent from the prior moments (E( i ) = 0 , V ar( i ) = 1) when w i is large or equivalently when the linear predictor x T i is smaller than some negative constant C. Also, when y i = 1, the probability that the residual is larger than a pre-speci ed value K > ?x T i is given by
These latent residuals are particularly interesting to study since they can be simulated and summarized as a by-product of the algorithm of Albert and Chib (1993a) . This Gibbs sampling algorithm relies on successive simulations from two conditional posterior distribution and is straightforward to implement. First, for a xed value of , the simulation of the components Z i is made from independent truncated normal distributions. If TN (a;b) ( ; 2 ) denotes the N( ; 2 ) distribution truncated to the interval (a; b), then Z i is simulated from TN (0;1) (x T i ; 1) if y i = 1 and from TN (?1;0) (x T i ; 1) if y i = 0. Second, for a given value of Z, the simulation of (assuming a vague prior) is from N((X T X) ?1 X T Z; (X T X) ?1 ):
The sample of draws f(Z (g) ; (g) )g generated by this simulation can be used to obtain the posterior distribution of the latent residuals i (Z i ; ). Then, for a particular observation, the posterior distribution of the residual can be summarized by sample quantiles of the simulated values f i (Z (g) i ; (g) )g and the outlying probabilities of interest can be estimated by the fraction of simulated residuals that exceed a pre-speci ed constant. Alternative simulation-based estimates of the residual distributions can be obtained by use of the knowledge of the conditional distribution of the residuals given . (These are called Rao-Blackwellized estimates in Gelfand and Smith (1990)). The marginal posterior density of the residual i can be expressed as the mixture
where ( i jy; ) is given in (3) and ( jy) is the marginal posterior density of the regression vector. It follows that a simulation estimate of the residual density is given by the sample mean of f ( i jy; (g) )g, where f (g) g is a simulated sample from the Gibbs sampling run.
Similarly, the distribution function of i is given by
where ( i jy; ) is the distribution function corresponding to the density (3). From a simulated sample from , one can compute a Rao-Blackwellized estimate of the distribution function of i and this is useful in calculating quantiles or computing tail probabilities.
The latent residuals can also be used for other link models in which one can not directly simulate the latent data. For example, consider the case of the logistic model where log(p i =(1 ? p i )) = x T i and a uniform prior is placed on . Introduce latent data fZ i g from a logistic distribution with locations fx T i g and scale parameter equal to one and the observation y i again is 1 or 0 if Z i is positive or negative, respectively. The latent residuals f i = Z i ? x T i g are a priori a random sample from a standard logistic distribution. The marginal posterior density of i , conditional on is given by (3), where the standard normal pdf and cdf are replaced by the pdf and cdf of the standard logistic distribution. Unlike the probit case, it is not possible to simulate the values of the latent residuals directly. However, one can obtain a simulated sample from the posterior distribution of using the MCMC algorithm of Dellaportas and Smith (1993) . This simulated sample can be used to obtain the marginal densities and marginal distribution functions of the latent residuals.
To illustrate, if y i = 1, the posterior density of i can be estimated by the sample mean Figure 1 . In each three-dimensional display, the residual density (r i jy) is plotted along its tted probability E(p i jy). Figure   2 plots the entire set of 20 residual distributions using parallel boxplots. As in Figure 1 , the distributions are plotted against the tted probabilities. The middle section of the boxplot corresponds to the quartiles and the extreme values correspond to the 5th and 95th percentiles of the distribution. The medians of the residual distributions for the y i = 1 observations are plotted using crosses and for the y i = 0 distributions using circles. Outlying observations correspond to residual densities that have locations away from zero. A particular residual distribution for y i = 0 that is a candidate for an outlier is labelled in Figure 1 . One way of gauging the relative sizes of these residuals is to compute the posterior probabilities that r i exceeds (in absolute value) some positive constant K. These outlying probabilities are displayed in Table 1 for the value K = .75. One can graphically see these outlying probabilities in Figure 2 . Parallel lines are drawn at residual values -.75 and .75. If the boxplot for a particular residual does not cross these lines, then the outlying probability is under .05. Residuals with large outlying probabilities correspond to boxplots that signi cantly cross these lines. From the table and the gure, we see that there are three \success" observations (numbers 4, 9 and 13) with relatively large outlying probabilities. The above posterior computations appear to be successful in identifying potential outliers. However, it can be di cult to interpret the sizes of the r i distributions due to the bounded support. In particular, it is di cult to compare two residual distributions with di erent spreads. A more serious concern is that it is unclear how one should assign the value of the cuto value K in the tail probability computation. The prior distribution of r i is not known due to the discrete nature of the response variable y. Thus it is di cult to understand what are reasonable sizes of the residuals before sampling. Next consider the behavior of the latent residuals for this data set. Figure 3 plots the posterior densities of the i for the failures (y i = 0) against the posterior means of the probabilities p i . Figure 4 summarizes the collection of i distributions using parallel boxplots.
Since the marginal prior distribution of each residual is standard normal, these residual distributions are easier to interpret. Successes (y i = 1) with tted probabilities close to one Index y i E(p i jy) Pr and failures (y i = 0) with tted probabilities close to zero have residual distributions which resemble standard normal curves. In these cases, the observations have little in uence on the distribution of the residuals. The posterior distribution of i is signi cantly di erent than the N(0; 1) prior distribution when the tted probability is in con ict with the observation. One outlier candidate is labelled in Figure 3 . From looking at Figures 3 and 4 , this con ict is evident both in the nonzero location, smaller standard deviation, and some skewness of the posterior residual distribution. One clear way of seeing this con ict is by the computation of the outlying probabilities Pr(j i j > Kjy). These probabilities are given in Table 1 for the value K = 2. As in Figure 2 There are some general observations that can be made about the distributions in this regression setting. First, when the tted probability is in strong agreement with the observation, the residual distribution is essentially a standard normal distribution with only one tail truncated { the e ect of this truncation is to lower the outlying probability to half its prior value. When the tted probability is .5, the linear predictor x T i is approximately 0 and the residual distribution is truncated at 0. The e ect of this particular truncation is to keep the outlying probability at its prior value. Lastly, when there is signi cant con ict between y i and the tted probability, there is severe truncation in the residual distribution, causing a large outlying probability. Thus this method will set apart particular observations whose tted probabilities are close to 0 or 1 and the binary response is in con ict.
Real data examples 4.1 Binary regression
Next the use of Bayesian residual distributions is illustrated in the context of real data. Consider the study of Brown (1980) in which each of 53 prostatic cancer patients had a laparotomy to see if the cancer had spread to the surrounding lymph nodes. The binary response measures the presence or absence of nodal involvement and one is interested in exploring the relationship between nodal involvement and ve other variables. The possible covariates include the age of the patient, the level of serum acid phosphates, the result of an x-ray examination, the size of the tumor determined by a rectal exam, and a summary of the pathological grade of the tumor. Earlier, a detailed analysis of this data set from a frequentist perspective has been presented by Collett (1991) .
Suppose one ts two models to this data. Model 1, which will be referred to as the poor tting model, includes two of the poorer predictor variables, age and grade with a deviance value of 65.26 on 50 degrees of freedom (df). In contrast, Model 2 is a relatively good tting model that includes main e ects for the four covariates, log(acid), x-ray, size and grade with a deviance of 47.52 on 48 df.. For Model 1, Figure 5 graphs the residual distributions for the i residual de nition. As in the simulated data example, the cuto value 2 is used to distinguish outliers. Table 2 : Observations, tted probabilities, outlying probabilities, deviance residuals, and change in deviance for four observations in cancer dataset
There are certain features of this plot that are noteworthy. First, the range of tted probabilities is relatively small, which is an indication of the poor predictive performance of the model. All of the observed successes and observed failures have similar tted probabilities. Second, there is little overlap of the boxplots with the outlier values of -2 and 2. The posterior probability that i exceeds 2 in absolute value is under .15 for all observations. Since these posterior probabilities are close to the prior probabilities of .05, the conclusion is that no observations are unusual in this poor tting model. Figure 6 presents residual distributions from Model 2. This model appears to t the data better since, for many observations, the tted probabilities are close to the response values of 0 and 1. When the tted probabilities are near the extreme values as in this example, it is more likely to observe large residuals. Indeed, by inspection of the boxplots, there are three observed successes and one observed failure with large residuals that signi cantly overlap the outlier bounds. The responses, tted probabilities, and outlying probabilities for these four observations are given in Table 2 . All four observations have tail probabilities which signi cantly exceed the prior outlying probability of .05. Table 2 also provides some classical outlier statistics for these four observations. The values of the deviance residual, de ned in Section 1 are given. If one plots the entire set of deviance residuals, these four values (2.02, 1.96, 1.87, -2.03) do not stand out. As mentioned in Section 1, it is di cult to interpret the sizes of these residuals, since the sampling distributions are unknown. Alternative classical methods will set apart these four observations. For example, one method is to compute the change in deviance if each observation in turn is deleted from the dataset. The changes in deviance given in Table 2 for these four observations are in the 4-5 range and these are very large compared to the remaining observations. Although classical methods can distinguish these four outliers in this example, this information is not provided by inspection of the set of deviance or Pearson residuals.
A longitudinal random e ects model
The residual de nitions developed in this paper can be generalized in a straightforward manner to longitudinal random e ects models with a binary response. In this section, the use of the latent data residuals is illustrated in the analysis of data from a cross-over trial (Kenward and Jones, 1987) . In this study, 86 patients were treated for the relief of pain in primary dysmennorrhea. Each patient receives each of three treatments during 3 periods and, at the end of each time period, the treatment is rated as either giving no relief or some relief. Let y it denote the response and p it the probability that subject i experiences some relief during period t. Then one probit model is given by Pr(y it = 1jb i ) = (x T it + b i ); t 3 ; i 86; (4) where is a regression vector which models possible e ects due to treatment, period, and crossover e ects, x T it is the corresponding covariate vector, and b i is the subject speci c tolerance to the drugs. The 86 random e ects fb i g are assumed to be a random sample from a normal distribution with mean 0 and unknown variance 2 . The model is completed by assigning vague prior distributions to the regression vector and the random e ects variance 2 .
To estimate the model in (4), latent data fZ it g is introduced, where Z it jb i N(x T it + b i ; 1) represents the patients' relief from the ailment measured on a continuous scale. (Then, y it = 1 if Z it > 0, and y it = 0 otherwise). In this setting, the latent data residual can be de ned as it (Z it ; ; 2 ) = Z it ?x T it . Conditional on 2 , these residuals have independent N(0; 1+ 2 ) prior distributions. It is possible to proceed as described earlier and for example, compute the outlying probability Pr j it j > K(1 + ) 1=2 jy ; Table 3 : Binary observations, tted probabilities, and outlying probabilities for some unusual cases in cross-over dataset.
to assess if a particular observation is large. Using a slight generalization of the MCMC algorithm described in Section 2.2, (5) is obtained using the simulated sample from the posterior distribution of all unobservables. Albert and Chib (1993b) , in their analysis of this data, nd that there are signi cant treatment e ects and that the period and carryover e ects were nonsigni cant. Speci cally, there was a signi cant increase in relief from level one of the treatment (placebo) to level two (low dose of the drug),and a modest increase in relief from level two (low dose) to level three (high dose) of the treatment. In addition, the sizes of the random e ects were signi cant. There exists variation in the responses due to treatment e ects and due to di erences between patients.
To check the t of this model, one can look at the set of Bayesian residuals f it g. Table  3 gives the probability that j it j > 2 for some unusual cases. Each line of the table gives the observed binary response for treatments 1, 2, 3, the posterior mean of the probability of response for all three treatments, and the corresponding outlying probabilities. A typical response for this data for the three treatments is (0, 1, 1) and observed responses that deviate from this typical response can show large outlying probabilities. As in the previous example, the prior probability that each residual is outlying is .05. The large tail probabilities given in this table indicate that there the responses are not adequately t by this random e ects model. One may next wish next to consider a more complicated model by adding new covariates or a higher dimensional random e ects structure.
Concluding remarks
This paper has discussed the use of two Bayesian residuals in the detection of outlying observations in binary response regression models. The posterior distributions fr i g, plotted against the predicted probabilities, appears to provide a simple graphical approach to detecting extreme observations. Similar graphical information can be gleaned from the posterior distribution of the latent residual i . In addition, in the probit case, due to the fact that the prior distribution of the latent residual is standard normal, it is simple to compare one's prior and posterior beliefs about outlying data, especially with respect to the occurrence of tail events.
Although a few di erent ways of summarizing the prior and posterior distributions of the residuals have been discussed, other schemes can be designed. For example, we could classify outliers according to, say, the Kullback divergence (Kullback, 1959) between the prior and posterior residual distribution for a particular observation. Finally, the approach described here can be easily extended to investigate if particular subsets of observations are inconsistent with the regression model. This could be done by computing the posterior probability of the intersection of the events j i j > K for a set of subscripts i. These probabilities could be helpful in the detection of outliers that are masked by other observations.
