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Abstract This essay expounds on Raphael Cohen-Almagor’s recent book,
Confronting the Internet’s Dark Side, Moral and Social Responsibility on the Free
Highway, and advocates placing narrow limitations on hate speech posted to social
media websites. The Internet is a limitless platform for information and data sharing. It
is, in addition, however, a low-cost, high-speed dissemination mechanism that facilitates the spreading of hate speech including violent and virtual threats. Indictment and
prosecution for social media posts that transgress from opinion to inciteful hate speech
are appropriate in limited circumstances. This article uses various real-world examples
to explore when limitations on Internet-based hate speech are appropriate. In October
2015, twenty thousand Israelis joined a civil lawsuit filed against Facebook in the
Supreme Court for the State of New York. Led by the civil rights organization, Shurat
HaDin, the suit alleges Facebook allows Palestinian extremists to openly recruit and
train terrorists to plan violent attacks calling for the murder of Israeli Jews through their
Facebook pages. The suit raises important questions, amongst them: When should the
government initiate similar suits to impose criminal sanctions for targeted hate speech
posted to Facebook? What constitute effective restrictions on social media that also
balance society’s need for robust dialogue and free communication, subject to limitations reflecting a need for order and respect among people? Our essay progresses in
four stages. First, we examine philosophical origins of free speech and the historical
foundations of free speech in the United States. Second, we provide an overview of
American free speech jurisprudence. Third, we address particular jurisprudence that
provides a framework for imposing limitations on free speech in the context of social
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media. American history and jurisprudence embrace free speech as a grounding
principle of democracy, yet simultaneously subject speech to limitations. Finally,
through a comparative exploration of real-world examples, we address the narrow
instance when limitations on inciteful and targeted hate speech are appropriate.
Keywords First Amendment . Free speech . Hate speech . Social media . Violence .
Virtual . Threats . Facebook . Twitter
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This essay builds off of Professor Cohen-Almagor’s path breaking book Confronting the
Internet’s Dark Side, Moral and Social Responsibility on the Free Highway, which is a
robust and compelling articulation of the current architecture addressing today’s Internet
landscape.1 The essay seeks to compliment Professor Cohen-Almagor’s thesis within the
framework of a narrow legal analysis. We share his concerns regarding the harmful uses of
the Internet and seek to highlight specific incidents of abuse of social media.
We are aware of the lack of resolution in the ongoing free speech discussion,
particularly as it relates to social media. This is quickly becoming a critical focal point
given the range, power and impact of the Internet. As we discuss in the pages ahead,
social media is how and where contentious public issues are played out. Sometimes, the
tone is ugly; numerous examples abound of posts that are racist, hurtful, and deeply
insulting. Civil discourse is rare; anonymity enables hatred and calls for violence and
harm to others, whether individuals or groups.
The essence of democracy is guaranteeing—and protecting—civil and political
rights. Foremost among these rights is freedom of speech. Liberal, democratic governments recognize the right to free speech.2
Free speech is essential for vibrant, robust and rigorous debate, disagreement and
contention. It reflects a healthy society, facilitating differences of opinion while respecting tolerance of diversity and creativity. Speech can make us uncomfortable,
challenge us, and push us out of our comfort zones.
The right to free speech is not unlimited. The right is not sacrosanct. Democracies
recognize certain limits may—if not, must—be placed on these rights. U.S. law and
jurisprudence recognize a difference between protected speech and unprotected speech,
as discussed herein.
The relationship between extremism, tolerance, and free speech is complex.
Extremism in speech is not a new phenomenon; any effort to limit its scope and
impact must be done with sensitivity and respect for otherwise guaranteed rights.
However, extremist hate speech confronting—if not challenging—contemporary
society is exacerbated both by the tone of the current political climate and the
power, speed, and reach of the Internet.

1

See generally Raphael Cohen-Almagor, Introduction: Confronting the Internet’s Dark Side, Moral and
Social Responsibility on the Free Highway (2015) [hereinafter Confronting the Internet’s Dark Side].
2
The First Amendment of the U.S. Constitution guarantees the right to free speech. International conventions
such as the International Covenant on Civil and Political Rights (ICCPR) similarly recognize it.
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Social networks facilitated by Facebook, Twitter, Google, and YouTube dramatically
impact how the message of extremism is conveyed. One of the great challenges
confronting democratic decision makers is responding to the Internet’s facilitation of
extremism while respecting individual and civil rights.
In other words, the challenge is to determine what degree of extremist Internet
speech can be tolerated—in the context of freedom of speech—before determining that
extremist speech poses a clear and present danger. Balancing is fraught with danger; the
consequences of unjustified limitations of free speech are antithetical to a democracy.
On the other hand, speech has the potential of harming. The adage Bwords kill^ is
neither amorphous nor abstract.
The importance of Cohen-Almagor’s book is forcing us to confront both the positive
and negative aspects of social media. The title of the book—Confronting the Internet’s
Dark Side, Moral and Social Responsibility on the Free Highway—captures the crux of
the dilemma. In its purest form, the Internet is positive; its Bdark side^ poses dangers to
society and individuals. When it should be limited—thereby denying individuals the
right to free speech—is the question we seek to answer in this essay.
To do so, we turn our attention to a broad discussion regarding free speech.

R

2 Philosophical Origins of Free Speech

PP

In analyzing the harm in hate speech, Professor Jeremy Waldron makes the following
cogent observation:

A

Hate speech undermines this public good, or it makes the task of sustaining it
much more difficult than it would otherwise be. It does this not only by
intimating discrimination and violence, but by reawakening living nightmares
of what this society was like—or what other societies have been like—in the
past.3
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In advocating for restrictions on hate speech Waldron writes:
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I want to develop an affirmative characterization of hate speech laws that shows
them in a favorable light—a characterization that makes good and interesting
sense of the evils that might be averted by such laws and the values and principles
that might plausibly motivate them.4

Waldron highlights the inherent difficulties regarding limiting speech. However,
given the power and impact of speech, this discussion is essential. The adage Bwords
kill^ is not an ephemeral concept devoid of content and history. Quite the opposite;
examples of the harm caused by words are bountiful and tragic.
The harm is not only to specific individuals targeted by extremists or individuals
who belong to particular ethnic and religious communities. Harm is also caused to
larger society which tolerates hate speech in the name of free speech. To argue that free
3
4

Jeremy Waldron, The Harm in Hate Speech 4 (Harvard Univ. Press 2012).
Id. at 15.
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speech is a holy grail not subject to limits, principles of accountability, and restrictions
imposed by legislators and courts endangers individuals and society alike.
To suggest otherwise is to create, intentionally or unintentionally, a society Bat risk^
with respect to incitement. There is, needless to say, great danger in staking out this
position for it raises the specter of government regulation of free speech subject to the
vagaries of legislators, courts, and law enforcement. Cohen-Almagor argues for balance
between free speech and social responsibility and provides examples to substantiate the
connection between hate speech and hate crimes.
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3 Free Speech in the United States
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Congress shall make no law respecting an establishment of religion, or
prohibiting the free exercise thereof; or abridging the freedom of speech, or of
the press; or the right of the people peaceably to assemble, and to petition the
Government for a redress of grievances.
–The First Amendment to the U.S. Constitution
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The First Amendment protects the freedom of speech, press, religion, assembly, and
petition; it is the great protector of individual rights clearly articulating limits of
government power. Despite uniform support for the amorphous term Bfree speech,^
Americans vigorously dispute both what it actually means and what it is intended to
protect.5 For example, 73 % of Americans say the First Amendment adequately protects
free speech, 6 yet 31 % say musicians should not be allowed to perform songs with
lyrics that others might find offensive, while 35 % would support an amendment
banning such lyrics.7
The framework of First Amendment jurisprudence outlined below provides a legal
methodology with which to analyze Internet speech, and adequately frame the ongoing
discussion of Internet free speech presented in Cohen-Almagor’s book.

FO

3.1 Incitement—Clear and Present Danger Today

Brandenburg v. Ohio, 395 U.S. 444 (1969) is the seminal speech protection case in
American jurisprudence. The U.S. Supreme Court reversed the conviction of a Ku Klux
Klan (KKK) leader who advocated violence, holding the government cannot, under the
First Amendment, punish the abstract advocacy of violence.8 Under Brandenburg, the
government can only limit speech if: (1) the speech promotes imminent harm; (2) there
is a high likelihood that the speech will result in listeners participating in illegal action;
and (3) the speaker intended to cause such illegality.9
5

First Amendment Center, State of the First Amendment 2009 (2009) available at http://s111617.gridserver.
com/madison/wp-content/uploads/2011/03/SOFA2009.analysis.tables.pdf.
Id. at 2.
7
Id. at 6.
8
Id. at 448.
9
See id. at 447–48.
6

Philosophia

FO

R

A

PP

R

O

VA

L

In 1964, Clarence Brandenburg, a KKK leader, was charged and convicted for advocating violence under Ohio Criminal Syndicalism statute criminalizing Badvocat[ing] . . . the
duty, necessity, or propriety of crime, sabotage, violence, or unlawful methods of terrorism
as a means of accomplishing industrial or political reform^ and Bvoluntarily assembl[ing]
with any society, group or assemblage of persons formed to teach or advocate the doctrines
of criminal syndicalism[,]^ based on his communication with a reporter and participation in
a KKK rally. In particular, Brandenburg stated at one point BPersonally, I believe the nigger
should be returned to Africa, the Jew returned to Israel.^10 In an additional speech amongst
several Klan members who were carrying firearms, Brandenburg claimed, BWe’re not a
revengent organization, but if our President, our Congress, our Supreme Court, continues to
suppress the white, Caucasian race, it's possible that there might have to be some
revengeance taken.^11
Brandenburg appealed his conviction to the Supreme Court, claiming the statute
violated his First Amendment rights; the Court, in its most speech protective holding,
sided with Brandenburg, holding the statute violated his First Amendment rights.
However, the question is whether this holding sufficiently protects society; does Brandenburg grant the speaker too much flexibility thereby posing danger to individuals in
particular and society at large. That question, widely asked, although not addressed by
the courts specific to Internet speech, has no wrong or right answer. The answer depends
on a wide range of circumstances including the subject’s political, economic, cultural,
social and religious background. It also depends on current events, as the answer cannot
be separated from particular developments affecting individuals and society alike. For
that reason, discussion regarding limits of Internet speech must be conducted dispassionately, divorced from the social media frenzy that inevitably ensues from particular
events. In short, the narrow framework the Supreme Court applied in Brandenburg must
similarly serve as the foundation to determine if speech may be limited on social media.
While the Supreme Court articulated a three-part test in Brandenburg, the instant
question challenges its efficacy in protecting individuals and society in the changing
landscape of Internet speech. The intent is to not only protect the speaker’s rights, but also
to ensure that potential targets are sufficiently protected. How do we satisfactorily
determine speech threatens a specific, particular target thereby avoiding casting too broad
a limitation and unjustifiably limiting speech that does not meet the Brandenburg test?
3.2 Fighting Words
Fighting words, like incitement, are not protected by the First Amendment and can be
punished. The difference between incitement and fighting words is subtle, focusing on
the intent of the speaker. Inciting speech is characterized by the speaker’s intent to make
someone else the instrument of the unlawful speech whereas fighting words are
intended to cause the listener to react to the speaker.
The Supreme Court first developed the fighting words doctrine in Chaplinsky v.
State of New Hampshire, 315 U.S. 568 (1942). Chaplinsky was arrested for disturbing
the peace after uttering to the local marshal: BYou are a God damned racketeer^ and Ba
damned Fascist and the whole government of Rochester are Fascists or agents of
10
11

Brandenburg, supra note 54.
Id. at 446.
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Fascists.^ 12 The Supreme Court upheld the conviction in a unanimous opinion,
holding:
There are certain well-defined and narrowly limited classes of speech, the prevention and punishment of which has never been thought to raise any Constitutional
problem. These include . . .Bfighting^ words—those, which by their very utterance
inflict injury or tend to incite an immediate breach of the peace.13
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Since Chaplinsky, the Court has continued to uphold the doctrine but also steadily
narrowed the grounds on which the fighting words test applies. In Street v. New York,
394 U.S. 576 (1969) the Court overturned a statute prohibiting flag burning, holding that
mere offensiveness does not qualify as Bfighting words^. 14 Consistent with Street, in
Cohen v. California, 403 U.S. 15 (1971), the Court held that Cohen’s jacket with the
words Bfuck the draft^ did not constitute fighting words because the words on the jacket
were not a Bdirect personal insult^ and no one had reacted violently to the jacket.15
This ruling established that fighting words should be confined to direct personal
insults. In R.A.V. v. City of St. Paul, 505 U.S. 377 (1992), the Supreme Court overturned
a city ordinance that made it a crime to burn a cross on public or private property with
the intent to arouse anger, alarm, or resentment in other based on race, color, creed,
religious beliefs, or gender.16 According to the Court:

A
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The ordinance, even as narrowly construed by the State Supreme Court, is facially
unconstitutional, because it imposes special prohibitions on those speakers who
express views on the disfavored subjects of ‘race, color, creed, religion or gender . .
.’ Moreover, in its practical operation, the ordinance goes beyond mere content, to
actual viewpoint, discrimination . . . St. Paul’s desire to communicate to minority
groups that it does not condone the ‘group hatred’ of bias-motivated speech does
not justify selectively silencing speech on the basis of its content . . .
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In addition, the ordinance’s content discrimination was not justified on the ground
that the ordinance was narrowly tailored to serve a compelling state interest in ensuring
the basic human rights of groups historically discriminated against, since an ordinance
not limited to the favored topics would have precisely the same beneficial effect.17
3.3 True Threats

Similar to Bincitement^ and Bfighting words,^ a Btrue threat^ is another area of speech that
is not protected by the First Amendment. A true threat exists where a speaker directs a
threat to a person or group of persons with the intent of placing the victim in fear of bodily

12

Id. at 569. Chaplinsky, 315 U.S. at 569.
Id. at 571–72.
Street v. New York, 394 U.S. 576 (1969).
15
Cohen v. California, 403 U.S. 15 (1971).
16
R.A.V. v. City of St. Paul, 505 U.S. 377, 379 (1992).
17
Id. at 393–96.
13
14
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harm or death. Yet the line between protected expression and an unprotected true threat is
often uncertain frequently turning on the determination of intent.
In Watts v. United States, 394 U.S. 705 (1969), Watts, a young African-American man,
was arrested for saying the following during an anti-war protest in Washington D.C., BIf
they ever make me carry a rifle the first man I want to get in my sights is L.B.J. They are
not going to make me kill my black brothers.^ 18 In overturning his conviction, the
Supreme Court ruled that Watts’ statement was political hyperbole rather than a true
threat. BWe agree with [Watts] that his only offense here was ‘a kind of very crude
offensive method of stating a political opposition to the President’ . . .^19
In Virginia v. Black, 538 U.S. 343 (2003), the Supreme Court decided a case similar
to R.A.V., but under the true threats doctrine.20 The Court held that cross burning could
constitute a true threat and thereby be proscribed by law, if it is done with the intent to
intimidate or place the victim in fear of bodily harm or death. It may not, however, be
used as prima facie evidence of intent to intimidate, because cross burning may serve
other intentions, such as a show of solidarity.

O

3.4 Hate Speech
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Hate speech is a hotly contested area of First Amendment debate. Unlike fighting
words, or true threats, hate speech is a broad category of speech that encompasses both
protected and unprotected speech. To the extent that hate speech constitutes a true threat
or fighting words, it is unprotected; to the extent it does not reach the level of a true
threat or fighting words it is protected. Professor Cohen-Almagor’s book discusses hate
speech at length. This essay accepts his definition21 and provides a legal analysis that
builds further on his pointed discussion.
During the 1980s and early 1990s more than 350 public colleges and universities
sought to combat discrimination and harassment on campuses through the use of socalled speech codes. 22 Proponents of the codes contend existing First Amendment
jurisprudence must be changed because the marketplace of ideas does not adequately
protect minorities. They charge hate speech subjugates minority voices and prevents
them from exercising their First Amendment rights.
Similarly, proponents posit hate speech is akin to fighting words, a category of
expression that should not receive First Amendment protection. The Court held in
Chaplinsky that fighting words Bare no essential part of any exposition of ideas, and are
of such slight social value as a step to the truth that any benefit that may be derived
from them is clearly outweighed by the social interest in order and morality.^23
However, university policies that suppress student speech have not fared well when
challenged in court. Though no case has been brought before the Supreme Court on this

18

Watts v. United States, 394 U.S. 705, 705 (1969).
Id. at 708.
20
Virginia v. Black, 538 U.S. 343, 359 (2003).
21
Cohen-Almagor defines hate speech as Ba bias-motivated, hostile, malicious speech aimed at a person or
group of people because of some of their actual or perceived innate characteristics. It expresses discriminatory,
intimidating, disapproving, antagonistic, or prejudicial attitudes towards the disliked target group.^
Confronting the Internet’s Dark Side at 148.
22
David L. Hudson Jr., Hate Speech and Campus Speech Codes, FIRST AMEND. CENTER (Sep. 13, 2002),
http://www.firstamendmentcenter.org/hate-speech-campus-speech-codes.
23
Chaplinsky, 315 U.S. at 572.
19
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question, lower courts have struck down these policies as either overbroad or vague.
The District Court for the Eastern District of Wisconsin addressed the University of
Wisconsin university code and held the codes’ lack of constitutional muster:

L

This commitment to free expression must be unwavering, because there exist
many situations where, in the short run, it appears advantageous to limit speech to
solve pressing social problems, such as discriminatory harassment. If a balancing
approach is applied, these pressing and tangible short run concerns are likely to
outweigh the more amorphous and long run benefits of free speech. However, the
suppression of speech, even where the speech’s content appears to have little
value and great costs, amounts to governmental thought control.24
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4 Limiting Internet Speech
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The free speech analysis requires a determination whether the proposed restriction is
content-based or content-neutral. The former refers to restrictions that apply to particular viewpoints, thereby suggesting the proposed restriction carries a heavy presumption that it violates the First Amendment.25
When addressing viewpoint based restrictions, the Supreme Court applies the most
stringent standard of judicial review, known as strict scrutiny in evaluating its lawfulness. To survive strict scrutiny, the restriction must be necessary to achieve a compelling government purpose. 26 That means that it cannot be, among other things, overinclusive, under-inclusive, or vague. This standard effectively places a heavy burden on
the government to defend the restriction.
However, if the restriction is content-neutral, whereby the concern is not with the
speech itself but rather pertains to the details surrounding the speech, then the government is allowed to set certain parameters involving time, place, and manner.27 Contentneutral restrictions on speech are reviewed under intermediate scrutiny rather than strict
scrutiny because the speech is restricted solely in the manner in which the information
is communicated rather than content itself.
In United States v. O’Brien, 391 U.S. 367 (1968), the Supreme Court established a
four-part test to determine whether a content-neutral restriction on speech is constitutional: (1) Is the restriction within the constitutional power of government, (2) Does the
restriction further an important or substantial governmental interest, (3) Is the governmental interest unrelated to the suppression of free expression, (4) Is the restriction
narrowly tailored, meaning no greater than necessary.28
Subsequently, a fifth factor was added in City of Ladue v. Gilleo, 512 U.S. 43 (1994),
inquiring whether the restriction leaves open ample opportunities of communication. Finally,
there is an exception to the content-based rule that requires an analysis of the value of the
speech in question. Certain forms of speech, such as political speech, are thought to be at the

24

UWM Post v. Board of Regents of U. of Wis., 774 F.Supp. 1163, 1174 (1991).
Burson v. Freeman, 504 U.S. 191 (1992).
26
Adarand Constructors, Inc. v. Pena, 515 U.S. 200 (1995).
27
Watchtower Bible & Tract Soc’y of N.Y., Inc. v. Vill. of Stratton, 536 U.S. 150, 175 (2002).
28
United States v. O’Brien, 391 U.S. 367, 382 (1968).
25
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very core of the First Amendment’s protection, and therefore, merit the greatest protection
under the law. 29 Similar to Brandenburg, the O’Brien framework establishes a legal
compliment to Professor Cohen-Almagor’s thesis and serves to tailor his definition of how
discriminatory, intimidating, disapproving, antagonistic, or prejudicial attitudes expressed
towards a disliked target group should be limited within the context of social media.
Cohen-Almagor’s book Baddresses the ethical problems rooted in technology in
response to potential risks on the Internet . . . Th[e] book focuses on articulating
possible solutions to specific problems and on providing a framework within which
those problems can be identified and resolved by accentuating the concepts of moral
and social responsibility.^30 The ethical problems, as Cohen-Almagor correctly notes,
are of the utmost importance; and addressing them is essential to establishing limits on
Internet free speech. There are no Bsafe spaces^ on the Internet. To engage on the
Internet is to join a fray, often times contentious, and sometimes violent in its language.
While the First Amendment protects vile and odious speech, balancing free speech
interests of the speaker with the content of the chosen platform, safety, and privacy
concerns continue to present an ongoing struggle in the Internet age. That struggle is
important to understanding Cohen-Almagor’s book.
The concept of Bmoral and social responsibility^ is powerful and compelling; the
proposition is one of the book’s great strengths. It serves as a philosophical platform for
our legal proposition that imposing limits on free speech on the Internet and aligns with
case law discussed above. Cohen-Almagor’s advocacy for Bresponsibility^ and our
advocacy for legal standards, represent a confluence of distinct disciplines converging
to address a specific danger posing clear harm. The harm is hate speech on the Internet;
speech that is distinct from offensive speech. The former, at a specific threshold, must
be limited; the latter, regardless of the discomfort it may cause, must be tolerated. The
question, based on case law, is how to resolve the limit-tolerate dilemma. That is, the
discussion must go beyond Bmoral and social responsibility^ and articulate legal
contours.
To that end, we propose the following standard for determining whether speech
morphs into social media hate speech that can be limited: Social media speech
cannot be limited through imposition of a bright line rule nor exacting formula.
Postings must be assessed on a sliding scale taking into account multiple factors
including magnitude, frequency, intent of the platform, and content of the post and
platform. 31 Our proposal is based on a proposed Internet-based re-articulation of
the Brandenburg test. This recommendation minimizes government excess as it
reflects sensitivity to the distinct nature of social media speech while simultaneously recognizing the harm posed by hate speech on the Internet. We recognize that
Internet speech is different from traditional speech; that point is thoroughly documented and analyzed by Cohen-Almagor.
That difference is particularly important because the future of social media remains
unknown, and it would be erroneous to establish a bright line rule articulating when
Internet speech should be limited. One of the dangers of an approach that does not
29

See generally Buckley v. Valeo, 424 U.S. 1 (1976).
Confronting the Internet’s Dark Side at 148.
31
Contributed by Jonathan Vick, Assistant Director, Cyberhate Response, Anti-Defamation League. Mr.
Vick’s substantive contribution of pivotal factors to assess when limiting speech are described herein.
30
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tolerate flexibility is enforcement. It is counterproductive to dictate prosecution in
accordance with a rule devoid of nuance and flexibility. It is, however, productive to
recognize that the Internet’s inherent fluidity and unique nature lends itself to a case-bycase approach to determine when limits need be imposed.
Attempting to articulate a bright line rule—given the nature of Internet speech as
analyzed by Cohen-Almagor—invites government excess when not warranted. Legal
enforcement of appropriate moral and social responsibility standards would serve to impose
legal consequences on those whose speech morphs into punishable hate speech. Our
proposal builds off the moral and social responsibility argument propounded by CohenAlmagor; and seeks to establish legal contours when responsibility standards fall short.
Those who lived in Israel prior to the assassination of Prime Minister Yitzhak Rabin well
recall the incessant, consistent, and loud incitement articulated by rabbis and others. The
unceasing nature of the hate speech directed at Rabin directly contributed to Yigal Amir’s
decision to assassinate Rabin. That is relevant for our purposes for it highlights, tragically,
the consequences of unlimited, unrestrained, and unremitted speech. Reoccurring threats
are different from single occurrence threats that may not have the same inciting impact. It is
for that reason that our proposal is particularly focused on repetitive speech that suggests a
pattern that is more likely to pose harm. Such a limiting paradigm is more aligned with how
we recommend applying Brandenburg to social media. While a one-time viable threat may
also be limited; however, the threats that pose the greatest danger are those articulated
consistently over time. With consistency, the magnitude of the threat becomes more
realistic, directly corresponding to increased frequency. Accordingly, patterns of hate
speech stated on a regular basis warrant special attention and are one factor that must be
assessed when determining if speech should be limited.
The context or venue in which Internet speech takes place is perhaps the most pivotal
factor to assess if speech need be limited. Certain websites intentionally make their
forum platform a safe haven for discriminatory hate speech.32 These forums serve as a
closed community in which like-minded individuals share hate speech posts that support
their cause. A webpage dedicated to sharing views in an online forum has less farreaching implication than posting similar hate speech on immediately disseminated
social media pages like Twitter and Facebook. The later social media platforms disseminate information almost instantaneously to a vast audience and inevitably have the
impact to marginalize those targeted by the speech. Accordingly, the context of the
chosen platform is directly linked to the far-reaching intent and magnitude of the speech.
Speech must be handled with sensitivity, intelligence, and honesty. Thus, in conjunction with Brandenburg, it is appropriate to apply J.S. Mill’s principle: when it is
reasonable and feasible to assume that an act (of speech in that case) will cause harm to
others, we should prevent it.33 If it is unclear whether speech will result in harm, that
speech must be protected; otherwise over-reach is the inevitable and problematic result.
These joint principles reinforce a case-by-case approach to determine appropriate
limitations to Internet speech.

32

See e.g., Stormfront.org, a neo-Nazi forum that predates the Internet, and is run by a former Klu Klux Klan
Grand Dragon, David Duke. The White Supremcisit group makes its online home at the stormfront.org
website.
33
Anonymous. Private e-mail exchange conditioned on guarantee of anonymity, records in authors’ papers.
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Cohen-Almagor highlights attributes of the Internet that make it convenient for instantaneous wide-spread dissemination of hate speech, and similarly presents a significant
social problem in democratic societies where social media exists.
Chapter Eight of Cohen-Almagor’s book addresses State Responsibility and
sheds important light on a powerful question regarding both state responsibility
and the responsibility of international actors. Cohen-Almagor’s proposition
Bupholds cross-boundary freedom of information around the globe,^ and Bthe
right of states to assert their jurisdiction^ on the Internet. 34 This transnational
impact of social media is particularly pertinent when exploring the extent to which
government should be allowed to limit Internet speech. Cohen-Almagor asserts
international actors should take responsibility through a proactive stance in countering antisocial and violent content posted with their borders, and further, abide
by the laws of the countries in which they operate.35 The essence of the problem is
the legal difficulty democratic societies experience in addressing the problem of
hate speech on the Internet. The argument of responsibility and the call for a sense
of responsibility is compelling. It must, nevertheless, be buttressed by limits
established by law that include enforcement mechanisms and punishment. Such
limitations are necessary to combat hate speech posing danger to individuals and
society alike.
Some democratic countries have legislated in the area of state responsibility,
but the effectiveness of such legislation is potentially limited by national
boundaries, absent the cooperation of other countries.36 In the U.S., to respond
to the threat requires legislation that incorporates responsibility articulated by
Cohen-Almagor.
Facebook’s claim to be a content-free platform of communication is likely legally
defensible, even though practically illogical. 37 The narrow instance in which the
government’s ability to limit violent hate speech occurs when there is a targeted and
specific threat to an individual person or group.
Although, speech cannot be limited with a bright line rule, a substantial number
of factors contribute to when speech could be limited. As illustrated below, four
factors expound the principle articulated above—when it is reasonable and feasible to assume that an act of Internet speech will cause harm to others, we should
prevent it. Targeted hate speech that carries with it immediate harm (capability to
carry out the violence), individualized harm (capability to assault the target), and
capability to carry out the threat (actualized means of committing the violence),
must be limited.
The public has been confronted with a number of significant free speech issues in
the past few years; this essay examines four real world examples. In analyzing these
examples, the point of inquiry is whether the test articulated by the Supreme Court in
34
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Brandenburg when applied to Internet speech sufficiently protects the speaker, the
audience, the larger public and the intended target of the speech. Only one example
below highlights the narrow instance where limitation of Internet speech would be
appropriate.
5.1 Ted Nugent’s Anti-Semitic National Rifle Association Posting
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Ted Nugent’s February 8, 2016 Facebook post features Israeli flags on a collage of the
faces of prominent Jewish Americans with the text, BSo who is really behind gun
control?^ Mr. Nugent’s controversial and anti-Semitic messages drew national news
coverage and criticism of Mr. Nugent, an outspoken advocate of gun-rights and the
Second Amendment. The anti-Semitic graphic received praise by some groups, condemnation by others, and started an active online debate.
The Anti-Defamation League (ADL), founded in 1913 Bto stop the defamation
of the Jewish people and to secure justice and fair treatment to all,^ called for
removal of Nugent’s post.38 ADL is a premier civil rights agency that fights antiSemitism and all forms of bigotry, defends democratic ideals and protects civil
rights for all. 39 While it is legitimate for the ADL and other private actors
generally, 40 to call for removal of controversial viewpoints and build popular
pressure to cause the NRA to distance itself publicly from Nugent’s views, the
same cannot be said for a government body mandating limitation of the speech.
This is not an instance in which the government could limit Internet speech. As
vile, anti-Semitic, or odious Mr. Nugent’s posting may be, it need not be removed
from social media.
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5.2 Inflammatory Sam Houston State University Student Tweet
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Consider the following September 2015 Twitter posting (Btweet^) by Sam Houston
State University (BSHSU^) student Monica Foy. Her post was connected to the death of
Harris County, Texas Sheriff’s Deputy Darren Goforth, who was killed August 28,
2015 while pumping gas into his police car.
Ms. Foy tweeted, BI can’t believe so many people care about a dead cop and NO
ONE has thought to ask what he did to deserve it. He had creepy perv eyes . . .^41
Multiple news sources picked up the tweet and the ensuing backlash caused the
tweet to go viral, despite Ms. Foy deleting it. Ms. Foy received threats, later issued
an apology, and was also arrested on an outstanding warrant for a previous assault
charge.

38

About the Anti-Defamation League, ADL, http://www.adl.org/about-adl/.
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40
Oberlin College in Ohio was recently at the center of a social media controversy regarding Facebook
postings made by one of its Professors, Joy Karega. Karega posted a number of anti-Semitic statements on her
Facebook page. Oberlin College is a private actor and the issue is not a question in which the government may
intervene.
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SHSU responded shortly after Ms. Foy’s initial tweet, issuing the following statement: BSHSU has a strong Student Code of Conduct. The student’s remarks will be
evaluated to determine if the code was violated following standardized due process.
The university has an ongoing commitment to taking actions that strength dialog and
understanding between our students and the law enforcement community.^ 42 This
response provoked additional controversy; SHSU was criticized for both contemplating
limiting Ms. Foy’s First Amendment rights and for not taking more aggressive action to
limit the distasteful speech. The criticism highlighted the complexity of the free speech
discussion—while some would argue Ms. Foy’s post typified the Bdark side^ CohenAlmagor notes, others would suggest the post articulated a legitimate position in the
context of an important public discussion regarding the relationship between law
enforcement and the public. That discussion, as uncomfortable and controversial as it
may be, is Bfront and center^ in America and to that end, posts—even if Bedgy^—need
not be limited.
SHSU President Dana Hoyt issued a statement after Bmuch time^ examining the
Bcareless remarks^ of Ms. Foy; President Hoyt clarified Ms. Foy would not be
punished for her remarks. 43 Hoyt stated, BA personal comment made on a private
social media account, as offensive as it was, remains protected by the First Amendment.
Offensive speech is still protected speech.^ 44 Hoyt went on to state, BMs. Foy has
issued an apology and will have to live with the consequences of her actions . . . Our
response maintains both our academic integrity and upholds the Constitution of the
United States of America. Sometimes the right choice is not always the most popular
decision.^ 45 In this instance, SHSU correctly determined Ms. Foy’s speech can be
considered offensive by some, but is ultimately harmless, and therefore should not be
limited.
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5.3 Palestinian Terrorist Facebook Posts Encouraging Vehicle Run Over Attacks
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In late 2015, numerous Palestinian terrorist groups posted messages on social media
encouraging Palestinians to commit car-ramming attacks intended to run over Jews. For
example, on November 12, 2015, one Facebook post read, BToday Wednesday is the
day of Run over against Zionists. Get ready for a case of Run over. I pray it will be a
case of Run over that will terminate a large number of Zionists.^ Another posting
included an image and text that read, BIt is true gas is expensive but Jews are cheaper, #
Run over oh you great [person].^ The photo shows Israeli victims of a run-over terror
attack dead in the streets of Israel with an Arabic text photo-shopped on the picture
reading BAccelerate.^
There are colorable arguments on both sides of the issue of whether these postings
should be restricted. In the context of Professor Cohen-Almagor’s argument regarding
Bsocial and moral responsibility^ the authors determined that the posting violated
standards of responsibility, however, it would be inappropriate to limit the free speech
of the poster in accordance with Brandenburg. Unlike the posting with specific
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instructions on how to stab a Jew to death discussed below, this posting is more general
and therefore less clear in its Bhow to^ instructions. While there is little doubt as to the
intent of the posting and the fact that Palestinians did indeed commit Bcar ramming^
terrorist attacks, limiting the post would be an overreaching attempt to limit free speech.
The recommendation not to do so reflects a legal argument positing that the speakers do
not pose a threat both to specific individuals and larger society. The irresponsibility, and
lack of moral and social responsibility of the posters does not justify imposition of legal
restrictions.
The counter-argument to our conclusion is that the speaker can inflict immediate
harm by operating a motor vehicle (capability to carry out the violence), the harm is
individualized (capability to assault the target walking down the street), and the
capability to carry out the threat is readily accessible (actualized means of committing
the violence with their car is realistic). Nevertheless, this generalized posting is not an
instance that warrants limitation.
5.4 Palestinian Terrorist Facebook Stabbing Attack Posts

FO

R

A

PP

R

O

As briefly noted in the introduction, in October and November 2015, Palestinian
terrorists issued a widespread call for stabbing attacks against Jewish citizens
living in Israel. Consequently, in October 2015, twenty thousand Israelis joined
a civil lawsuit filed in the Supreme Court for the State of New York by Shurat
HaDin, an Israeli civil rights organization, against Facebook. The suit alleged
Facebook allowed Palestinian extremists to openly recruit and train terrorists to
conduct violent attacks against Israeli Jews.
An Israeli Ministry of Foreign Affairs official slammed Facebook and
YouTube for rejecting repeated requests to automatically intercept content that
could lead to assaults against Jews. 46 The official stressed the problematic
nature both of recruitment on Facebook of many young people by radical
Islamist groups and of Blone-wolf^ Palestinian terrorists incited to kill Jews in
Israel. Additional Facebook postings with graphic images were posted in the
following months. One image included text that read, BIf we won’t pull the
trigger then we will put our foot to the gas and stab with the knife.^ Subsequently, a Facebook image and accompanying video purported to teach wouldbe Palestinian attackers Bhow to stab^ Jews. 47 Detailed and violent photos
posted to social media include step-by-step instructions for maximizing bodily
damage against Jews.
This is a narrow instance where speech should be limited. The speech is
targeted hate speech that carries with it each of the aforementioned criteria for
limiting speech: immediate harm (capability to carry out the violence on
identifiable target with growing momentum of attacks), individualized harm
(capability to assault the target/neighbor/individual walking down the street),
and capability to carry out the threat (actualized means of committing the
violence with a common knife).

46
47

http://www.nrg.co.il/online/1/ART2/754/848.html?hp=1&cat=404&loc=68.
Id.

Philosophia

6 Conclusion

FO

R

A

PP

R

O

VA

L

The First Amendment limitations primarily address the government-citizen axis of
speech constraint. Social media companies like Facebook and Twitter are private
enterprises, and accordingly fall on the citizen-citizen axis. 48 It is only when private
speech imperils public safety or when direct private injury is actually caused that
citizen-citizen constraints are accepted.
Professor Raphael Cohen-Almagor constructs a paradigm of values from Internet
speech. This essay seeks to create legal parameters articulating what Internet speech
should be outlawed. In doing so, we build off Professor Cohen-Almagor’s valuesresponsibility paradigm by focusing on the implementation of legal standards determining when Internet speech should be limited. We do so in the belief that legal
standards must be defined; the case-by-case approach we recommend complements
Cohen-Almagor’s approach. Given the demonstrated impact of social media on our
daily lives, a values–based approach must be buttressed by legal standards and limits.
In a hate free world, the values proposition proposed by Professor Cohen-Almagor
would doubtlessly be universally accepted. However, as demonstrated in a number of
cases, relying on a value system seems to limit the ability of the target to enjoy the
protections society must offer in the face of hate speech and its intended consequences.
It is for that reason that we recommend adoption of legal limits on free speech in social
media. In proposing establishment of legal limits on social media, the primary concern
is balancing victim and speaker rights. Needless to say, the implications of
recommending the imposition of restrictions on free speech in the social media age
are problematic and troublesome. In narrow circumstances, the duty to legally protect
victims of hate speech outweighs the privilege of freedom of speech otherwise granted
to those who engage in social media.
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See Citizens United v. Federal Election Commission, 558 U.S. 310 (2010).

