Abstract. Inequalities of the form || |^|T/||,âC| U|°/||p are proved for certain well-known integral transforms, T, in En. The transforms considered include Calderón-Zygmund singular integrals, singular integrals with variable kernel, fractional integrals and fractional integrals with variable kernel.
1. Introduction. We are interested in proving inequalities of the form (i.i)
II \A"Tfh ^ c\ \x\"f\,.
Suppose for example that T is a Calderón-Zygmund singular integral operator il(x-y) (Tf)(X) = lim \ f(y)h^yldy.
*-0 J\x-y\>e \X -y\
It is by now a familiar fact (see [4] ) that if f(x) eLp(En), 1 <p<co, and Cl(x) is positively homogeneous of degree zero with mean value zero on the unit sphere is finite where dx' is the element of area on 2, then (1.1) holds for a = 0 and q=p. The effort to obtain a similar result for other values of a has a long history. The case n= 1 was studied originally by Hardy and Little wood [5] and later by Babenko [1] , who showed the result is true for -l/p<a<l/p' where l/p+l/p'=l. For n> 1, Kree [6] used a rotation method to show the same is true under the above assumptions on a.
For n> 1, however, simple examples show some additional hypotheses on Q are necessary to enlarge the a range. Let [November for r > 1 with the usual convention when r = co. Under the assumption that Nx < oo, Stein [9] obtained the range -n/p<a<n/p'.
Strichartz [10] proved (1.1) for -n/p<a<n/p' provided that r'^p^r, 2(n-l)<r<co and Nr<co. Finally, using rather general methods Walsh [11] further improved the result, obtaining max ( -n/p, -n/r')<a<min (n/p', n/r') provided r> 1 and Nr<co.
Each of these results is included as a special case in the following theorem.
Theorem 1. Suppose that 1 <p<<x>, Í2 is homogeneous of degree 0 and has mean value 0 over S, and r^l. Then there is a constant, C, independent off and Q such that
The inequality in Theorem 1 could be obtained from the results of Walsh, Krée, and Calderón and Zygmund by splitting up the integrals and using an interpolation argument. The virtue of the method used here is that it is direct and simple, using only the Calderón-Zygmund result, Holder's inequality and Minkowski's integral inequality. Another advantage is that the procedure can be used to prove the following theorems.
Theorem 2. Assume that 0<y<n, \<p<n/y, \/q=\/p-y/n, r^n/(n-y), and O. is homogeneous of degree 0. Then there is a constant, C, independent off and Q, such that^ê ïf(x-y)dy\ ûCNr\\\x\«f(x)
En \y provided that y + max(-n/p, -\/p-(n-l)/r') < a < -y + min(n/q', l/q'+ (n-\)/r').
There is no such Cifa^y -n/p, a<y-l/p -(n-l)/r', a^ -y + n/q' or a> -y+ l/q' + (n-\)/r'.
For the following "variable kernel" theorem Nr will be defined for r> 1 as if and only if -n/p < a < n/p' -(n-\)/r. There is no such Cfor any value of a ifr <p'.
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Two other closely related results concerning variable kernel fractional integrals and a transformation related to the derivatives of the commutator of a singular integral operator are discussed briefly in §4.
The method we use to prove the inequalities in Theorems 1-3 is somewhat standard. We split the integral defining T into three parts. One of these contains the singularity of the kernel and can be handled by appealing to the known results on singular or fractional integrals. This part poses no restrictions on a. The remaining two parts are estimated by techniques on the level of Hardy's inequality and impose the restrictions on a. § §2 and 3 are devoted to these estimates. §4 contains the proofs of the inequalities in Theorems 1-3 and remarks about applying this method to other transforms. §5 contains examples to prove the negative assertions in Theorems 1-3. Whether or not the inequalities in Theorems 1 and 2 hold for the values of a for which no assertion is made seems to be a harder problem and is not treated here.
2. Simple lemmas. Throughout this paper, x, y and z will denote points in En with projections x' = xj\x\, y'=y/\y\ and z' = z/|z| on the unit sphere, 2. Integrals will be taken over En or parts of En unless specified to be over 2 or parts of the real line. Q(x, y) will denote a function homogeneous of degree 0 in y and integrable on 2 in y; for r^ 1, Í2r will denote sup* [js \Q.(x, y)\r dy']llr with the usual convention when r=oo. Q.r is the same as Nr except for r= 1 ; this notation is used to emphasize the fact that for the lemmas of § §2 and 3 the complicated expression, Nu is not needed. If D(x, y) is independent of x, it will be written Q(y). C will denote a constant independent of the functions / and O but not necessarily the same at each occurrence. Lemma 1. Ifa>0, lírico, 0<dir and -n/d+(n-l)/r<b<co, then
U|i/|Sa|*| J If d=<x>, then r = co and the conclusion is obvious. If d<co, a change of variables shows that the dth power of the left side of the conclusion equals
In this integral |z|á|x-z| + |*|á(a+l)|*| so that lgC(|*|/|z|)n-1. Therefore, (2.1) is bounded above by
J|»|S(o+l)|x|
Changing to polar coordinates with z=sz' shows that (2.2) equals
3) it will first be shown that
To do this let 9 be the angle between x' and z' and observe that by the law of cosines \x -sz'\=(\x\2 -2s\x\cos9 + s2)112. Using this, a trigonometric identity and the change of variables s= \x\t shows that the left side of (2.4) equals In this integral \x\ + \z\ -¿2\x\ + \x-z\ S(l + 2/a)|x-z| and in any case \x-z\ |jc| + |z|. Therefore \x-z\ can be replaced by |x| + |z| to show that (2.7) is bounded above by (2.8) c[(\x\ + \z\)bd\Q.(x,z)\ddz.
In polar coordinates (2.8) becomes
which is bounded by the dth power of the right side of the conclusion of Lemma 2.
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If m = l, direct integration shows that (3.5) bounds (3.4). [November
Using the fact that |x|a|P| is bounded by the product of (3.3) and (3.5) shows that || |x|aP||5 is bounded by the product of C(Qr)1_m and u r r iiip ii (3.6) \f(y)\y\a + n-r+e\^(x-y)\m\x\'e'nl^dy\ \\ .
II UlvlSaUl J II«
If q<oo, thenp<oo and (2.10) shows that (3.6) is bounded above by (3.7) (f[f \\Cl(x-y)\m\x\-e"l"lf(y)\y\a+n-r+e\''dx\P"'dyY'*.
Since ü(-z) satisfies the same conditions as £2(z), Lemma 2 with d=mq and b = ( -e -n/q)/m can be applied to the inner integral to show that (3.7) is bounded by for Theorems 1 and 3 this follows from results in Calderón and Zygmund [4] ; and for Theorem 2 it follows from Theorem 9 of [7] . The dependence on Nr is not stated explicitly in [4] or [7] but is implicit in the proofs; it also follows from the Banach-Steinhaus theorem. It is not necessary to assume that/is in V to use these theorems; if |x|a/is in V for some a then/belongs to V on every ring Ak, which is enough. Now The proof given in this section applies equally well to Theorem 4 except for the passage from (4.5) to (4.6). For this an argument similar to that for fixed kernel fractional integrals in Theorem 13 of [7] can be given. The negative parts can be treated in the same manner that they are in §5 for Theorem 3.
The inequality in Theorem 1 is also true as stated for
where a has first partial derivatives bounded by M,/is in LP, l<p<<x>, and Q is in L log+ L on £ and is orthogonal over S to polynomials of degree 1. To see this, split the integral as usual. Since \a(x)-a(y)\ ¿M\x-y\, \Tf-T*f\ is majorized by M[\x\-nR(\f\, \n\)(x) + S(\f\l\y\\ |Q|)(jc)] as usual. || \x\aT*(x)\\Q is estimated by the same argument as before using the known fact that ||7/||P^CA/||/||P; see [2] and [3] . 5 . Proof of the negative assertions in Theorems 1-3. Simple examples will be given to show that the inequalities in Theorems 1-3 do not hold for the indicated ranges of a.
In Since t is an arbitrary number less than «-1, this integral can always be made infinite if a> -y+\/q' + (n-\)¡r'. In Theorem 1 ifa^n/p' ora> l/p' + (n-l)/r', Q. cannot be chosen to be positive since it must satisfy the additional requirement J"2 £2 = 0. If a ^ n\p', take Í2 to be 1 on the upper hemisphere of 2 and -1 on the lower hemisphere. The same reasoning as used before for \x\ S2 can be used if |x| =2 and xn^l. If a> l/p' + (n -l)/r', take Ü to be an odd function equal to \w'-y'\~tlr in a neighborhood of w' and zero away from w' and -w' and argue as before.
The rest of the negative assertions in Theorems 1 and 2 can be obtained by a duality argument.
To show that the range of a is best possible in Theorem 3 is even easier. For the lower bound this is already true if O does not depend on x. If a^n/p' -(n-l)/r in Theorem 3, let/(>>) be the characteristic function of \y \ = 1 and Q.(x, y)be the odd function of y equal to |.v|<n_1)"' for \x'-j'|<l/|x| and zero away from x' and -x'. Then Ar<oo and for [jc| ¡£2 \x\-\Ay)^X'vXûy)dy*C\x\«-«[ n(x,y)dy, and this is bounded below by C|x|ß-n + (n-1)/r. This is not in L"(\x\^2) for a in the given range. If r<p', Theorem 3 is clearly false since the integral in y on the left side of the conclusion may be infinite for every x while the right side of the conclusion is finite.
