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Uvod
Ukratko, u radu c´emo opisati koliko se pozornosti pridaje algoritamskom misˇljenju
u vazˇec´im dokumentima, prikazati koji poznati algoritmi se obraduju u gimnazijama te
kriticˇki komentirati trenutno stanje.
Kroz prvo poglavlje c´emo proucˇiti samu bit algoritma. Osvrnut c´emo se na definiciju
algoritma, a onda i na svojstva koja algoritam mora zadovoljavati. Objasnit c´emo koje
osobine mora imati ”dobar” algoritam te nacˇine na koje se algoritam mozˇe predstaviti. Bit
c´e prikazani i primjeri algoritama kako u stvarnom svijetu tako i u matematici i informatici.
Drugo poglavlje govorit c´e o tome u kojem kontekstu se sve algoritamsko misˇljenje
spominje u Hrvatskom nacionalnom obrazovnom standardu (HNOS-u), Nacionalnom ok-
virnom kurikulumu za predsˇkolski odgoj i obrazovanje te opc´e obvezno i srednjosˇkolsko
obrazovanje (NOK-u), a onda i u standardu racˇunalne znanosti (CSTA K-12 Computer Sci-
ence Standard) koji se koristi u SAD-u i mnogim drugim drzˇavama. Usporedit c´emo date
dokumente s trenutnim prijedlogom novog kurikuluma u Hrvatskoj.
U trec´em poglavlju c´emo imati kratak pregled algoritama koji se spominju u osnov-
noj sˇkoli kako bi imali bolji uvid u predznanje ucˇenika u samom podrucˇju algoritama i
algoritamskog misˇljenja.
Cˇetvrto poglavlje c´e biti nastavak trec´eg poglavlja. Ovdje c´emo proc´i algoritme koji se
obraduju u srednjim sˇkolama, preciznije gimnazijama, kao sˇto i sam naslov rada govori.
Takoder, kao i u prosˇlom poglavlju navest c´emo neke losˇe ali i dobre strane trenutnog
stanja obrade algoritama i korisˇtenja algoritamskog misˇljenja u gimnazijama kao vazˇnog
dijela odgojno-obrazovnog procesa.
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Poglavlje 1
Algoritam
1.1 Pojam algoritma
Na pocˇetku se odmah pitamo, sˇto je to algoritam? U srednjim sˇkolama ne navodimo
formalnu definiciju algoritma nego algoritam objasˇnjavamo pomoc´u nekih srodnih rijecˇi ili
recˇenica. Najjednostavnije recˇeno, algoritam je metoda, postupak ili pravilo za rjesˇavanje
nekog konkretnog problema ili klase problema. Rijecˇ, od svih navedenih, koja bi najbo-
lje opisala algoritam je postupak. Algoritam mora imati konacˇno mnogo koraka pa zato
nije basˇ najbolje koristiti rijecˇ metoda jer u matematici metodom nazivamo postupke koji
ukljucˇuju beskonacˇno mnogo koraka i tek na limesu daju rjesˇenje. Svaki pojedini korak
algoritma je instrukcija (naredba) koju treba napraviti (izvrsˇiti). Obicˇno se naredbe za-
daju tako da svaka sljedec´a naredba pisˇe ispod one prethodne pa se tim redoslijedom i
izvrsˇavaju. Izvodenje tog niza naredbi treba biti objektivan proces te se kao takav treba
moc´i i reproducirati.
Postoje mnoga objasˇnjenja samog pojma algoritma kako u praksi tako i u nastavi pa
se cˇesto susrec´emo s nekim pogresˇnim opisima algoritma kao sˇto su: ”Algoritam je skup
postupaka...”, a ”skup postupaka” bi prije opisalo visˇe algoritama, zatim imamo ”Algo-
ritam je konacˇan slijed dobro definiranih naredbi...” bez da tocˇno znamo sˇto je to dobro
definirana naredba, ”Algoritam je niz preciznih uputa...” opet bez opisa sˇto je to precizna
uputa, itd. Svakako, algoritam ne bi smjeli opisivati pomoc´u pojmova koji nisu potpuno
jasni ili nisu prije toga definirani.
Najbolji komentar za opis pojma algoritma koji bi trebali koristiti u nastavi bi bio:
”Algoritam je konacˇan niz koraka koje treba napraviti za rjesˇavanje nekog problema ili
postizanje nekog cilja.” Tako da ne bi bilo dvojbe oko nejasnih pojmova u samom opisu.
Dakle, ne navodimo strogu definiciju algoritma nego algoritam opisujemo pomoc´u srodnih
i preciznih pojmova koje ne treba dodatno definirati.
Slijedi primjer postupka iz svakodnevnog zˇivota koji odgovara takvom poimanju algoritma:
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Primjer 1:
Upute za korisˇtenje aparata za kavu:
• ubacite kovanice
• odaberite napitak
• odaberite razinu sˇec´era
• pricˇekajte dok se napitak pripremi
• posluzˇite se
• uzmite ostatak novca (ukoliko ga ima).
1.2 Svojstva algoritma
Kako bi se neki postupak mogao nazvati algoritmom, postoje svojstva koje svaki algo-
ritam mora zadovoljavati. Ta svojstva su: ulaz, izlaz, konacˇnost, definiranost i nedvosmis-
lenost (odredenost) te efikasnost (efektivnost).
Ulaz: Svaki algoritam mora imati nula, jedan ili visˇe, ali konacˇno mnogo ulaznih pa-
rametara prije nego sˇto pocˇne izvrsˇavanje algoritma. Ulazne vrijednosti definiraju zadatak
problema kojeg treba rijesˇiti. Svaka od ulaznih vrijednosti uzima se iz unaprijed zadanog
skupa dozvoljenih vrijednosti. Taj skup zovemo podrucˇje definicije problema. Ukoliko
imamo algoritam koji racˇuna volumen kvadra, moramo mu zadati duljinu, sˇirinu i visinu
kvadra. Sva tri ulaza su elementi skupa pozitivnih realnih brojeva.
Izlaz: Algoritam mora davati nekakav rezultat tj. povratnu informaciju. Ukoliko algo-
ritmom nisˇta ne saznajemo, algoritam nema svrhe.
Konacˇnost: Takoder, algoritmima smatramo samo konacˇne postupke pa postupke koji
imaju beskonacˇno koraka ili postupke koji imaju niz konacˇnih koraka koji se ponavljaju
beskonacˇno mnogo puta ne smatramo algoritmima.
Definiranost i nedvosmislenost (odredenost): Izvodenje niza naredbi mora biti objek-
tivan proces, koji se mora moc´i reproducirati. Mora vrijediti da za izlaz dobivamo uvijek
konkretan i neslucˇajan rezultat, tj. da uz iste ulazne parametre moramo dobiti uvijek isti
konacˇni rezultat. Stvar mozˇemo poistovjetiti s eksperimentima u kemiji. Ocˇekuje se da c´e
se neka tvar ponasˇati isto u jednakim uvjetima te da c´e se svakim eksperimentom dobiti
jednak rezultat.
Efikasnost (efektivnost): Probleme rjesˇavamo s ciljem da dobijemo tj. izracˇunamo
rjesˇenje. Smatramo da algoritam mora biti izvrsˇen u prihvatljivom vremenu te da utrosˇak
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resursa ne bude toliko velik da se sam algoritam ne isplati koristiti za odredeni tip pro-
blema. Sˇto je to prihvatljivo vrijeme ovisi o problemu i potrebi. Nekad to mozˇe biti par
sekundi, ali i par mjeseci i godina. No postoji i velika klasa problema za koje postoji efi-
kasno rjesˇenje samo za male zadac´e. (vidi [21])
Naravno, kako u stvarnom svijetu mozˇemo probleme rijesˇiti na puno razlicˇitih nacˇina
tako i za algoritme vrijedi da ne postoji jedinstven nacˇin za rjesˇavanje nekog tipa problema.
To nacˇelo zove se nacˇelo ekvifinaliteta i govori kako za rjesˇavanje nekog problema ne pos-
toji jedinstveni algoritam. U danasˇnjem vremenu s pojmom algoritma se najvisˇe susrec´emo
u matematici i informatici pa c´emo prikazati i primjer rjesˇenja klasicˇnog problema na dva
razlicˇita nacˇina:
Primjer 1: Implementacije dva razlicˇita algoritma za izracˇunavanje n faktorijela u pro-
gramskom jeziku Python.
1. Iterativni algoritam:
def factorial(n):
r = 1
i = 2
while i <= n:
r *= i
i += 1
return r
2. Rekurzivni algoritam:
def factorial(x):
if x <= 1:
return 1
else:
return x * factorial(x-1)
Svaki od ova dva algoritma je tocˇan ali se bitno razlikuju po ucˇinkovitosti tj. po brzini
izvrsˇavanja i kolicˇini resursa koje koriste pri izracˇunavanju.
Vidjeli smo da smo u Primjeru 1 imali algoritam koji je zapisan rijecˇima dok smo u
Primjeru 2 imali algoritam zapisan programskim kodom pa c´emo se osvrnuti i na cˇinjenicu
da postoji visˇe vrsta zadavanja algoritma. Algoritam mozˇemo zadati na barem 4 razlicˇita
nacˇina:
• tekstualno
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• graficˇki
• pseudokodom ili kodom
• strukturogramom.
Tekstualno:
Moraju se koristiti precizne recˇenice govornog jezika. Uglavnom se upotrebljava tamo
gdje se osobe prvi put susrec´u s pojmom algoritma. Dobra strana ovog nacˇina je to sˇto je
razumljiv za sˇiri krug ljudi, a negativna strana je to sˇto je govorni jezik cˇesto neprecizan pa
izvrsˇitelj mozˇe na visˇe razlicˇitih nacˇina shvatiti jednu instrukciju. Primjer: Algoritam za
aktivaciju aparata za gasˇenje pozˇara.
• donesite aparat na mjesto pozˇara
• izvucite osiguracˇ pokretne rucˇice na ventilu
• dlanom udarite pokretnu rucˇicu ventila do kraja
• pricˇekajte 5 sekundi
• uperite diznu ventila prema pozˇaru i pritisnite pokretnu rucˇicu do kraja
• mlazom praha pokrivajte zapaljene povrsˇine sve dok se pozˇar ne ugasi.
Graficˇki:
U graficˇkom zadavanju algoritma koriste se odredeni graficˇki simboli od kojih svaki pred-
stavlja neku aktivnost u algoritmu. Ideja poticˇe iz teorije grafova pa se algoritam prikazuje
u obliku usmjerenog grafa u kojem cˇvorovi predstavljaju aktivnosti koje se obavljaju u al-
goritmu. Strelicama su oznacˇene sljedec´e aktivnosti koje se trebaju obaviti.
Blok dijagram je graficˇki nacˇin prikazivanja algoritma skupom simbola koji oznacˇuju poje-
dine radnje, a njihov raspored i povezanost odreduju slijed postupaka. Slika 1.1 prikazuje
primjer dijagrama toka za ispisivanje vec´eg od dva broja.
Pseudokod ili kod:
Pseudokod je algoritam opisan rijecˇima u obliku niza naredbi koje se nalaze jedna ispod
druge. Slika 1.2 prikazuje primjer pseudokoda za turnirsku selekciju. U Primjeru 1 smo
vidjeli kako izgleda algoritam opisan kodom u Pythonu.
Strukturogram:
Strukturogram je kombinacija graficˇkog prikaza i pseudokoda. Koristi se kao dokumen-
tacija za vec´ zavrsˇene programe. Algoritam se pisˇe tako sˇto geometrijski nadopunjujemo
sliku gdje svaki blok znacˇi jedan dio instrukcija. Slika 1.3 prikazuje strukturogram gdje
trazˇimo maksimalni element od tri zadana broja.
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Slika 1.1: Dijagram toka
Slika 1.2: Pseudokod za turnirsku selekciju
Slika 1.3: Strukturogram za trazˇenje najvec´eg od 3 elementa
Poglavlje 2
Algoritamsko misˇljenje
2.1 Sˇto je algoritamsko misˇljenje
Kada govorimo o algoritmima opc´enito neizbjezˇno je spomenuti jedan pojam koji je
usko vezan uz algoritme i cˇija su posljedica zapravo algoritmi. Govorimo o pojmu algo-
ritamskog misˇljenja ili algoritamskog pristupa problemu. U nekim dokumentima koristi
se i termin racˇunalno razmisˇljanje. Algoritamski nacˇin misˇljenja (eng. Computational
Thinking - CT) je pristup rjesˇavanju problema koji mozˇe biti automatiziran te kao takav
proveden i pomoc´u racˇunala. Primjenjivo je u mnogim situacijama kao sˇto su rjesˇavanje
problema iz svakodnevnog zˇivota, problema u medicini, problema iz podrucˇja STEM, eko-
nomije itd. Algoritamsko misˇljenje obuhvac´a nekoliko istaknutih koraka:
• formuliranje problema: za zadani problem potrebno je prvo izgraditi matematicˇki
model
• pronalazˇenje, analiziranje i implementacija moguc´ih rjesˇenja: nakon sˇto formu-
liramo problem, potrebno je razmisliti na koje nacˇine se dati problem mozˇe rijesˇiti te
pronac´i najefikasniji nacˇin za rjesˇavanje. U matematicˇkom i informaticˇkom smislu
potrebno je onda osmisliti implementaciju rjesˇenja, a onda je i provesti.
• poopc´avanje: nakon sˇto se provede implementacija, potrebno je promisliti u kakvim
uvjetima rjesˇenje funkcionira, je li ga moguc´e primijeniti u visˇe situacija te treba li
nesˇto promijeniti ili nadodati ako postoji neki rubni slucˇaj za koji rjesˇenje eventualno
ne bi funkcioniralo.
Algoritamsko misˇljenje kao takvo nam daje odgovore i na mnoga pitanja pri suocˇavanju
s problemom kao sˇto su ”koliko je problem tezˇak?”, ”koji je najbolji nacˇin za njegovo
rjesˇavanje?”, ”mozˇe li se problem svesti na visˇe manjih problema?” itd.
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Iako je algoritamsko misˇljenje puno opc´enitiji pojam ono se najvisˇe vezˇe za racˇunarstvo,
odnosno programiranje. Algoritamska strategija rjesˇavanja problema koristi zapravo os-
novne tehnike i koncepte racˇunarstva (Computer Science).
Gore navedeno u skladu je s preporukama udruga:
• International Society for Technology in Education - ISTE
• Computer Science Teachers Association - CSTA.
2.2 Algoritamsko misˇljenje u vazˇec´im dokumentima
Kako se u ovom radu bavimo algoritmima u gimnazijama, malo detaljnije c´emo prika-
zati u kojem kontekstu se algoritamsko misˇljenje spominje u dokumentima Hrvatski naci-
onalni obrazovni standard (HNOS) [2] i Nacionalni okvirni kurikulum (NOK) [4]. Rijecˇ je
o starim dokumentima i u ovom radu se na njima nec´emo detaljnije zadrzˇavati.
Algoritamsko misˇljenje se javlja vec´ jako rano pa tako i u HNOS-u za osnovne sˇkole vec´
imamo spominjanje istog. Kod izbornog predmeta informatika u HNOS-u pisˇe sljedec´e:
”Predmet Informatika treba omoguc´iti ucˇenicima upoznavanje s informacijskom i komuni-
kacijskom tehnologijom.
Nastavni sadrzˇaji iz podrucˇja informacijske i komunikacijske tehnologije moraju ucˇenicima
omoguc´iti: stjecanje umijec´a uporabe danasˇnjih racˇunala i primjenskih programa (vjesˇtine),
upoznavanje s osnovnim nacˇelima i idejama na kojima su sazdana racˇunala odnosno in-
formacijska i komunikacijska tehnologija (temeljna znanja) te razvijanje sposobnosti za
primjene informacijske i komunikacijske tehnologije u razlicˇitim primjenskim podrucˇjima
(rjesˇavanje problema).
Umijec´a, temeljna znanja i rjesˇavanje problema tri su sastavnice obrazovnoga procesa
koje se mogu razmatrati i djelomicˇno odvojeno, ali tek njihovo medusobno prozˇimanje dat
c´e ucˇenicima dobru podlogu za buduc´e cjelozˇivotno ucˇenje.
Podrobni opis umijec´a, temeljnih znanja i rjesˇavanja problema nalazi se u dokumentu Zna-
nja i umijec´a iz informacijske i komunikacijske tehnologije koje treba stec´i tijekom cjelo-
kupnoga sˇkolovanja koji je sastavni dio HNOS-a.
U okviru nastavnog predmeta ucˇenici moraju naucˇiti djelotvorno upotrebljavati racˇunala
i biti sposobni ugraditi osnovne zamisli algoritamskog nacˇina razmisˇljanja u rjesˇavanje
svakodnevnih problema.
Stoga, nastavni program mora osposobiti ucˇenike:
• za rjesˇavanje problema;
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• za komuniciranje posredstvom razlicˇitih medija;
• za prikupljanje, organiziranje i analizu podataka te za njihovu sintezu u informacije;
• za razumijevanje i kriticˇku ocjenu prikupljenih informacija;
• za donosˇenje zakljucˇaka na temelju prikupljenih informacija;
• za timski rad pri rjesˇavanju problema”. (vidi [2])
U Nacionalnom okvirnom kurikulumu (NOK-u) algoritamsko misˇljenje nalazimo u cˇetvrtom
ciklusu za gimnazije u poglavlju Tehnicˇko i informaticˇko podrucˇje. U odgojno-obrazovnim
ciljevima tehnicˇkog i informaticˇkog podrucˇja medu ostalim ciljevima takoder stoji:
”razviti algoritamski nacˇin razmisˇljanja, stec´i vjesˇtine i sposobnosti primjene racˇunala
pri rjesˇavanju problema u razlicˇitim podrucˇjima primjene”. (vidi [4])
S obzirom na to da u danasˇnjem vremenu ne mozˇemo funkcionirati bez tehnologije
losˇe je sˇto se algoritamsko misˇljenje javlja medu odgojno obrazovnim ciljevima samo u
gimnazijama. Informaticˇka pismenost je jako vazˇna u danasˇnjem svijetu te je mozˇemo cˇak
usporediti i s pismenosti u jeziku pa je neophodno govoriti o algoritamskom razmisˇljanju i
u sˇkolama koje nisu gimnazije.
Kao dobar primjer dokumenta navodimo standard racˇunalnih znanosti CSTA K-12 Com-
puter Science Standard [1]. Malo detaljnije je opisano sˇto se podrazumijeva pod pojmom
algoritamskog misˇljenja, tj. precizno su opisana ucˇenicˇka postignuc´a koji se ocˇekuju od
ucˇenika nakon sˇto zavrsˇi svaku od razina. U kurikulumu K-12 postoje 3 glavne razine:
1. Razina 1: (Level 1) Razredi 1-6 (Grades K1-6)
2. Razina 2: (Level 2) Razredi 6-9 (Grades K6-9)
3. Razina 3: (Level 3) Razredi 9-12 (Grades K9-12).
Visˇe detalja mozˇe se nac´i u [1].
Detaljnije c´emo promotriti prijedlog novog kurikuluma Nacionalni kurikulum nastavnog
predmeta informatika (PRIJEDLOG) [3]. Smatramo da je rijecˇ o dobro napisanom doku-
mentu koji korespondira s aktualnim dokumentima u svijetu.
Prema prijedlogu novog kurikuluma, cˇetiri su domene kojima bi se trebali realizirati ci-
ljevi predmeta informatika:
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• A. informacije i digitalna tehnologija
• B. racˇunalno razmisˇljanje i programiranje
• C. digitalna pismenost i komunikacija
• D. e-drusˇtvo.
Kako se prvenstveno bavimo algoritamskim misˇljenjem (racˇunalnim razmisˇljanjem) po-
gledajmo sˇto stoji pod opisom te domene:
”Razvijanje racˇunalnog razmisˇljanja njeguje pristup rjesˇavanju problema koji je primje-
njiv na racˇunalu. Takvim pristupom ucˇenici nisu samo korisnici razlicˇitih alata nego pos-
taju i njihovi stvaratelji. Razvijaju se vjesˇtine logicˇkoga zakljucˇivanja, modeliranja, ap-
strahiranja te rjesˇavanja problema. Racˇunalno razmisˇljanje univerzalna je vjesˇtina koja
poticˇe preciznost i sustavnost, a mozˇe se primijeniti u razlicˇitim podrucˇjima i u svakod-
nevnome zˇivotu. Apstrakcija kao temeljni koncept racˇunalnoga razmisˇljanja poticˇe upo-
rabu metakognitivnih vjesˇtina te omoguc´uje rad na slozˇenim problemima razdvajajuc´i ih
u visˇe jednostavnih problema. Kvalitetnim informaticˇkim obrazovanjem koje se temelji na
racˇunalnom razmisˇljanju i kreativnosti omoguc´uje se razumijevanje i mijenjanje svijeta
koji nas okruzˇuje. Rjesˇavanje nekog problema izradom racˇunalnoga programa ukljucˇuje
standardne postupke razvoja programa, ali i inovativnost, poduzetnost te preuzimanje
inicijative pri izradi dizajna i razvoja novih modela i proizvoda primjenom racˇunalne
tehnologije. Programiranje razvija samopouzdanje, upornost i preciznost u ispravljanju
pogresˇaka, sposobnost komunikacije i zajednicˇkoga rada usmjerenoga prema postizanju
odredenoga cilja.” (vidi [3])
Detaljno su razradeni odgojno-obrazovni ishodi, razine ishoda, razine usvojenosti te pre-
poruke za ostvarenje odgojno-obrazovnih ishoda po razredima i domenama. Sˇto se ticˇe
srednjih sˇkola razradeni su ishodi po vrstama sˇkola:
• Opc´e, jezicˇne, klasicˇne i prirodoslovne gimnazije te opc´e obrazovni dio strukovne
sˇkole 2 x 70 sati godisˇnje - 1. i 2. razred
• Prirodoslovno-matematicˇke gimnazije 4 x 70 sati godisˇnje (a,c i d program) - 1. - 4.
razred
• Prirodoslovno-matematicˇke gimnazije 4 x 105 sati godisˇnje (b program) - 1. - 4.
razred.
Izdvojit c´emo samo ishode prema vrsti sˇkole.
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Opc´e, jezicˇne, klasicˇne i prirodoslovne gimnazije te opc´e obrazovni dio strukovne
sˇkole:
Nakon dvije godine ucˇenja informatike u domeni racˇunalno razmisˇljanje i programiranje
ucˇenik:
• analizira problem, definira ulazne i izlazne vrijednosti te uocˇava korake za rjesˇavanje
problema
• primjenjuje jednostavne tipove podataka te argumentira njihov odabir, primjenjuje
razlicˇite vrste izraza, operacija, relacija i standardnih funkcija za modeliranje jed-
nostavnoga problema u odabranome programskom jeziku
• razvija algoritam i stvara program u odabranome programskom jeziku rjesˇavajuc´i
problem uporabom strukture grananja i ponavljanja.
• analizira osnovne algoritme s jednostavnim tipovima podataka i osnovnim program-
skim strukturama i primjenjuje ih pri rjesˇavanju novih problema
• u zadanome problemu uocˇava manje cjeline, rjesˇava ih te ih potom integrira u jedins-
tveno rjesˇenje problema
• rjesˇava problem primjenjujuc´i jednodimenzionalnu strukturu podataka
• u suradnji s drugima osmisˇljava algoritam, implementira ga u odabranome program-
skom jeziku, testira program, dokumentira i predstavlja drugima moguc´nosti i ogranicˇenja
programa.
Prirodoslovno-matematicˇke gimnazije 4 x 70 sati godisˇnje:
U domeni racˇunalno razmisˇljanje i programiranje nakon cˇetiri godine uz ishode navedene
za opc´e, jezicˇne, klasicˇne i prirodoslovne gimnazije te opc´e obrazovni dio strukovne sˇkole
ucˇenik josˇ:
+ analizira sortiranje podataka kao vazˇan koncept za rjesˇavanje razlicˇitih problema
+ vizualizira i graficˇki prikazuje problem
+ rjesˇava problem primjenjujuc´i slozˇene tipove podataka definirane zadanim program-
skim jezikom
+ rjesˇava problem primjenjujuc´i rekurzivnu funkciju
+ usporeduje razlicˇite algoritme sortiranja i pretrazˇivanja podataka
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+ vrednuje algoritme prema njihovoj vremenskoj slozˇenosti
+ analizira tradicionalne kriptografske algoritme i opisuje osnovnu ideju modernih
kriptografskih sustava
+ definira problem iz stvarnoga zˇivota i stvara programsko rjesˇenje prolazec´i sve faze
programiranja, predstavlja programsko rjesˇenje i vrednuje ga
+ osmisˇljava objektni model s pripadnim slozˇenim strukturama podataka i implemen-
tira ga u zadanome programskom jeziku
+ rjesˇava problem koristec´i se apstraktnim strukturama podataka
+ stvara aplikaciju s graficˇkim korisnicˇkim sucˇeljem za rjesˇavanje problema iz stvar-
noga zˇivota
+ se koristi modeliranjem i simulacijom za predstavljanje i razumijevanje prirodnih
fenomena
+ definira problem iz stvarnoga zˇivota i stvara programsko rjesˇenje prolazec´i sve faze
programiranja, predstavlja programsko rjesˇenje i vrednuje ga.
Prirodoslovno-matematicˇka gimnazija 4 x 105 sati godisˇnje:
U domeni racˇunalno razmisˇljanje i programiranje osim ishoda navedenih za prirodoslovno-
matematicˇke gimnazije 4 x 70 sati godisˇnje, ucˇenik josˇ:
+ razlikuje slozˇene tipove podataka u zadanome programskom jeziku te pri rjesˇavanju
problema koristi se funkcijama i metodama definiranima nad njima
+ se koristi razlicˇitim programskim paradigmama za rjesˇavanje problema iz stvarnoga
zˇivota.
Visˇe detalja mozˇe se nac´i u [3].
Poglavlje 3
Algoritmi u osnovnoj sˇkoli
U ovom poglavlju c´emo opisati koji algoritmi se obraduju u osnovnoj sˇkoli kao uvod u
algoritme koji se obraduju u srednjoj sˇkoli. Kako smo u prvom poglavlju opisali, algori-
tam je konacˇan niz koraka koje treba napraviti za postizanje nekog cilja. To znacˇi da se tu
ubrajaju i algoritmi za ispravno spajanje racˇunala, ispravno fizicˇko rukovanje racˇunalom,
otvaranje i spremanje podataka te slicˇne aktivnosti, no time se nec´emo baviti u ovom radu.
Naglasak c´e svakako biti na algoritmima koji se odnose na samo programiranje u program-
skim jezicima koji se uvode u osnovnoj sˇkoli.
3.1 Algoritmi u petom razredu
U ovom poglavlju c´emo se osvrnuti u kojem kontekstu se algoritmi spominju u 3
udzˇbenika petog razreda koji su trenutno aktualni u osnovnim sˇkolama, a to su udzˇbenici:
1. NIMBUS OBLAK 5, udzˇbenik informatike s e-podrsˇkom za peti razred osnovne sˇkole
[10]
2. Informatika+ 5, udzˇbenik iz informatike za 5. razred osnovne sˇkole [17]
3. Moj PORTAL 5, udzˇbenik informatike za 5. razred osnovne sˇkole [9].
Odmah u petom razredu imamo uvod u algoritam te spominjanje pojma algoritma u
tri razlicˇita oblika: ”Algoritam je postupak kojim se opisuje tocˇan redoslijed kojim obav-
ljamo neki posao.” (vidi [17]), ”Algoritam je detaljno opisan logicˇki slijed radnji koje vode
do rjesˇenja. S istim ulaznim podatcima uvijek daje isto rjesˇenje. Pisan je jednostavnim i
cˇovjeku razumljivim rjecˇnikom.” (vidi [10]) te ”Precizno napravljen plan izvedbe nekog
slijeda postupaka nazivamo ALGORITAM” (vidi [9]). Odmah uocˇavamo da nismo basˇ za-
dovoljni opisom pojma algoritma u niti jednom udzˇbeniku. Opet se spominju izrazi kao
13
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sˇto su ”...detaljno opisan...”, ”algoritam je postupak...” te ”...nekog slijeda postupaka...”
sˇto ukazuje da je algoritam skup visˇe postupaka kao sˇto smo spominjali u prvom poglavlju.
Spominju se algoritmi slijeda te algoritmi grananja sˇto takoder nisu ispravni termini. Al-
goritmi se poistovjec´uju s naredbama. Dani su primjeri algoritama iz stvarnog zˇivota te par
jednostavnih primjera u programskim jezicima LOGO te Small Basic-u i QBasic-u.
Prikazat c´emo jedan zanimljiv primjer iz stvarnog zˇivota naveden u jednom od udzˇbenika:
Primjer 2: Algoritam za pisanje zadac´e iz matematike: (vidi [17])
pocˇetak
potrazˇi biljezˇnicu i udzˇbenik
otvori biljezˇnicu
pripremi nasˇiljenu olovku i gumicu
pronadi zadatke koji su za zadac´u
procˇitaj ih
ako nesˇto ne razumijesˇ onda
proucˇi iz biljezˇnice sˇto ste ucˇili u sˇkoli
pronadi u udzˇbeniku slicˇne rijesˇene zadatke
rijesˇi zadane zadatke
provjeri na kraju udzˇbenika jesi li tocˇno rijesˇio zadatke
ako imasˇ pogresˇaka, onda
ispravi pogresˇke
ako ne znasˇ ispraviti, onda sutra pitaj ucˇiteljicu
inacˇe
zadac´a je gotova
kraj
U ovom primjeru iz stvarnog zˇivota vidimo indirektno uvodenje forme programskog
jezika korisˇtenjem uvlaka tako da ucˇenik jasno vidi koji dio spada pod koju granu u grana-
nju.
Od primjera u programskom jeziku LOGO koriste se vrlo jednostavni primjeri crtanja pra-
vilnih geometrijskih likova i slicˇno, a od primjera u jezicima Small Basic i QBasic imamo
takoder samo primjere ucˇitavanja i ispisivanja te korisˇtenja naredbe grananja. Josˇ je opi-
san graficˇki prikaz algoritma, tj. obraden je dijagram toka izvodenja nekog programa no o
tome nec´emo puno govoriti u ovom radu.
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3.2 Algoritmi u sˇestom razredu
Udzˇbenici koje smo za ovo poglavlje koristili su:
1. NIMBUS OBLAK 6, udzˇbenik informatike s e-podrsˇkom za sˇesti razred osnovne sˇkole
[11]
2. Informatika+ 6, udzˇbenik iz informatike za 6. razred osnovne sˇkole [18]
3. Moj PORTAL 6, udzˇbenik informatike za 6. razred osnovne sˇkole [8].
U opisanim udzˇbenicima, kao i u petom razredu obraduju se programski primjeri u
jezicima LOGO te Small Basic i QBasic. Sˇto se ticˇe samog programiranja prvo slijedi po-
navljanje onoga sˇto se radilo u petom razredu, a zatim slijede primjeri korisˇtenja naredbi
za kontrolu toka.
Ono na cˇemu je naglasak u sˇestom razredu je primjena naredbi za ponavljanje (petlji).
Opis naredbi za ponavljanje u udzˇbenicima nije basˇ ispravan, a glasi: ”Algoritam petlje je
postupak u kojemu zadane naredbe treba ponoviti konacˇan broj puta.” (vidi [18]). Koristi
se termin algoritam petlje sˇto ne postoji.
Kroz primjere u programskom jeziku LOGO vidimo da je petlju FOR zgodno koristiti za
crtanje pravilnih likova odredenih ulaznim varijablama. Uzmimo za primjer crtanje pravil-
nih n-terokuta ili zvijezde sa n krakova.
Slijedi jedan od tezˇih primjera korisˇtenja FOR-petlje u kojem imamo dvije ugnijezˇdene
FOR-petlje te ispisivanja i objasˇnjavanja koraka.
Primjer 3: Napisˇi program koji c´e ispisati tablicu mnozˇenja do vrijednosti ulazne vari-
jable X.
Rjesˇenje:
INPUT "Upisi broj do kojeg zelis tablicu mnozenja:", X
FOR i=1 TO X
FOR j=1 TO X
PRINT i; "*"; j; "="; i*j
NEXT j
NEXT i
Petlja s varijablom i naziva se vanjska petlja. Njezina se vrijednost mijenja od 1 do X.
X je ulazna varijabla i unosimo je proizvoljno. Petlja s varijablom j naziva se unutarnja
(ugnijezˇdena) petlja i poprima vrijednosti od 1 do X.
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Vanjska petlja mijenja i odreduje vrijednost prvog faktora, a unutarnja drugog faktora.
Uz pomoc´ tih vrijednosti izracˇunavaju se rezultati za sve kombinacije brojeva. Pogledajmo
tablicu i bit c´e nam puno jasnije.
Primjec´ujemo da je program izvrsˇio sve korake i tocˇno ispisao umnosˇke. (vidi [11])
3.3 Algoritmi u sedmom razredu
Za sedmi razred obradeni su sljedec´i udzˇbenici:
1. NIMBUS OBLAK 7, udzˇbenik informatike s e-podrsˇkom za sedmi razred osnovne
sˇkole [12]
2. Informatika+ 7, udzˇbenik iz informatike za 7. razred osnovne sˇkole [19]
3. Moj PORTAL 3.0 7, udzˇbenik informatike u sedmom razredu osnovne sˇkole [6].
Sˇto se ticˇe samog programiranja, malo se razlikuje gradivo u udzˇbeniku Informatika+
7 u odnosu na ostala dva udzˇbenika. Programski jezici koji se obraduju u udzˇbeniku In-
formatika+ 7 su Python i Basic dok se u druga dva udzˇbenika obraduju LOGO i Basic.
Uglavnom se utvrduje gradivo iz petog i sˇestog razreda. Rade se zadaci u kojima se ponav-
ljaju naredbe za kontrolu toka i naredbe za ponavljanje koje se koriste u koordinatnoj
grafici te pri crtanju likova, kruzˇnica i slicˇno.
U udzˇbeniku Moj PORTAL 3.0 7 imamo kao izbornu temu ”Osnove rekurzivnog progra-
miranja”. U udzˇbeniku stoji sljedec´e:
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”Mnoge se radnje (postupci) u svakodnevnom zˇivotu ponavljaju istim slijedom. U pro-
gramiranju rabimo petlje ako pojedine naredbe zˇelimo provesti nekoliko puta: REPEAT,
FOR itd. Petlje skrac´uju pisanje programa u kojima se programske naredbe ponavljaju.
U ovom poglavlju ucˇit c´emo o petlji koju rabimo u slozˇenijim zadacima - tzv. rekurziji.
U rekurziji cijeli program postaje dio petlje tako sˇto program poziva samog sebe. Takav
program nazivamo rekurzivnim programom.” (vidi [6])
Odmah c´emo se kriticˇki osvrnuti na sami opis rekurzije. Ovaj nam opis kazˇe da je re-
kurzija zapravo petlja, sˇto nije istina. Rekurzija je funkcija (procedura) koja u definiciji
poziva samu sebe dok je petlja naredba u racˇunalnom programu koja omoguc´uje da se di-
jelovi programa izvrsˇe visˇe puta. Dakle, rekurziju ne smijemo poistovjetiti s petljom.
U udzˇbeniku se radi primjer ispisa n prirodnih brojeva pomoc´u rekurzije. Rijecˇ je o nere-
kurzivnom problemu.
Josˇ jedna nelogicˇna stvar je da se prvo obraduje rekurzija, a zatim se objasˇnjava pojam
funkcije.
Sljedec´i pojam opisan u ovom poglavlju je tzv. repna rekurzija. Pogledajmo sljedec´i
primjer:
Primjer 4: Nacrtat c´emo kvadrat u kvadratu u sva cˇetiri kvadranta koordinatnog sustava.
Program c´emo nazvati META :D :N. Varijablom :D odredena je pocˇetna duljina stranice
najvec´eg kvadrata, a varijablom :N broj kvadrata.
(U prijasˇnjem zadatku smo definirali rekurzivnu funkciju KVADRAT koja crta kvadrat.)
TO KVADRAT :D :S
IF :S=0 [STOP]
FD :D RT 90
KVADRAT :D :S-1
END
PROGRAM (META 100 4)
TO META :D :N
IF :N=0 [STOP]
REPEAT 4[KVADRAT :D 4 RT 90]
META :D/2 :N-1
END
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ZADANI LIK
Ako se rekurzivni poziv nalazi na kraju programa rijecˇ je o tzv. repnoj rekurziji. Nakon
svakoga rekurzivnog poziva duljina stranice smanjuje se na polovicu, a broj preostalih kva-
drata za jedan. (vidi [6])
3.4 Algoritmi u osmom razredu
Korisˇteni udzˇbenici za ovo poglavlje su:
1. NIMBUS OBLAK 8, udzˇbenik informatike s e-podrsˇkom za osmi razred osnovne sˇkole
[13]
2. Informatika+ 8, udzˇbenik iz informatike za 8. razred osnovne sˇkole [20]
3. Moj PORTAL 3.0 8, udzˇbenik informatike u osmom razredu osnovne sˇkole [7].
U osmom razredu gradivo se razlikuje od udzˇbenika do udzˇbenika.
U udzˇbeniku NIMBUS OBLAK 8 imamo prvo programiranje u programskom jeziku LOGO
sˇto ukljucˇuje ponavljanje gradiva 7. razreda i logicˇke petlje. Ovo je jedan od tri udzˇbenika
u kojem pod obvezno gradivo spada Rekurzivno programiranje no obradena su samo dva
primjera rekurzivnog programa. Od programiranja u Basic-u ponovljeno je gradivo 7. raz-
reda te su obradeni josˇ potprogrami i funkcije.
U udzˇbeniku Moj PORTAL 3.0 8 imamo izbornu temu Primjeri rekurzivnog programi-
ranja u kojem su obradeni malo bolji primjeri korisˇtenja rekurzivnog algoritma. Kad je
rijecˇ o fraktalima prikazani su primjeri rekurzivnog algoritma za iscrtavanje simetricˇnog ili
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binarnog stabla te Kochove pahuljice. Pogledajmo sljedec´i primjer.
Primjer 5: Napisat c´emo program koji c´e, krenuvsˇi od mnogokuta, nacrtati Kochovu kri-
vulju odredene zadane razine.
:n - razina krivulje
:m - broj stranica pravilnog mnogokuta
:a - duljina stranice pravilnog mnogokuta
Koch 0 6 100 Koch 1 6 100 Koch 2 6 100 Koch 3 6 100
U pocˇetnoj nultoj razini prikazan je zadani geometrijski lik. U prvoj razini svaka stra-
nica geometrijskog lika zamijenjena je krivuljom. U drugoj razini svaka stranica krivulje
zamijenjena je krivuljom. I tako redom do broja zadanih razina.
PROGRAM:
TO koch :n :m :a
CS
RT 90
REPEAT :m [krivulja :n :a RT 360/:m]
END
OBJASˇNJENJE:
Glavni program kojim omoguc´ujemo crtanje mnogokuta :m. Na pocˇetku programa kor-
njacˇu okrec´emo za 90 stupnjeva kako bi pocˇetna stranica bila vodoravna s prozorom.
Pri crtanju mnogokuta umjesto crtanja stranica naredbom FD :a pozivamo proceduru
krivulja :n :a, koja c´e nacrtati stranice mnogokuta u obliku krivulje.
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PROGRAM:
TO krivulja :n :a
IF :n=0[FD :a STOP]
krivulja :n-1 :a/3 LT 60
krivulja :n-1 :a/3 RT 120
krivulja :n-1 :a/3 LT 60
krivulja :n-1 :a/3
END
OBJASˇNJENJE
Uvjet kojim odredujemo kraj rekurzije :n=0 Samo u pocˇetnoj tocˇki crtamo isjecˇak kri-
vulje FD :a.
Svaki isjecˇak krivulje crtamo rekurzivnim pozivom programa s umanjenom velicˇinom stra-
nice :a/3. Nakon povratka iz rekurzivnog poziva postavljamo kut crtanja iduc´eg isjecˇka
krivulje LT 60.
Postupak se ponavlja za svaki isjecˇak. (vidi [7])
Ostatak gradiva koje se obraduje u ovom udzˇbeniku je grafika te procedure i funkcije.
U udzˇbeniku Informatika+ 8 se obraduje programiranje u programskim jezicima Python i
Basic za razliku od druga dva udzˇbenika. Prvi put u udzˇbenicima Informatika+ se spomi-
nju rekurzivne procedure. U ovom udzˇbeniku stoji: ”Procedura koja u sebi ima naredbu
koja poziva tu istu proceduru zove se rekurzivna procedura ili rekurzija.” (vidi [20]) sˇto
relativno dobro opisuje rekurziju.
Primjeri su slicˇni kao oni u prethodnom udzˇbeniku.
Od gradiva se obraduju josˇ graficˇke kontrole te primjena programiranja u drugim znanos-
tima.
Poglavlje 4
Algoritmi u srednjoj sˇkoli
U ovom poglavlju c´emo se bazirati na algoritme koji se obraduju u srednjim sˇkolama,
odnosno gimnazijama. Prvo c´emo se kratko osvrnuti na algoritme koji se obraduju u opc´im
i jezicˇnim gimnazijama, a onda na algoritme u prirodoslovnim gimnazijama tj. gimnazi-
jama s pojacˇanom nastavom matematike i informatike.
4.1 Algoritmi u opc´im i jezicˇnim gimnazijama
Opc´e i jezicˇne gimnazije obradujemo u istom poglavlju zato sˇto je fond sati nastave
informatike jednak tj. nastava informatike se izvodi u 2 sata vjezˇbi te jedan sat predavanja
tjedno, jednu sˇkolsku godinu - prvu u opc´im i drugu u jezicˇnim
Korisˇtena je sljedec´a literatura za ovo poglavlje:
1. INFORMATIKA 1, udzˇbenik za prvi razred prirodoslovno matematicˇkih i opc´ih gim-
nazija te drugi razred klasicˇnih i jezicˇnih gimnazija [16].
Samo c´emo napomenuti da se algoritmi eksplicitno ne obraduju te nema spomenutih poz-
natijih algoritama u ovom udzˇbeniku. Razlog tomu, kao sˇto je i spomenuto, je premala
satnica te izvodenje informatike samo jednu sˇkolsku godinu.
4.2 Algoritmi u prirodoslovnim gimnazijama
U nastavi informatike za prirodoslovne gimnazije literatura nije odredena za svaki raz-
red posebno nego imamo razlicˇite vrste literature: literatura za sve cˇetiri godine u jednom
udzˇbeniku, literatura za prvi i drugi razred u dva razlicˇita udzˇbenika bez literature za trec´i i
cˇetvrti razred od istog izdavacˇa i sl. Zato c´emo opisati algoritme za srednju sˇkolu u jednom
poglavlju bez podjela na razrede.
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Za ovo poglavlje koristili smo sljedec´u literaturu:
1. RJESˇAVANJE PROBLEMA PROGRAMIRANJEM U PYTHONU [14]
2. INFORMATIKA 2, udzˇbenik iz informatike za 2. razred prirodoslovno-matematicˇkih
gimnazija [5]
3. NAPREDNO RJESˇAVANJE PROBLEMA PROGRAMIRANJEM U PYTHONU [15].
Programski jezik koji se koristi u ovim udzˇbenicima je Python. Programski jezik Logo se
na neki nacˇin stopio s Pythonom jer u njemu takoder imamo modul za crtanje turtle pa
je jednostavnije radi sintakse koristiti samo Python. Vec´ina algoritama koji se obraduju u
ovim udzˇbenicima koriste strukturu liste. Osvrnut c´emo se dakle na algoritme sortiranja,
pretrazˇivanja i josˇ neke poznatije algoritme kao sˇto su Hornerov i Euklidov algoritam.
Algoritmi za sortiranje
U udzˇbeniku INFORMATIKA 2 opisano je sortiranje na sljedec´i nacˇin: ”Jedan od
vazˇnijih osnovnih algoritama jest onaj za sortiranje liste. Sortirati listu znacˇi poredati
njezine elemente po nekom kriteriju.”. Zatim imamo objasˇnjenje kakvo sortiranje imamo:
• uzlazno - prvi je element nakon sortiranja najmanji, a zadnji je najvec´i od svih
• silazno - prvi je element nakon sortiranja najvec´i od svih, a zadnji najmanji.
”Napisˇimo najprije funkciju koja za zadanu listu L odreduje njezin najmanji element.
Vazˇno nam je i na kojem se mjestu u listi taj element nalazi, pa c´emo napraviti funkciju
koja vrac´a najmanji element i njegov indeks u listi.”
def najmanji(L):
min_i = 0; min = L[0]
for i in range(l,len(L)):
if L[i] < min:
min = L[i]
min_i = i
return min, min_i
”Logika je vrlo jednostavna - za pocˇetak pretpostavimo da se najmanji element liste na-
lazi na indeksu 0. Zatim prolazimo kroz sve ostale elemente i usporedujemo ih s dosad
pronadenim najmanjim elementom. Ako naidemo na neki element koji je manji od dosad
najmanjega, zapamtimo njega i njegov indeks kao nove najmanje. Vrlo je zgodno sˇto taj
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program radi i za liste koje sadrzˇe brojeve i za liste koje sadrzˇe stringove.”
”Do algoritma za sortiranje dijeli nas josˇ jedan mali korak, a to je zamjena vrijednosti
dvaju elemenata u listi. Napisˇimo prvo program koji dovodi najmanji element u listi na
prvo mjesto:”
min, min_i = najmanji(L)
temp = L[0]
L[0] = L[min_i]
L[min_i] = temp
”Funkcijom najmanji pronasˇli smo indeks min i na kojemu se nalazi najmanji ele-
ment u listi. Nakon toga zˇelimo zamijeniti taj element i element koji se nalazi na indeksu
0. Prvo smo spremili vrijednost L[0] u privremenu varijablu temp, a zatim smo L[0]
”pregazili” s L[min i]. U ovome trenutku u listi se nalaze dva jednaka elementa (min)
na indeksima 0 i min i. No stara vrijednost koja se prije nalazila u L[0] zapamc´ena je
u varijabli temp, pa je mozˇemo spremiti u L[min i].” (vidi [5])
Navedeno je josˇ da se zamjena elemenata liste u programskome slengu naziva swap sˇto
je i potkrijepljeno implementacijom u Pythonu.
”Sada imamo sve sastavne elemente za sortiranje liste. Ideja je sljedec´a: pronac´i c´emo
najmanji element u listi i dovesti ga na indeks 0 zamjenom, kao sˇto smo to napravili gore.
Nakon toga c´emo u ostatku liste (od indeksa 1 pa nadalje) ponovno pronac´i najmanji ele-
ment, dovesti ga zamjenom na indeks 1 i tako dalje.”
for i in range(0, len(L)):
min, min_i = najmanji(L[i:])
min_i = min_i + i
temp = L[i]; L[i] = L[min_i]; L[min_i] = temp
”Gornji algoritam za sortiranje nazivamo selection sort. Najcˇesˇc´e ga pisˇemo ovako:
for i in range(0, len(L)):
for j in range(i+1, len(L)):
if L[i] > L[j]:
temp = L[i]; L[i] = L[j]; L[j] = temp
”Unutarnja petlja po varijabli j ima ulogu trazˇenja najmanjega elementa u podlisti L[i:].
Cˇim pronademo neki novi najmanji element, odmah ga dovodimo na indeks i.” (vidi [5])
Nakon ovog je postavljeno jedno vazˇno metodicˇko pitanje koje se samo namec´e, a do-
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bro ga je postaviti prvo ucˇenicima da sami razmisle: ”Kako c´emo promijeniti algoritam da
sortira silazno? Vrlo jednostavno - samo if L[i] > L[j] zamijenimo s if L[i] <
L[j].” (vidi [5])
Sljedec´i algoritam za sortiranje koji se spominje je bubble sort.
”On se zasniva na sljedec´oj ideji: ako lista nije sortirana onda postoje neka dva susjedna
elementa koja su u ”krivom” poretku. Na primjer, ako listu L=[2,5,8,4,9] sorti-
ramo uzlazno, onda uocˇavamo susjedne elemente 8 i 4 koji su u krivome poretku. Kada
pronademo takve elemente, zamijenimo ih i time dovodimo listu u stanje koje je blizˇe sor-
tiranomu: L=[2,5,4,8,9]. Ponovno mozˇemo uocˇiti elemente 5 i 4 u krivome poretku.
Njihovom zamjenom dobivamo listu L=[2,4,5,8,9], koja je sortirana jer visˇe ne pos-
toje susjedni elementi koji su u krivome poretku.
U donjem kodu unutarnja FOR-petlja prolazi kroz cijelu listu u potrazi za susjednim ele-
mentima u krivome poretku. Ako pronademo takve elemente, u varijabli postoje krivi
biljezˇimo tu cˇinjenicu i zamjenjujemo ih. Ako takvi elementi ne postoje (varijabla pos-
toje krivi zadrzˇi vrijednost False nakon prolaska unutarnjom petljom), onda je lista
sortirana i prekidamo vanjsku WHILE-petlju.” (vidi [5])
postoje_krivi = True
while postoje_krivi:
postoje_krivi = False
for i in range(0, len(L)-1):
if L[i] > L[i+1]:
postoje_krivi = True
temp = L[i]
L[i] = L[i+1]
L[i+1] = temp
Navedeno je josˇ kako se prvim prolaskom najvec´i element dovodi na kraj liste te svakim
sljedec´im prolaskom mozˇemo gornju granicu unutarnje petlje smanjivati za jedan. Time je
algoritam nesˇto ubrzan jer ne moramo usporedivati elemente koji sigurno nec´e rezultirati
zamjenom.
postoje_krivi = True; gornja_granica = len(L)
while postoje_krivi:
postoje_krivi = False; gornja_granica = gornja_granica-1
for i in range(0, gornja_granica):
if L[i] > L[i+1]:
postoje_krivi = True
temp = L[i]
L[i] = L[i+1]
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L[i+1] = temp
Kao i kod algoritma selection sort, promjenom uvjeta u IF naredbi smo mogli sortirati listu
silazno.
U udzˇbeniku NAPREDNO RJESˇAVANJE PROBLEMA PROGRAMIRANJEM U PYTHONU
nalaze se josˇ neki algoritmi za sortiranje pored prethodna dva. To su sortiranje zamjenom
elemenata (eng. exchange sort), sortiranje umetanjem (engl. insertion sort), sortiranje sje-
dinjavanjem (engl. merge sort), brzo sortiranje po Hoareu (engl. quick sort) te sortiranje
razvrstavanjem u pretince (engl. bucket sort). Pogledajmo detaljnije prva tri algoritma te
njihove opise u udzˇbeniku:
”Sortiranje zamjenom elemenata (exchange sort) u prvi cˇas nam se namec´e kao naj-
jednostavniji nacˇin sortiranja elemenata liste. Radi se o tome da najprije uzmemo prvi
element i usporedujemo ga sa svim ostalim elementima. Svaki put kada naidemo na ele-
ment koji je manji, zamjenjujemo im mjesta. Nakon nakon sˇto smo usporedili prvi element
liste sa svim ostalim elementima liste, napravili smo jedan (prvi) prolaz. Nakon prvog pro-
laza na prvom mjestu liste bit c´e najmanji element. U drugom c´emo prolazu to isto ucˇiniti
s drugim elementom i tako prijec´i cijelu listu za drugi element itd. Element koji unutar jed-
nog prolaza usporedujemo sa svim elementima koji se nalaze iza njega zvat c´emo kljucˇnim
elementom.
Oznacˇimo s i i j pokazivacˇe koji c´e pokazivati na elemente nasˇe liste. Na samom pocˇetku
u prvom prolazu pokazivacˇ i c´e imati vrijednost 0, a mi c´emo promatrati element s indek-
som 0. U ovom prolazu to je kljucˇni element. Pokazivacˇ j c´e pocˇetno pokazivati na prvi
susjedni element s indeksom 1, odnosno mi c´emo promatrati vrijednost te varijable.
Nasˇ kljucˇni element c´e prvo imati vrijednost 8, a varijabla s indeksom 1 u tom trenutku ima
vrijednost 17, poredak tih dviju vrijednosti je u tom trenutku u skladu s nasˇim zahtjevom
te jednostavno povec´avamo indeks j. Taj postupak c´emo ponavljati sve dok pokazivacˇ j
ne dosegne element s vrijednosˇc´u 2 koji ima indeks 5. Kako je 8 vec´e od 2 zamijenit c´e se
vrijednosti tih dvaju elemenata. Sada nasˇ kljucˇni element ima vrijednost 2, a pokazivacˇ j
c´e nastaviti pokazivati na sljedec´e vrijednosti sve do posljednjeg elementa liste. Sljedec´a
zamjena dogodit c´e se kada pokazivacˇ j dosegne vrijednost 1. Nakon sˇto pokazivacˇ j
dode do kraja liste, cˇinec´i pritom devet usporedbi, na prvom se mjestu nalazi element s
najmanjom vrijednosˇc´u. Preostaje nam sortirati ostatak liste u kojoj je ostalo devet eleme-
nata. To c´emo ucˇiniti tako da pokazivacˇ i postavimo na prvi element preostale liste (i =
1). Slijedi osam usporedbi da bismo pronasˇli najmanji element u listi i postavili ga na to
drugo mjesto. Postupak nastavljamo sve dok kazaljka i ne dode na pretposljednje, a j na
posljednje mjesto liste te c´e nakon toga lista biti uzlazno sortirana.” (vidi [15])
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Slika 4.1: Sortiranje zamjenom: prvi i drugi prolaz (vidi [15])
Na osnovi ovog opisa napisˇimo funkciju za sortiranje zamjenom elemenata:
def sort_zamjenom(lista):
for i in range(len(lista) - 1):
for j in range(i + 1, len(lista)):
if lista[i] > lista[j]:
lista[i], lista[j] = lista[j], lista[i]
return lista
Sljedec´i algoritam za sortiranje je selection sort no njega smo vec´ vidjeli u prethodnom
udzˇbeniku. Josˇ je prokomentirano da je razlika od algoritma exchange sort sˇto se kod algo-
ritma selection sort ne obavlja zamjena kada se u koraku pojavi manji element od kljucˇnog,
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vec´ se samo pamti indeks najmanjeg elementa u tom prolazu i zamjena se radi tek na kraju
tog prolaza.
Sljedec´e na red dolazi sortiranje umetanjem (insertion sort):
”Sortiranje umetanjem svodi se na postupno stvaranje dviju lista. u prvom (lijevom) dijelu
liste nalaze se sortirani elementi liste, dok su u drugom dijelu nesortirani elementi liste.
Na pocˇetku se sortirani dio sastoji samo od prvog elementa. Kao i kod dosadasˇnjih nacˇina
sortiranja, prolazit c´emo kroz elemente liste i u svakom prolazu uzeti samo jedan, i to prvi
element iz nesortiranog dijela liste te ga pomicati u lijevo dok ne dode na pravo mjesto u
sortirani dio liste (slika 4.2). Indeks i pokazuje na prvi element nesortirane liste.
Slika 4.2: Sortiranje umetanjem: prva cˇetiri prolaza (vidi [15])
Indeks j na pocˇetku svakog prolaza postavlja se na prvi element nesortirane liste koji pos-
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taje kljucˇni element tog prolaza. Ako je njegova vrijednost manja od elementa lijevo od
njega, oni trebaju zamijeniti mjesta. Takva se zamjena kljucˇnog elementa s njegovim lije-
vim susjedom nastavlja sve dok ne naide na manju vrijednost elementa ili ne dosegne lijevi
kraj liste (j = 0). Taj algoritam ostvaren je sljedec´om funkcijom:” (vidi [15])
def sort_umetanjem(lista):
for i in range(1, len(lista)):
j=i
while j > 0 and lista[j] < lista[j - 1]:
lista[j - 1], lista[j] = lista[j], lista[j - 1]
j -= 1
return lista
Josˇ je iskomentirana slozˇenost algoritma. Algoritam c´e u najboljem slucˇaju imati linearnu
a u najgorem kvadratnu slozˇenost tj. slozˇenost algoritma je O(n2).
Sljedec´i algoritam za sortiranje koji se pojavljuje je sortiranje sjedinjavanjem (engl. merge
sort). U udzˇbeniku se ovaj algoritam uvodi rjesˇavanjem primjera tj. zadatka gdje treba
napisati funkciju cˇiji c´e parametri biti dvije sortirane liste, a oni c´e vrac´ati sortiranu listu
koja se dobiva spajanjem dviju zadanih lista. Taj nam je primjer potreban jer ovaj algo-
ritam rekurzivno spaja (sortira) liste koje dobije rastavljanjem pocˇetne liste na sve manje
podliste:
Slika 4.3: Sortiranje sjedinjavanjem (vidi [15])
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”Kod sortiranja sjedinjavanjem dijelit c´emo osnovnu listu na sve manje liste sve dok se
one ne svedu na liste s jednim cˇlanom a potom c´emo te liste spajati u sortirane liste. Pos-
tupak je ilustriran slikom 4.3. Zbog preglednijeg prikaza odabrana je lista s 8 elemenata.
def sor_merge(lista):
if len(lista) == 1:
return lista #1
m = len(lista) // 2 #2
lijevo = lista[:m] #3
desno = lista[m:] #4
sort_merge(lijevo) #5
sort_merge(desno) #6
i, j = 0, 0
for k in range(len(lijevo) + len(desno)):
if i < len(lijevo) and j < len(desno):
if lijevo[i] < desno [j]:
lista[k] = lijevo[i]
i += 1
else:
lista[k] = desno[j]
j += 1
elif i < len(lijevo):
lista[k] = lijevo[i]
i += 1
else:
lista[k] = desno[j]
j += 1
return lista
Postupak podjele na podliste je jednostavan - svodi se na igru s indeksima. Rekurzivna
funkcija objedinjuje podjelu i sjedinjavanje generiranih podlista.
Kao sˇto vidimo iz programa, funkcija nec´e obavljati nisˇta kada ulazna lista ima duljinu
jedan, tj. kada se sastoji samo od jednog elementa (#1). Ako je duljina vec´a od jedan, lista
c´e biti podijeljena na dva dijela: lijevu i desnu podlistu (#2,#3) na koje c´e se primi-
jeniti rekurzivna funkcija sortiranja (#5,#6). Nakon toga slijedi sjedinjavanje sortiranih
podlista (od #7 do #8).
U postupku se najprije u fazi podjele lista dijeli na podliste jednakih duljina. Podjela c´e
svesti pocˇetnu listu na osam podlista duljine jedan. Nakon toga slijedi faza sjedinjavanja.”
(vidi [15])
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Josˇ je komentirano da je vrijeme izvodenja algoritma u svakom koraku sjedinjavanja O(n)
i da c´e takvih podjela biti log n, pa je stoga slozˇenost cijelog algoritma O(n log n).
Vidimo da su algoritmi bolje opisani i predocˇeni nego u prethodnom udzˇbeniku. Za svaki
od algoritama imamo i ilustraciju slikom te podosta opsˇiran opis samog algoritma te nje-
govog nacˇina rada za razliku od prethodnog udzˇbenika.
Donosimo josˇ implementaciju u Pythonu i kratak opis algoritama quick sort te bucket sort:
Quick sort:
”Algoritam brzog sortiranja takoder je rekurzivan kao i sortiranje sjedinjavanjem, ali se
pocˇetna lista ne dijeli na jednako velike podliste, vec´ se dogada sljedec´e:
• na proizvoljni nacˇin odabire se jedan od elemenata za kljucˇni element kljucˇni el
• kreiraju se dvije podliste: podlista onih elemenata koji su manji ili jednaki kljucˇnom
elementu (ta podliste ukljucˇuje i kljucˇni el) te podlista onih elemenata koji su
vec´i od kljucˇnog elementa
• te se dvije podliste zatim rekurzivno sortiraju.
Djelovanje algoritma ilustrirano je slikom 4.4. U prvom koraku algoritma mozˇemo u
nacˇelu odabrati bilo koji element za kljucˇni element kljucˇni el. Ovdje c´emo zbog
jednostavnijeg slikovnog prikaza odabrati uvijek srednji element. Na nasˇoj slici to je u 1.
razini rekurzije element s s vrijednosˇc´u 8.
Nakon toga se postavljaju dva pokazivacˇa:
• prvi pokazivacˇ i, koji se od pocˇetka liste krec´e udesno - trazˇit c´emo prvi element koji
je vec´i ili jednak kljucˇnom
• drugi pokazivacˇ j koji se od kraja cˇiste krec´e ulijevo - trazˇit c´emo element koji je
manji ili jednak kljucˇnom.
Kada lijevo i desno od kljucˇnog elementa nademo takva dva elementa, zamjenjujemo im
mjesta i nastavljamo trazˇenje.
Na slici 4.4 mozˇemo uocˇiti da smo time dobili dvije trazˇene podliste. Prva sadrzˇi elemente
s vrijednostima manjim ili jednakim od kljucˇnog elementa, a druga elemente s vrijednos-
tima vec´im od vrijednosti kljucˇnog elementa.
Te se dvije liste mogu podvrgnuti jednakom postupku koji mozˇemo pratiti na temelju pri-
kaza na slici 4.4.” (vidi [15])
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Slika 4.4: Algoritam brzog sortiranja (vidi [15])
Opisani postupak preveden u programski oblik prikazan je sljedec´om funkcijom:
def sort_quick(lista, ind_p, ind_k):
sred = lista[(ind_p + ind_k) // 2]
i = ind_p
j = ind_k
while i <= j:
while lista[i] < sred:
i += 1
while lista[j] > sred:
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j -= 1
if i <= j:
lista[i], lista[j] = lista[j], lista[i]
i += 1
j -= 1
if ind_p < j:
sort_quick(lista, ind_p, j)
if ind_k > i:
sort_quick(lista, i, ind_k)
return lista
Josˇ je izvedeno kako opisani algoritam ima vremensku slozˇenost u najgorem slucˇaju O(n2),
a u najboljem slucˇaju O(n logn). Ima veliku prednost jer se cijeli postupak obavlja na jed-
noj listi sˇto je veoma vazˇno pri sortiranju velikih lista.
Bucket sort:
Bucket sort je algoritam koji listu pretvara u rjecˇnik kako bi se vrijeme sortiranja sma-
njilo. U rjecˇniku je trazˇenje elementa slozˇenosti O(1) pa bi to smanjilo cijelu slozˇenost
algoritma. Prikazani su problemi pretvorbe liste u rjecˇnik jer kada ubacimo visˇe istih vri-
jednosti u rjecˇnik, u rjecˇniku ostaje samo jednom zapisana vrijednost.
Tako c´e u rjecˇniku svaka vrijednost iz liste biti kljucˇ koji c´e imati vrijednost onoliku koliko
se puta element nalazio u listi. Na kraju rjecˇnik treba pretvoriti natrag u listu.
Implementacija u Pythonu:
def sort_u_pretince(lista):
rjecnik = {}
for t in lista:
rjecnik[t] = rjecnik.get(t, 0) + 1
sortirano = []
for k in range(min(rjecnik), max(rjecnik) + 1):
if k in rjecnik:
sortirano.extend([k] * rjecnik[k])
return sortirano
U udzˇbeniku je josˇ komentirano kako je slozˇenost algoritma linearna tj. O(n).
Algoritmi za pretrazˇivanje
Od algoritama za pretrazˇivanje uveden je prvo ucˇeniku intuitivan nacˇin pretrazˇivanja.
Zˇelimo li znati postoji li neki element u listi, pretrazˇujemo od prvog do zadnjeg cˇlana te
svaki od njih usporedujemo s trazˇenim elementom. Takav nacˇin pretrazˇivanja nazivamo
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linearno pretrazˇivanje. Nakon toga je dan primjer gdje trebamo nac´i broj u telefon-
skom imeniku. Tada ucˇenici shvate da nec´e na isti nacˇin pretrazˇivati rjecˇnik, tj da nec´e
usporedivati sa svakim imenom od pocˇetka dok ne nadu odgovarajuc´e trazˇeno ime. U
udzˇbeniku pisˇe sljedec´e:
”Napravimo jednu usporedbu sa stvarnim zˇivotom: Zamislite listu L kao telefonski imenik
u kojem se prezimena ne nalaze navedena po abecedi, nego nekim proizvoljnim redoslije-
dom. Kako biste pronasˇli telefonski broj neke osobe x? Nema druge opcije nego krenuti
redom, od prvoga imena na prvoj stranici imenika do posljednjega imena na posljednjoj
stranici: morali bismo usporedivati ime trazˇene osobe sa svakim imenom u telefonskome
rjecˇniku.
Srec´om, telefonski imenici (kao i oni razredni) sortirani su po prezimenima i to nam jako
olaksˇava i ubrzava trazˇenje. Otvorimo li imenik u sredini, moguc´e su tri situacije.
1. Imali smo srec´e i otvorili smo imenik tocˇno na imenu koje trazˇimo. Pretraga je
zavrsˇena!
2. Ime koje trazˇimo abecedno je manje od imena koje smo otvorili. To znacˇi da se ime
koje trazˇimo nalazi lijevo od toga mjesta. Zato mozˇemo ponovno pretrazˇivati na isti
nacˇin (raspolavljanjem) u lijevoj polovici imenika.
3. Ime koje trazˇimo abecedno je vec´e od imena koje smo otvorili. To znacˇi da se ime
koje trazˇimo nalazi desno od toga mjesta. Zato mozˇemo ponovno pretrazˇivati na isti
nacˇin (raspolavljanjem) u lijevoj polovici imenika.” (vidi [5])
Nakon sˇto je naveden primjer s jednom listom na kojem je prikazan postupak binarnog
trazˇenja imamo i implementaciju u Pythonu:
d = 0; g = len(L)-1; indeks = -1
while d <= g:
s=(d+g)//2
if x == L[s]:
indeks = s
break
elif x < L[s]:
g=s-1
elif x > l[S]:
d = s+1
if indeks == -1:
print(x, ’se ne nalazi u listi L.’)
else:
print(x, ’se ne nalazi na indeksu’, indeks, ’u listi L.’)
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”Takav nacˇin pretrazˇivanja zovemo binarno pretrazˇivanje. Ono funkcionira samo u sor-
tiranim listama! Binarno pretrazˇivanje puno je brzˇe od linearnoga jer ima bitno manji
broj usporedivanja. Ako lista L ima N elemenata, onda linearno pretrazˇivanje u najgo-
remu slucˇaju treba N usporedbi. Mozˇe se pokazati da binarno pretrazˇivanje treba manje
od log2(N) + 1 usporedbi (isprobajte sami!). Na primjer, ako lista ima milijun elemenata,
onda binarno usporedivanje treba samo log2(1000000) + 1 ≈ 21 usporedbi elemenata liste
L s trazˇenim x.” (vidi [5])
Mislimo da su algoritmi dobro opisani te da je prije samog opisa dana primjerena motiva-
cija.
Hornerov algoritam
U udzˇbeniku RJESˇAVANJE PROBLEMA PROGRAMIRANJEM U PYTHONU imamo
opisan Hornerov algoritam. Hornerov algoritam sluzˇi nam za racˇunanje vrijednosti poli-
noma u nekoj tocˇki.
Kada imamo zadatak napisati funkciju koja racˇuna vrijednost polinoma u tocˇki x0, gdje su
nam zadani koeficijenti polinoma u listi p te tocˇka x0, vrlo intuitivno rjesˇenje je sljedec´a
implementacija:
def vrijednost_polinoma(p, x0):
v = 0
for i in range(len(p)):
v = v + p[i] * x0 ** i
return v
No, ovom implementacijom i nismo basˇ zadovoljni. U udzˇbeniku je opisano i zasˇto:
”Opc´enito, kod racˇunanja vrijednosti polinoma n-tog stupnja u tocˇki x0 imamo ukupno:
n + (n − 1) + (n − 2) + ... + 1 = n(n−1)2 mnozˇenja i n zbrajanja. Medutim, zapisˇemo li po-
linom malo drugacˇije, broj mnozˇenja mogao bi se uvelike smanjiti. Promotrimo polinom:
p(x) = 3x3 + x2 + 2x + 4. Ovaj polinom bismo mogli zapisati drugacˇije da iz prva tri cˇlana
’izlucˇimo’ x: p(x) = (3x2 + x + 2) · x + 4 te josˇ jednom iz prva dva cˇlana ’izlucˇimo’ x:
p(x) = ((3·x+1)·x+2)·x+4. Prebrojimo li ovdje operacije mnozˇenja, ustanovit c´emo da ih
je ukupno tri i isto toliko je operacija zbrajanja. Opc´enito, polinom n-tog stupnja mozˇemo
raspisati kao: p(x) = (...((anx + an−1) · x + an−2) · x + ... + a1) · x + a0 te imamo ukupno n
mnozˇenja i n zbrajanja. Uzmemo li u obzir da je mnozˇenje ”slozˇena” operacija, dolazimo
do zakljucˇka da smo ovime dosta ”pojednostavnili” izvodenje algoritma. Ovakav nacˇin
racˇunanja vrijednosti polinoma u tocˇki nazivamo Hornerov algoritam.
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Preostaje nam josˇ da implementiramo ovaj algoritam u Pythonu. Dakle, zadana je lista
koeficijenata polinoma n-tog stupnja: p=[a0, a1, ... , an−1, an] te tocˇka x0. Za nasˇ poli-
nom u prilagodenom obliku zadana je lista koeficijenata: p=[4,2,1,3] i tocˇka x0=3.
Ilustrirajmo postupak racˇunanja vrijednosti polinoma u tocˇki.
• Racˇunanje zapocˇinjemo vrijednosˇc´u 3 - zadnji element liste.
• U sljedec´em koraku vrijednost 3 mnozˇimo sa x0 = 3 i dodajemo sljedec´i element
liste: 3 · 3 + 1 = 10.
• U sljedec´em koraku prethodnu vrijednost mnozˇimo sa x0 = 3 i dodajemo sljedec´i
element liste: (3 · 3 + 1) · 3 + 2 = 10 · 3 + 2 = 32.
• U zadnjem koraku prethodni rezultat mnozˇimo s 3 i dodajemo sljedec´i element liste:
32 · 3 + 4 = 100.
Na osnovi prethodnih razmatranja vidimo da racˇunanje zapocˇinjemo prethodnom vri-
jednosˇc´u v = an. U sljedec´em koraku dobivamo: v = v · x+an−1 te postupak nastavljamo do
v = v · x + a0. Buduc´i da racˇunanje zapocˇinjemo sa zadnjim elementom liste koeficijenata,
bilo bi zgodno listu okrenuti te u tom slucˇaju zapis ovog algoritma u Pythonu ima sljedec´i
oblik:” (vidi [14])
def Horner(p, x0):
v = 0
p = p[::-1]
for i in range(len(p)):
v = v * x0 + p[i]
return v
Euklidov algoritam
U istom udzˇbeniku mozˇemo pronac´i i Euklidov algoritam.
”Jedan od cˇesˇc´ih problema u numericˇkoj matematici jest racˇunanje najvec´eg zajednicˇkog
djelitelja dvaju prirodnih brojeva. Najvec´i zajednicˇki djelitelj (mjera) dvaju prirodnih
brojeva a i b, u oznaci nzd(a, b) jest najvec´i broj koji dijeli brojeve a i b. Primjerice:
nzd(6, 9)=3, nzd(18, 24)=6, nzd(7, 15)=1 i sl. Za brojeve cˇija je mjera 1
rec´i c´emo da su relativno prosti. Jedan od nacˇina racˇunanja najvec´eg zajednicˇkog djeli-
telja dvaju brojeva je tzv. Euklidov algoritam. Prvo c´emo promotriti malo modificiranu
inacˇicu ovog algoritma koja kazˇe:
1. Ako su dva broja jednaka, onda je njihov najvec´i zajednicˇki djelitelj upravo taj broj,
primjerice nzd(6, 6)=6.
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2. Ako brojevi nisu jednaki, onda je njihov zajednicˇki djelitelj jednak najvec´em za-
jednicˇkom djelitelju brojeva prema principu: vec´i broj - manji broj i manji broj. Pri-
mjerice, nzd(18, 24)=nzd(18, 6) - naime, brojevi 18 i 24 ocˇito nisu jednaki
pa je njihov zajednicˇki djelitelj jednak najvec´em zajednicˇkom djelitelju brojeva 24
- 18 = 6 (vec´i - manji) i 18 (manji)”. (vidi [14])
m = int(input(’Prvi broj: ’))
n = int(input(’Drugi broj: ’))
a, b = m, n
while m != n:
if m > n:
m -= n
else:
n -= m
print(’nzd brojeva {0} i {1} je {2}’.format(a, b, n))
”Kao sˇto smo naveli, inacˇica Euklidova algoritma malo je modificirana. Sljedec´a inacˇica
je:
1. Ako je jedan od brojeva jednak nuli, onda je nzd (najvec´i zajednicˇki djelitelj) drugi
broj, primjerice nzd(6, 0)=0.
2. Ako brojevi nisu jednaki, onda je njihov nzd isti kao nzd brojeva: vec´i % manji i ma-
nji. Primjerice, nzd(18, 42)=nzd(18, 6) - naime, brojevi 18 i 42 ocˇito nisu
jednaki pa je njihov nzd jednak nzd brojeva 42 % 18 = 6 (vec´i % manji) i
18 (manji)”.
Osim promjene naredbe unutar tijela petlje, ovdje c´emo trebati promijeniti i uvjet izvodenja
petlje. Naime, petlja se ne prestaje izvoditi kada brojevi postanu jednaki, vec´ kada jedan
od brojeva postane 0. Dakle, petlju c´emo izvoditi dok su oba broja vec´a od 0. Uvjet kojim
c´emo to provjeriti za brojeve m i n je sljedec´i: m != 0 and n != 0. Nakon petlje
trebamo josˇ provjeriti koji od brojeva nije jednak 0 te taj broj ispisati:
m = int(input(’Prvi broj: ’))
n = int(input(’Drugi broj: ’))
a, b = m, n
while m != 0 and n != 0:
if m > n:
m %= n
else:
n %= m
if m > 0:
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print(’Mjera brojeva {0} i {1} je {2}’.format(a, b, m))
else:
print(’Mjera brojeva {0} i {1} je {2}’.format(a, b, n))
Uvjet: m != 0 and n != 0 mogli smo zapisati i nesˇto ”elegantnije”. Naime, ako je
jedan od brojeva jednak 0, onda je njihov umnozˇak jednak 0. Dakle, oba c´e broja biti
razlicˇita od 0 ako je njihov umnozˇak razlicˇit od 0.
Slicˇnu dosjetku mozˇemo napraviti i kod ispisa. Buduc´i da je jedan od brojeva jednak
0, onda je zbroj tih dvaju brojeva jednak broju koji nije 0, sˇto je upravo onaj broj koji
trazˇimo:” (vidi [14])
m = int(input(’Prvi broj: ’))
n = int(input(’Drugi broj: ’))
a, b = m, n
while m * n != 0:
if m > n:
m %= n
else:
n %= m
print(’Mjera brojeva {0} i {1} je {2}’.format(a, b, m + n))
Rekurzivni algoritmi
U udzˇbeniku NAPREDNO RJESˇAVANJE PROBLEMA PROGRAMIRANJEM U PYT-
HONU je pomnije opisan postupak izgradnje rekurzivnog algoritma. Opisani su pojmovi
kao sˇto je rekurzivni pristup i rekurzivna relacija te se govori o uvjetima prekida rekurziv-
nog algoritma. Od rekurzivnih algoritama prikazali smo vec´ neke algoritme za sortiranje i
trazˇenje te su u knjizi josˇ navedeni neki primjeri rekurzivnih algoritama kojima racˇunamo
umnozˇak prvih n prirodnih brojeva, Fibonaccijeve brojeve te druge jednostavne algoritme
koji se mogu rekurzivno implementirati kao sˇto je algoritam za prebacivanje tornja od n di-
skova sa sˇtapa X na sˇtap Y uporabom pomoc´nog sˇtapa Z (Hanojski tornjevi), kombinatorni
algoritmi i slicˇno.
Moramo napomenuti da su u posebnoj cjelini rekurzivni algoritmi jedino opisani u ovom
udzˇbeniku kojeg primjenjuje mali broj prirodoslovno-matematicˇkih gimnazija u praksi jer
je gradivo napredno i potrebno je odredeno predznanje kako bi se mogao uspjesˇno savladati
sadrzˇaj.
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Zakljucˇak
Svi algoritmi opisani u ovom poglavlju su metodicˇki dobro obradeni. Nemamo pri-
mjedbi na implementaciju.
Naglasˇavamo da nije analizirana slozˇenost nekih algoritama (Euklidov).
Smatramo da je sintagma ”teorija brojeva” primjerenija od ”numericˇka matematika” (str.
35).
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Sazˇetak
U ovom radu smo opisali koliko se pozornosti pridaje algoritamskom misˇljenju u vazˇec´im
dokumentima, prikazali koji poznati algoritmi se obraduju u gimnazijama te kriticˇki ko-
mentirali trenutno stanje.
Kroz prvo poglavlje smo proucˇili samu bit algoritma. Osvrnuli smo se na definiciju
algoritma, a onda i na svojstva koja algoritam mora zadovoljavati. Objasnili smo koje
osobine mora imati ”dobar” algoritam te nacˇine na koje se algoritam mozˇe predstaviti. Bili
su prikazani i primjeri algoritma kako u stvarnom svijetu tako i u matematici i informatici.
Drugo poglavlje govorilo je o tome u kojem kontekstu se sve algoritamsko misˇljenje
spominje u Hrvatskom nacionalnom obrazovnom standardu (HNOS-u), Nacionalnom ok-
virnom kurikulumu za predsˇkolski odgoj i obrazovanje te opc´e obvezno i srednjosˇkolsko
obrazovanje (NOK-u), a onda i u standardu racˇunalne znanosti (CSTA K-12 Computer
Science Standard). Usporedili smo navedene dokumente s trenutnim prijedlogom novog
kurikuluma u Hrvatskoj i vidjeli da trenutni prijedlog dobro korespondira s aktualnim do-
kumentima u svijetu.
U trec´em poglavlju imali smo kratak pregled algoritama koji se spominju u osnovnoj
sˇkoli kako bi imali bolji uvid predznanja ucˇenika u samom podrucˇju algoritama i algori-
tamskog misˇljenja prije srednje sˇkole.
Cˇetvrto poglavlje nadovezalo se na trec´e. Ovdje c´emo prosˇli algoritme koji se obraduju
u srednjim sˇkolama, preciznije gimnazijama, kao sˇto i sam naslov rada govori. Naveli smo
neke losˇe ali i dobre strane trenutnog stanja obrade algoritama i korisˇtenja algoritamskog
misˇljenja u gimnazijama kao vazˇnog dijela odgojno-obrazovnog procesa.
Summary
This thesis describes the amount of attention given to algorithmic thinking in valid
documents, shows which known algorithms are being processed in gymnasium and offers
a critical commentary on the current state.
The first chapter deals with the very essence of an algorithm and defines the algorithm
itself as well as the properties it has to satisfy. It also offers an explanation of what attributes
a ”good” algorithm should have and how it can be presented. Finally, it offers examples
not only of real world algorithms but also of those in mathematics and computing.
The second chapter refers to the contexts in which algorithmic thinking is mentioned
in the Croatian National Educational Standard (HNOS), in The textbook of the National
Framework Curriculum for Pre-school Education and General Compulsory and Secondary
Education (NOK), as well as in the Computer Science Standard CSTA K-12. It offers a
comparison of the aforementioned documents with the current proposal of the new Croatian
curriculum, and brings to the conclusion that the latter corresponds well to the current
documents of the sort in the world.
The third chapter offers a brief overview of the algorithms mentioned in elementary
schools with the aim of providing a better insight into the knowledge of algorithms and the
level of algorithmic thinking present before high school.
The fourth chapter is an extension of the previous one. It analyses algorithms studied
in middle schools, i.e. in gymnasiums, as the title of the thesis itself suggests. It lists some
positive and some negative aspects of the current state of processing algorithms and of
the use of algorithmic thinking in gymnasiums as a very important part of the educational
process.
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