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A superconducting phase with an extremely low carrier density of the order of 1013 cm−2 is
present at LaAlO3–SrTiO3 interfaces. If depleted from charge carriers by means of a gate field,
this superconducting phase undergoes a transition into a metallic/insulating state that is still char-
acterized by a gap in the spectral density of states. Measuring and analyzing the critical field of
this gap, we provide evidence that macroscopically phase-coherent Cooper pairs are present in the
metallic/insulating state. This is characterized by fluctuating vortex-antivortex pairs, and not by
individual, immobile Cooper pairs. The measurements furthermore yield the carrier-density depen-
dence of the superconducting coherence length of the two-dimensional system.
I. INTRODUCTION
Two-dimensional (2D) electron systems are fascinat-
ing, including phenomena such as the quantum Hall
effect1,2, ferromagnetism3,4 and superconductivity5–9.
The 2D-superconducting state yields substantial crit-
ical temperatures despite the presence of phase and
amplitude fluctuations of the order parameter. The
large susceptibility to fluctuations results in many
cases in a bosonic 2D superconductor–to–insulator
(SIT) transition9–15 or 2D superconductor–to–metal–to–
insulator transition (SMIT)16–26 with Cooper pairs ex-
isting in the insulating state27. These transitions are
generally induced by tuning disorder or by changing the
carrier density28–41. The LaAlO3–SrTiO3 interface 2D
electron liquid (2DEL)42,43 is a 2D-superconductor that
can be driven into an insulating state by depleting charge
carriers with an electric field44–48. This superconductor
is of great interest because the superconducting state ex-
ists at extremely small carrier densities.
The transition between the superconducting state
and the metallic/insulating state in the LaAlO3–
SrTiO3 2DEL has been well established by transport
measurements45–53, however, with a different shape of
the gate-voltage dependent R(T ) characteristics. Here R
is the sheet resistivity and T is the temperature. Cav-
iglia et al. presented characteristics with dR/dT < 0 for
gate voltages below a critical value and characteristics
with dR/dT > 0 or a well defined zero resistivity state
for gate voltages above this critical value. Intriguingly,
at the critical value of the gate voltage, where dR/dT =
0, the sheet resistivity matches the quantum resistance of
paired electrons h/4e2, ref.45,49. This indicates a bosonic
SIT, with Cooper pairs present in the insulating state.
Other experiments, however, offer a less clear picture.
One experiment observed an SIT at a resistance value
equal to one third of h/4e2, ref.50, and others observed
characteristics with dR/dT = 0 for a large range of gate
voltages44,51–53. In these experiments there is no single
separatrix between the superconducting and insulating
state, similar to the SMIT. We therefore refer to the non-
superconducting phase as the metallic/insulating phase.
FIG. 1. The schematic of a tunnel junction on the measured
sample. In detail: the four unit-cell thick LaAlO3 layer is
shown in red, the millimeter-thick SrTiO3 layer in light blue,
the 2DEL in light green, the gold layers in yellow, dark green
is for the titanium contacts to the 2DEL and grey is the sil-
ver backgate electrode. The device current and the gate volt-
age were applied with respect to the ground contact of the
2DEL and the device voltage was measured between the top-
electrode and another 2DEL contact.
These metallic phases have been argued to be bosonic in
nature23.
Both scenarios suggest that Cooper pairs are present
in the metallic/insulating state of the LaAlO3–SrTiO3
2DEL. Furthermore, tunneling measurements find a su-
perconducting gap in the density of states (DOS) across
the transition51. Depending on their interaction, the
Cooper pairs possibly form a macroscopic quantum-state
characterized by an order parameter, a coherence length,
and a critical magnetic field. It is also possible that the
Cooper pairs act as single particles if their interaction
is non-existent or weak. Which of the two scenarios oc-
curs in a superconductor with small carrier density is
unknown, yet important for the general understanding
of superconductivity. The two scenarios can be funda-
mentally different, as exemplified by their response to
applied (perpendicular) magnetic fields H. If the Cooper
pairs are phase coherent, the perpendicular upper criti-
cal field Hc is determined by vortex behavior, whereas
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FIG. 2. The H dependence of the dI /dV (V ) characteris-
tics at zero back-gate field. Tunnel spectra were obtained at
several values of H, with an incremental step of 0.025 T for
H < 0.2 T; the larger values are 0.25, 0.3, 0.4, 0.5, 0.75 and
1 T.
if the Cooper pairs are localized without phase coher-
ence, Hc is determined by pair breaking due to the Zee-
man energy. In the above cases, Hc differs considerably
and for LaAlO3–SrTiO3 it equals 0.3 T and 0.8 T, re-
spectively, as discussed below. This difference opens a
route to determine unequivocally the Cooper-pair na-
ture of the metallic/insulating state, as Hc can be well
measured. To measure Hc precisely, we use magnetic-
field-dependent tunneling spectroscopy. Resistivity mea-
surements also allow us to determine Hc, but are less
stringent for interpreting in the metallic/insulating state.
In tunneling spectroscopy measurements, the disappear-
ance of the superconducting gap in the spectra quanti-
tatively yields Hc for the superconducting as well as for
the metallic/insulating sides of the SMIT. As described
in this letter, we observe Hc values across the SMIT that
are in clear agreement with the vortex–physics scenario.
The data therefore provide conclusive evidence that the
Cooper pairs in the metallic/insulating side are phase
coherent on a length scale of at least the vortex size.
II. EXPERIMENTAL
To perform the tunneling spectroscopy measurements,
planar junctions were realized, with device structures
that are discussed in detail elsewhere51. A schematic
of the junction structure is shown in Fig. 1. A Au top-
electrode is deposited on top of the four unit cell thick
LaAlO3 layer that simultaneously generates the 2DEL
and acts as a tunnel barrier. Different Ti contacts to the
2DEL allow for four-point measurements of the tunneling
current. The device area is approximately 1 mm2. Tun-
nel spectra were obtained by applying a current between
the top electrode and the interface and by simultaneously
recording the tunneling voltage as well as the ac conduc-
tance using a standard lock-in technique. The polarity of
the voltage characterizes the sign of the interface voltage
with respect to the top electrode bias; for V < 0 electrons
tunnel out of the 2DEL. Measurements with these junc-
tions resolved the superconducting gap of the 2D-state.
The carrier concentration of the 2DEL was tuned elec-
trically by a back-gate voltage VG, allowing tunnel mea-
surements across the entire superconducting dome (max-
imum Tc ≈ 300 mK) as well as in the metallic/insulating
state. Even in the insulating state, the minimal tunneling
resistance significantly exceeds the maximal resistance of
the 2DEL. All measurements were done at a temperature
of ∼60 mK. The SrTiO3 substrate had previously under-
gone an isotope exchange, with 18O substituting for 16O.
We did not see an effect of the exchange on the transport
properties of the 2DEL51,54.
III. RESULTS
To measure Hc, the disappearance of the supercon-
ducting gap was analyzed as a function of magnetic field
H. Figure 2 shows tunnel spectra as a function of H,
with VG = 0. In these tunnel junctions, the differential
conductance reflects the DOS of the 2DEL, and the su-
perconducting gap ∆ is observed with a value of ∼60 µV.
The suppression of the density of states at V = 0 and the
quasiparticle peaks disappear gradually with increasing
H, as expected for type-II superconductors. The mea-
sured tunnel spectra represent a spatial average of the
superconducting gap because the tunnel junctions are
much larger than the vortex size. Therefore, for H  Hc,
the tunnel spectra are magnetic-field independent as the
volume fraction of the vortices is negligible. For larger
values of H that are still smaller than Hc, the measured
spectra have reduced and broadened coherence peaks and
a large conductance at V = 0, owing to a reduced super-
conducting gap across a significant fraction of the device
area. Close to Hc, the vortices overlap and the maximum
gap is reduced. Finally, for H > Hc, the spectra are
weakly dependent on the magnetic field and the conduc-
tance has only a small reduction when V → 0. This re-
duction is commonly attributed to the Altshuler–Aronov
correction55 that accounts for electron–electron interac-
tions. The Altshuler–Aronov correction can be easily dis-
tinguished from the superconducting gap, because it has
a different energy scale (it persists up to approximately
1 meV) and a diffferent T and H dependence.
We now turn to the carrier-density dependence of the
critical field. The dI /dV (V ) spectra for four different
values of gate voltage are shown in Fig. 3. The four pan-
els cover the entire density range, from the overdoped to
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FIG. 3. Gate-voltage dependence of the tunnel spectra measured at 60 mK, as a function of magnetic field H. The super-
conducting gap for gate voltages of −200, −100, 0, 200 V is suppressed at H = 300±50, 300±50, 215±30 and 90±20 mT,
respectively. The error margins were derived by analyzing a series of spectra spaced from 20 to 50 mT (not shown here). In
the metallic / insulating state the superconducting gap and the coherence peaks are visible even at gate voltages for which no
resistive superconducting transition is observed.
the metallic/insulating side, as shown by the R(T ) char-
acteristics of the 2DEL. In all cases the superconducting
gap is present at 0 T. The gap increases with decreasing
VG, i.e., decreasing carrier concentration n. In addition,
with the decrease of n, the normal-state conductance is
also reduced. Even in the metallic/insulating state, clear
quasiparticle coherence peaks are observed in the spectra.
The applied magnetic field increases the conductivity at
V = 0 and reduces the quasiparticle peaks. The super-
conducting gap features are no longer observed at fields
larger than 0.3 T for all values of the gate voltage. The
doping level also controls the dI /dV (V= 0,H ) behavior.
With decreasing carrier density, larger magnetic fields are
required to increase the dI /dV (V= 0) conductance to-
wards the normal-state level.
Fig. 4 shows the dI /dV (V= 0) as a function of H, in
order to illustrate the transition to the normal state more
precisely. For all gate voltages, dI /dV (V= 0) increases
until a plateau is reached. The plateau reflects the ab-
sence of the superconducting gap. By linearly extrapolat-
ing the curves at the steepest point of dI /dV (V= 0,H )
we determine Hc, as shown in Fig. 4. We now discuss
the carrier density dependence of Hc. In Fig. 5a the
measured values for Hc are given as a function of the
backgate voltage. The low temperature resistivity, at H
= 0, of the 2DEL is shown as well, indicating the SMIT.
Hc monotonically increases with decreasing charge car-
rier density. Starting at 80 mT in the overdoped range,
Hc(VG) reaches 300 mT in the underdoped range. Also
in the metallic/insulating regime (−200 V and −300 V),
Hc ≈ 300 mT.
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FIG. 4. The dI /dV (V= 0,H ) characteristics for −300 <
Vg < 300 V. Hc is derived as illustrated.
IV. DISCUSSION
Now we compare the critical fields with the
Chandrasekhar–Clogston critical field56,57 and the one
induced by vortices. For the latter case, Hc (≡ Hc2) is
obtained from the Ginzburg Landau coherence length ξ
by Hc2 = Φ0/2piξ
2, where Φ0 = h/2e. In the BCS model,
ξ is related to the superconducting gap by ξ = h¯vf/pi∆.
Here, vf is the Fermi velocity. The Ginzburg Landau
coherence length is equal to the BCS coherence length
for superconductors that are in the clean limit. In the
case of the LaAlO3–SrTiO3 superconductor, the coher-
4ence length is of similar magnitude to the transport scat-
tering length (20 to 100 nm58–60) (see below). We there-
fore expect the BCS coherence length to be similar to the
Ginzburg Landau coherence length. To calculate ξ, we
determine ∆(VG) from the tunnel spectra at zero applied
magnetic field. It ranges from 37 to 66 µeV. Equating
HBCSc to the measured Hc in the superconducting re-
gion (−100 V ≤ VG ≤ 300 V), we determine vf to be
1.1× 104 m/s, thus it is found to be independent of the
gate voltage. This value is smaller than the theoreti-
cally predicted 7 × 104 − 5 × 105 m/s65. We note that
the chemical potential changes only by a small amount in
this gate voltage range54, thus vf is also expected to show
only small changes. The good agreement between HBCSc
and measured Hc also holds in the metallic/insulating
region (assuming vf stays also constant in this region),
and the entire gate voltage dependence of Hc can be
well described by the model based on the existence of
BCS-type vortices. The increase of Hc with decreasing
carrier density is therefore due to the increasing size of
the superconducting gap. In contrast, the predictions by
the Chandrasekhar-Clogston limit (HCCc ) are in disagree-
ment with the measured data. HCCc is given by ∆/
√
2µB,
where µB is the Bohr magneton. Here, the standard g-
factor of 2 is assumed. With ∆ = 66 µeV (the constant
value of the gap in the metallic/insulating region) this
ratio yields HCCc = 0.8 T. This value does not include
the spin-orbit coupling66,67 and is therefore a lower-limit
estimate of the upper critical field due to depairing.
The previous analysis yields an accurate determination
of the in-plane coherence length ξ as a function of gate
voltage. It ranges from 34 to 65 nm across the phase dia-
gram, Fig. 5b. These values for ξ are lower than those re-
ported in previously published work50,52,61–64, which are
typically around 70 nm, increasing with increasing car-
rier density63. The main reason is due to the difference of
the methods used to determine Hc2. In the present work,
the disappearance of the superconducting gap is used as
a criterion to identify Hc2. In earlier work, Hc2 has been
determined as the magnetic field at which the sample re-
sistance equals 50 % of the normal state resistance. In
electron systems with a broad superconducting transi-
tion, the latter criterion underestimates Hc2, resulting in
correspondingly larger values of the coherence length.
V. CONCLUSION
The measured critical field Hc ≈ 0.28 T is consis-
tent only with the value expected for the suppression
of a vortex phase; the localized Cooper pair scenario
does not match the measured data. Because the co-
herence length ξ also evolves gradually from the macro-
scopically phase-coherent, superconducting state to the
metallic/insulating state, the measurements provide evi-
dence that the electron system in the metallic/insulating
state consists of one or more ensembles of macroscopi-
cally phase-coherent Cooper pairs. This understanding
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FIG. 5. a) Comparison between the measured Hc and pre-
dicted values by the individual Cooper pair (HCCc limit) and
vortex (HBCSc by vortices) models. The measured data agrees
well with the vortex prediction model. The colored back-
ground separates the superconductor and metal / insulator
regimes at Vg ≈ −130 V, as shown by the resistivity data.
The error margins are derived from the extrapolation proce-
dure shown in Fig. 4. b) The gate-voltage dependence of the
in-plane coherence length ξ.
is corroborated by the existence of the coherence peaks
in the tunnel spectra in the metallic/insulating state68.
The data exclude an electron system consisting solely of
superconducting puddles with a length scale of l < ξ.
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