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Abstract
The dielectrophoretic (DEP) crossover method has been applied to the detection of cell responses to toxicants. Time and dose responses of
the human cultured leukemia (HL-60) line were measured for paraquat, styrene oxide (SO), N-nitroso-N-methylurea (NMU) and puromycin.
These toxicants were chosen because of their different predominant mechanisms of action, namely membrane free radical attack,
simultaneous membrane and nucleic acid attack, nucleic acid alkylation, and protein synthesis inhibition, respectively. For all treatments, the
specific membrane capacitance (Cmem) of the cells decreased while the specific membrane conductance (Gmem) increased in dose- and time-
dependent manners. The DEP responses correlated sensitively with alterations in cell surface morphology, especially folds, microvilli, and
blebs, observed by scanning electron microscopy. The DEP method was more sensitive to agents that had a direct action on the membrane
than to agents for which membrane alterations were secondary. The responses to paraquat and SO, which directly damaged the cell
membrane, could be detected 15 min after exposure, while those for puromycin and NMU, which acted on intracellular targets, could be
detected after 30 min. The detection times and dose sensitivity results showed that the DEP method is much faster and more sensitive than
conventional cell and higher organism viability testing techniques. The feasibility of producing small instruments for toxicity detection and
screening based on cellular dielectric responses is discussed.
D 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Increasing use of chemicals in agricultural and industrial
activities, particularly in developing countries, results in
environmental pollution that affects surface and ground
water supplies around the world. Current testing protocols
typically involve the collection of water samples in the field
and their subsequent transportation and analysis in a cen-
tralized laboratory either by chemical means or by bio-
logical testing. These methods are either complex, time-
consuming, costly, tedious or not sensitive enough to detect
toxicity at low levels [1–5]. Hence, there is a need for rapid
and efficient screening techniques to detect and evaluate
toxicity of chemical pollution in water, especially methods
that can be used for testing in the field and for continuous
monitoring applications.
AC electric field-induced kinetic effects such as dielec-
trophoresis have been applied for the study and analysis of
microbiological particles and the manipulation of biological
cells in small chambers. Dielectrophoresis (DEP) is the
translational movement of a particle in a nonuniform AC
electric field driven by a force arising from the electrostatic
interaction between field-induced polarization in the particle
and the nonuniformity of the applied field [6–11]. The DEP
response of cells depends upon the membrane capacitance
(which reflects membrane thickness, composition and mor-
phologic complexity), the membrane conductance (which
reflects the transport of charge carriers across the mem-
brane), and the internal cellular conductivity and permittiv-
ity (which reflect the electrical mobility of ion species and
the combined properties of cytoplasmic water and intra-
cellular barriers to charge movement) [10,12]. The cellular
dielectric parameters, particularly the membrane capacitance
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and conductivity, have been shown to respond sensitively to
changes in cell morphology and physiology [9–13]. It may
therefore be expected that exposure of cells to toxicants that
lead to modifications in these cellular characteristics will
result in dielectric changes that can be detected rapidly by
DEP. Indeed, Wang et al. [13] have shown rapid DEP
responses to genistein, which induces cell apoptosis and
later necrosis, and these DEP responses have been closely
correlated with cell morphological changes that occur as the
apoptotic process proceeds. Geier et al. [7] and Arnold et al.
[8], using the related technique of electrorotation, also
showed much earlier that the dielectric properties of yeast
cells are significantly modified by the exposure to heavy
metal and substituted phenols, though the underlying basis
for those changes were not established.
In this paper, we show that DEP can be used as a means
for rapidly detecting responses of the human myelogenous
leukemia HL-60 cell line to toxicant exposure. Four tox-
icants, representing four distinctly different mechanisms of
toxic action, were investigated. Paraquat was selected as a
compound that causes lipid peroxidation, resulting in mem-
brane damage and loss of functional integrity of the cell
[14–16]. Styrene oxide (SO) was selected as prototypical
Fig. 1. The electrode (A) and chamber configurations (B) used for DEP
experiments. The gold-on-glass electrode had a tip– tip spacing diameter of
200 Am.
Fig. 2. (A) Dependencies of the mean crossover frequency versus
suspension medium conductivity for HL-60 cells with no treatment: (—),
paraquat treatment (77.76 AM; ), styrene oxide treatment (2 mM; – S– S– ),
NMU treatment (1.94 mM; – – – ), and puromycin treatment (2 mM; — –
—) for 150 min. (B) Time course of the DEP crossover frequency for HL-60
cells with no treatment (n), and NMU treatments of 0.1 mM (x), 0.2 mM
(E), 0.49 mM (o) and 1.94 mM (*). Each point represents the average of at
least 90 cells. The medium conductivity was 70 mS/m.
Fig. 3. The time dependencies of the dose responses of the dielectric properties of HL-60 cells deduced from DEP crossover frequency analysis as a function of
toxicant concentrations. The curves on the left (A, C, E and G) show the specific membrane capacitance (Cmem) responses, while those on the right (B, D, F and
H) show the corresponding specific membrane conductance (Gmem) responses. (A–B) paraquat: no treatment (x), 3.89 AM (n), 9.72 AM (E), 19.44 AM ( ),
38.88 AM (o) and 77.76 AM (.); (C–D) styrene oxide: no treatment (x), 0.1 mM (n), 0.5 mM (E) and 2 mM ( ); (E–F) NMU: no treatment (x), 0.1 mM
(n), 0.2 mM (E), 0.49 mM ( ) and 1.94 mM (o); and, (G–H) puromycin: no treatment (x), 0.01 mM (n), 0.05 mM (E) and 0.1 mM ( ). Each point
represents the average of at least 90 cells. Curves A–F run from 0–160 minutes; curves G–H run from 0–30 minutes.
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DNA-damaging agent that also damages the cell membrane
through enhancement of lipid peroxidation [17–20]. N-
nitroso-N-methylurea (NMU) represented a prototype for
alkylating agents that directly damage DNA and other
cellular macromolecules through the formation of an elec-
trophilic intermediate [21–23]. Finally, puromycin was
selected as a compound that causes extensive inhibition of
protein synthesis [24–26]. In order that changes in both the
membrane capacitance (Cmem) and membrane conductivity
(Gmem) of cells could be detected as a function of toxicant
dose and exposure time, the so-called DEP crossover
frequency method [10,27] was employed. In this method
the frequency of a nonuniform field applied to the cells is
adjusted until the motion of the cells towards or away from
the electrode stops just prior to reversing direction. At this
so-called ‘‘crossover frequency’’ fcross, the dielectric proper-
ties of the cell match those of the suspending medium.
Measurement of the fcross vs. the conductivity of the sus-
pending medium allows the cell dielectric properties to be
deduced [10,27,28]. Changes in fcross are indicative not only
of the specific cellular responses to drug or chemical agent
exposures but also of the ability of microscale DEP methods
such as DEP trapping and DEP field-flow fractionation to
detect such exposures. The membrane dielectric responses
of HL-60 cells towards toxicant treatments were studied in
dose- and time-dependent manners. Dose–cell viability
response relationships were investigated and compared with
the DEP response data. The results are discussed in terms of
the potential usefulness of DEP methods for toxicity detec-
tion and applicability of this technology to small, portable
instruments for environmental detection and screening
applications.
2. Materials and methods
2.1. Materials
Paraquat dichloride, NMU, puromycin dihydrochloride
and dimethyl sulfoxide (DMSO) were obtained from Sigma
Chemical Co. (St. Louis, MO). SO was purchased from
Fluka AG (Buchs, Switzerland). All chemicals were of
analytical grade. DEP studies were conducted using the
polynomial electrode [27,28] design shown in Fig. 1A, and
electrodes were fabricated by standard photolithography as
described earlier. A polynomial electrode with a tip–tip
spacing of 200 Am was used in this study. The electrode
array was placed in a flow-through chamber shown in Fig.
1B to facilitate easy sample changing.
2.2. Cell preparation
The human leukemia HL-60 cell line was used as a
model system in this study. Cells were cultured in RPMI
1640 medium (Gibco) supplemented with 10% fetal bovine
serum (Hyclone, Utah), 200 mM L-glutamine, 20 mM
HEPES, and 0.5% penicillin and streptomycin, and were
maintained in 75-cm2 plastic flasks under a 5% CO2:95% air
atmosphere at 37 jC in a humidified incubator. HL-60 cells
were harvested at a density of 1.5 106/ml while still in log
growth phase by gently rocking the flask 48 h after seeding.
Cell suspensions were found to have >98% viability by
Trypan blue dye exclusion.
2.3. Exposure to toxicants
The effects of toxicant exposure were investigated by
adding 10-Al aliquots of a vehicle containing appropriate
concentrations of paraquat, NMU, or puromycin (dissolved
in nano-pure water), or SO (dissolved in DMSO) into 990
Al of cell suspensions (1% was the maximum final con-
centration of the vehicle). Control samples were treated
with the same volume of vehicle alone. The suspensions
were incubated at room temperature for exposure times
from 15 to 150 min. The cell suspensions were then
washed twice by centrifugation at 223 g for 10 min and
then resuspended at a density of f 5 105/ml in isotonic
8.5% (w/v) sucrose plus 0.3% (w/v) dextrose buffer. The
conductivities of the final cell suspensions were adjusted
with phosphate buffered saline (PBS) to design values and
verified with a conductivity meter (EC1481-61; Cole-
Parmer Instruments).
2.4. DEP crossover frequency measurements
Cells exhibit motion towards or away from strong field
regions under the influence of positive or negative DEP
forces in a nonuniform electric field. The DEP crossover
frequency is defined as that frequency at which DEP forces
change polarity and cells experience zero DEP force
[10,27,28]. For the conductivity range and the 200 Am
tip–tip polynomial electrode geometry used here, sinusoidal
signals between 10 and 500 kHz and up to 1.2 VRMS were
applied from a function generator (8116A; Hewlett Pack-
ard). Depending on whether the frequency was above or
below fcross, motion of cells towards or away from the
electrode edges was observed. The DEP crossover fre-
quency was determined for individual cells located f 10
Am from an electrode edge (where the fringing field from
the thin electrodes was very inhomogeneous) by adjusting
the frequency of the applied field until cell movement
ceased [10,27,28]. Cell size was measured from the cell
image on the TV monitor and calibrated against a stage
micrometer. Measurements were made for cell suspending
medium conductivities in the range 20 to 70 mS/m, and
crossover frequencies for at least 15 cells were determined
for each experimental condition. Finally, the repeatability of
the experiment was verified by performing measurements
on two or more occasions, for a total of at least 90 cells for
each point.
If the Cmem, Gmem and cell geometry are independent of
the suspending medium conductivity, a plot of rxfcross
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versus rm is linear for rm>f 0.01 mS/m and Cmem can be
derived from the slope as: [10,27–29],
Cmem ¼
ﬃﬃﬃ
2
p
2p slope ð1Þ
and Gmem can be found from the intercept derived by
extrapolating the linear region of the plot back to the rm
axis as:
Gmem ¼  4 intercept
slope rmem ð2Þ
Thus, the specific cell membrane capacitance and con-
ductance can be readily estimated from DEP crossover
characteristics of the cells provided the cell mean radius
rmean is known.
2.5. Flow cytometric assessment of cell viability
The membrane-permeant DNA stain, SYBR-14 (Molec-
ular Probes, Oregon), was used in combination with propi-
dium iodide (PI; Molecular Probes) to assess the cell
viability as described in Ref. [30]. Cell viability was
determined by flow cytometric (Bio-Rad, Hercules, CA)
analysis of 10,000 cells. Cells with good membrane integ-
rity were bright for SYBR-14 and dark for PI and were
assumed viable. Cells lacking membrane integrity were dark
for SYBR-14 and bright for PI and were assumed dead.
Cells intermediate between these two conditions were
considered damaged or dying [30,31].
2.6. Scanning electron microscopy
Cells from control and treated cultures were washed in
serum-free RPMI at 223g 10 min at room temperature and
resuspended in 8.75% (wt/wt) sucrose solution (280 mOs/
kg) for 15 min. Cells were then centrifuged and fixed at 37
jC in modified Karnovsky’s fixative (280 mOs/kg, pH 7.5)
for at least 30 min. Cell specimens were examined using a
Hitachi Model S520 scanning electron microscope (Hitachi
Denshi, Ltd., Tokyo, Japan) as described previously [32].
Each specimen was first scanned to evaluate the cell size
and morphological distribution. Then images of representa-
tive cells were recorded at a direct magnification of 1000
to 5000 onto Polaroid films (Polaroid Corp., Medical
Products, Cambridge, MA).
3. Results
3.1. Changes in cell dielectric properties
Typical crossover frequency ( fcross) results for HL-60
cells as a function of suspension medium conductivity and
Table 1
Threshold detection limits for HL-60 cells by the DEP method for the toxicants studied
Toxicant action Toxicant Threshold total exposure
for Cmem (AMmin)a
Threshold total exposure
for Gmem (AMmin)a
Minimum detection
time (min)
Threshold total exposure for
mortality assays (AMmin)a
Membrane peroxidation
through ROS
Paraquat 292 292 15 467
Membrane peroxidation and
DNA damage
SO 1500 750 15 3000
Protein synthesis inhibitor Puromycin 3000 750 30 4500
Alkylating agent NMU 6000 3000 30 9000
a Total exposure is shown as toxicant concentration in AM exposure time in minutes.
Fig. 4. Response of the mean cell radius of HL-60 cells as a function of
exposure time to (A)NMU:0.1mM(n), 0.2mM(E), 0.49mM( ), 1.94mM
(o) no treatment (x); and, (B) puromycin: 0.01 mM (n), 0.05 mM (E), 0.1
mM ( ) no treatment (x). Each point represents the average at least 90 cells.
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toxicant treatment are shown in Fig. 2A. fcross increased
steadily with increasing conductivity but at different rates
and with different intercepts for the different treatments. Fig.
2B shows a typical fcross time course dependency for HL-60
cells for various doses of NMU and it is clear that fcross
increased in a dose- and time-dependent manner. All tox-
icant studies produced qualitatively similar through quanti-
tatively different responses in the cells and the values of
Cmem and Gmem derived for such plots are used as the basis
of the following analyses. Time– and dose–response curves
of Cmem for paraquat, SO, NMU and puromycin treatments
are shown in Fig. 3. All toxicants induced a marked dose-
dependent decrease in Cmem with time. In contrast, Gmem
increased in a dose- and time-dependent manner as also
shown in Fig. 3. Paraquat produced cell dielectric responses
at lower doses than SO and NMU. For example, the doses
that reduced Cmem to 15 mF/m
2 at 90 min were 35 AM, 0.5
mM and 0.3 mM for paraquat, SO and NMU treatments,
respectively. The Cmem and Gmem responses did not parallel
one another and followed different respective course for the
different toxicants. For example, while SO produced more
change in Gmem than NMU, NMU caused higher changes in
Cmem at the same dose. After 90 min of treatment at a
concentration of 0.5 mM, Gmem increased to 3280 and 5400
S/m2, while Cmem decreased to 14.6 and 15.04 mF/m
2 for
NMU and SO, respectively. As expected, there was a
threshold dose and time of exposure for each toxicant below
which no response in either Cmem or Gmem was observable.
These detection-limit values were investigated to deter-
mine the lowest doses and shortest exposure times that
could be detected for each toxicant by DEP methods. The
sensitivities were different for each toxicant. We found that
the response of HL-60 cells was approximately constant for
a given dose treatment-time product and the limits of
detection for Cmem and Gmem are shown, on this basis, in
Table 1. It is clear that the order of sensitivity was para-
quat>SO>puromycin>NMU, and changes in Gmem were
more sensitive than changes in Cmem. Responses could be
seen as soon as 15 min for paraquat and SO treatments but
not until 30 min for puromycin (Fig. 3G) and NMU treat-
ments. These minimum response times suggest that while
paraquat and SO caused rapid membrane changes, NMU
Fig. 5. Percentage cell mortality for HL-60 cells as a function of time of exposure to (A) paraquat: 3.89 AM (n), 9.72 AM (E), 19.44 AM ( ), 38.88 AM (o),
77.76 AM (.); (B) styrene oxide: 0.1 mM (n), 0.5 mM (E), 2 mM (o); (C) NMU: 0.1 mM (n), 0.2 mM (E), 0.49 mM ( ), 1.94 mM (o); and, (D)
puromycin: 0.01 mM (n), 0.05 mM (E), 0.1 mM ( ). Each point represents the mean of at least three determinations by flow cytometry each of at least
10,000 cellular events.
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and puromycin led to subcellular damage that took some
time to affect the membrane. As we will discuss later, this
appeared to be consistent with the known mechanisms of
action of these agents.
As shown in Fig. 4A and B, the radius of HL-60 cells
decreased significantly with NMU and puromycin treat-
ments in a dose- and time-dependent manner, and this
decrease became observable after 30 min of treatment. Other
toxicant treatments also resulted in a cell size decrease, with
paraquat showing the smallest effect.
3.2. Effect of toxicants on cell viability
The dose–response relationship of cell viability was
investigated to evaluate the potential usefulness of the
DEP method in comparison with more conventional tox-
icological assays involving living organisms. Flow cyto-
metric determination of viability was made at the same
doses and durations of exposure that were employed in
DEP experiments. The results are shown in Fig. 5. Percent
mortality increased in a dose- and time-dependent manner
Fig. 6. Scanning electron micrographs of HL-60 cells showing the appearance of untreated cells in comparison to treated cells at the times that toxicant
exposure is first detected by the DEP responses. (A) Untreated cells at 30 min. (B) paraquat 19.44 AM at 15 min. (C) Styrene oxide 0.1 mM at 15 min. (D)
NMU 0.2 mM at 30 min. (E) Puromycin 0.1 mM at 30 min. While most untreated cells exhibit complex surface morphology with relatively extensive
microvilli, a few demonstrate a combination of coarse microvilli, blebs and smooth surfaces. In contrast, treated cells have generally fewer microvilli, more
morphological irregularities, larger areas of smooth surface, significantly more blebbing and occasional apoptotic bodies. Bar length = 10 Am.
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with all the toxicants, however, it did not reach 50% even at
the highest doses and longest exposure durations tested.
Paraquat caused the highest mortality. For example, 5%
mortality at 150 min was induced by 5 AM, 0.2 mM, 0.25
mM and 0.1 mM by paraquat, SO, NMU and puromycin
treatments, respectively. Moreover, the mortality dose–
response curves for paraquat were steeper than for the other
toxicants. These results suggested that at many doses, cell
death caused by paraquat occurred more rapidly than the
other toxicants. No mortality occurred before 90 min of
puromycin treatment. Thresholds for detection for the mor-
tality assay were established and these are also shown in
Table 1. For all toxicants the DEP detection threshold
exposure limits were significantly lower than those for the
mortality assay, indicating that the DEP method was more
sensitive.
3.3. Scanning electron microscopy
To study the possible relationship between membrane
dielectric properties and cell surface morphology, SEM was
employed to analyze HL-60 cells at the doses and durations
of exposure that observed dielectric responses. Fig. 6 shows
representative scanning electron micrographs of HL-60 cells
with and without toxicant treatments. Cells in untreated
samples exhibited extensive microvilli, with a few demon-
strating a combination of coarse microvilli, blebs and
smoother surfaces. In contrast, treated cells exhibited a
significant progressive loss of microvilli accompanied by
an increase in blebs, apparently bare areas, irregularly
shaped periphery and a few apoptotic bodies. These tox-
icant-induced alterations in cell morphology were similar to
those that we have shown previously to alter the cell
membrane dielectric properties and thereby to affect cellular
DEP responses [9–12].
4. Discussion
4.1. DEP crossover frequencies
Fig. 2A shows that the product of the DEP crossover
frequency of untreated and treated cells depended linearly
on the suspending medium conductivity as expected for
particles obeying a single shell dielectric model. Similar
responses were observed for all the toxicants studied,
indicating that the DEP analysis model employed is valid
for analyzing the cell toxicity responses reported here. The
model shows that the DEP data for time– and dose–
response curves can be explained in terms of changes in
the specific membrane capacitance and conductance.
4.2. Changes in the specific membrane capacitance (Cmem)
The crossover frequency measurements revealed that the
specific membrane capacitance of untreated HL-60 cells
was approximately 16.41 (F 0.46) mF/m2. It is generally
accepted that the specific membrane capacitance for a
perfectly flat biological membrane of typical composition
is around 9 mF/m2 [10,27] with only very small changes
resulting from subtraction changes in membrane composi-
tion. The larger value observed for HL-60 cells is consistent
with previous findings that membrane-rich morphological
features, including microvilli, ruffles, folds and blebs,
increase the total membrane area of the cell and thereby
increase the observed total cell capacitance [9–12]. Fig. 3
clearly reveals that membrane responses in Cmem result from
toxicant treatments in a dose- and time-dependent manner.
The changes in membrane capacitance of up to 40%
observed here are far too large to be attributable to changes
in membrane composition and such large alterations have
been correlated with changes in the morphological proper-
ties and hence total surface area of cells [9,10,27].
4.3. Changes in the specific membrane conductance (Gmem)
As also shown in Fig. 3, the specific membrane con-
ductance increased in a dose- and time-dependent manner
with all toxicant treatments. Due to the near-insulating
nature of lipid bilayer, the membrane conductance mainly
reflects the net transport of ionic species across the plasma
membrane through charge carrier transposition system
(pores, ion carriers, channels and pumps) under the influ-
ence of the applied electric field [10–12,27]. The observed
membrane conductance increases could result from injury to
this system or the membrane barrier function. That the
barrier function is involved is supported by our observations
that a larger change in Gmem was found with paraquat and
SO (which are known to induce loss of membrane integrity
by lipid peroxidation) than with NMU and puromycin
(which attack intracellular targets).
4.4. Mechanism of actions of toxicants
It may be expected that the observed DEP response
might reflect the different mechanisms of action of the
toxicants studied. Paraquat was selected as a model mole-
cule whose primary target is the cell membrane. The
mechanism of toxicity has been elucidated as reactive oxy-
gen free radical attack through redox cycling. Superoxide
and, in the presence of transition metals, OH radicals are
formed. Such reactive oxygen species may damage many
critical macromolecules, including DNA. A primary target
is the cell membrane where chain-reaction lipid peroxida-
tion is initiated, resulting in extensive membrane damage
that leads eventually to loss of the functional integrity of the
cell [14–16]. SO was selected as a prototype DNA-damag-
ing agent (direct acting carcinogen), but this agent can also
cause direct damage to the cell membrane by enhancing
lipid peroxidation. SO binds with DNA and forms adducts
and strand breaks [17–20]. Unrepaired DNA damage nor-
mally induces programmed cell death (apoptosis) which
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leads to changes in cell morphology, complexity and mem-
brane properties [13,33–35]. NMU was selected as a
toxicant whose mode of action is directed specifically at
DNA, mainly through alkylation at the N7 position of
guanine and less frequently, though critically for carcino-
genesis, through alkylation at the O6 position of guanine.
Resulting acute cytotoxicity also proceeds via induced
apoptosis [21–23]. Finally, Puromycin is known to inhibit
protein synthesis and this process also activates apoptosis in
several cell types [36,37].
Based on these modes of action, we would expect lipid
peroxidation from paraquat and SO to cause changes
directly to the cell membrane morphology, integrity and
composition [15–17]. By contrast, the agents that act on
internal targets (NMU and puromycin) would be expected to
induce apoptosis that, based on Ref. [13], would cause
changes in cell membrane morphology as a secondary effect
that would take longer to manifest itself than direct mem-
brane damage. Because SO can cause membrane and
internal damage simultaneously, its characteristics should
be mixed. In fact, the time courses of the DEP responses we
observed were consistent with these arguments. Paraquat
produced early changes in membrane dielectric properties at
lower doses than SO, NMU and puromycin, and SO induced
more changes in Gmem than NMU and puromycin used at
the same doses.
The scanning electron microscopy results confirmed that
a reduction in the density of complex surface morphology
occurred during the toxicant treatments and that the time
course of these changes mirrored that of detectable dielectric
changes by DEP. Because we have shown in an accompa-
nying paper [13] that both induced apoptosis and necrosis
cause alterations in cell membrane morphology, we would
expect all toxicants to lead to membrane changes that can be
detected by DEP if they are used at sufficiently high doses
to elicit toxic responses. In earlier studies, we have corre-
lated changes in membrane dielectric parameters of lym-
phocytes with cell cycle following mitotic stimulation [38].
We also showed that increases in membrane capacitance
correlate with the loss of growth regulation by oncogene
expression [39] and it was found that the initiation of cell
cycling caused by oocyte fertilization caused increases in
membrane capacitance [40]. Therefore, when used in non-
toxic doses, mitogenic stimulants and drugs that arrest cells
at points in the cell cycle associated with a greater abun-
dance of microvilli may be expected to result in an effective
increase in membrane capacitance [41]. Nevertheless, at
higher doses at which toxic effects take hold, even these
drugs would likely cause a reduction in cell surface capaci-
tance and increased conductance as apoptosis and/or
necrosis ensued.
4.5. Comparison of DEP and mortality detection methods
The DEP technique appears to be more sensitive in
detecting toxicants that acted directly on the membrane than
in detecting agents whose action resulted in secondary
membrane changes. As a result, DEP sensitivity to the
agents examined was in the order paraquat>SO>puromy-
cin>NMU. The responses were detectable in less than 15
min for the membrane-acting toxicants paraquat and SO,
and 30 min for the internal-acting toxicants NMU and
puromycin. As revealed in Table 1, the limits of detection
by DEP were significantly lower than for the conventional
viability assessment. The time of detection and sensitivity of
the DEP method also compare very favorably with accepted
laboratory models for monitoring the responses of organ-
isms to toxicants. For example, the conventional aquatic
toxicity test, in which the lethality towards fish is deter-
mined, has LC50 values of approximately 110, 220 and 1130
AM at 96 h [14,42,43] (equivalent to 6.4 105, 1.3 106
and 6.5 106 AM min) for paraquat, SO and NMU, respec-
tively. By contrast, the DEP method (see Table 1) is not only
at least 200 times faster but also orders of magnitude more
sensitive than this more conventional aquatic method for
detecting toxicants.
5. Conclusion and perspective
We have reported a DEP crossover frequency technique
for detecting cellular responses to toxicants in a micro-
chamber. Changes in specific membrane capacitance
(Cmem) and conductance (Gmem) are detectable by this
approach. Cmem decreased, whereas Gmem increased, in
dose- and time-dependent manners for all toxicants tested.
Cell membrane-acting toxicants produced dielectric
changes at lower doses and more rapidly than toxicants
that act internally. DEP has a different sensitivity for each
toxicant, apparently in accordance with the mode of action
of each.
The results suggest potential usefulness of DEP methods
such as DEP trapping and DEP field-flow fractionation
[11,44] for toxicity detection of diverse toxicant classes and
different modes of actions, and the method appears to offer
advantages of speed, sensitivity and scale compared with
conventional viability tests using higher organisms as
indicators of responses to toxic chemicals. Systems for
batch or continuous aquatic toxicity testing have been
devised and implemented for various biological models,
but DEP offers the possibility for producing automated,
portable instruments for on site testing and monitoring. The
rapidity of detection also suggests the applicability of DEP
methods to acquiring better data pertaining to human
exposure risks and for drug sensitivity testing. For these
reasons, our results point to the possibility of producing
new technologies for toxicity detection based on cellular
dielectric responses. Since DEP is suitable for use in
automatic microfluidic devices, we are directing efforts
towards the further development of DEP-based instruments
for environmental applications both in the laboratory and in
the field.
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