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Contexte de l’étude
Lorsque l’on utilise le terme « informatique», on peut entendre plusieurs sens allant du logi-
ciel de bureautique (traitement de texte, tableur ...) jusqu’au composant d’un ordinateur (pro-
cesseur, mémoire etc..). Dans notre cas, nous nous intéressons à l’informatique répartie qui
se définit par la prise en compte de la mise en relation des ordinateurs grâce à un réseau de
communication type Internet. Dans ce domaine, nous pouvons classifier deux champs d’inves-
tigation : le premier est le niveau matériel qui cherche à trouver les techniques permettant de
mettre en relation les machines, et le second est le niveau logiciel qui cherche à concevoir des
programmes capables d’exploiter la répartition des ordinateurs.
D’un point de vue matériel, les technologies des réseaux de communication sont
construites, jusqu’à présent, sur des architectures de communication quasiment fixes, ayant
éventuellement une topologie particulière (anneau, bus, arbre par exemple) et dans lesquelles
l’évolution des connexions (apparition/rupture) était un phénomène rare. Cependant, avec
l’utilisation de plus en plus courante des technologies sans fil, les réseaux évoluent de plus en
plus vers de nouvelles architectures dynamiques à large échelle. Les sites deviennent mobiles,
apparaissent et disparaissent fréquemment, les connexions évoluent de façon continue. Le do-
maine des réseaux ad hoc, qui permettent la mise en relation de machines à la volée, a conduit
à de nombreuses études sur la gestion du dynamisme : à titre d’exemple, la notion de groupe
de processus bien connue de l’algorithmique répartie, a dû être reconsidérée pour tenir compte
de l’évolution du voisinage de communication des sites hôtes.
D’un point de vue logiciel, ces nouvelles architectures ont amené et amènent aujourd’hui
encore à reconsidérer les systèmes et applications réparties qui étaient conçus selon les an-
ciennes structures fixes. La conception des systèmes et applications répartis repose sur un
ensemble de concepts et d’abstractions tels que le client-serveur, le pair à pair ou le schéma
de publication/abonnement. Parmi ces propositions, la notion d’agent mobile constitue une
abstraction déjà ancienne mais présentée parfois comme une approche pouvant apporter des
performances meilleures par rapport au schéma de base client/serveur : la mobilité de l’agent
lui permet de déporter par exemple les traitements au plus près des données et éviter ainsi de
coûteux transferts de données. Cependant, aucune application majeure n’est venue confirmer
la supériorité des agents par rapport aux autres approches, les comparaisons ayant été menées
dans des architectures de réseau fixes.
De nombreux environnements d’agents mobiles ont été proposés et leur diversité a sans
doute nui à leur utilisation dans le milieu industriel. Dans la plupart des cas, les applications
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ont fait appel à des agents de granularité élevée (agents exécutant des traitements relative-
ment complexes et des codes importants), de faible mobilité (peu demigrations pour accomplir
un traitement global) et en nombre relativement restreint ( un agent seul exécute une requête
complète en coopérant éventuellement avec quelques agents). Les réseaux dynamiques, par
exemple les réseaux de capteurs, ont donné lieu à quelques études utilisant des agents de gra-
nularité beaucoup plus faible (peu de code, traitements simples), de mobilité forte (migrations
rapides et nombreuses) et d’un nombre élevé d’agents. Il semble donc intéressant de reconsi-
dérer l’apport des agents mobiles dans toute leur acceptation (quel que soit leur granularité,
mobilité et échelle) dans le contexte des réseaux dynamiques. Bien qu’un tel choix implique
la présence et la maîtrise d’une double mobilité, celle, physique, des sites et celle, logique, des
agents, les propriétés intrinsèques des agents méritent d’envisager leur utilisation dans un tel
contexte.
Thèse soutenue
Nous pensons que le dynamisme physique apporté par le déplacement des unités mobiles
et le souhait des utilisateurs nomades d’accéder à Internet n’importe où et n’importe quand,
vont imposer un fort dynamisme matériel. Dans le cadre classique des structures fixes, le sys-
tème prend en charge la gestion de la répartition afin de la masquer aux concepteurs des ap-
plications distribuées. Dans notre cas, avec les architectures dynamiques, le système aura de
grandes difficultés à masquer la répartition qui devra être prise en compte par le concepteur.
Dans de tels contextes, nous pensons que les propriétés des agents mobiles sont les mieux
adaptées aux changements fréquents de ces architectures dynamiques à grande échelle.
Cependant, la double mobilité, logicielle et matérielle, ne va pas être facile à gérer pour un
concepteur qui souhaite utiliser un service réparti. En effet, il devra être capable de déterminer
sa localisation et le moyen de l’utiliser dans un environnement en constante évolution. Une
communication distante paraissant difficile à réaliser, nous pensons qu’il faut privilégier les
interactions locales. Nous proposons donc d’offrir au concepteur un service système qui prenne
en charge une partie de la répartition afin de l’aider lors de la détermination de la localisation
d’un service et du chemin permettant de mettre en place l’interaction locale.
Pour réaliser ce service, nous proposons de construire une couche dite d’ambiance à la-
quelle s’adressent les agents cherchant un service précis. Elle sera composée d’un nombre élevé
d’agents ayant une granularité faible, de fréquents et rapides déplacements, s’ignorant et ne
commiquant pas directement entre eux. Ces caractéristiques doivent leur permettre de trou-
ver toutes les ressources présentes dans l’environnement et d’en constater les changements, les
évolutions. Le concepteur se sert alors de la couche d’ambiance pour obtenir des informations
sur une ressource recherchée.
Plan du mémoire
La première partie de cette thèse s’intéresse à l’état de l’art du contexte des agents mo-
biles et s’articule en deux chapitres. Le premier étudie les différentes méthodes existantes pour
construire et utiliser les réseaux de communication. En commençant par le point de vue maté-
riel, nous présentons les différentes méthodes pour la construction des réseaux d’ordinateurs
en insistant particulièrement sur les technologies sans fil. Puis, nous regardons le côté logiciel
afin d’étudier les différentes approches de conception existant pour construire les applications
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réparties et particulièrement celles utilisant la mobilité. Ensuite nous étudions les avantages et
inconvénients des agents mobiles et, enfin, nous en précisons l’usage.
Dans le second chapitre, nous étudions plus précisément le domaine de recherche des
agents mobiles. Pour cela, nous commençons par une étude comparative des différentes plates-
formes existantes. Ensuite, nous détaillons les modes d’interaction existant pour les agents
mobiles. Nous terminons par les différents domaines d’application envisageables permettant
d’utiliser au mieux les caractéristiques des agents mobiles.
La seconde partie du mémoire porte sur notre modèle d’agents mobiles coopérants. Nous
consacrons le troisième chapitre à la description du problème de la double mobilité à large
échelle et à la caractérisation des types d’agents présents dans un environnement dynamique.
Ceux-ci nous amènent à proposer une solution pour la gestion de la double mobilité grâce à la
mise en place d’une couche dite d’ambiance. Le quatrième chapitre est consacré à l’étude plus
précise de la prise en charge de la gestion de la répartition dans des environnements dyna-
miques grâce à l’utilisation des agents mobiles. Le cinquième chapitre constitue la description
du modèle d’agent mobile coopérant comprenant une description précise d’un agent coopé-
rant, des services de base du système et du mode de visite d’un site.
La dernière partie de ce document est consacrée à l’expérimentation de notre modèle
d’agent mobile coopérant. À partir du simulateur que nous avons réalisé et exposé dans l’an-
nexe A, nous dédions le sixième chapitre à l’exposition des résultats obtenus sur les différentes
expérimentations que nous avons menées. Nous présentons, dans un premier temps, les études
menées sur la couche d’ambiance afin de déterminer son adéquation avec la double mobilité.
Ensuite, nous présentons plusieurs applications construites sur notre modèle afin de permettre
leur adaptation dans les environnements dynamiques.
Nous concluons par un bilan sur la double mobilité, plus précisément sur les caractéris-
tiques apportées par les agents mobiles dans les environnements dynamiques, suivi des pers-
pectives de recherche pouvant faire suite à ce travail.
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Première partie
État de l’art
Du statique à la mobilité autonome

x x x x x x x
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Réseau dynamique et
mobilité logicielle
1
Dans ce premier chapitre, nous décrivons le contexte général de notre étude portant sur les
agents mobiles coopérants. De manière classique, l’exécution d’un logiciel s’effectue de façon
isolée, i.e sans avoir besoin de communiquer avec d’autres logiciels, et sur une unique ma-
chine, i.e le logiciel dispose localement de tous les éléments nécessaires. Un traitement de texte
est un bon exemple de ce type de logiciel. Dans le contexte où nous nous situons ici, les ap-
plications sont dites « réparties» car elles vont prendre en compte les relations existantes entre
les machines appartenant à des réseaux d’ordinateurs. Ces applications réparties peuvent, alors,
s’exécuter sur plusieurs machines ou peuvent récupérer les éléments distribués dont elles ont
besoin. Un navigateur Web répond à ce type d’applications.
Les interconnexions de machines, appelées réseaux d’ordinateurs, ont été introduites au dé-
part pour faciliter les échanges de données entre les ordinateurs sans utiliser de fastidieux
supports de stockage (bandes, disquettes, cartes perforées etc.) et pour permettre la mise en re-
lation des usagers séparés par de longues distances [Tan90]. À l’origine, ces réseaux formaient
des structures de communication indépendantes, mais pour permettre aux utilisateurs d’avoir
un environnement homogène, les techniques d’interconnexion de réseaux se sont largement ré-
pandues afin d’offrir un système affranchi des problèmes d’hétérogénéité matérielle [Com96].
Ces systèmes, généralement appelés un internet se sont largement développés jusqu’à former
le fameux Internet constituant le World Wide Web. La première partie de ce chapitre porte sur
l’étude des différentes architectures existantes dans ces interconnexions et plus particulière-
ment sur les technologies sans fil.
Pour tirer partie au mieux de ces environnements connectés, le développement d’applica-
tions pouvant prendre en compte un ensemble de machines a été rapidement étudié. C’est ce
type d’applications que nous désignons par réparties ou distribuées. Celles-ci peuvent s’exécuter
sur plusieurs machines différentes, utiliser des ressources distribuées, mettre en place des mé-
canismes de tolérance aux fautes, etc.. Ce qui permet d’aller bien au-delà du simple échange
de données. L’étude des différentes méthodes existantes, pour la conception des applications
distribuées, est l’objet de la seconde partie du chapitre.
Les deux dernières parties de ce chapitre portent plus spécifiquement sur l’approche qui
nous intéresse dans ce document, à savoir les agents mobiles. Nous exposerons principalement
leurs avantages et inconvénients par rapport aux mécanismes de conception plus classiques et
enfin nous apporterons quelques précisions sur la notion d’agent qui est aussi employée dans
d’autres domaines de recherche.
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FIG. 1.1 – Exemple de topologie réseau filaire
1.1 Le contexte physique : l’architecture réseaux
Dans cette partie nous présentons le contexte physique servant de base à l’exécution des ap-
plications réparties. Les interconnexions d’ordinateurs sont construites selon certains critères
de performance qui vont influencer la conception et le déroulement des applications. Cette in-
fluence va se révéler très importante dans les environnements sans fil où les liens physiques
sont très versatiles. Nous allons donc commencer par présenter les schémas d’organisations
existants pour les réseaux filaires qui vont nous servir de référence, par la suite, pour la des-
cription des architectures sans fil.
1.1.1 Les réseaux filaires
À l’heure actuelle, les interconnexions d’ordinateurs les plus répandues sont toujours
construites sur des mises en relation de machines grâce à l’utilisation de câbles classiques. Les
réseaux filaires, ainsi formés, peuvent être construits selon plusieurs architectures en fonction
de besoins bien spécifiques. Nous pouvons citer, entre autre, les topologies étoile, anneau ou
encore arbre (cf fig 1.1). Cependant cette multitude de possibilités de construction ne facilite
pas la tâche aux concepteurs d’applications. C’est pour cette raison qu’un homogénéisation
a été introduite grâce à la mise en place de la norme TCP/IP (Transmission Control Protocol et
Internet Protocol)
Cette norme permet d’offrir au concepteur un environnement homogène, d’un point de
vue matériel, construit sur un ensemble de services auxquels s’adressent les applications dis-
tribuées. Cette technique propose de construire un internet sur l’utilisation d’appareils permet-
tant de mettre en relation deux ou plusieurs sous-réseaux. La fonction de cet appareil, appelé
routeur, étant de faire transiter les communications entre les différents sous réseaux. Ceux-ci
restent indépendants et n’ont pas besoin de connaître les autres architectures. En répétant ces
interconnexions, on obtient alors des environnements interconnectés comme le montre la figure
1.2
Le principal intérêt de cette technique d’un point de vue des ordinateurs hôtes, i.e ne par-
ticipant pas à la fonction de routage, c’est qu’elle propose une abstraction de l’environnement
physique pour la gestion de la communication. En d’autres termes, lorsqu’un ordinateur hôte
souhaite communiquer avec un autre ordinateur hôte, il perçoit l’internet comme une espèce
de nébuleuse qui va prendre en charge la mise en relation et la gestion des communications
avec le partenaire cible. Pour mettre en place cette gestion, l’environnement dispose d’un en-
semble de services systèmes permettant de connaître, de référencer et de communiquer sans
ambiguïté avec tout élément présent dans l’environnement. . Les concepteurs d’applications
distribuées disposent alors d’un environnement homogène permettant d’établir facilement des
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FIG. 1.2 – Architecture d’un Internet
communications distantes entre les différents ordinateurs hôtes. C’est ce qu’on appelle un ré-
seau.
Dans la plupart des cas, les services composants un internet sont gérés de manière cen-
tralisée et hiérarchique. À chaque sous-réseau correspond un gestionnaire capable de gérer
les communications entre les éléments dont il a la charge. Si la cible d’une communication
n’appartient pas à son sous-réseau, il s’adresse alors à un élément d’un «niveau supérieur» qui
prendra le relais pour mettre en place et gérer la communication avec la cible. Cette méthode
centralisée convient parfaitement aux environnements filaires peu enclins au dynamisme phy-
sique. En effet, de par la nature de la construction des réseaux filaires, le dynamisme de ce type
d’environnement se cantonne aux pannes systèmes, à de fausses manipulations humaines (dé-
branchement d’un câble) ou à l’intégration d’unités mobiles dans un cadre très strict et limité.
Ces événements étant assez rares et bien définis, la gestion centralisée et hiérarchique reste
parfaitement adaptée.
Avec ces différentes caractéristiques d’homogénéité et de stabilité physique, nous dispo-
sons, d’un point de vue conception, d’un système qui permet d’exécuter des applications uti-
lisant des communications distantes qui pourront se dérouler sans interruption. Nous verrons
que cette caractéristique est essentielle pour certains schémas d’organisation d’applications ré-
parties.
Cependant l’apparition des unités mobiles pouvant se déplacer de sous-réseau en sous-
réseau au sein d’un même internet va remettre en cause la vision statique de l’environnement
physique. L’utilisation de plus en plus massive des ordinateurs mobiles est prise en compte
dans la prochaine version de norme de la technologie TCP/IP, la version 6 (IPv6) [Ciz98], grâce
à l’introduction de MOBILE-IP qui permet de rendre transparents, aux éventuels partenaires,
les déplacements d’un ordinateur hôte. Cette solution a surtout été pensée pour les cas où les
déplacements dans un autre sous-réseau, que celui d’origine, restent rares et d’une période as-
sez longue. On peut prendre l’exemple d’un employé d’une entreprise en mission de longue
durée chez un de ses clients. Nous verrons que cette technique s’accorde mal avec un dyna-
misme bien plus important (cf chap. 4).
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FIG. 1.3 – Topologies réseaux sans fil
1.1.2 Les réseaux sans fil
Les unités mobiles, tel les ordinateurs portables ou les téléphones, vont essentiellement
utiliser des technologies sans fil pour se connecter aux réseaux et vont apparaître comme n’im-
porte quel autre ordinateur hôte. En effet, avec la chute des prix du matériel de transmission
sans fil, avec l’augmentation de l’autonomie des batteries et enfin avec l’augmentation des per-
formances de laminiaturisation des processeurs de forte puissance, nous avons aujourd’hui des
unités mobiles de petite taille, tel les assistants numériques (PDA) ou encore les smartphones,
capables de se déplacer facilement avec leur propriétaire tout en exécutant des applications
complexes et en ayant la capacité de rester connectées à un réseau sans fil.
Cependant l’utilisation de ce type de matériel va imposer la mise en place de réseaux sans
fil avec de nouvelles topologies qui devront être prises en compte lors de leur intégration dans
un internet. Cette prise en compte se fera plus précisément au niveau des services systèmes.
La capacité propre des unités mobiles à se déplacer tout en voulant conserver une connexion à
un réseau de communication va demander de reconsidérer la manière de construire les inter-
nets. En nous basant sur la thèse [Lao02], nous proposons les différentes topologies que nous
pouvons trouver dans les réseaux sans fil, puis nous regardons la méthode dite ad hoc pour la
constitution d’un réseau et nous terminons sur notre vision de l’utilisation à venir des techno-
logies sans fil.
Topologies existantes
Les différentes topologies existantes que nous pouvons trouver dans un environnement
sans fil sont résumées sur la figure 1.3 et sont détaillées comme suit :
Topologie connectée Ce type de topologie est la plus simple àmettre en place
car les éléments d’un réseau vont communiquer directement deux à
deux. Cependant, il s’agit aussi de la plus fragile car si un lien venait
à disparaître entre deux éléments, il n’y aurait aucun moyen de pour-
suivre leur communication.
Topologie à station de base Dans cette technique, une station de base va
concentrer toutes les communications du réseau. Ainsi, l’uniquemoyen
de communiquer entre deux éléments est de passer par la station de
base. Cette centralisation fragilise fortement le réseau qui ne pourra
plus fonctionner si la station de base vient à disparaître, suite à une
panne par exemple.
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FIG. 1.4 – Réseau Ad Hoc
Topologie combinée Dans cette topologie, on utilise une relation filaire entre
deux stations de base. Si les deux premières techniques servent princi-
palement à construire des réseaux autonomes, celle-ci permet demettre
en place un internet en offrant la possibilité d’établir des communica-
tions entre les unités sans fil de deux sous-réseaux différents. Les sta-
tions de base peuvent aussi assurer la fonction de routeur. C’est le prin-
cipe utilisé par les réseaux téléphoniques GSM.
À l’heure actuelle, la topologie combinée est la plus largement répandue surtout grâce à
l’utilisation des bornes d’accès WiFi (norme IEEE 802.11 [CWKS97]). En effet, de plus en plus
d’hotspot apparaissent dans les lieux publiques, les entreprises, les campus ou encore à domi-
cile. Ce succès est principalement dû au faible coût nécessaire pour étendre un réseau prenant
en compte les unités mobiles et proposant ainsi un accès sans fil à Internet pour un ensemble
de clients.
Cependant, les topologies combinées restent basées sur l’utilisation d’une station de base
qui dispose d’un nombre limité de connexions et d’une bande passante à partager entre tous
les éléments en cours de connexion. Ces deux limites associées à la fragilité de la centralisation,
due à l’utilisation d’une borne d’accès, ne permettent pas de croire que la topologie combi-
née puissent suffire, à terme, pour gérer les lieux de fortes fréquentations (gare, aéroport, etc.)
ou pour satisfaire les besoins de forte mobilité des utilisateurs qui demanderaient de trop fré-
quentes reconfigurations.
Les réseaux ad hoc
Pour permettre de complètement décentraliser la construction d’un réseau de machine sans
fil, on utilise les topologies dites ad hoc. On qualifie un réseau par le terme «ad hoc» lorsqu’il est
constitué d’un ensemble d’éléments autonomes et qu’il est construit sans aucune infrastructure
existante. En d’autres termes, lorsque deux ou plusieurs machines sans fil se situent dans un
même lieu, elles peuvent construire un réseau directement entre elles sans avoir recours à un
cadre déjà établi, comme avec l’utilisation d’une borne d’accès. Une exemple d’un tel réseau
est illustré par la figure 1.4.
La particularité de ce genre de topologie, par rapport aux topologies connectées, c’est que
chaque élément participe à l’architecture générale en relayant le trafic vers les différents élé-
ments directement joignables, i.e appartenant à son rayon d’émission. Ces éléments constituent
le voisinage d’un noeud. Ce voisinage n’est pas constant dans le temps, bien au contraire, il va
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FIG. 1.5 – Réseau Hybride
continuellement évoluer en fonction des déplacements des unités mobiles, ce qui va induire
une topologie dynamique.
Une propriété intéressante des topologies ad hoc est la totale décentralisation de la gestion
du système due aux éléments autonomes. Ainsi les déplacements des unités mobiles sont gérés
de façon standard enmettant à jour le voisinage des noeuds et en relayant le trafic entre tous les
membres d’un même voisinage. Cette faculté apporte un grande résistance aux fautes pouvant
facilement apparaître dans les environnements sans fil, comme la disparition d’un noeud.
Plusieurs études sont menées sur les réseaux ad hoc [KTI99, VB00] afin de faciliter leurs
développements. Celle qui nous intéresse particulièrement est menée par le groupe de travail
MANET de l’IETF [CM99]. Celui-ci cherche à intégrer la technologie TCP/IP [LA03] directe-
ment aux réseaux ad hoc afin de permettre une extension d’un internet classique et d’offrir un
environnement homogène pour la conception d’applications distribuées.
1.1.3 Conclusion : vers une architecture hybride
Les différentes techniques, que nous venons de présenter pour créer des architectures sans
fil, vont pouvoir s’appliquer dans un certain nombre de domaines où il sera plus coûteux ou
plus difficile de déployer une architecture filaire classique. Par exemple dans des milieux hos-
tiles (champ de bataille, cratère de volcan ...) [HMW98], lors de l’intervention de secours suite à
une destruction de l’architecture filaire (catastrophe naturelle, attentat ...), ou bien plus simple-
ment le long des autoroutes, sur un campus, ou bien encore pour des utilisations temporaires
comme des congrès, des manifestations sportives. Tous ces domaines d’applications peuvent,
en fonction des besoins, se servir des différentes topologies, i.e connectées, station de base ou
combinées.
Cependant, les défauts inhérents aux technologies sans fil, basées principalement sur les
transmissions radio, ne vont pas s’accorder avec une gestion centralisée. Parmi ces défauts,
nous pouvons énoncer entre autres : les interférences, les débits faibles, les liens versatiles,
la portée radio limitée et surtout le déplacement des unités mobiles induisant une topologie
changeante. Ainsi, la mise en place de topologies totalement centralisées par l’utilisation de
station de base semble peu adaptée. Pour permettre de pallier à ces problèmes, il serait plus
intéressant de recourir à un mode de connexion ad hoc.
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FIG. 1.6 – Morcellement de réseau
Les topologies ad hoc permettent une totale décentralisation en se basant sur des éléments
autonomes et sur un relais du trafic entre les noeuds d’un même voisinage. Cette faculté va
parfaitement s’adapter aux contraintes des technologies sans fil. De plus, l’étude menée par
MANET tend à introduire les normes d’interconnexion de réseaux dans les contextes ad hoc.
Avec l’introduction de TCP/IP, la topologie ad hoc semble la mieux armée pour permettre une
extension facile, fiable et à faible coût d’un internet.
C’est pour ces raisons que pour offrir une ubiquité de connexion aux utilisateurs nomades à
travers leurs unités mobiles, nous pensons que l’intégration des technologies sans fil va se faire
en proposant des architectures hybrides comme le montre la figure 1.5. Dans ce type d’environ-
nement envisagé, les architectures filaires composant Internet restent en place et sont étendues
grâce à la mise en place de stations de base, comme c’est le cas actuellement par le biais des
hotspot WiFi. Cependant, ces hotspot vont être considérés comme un élément autonome d’un
réseau ad hoc et, ainsi, les unités mobiles pourront former des réseaux incluant les bornes d’ac-
cès qui serviront de routeur pour accéder à Internet. Ces topologies peuvent être construites
dans les milieux urbains [HGB04].
Cependant en fonction des déplacements des unité mobiles, nous pouvons arriver à des si-
tuations, que nous nommons unmorcellement de réseaux exposé par la figure 1.6, où un ensemble
d’éléments peut se retrouver complètement isolé du reste d’internet. Notons qu’un élément ne
restera jamais indéfiniment isolé. Dans de telles conditions, il paraît peu envisageable que le
système soit encore en mesure d’assurer la gestion des communications distantes entre tout
point d’un réseau, comme tel était le cas dans les réseaux filaires. Nous verrons que cela à une
importance sur la façon de concevoir les applications distribuées (cf section 4.3).
Dans ce document, nous nous intéressons à la conception d’applications réparties sur ces
environnements hybrides. Plus particulièrement, nous étudions le cas du morcellement de ré-
seau où les unités ont une forte mobilité et où nous disposons uniquement d’informations sur
le voisinage. Dans de tels environnements, nous verrons comment l’utilisation des agents mo-
biles va permettre de prendre en compte les problèmes liés à la mobilité physique des topolo-
gies hybrides. Mais, avant d’en arriver là, commençons par présenter les différentes méthodes
de conception existantes pour les applications réparties avant de rentrer plus en détail dans
celles basées sur les agents mobiles.
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1.2 Les Applications Réparties
Après avoir exposé les différents types d’architectures réseau, nous allons présenter ici les
paradigmes existant pour la conception d’applications réparties. Pour commencer, rappelons
que les applications distribuées utilisent, au cours de leurs exécutions, un ensemble d’éléments,
encore appelés ressources, qui peuvent être réparties sur différents sites du réseau sous-jacent.
Pour accéder et utiliser les ressources, plusieurs schémas d’organisation sont envisageables.
Pour cette section, nous nous basons sur la thèse [Rou02].
1.2.1 Les principaux schémas d’organisations
Nous pouvons référencer quatre grands types de schémas organisationnels. La conception
d’une application répartie pouvant mélanger plusieurs de ces types, il s’agit ici d’une classifi-
cation générale non stricte.
Mémoire distribuée partagée
Ce schéma d’organisation est basé sur la notion d’un espace d’échange partagé par un en-
semble de processus distribués [BZS93]. Cette mémoire, généralement de grande taille, permet
de faciliter les échanges de données pour les applications dont le partage est un facteur d’im-
portance. Citons pour exemple Linda [Gel85] qui permet de mettre en place un mécanisme de
tableau blanc distribué offrant les actions de dépôt, de retrait, de lecture et d’écriture d’objets.
Abonnement/publication
Ce schéma d’organisation permet de faire communiquer indirectement différents proces-
sus grâce à la collaboration d’un tiers. Le principe est de faire savoir, aux processus qui le
souhaitent, qu’un évènement précis est arrivé dans l’environnement, la création d’un fichier
par exemple. Pour réaliser ce type de communication, un gestionnaire d’évènements est pré-
sent au sein du système et les processus peuvent s’y abonner en fonction d’un certain nombre
de critères. Le gestionnaire publie alors aux abonnés les évènements qui correspondent aux cri-
tères de souscription. Ce mécanisme est utilisé, par exemple, pour la détection de pannes dans
un système informatique distribué. Si un site subi une avarie, le gestionnaire d’événements
averti tous les autres éléments du système qui pourront alors adapter leur comportement ; par
exemple, ils peuvent interdire toutes tentatives de communication avec le site en panne.
Pair à Pair
Dans ce schéma d’organisation, tous les éléments possèdent le même rôle au sein de l’ap-
plication [Shi00]. Ces éléments sont appelés des servants qui possèdent un ensemble de voisins
avec lesquels ils peuvent dialoguer en leur nom ou pour celui d’un autre. Ainsi, si deux ser-
vants non-voisins veulent communiquer, ils peuvent le faire grâce à un ensemble d’intermé-
diaires relayant la communication. Ce schéma, qui a été rendu populaire grâce aux échanges
de fichiers sur internet [Dun01], est particulièrement adapté aux architectures dynamiques où
il est difficile de mettre en place une gestion centralisée. Cette méthode de pair à pair ne se
limite pas aux échanges de fichiers et peut être utilisée, par exemple, pour des applications
coopératives avec une gestion plus simple de la mobilité des sites [PC02].
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FIG. 1.7 – Schéma d’organisation Client/Serveur
Client/Serveur
Dans ce dernier schéma, on sépare une fonctionnalité précise de celui qui l’utilise grâce
à une répartition des éléments et à une communication à distance. En d’autres termes, une
application rendant une certaine fonctionnalité (un service) est placée sur un noeud du réseau
(le serveur) en attente de requêtes émisses par d’autres applications (les clients) réparties sur
le réseau. Ce schéma est en fait une manière de communiquer entre deux processus à l’aide
d’un protocole préétabli. Lorsque qu’un client souhaite la réalisation d’un service précis, il
envoie une requête au serveur qui exécute le service et lui renvoie le résultat. On retrouve ce
mécanisme dans les applications Web où, par exemple, un navigateur (le client) récupère les
pages d’un serveur Web (le service) afin de les afficher à l’utilisateur.
Le principal intérêt de ce type de schéma est qu’il peut être déployé indépendamment d’un
élément tier, un composant système spécifique généralement, ce qui n’est pas le cas des sché-
mas abonnement/publication et à mémoire distribuée partagée. De plus, avec une relation ba-
sée sur un protocole préétabli, le serveur garde un contrôle plus précis sur le déroulement des
services. Enfin, les requêtes étant toujours à l’initiative du client, les serveurs n’ont pas besoin
de vérifier l’état général du système et peuvent se concentrer sur la gestion propre du service.
Conclusion
Les différents schémas d’organisation que nous venons de présenter seront utilisés en fonc-
tion des besoins propres des applications à construire et surtout en fonction de contraintes
liées au support physique (bande passante, hétérogénéité, etc.). Néanmoins, le plus populaire
est sans conteste le modèle client/serveur grâce à un compromis entre la facilité de déploie-
ment et la maîtrise du savoir faire lié à la fonctionnalité propre du service mais surtout grâce à
la possibilité pour le client de sous-traiter des tâches sur des machines plus performantes.
En reprenant [Pic01], nous pouvons définir un service en trois composants élémentaires,
présentés sur la figure 1.7, à savoir le savoir faire (le code), les ressources nécessaires (applicables
au code) et l’unité d’exécution (qui traite le code). Pour permettre une efficacité accrue, il sera
intéressant de tendre vers un regroupement des trois éléments sur le même site. Notons que,
pour un client qui souhaite utiliser un service précis, il faut pouvoir identifier, trouver puis
utiliser l’ensemble des trois éléments convoités. En conservant cette décomposition, nous allons
à présent détailler toutes les possibilités de construction de ce schéma client/serveur, en nous
focalisant sur la manière d’utiliser le service.
Pour cela, nous étudions l’évolution des paradigmes permettant la mise en œuvre d’un ser-
vice que nous décrirons à travers les trois composants élémentaires et en regardant lequel ou
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lesquels seront déplacés. Nous commençons par présenter les modèles d’exécution à distance,
actuellement les plus répandus, où tous les éléments sont immobiles puis nous abordons des
modèles utilisant la mobilité grâce aux déplacements d’un ou plusieurs composants d’un ser-
vice.
1.2.2 Les différents types de requêtes
Nous présentons ici les différents mécanismes (protocoles) permettant aux clients d’en-
voyer leurs requêtes à un serveur. Pour cela, nous disposons d’une couche système prenant
en charge la localisation des sites, le transport fiable et efficace des communications entre deux
partenaires distants. Dans tous cesmécanismes, les trois éléments définis pour un service (code,
ressource et UE) restent concentrés sur le serveur, la différence se faisant simplement sur la ma-
nière d’envoyer la requête.
L’envoi de messages
Cette méthode fût la première à être disponible lors de la construction des réseaux d’or-
dinateurs. Elle repose directement sur le service de communication offert par le réseau. Ce
paradigme est réalisable à travers des bibliothèques de bas niveau généralement difficiles à
mettre en œuvre [Rif98]. De plus, cette méthode n’est pas directement intégrée aux langages de
programmation et nécessite de définir un protocole de communication stricte entre le serveur
et ses clients. Ces deux contraintes ne permettent pas une programmation simplifiée aux dé-
veloppeurs. Un exemple d’application utilisant cette méthode est le serveur FTP (File Transfert
Protocole) [Gie78].
Appel de procédure à distance
Dans la plupart des langages de programmation, on offre la possibilité aux développeurs
de décomposer un code en plusieurs fonctions appelées suivant le déroulement de l’algorithme
à réaliser. Cette méthode a été élargie en offrant la possibilité de réaliser des appels à distance
grâce au mécanisme d’appel de procédure à distance ou RPC (Remote Procedure Call) [BN84,
Nel81]. Ce mécanisme est une abstraction permettant aux développeurs de ne pas manipuler
directement le service de communication réseaumais d’appeler une procédure distante comme
si elle était locale. Ainsi, un processus utilisant le RPC ne fait aucune différence entre appel
local et distant. Le service NFS (Network File System) [LSC+85] est construit sur ce mécanisme
en permettant d’accéder à des fichiers distants comme si ils étaient sur le disque local d’une
machine. Notons qu’il faut connaître à l’avance la procédure que l’on souhaite utiliser.
Appel de méthode à distance
Cemécanisme se place à un niveau d’abstraction plus haut que celui des processus, à savoir
la programmation à objets [Mey97]. Un objet est une entité logicielle regroupant en son sein des
données et un comportement. Chaque objet réalise une fonctionnalité précise et est accessible
à travers une interface qui regroupe un ensemble de méthodes1. Une application étant alors
1Cette ensemble peut contenir, plus rarement, des attributs
16
1.2. Les Applications Réparties
décrite comme un ensemble d’objets et d’interactions entre ces objets. Un objet est vu comme
une boite noire capable d’effectuer une tâche définie et utilisable à travers son interface.
Pour permettre la distribution transparente des objets, on utilise généralement des inter-
giciels, comme CORBA [GGM99], qui vont s’occuper de rediriger les appels de méthodes à
travers le réseaux et vont s’occuper de l’hétérogénéité des systèmes d’exploitation et/ou du
matériel. Le mécanisme d’appel de méthode à distance est en fait une généralisation du méca-
nisme de RPC en se basant sur un ORB (Object Request Broker). À partir d’un identifiant précis
et de la méthode que l’on souhaite exécuter, celui-ci s’occupe de la localisation des objets et de
l’acheminement des appels afin de rendre totalement transparente la distribution aux concep-
teurs qui manipulent des objets répartis comme s’ils étaient locaux.
Invocation distante
Pour permettre de déployer des services directement sur Internet, les trois premières mé-
thodes ne sont pas adaptées. Celle par message nécessite d’utiliser des bibliothèques de trop
bas niveau difficiles à mettre en œuvre et les appels distants ont besoin d’un support réseaux
sûr avec de faibles temps de réponse. Pour des raisons de sécurité, généralement seules les
communications servant pour les serveurs Web sont accessibles sur Internet. Ces communi-
cations utilisent le protocole HTTP (Hyper-Text Transfert Protocol) qui va servir de base pour
l’invocation de distante grâce à la norme SOAP (Simple Object Acces Protocol) [Ant04]. Celui-ci
décrit les interactions entre les clients et un service Web à partir du langage à balise XML qui
peut-être transmit directement par HTTP et évite l’utilisation d’un ORB.
Récemment, les web-services ont connus un réel succès car ils permettent de réaliser «des
appels de méthodes» directement sur le Web, ce qui permet de favoriser, voire d’étendre, la
collaboration entre une entreprise et ses clients, en externalisant ses services, tout en s’affran-
chissant des problèmes d’hétérogénéité matérielle et logicielle grâce à l’utilisation de langages
de haut niveau.
1.2.3 Introduction de la mobilité
L’interaction de type client/serveur que nous venons de présenter se base sur des interac-
tions distantes entre le client et le serveur. Nous présentons ici une autre manière de concevoir
les interactions en introduisant la mobilité qui peut être supportée par une nouvelle famille de
langages [Tho97]. Cette mobilité peut être vue comme une variation dumodèle clients/serveur
classique [CPV97]. Nous en présentons les différentes formes existantes en nous basant sur le
déplacement d’un ou plusieurs éléments composant le schéma client/serveur (cf figure 1.7),
i.e le code, les ressources ou l’unité d’exécution. Nous prenons comme référence le placement
de chacun de ces éléments avant et après l’exécution du service [Pic98].
Envoi du savoir faire
Pour l’envoi du savoir faire, plus communément appelé évaluation distante, c’est le site du
client qui dispose du savoir faire propre au service à réaliser. Les ressources et l’unité d’exé-
cution étant au démarrage sur le serveur, la mise en route du service est réalisée après que le
serveur ait reçu le code à exécuter. Les résultats sont renvoyés une fois le service achevé, le
code et l’unité d’exécution sont alors supprimés. La figure 1.8 illustre ce mécanisme.
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FIG. 1.8 – Envoi du savoir faire
FIG. 1.9 – Récupération du savoir faire
Dans cette première utilisation de la mobilité, le client peut envoyer directement le code
au serveur, comme dans le cas rsh (Remote Shell) qui permet d’exécuter un script2 sur une ma-
chine distante, ou il peut utiliser un représentant local du service, comme pour l’impression
d’un document sur une imprimante Postscript où un client s’adresse à un serveur local en lui
communiquant un fichier, qui est ensuite envoyé à l’imprimante qui l’interprète dans une unité
d’exécution propre. Nous pouvons aussi mentionner que ce schéma est réalisé par les requêtes
SQL, adressées à un serveur de base de données, et aussi par les servlets Java déployés sur les
serveurs HTTP munis d’un module approprié (J2EE, tomcat et autres).
Récupération du savoir faire
Dans ce cas, appelé aussi code à la demande, le client dispose de l’unité d’exécution et des
ressources mais pas du savoir faire qui va être récupéré auprès du serveur. Il s’agit donc de
l’inverse du cas précédent. Ainsi, un client adresse une requête uniquement pour récupérer
un code précis afin de l’exécuter localement avec les ressources présentes. Les trois éléments
sont réunis sur le site client comme le montre la figure 1.9. Cette méthode permet d’étendre les
fonctionnalités d’une application directement chez le client sans avoir besoin d’effectuer une
nouvelle installation. L’exemple le plus répandu d’utilisation de cette méthode est le téléchar-
gement d’applet Java à partir d’un serveur Web. Ces applet sont des classes Java présentes sur
le site serveur qui sont téléchargées puis interprétées par la machine virtuelle du site client.
Migration de processus
Ce schéma est utilisé lorsque l’on souhaite déplacer un savoir faire avec son unité d’exé-
cution comme le montre la figure 1.10 [MDW99]. Ainsi, durant l’exécution du service, tous les
2un script est un fichier contenant une suite d’instructions déroulées par un interpréteur de commandes
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FIG. 1.10 – Migration de code
éléments se retrouvent sur le site serveur. L’intérêt de cette méthode est qu’elle permet d’ap-
pliquer le même code à des ressources différentes et réparties sur le réseau sans avoir à le télé-
charger auprès du client à chaque fois. On peut concevoir ce schéma comme une généralisation
de l’envoi du savoir faire qui serait une succession d’envois vers une suite de serveurs.
Une application de ce genre de schéma est la réalisation d’une même requête SQL sur une
suite de bases de données distinctes. Le processus est déplacé de serveur en serveur en fonction
des ressources qu’il souhaite utiliser. Un autre exemple est l’équilibrage de charges sur un
réseau de machines identiques, i.e un cluster. On va déplacer les processus afin que chaque
site supporte la même charge de travail. Pour cela, si une machine est trop chargée, i.e qu’elle
a plus de processus que les autres par exemple, on va déplacer un processus, à savoir son code
et son unité d’exécution, vers une machine moins chargée.
Lorsque l’on déplace directement le code avec son unité d’exécution, on parle alors de mi-
gration forte. Celle-ci permet de continuer le flot d’exécution d’un programme comme s’il ne
s’agissait que d’un simple passage par un état non-actif du processus. Notons de plus, que la
migration de processus s’inscrit généralement dans un schéma où le déplacement est provo-
qué par le système, on parle alors de migration réactive. Le processus exprime ses besoins en
ressources, comme l’accès à un fichier ou à du temps processeur, et c’est le système qui va pla-
cer le processus demandeur sur la machine correspondant le mieux à ses besoins. Par exemple,
le placer sur la machine où le fichier est stocké ou équilibrer la charge. Nous pouvons dire que
généralement la migration de processus est basée sur une migration forte et réactive. D’autres
types de migration sont envisageables pour le même schéma de mobilité [FPV98], nous les
verrons par la suite.
Agents mobiles
Le schéma de mobilité des agents mobiles dérive de deux domaines différents, i.e les agents
venant de l’intelligence artificielle avec les systèmes multi-agents [Fer95] et des systèmes dis-
tribués avec la migration de processus [MDP+00]. Nous donnons plus de précision sur ces
origines dans la section 1.3. Pour simplifier, nous pouvons dire que le schéma à agents mobiles
est une généralisation de la migration de processus où le déplacement est à l’initiative même
du code. Nous parlons alors d’une migration proactive
Les agents mobiles ont été introduits initialement en 1994 avec l’environnement Telescript
[Whi94] qui permettait à des processus de choisir eux-mêmes de se déplacer sur les sites d’un
réseau afin de travailler localement sur les ressources. Dans ce cas, la migration était forte et
proactive. L’intérêt suscité par cette méthode fut confirmé avec le succès de Java et de son uti-
lisation dans la programmation d’applications basées sur le Web. Malgré les qualités propres
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de ce langage, la migration forte est encore, à l’heure actuelle, réalisable à titre expérimental
[BHK+04] et n’est pas directement utilisable avec la version officielle. Ceci est dû principale-
ment au fait que Java déplace des objets avec un état courant (par la sérialisation) et non pas
un processus proprement dit ou un thread avec sa pile d’exécution.
Pour pallier à ce problème, plusieurs plates-formes ont proposé d’utiliser une migration
dite faible, i.e où le code est déplacé avec un ensemble de données propres mais pas avec l’inté-
gralité de l’unité d’exécution. En fait, dans une migration faible, l’agent est déplacé avec un état
et est redémarré après chaque déplacement. Le développeur devra alors consulter l’état cou-
rant de son agent à chaque démarrage pour connaître l’avancement général de la tâche qu’il
souhaite accomplir.
En conclusion, on retiendra qu’il existe différents types de migration de code [FPV98] qui
peuvent être classifiés selon deux grandes caractéristiques : la première est la prise de décision
de la migration (réactive/proactive) et la seconde est la capacité de déplacement du contexte
d’exécution (forte/faible). Nous estimons que la caractéristique principale d’un agent mobile
est de disposer d’une certaine autonomie grâce à la migration proactive, qu’elle soit forte ou
faible. C’est cette autonomie qui différencie les agents mobiles de la migration de processus.
1.2.4 Conclusion : des applications multi-agents mobiles
Dans cette partie, nous avons vu différentes méthodes utilisables pour la construction d’ap-
plications réparties. Pour commencer, nous avons présenté les différents schémas d’organisa-
tion de services que sont la mémoire distribuée partagée, l’abonnement/publication, le pair à
pair et le schéma client/serveur. Le choix du schéma s’opére principalement en fonction de
contraintes physiques propres aux réseaux etudiés au début de ce chapitre. Par exemple, la
mémoire distribuée partagée pourra convenir à un réseaux de hautes performances mais sera
peu adaptée aux larges échelles comme celle d’Internet. En règle générale, le schéma le plus ré-
pandu reste le client/serveur qui permet de séparer correctement la fonctionnalité propre d’un
service de celui qui va l’utiliser.
Le client/serveur permet de mettre en place des interactions qui ne nécessitent pas de ser-
vice système autre que la communication distante proposée par la couche réseau. Celle-ci prend
en charge la localisation des sites, le transport fiable et efficace des communications entre deux
partenaires distants. À partir de cela, nous avons présenté différentes méthodes d’interaction
permettant aux clients d’effectuer les requêtes de service auprès des serveurs. Ces interactions
sont réalisables à distance grâce aux hypothèses que nous avons faites sur le réseau.
Ensuite, nous avons étudié une variation du schéma client/serveur en introduisant la mo-
bilité d’un ou plusieurs éléments le composant. Nous avons vu que cette mobilité peut prendre
plusieurs formes : l’envoi de savoir faire, la réception du savoir faire, la migration de processus
et enfin les agents mobiles. Selon les éléments déplacés, chacune de ces formes apporte des
solutions à certains types d’applications distribuées. Avec les architectures hybrides que nous
avons présentées (cf. 1.1.3), nous pensons que les qualités propres des agents mobiles seront les
plus concordantes avec les environnements à venir, surtout avec l’utilisation des technologies
sans fil [BK04]. Les avantages et inconvénients des agents mobiles sont le sujet de la dernière
section de ce chapitre.
Sans rentrer dans les détails de la conception des applications à base d’agents mobiles,
qui est l’objet du chapitre 4.3, nous pouvons dire qu’un agent réalise une fonctionnalité pré-
cise et relativement simple. Qu’elle soit cliente ou serveur, une application réalisant une tâche
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plus complexe sera construite grâce à plusieurs agents, comme dans le cadre de la conception
orientée objet où une application est un ensemble d’objets et de relations. Nous pouvons donc
abstraire les applications réparties comme un ensemble d’agents, pouvant se restreindre à un
singleton, se déplaçant de sites en sites et dialoguant entre eux. Ces agents se déplaceront pour
deux raisons principales : trouver et utiliser les services applicatifs désirés, comme un serveur
de fichiers, ou pour mieux s’adapter à leur environnement, par exemple migrer lorsqu’un site
est trop chargé. Les phases de dialogue servent, quant à elles, à mettre en commun des fonc-
tionnalités ou simplement à connaître l’avancement de la tâche générale.
1.3 Étude du concept d’agent
Avant de passer à l’étude plus approfondie des agents mobiles qui constitue le prochain
chapitre, nous présentons un certain nombre de points servant à préciser le cadre de notre
étude. Nous commençons par donner une définition plus rigoureuse des agents mobiles en
comparaison avec les différents domaines utilisant le terme agent. Ensuite, nous regardons
comment l’autonomie des agents peut avoir une influence sur leur conception. Enfin, nous
regardons comment la tâche générale d’un agent mobile peut être décrite à partir d’une suite
de comportements et nous terminons par une étude des différents formalismes de description
pour les agents.
1.3.1 Les différents types d’agents
Le terme d’agent est issu principalement de deux domaines distincts : les systèmes multi-
agents et les systèmes distribués avec la migration de processus. Les systèmes multi-agents
appartiennent, à la base, au domaine de l’intelligence artificielle où la programmation tente
d’imiter l’esprit humain lors de l’exécution [AS92]. Dans ce cadre, on désigne par agent cognitif ,
un programme qui possède une « intelligence» assez développée pour prendre des décisions
face à des situations complexes. Dans ce contexte, l’agent est isolé, i.e il n’a aucune interaction
avec tout autre agent, et il se contente d’itérer seul son algorithme afin de résoudre le problème
qui lui est posé.
Les difficultés rencontrées par les agents cognitifs pour résoudre des problèmes complexes
et distribués, à cause de leur approche centralisée principalement, ont poussé à repenser leur
fonctionnement en distribuant l’intelligence dans différents éléments communiquant entre eux
[San04]. C’est de cette idée d’où viennent les systèmes multi-agents. Les agents sont alors dé-
finis comme des entités, physiques ou virtuelles, pouvant agir volontairement sur leur envi-
ronnement et communiquant entre elles [Fer95]. Un agent peut donc être un robot qui agit
sur son environnement en déplaçant un objet ou simplement un capteur de mouvement qui
communique avec une unité de surveillance.
D’un autre côté, l’agent système est généralement un programme autonome s’exécutant au
sein d’un système distribué «multi-agents», comme dans la normeMASIF [MBB+98]. Il n’a pas
vocation à résoudre des problèmes complexes et se limite généralement à l’exécution de tâches
triviales. On peut dire, par exemple, qu’un serveur Web est un agent. Il est lui aussi capable de
prendre des décisions par rapport à ses ressources, mais cette capacité de choix reste restreinte.
Ici, les agents n’agissent pas intentionnellement sur l’environnement et peuvent communiquer
entre eux grâce à un médium de communication géré par le système.
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À partir de ces différentes approches, nous définissons donc un agent comme un élément
autonome possédant une activité interne avec ses propres ressources, œuvrant généralement
au nom d’un utilisateur ou d’une application, communiquant avec d’autres agents afin de réa-
liser la tâche pour laquelle il a été créé [MDW99]. Les agents mobiles sont alors définis comme
des agents ayant la capacité de se déplacer de site en site et ayant la conscience de leurs dépla-
cements.
1.3.2 Les comportements et les transitions
Nous avons vu dans la description des différents types de mobilité que la migration forte
permet de déplacer un processus, ou un agent, avec ses données et son unité d’exécution. Ainsi,
après un déplacement, l’exécution poursuit son cours comme si elle ne s’était pas arrêtée. Ce-
pendant, ce type de migration, qui se base sur une capture implicite de l’état d’exécution d’un
agent, est difficile et coûteuse à réaliser surtout dans les environnements hétérogènes où vont
évoluer les agents. Comment faire correspondre la capture d’un état, basé généralement sur
l’unité d’exécution, dans deux interpréteurs différents ? En plus, d’un point de vue conceptuel,
nous avons dit qu’un agent a conscience de ses déplacements et que généralement il effectue
une migration proactive, i.e volontaire. Dans de telles conditions, c’est le concepteur qui va
choisir de faire déplacer son agent. Il est donc capable de déterminer les éléments qu’il sou-
haite conserver après son déplacement et surtout quelle tâche l’agent va entreprendre lors de
sa prochaine visite.
Plusieurs études se sont portées sur la possibilité de définir les différents aspects que l’on
peut retrouver dans un agent. [KKPS98] propose de découper un agent en quatre grandes
couches : mobilité, adaptation, action, collaboration. Cette première approche permet de sépa-
rer les grands aspects d’un agent en montrant que le concepteur peut se focaliser sur certaines
couches et laisser la gestion des autres au système. Dans une autre étude, [LJJM01] propose
de se détacher du modèle classique de programmation, où un code déroule une suite d’ins-
tructions parmi lesquelles figurent les migrations, vers un modèle décrivant un agent en trois
aspects différents : fonctionnel, migratoire et management. Cette description permet au concep-
teur de s’occuper principalement des fonctionnalités des agents en dérivant le passage d’une
fonction à une autre et laisse la partie système gérer la migration et la mise en place des fonc-
tionnalités. Ceci permet d’exécuter l’agent dans des environnements hétérogènes.
Nous allons donc reprendre le concept permettant de séparer l’aspect fonctionnel d’un
agent de celui de la migration. Ainsi, on peut utiliser la description de la tâche générale d’un
agent mobile comme un ensemble de sous-tâches à réaliser entre chaque migration. Nous dé-
finissons alors un agent comme un ensemble de comportements (fonctionnalité locale) et de
transitions entre ses comportements. Une migration peut être vue comme une transition avec
un changement de localisation.
1.3.3 L’autonomie
Nous verrons plus en détails dans la prochaine section (1.4) concernant les avantages et
inconvénients, que les agents mobiles ont un avantage principal sur le client/serveur grâce à
leur capacité d’adaptation dans les environnements dynamiques hétérogènes. Cette faculté est
essentiellement due à leur aptitude au déplacement en fonction de leurs besoins propres pour
accomplir au mieux la tâche qui leur incombe.
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D’un autre côté, nous avons vu que nous pouvons avoir deux grandes classes de migration,
i.e la migration proactive ou la migration réactive. Avec la migration proactive, c’est l’agent qui
initie le déplacement, ceci permettant de garder intégralement leur caractère autonome. Mais
avec la migration réactive, c’est le système qui initie les déplacements sans avoir besoin d’une
demande explicite de l’agent. Cette migration réactive pose un problème du point de vue de
l’autonomie. Comment la garantir si l’agent peut être déplacé sans son accord et si l’agent est
déplacé sur un site A par le système alors qu’il souhaitait se rendre sur un site B ?
Cependant, la migration réactive intervient généralement lorsque l’on souhaite mettre en
place des migrations totalement transparentes aux unités déplacées. Dans ce contexte, chaque
unité retrouve, avant et après la migration, le même environnement et n’a absolument pas
conscience de son déplacement. On peut prendre l’exemple des clusters où les processus sont
déplacés et ont toujours accès aux mêmes fichiers. Par contre, l’adaptation d’un agent est né-
cessaire lorsque l’environnement change et qu’il ne peut plus trouver les ressources dont il a
besoin. Dans le cas où il peut toujours trouver ce dont il a besoin, cela ne nuit pas à son auto-
nomie.
Ainsi nous définissons la migration des agents mobiles comme proactive afin de garder au
maximum leur caractère autonome. Cependant, lorsqu’un agent arrive dans un environnement
où le déplacement s’effectue sans changement de contexte, il acceptera de se déplacer selon les
ordres du système. En d’autres termes, la migration d’un agent est par défaut proactive, mais
lorsqu’il arrive dans un environnement homogène, tel un cluster, il accepte volontairement
de subir des migrations réactives sous garantie de toujours avoir accès aux ressources qu’il
exploite.
1.3.4 Formalisme de description
Les agents, et en particulier, les agents mobiles, constituent un concept utilisé dans diffé-
rents domaines et dont les contours sémantiques sont assez larges. Il est donc difficile d’en
trouver une formalisation unique. Si l’on se limite aux agents mobiles et communicants, leur
formalisation a fait appel d’une part aux systèmes de transitions, avec Mobile Unity [MR98]
par exemple, d’autre part aux algèbres de processus avec comme base le -calcul.
Des extensions du -calcul ont été proposées, dans le cadre du projet SARDES par exemple,
pour traduire la mobilité des agents [SS04]. Demême, une architecture de communication entre
agents mobiles est formalisée dans [SWP99] en utilisant une extension du -calcul. Du point
de vue de la mobilité, on peut aussi raisonner sur la localisation des agents. Dans le cas de la
logique Klaim [BLD02] par exemple, les propriétés des agents sont exprimées dynamiquement
en fonction de l’évolution de leur localisation. Ces recherches constituent encore des études
très prospectives et leur utilisation est, en elle-même, un sujet de recherche.
Nous avons vu dans la conclusion de la section précédente (1.2.4) que les applications à
base d’agents mobiles peuvent être conçues de la même manière que les applications orientées
objet. Dans ce cadre, il existe des méthodes semi-formelles, telles que UML, qui permettent de
décrire la structure des applications en explicitant les interactions entre objets [Obj03]. Ces tech-
niques de conception ont été adaptées au domaine des agents afin de formaliser les interactions,
comme dans AUML [PRT+03]. Cependant ces techniques viennent du domaine des systèmes
multi-agents qui se concentrent plus sur l’expression des relations inter-agents. L’expression de
la mobilité du point de vue des systèmes distribués n’est pas décrite.
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1.4 Avantages et inconvénients des agents mobiles
Les agents mobiles ont rapidement suscité un intérêt tout particulier dans les domaines de
recherche portant sur les applications réparties. Très rapidement, cette nouvelle méthode de
programmation a été évaluée afin de voir ce qu’elle pouvait apporter comme caractéristiques
propres [CHK94] et ce qu’elle permettait d’améliorer par rapport aux méthodes de program-
mation plus classiques [Ber99b]. Dans cette section, nous allons exposer ces différents apports
tout autant que les difficultés soulevées par les agents mobiles.
1.4.1 La performance
Les premières améliorations apportées par les agents mobiles portent sur le gain de perfor-
mances due à une meilleure utilisation des ressources physiques mises à disposition. L’amélio-
ration va intervenir à différents niveaux permettant d’optimiser la tâche globale des agents.
Diminution de l’utilisation du réseau
Le déplacement des agents mobiles permet de réduire significativement, voir supprimer,
les communications distantes entre les clients et les serveurs. En privilégiant les interactions lo-
cales, l’utilisation du réseau va se limiter principalement au transfert des agents. Cette situation
présente trois principaux avantages.
Le premier avantage est la diminution de la consommation de bande passante. En effet, plu-
sieurs études [SM98, GCK+02, Ber99a] montrent qu’en comparaison de l’envoi à distance de
requête (procédures et méthodes), la mise en place des agents mobiles permet d’obtenir une ré-
duction significative de la charge réseau en terme du nombre total de données tranférées. Cette
diminution est constatée dans différents types d’applications nécessitant d’intenses échanges
d’informations entre le client et le serveur. Nous pouvons donner à titre d’exemple, la collecte
d’informations dans des bases de données réparties, l’exploration d’un internet ou encore la
gestion de réseaux.
Le second avantage notable est la diminution des temps de latence [Joh98, KG99, JXHX02].
Dans le contexte des réseaux à large échelle, la mise en place d’applications reparties, nécessi-
tant de fréquentes interactions entre client et serveur, se heurte aux temps de latence propres
aux communications réseaux. Il arrive fréquemment que le temps d’attente de la réponse d’une
requête soit plus long que le temps de traitement nécessaire à la réalisation du service. En rap-
prochant client et serveur dans un même sous-réseau, voire sur un même site, on les place
dans un environnement où les temps de réponse des interactions sont limités, ce qui permet de
réduire d’autant les temps de latence.
Le dernier avantage à souligner vient des brèves périodes de communication. En réduisant
le plus possible les communications distantes aux seuls transferts d’agents mobiles, on diminue
considérablement les périodes de connexion entre deux sites. Cette diminution de la fenêtre
d’utilisation des communications réseaux permet de moins se soucier des ruptures de liens
physiques qui peuvent intervenir fréquemment dans les environnements sans fil.
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Des calculs indépendants
Dans le modèle classique d’évaluation à distance, le client et le serveur doivent rester
connectés tant que le service est en cours d’exécution. En plus des problèmes liés aux fluctua-
tions des performances réseaux, certains services, nécessitant de longues phases de traitement,
ne supportent pas facilement une rupture de connexion avec le client. Dans ce cas, ils doivent
souvent redémarrer entièrement leurs calculs. Mais, le maintien du lien de communication peut
s’avérer difficile dans des réseaux à large échelle ou sans fil. Avec les agents mobiles, un client
peut déléguer les interactions avec le service sans maintenir une connexion de bout en bout
[GCKR01]. Avec cette possibilité d’un calcul indépendant, le client peut demander un service,
se déplacer (ou simplement terminer une session) puis venir récupérer les résultats plus tard.
Ce mode de fonctionnement est particulièrement intéressant lors du lancement à distance de
simulations numériques.
Optimisation du traitement
L’optimisation des phases de traitement se produit à deux niveaux. Premièrement, comme
nous l’avons déjà dit, en localisant les ressources et le savoir faire sur un même site, on sup-
prime les phases de dialogue entre le client et le serveur qui sont perturbées par des temps
de latence dus aux communications réseaux [IH99]. Ensuite, le déplacement du savoir faire va
permettre de déléguer les calculs sur des machines serveurs, un super-calculateur par exemple,
qui sont généralement plus puissantes qu’une machine cliente. Cela est particulièrement vrai
dans l’informatique nomade où la miniaturisation s’accompagne d’une perte de puissance si-
gnificative.
Tolérance aux fautes physiques
En se déplaçant avec leur code et données propres, les agents mobiles peuvent s’adapter
facilement aux erreurs systèmes. Ces erreurs peuvent être d’ordre purement physique, dispa-
rition d’un noeud par exemple, ou d’ordre plus fonctionnel, arrêt d’un service par exemple.
Si on prend le cas d’un site perdant une partie de ses fonctionnalités, un service tombant en
panne, l’agent pourra alors choisir de se déplacer vers un autre site contenant la fonctionnalité
désirée. Ceci permet une bien meilleure tolérance aux fautes que le modèle statique classique.
Cependant, notons que dans le cas d’un agent unique, s’il vient à disparaître pour une er-
reur interne à son savoir faire ou pour une erreur système, il est généralement très difficile de
détecter sa disparition. [Rou02] énumère plusieurs mécanismes basés sur la réplication, trans-
parents aux agents, permettant de résoudre en partie ce problème.
1.4.2 La conception
Du point de vue de la conception, les agents mobiles représentent à la fois une méthode
permettant demieux caractériser certaines applicationsmais ils apportent aussi une complexité
accrue par rapport au classique client/serveur bien mieux maîtrisé. Pour commencer, en règle
générale, les concepteurs préfèrent avoir une méthode permettant de décrire facilement un
comportement réel [MDW99]. Avec la méthode classique, il va être très contraignant de décrire
des algorithmes d’exploration (de réseau) ou bien encore de caractériser les déplacements des
utilisateurs nomades. Avec les agents mobiles, les concepteurs disposent d’une méthode qui
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permet de décrire naturellement ce genre de comportement. Ainsi, on peut facilement mettre
en place un déploiement et/ou une maintenance d’application sur un réseau [Pic98] ou encore
suivre les utilisateurs dans leurs déplacements [Sat02].
Ensuite, les agents possèdent une capacité de traitement spécifique leur permettant de
s’adapter à leur environnement. Généralement, dans le modèle client/serveur, le service est
caractérisé préalablement par une interface stricte et/ou avec un protocole d’utilisation bien
défini. Ainsi, si le client n’a pas connaissance de la description du service, il ne pourra pas
l’utiliser. Par contre, les agents pourront eux s’adapter aux caractéristiques des services afin
d’exprimer leur requête. Par exemple, si un service demande une communication sécurisée,
l’agent pourra récupérer un module de sécurité, mettre à jour sa pile de communication et dia-
loguer avec le service [ITK99]. On peut aussi tout à fait imaginer que l’agent pourra s’adapter
aux conditions du réseau en se séparant d’une partie de ses fonctionnalités pour s’adapter aux
terminaux pauvres en ressources [LK02].
La capacité de raisonnement va permettre de concevoir des agents qui seront autonomes,
adaptant leurs déplacements en fonction de l’environnement et pouvant moduler leurs fonc-
tionnalités en cours d’exécution. Cependant ces propriétés s’accompagnent d’une conception
bien plus difficile [Vig04] que celle du classique client/serveur. En effet, dans la majorité des
applications distribuées, on essaie le plus possible de cacher la répartition en s’appuyant sur un
ensemble de services système qui permettent de concevoir une application comme si tous ses
éléments étaient locaux. C’est le cas de CORBA par exemple [GGM99]. Pour pleinement tirer
partie des agents mobiles, la distribution doit être explicite et gérée par les agents eux-mêmes,
compliquant d’autant la tâche des concepteurs. De plus, si on se réfère à la conception objet où
une application est définie comme un ensemble d’éléments et de relations, il est difficile de bien
définir la tâche de chaque agent (élément) et surtout de savoir comment et où les interactions
(relations) vont s’opérer. Enfin, la complexité même des services rendus par les applications
impose souvent aux concepteurs d’utiliser une méthode parfaitement maîtrisée plutôt que de
recourir à un mécanisme dont ils n’ont pas vraiment l’habitude.
1.4.3 Le développement
Le domaine des agents mobiles étant encore relativement jeune, ils se heurte à de fortes
contraintes lors des phases de développement. La première d’entre elles est qu’il existe à l’heure
actuelle un trop grand nombre d’intergiciels pour agents mobiles qui possèdent chacun leurs
propres défauts et qualités [Joh04]. Il suffit pour s’en convaincre de regarder le site de la «Mobile
List» [MAL] qui référence toutes les plates-formes connues. Avec cette offre pléthorique, il est
difficile de parler de standardisation et aucune ne semble encore s’imposer. En sachant que les
agents doivent s’adapter aux conditions de l’environnement, les développeurs sont confrontés
à un éventail de possibilités bien trop large. Nous étudions plus précisément un certain nombre
de ces intergiciels dans le chapitre 2.
Le manque de standardisation se retrouve aussi dans les interactions entre agents, ainsi il
n’existe pas de langage partagé par toutes les plates-formes. Ceci représentent un handicap
sérieux, car les agents ont besoin d’exprimer les caractéristiques des services qu’ils recherchent
et surtout d’obtenir des réponses précises sur leur localisation ainsi que sur la manière de les
utiliser. De plus, avec tous les langages existants, les développeurs sont, encore une fois, face
à un trop large éventail de possibilités. Pour résoudre ce problème, il faudra se tourner vers
le domaine des systèmes multi-agents qui cherche à mettre un place des langages précis en
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s’appuyant sur un ensemble d’ontologies et de protocoles caractérisant les interactions inter-
agents [ARB03].
Le second problème important lors des phases de développement est la complexité de mise
au point des programmes qui constitue une partie critique du processus de développement.
La plupart des environnements de programmation possèdent des outils permettant de suivre
les différents éléments d’une application durant son exécution afin d’en trouver les erreurs.
Cependant, ce genre d’outil s’utilise parfaitement avec des éléments statiques mais est diffici-
lement applicable dès le moment où les éléments se déplacent. Ceci est particulièrement vrai
dans les architectures hybrides et/ou à grande échelle où il est quasiment impossible de sur-
veiller l’intégralité d’un système. Ainsi, il peut s’avérer impossible de récupérer l’état d’erreur
d’un élément se trouvant sur un site déconnecté. Sans outil de déboguage, il devient très dif-
ficile de différencier erreurs de conception et de développement. Notons que des efforts pour
proposer une premier outil de débuggage est réalisé par la plate-forme JADE [BPR99].
Le troisième problème important, en relation avec le déboguage, est la difficulté de mettre
en place une vérification des applications à base d’agents mobiles. La technique la plus utilisée
encore de nos jours, bien qu’elle ne soit pas totalement satisfaisante, est sans aucun doute le
test. Dans cette méthode, on va mettre à l’épreuve une application en lui injectant des données
dans ses différents points d’entrée dans le but de simuler le comportement utilisateur et de
recouvrir une plage de situations la plus large possible. Si le test s’applique assez naturellement
dans des programmes classiques, i.e non répartis, il représente un domaine de recherche à part
entière dès qu’il s’agit des applications répartie [BB02, UK99]. Dans ce cadre, il faut être capable
de coordonner les différentes injections sur les points d’entrée répartis afin de garantir que le
comportement simulé est bien celui qui était visé. Cetteméthode est déjà loin d’être simple dans
le cas d’une application répartie statique, on peut alors facilement imaginer que cela devient
encore plus compliqué si les points d’entrées (les agents) deviennent mobiles. Pour vérifier
les applications construites sur des agents mobiles, il faut utiliser une méthode permettant de
garantir le comportement et les interactions des agents avant leur déploiement.
L’analyse statique de programme permet de déterminer statiquement, sans exécuter un pro-
gramme, des propriétés qui seront satisfaites lors de l’exécution [Col97]. Cette méthode, qui
permet de garantir un certain niveau de correction du programme analysé, semble toute indi-
quée pour permettre de se passer des phases de test et, ce, même dans le cas des applications
réparties [PS93, KNY95]. Notons tout de même que l’analyse statique à fait ses preuves dans le
cadre de la programmation classique mais qu’elle constitue toujours un domaine de recherche
pour les applications réparties.
1.4.4 La sécurité : le talon d’Achille des agents mobiles
Le dernier point que nous abordons dans cette section porte sur le thème de la sécurité.
D’un point de vue logiciel, la sécurité [RG91] consiste à empêcher des accès, et/ou des modi-
fications, non-autorisés aux éléments d’un système informatique. Dans ce cadre nous faisons
la distinction entre les demandeurs (utilisateur, processus, périphérique ...) et les éléments deman-
dés (processeur, fichier, mémoire ...). Lorsque l’on souhaite avoir un système sûr, on met en
place une politique de sécurité qui doit garantir la confidentialité, i.e les données des éléments
ne sont pas divulguées aux demandeurs non-autorisés, et l’intégrité, i.e les éléments ne sont
pas modifiés par des demandeurs non-autorisés [CCD+02]. Nous omettons volontairement la
disponibilité qui doit garantir, aux demandeurs autorisés, l’accessibilité aux éléments et qui est
plus du ressort de la tolérance aux fautes.
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Pour mettre en place la politique de sécurité visée, on utilise généralement des mécanismes
d’authentification (mot de passe, certificat ...), de cryptographie (SSH, SSL ...) et de contrôle
d’accès (droit utilisateur, pare-feu). L’authentification à pour but d’identifier précisément le de-
mandeur, la cryptographie doit assurer la confidentialité des données échangées et le contrôle
d’accès vérifie l’adéquation entre demandeur et éléments demandés.
Dans le schéma classique des applications réparties, on regroupe les éléments critiques sur
des machines sécurisées et on se focalise sur les canaux de communication externes en utilisant
les mécanismes d’authentification et de cryptographie. Pour la mise en place de la mobilité
de code, les politiques de sécurité se basent généralement sur une relation étroite entre le site
stockant le programme et celui qui l’exécute [Zac03]. Implicitement, le possesseur du code est
le même que celui de l’environnement qui va l’exécuter.
Pour ce qui est des agents mobiles, d’un point de vue de la sécurité, nous sommes face à
un problème qui n’est pas encore intégralement résolu. C’est d’ailleurs le principal argument
avancé pour expliquer la faible utilisation de ce paradigme [Rot04, Vig04]. En effet, les agents
mobiles représentent un nouveau champ d’investigation pour le domaine de recherche en sé-
curité, d’une part dans la protection des sites vis-à-vis des agents malveillants et d’autre part
dans la protection des agents vis-à-vis des sites malveillants. Nous présentons ces deux champs
en nous basant sur la thèse de [Lou01].
Protection des sites
La protection des sites contre des attaques menées pas des agents malveillants est un pro-
blème qui est aujourd’hui bien maîtrisé. En effet, plusieurs solutions permettent maintenant de
se prémunir d’éventuelles attaques et voici les méthodes les plus connues :
Bac à Sable La technique du bac à sable consiste à exécuter un agent à l’in-
térieur d’un environnement restreint, en interdisant l’accès au système
de fichiers par exemple. Ainsi, un site peut exécuter un agent douteux
dans le bac à sable sans trop se soucier des problèmes de sécurité. Cette
approche peut facilement se mettre en place en utilisant des interpré-
teurs de code dont leurs possibilités sont limitées. Pour illustrer cette
technique nous pouvons citer les applet Java exécutés à l’intérieur d’un
navigateur Web.
Signature de code La signature de code intervient lors de la création d’un
agent, son créateur le signant numériquement afin qu’il puisse s’iden-
tifier durant ses déplacements. Cette technique permet d’obtenir une
authentification de haut niveau pour les sites. Les applet Java adoptent
désormais ce mode de fonctionnement. Ainsi si une applet est signée,
elle est considérée comme un code de confiance et peut accéder à toutes
les fonctionnalité de Java. Elle sera placé dans un bac à sable dans le cas
contraire.
Contrôle d’accès Pour améliorer les deux précédentes techniques, on met en
place une politique de contrôle d’accès plus complexe. On peut la voir
comme un raffinement d’une politique de bac à sable générale vers une
politique spécifique à chaque application ou classe d’agents. En fonc-
tion des agents, le site pourra autoriser l’accès à un ensemble précis de
fonctionnalités. Le contrôle d’accès permet de mixer les deux premières
28
1.4. Avantages et inconvénients des agents mobiles
techniques en offrant aux agents signés plus de fonctionnalité qu’un
simple bac à sable sans pour autant accéder à toutes les fonctionnalités.
Vérification du code La vérification de code permet d’obtenir une garantie
sur la sémantique d’un code à travers l’analyse de sa structure, ou de
son comportement pour un agent, en fonction d’une politique de sécu-
rité donnée. Les bacs à sable font déjà des vérifications rudimentaires
en cours d’exécution, principalement pour garantir le typage des opé-
randes des instructions, mais cela est fortement coûteux. Une autre ap-
proche est de vérifier automatiquement le code, avant son lancement,
en s’appuyant sur une preuve de conformité. Pour cela on peut utiliser
l’approche PCC (Proof Carrying Code) [NL98]. Lors de la mise en route
de l’agent, son créateur fournit un ensemble de preuves intégrées qui
est transporté par l’agent. Ces preuves garantissant le comportement
de l’agent en fonction de critères de sécurité des sites à visiter. Lorsque
l’agent commence une nouvelle visite, le site récupère la preuve lui cor-
respondant et vérifie si elle correspond à sa politique de sécurité. Le site
choisit alors d’exécuter ou non l’agent. Cette technique se base pour
l’instant sur des propriétés de typage et la preuve est fournie par le
compilateur.
Protection des agents
À l’opposé de la protection des sites, la protection des agents contre des sites malveillants ne
dispose pas de solution éprouvée et reste encore aujourd’hui un champ de recherche ouvert.
Pour comprendre ce que risque un agent lors de son exécution sur un site malveillant, nous
pouvons référencer les éléments transportés pouvant être cible d’attaque [Lou01] :
- Le Code : ensemble des instructions composant la tâche de l’agent.
- Les données statiques : données ne changeant pas durant les déplace-
ments (la signature par exemple)
- Les données collectées : ensemble des résultats obtenus au cours des
déplacements réalisés par l’agent depuis son lancement.
- L’état courant : ensemble de données servant à l’exécution courante de
l’agent.
La sécurité des agents mobiles consiste alors à garantir les critères de confidentialité et d’in-
tégrité de l’ensemble de ces éléments. Du point de vue des données, il est évident qu’un agent
ne souhaite pas divulguer des informations critiques à n’importe quel site. Par exemple, un site
malveillant pourrait récupérer la signature d’un code et l’utiliser pour créer un nouvel agent
afin de s’introduire dans des environnements auxquels il n’a normalement pas accès. Pour le
code, un agent transporte un savoir-faire propre à son concepteur qui pourrait tomber aux
mains de ses concurrents.
Nous pouvons classifier trois grandes catégories d’attaques que les sites sont capables de
réaliser : l’inspection, la modification et le rejeu [Zac03]. L’inspection consiste à examiner le
contenu de l’agent, ou le flot d’exécution afin de récupérer des informations critiques transpor-
tées par l’agent. Lamodification se réalise en remplaçant certains éléments de l’agent dans le but
de conduire une attaque. En remplaçant le code, l’agent effectuera des opérations malveillantes
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sur les futurs sites à visiter. Le rejeu s’obtient en clonant l’agent puis en exécutant le clone dans
plusieurs configurations pour retrouver le savoir de l’agent. Différentes techniques sont en
cours d’étude pour garantir aux agents qu’ils peuvent accéder à des nœuds dans lesquels ils
peuvent avoir toute confiance ou pour détecter les agents corrompus. Cependant, aucune d’elle
n’apporte un niveau de sécurité suffisant comme celui proposé pour protéger les sites.
Ce que nous pouvons dire pour conclure sur les problèmes de sécurité liés à l’utilisation des
agents mobiles, c’est qu’il s’agit encore d’un champ d’investigation complet. Bien que la pro-
tection des sites soit à présent maîtrisée, la protection des agents n’est, pour l’instant, toujours
pas satisfaisante. Les différents efforts menés par la communauté de la sécurité nous poussent
à croire que nous obtiendrons le niveau de sécurité requis [GCKR98, TBV04].
1.4.5 Bilan des avantages et inconvénients
À travers les différentes caractéristiques des agents mobiles que nous venons de présenter,
nous pouvons dire que les agents mobiles ne représentent pas le paradigme idéal pour tous
les types d’applications réparties, mais simplement une possibilité nouvelle pour la construc-
tion des applications. Selon les besoins de performance, de conception, de développement
et de sécurité les agents mobiles pourront apporter une alternative intéressante au classique
client/serveur dans certains types de configuration.
Le critère de performance des agents sera très utile dès que les applications vont compor-
ter des communications intensives. Grâce à leurs interactions locales, les agents permettent de
ne pas subir les ralentissements dûs aux bandes passantes limitées et aux temps de latence
des réseaux, surtout sur Internet. De plus, en utilisant les machines serveurs, généralement
plus performantes que les clients, les phases de traitement seront plus rapides. D’un point de
vue conception, les agents mobiles permettent de décrire des comportements plus difficiles à
caractériser avec le client/serveur. Ainsi, l’exploration d’un réseau, la représentation d’un uti-
lisateur, le support des ruptures de communication ou encore l’adaptation à l’environnement
sont naturellement exprimables grâce aux agents mobiles.
Cependant, ces qualités s’accompagnent d’importantes difficultés de développement. Elles
sont dues principalement au manque de standardisation des intergiciels qui ne permettent pas
d’obtenir, par exemple, un langage homogène partagé par tous les agents. On peut ajouter à
cela, les difficultés de mise au point dues aux déplacements de l’unité d’exécution qui sont dif-
ficiles à suivre et aux problèmes de test qui nécessitent d’importants efforts de coordination.
Ces difficultés de développement poussent les concepteurs à se tourner vers des paradigmes
bien mieux maîtrisés en mettant en place des mécanismes de mobilité plus limités. D’un point
de vue plus informel, la programmation classique dispose d’outils graphiques d’aide au déve-
loppement qui intègrent complètement les phases de programmation, de déboguage et de test.
Quelques outils du même type apparaissent pour les agents mobiles mais ne sont pas complè-
tement intégrés en restant pour la plupart focalisés sur la phase de programmation [TOH01] et
seuls quelques-uns s’intéressent à la phase de déboguage [BCTR05].
Pour terminer cette partie, nous pouvons dire que le problème le plus important empê-
chant l’adoption actuelle des agents mobiles est sans nul doute la sécurité. En effet, même si
la protection des sites est quasiment assurée, celle des agents reste un réel problème qui n’a
pas de solution définitive. Différentes études sont actuellement menées pour permettre d’obte-
nir un niveau de sécurité satisfaisant. Dans tous les cas, en gardant à l’esprit qu’il s’agit d’un
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problème crucial, nous allons considérer pour le reste de notre étude que nous disposons d’un
environnement sûr, composé uniquement d’agents et de sites de confiance.
1.5 Conclusion
Dans ce chapitre, nous nous sommes intéressés à décrire le contexte général où se situe
notre étude sur les agents mobiles coopérants. Nous avons commencé par présenter les diffé-
rentes architectures constituant un internet qui représente le mécanisme le plus répandu pour
mettre en place des réseaux d’ordinateurs à grande échelle et homogènes. La méthode de base
pour leur construction est majoritairement axée sur une architecture hiérarchique découplée
où chaque sous-réseau est géré par un routeur connecté au reste de l’internet (cf fig. 1.2). Cette
approche technologique permet d’offrir aux concepteurs un système prenant en charge la lo-
calisation des sites et le transport fiable et efficace des communications entre deux partenaires
distants.
Avec l’arrivée des technologies sans fil, d’autres types d’architectures physiques sont ap-
parues dont principalement les modèles à station de base et ad hoc. La station de base permet
de retrouver l’architecture hiérarchique afin de proposer le plus simplement possible un accès
transparent à un internet. Le mode ad hoc permet, quant à lui, de former dynamiquement des
réseaux d’ordinateurs sans aucune architecture fixe et sans aucun gestionnaire de référence,
i.e l’architecture est complètement décentralisée. La combinaison de ces deux techniques, à sta-
tion de base pour donner accès à un internet, et ad hoc, pour faciliter son extension, va donner
des architectures hybrides qui permettront d’offrir l’ubiquité aux unités mobiles. Dans de tels
contextes, nous nous intéresserons aux éléments mobiles induisant unemobilité matérielle. Ils
ne peuvent pas être gérés d’une manière hiérarchique classique et ne permettent plus d’obtenir
un système garantissant, de façon permanente, la communication distante entre tout élément
de l’environnement.
Dans la seconde partie du chapitre, nous avons présenté les différentes manières de prendre
en considération les réseaux d’ordinateurs. Après avoir défini les grands schémas d’organisa-
tion pour la construction d’applications réparties, nous avons détaillé le modèle client/serveur
qui est le plus largement répandu. Celui-ci se base sur des interactions distantes permettant à
un client d’envoyer une requête de service à un serveur. Les différentes méthodes permettant
de réaliser ces requêtes (envoi de message, appel à distance et invocation distante) ont mon-
trées leur efficacité dans les environnements stables à grande échelle type Internet. Cependant,
l’introduction de la mobilité physique, due aux technologies sans fil, apporte un degrée de dy-
namisme qui ne semble pas permettre à ces méthodes d’atteindre le même niveau d’efficacité
mais elle peuvent être améliorées en introduisant la mobilité du code.
Dans ce cadre, les agents mobiles représentent un paradigme intéressant pour les environ-
nements hybrides envisagés. En effet, leur autonomie leur permet de s’adapter facilement aux
changements dynamiques de contexte et à l’hétérogénéité des éléments présents. De plus, ce
paradigme permet de décrire facilement des comportements, utilisateurs ou applicatifs, diffi-
ciles à caractériser avec le modèle client/serveur classique, comme par exemple l’exploration,
les déplacements d’unité mobile ou encore la représentation d’un utilisateur. Cependant, les
agents mobiles se heurtent à de grandes difficultés de développement, se voient opposer leurs
problèmes de sécurité toujours d’actualité et induisent un deuxième niveau de mobilité, i.e la
mobilité logicielle.
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Plusieurs articles de synthèse, construits sur l’avis de spécialistes du domaine de la
mobilité, exposent la vision des futures directions que devraient suivre les agents mobiles
[Mil99, KGR02, Gra04]. En résumé, ils viennent confirmer notre avis que les agents ne pour-
ront pas être utilisés à grande échelle sans avoir résolu leurs problèmes de sécurité et qu’ils ne
remplaceront pas intégralement le modèle classique du client/serveur qui s’applique parfaite-
ment dans un grand nombre de cas. Ils viennent aussi confirmer que les agents mobiles, par
leur capacité d’autonomie et d’adaptation, méritent d’être étudiés dans des environnements
dynamiques décentralisés [MS99] constitués par les topologie hybrides.
Le chapitre suivant va permettre de faire une étude plus précise des agents mobiles en com-
mençant par une étude comparative des principales plates-formes existantes. Nous mettrons
en avant leurs intérêts majeurs en termes de conception et de développement. Puis nous re-
garderons plus précisément les méthodes d’interaction existant entre les agents. Enfin, nous
terminerons par la présentation d’un ensemble d’applications envisageables pour les agents
mobiles dans un tel contexte.
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Nous venons de présenter, dans le chapitre précèdent, le cadre général de notre étude com-
prenant deux niveaux de mobilité : un niveau physique, induit par la prise en charge des uti-
lisateurs nomades dans les réseaux à architecture hybride, et un niveau logiciel introduit par
l’utilisation des agents mobiles.
Dans ce chapitre, nous allons décrire plus en détails les moyens existants pour dévelop-
per une programmation à base d’agents mobiles. Nous commençons par les intergiciels de
développement, ou plates-formes à agents mobiles, en mettant l’accent sur les spécificités
propres des agents mobiles apparaissant lors de la conception d’une application répartie. Puis
nous continuons par la présentation des différents mécanismes d’interaction existants entre les
agents et nous finissons par présenter quelques domaines d’applications existants.
2.1 Les plates-formes
Depuis l’apparition de la notion d’agent mobile, de nombreuses plates-formes ont été dé-
veloppées afin de faciliter la programmation d’applications structurées en termes d’agents mo-
biles. Elles devenaient si nombreuses, que la communauté des agents mobiles a créé un site
permettant de les recenser [MAL], afin d’en faciliter la diffusion et dans le but inavoué d’en
limiter la profusion. Plusieurs papiers de synthèse [FPV98, Ber00, Tho97] existent sur les prin-
cipales plates-formes utilisées de nos jours. Ceux-ci nous serviront de base pour les descriptions
à venir.
De notre point de vue, lorsque l’on parle de plates-formes, nous regroupons deux niveaux
élémentaires. Le premier est le langage de programmation qui offre les primitives nécessaires
à l’exécution, à la communication et à la mobilité, Il constitue le niveau de base. Le deuxième
est l’intergiciel proprement dit qui offre des services de plus haut niveau, comme les annuaires,
permettant aux agents la réalisation de leurs tâches.
2.1.1 Les langages sous-jacents
Un langage de programmation adapté aux agents mobiles doit offrir un ensemble de pro-
priétés particulières décrites par [Kna96]. Il doit prendre en compte principalement :
La manipulation du code Le langage doit être capable d’identifier, d’envoyer, de
recevoir et d’exécuter le code exécutable représentant un agent mobile. Le
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langage proposera une abstraction de haut niveau pour réaliser une action
de migration, comme une fonction move on.
L’hétérogénéité La construction d’un système distribué est caractérisé par l’hété-
rogénéité des éléments le composant. Le langage devra être indépendant de
l’architecture matérielle et du système d’exploitation. L’agent doit pouvoir
aller potentiellement sur tous les éléments du système. On voit ici que les
langages interprétés semblent les mieux adaptés.
La sécurité En offrant un environnement à l’exécution de code étranger, on accroît
la possibilité de recevoir des éléments indésirables au sein des systèmes. Le
langage devra offrir un ensemble de mécanismes de protection, que ce soit
par le cloisonnement ou une identification. Il s’agit du talon d’Achille des
agents mobiles que nous avons détaillé dans la section 1.4.4.
L’exécution autonome Pour permettre une réelle mobilité, le langage ne doit pas
exprimer des liens directs vers les ressources des sites visités. Ceci évite de
gérer les problèmes de disparition des sites et facilite la représentation d’un
utilisateur déconnecté.
La performance Dans un système multi-agents, chaque application utilise un en-
semble d’agents s’exécutant en parallèle. Chaque agent nécessite un espace
mémoire et des mécanismes de mise en route, de déplacement, etc, que le
langage doit minimiser afin d’éviter les surcharges permettant ainsi un dé-
roulement des applications dans un temps acceptable.
Le premier langage à proposer ces propriétés fut Téléscript [Dom96] de Général Magic qui
fut suivi de nombreux autres tels Obliq [Car94], Safe-Tcl [Bor94], etc. Ils possèdent tous des
qualités propres, comme la prise en compte de la mobilité forte par exemple, mais se voient
supplantés par la popularité grandissante d’un langage à objets, à savoir Java. Une des pre-
mières plates-formes à utiliser cette technologie fut Mole [BHR97].
En effet, grâce à sa machine virtuelle (JVM) largement répandue, Java a su s’imposer pour la
programmation d’applications réparties dans des environnements hétérogènes en permettant
une indépendance envers les réseaux et les systèmes d’exploitation. La migration est supportée
grâce au mécanisme de sérialisation pour le transport d’objets de sites en sites, la sérialisation
étant la transcription de l’état et de la structure complexe d’un objet dans un format particulier.
Pourtant Java présente un inconvénient : il ne gère pas la mobilité forte. Malgré des travaux
sur l’extension de lamachine virtuelle [SBB+00, BHV01], c’est toujours au développeur de gérer
les différents états rencontrés après une migration de ses agents.
Malgré cet inconvénient, nous retiendrons que Java est le principal langage utilisé pour le
développement des plates-formes supportant les agents mobiles. Détailler plus avant le lan-
gage de programmation, en parlant par exemple de la gestion de la pile d’exécution, sortirait
du cadre de notre étude. Nous invitons donc le lecteur désireux d’avoir plus d’information sur
ce sujet à se reporter à la littérature sur le sujet.
2.1.2 Les normes
L’émergence des nombreuses plates-formes expérimentales a rendu nécessaire la proposi-
tion d’une harmonisation grâce à la standardisation des différents concepts communs pouvant
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être identifiés. Cette normalisation devrait permettre à terme de rendre compatibles les diffé-
rents systèmes.
On peut trouver à l’heure actuelle deux normes principales : il s’agit de la norme FIPA
(Foundation for Intelligent Physical Agents) [FIP02] et de la norme MASIF (Mobile Agent Sys-
tem Interoperability Facility) [MBB+98].
Lorsque deux normes existent au sein d’une même technologie, elles ont une tendance na-
turelle à s’opposer alors que, dans notre cas, elles penchent plus vers la complémentarité due à
la différence de leurs domaines d’origine.
MASIF La normeMASIF a été spécifiée par l’Object Management Group (OMG) qui se préoc-
cupe généralement de l’hétérogénéité entre les systèmes, comme dans le cas de CORBA. Dans
cette optique, le but, dans la norme MASIF, est de décrire les notions élémentaires permettant
l’échange des agents entre différentes plates-formes. Pour ce faire, elle standardise la manière
de gérer le code des agents3, leur identification, la migration4 et l’adressage local.
FIPA En revanche, la communauté d’origine de FIPA étant celle des systèmes multi-agents,
plus proche de l’intelligence artificielle, elle va se situer à un niveau plus élevé i.e le niveau
applicatif en décrivant les éléments nécessaires à la réalisation d’une application et principa-
lement en détaillant la communication entre les agents. Le but est de décrire un ACL (Agents
Communication Language), les ontologies et des protocoles de négociation permettant ainsi de
définir parfaitement les interactions entre les agents.
Nous voyons donc que ces deux normes tendent plus vers la complémentarité que vers la
divergence. C’est déjà le cas de FIPA qui a inscrit dans son planning l’intégration des règles de
MASIF sur la gestion de la migration. En prenant un peu de recul, on peut extraire des deux
normes les différents éléments devant apparaître dans l’élaboration d’une plate-forme [Rou02]
et schématisés sur la figure 2.1 :
Les agents Ils sont définis par un identifiant unique au sein de la plate-forme et
d’un état d’exécution comprenant le code et les données qu’ils transportent.
Les places C’est l’élément qui sera en charge d’exécuter le code de l’agent. Une
place peut contenir plus d’un agent. Une place définit un environnement
d’exécution vers lequel un agent sera orienté pour gérer son exécution.
Les agences Encore appelées «ports d’accueil » des agents, représentent les envi-
ronnements où évoluent les agents. Une agence constitue le cœur de gestion
de la plate-forme en assurant la délégation de l’exécution aux places qui la
composent, l’administration, le contrôle, le transport effectif et la communi-
cation des agents grâce au système d’exploitation sous-jacent.
Les régions Il s’agit du regroupement de plusieurs agences, pas nécessairement
de même type, appartenant à un même domaine d’expertise, d’activité ou
autre. Le but est de faciliter les activités d’administration. On peut associer
par exemple une région à des politiques d’accès aux services.
Les services On retrouvera un ensemble de services accessibles aux agents. Ils
pourront être construits sur différents modèles, Client/Serveur ou agents, et
3création, suspension, reprise et terminaison
4par la sérialisation par exemple
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FIG. 2.1 – Les éléments d’une plate-forme d’agents mobiles
fourniront aux agents en visite les fonctionnalités recherchées. Citons pour
exemple les services système (système de fichiers par ex.), de la plate-forme
(annuaire par ex.), de sécurité, de négociation ou des services «métier» .
Après avoir exposé ces normes, nous allons maintenant présenter quelques plates-formes
qui possèdent chacune une caractéristique précise qu’il faut prendre en considération pour
notre modèle.
2.1.3 Étude comparative des plates-formes existantes
Si, d’un point de vue théorique, le langage de programmation est bien découplé de la plate-
forme à travers la notion de place, la réalité ne respecte pas toujours ce critère et souvent ne
nous permet pas de faire une vraie différenciation. C’est pour cette raison que nous allons
nous intéresser, dans les présentations qui viennent, uniquement aux spécificités proposées au
niveau des agents. Les plates-formes choisies sont présentées en fonction de la richesse des
fonctionnalités de l’environnement qu’elle propose.
LIME
Le premier système que nous étudions est l’intergiciel basé sur Java nommé LIME (Linda In
Mobile Environnement) qui propose une couche de coordination pour les agents en réutilisant
le modèle Linda [MPR01, PMR99]. Ce n’est pas à proprement parler une plate-forme car elle
ne prend pas en charge les différents éléments décrits par les normes. Elle se focalise plus sur
la coordination qui peut être exploitée pour construire des applications réparties.
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Comme l’indique son nom, LIME est basé sur le modèle de synchronisation Linda qui pro-
pose une communication à travers une mémoire partagée, appelée espace de tuples, qui est une
collection de structures de données élémentaires appelées tuples. La synchronisation a lieu lors
de la mise en jeu d’un tuple en accès ou en modification.
Ce type de communication est découplé (communication indirecte à distance) en temps et
espace, i.e l’expéditeur et le destinataire n’ont pas besoin d’être connectés au même instant ni de
connaître leurs emplacements respectifs. Cette caractéristique s’adapte particulièrement à un
environnement mobile où les deux composantes d’une communication migrent dynamique-
ment.
Cette méthode de communication est utilisée dans LIME en associant un espace de tuples
aux agents et en associant des mécanisme permettant la mise en commun des tuples. Chaque
site possède une interface d’espace de Tuple (ITS) à laquelle pourront souscrire les agents en
proposant les tuples à partager. Une ITS est l’union des tuples partagés par les agents locaux.
Les agents pourront alors se synchroniser sur les tuples appartenant à l’ITS.
Pour étendre ce mécanisme aux communications distantes, les ITS peuvent être regroupées
au sein d’une Fédération d’espaces de Tuples (FTS) créant ainsi une union d’ITS. Chaque FTS
est gérée par un site leader, désigné par un mécanisme d’élection classique, dont le rôle est de
prendre en compte les ITS entrants et sortants. Cette gestion centralisée permet de laisser la
possibilité aux agents de dialoguer à distance et surtout permet de prévenir les agents de toute
modification de l’environnement.
La partie qui nous intéresse dans LIME réside dans sa possibilité de définir une synchro-
nisation avec un mécanisme très simple et surtout de permettre aux agents de contrôler les
ressources mises en jeu en choisissant les éléments qu’ils souhaitent partager. Les sites sont
réduits à un support d’exécution.
Mais avec les environnements très dynamiques que nous envisageons, la gestion centralisée
par un leader des FTS et la communication distante ne sont pas adaptées. En effet, comment
gérer la disparition du leader du FTS et, plus grave, comment garantir une synchronisation
distante entre deux agents lorsque les liens de communication sont inconstant.
PLANGENT
PLANGENT est une plate-forme basée sur le langage Java s’intéressant à l’adaptation des
agents durant leurs déplacements au sein des environnements dynamiques [ONI+97]. Il s’agit
de l’intergiciel le plus proche de l’intelligence artificielle que nous avons étudié. Son but est de
proposer aux agents des mécanismes pour modifier les objectifs intermédiaires nécessaires à la
réalisation de leur tâche finale.
Un site supportant l’architecture PLANGENT inclut un intergiciel agent comportant le mé-
dium de communication, le gestionnaire d’information du site, le générateur d’agents et le ges-
tionnaire de migration, et une partie système comprenant deux bases de données d’informa-
tion, une pour l’environnement local et l’autre pour l’environnement distant. Les deux parties
sont reliées et accessibles l’une vers l’autre.
Cette séparation permet de bien distinguer les éléments évoluant de ceux qui ne changeront
pas durant l’exécution d’une application. En effet, l’intergiciel agent va rendre les services de
base, sans se soucier de l’évolution de l’environnement, en répondant aux différentes requêtes
énoncées par les agents, alors que c’est la partie système d’information qui prendra en compte
les évolutions.
37
Chapitre 2. Les agents mobiles et leurs spécificités
Les agents pendant la visite d’un site, pourront consulter les deux bases de données et ainsi
connaître les éventuelles modifications de l’environnement. Grâce à un planificateur automati-
quement incorporé, les agents pourront alors modifier leurs parcours en fonction des nouvelles
informations récoltées.
Ce planificateur intégré aux agents détermine un parcours à suivre selon les buts à atteindre
pour accomplir la tâche de l’agent. Ces buts correspondent principalement aux ressources né-
cessaires à la réalisation d’une tâche. Grâce à sa représentation de l’environnement, un par-
cours est calculé à l’initialisation de l’agent puis sera ensuite modifié au cours des différentes
visites opérées par l’agent durant son exécution grâce aux nouvelles informations récupérées.
Ce mécanisme d’adaptation modifie uniquement le parcours initial de l’agent mais pas l’agent
lui-même.
Prenons un exemple simple d’une fin de journée où je dois récupérer les enfants, acheter
le pain et rentrer à la maison. Avant de partir, j’établis le parcours le mieux adapté à mes be-
soins mais si, pendant mon parcours, j’apprends que certaines routes sont en travaux ou que
la boulangerie est fermée, je modifie immédiatement mon itinéraire afin de prendre en compte
les modifications.
Nous retenons ici que les agents sont capables de s’adapter durant leurs déplacements.
Grâce aux bases de données sur l’environnement et au planificateur, les agents peuvent
connaître les changements de l’environnement et s’adapter afin d’atteindre leurs buts. Cepen-
dant avec la mobilité matérielle, les liens de communication étant inconstants et les sites étant
accessibles par intermittence, l’actualisation des bases de données, dont la méthode n’est pas
précisée, semble difficile à mettre en place. Dans ce cadre, le planificateur, qui repose sur les
bases de données des sites, met en route l’adaptation du parcours des agents avec des infor-
mations qui peuvent être erronées. Il serait donc intéressant de découpler le planificateur d’un
composant système des sites afin de considérer uniquement les informations récoltées par les
agents durant leurs déplacements.
TACOMA
Le projet TACOMA (Troms And COrnell Moving Agents) a été développé dans le but d’of-
frir différentes abstractions de haut niveau pour les agents. L’accent est mis sur un découplage,
entre le langage et le niveau agent, semblable à celui introduit dans les normes à travers la
notion de place [JvRS95, JLvR+02].
La première abstraction concerne la manière de capturer l’état d’un agent. Celui-ci est ma-
térialisé par un porte-documents (PoD) associé à chaque agent, porte-documents qu’il transporte
lors de ses migrations. Ce porte-documents est constitué d’un ensemble de classeurs contenant
des suites de données engendrées par les actions passées de l’agent et nécessaires aux futures
actions. Les opérations classiques (création, suppression etc.) sont disponibles, ainsi que des ac-
tions de sérialisation pour le transport qui peuvent être adaptées selon le langage sous-jacent.
La deuxième abstraction concerne la méthode de communication qui s’obtient grâce à une
unique méthode meet sur un porte-documents. Lorsqu’un agent A souhaite dialoguer avec un
agent B sur son porte-documents PoD-A, il effectue l’opération meet B with PoD-A.
Aucune autre abstraction n’est nécessaire pour mettre en place un premier système à base
d’agents mobiles. En effet, chaque site contient un agent local Rexec exigeant deux classeurs
dans le porte-documents de l’agent demandeur. Le premier est HOST, indiquant la destination
désirée, et le second est CONTACT, contenant le nom de l’agent relatif à un interpréteur ou un
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compilateur. La migration s’obtient alors par une simple action meet comme la suivante : meet
Rexec with PoD. On peut exprimer de la même manière tout le système en termes d’agents et
d’opérations meet.
La troisième abstraction porte sur la communication indirecte déléguée. En effet, pour en-
richir le mécanisme de communication, chaque site contient au moins un meuble de classeurs
permettant aux agents de laisser les classeurs qu’ils ne souhaitent plus transporter et qui pour-
ront être utilisés par les futurs visiteurs d’un site. Cette méthode permet de définir une com-
munication indirecte et asynchrone entre des agents qui visiteront le même site à des instants
différents.
Nous retenons de ce projet les deux abstractions qui permettent d’exprimer l’intégralité du
système en terme d’agents et la communication indirecte déléguée. Dans un environnement où
l’accessibilité accordée aux sites est limitée à cause de leurs déplacements fréquents, il est im-
portant de pouvoir mettre les agents au cœur du système et de leur permettre de communiquer
grâce à un intermédiaire.
Néanmoins, nous voyons que la communication indirecte reste basée sur les sites qui pos-
sèdent, répétons le, une accessibilité intermittente et par conséquent limitée. Pourquoi ne pas
incorporer cette méthode de communication directement dans des agents ? Ils serviront, alors,
d’intermédiaire en nous permettant d’avoir une totale séparation entre le système et les sites
supports5.
Un problème crucial venant de ce type de communication différée, qui apparaîtra lors de
la construction des applications, est la vérification de la validité des informations récupérées
grâce aux intermédiaires. Si elle ne fait pas l’objet de l’étude sur TACOMA, nous aborderons
cette problématique, d’une manière applicative, dans la partie expérimentation (cf chapitre 6)
lors de la mise en place de mécanismes de rumeurs qui appliquent les méthodes de communi-
cation des fourmis dans le cadre de l’informatique répartie [D+87].
JADE
JADE (Java Agent DEvelopment Framework) est un intergiciel construit sur Java afin de
permettre une programmation multi-agents simplifiée en prenant en compte la norme FIPA
[BPR99]. C’est un intergiciel très abouti qui offre un environnement graphique pour l’aide au
développement et à l’administration.
La préoccupation de JADE étant de respecter la norme, on retrouve les différents éléments
architecturaux décrits dans la présentation des normes résumée sur la figure 2.1. Ne supportant
qu’un seul langage de programmation, un élément appelé container est construit comme une
agence contenant une unique place exécutant une machine virtuelle Java. Une région est alors
définie par un ensemble de containers distribués correspondant concrètement à la plate-forme
JADE.
Cette architecture est distribuée et hiérarchique au travers d’un Main-container servant de
container de départ auquel viendront se rattacher l’ensemble des autres containers répartis.
Il existe aussi une possibilité d’associer plusieurs plates-formes en reliant leur Main-container
mais en limitant leurs fonctionnalités. En effet, les régions définies par lesMain-container auto-
risent uniquement l’échange de messages mais pas la migration des agents. Tous ces éléments
sont gérés par des agents qui représentent l’entité de base de la plate-forme.
5C’est ce que nous verrons plus loin dans la section 2.2.4
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Les agents respectent la notion d’une exécution par le déroulement d’une succession de
comportements que nous avons décrite dans la partie 1.3.2. C’est l’ensemble des comporte-
ments et de leurs transitions qui définissent la fonction globale d’un agent.
Les agents peuvent migrer au sein d’un même ensemble de containers. Cette migration, qui
peut être proactive ou réactive, est réalisée par le main-container en se limitant aux containers
sous sa responsabilité. Malgré des travaux en cours [ARB03] sur l’utilisation des messages ACL
pour déplacer les agents, la migration inter plates-formes, i.e inter main-container, n’est pas
réalisable à l’heure actuelle.
Les agents peuvent uniquement dialoguer par l’envoi de messages asynchrones respectant
la norme ACL. Ces messages incorporent de la sémantique, définie par une ontologie, sur les
données transportées permettant ainsi de garantir une compréhension entre les agents lors des
phases de dialogue.
JADE propose aussi la possibilité d’intégrer des services décrits et référencés dans un an-
nuaire de pages jaunes. Cette description est réalisée grâce aux ontologies que l’on trouve dans
les messages et s’accompagne d’une description du protocole que doivent suivre les clients
du service demandé. C’est une notion proche des «WebServices». Pour aider les concepteurs
d’agents et de services, un outil de génération automatique d’ontologies est fourni.
Grâce à une conception des agents basée sur la notion de comportement, à une expressivité
de la communication basée sur les ontologies et à ses outils d’aide au développement, JADE
offre un environnement complet pour la réalisation d’applications réparties construites sur un
ensemble d’agents mobiles.
Mais son architecture centralisée et la limite apportée à la migration des agents représentent
une limite à l’adaptation de JADE aux environnements dynamiques. Comme pour LIME, on
ne peut se satisfaire d’un gestionnaire centralisé fragilisant l’intégralité du système s’il venait
à disparaître. De plus, pour garantir leur autonomie vis-à-vis du système, les agents doivent
pouvoir se déplacer suivant leurs besoins et même dans des plates-formes différentes.
2.1.4 Conclusion de l’étude
Nous avons décidé de présenter l’étude détaillée de ces différentes plates-formes car, se-
lon nous, chacune permettait de mettre en avant des caractéristiques que nous souhaiterions
trouver dans un intergiciel pouvant s’adapter dans un environnement dynamique.
Nous avons regroupé les principales caractéristiques de ces plates-formes dans le tableau
récapitulatif 2.1 afin d’en avoir un aperçu rapide. Pour ce tableau, nous avons regroupé, à titre
de comparaison, les différentes plates-formes que nous avons étudiées en donnant uniquement
quelques informations synthétiques.
Les domaines d’application de ces plates-formes reposent généralement sur des environ-
nements distribués dont l’architecture possède un noyau formé d’un ensemble de sites fixes.
Les éléments nomades sont pris en compte en les rattachant à des point d’accès au noyau. Ce
type d’architecture permet parfaitement de concevoir des intergiciels ayant les sites comme élé-
ments de base et permettant la mise en place d’une administration plus ou moins centralisée.
Mais nous avons vu dans la partie 1.1.3, que les topologies hybrides permettront aux archi-
tectures de s’étendre sans avoir de connexions directes au noyau. Cette topologie basée prin-
cipalement sur l’emploi de la technologie sans fil impose une accessibilité intermittente des
sites et ne permet plus de les prendre comme référentiel. Cette constatation remet en cause la
conception classique des intergiciels.
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Plate-
forme
Agents Communication
Langage Réf
Réac/Pro Migration sync/async locale/distante
ARA 1.0a Proactif Forte sync locale Tcl [PS97]
Aglets Proactif Faible les deux les deux Java [Jon02]
D’Agents Proactif Forte les deux les deux multiple [GCK+02]
JADE les deux Faible async les deux Java [BPR99]
JavAct Proactif Faible les deux les deux Java [ALP04]
LIME Supportées6 sync les deux Java [PMR99]
PLANGENT Proactif Faible sync locale Java [ONI+97]
TACOMA Proactif Faible les deux locale multiple [JLvR+02]
Telescript Proactif Forte sync les deux Telescript [Dom96]
TAB. 2.1 – Récapitulatif des plates-formes existantes
Les éléments de base de l’intergiciel idéal
Pour permettre à un intergiciel de s’adapter aux topologies hybrides, nous devons reconsi-
dérer les méthodes de conception d’une plate-forme tout en gardant certains éléments propres
aux systèmes multi-agents que nous détaillons maintenant :
La base de la plate-forme est l’agent Les sites ayant une accessibilité limitée, un intergiciel
doit s’appuyer exclusivement sur les agents qui pourront s’adapter aux changements de l’envi-
ronnement. Les sites proposeront uniquement un support d’exécution. Cette conception n’in-
terdit pas desmécanismes de distribution classique des sites avec un noyau fixe, mais les agents
les considèrent toujours comme des éléments pouvant disparaître.
Une communication locale Les déplacements fréquents des sites ne permettent pas demettre
en place une communication distante qu’elle soit synchrone, car pouvant être interrompue trop
fréquemment et/ou totalement, ou qu’elle soit asynchrone, car la double mobilité site/agent ne
permet pas de garantir la livraison d’un message dans un délai raisonnable. Par conséquent, la
communication s’effectue uniquement entre des agents locaux afin de garantir un déroulement
sans interruption. Cependant une exception confirme la règle en permettant aux agents gérant
la migration d’établir des liaisons distantes le temps du déplacement des agents.
Une communication déléguée Pour permettre une communication plus riche, les agents ont
la possibilité de dialoguer grâce à des agents intermédiaires. Ces agents pourront être mobiles
ou statiques selon les besoins. Ce dialogue se fait toujours entre éléments locaux. On peut aisé-
ment imaginer la conception d’un agent réalisant un bureau de poste qui sera local ou mobile.
6LIME propose un médium de synchronisation. Il supporte donc les différents types d’agents en fonction du
système sous-jacent
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Une communication expressive Les communications sont basées sur un ensemble d’ontolo-
gies permettant de définir précisément la sémantique des échanges. Comme nous l’avons vu
dans la norme FIPA, l’utilisation des ontologies permet de garantir que deux agents se com-
prennent correctement lors des phases de dialogue.
Une migration assumée L’agent étant le cœur du système, l’intergiciel doit permettre aux
développeurs de choisir le type de migration nécessaire à la réalisation de leurs applications.
Les déplacements sont effectués grâce à un service de migration auquel s’adressent les agents,
lorsqu’ils souhaitent changer de site, ou le système, lorsqu’il doit faire bouger un agent.
Même dans le cas où l’agent gère de manière autonome ses déplacements, la migration
ne donne pas des droits de déplacement sans limite. Lorsque le service de migration reçoit
une requête de migration d’un agent, il statue selon des règles établies s’il accepte ou non la
demande puis envoie le verdict à l’agent. Cette méthode permet de garder un contrôle d’accès
à certains sites critiques mais ne remet pas en cause la gestion des déplacements propres de
l’agent, il s’adaptera selon les verdicts du service de migration.
En fait l’intergiciel propose un ensemble de types de migration possibles, portant sur la
prise de décision de la migration et sur sa perception, qui seront utilisés par le développeur lors
de la conception des agents. Le type n’est pas figé durant le cycle de vie d’un agent, il pourra
s’adapter selon les besoins. Prenons l’exemple d’un agent autonome qui arrive sur une grille de
calculs composée d’un ensemble de sites strictement identiques, l’agent pourra décider alors
de laisser le système prendre le contrôle de ses migrations le temps qu’il termine ses calculs.
Un annuaire de services L’intergiciel doit aussi proposer un annuaire de pages jaunes per-
mettant de regrouper les services atteignables localement. Il propose les fonctions habituelles
d’enregistrement, de modification, de suppression et de recherche. En fait, ces services sont
représentés localement par un agent commis qui sera contacté par le client qui effectue une
demande.
Il est nécessaire de définir des protocoles d’interaction entre les agents qui seront présents
dans les descriptions inscrites dans l’annuaire. Un client qui souhaite utiliser un service reçoit
le protocole détaillé à employer pour l’utilisation du service.
Les services étant réalisés eux aussi par des agents, ils peuvent se déplacer, déléguer ou
travailler localement en fonction des besoins nécessaires à l’accomplissement du service. La
manière de récupérer les résultats est précisée dans le protocole d’utilisation d’un service.
L’environnement de développement idéal
Maintenant que nous avons décrits les éléments de base nécessaires que doit proposer un
intergiciel afin de s’adapter à des topologies hybrides, nous présentons un ensemble d’abs-
tractions et d’outils devant être intégrés par l’environnement de développement proposé aux
concepteurs d’applications réparties.
Un modèle comportements/transitions L’intergiciel doit permettre au développeur de maî-
triser les différents états atteints par ses agents au cours de leur exécution. Les changements
d’états interviennent principalement lors de la terminaison d’une tâche ou juste avant une mi-
gration et doivent être clairement définis lors de la conception. Ceci se réalise parfaitement
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en proposant un intergiciel qui respecte le modèle des agents définis grâce à un cycle de vie
référent et un ensemble de comportements/transitions (cf. 1.3.2).
Une migration simple La migration étant une méthode cruciale pour l’adaptabilité, un en-
semble de mécanismes simples sont proposés au développeur pour sa mise en œuvre. Le déve-
loppeur possède un ensemble de fonctions permettant de préparer un déplacement, en se sé-
parant de données inutiles par exemple, de migrer en donnant juste la destination et de mettre
en place son état post migratoire.
Nous choisissons une migration par expression explicite de la destination pour que le déve-
loppeur garde le contrôle de ses déplacements. Le développeur peut implémenter une migra-
tion au hasard en choisissant dans un ensemble de sites atteignables qu’il peut obtenir depuis
le service d’environnement, mais il s’agit d’un choix délibéré.
Des mécanismes de synchronisation Les applications étant construites sur un ensemble
d’agents, le développeur dispose de mécanismes de synchronisation permettant de contrôler
les phases d’échanges. Ces synchronisations peuvent tout aussi bien s’opérer sur un espace de
données partagées, un tableau blanc par exemple, que sur la délégation d’une tâche. Ceci per-
met de définir certaines contraintes lors des phases de coopération, comme éviter qu’un agent
ne migre par exemple. .
Une connaissance de l’environnement Un service, référencé auprès de l’annuaire, permet
de renseigner le développeur de l’état actuel de l’environnement. Ce service donne la possi-
bilité au développeur, s’il le souhaite, de connaître les changements dans l’environnement où
évoluent ses agents et ainsi de permettre la mise en place de comportements spécifiques.
Des outils graphiques Un ensemble d’outils d’aide aux développement, comme ceux de
JADE, permet au développeur de suivre facilement le déroulement de leur applications.
Au final
Après avoir étudié les deux normes pour les systèmes multi-agents et les plates-formes
existantes, nous avons constaté que l’adaptation aux futures architectures hybrides n’est pas
réalisable dans l’état actuel des intergiciels. Nous avons identifié les raisons de cette incompa-
tibilité à partir desquelles nous avons présenté les différents éléments nécessaires à un modèle
d’intergiciel capable de s’adapter aux environnements dynamiques en question.
La plate-forme se rapprochant le plus de notre modèle est sans conteste JADE qui possède
quasiment tous les éléments désirés, mais reste limitée sur un point crucial : la migration des
agents est gérée de manière centralisé et limitée à un même ensemble de sites. La communauté
grandissante de ses utilisateurs et surtout l’activité du projet, qui est continue et surtout sou-
tenue par de nombreux partenaires industriels, nous laissent envisager favorablement que les
manques seront rapidement comblés.
Maintenant que nous connaissons les possibilités offertes par un l’intergiciel idéal, nous
allons nous intéresser au niveau applicatif afin de regarder les particularités du développement
d’applications basées sur les agents mobiles.
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2.2 La coopération
En nous basant sur des intergiciels ne proposant que des mécanismes de communication
locale entre agents s’exécutant sur des sites en déplacement, on impose au développeur d’en-
visager une méthode de conception autre que le client/serveur classique fondée sur des com-
munications distantes fiables.
Le concepteur doit maintenant définir la tâche globale d’une application comme un en-
semble de sous tâches réalisées par des agents mobiles. Durant leur exécution, les agents de
cet ensemble doivent communiquer afin de connaître l’état d’avancement de la tâche générale,
pour en connaître la terminaison par exemple, ou pour échanger des données sur les actions
accomplies, comme le résultat d’un calcul. Ce sont ces phases de dialogue que nous nommons
coopération.
La raison d’être principale de la coopération est d’aider le concepteur à construire une appli-
cation plus performante dans les environnements dynamiques. Dans cette partie, nous allons
présenter les différentes approches que nous avons rencontrées et nous les mettons en corréla-
tion avec l’intergiciel que nous avons présenté. Mais avant de commencer nous devons cadrer
précisément le concept de coopération qui est utilisé dans plusieurs domaines.
2.2.1 Les différentes vues d’un système multi-agents
Nous avons vu dans la partie 1.3.1 que le terme agent est commun à plusieurs commu-
nautés distinctes. Il en va de même pour les définitions du système multi-agents et, par suite, du
terme coopération que nous devons donc préciser. Pour ce faire, nous nous appuyons sur le livre
[Fer95] et sur l’état de l’art de la thèse [Gau04].
Dans les domaines proches de l’intelligence artificielle, l’agent est défini comme une entité
physique ou virtuelle capable d’agir sur son environnement de manière autonome en fonction
de ses perceptions et de ses connaissances partielles. L’agent pouvant être une entité physique,
comme un avion ou un robot, il évolue dans un environnement réel possédant des objets loca-
lisés géographiquement grâce à une localisation précise. Il peut alors modifier physiquement
l’environnement en déplaçant les objets.
Dans ce cadre, un système multi-agents impose la prise en compte de problématiques orga-
nisationnelles et collectives portant sur les entités, la dynamique et la structure. On peut alors
définir un système multi-agents comme un ensemble d’objets et d’agents autonomes ayant
pour but de fournir une fonction collective. Les mécanismes permettant d’obtenir cette fonc-
tion prennent en compte les enjeux sociaux entre agents comme la coopération.
Prenons l’exemple d’une masse de 300 kg devant être déplacée par plusieurs robots pos-
sédant chacun une capacité limitée à 100kg. C’est le regroupement de plusieurs agents qui
permettra de satisfaire le but global et leurs objectifs propres. C’est de cette manière qu’on défi-
nit une coopération dans le domaine des systèmes multi-agents. De plus, on peut constater sur
cet exemple que le rapprochement de plusieurs agents n’est pas suffisant en soit, car dans le
cas d’un cylindre, mettre tous les robots à une seule extrémité peut s’avérer inefficace. Il faudra
alors organiser les agents dans l’environnement afin qu’ils puissent accomplir leurs tâches.
Pour les systèmes multi-agents définis ici, les notions de coopération et d’organisation sont
étroitement liées car une coopération désorganisée peut rendre irréalisable le but à atteindre
et la mise en place d’une bonne organisation nécessite une coopération initiale. Dans ce cas la
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coopération se définit comme un regroupement organisé d’agents qui doivent agir ensemble
pour accomplir leurs objectifs.
Même si la frontière entre les systèmes multi-agents présentés ici et les systèmes distribués
se réduit [CLMZ01], nous nous démarquons assez franchement des concepts que nous venons
d’énoncer. Pour commencer, dans notre cas les agents sont uniquement «logiciels» et sont les
uniques éléments référencés, il n’y a pas d’objet physique réel.
Ainsi, nous nous intéressons seulement aux programmes logiciels travaillant sur unmodèle
virtuel d’un environnement physique, ce modèle donnant la capacité aux agents de s’exécuter
et nous le désignons par le simple terme environnement. Les agents, représentés par ces pro-
grammes, n’ont pas le but explicite de modifier physiquement l’environnement et cherchent
simplement à utiliser les ressources informatiques mises à disposition, allant du processeur
aux services applicatifs, afin d’accomplir la tâche pour laquelle ils ont été créés.
De plus, en utilisant des agents pour représenter les ressources, nous obtenons des environ-
nements formés uniquement d’un ensemble d’agents en cours d’évolution, ne subissant au-
cune modification physique volontairement engendrés par les agents. Dans ce cadre, on peut
définir la localisation d’un agent comme le site en cours de visite, i.e en train de l’exécuter, et
on peut s’affranchir de la notion d’organisation qui constituerait à placer les agents sur des
sites spécifiques alors que nous les définissons uniquement comme des supports d’exécution
quelconques, c’est à dire que sous ces hypothèses, seul l’indentifiant de site les différencis.
Avec les environnements et applications formés uniquement d’agents logiciels, nous avons
besoin d’une plate-forme permettant de gérer l’exécution, le nommage, le médium de com-
munication etc. Ces différents éléments de gestion nécessaires à l’évolution des agents sont
regroupés au sein de ce que nous nommons l’intergiciel.
Nous définissons alors un système multi-agents comme la composition d’un intergiciel, of-
frant le contexte d’exécution, et des agents en cours d’évolution. Ces systèmes multi-agents
peuvent regrouper en leur sein plusieurs applications distinctes qui n’ont aucun rapport les
unes avec les autres. Avec cette définition, nous appelons coopération les phases de dia-
logue, entre paires d’agents, correspondant aux demandes de services, à leur réalisation ou
aux échanges de données.
En utilisant une localisation des agents basée sur le site en cours d’exécution et une co-
opération comme nous venons de la préciser, la notion d’organisation, décrite dans le cadre
de l’intelligence artificielle, s’obtiendrait en choisissant de manière explicite la répartition des
agents en cours de coopération sur l’ensemble des sites de l’environnement afin qu’ils puissent
accomplir au mieux leurs tâches.
Cependant, nous constatons que cette répartition dépend à la fois d’un important nombre
de paramètres propres au système, par exemple la répartitions de charge, la minimisation des
déplacements ou la limitation d’utilisation de la bande passante, et à la fois de paramètres
applicatifs propres aux nombreux types d’applications réalisables. En ayant conscience que le
choix de la répartition a un effet non négligeable sur la performance des applications, ces deux
facteurs nous amènent à conclure que l’organisation ne fait pas partie du cadre de notre étude.
Nous décidons alors de ne pas l’aborder dans le reste de ce document afin de nous concentrer
sur les effets de la coopération.
Maintenant que nous avons bien cadré les notions de système multi-agents et de coopéra-
tion, nous allons présenter les différents mécanismes que nous avons rencontrés pour réaliser
les phases de coopération permettant d’améliorer les performances des applications réparties
dans les environnements dynamiques.
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2.2.2 La coopération entre sites
La coopération entre sites se retrouve principalement dans le modèle Client/Serveur clas-
sique que nous avons exposé dans la partie 1.2.2. Dans ce cas, un site client adresse une de-
mande de réalisation de service grâce à l’établissement d’une communication distante avec un
site serveur détenteur du savoir faire. Cette communication se réalise grâce à un protocole pro-
prement défini prenant en compte la méthode de dialogue, allant de l’envoi de message jusqu’à
l’appel de méthode à distance.
On peut citer à titre d’exemple les intergiciels respectant la norme CORBA qui permettent
de distribuer des d’objets sur différents sites interconnectés afin de réaliser des services que
l’on appelle par le mécanisme d’invocation de méthode à distance.
Cette méthode est depuis longtemps la mieux maîtrisée et reste parfaitement adaptée lors
de la mise en place d’applications reposant sur une architecture réseaux stable où l’accessibilité
des sites n’est pas remise en cause. Son principal atout est de permettre de s’affranchir des
problèmes d’hétérogénéité.
Par contre, elle ne s’adapte pas lors du passage aux environnements dynamiques où les
sites se déplacent si fréquemment qu’ils offrent une accessibilité limitée et ne permettent pas
d’établir des communications distantes garanties sans interruption.
2.2.3 La coopération entre sites et agents
En donnant l’autonomie aux agents, on définit un découplage entre l’application et les sites
d’exécution qui permet de répartir naturellement les tâches en affectant, généralement, aux
agents la gestion de leurs applications créatrices et aux sites la gestion des ressources utilisées
par les agents. C’est pour cette raison que l’on retrouve principalement des coopérations, entre
les agents et les sites, portant sur l’optimisation de l’utilisation et la localisation des ressources.
Pour ce qui est de l’utilisation des ressources, un site peut donner à un agent l’ensemble de
propriétés propres d’une ressource, comme la puissance du processeur, mais il l’accompagne
aussi des contraintes d’utilisation, comme le temps de calcul qui lui sera accordé. Selon les don-
nées récupérées par l’agent, il évalue, selon ses propres critères, l’intérêt d’utiliser la ressource
considérée et adapte son comportement en fonction.
Un exemple de ce type de coopération est la mise en place des notions, empruntées au do-
maine économique, d’offres et de demandes [BKR98]. Ces notions permettent aux sites d’adap-
ter les propriétés des ressources offertes aux agents : par exemple plus une ressource sera de-
mandée, plus les contraintes d’utilisation seront élevées. Mais ce type de coopération est à
sens unique car les agents ne participent pas volontairement à l’adaptation du site face aux
demandes. Ce sont les sites qui collectent les demandes et effectuent les modifications néces-
saires.
Dans un environnement distribué, les ressources sont réparties sur l’ensemble des sites et
chacun possède une représentation partielle et locale de cette répartition. Dans un environne-
ments dynamique, cette répartition n’est pas figée dans le temps et est modifié selon les besoins.
Dans ce cas, lorsqu’un agent cherche une ressource, il demande localement au site où elle se
situe et va se déplacer pour aller l’utiliser. Si cette ressource a été déplacée, comme un fichier
par exemple, et que le site de l’agent n’a pas été informé avant la demande, l’agent effectue
alors le déplacement vers un site qui ne possède pas la ressource mais qui détient une infor-
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mation plus récente de sa localisation. Il répète alors sa demande jusqu’à finalement trouver la
ressource recherchée. Il s’agit là du mécanisme de suivi de lien de poursuite.
L’idée est de mettre plus activement à contribution les agents car lorsqu’il trouve la res-
source désirée, il possède alors l’information la plus récente concernant sa localisation et peut
alors informer son site créateur qui mettra à jour sa représentation de l’environnement. Ce mé-
canisme étudié par [JHK99], permet d’améliorer la connaissance locale de l’environnement en
donnant aux sites une représentation plus proche de la réalité et ceci grâce à un surcoût limité
car les agents explorent de fait l’environnement. Les sites n’ont pas à le faire eux-mêmes, par
des mécanismes coûteux d’inondation par exemple. En mettant à jour le site initial ou final de
l’agent [SM98], on met en place une coopération site/agent permettant d’améliorer la connais-
sance de l’environnement et par conséquent la pertinence des déplacements des agents.
Nous voyons que ce mécanisme de lien de poursuite repose sur l’idée qu’un agent arrivera
toujours à connaître les différents déplacements d’une ressource en suivant ce lien de pour-
suite géré par les sites. Mais avec les environnements que nous envisageons, où les sites ne
garantissent pas leur accessibilité à cause de leurs fréquents déplacements, l’intégrité du lien
de poursuite n’est plus assuré et peut rendre irréalisable la recherche d’une ressource.
Nous en concluons que ce type de coopération s’adapte parfaitement aux applications
multi-agents reposant sur une architecture physique relativement stable et permettant le dé-
placement de ressources (pour la répartition de charge par exemple). Dans le cadre des envi-
ronnements dynamiques, elle reste aussi valable pour la gestion locale des ressources d’un site,
mais pas pour la gestion de la représentation de l’environnement qui ne devra pas dépendre
de sites dont l’accessibilité est intermittente.
2.2.4 La coopération entre agents
Pour la coopération entre agents, nous nous intéressons uniquement aux interactions lo-
cales pour la simple raison que dans le cas contraire nous reviendrons à la coopération entre
sites que nous avons déjà décrite. Nous abordons pour commencer les différents choix de mi-
grations et le concept de coordination, nécessaire aux interactions locales, avant de présenter
plus précisément les différents mécanismes de coopération entre agents.
Migration et coordination
En choisissant une coopération locale et des agents mobiles, nous devons prendre en consi-
dération le problème de localisation d’une rencontre. En effet, les agents doivent commencer
par se trouver sur un site commun permettant d’engager leurs phases de coopération. Le choix
du site support va dépendre du type de rencontre désirée par les agents, celle-ci pourra être
volontaire ou effectué au grè des déplacements. Ces deux types de rencontres envisagées vont
induire une politique de déplacement propre à chaque agent qui sera différenciée en deux
grandes classes de migrations.
La première porte sur le cas d’une rencontre volontaire où les agents souhaitent coopé-
rer avec un partenaire parfaitement identifié mais dont la localisation est incertaine. Sous ces
hypothèses, les agents s’informent de l’état de l’environnement et choisissent la prochaine des-
tination correspondant au site permettant de se rapprocher le plus possible du partenaire cible.
Dans le cadre d’une rencontre volontaire, la politique de déplacement est appelée migration
ciblée.
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La deuxième classe englobe les rencontres involontaires où les agents se retrouvent sur
un site quelconque et souhaitent coopérer avec les agents présents. Dans ce cas, les agents
se déplacent au hasard vis à vis des autres agents, s’informent des partenaires éventuels une
fois arrivés sur un site et engagent les coopérations possibles. Dans le cadre d’une rencontre
involontaire, la politique de déplacement est appelée migration libre.
Ces deux types de migration nous permettent de classifier les déplacements mais ne li-
mitent pas la possibilité de définir des politiques de migration intermédiaires. Le choix de la
politique est déterminé par le développeur en fonction des besoins de son application. Il doit
les identifier avec la plus grande précision possible afin d’éviter les problèmes de localisation,
comme des agents qui se cherchent mutuellement en se courant après sans arriver à se rattra-
per.
Intuitivement nous pouvons énoncer que la migration libre s’applique principalement aux
services systèmes s’occupant de la gestion du contexte où les éléments changent régulière-
ment, au contraire des applications dites métier qui vont nécessiter d’utiliser des services par-
faitement identifiés et vont plutôt utiliser la migration ciblée. Différentes études ont été me-
nées dans la cadre de la migration au hasard afin de l’appliquer dans la gestion de réseau
[Spi76, DS84, MR95], mais la migration ciblée n’a pas encore été examinée en profondeur dans
les environnements dynamiques.
Nous voyons bien ici que la réalisation des rencontres n’est absolument pas triviale et
qu’elle va nécessiter un important investissement de conception de la part du développeur en
fonction de l’environnement dans lequel évolueront ses applications [MX03]. Ceci est surtout
dû au manque d’expériences existantes sur le rapport entre les migrations des agents mobiles
et la fréquence de déplacements des sites. Ce problème constitue une grande partie de cette
thèse que nous abordons dans le chapitre 3.
Ceci nous conduit au second problème inhérent à la coopération locale entre agents mo-
biles : garantir que les interactions arrivent jusqu’à leur terme avec le minimum d’interrup-
tions possibles. En effet, avec cette difficulté d’établir des rencontres, surtout pour celles ini-
tiées volontairement, nous devons éviter au maximum de les remettre en cause en raison d’une
interruption prématurée de la coopération.
Si nous éliminons les perturbations propres à tout système informatique (erreurs du sys-
tème d’exploitation, panne de courant ...), nous devons identifier de manière précise ce qui
peut être à l’origine d’une interruption prématurée de la coopération. Or, nous avons défini la
coopération comme une phase de dialogue entre pairs et, en fait, seuls deux événements sont
capables de mettre fin à un échange en cours : soit le lien de communication se rompt, soit un
participant se retire sans prévenir.
En choisissant une coopération locale, le lien de communication est remis en cause uni-
quement en raison d’une erreur de l’intergiciel, se produisant assez rarement pour que nous
puissions écarter ce cas et nous focaliser sur le départ prématuré d’un pair. En effet, les parti-
cipants étant des agents mobiles, un départ inopportun est plus que probable et nous devons
proposer un mécanisme permettant de restreindre son apparition.
Pour résoudre ce problème, nous introduisons la notion de coordination entre agents que
nous définissons comme la description des différentes étapes respectées par les intervenants
lors d’une coopération afin d’en garantir le déroulement intégral et ininterrompu. Nous pou-
vons l’apparenter à une sorte de protocole d’utilisation. Cette coordination offre un découplage
entre le comportement général des agents et celui qu’ils adoptent durant les phases de coopé-
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FIG. 2.2 – Coopération directe
ration [MPR00], ceci nous permettant d’éviter le déplacement dû à sa tâche globale alors qu’il
est encore en cours de coopération.
Le concepteur devra donc, en plus du comportement global, définir pour chaque coopéra-
tion la coordination nécessaire à son utilisation, mais il devra aussi définir une politique géné-
rale de coopération applicable aux agents. Elle correspond à la gestion locale de l’ensemble des
coopérations proposées permettant à l’agent de garder le contrôle de son évolution par rapport
à sa tâche globale et de ne pas stagner dans une suite sans fin de coopérations, par exemple on
pourra limiter les nombres de coopérations séquentielles et/ou parallèles, désigner l’identifi-
cation de ses partenaires, etc.
Maintenant que nous avons présenté ces concepts de politique de migration, de coordi-
nation et de politique de coopération, nous possédons toutes les notions permettant d’établir
une coopération, de garantir son déroulement ininterrompu et d’assurer l’évolution de la tâche
principale de l’agent. Avec ces trois éléments introduits, nous pouvons étudier les méthodes
existantes qui permettent de réaliser la coopération entre les agents mobiles.
Coopération directe
En autorisant uniquement les communications locales, la coopération entre agents se rap-
porte à deux entités d’un même système souhaitant communiquer. L’intergiciel peut alors réa-
liser concrètement la communication grâce à l’ensemble des moyens de communication offerts
par l’environnement d’exécution (pipe, signaux, appel de méthode, ect). En plus de cette com-
munication, l’intergiciel doit offrir des mécanismes de haut niveau permettant de mettre en
place la coordination et la politique de coopération.
Cependant en réalisant localement la coopération, on se place, de fait, dans un contexte
plus fiable, c’est à dire sans les problèmes de communication liés à l’utilisation du réseau. Cette
fiabilité permet de baser la coopération, au niveau des agents, sur des appels deméthode. Ainsi,
nous pouvons définir la coopération directe entre deux agents comme une séquence d’appels
de méthode supervisée par un mécanisme de coordination.
Ce choix de communication par pair ne limite pas les différents modes de coopération en-
visageables (cf figure 2.2). On peut très bien imaginer de mettre en place une coopération basée
sur l’idée d’un tableau blanc anonyme qui sera réalisé par un agent tiers auquel s’abonnent
les participants, chaque agent engageant une coopération deux à deux avec le gestionnaire du
tableau. Ce type de mode de coopération permet de ne pas se limiter à des échanges bipolaires
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FIG. 2.3 – Coopération indirecte
et peut étendre les phases de dialogue à tout un groupe d’agents. En poursuivant l’idée du
tableau blanc, il peut tout à fait servir de centre pour le dépôt de services où chacun ajoute ses
demandes et récupère des requêtes à satisfaire.
Nous voyons qu’il est tout à fait possible d’imaginer un vaste panel de coopérations au
niveau applicatif, mais qu’il est nécessaire que le système aide les agents à se faire connaître
de leurs pairs et à publier les coopérations proposées avec les coordinations associées. Pour
ce faire l’intergiciel proposera un service d’annuaire local, accessible d’une manière identique
sur chaque site de l’environnement grâce à un agent local parfaitement identifié. Ce service
nous donne un point de départ pour chaque agent, un peu à l’instar du service de nommage
de CORBA, et permet aux agents de réaliser toutes les actions de publication et de recherches
désirées.
Mais cette coopération directe nous permet-elle d’améliorer le comportement général de
nos applications ? Prenons le cas de la découverte de la topologie d’un réseau [MKM99], la
tâche principale des agents est de parcourir les sites qu’il connaît afin de récupérer d’autre élé-
ments du réseau qu’il ne connaît pas, dans le but de compléter sa cartographie. Lorsque les
agents agissent seuls, ils doivent tous parcourir l’ensemble du réseaux, alors que s’il coopèrent,
ils se répartissent les sous-ensembles du réseau à explorer et ainsi n’en parcourent pas l’inté-
gralité. En répétant cet algorithme à chaque rencontre, les agents convergent beaucoup plus
rapidement vers la découverte totale de la topologie qu’un ensemble d’agents isolés.
Lorsque les agents utilisent cette coopération directe, ils tirent bénéfice du travail déjà réali-
ser par leurs homologues et peuvent alors affiner leurs tâches futures, permettant ainsi d’amé-
liorer le comportement général de l’application qu’ils représentent. Ce qui est intéressant de
noter, dans le cas de la cartographie d’un réseau, c’est que plus les agents sont nombreux, plus
les coopérations seront fréquentes et plus l’amélioration de l’ensemble de l’application est im-
portante. Ici, cela se caractérise par une convergence plus rapide des agents vers la topologie
réelle du réseau.
En fait, cette coopération directe se pose comme l’élément de base de toute phase de dia-
logue entre agents et servira à proposer tout un ensemble de coopérations plus complexes mais
qui respecteront les critères de localisation et d’asynchronisme imposés par la coopération di-
recte.
50
2.2. La coopération
FIG. 2.4 – Coopération indirecte - autres cas
Coopération indirecte
Nous avons limité volontairement la communication directe entre agents à une interaction
locale afin de pallier au problème d’accessibilité intermittente des sites dans les environne-
ments dynamiques. Mais nous avons vu que nous souhaitions pouvoir mettre en place une
communication déléguée afin d’offrir aux agents un mode d’échange plus riche (cf 2.1.4) . La
coopération indirecte est proposée pour permettre ce type de communication.
Pour réaliser une coopération indirecte à distance entre deux agents, nous utilisons des
agents intermédiaires qui servent, grâce à leurs déplacements, de support à la communication.
En fait, il s’agit d’une suite de coopérations directes successives avec les agents intermédiaires
afin de mettre en relation les participants d’une coopération indirecte. Prenons l’exemple décrit
par la figure 2.3, si deux agents A et C veulent réaliser une coopération indirecte, ils utilisent le
déplacement d’un agent intermédiaire B.
Pour étendre ces possibilités d’utilisation et ainsi répondre à des situations plus complexes,
la coopération indirecte n’est pas limitée au cas de la figure 2.3, c’est à dire un seul agent
intermédiaire réalisant deux coopérations directes successives. La coopération indirecte peut
donc se définir sur plusieurs schémas allant d’une séquence de coopérations directes entre plu-
sieurs intermédiaires jusqu’à un agent local qui attend l’arrivée de l’autre participant, comme
le montre la figure 2.4.
Dans les environnements dynamiques où regrouper deux agents sur le même site repré-
sente l’un des problèmes récurrents, la coopération indirecte permet de différer en temps et/ou
localisation une coopération directe qui pourrait être difficile à réaliser. Nous pensons de suite
au cas où un agent n’arrive pas à rattraper un partenaire, ici l’agent cible peut laisser les infor-
mations recherchées par l’agent poursuiveur et éviter ainsi une chasse poursuite interminable.
L’une des applications les plus représentatives de l’utilité de cette coopération indirecte est
la mise en place d’algorithmes basés sur la notion de rumeurs ou encore appelés algorithmes
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des fourmis [CD98]. Dans ces algorithmes, un ensemble d’agents se déplace en collectant des
informations, chacun d’eux traite les données récupérées et laisse sur les sites visités ce qu’il
estime important pour les autres agents. Lorsque ceux-ci récupèrent les éléments déposés, ils
les traitent à leur tour en fonction de ce qu’ils auront appris durant leurs propres migrations.
Si l’information se confirme, ils accroissent sa véracité pour le reste des agents ou la diminuent
dans le cas contraire.
Ces algorithmes fourmis sont mis à profit dans la découverte et la maintenance de contexte,
comme celle de la topologie [TS04] où les continuels changements de l’environnement sont
récupérés par ces mécanismes de rumeurs qui permettent d’adapter rapidement la perception
de l’environnement, comme dans le cas de la cartographie d’un réseau après le déplacement
ou la disparition d’un site. Nous verrons dans le chapitre 3 que cette méthode peut s’appliquer
pour résoudre le problème de localisation des agents.
2.2.5 Autres formes d’interaction
La composition
Une caractéristique notable des agents mobiles est leur capacité d’adaptation au contexte
changeant. Lors de ses déplacements, un agent collecte des informations qui lui permettent de
s’adapter aux contraintes liées à l’accomplissement de sa tâche. Prenons l’exemple des poli-
tiques de sécurité, lorsqu’un agent souhaite parcourir un réseau, il est souvent confronté à des
politiques intrinsèques et peut avoir à modifier son comportement en adoptant les règles du
réseau à visiter, comme des communications sécurisées par exemple.
Pour permettre d’adapter son comportement, un agent peut récupérer un élément particu-
lier qui lui permettra d’accomplir sa tâche. Cet élément peut être un simple objet, comme un
certificat, mais peut tout à fait être un agent complet. C’est ce dernier cas que nous nommons
par composition. Restons dans le cadre de la sécurité des réseaux, on peut imaginer que le
nombre d’agents en déplacement soit limité et que le système propose un ensemble «d’agents
autobus» qui véhiculeront ceux qui n’entrent pas dans les quotas.
La composition peut se réaliser lorsqu’un agent absorbe complètement un autre agent ou
en utilisant des mécanismes de hiérarchisation [Sat00, Sat04b] (une arborescence) qui per-
mettent de raisonner sur un groupe d’agents. Pour la hiérarchisation, on détermine l’agent
père (origine) de la hiérarchie et on obtient la composition rattachant les agents au père.
Lorsque l’agent père se déplace, c’est toute la hiérarchie qui migre avec lui et on obtient ainsi
le comportement classique d’un agent composé. L’intérêt de cette méthode repose sur la faci-
lité d’échange d’agents entre différentes hiérarchies facilitant d’autant les actions de composi-
tion/décomposition. De plus, le découplage entre l’agent père et ceux composés garantit une
meilleur tolérance aux fautes, car la disparition du père n’entraîne pas automatiquement celle
du reste de la hiérarchie.
La délégation
Un agent peut identifier lors de son exécution plusieurs sous tâches indépendantes qu’il
pourrait traiter en parallèle. Dans ce cas, nous proposons à l’agent la possibilité de créer des
sous agents auxquels il attribue les sous-tâches en question puis, optionnellement à la fin de
leur exécution, il récupère les résultats obtenus. C’est ce mécanisme que nous nommons délé-
gation.
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Un cadre d’application de la délégation se porte sur les calculs diffusants souvent utilisés
pour implanter des applications Internet telles que la recherche d’information ou le commerce
électronique. Un calcul diffusant correspond à toutes les applications composées d’un proces-
sus initiateur effectuant un calcul local puis lançant l’exécution d’un ensemble d’autres proces-
sus possédant le même comportement.
Ce type de comportement peut facilement s’exprimer grâce aux agents mobiles à travers
une succession de duplications et de migrations. Un premier agent mobile débute l’enquête en
se clonant et migrant vers des sites de proximité, chaque clone poursuit à son tour le calcul en
adoptant le même comportement.
2.2.6 Conclusion sur la coopération
Nous avons étudié, dans cette partie, différentes méthodes permettant d’aider le concepteur
dans la construction d’une application sur des environnements dynamiques. À partir de cette
étude, nous pouvons maintenant choisir quels sont les types de coopération les mieux adaptés
à l’intergiciel que nous avons décrit. Pour commencer, nous éliminons d’office la coopération
entre sites nécessitant une communication distante qui n’est pas possible dans l’intergiciel sou-
haité et qui a été présentée à titre de comparaison.
La coopération site/agent fait un pas en avant vers la description d’interactions purement
locales permettant de ne pas se soucier de rupture de communication. Cependant, cette mé-
thode repose toujours sur des environnements où les sites restent stables permettant aux agents
de toujours retrouver les éléments qu’ils recherchent. Avec une accessibilité des sites intermit-
tente, les agents peuvent perdre la trace de cet élément visé et être dans l’incapacité d’accom-
plir leurs tâches. C’est pour cette principale raison que nous éliminons aussi la coopération
site/agent.
La coopération entre agents correspond parfaitement à l’idée que nous nous faisons d’une
application répartie sur des environnements dynamiques. En effet, les agents évoluent en utili-
sant les sites comme un simple support d’exécution et de rencontre. Les sites s’occupent essen-
tiellement de gérer les ressources locales et les informations système qui ne seront pas indispen-
sables pour la réalisation des tâches applicatives des agents. De plus, toutes leurs interactions
se réalisent localement en se fondant sur des méthodes de coordination qui garantissent la
continuité des phases de coopération. Ce sont ces deux facteurs qui nous permettent d’adopter
la coopération entre agents comme la méthode la mieux adaptée à la conception d’applications
réparties dans les environnements dynamiques.
Par contre, cette méthode nécessite un investissement supplémentaire de la part du concep-
teur de l’application, car en plus de la tâche globale accomplie par ses agents, il devra parfaite-
ment déterminer toutes les coopérations envisagées, accompagnées des protocoles de coordina-
tion et de la politique générale de coopération, et définir toutes leurs descriptions qui devront
être fournies aux partenaires. Pour cette publication, le concepteur dispose, sur chaque site,
d’un service d’annuaire local accessible d’une manière unique par tous les agents présents.
Nous retiendrons principalement que nous avons introduit une coopération entre agents
complètement locale qui nous affranchit des problèmes liés aux déplacements des sites. En
effet, lors des phases de coopération, le site peut se déplacer autant de fois qu’il le souhaite.
Cela ne remettra pas en cause les phases de dialogue en cours. Par contre, entre le moment
du début de la coopération et celui de la fin, les déplacements du site peuvent avoir modifié
radicalement le contexte et pourront nécessiter une adaptation non négligeable des agents.
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En y regardant de plus près, on va pouvoir distinguer deux grands types d’agents mobiles.
D’un côté, nous trouverons des agents mobiles légers, dit système, qui seront assez nombreux
et se déplaceront très rapidement afin de réaliser les services de base du système. De l’autre,
nous auront des agents lourds, dit applicatifs, qui seront peu nombreux et se déplaceront peu
fréquemment car ils réaliseront les tâches applicatives de haut niveau nécessitant des phases
de traitement local beaucoup plus longues. Nous verrons dans la partie 3 plus précisément le
rôle de chaque type d’agent.
En définissant les agents mobiles, leurs modes de déplacement et leurs manières de com-
muniquer, nous obtenons un ensemble d’éléments permettant de concevoir des applications
multi-agents déployées sur les intergiciels que nous avons présentés dans la partie précédente.
Dans la section qui suit, nous proposons, pour ces applications, différents domaines en met-
tant en avant un certain nombre de contraintes auxquelles pourront répondre notre modèle
d’agents mobiles coopérants qui constitue la partie II de ce document.
2.3 Domaines d’application
Dans cette partie, nous présentons quelques domaines d’applications envisageables pour
les agents mobiles. Nous nous intéressons à des domaines où les capacités propres des agents
mobiles pourront être mises à profit. Nous avons identifié ces principaux atouts dans la partie
1.4 : il s’agit de l’autonomie, de l’adaptabilité et des interactions locales. Ces qualités sont très
utiles lorsque l’on souhaite mettre en place des explorations de réseau, représenter un utilisa-
teur nomade ou encore lorsque les environnements sont autonomes et décentralisés [MS99],
comme on peut les retrouver dans les réseaux peer-to-peer [Dun01].
2.3.1 Maintenance répartie (réseau)
Le premier domaine d’application pour les agents mobiles va s’appuyer sur leur faculté
d’exploration. Nous désignons par maintenance répartie, la mise à jour des ressources répar-
ties au sein d’un réseau. Ces ressources peuvent être applicatives (services) et/ou matérielles
(routeur-serveur). Ces mises à jour consistent à remplacer, ou à ajouter, des fonctionnalités à un
ensemble d’éléments. Par exemple, actualiser un routeur avec la nouvelle version d’un proto-
cole.
De manière classique, la méthode de mise à jour de ressources distribuées peut s’effectuer
de deux manières : soit c’est la ressource elle-même qui contacte un serveur de mise à jour,
soit c’est un service de mise à jour (ou un administrateur) qui contacte toutes les ressources à
actualiser. Dans les deux cas, nous sommes face à une vision centralisée où il est fait référence
à un gestionnaire principal. Ces méthodes seront difficiles à adapter dans des réseaux non-
structurés comme ceux construits sur le modèle ad hoc.
L’utilisation des agents mobiles permet de décrire simplement l’exploration d’un réseau et
permet d’envisager une mise à jour totalement découplée d’un service central en déléguant
une partie de l’administration aux agents mobiles. Dans ce cas, un agent possède la mise à jour
à appliquer et va se déplacer de site en site, que se soit un ordinateur hôte ou un routeur, et
va actualiser tous les éléments trouvés. En se déplaçant, les agents peuvent plus facilement
accéder aux éléments appartenant aux infrastructures décentralisées et surtout peuvent, grâce
à leur traitement local, appliquer la mise à jour sans craindre d’être interrompus [MSS+01].
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En mettant en œuvre les méthodes de coopération décrites dans la partie précédente, on
peut définir une exploration plus efficace en mettant en place un mécanisme d’exploration ba-
sée sur la répartition des sous-ensembles d’un réseau entre un ensemble d’agents mobiles. Par
exemple, on peut imaginer qu’un groupe d’agents est créé pour mettre à jour un réseau dont la
topologie est inconnue. Chaque agent parcourt le réseau à la recherche des éléments à mettre à
jour tout en cartographiant le réseau en référençant les voisins des sites visités. Lorsque deux
agents se rencontrent sur un site, ils coopèrent pour mettre en commun les parties du réseau
découvertes et s’accorder sur la répartition des sites que chacun doit mettre à jour [MKM99].
De tels mécanismes de coopération permettent d’obtenir une maintenance de réseau bien
plus efficace que les méthodes classiques basées sur un service centralisé [RDP00]. On peut
aussi imaginer appliquer laméthode du calcul diffusant [Cub01], où lorsqu’un agent explorateur
rencontre un routeur qui gère n sous-réseaux, il crée n agents auxquels il délègue l’exploration
d’un des sous-réseaux identifiés. Lorsque tous les agents ont terminé, i.e qu’ils ont mis à jour
l’intégralité du sous-réseau, l’agent explorateur passe à une autre partie du réseau.
2.3.2 Découverte de contexte
Lors de la description des architectures sans fil (cf sec. 1.1.2), nous avons vu que celles-ci
peuvent s’appliquer dans des environnements ne disposant pas d’infrastructure fixe de réfé-
rence. Lors d’une catastrophe naturelle, par exemple, les systèmes de communication pouvant
être réduit à néant, il est intéressant de disposer rapidement de moyens pour coordonner les
secours. Dans de tels domaines, où l’on ne dispose pas de gestionnaire centralisé, il est pri-
mordial de récupérer n’importe quelles informations permettant de caractériser la situation
des éléments présents dans l’environnement immédiat, encore appelé contexte. La découverte
de contexte se définit alors comme l’utilisation du contexte afin de donner des informations si-
gnificatives aux applications et/ou des services aux utilisateurs [ADB+99]. D’un point de vue
architecture, c’est le mécanisme de découverte de contexte qui permet de construire les archi-
tectures ad hoc et ainsi d’obtenir un réseau autonome décentralisé.
Dans la découverte de contexte, les caractéristiques des agents mobiles peuvent être mises
à profit [Zas04]. L’exploration de l’environnement est facilité par la mobilité des agents qui
peuvent se charger de trouver toutes les informations utiles présentes sur les sites voisins. De
plus, leur capacité d’adaptation leur permet d’interpréter le contexte en fonction de besoins
spécifiques et/ou de réagir en fonction d’événements perçus dans le contexte : par exemple,
récupérer certains services bien précis ou capter le déplacement d’une unité mobile.
Une application envisageable de la découverte de contexte est la « localisation virtuelle»
des utilisateurs [Sat04a]. En déterminant quels sont les éléments les plus proches d’un utilisa-
teur nomade, on peut définir sa localisation et ainsi lui proposer des services adaptés [JGC04].
Par exemple, si un employé se déplace dans les différents étages de son entreprise, il pourra
imprimer sur l’imprimante la plus proche.
2.3.3 Grille de calcul
Le «grid computing» consiste à regrouper dynamiquement au sein d’un même réseau vir-
tuel, i.e logiciel, tout un ensemble de machines, de ressources et d’utilisateurs [BBL02]. Ceux-ci
peuvent être hétérogènes et dispersés à l’échelle planétaire. L’objectif des grilles de calcul est
de permettre à des organisations dispersées (entreprises, universités, etc.) de partager des ap-
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plications (services), des données et des ressources (processus, disque). Le but est de mettre en
commun les capacités de chaque entité. Ainsi, on peut très bien imaginer qu’une entreprise,
spécialisée dans les calculs à haute performance, loue du temps de calcul sur ses serveurs à
une entreprise souhaitant mettre en place une expertise précise (service). Nous sommes donc
face à un environnement hétérogène, décentralisé et dynamique. Nous pouvons citer, à titre
d’exemple, les réseaux peer-to-peer et le projet «seti@home».
Avec les grilles de calcul, les agents mobiles trouvent un champ d’application naturel. En
effet, les caractéristiques de déplacement, d’adaptation, de coopération vont permettre de tirer
partie de ces environnements. On peut voir une grille comme un marché ouvert où des mar-
chands (organisations) proposent un ensemble de produits (services) aux clients (utilisateurs)
présents dans l’environnement. Les clients explorent le marché pour trouver les meilleurs pro-
duits en fonction de leurs besoins. Les agents mobiles vont pouvoir adopter ce comportement
naturel de négociation. Si un client cherche à utiliser un service en fonction d’un certain nombre
de critères, il crée un agent qui va aller de serveur en serveur afin de trouver le service corres-
pondant le mieux aux critères définis par l’utilisateur. Une fois qu’il l’a trouvé, il réalise le
service visé et ramène les résultats à l’utilisateur.
Le deuxième intérêt des agents mobiles est leur capacité à représenter un utilisateur décon-
necté. Dans les grilles de calcul, les organisations offrent, généralement, des expertises de haut
niveau nécessitant de longue phases de traitement et/ou la mise en œuvre d’un ensemble de
sous-services. Avec un utilisateur nomade, se connectant de manière intermittente à la grille,
l’utilisation des agents mobiles permet de déléguer la réalisation de la tâche que l’utilisateur
souhaite exécuter. L’autonomie de l’agent permet à l’utilisateur de sortir de la grille durant le
temps de la réalisation de la tâche. Lorsque l’utilisateur se connectera et que l’agent aura achevé
sa tâche, il pourra récupérer les résultats obtenus par l’agent. L’utilisateur peut, de plus, avoir
changé complètement de lieu entre temps.
Enfin, un des problèmes majeurs des grilles de calcul vient de leur construction à l’échelle
planétaire. Avec une telle proportion, les communications distantes sont confrontées aux pro-
blèmes de faible taux de transferts et de fort temps de latence qui ne permettent pas d’engager
des services nécessitant des communications intenses avec le client. Dans ce cas, les agents mo-
biles, par leur représentation locale du client, permettent de pallier à ces problèmes et offrent
le niveau d’interaction nécessaire à la réalisation du service.
2.3.4 Application orientée client nomade
Nous avons vu dans la section 1.1.2 que la chute des prix du matériel de transmission sans
fil, avec l’augmentation de l’autonomie des batteries et enfin avec l’augmentation des perfor-
mances de la miniaturisation des processeurs de forte puissance, nous permet d’avoir des uni-
tés mobiles de petite taille, tel les assistants numériques (PDA) ou encore les smartphones,
capables de se déplacer facilement avec leur propriétaire tout en exécutant des applications
complexes et en ayant la capacité de rester connectées à un réseau sans fil.
Avec ces unités mobiles, les utilisateurs nomades vont vouloir accéder à leurs applications
et données favorites quels que soient les environnements les entourant. D’un point de vue
matériel, on peut atteindre ce besoin d’ubiquité en mettant en place les topologies hybrides que
nous avons présentées dans le chapitre précédent. Par contre, d’un point de vue logiciel, il va
être difficile de mettre en place une architecture type client/serveur pour suivre le déplacement
des utilisateurs. En effet, les réseaux sans fil sont par définition moins performants que les
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réseaux filaires et sont surtout assujettis à une faible fiabilité des liens de communication. Ces
deux problèmes peuvent être contournés en utilisant les agents mobiles [VM04] qui limitent
l’utilisation du réseaux en interagissant localement avec les services visés.
De plus, lors de ces déplacements, un utilisateur va se retrouver au sein d’environnements
aux caractéristiques diverses et variées, que se soit au niveau de la performance du réseau ou
au niveau de la multitude de services. La capacité d’adaptation des agents mobiles va leur per-
mettre de s’accommoder de cette diversité en fonction des besoins des utilisateurs [CHK+00].
Par exemple, lorsqu’un utilisateur nomade souhaite afficher ses photos, l’agent pourra pré-
traiter une image haute définition pour l’adapter à la résolution de l’écran de son unité mo-
bile. D’un côté système, l’hétérogénéité des unités mobiles, allant du PC portable jusqu’au télé-
phone, et celles des moyens de communication, allant du Wifi au GPRS, va demander d’adap-
ter les services en fonction des contraintes matérielles en accord avec les critères définis par le
concepteur. Ainsi, l’agent pourra s’adapter aux performances du terminal mobile en suppri-
mant certaines fonctionnalités.
Enfin, durant ses déplacements, un utilisateur nomade peut perdre temporairement sa
connexion avec un réseau, en arrivant dans une zone non-couverte par exemple. Dans ce cas, la
possibilité des agents mobiles de représenter un utilisateur déconnecté permet de continuer les
services engagés malgré la perte de connexion [TVP00]. On retrouve ici l’exemple d’utilisation
de la grille où un utilisateur lance une simulation et vient récupérer plus tard ses résultats bien
qu’il se soit déplacé entre temps.
2.4 Conclusion
Après avoir consacré le premier chapitre à la présentation des environnements dynamiques
et à la mise en comparaison des agents mobiles avec les autres méthodes de programmation
réparties nous avons étudié, dans ce chapitre, plus concrètement le domaine des agents mobiles
en décrivant les différentes plates-formes existantes, les mécanismes d’interaction au niveau
agent et enfin les domaines d’applications.
En ce qui concerne les plates-formes d’agents mobiles, nous nous sommes attachés à pré-
senter un nombre restreint d’intergiciels car chacun d’entre eux possède une caractéristique
notable pouvant être utile dans les environnements dynamiques. A partir de cette étude com-
parative, nous avons identifié les différents éléments de base pour avoir un intergiciel idéal et
une approche de conception adéquate. Nous les résumons comme suit :
Intergiciel
- L’agent est la base du système
- Une communication strictement
locale (hors migration)
- Une communication par
délégation
- Une communication expressive
- Une migration proactive faible
- Un annuaire local de services
Approche de conception
- Un modèle de description
comportement/transition
- Une assistance à la migration
- Des mécanismes de
synchronisation inter-agent
- Un service de contexte local
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A partir des éléments de l’intergiciel, nous avons étudié les différentes méthodes d’interac-
tions qui peuvent être mises en place par le concepteur d’une application répartie. En considé-
rant l’agent comme l’entité de référence dans le système, i.e les sites sont de simples supports
d’exécution et de rencontre, et ne permettant que des communications locales, la seule inter-
action réalisable est donc la communication inter-agents que nous désignons par coopération.
Cette coopération est complètement à la charge du concepteur qui devra définir toutes les in-
teractions envisagées ainsi que le protocole de coordination et la politique générale de coopé-
ration. L’intérêt de cette coopération est de ne plus être exposée aux problèmes de ruptures de
communication liées aux déplacements de sites et des liens versatiles dans les environnements
sans fil.
Enfin, nous avons terminé ce chapitre par la présentation des différents domaines d’ap-
plications envisageables pour les agents mobiles. Un vaste domaine concerne les réseaux dé-
centralisés dynamiques ne pouvant plus offrir une couche système qui prenne en prendre en
charge les communications distantes et qui puisse offrir une représentation stable du contexte.
Dans de tels contextes, les propriétés d’autonomie, d’adaptation et d’exploration des agents
mobiles vont permettre d’exprimer naturellement la prise en compte du dynamisme de l’envi-
ronnement. Nous avons donc proposé quatre domaines d’applications qui peuvent tirer partie
de ces propriétés. Il s’agit de la maintenance répartie, de la découverte de contexte, des grilles
de calcul et des applications associées à des clients nomades.
Dans cette première partie de la thèse, à savoir l’état de l’art général des applications dis-
tribuées suivi de celui plus spécifique aux agents mobiles, nous avons mis en évidence que les
environnements à venir sont de plus en plus dynamiques, de moins en moins centralisés et à
large échelle (planétaire). Cette caractéristique va imposer une nouvelle manière de concevoir
les applications réparties. En effet, nous sommes confrontés à une double mobilité qui ne peut
être prise totalement en compte par le système, le rendant incapable d’offrir une représentation
stable et globale de l’environnement. Cette double mobilité vient du déplacement des unités
mobiles, nous l’appelons mobilité matérielle, et de la mobilité des agents, nous la désignons par
mobilité logicielle.
Dans la partie suivante, nous décrivons plus précisément le problème de la double mo-
bilité en mettant en exergue le manque de moyens pour la prendre en compte, puis nous
proposons une nouvelle approche pour résoudre ce problème et enfin nous exposons notre
modèle d’agents mobiles coopérants permettant de prendre en compte les environnements dy-
namiques à large échelle.
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Dans le précédent chapitre, nous avons fait un état de l’art qui porte sur les plates-formes
supportant le modèle des agents mobiles, sur les différentes méthodes de communication uti-
lisables pour la conception d’applications multi-agents ainsi que sur leurs domaines d’applica-
tion. Nous avons aussi présenté dans le premier chapitre que les architectures réseaux tendent
à devenir hybrides et vont induire des environnements de plus en plus dynamiques.
A partir de ces deux éléments, logiciel et matériel, nous commençons ce chapitre par dé-
tailler plus précisément, indépendemment de l’intergiciel, les caractéristiques propres d’un dé-
ploiement d’applications formées d’agents mobiles s’exécutant sur des sites eux aussi en mou-
vement. Nous verrons que le problème de localisation des agents, soulevé dans le précédent
chapitre, s’amplifie à cause de cette double mobilité.
Nous verrons, dans un deuxième temps, que nous envisageons l’utilisation des applications
multi-agents dans un cadre à large échelle, que ce soit en nombre d’agents ou de sites, imposant
la prise en compte de certaines particularités. Ensuite, nous présentons notre solution permet-
tant de faire face à ces deux paramètres de mobilité et de large échelle.
3.1 La double mobilité
Le succès récent des technologies sans fil, que ce soit grâce au téléphone cellulaire ou au
réseaux Wifi, a induit de nouveaux types d’architecture dites hybrides (cf 1.1.3). Celles-ci ap-
portent l’ubiquité de communication aux utilisateurs nomades car ils peuvent accéder à in-
ternet dès qu’ils le souhaitent. Cependant la mobilité physique rend les environnements forte-
ment dynamiques et pose la question essentielle de l’adressage physique. Nous commencerons
l’étude de la double mobilité par ce point.
En partant de ces constatations de la mobilité croissante des sites et de l’ubiquité apportée
aux utilisateurs, nous affirmons que les agents mobiles proposent le modèle le mieux adapté
à la prise en compte de ces environnement dynamiques, ceci grâce à leur autonomie et leur
mobilité. Cette utilisation des agents mobiles va alors induire un deuxième niveau de mobilité,
celui logicielle, que nous abordons dans un deuxième temps.
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3.1.1 Mobilité physique
Lorsqu’un élément souhaite rejoindre un réseau déjà établi, il va commencer par se connec-
ter aux autres membres via une liaison filaire ou «par onde», puis il obtient, généralement
grâce à un gestionnaire, une adresse unique permettant de l’identifier sans ambiguïté au sein
de ce réseau. Il peut enfin commencer à communiquer avec les autres membres du réseau. No-
tons que l’adresse peut être attribuée de manière statique lors de l’installation du système ou
dynamiquement lors de la connexion.
Cette méthode trouve ses limites dès lors que nous passons dans un environnement dy-
namique car elle ne pourra pas gérer le nombre important de connexions/déconnexions. La
gestion des adresses attribuées va se heurter au problème du nombre croissant d’unités mo-
biles et surtout la faible bande passante disponible dans les topologies hybrides va limiter les
performance de communication entre les divers éléments du réseau.
Les limites matérielles
Pour le moment, les extensions du réseau, grâce aux technologies sans fil, s’effectuent à
travers la mise en place de bornes d’accès auxquelles se connectent les utilisateurs nomades,
ce qui est communément appelé réseaux à station de base. Cette technique est limitée par les
propriétés même des points d’accès construisant le réseau. Nous pouvons en extraire deux
principales restrictions.
Premièrement, les bornes sont limitées par le nombre de connexions qu’elles peuvent gérer
en simultané et par conséquent limitent le nombre d’utilisateurs nomades envisageables. Les
solutions couramment utilisées passent par la multiplication du nombre de points d’accès per-
mettant logiquement d’augmenter le nombre possible de connexions, c’est la méthode utilisée
par les réseaux de télécommunication. Le problème de cette technique vient surtout du coût
engendré par la multiplication des bornes imposant une couverture orientée vers les zones
d’une forte densité d’utilisateurs, comme les halls de gare, au détriment des zones faiblement
fréquentées, comme les espaces ruraux, ou difficiles d’accès comme les parkings souterrains.
Deuxièmement, les bornes d’accès ont à disposition une bande passante maximale théo-
rique qu’elles partagent entre tous les clients en cours de connexion. Cette caractéristique
peut faire chuter considérablement les performances du réseaux, ce qui est difficilement accep-
table pour des utilisateurs de plus en plus exigeants sur ce point, surtout depuis l’arrivée des
connexions haut-débit à domicile. Ce qui est regrettable dans ce cas, c’est la sous exploitation
des capacités de transmission propres aux unité mobiles car elles dépendent de la connexion
établie avec la station d’accès.
Ces deux éléments, illustrés sur la figure 3.1, nous poussent à conclure que les topolo-
gies hybrides vont tendre à devenir la référence. En donnant la possibilité, grâce aux points
d’accès, d’accéder à Internet tout en permettant une extension basée sur les relais des noeuds
eux-mêmes, ces réseaux éliminent les problèmes liés à la limitation du nombre de connexions,
réduisent les coûts du déploiement physique et permettent de conserver une meilleure per-
formance de la bande passante en répartissant le trafic général sur l’ensemble des noeuds. La
réduction des coûts de déploiement permettant éventuellement de mieux répartir géographi-
quement les bornes en se focalisant moins sur la densité utilisateur, ceci permettant peut-être
de couvrir les zone difficiles d’accès.
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FIG. 3.1 – Limites matérielles
Avec l’utilisation des noeuds mobiles comme relais, nous obtenons des environnements
dont l’infrastructure est en perpétuelle évolution et nécessite une reconfiguration constante.
Celle-ci est généralement à la charge de la couche réseaumais nous allons voir que lesméthodes
existantes ne peuvent par faire face à ces changements incessants au niveau matériel.
Les limites logicielles
Le protocole d’identification et de communication le plus répandu sur les réseaux est sans
conteste IP qui permet d’affecter une adresse unique à une unité, de trouver et dialoguer avec
tout élément rattaché au réseau. Sur les topologies hybrides, plusieurs projets tentent de per-
mettre une utilisation des adresses IP afin de rendre compatible les unités mobiles avec les
infrastructures déjà en place et surtout afin de rendre transparent leurs déplacements, nous
allons en présenter deux.
Pour remédier au nombre croissant de machines inter-connectées grâce au protocole IP,
l’évolution de la norme à travers IPv6 [Ciz98] permet principalement d’avoir un ensemble
d’adresses suffisant permettant d’attribuer une adresse unique à toutes ces machines dont le
nombre est en expansion constante. Cette norme a proposé de traiter d’emblée le déplacement
d’une unité en intégrant le principe MOBILE-IP qui fonctionne selon le modèle des «liens de
poursuite» [DRL98]. Chaque unité mobile détient une adresse IPv6 principale, référencée dans
son réseau d’origine. Lors d’un déplacement, elle obtient une adresse temporaire, qu’elle com-
munique au routeur de son sous-réseau d’origine qui agira comme son représentant et servira
de proxy. Il intercepte les paquets lui étant destinés et crée un tunnel entre l’unité visée et
l’émetteur des paquets. Le déplacement reste invisible pour l’unité en déplacement ainsi que
pour ceux qui souhaitent communiquer avec elle.
Nous constatons que MOBILE-IP possède deux caractéristiques pouvant être difficilement
associées à des unités fortementmobiles. La première est lemaintien de la liaison entre l’adresse
principale et l’adresse temporaire qui peut augmenter demanière significative le trafic dans des
réseaux sans fil avares en bande passante. La deuxième est l’obligation de posséder un adresse
de base, alors que rien n’oblige un possesseur d’unité mobile d’avoir un fournisseur d’accès
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personnel pour utiliser les réseaux sans fil publics. Nous voyons que MOBILE-IP apporte une
première gestion des déplacements, par exemple lorsqu’une entreprise envoie un employé en
mission chez un de ses clients. Cependant cette technique reste inadaptée au fort dynamisme
des sites que nous envisageons.
Le groupe de travail MANET de l’IETF s’attache à standardiser le protocole de routage IP
dans les réseaux «Mobile Ad’hoc NETwork» Ce groupe cherche à rendre transparent l’utilisa-
tion de IP dans des réseaux fortement dynamiques où chaque noeud est un routeur. Il n’est
pas nécessaire ici qu’un élément mobile du réseau possède une adresse principale, elle pourra
lui être attribuée dynamiquement. Le groupe MANET nous permet de considérer que la com-
munication inter-machines peut se réaliser dans les topologies dynamiques grâce à la couche
réseau qui prend en charge le routage.
Nous supposons donc que nos applications évoluent dans un environnement où les sites
changent dynamiquement d’adresses et que le réseau prend uniquement en charge le routage
des paquets. Cependant, actuellement la couche réseau ne peut pas prendre en charge la recon-
figuration continuelle de l’infrastructure engendrée par les fréquents changements d’adresses
des sites et pas conséquent le routage général entre tout point d’une architecture hybride n’est
pas assuré. Nous nous plaçons donc dans le cas où nous ne pouvons pas faire communiquer
n’importe quels éléments de l’architecture mais seulement ceux qui sont proches.
De plus, ces continuels changements d’adresses vont poser un autre problème pour un
service rendu habituellement par le système : la résolution de nom. Nous savons pertinem-
ment que lors de la conception d’applications réparties, les développeurs utilisent rarement les
adresses des sites directement, mais utilisent plutôt leurs noms symboliques, dont la concor-
dance avec l’adresse physique est gérée par le service de nommage. Celui-ci utilise une struc-
ture hiérarchique et n’est pas conçu pour des mises à jours dynamiques trop fréquentes. Par
conséquent nous devons aussi considérer que le système ne prendra pas en charge la résolu-
tion des noms des éléments nomades.
Donc, avec ces limites matérielles et logicielles, nous ne devons plus considérer que le sys-
tème support des applications va prendre en compte les changement de l’infrastructure et nous
devons admettre qu’il n’offre pas une représentation stable de l’environnement. Ce critère de
dynamisme devra être pris en compte lors de la conception des applications.
Raisonner localement
Nous avons vu dans la section 2.2 que la localisation des agents au sein du système est
définie par le site support en cours et que nous pouvions avoir des migrations ciblées indi-
quant précisément la destination que l’agent souhaite atteindre. Cependant nous venons de
voir qu’il n’était pas envisageable d’utiliser les habituelles techniques de routage général et de
résolution globale de noms. Pourtant nous avons besoin que le système permette aux agents
de déterminer où ils souhaitent aller et qu’il leur offre le moyen de se déplacer.
Pour trouver de nouvelles méthodes système, nous nous orientons vers les techniques em-
ployées dans les réseaux ad hoc que nous avons présentés dans la section 1.1.2. Dans ces in-
frastructures dynamiques par essence, des mécanismes permettant la découverte des éléments
du contexte sont intégrés afin de mettre en place dynamiquement un réseau [TWB03]. Ainsi
chaque site pourra savoir quels sont les éléments atteignables et proposera aux applications un
ensemble de voisins avec lesquels ils pourront communiquer. Pour éviter les conflits, chaque
site possède un couple formé de son nom et du numéro de série unique attaché au périphé-
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FIG. 3.2 – Voisinage proche7
rique de communication sans fil, ce couple permettant d’éliminer toute ambiguïté au sein d’un
même réseau.
Cette technique s’accorde parfaitement avec les problèmes que nous avons soulevés, car
elle permet de raisonner en terme de voisinage direct et non pas en terme de globalité, ce qui
nous posait problème. Dans ce cas, chaque site va gérer son environnement direct en cherchant
les éléments dans son proche voisinage, ces éléments pouvant être nomades ou fixes (comme
une borne d’accès), puis il va maintenir à jour l’ensemble trouvé en renouvelant ses recherches
ou en étant informé par les éléments déjà référencés, lorsqu’un site s’éteint par exemple.
Avec cet ensemble de voisins atteignables, les agents sont localisés sans équivoque grâce à
l’identifiant du site et peuvent obtenir un liste de voisins vers lesquels ils pourront se déplacer.
Ce sont les deux points que nous voulions obtenir. Par contre, nous voyons encore ici que le
système ne prendra pas en charge le dynamisme global et que ce sont les applications qui de-
vront l’intégrer dans leur conception. Dans l’exemple de la figure 3.2, si un agent est sur le site
A, il ne disposera que d’un accès vers le site B et s’il souhaite rejoindre le reste du réseau global,
il devra migrer successivement sur B puis sur C. Il faut remarquer que c’est l’agent lui même
qui devra savoir le chemin à emprunter car le système ne lui fournira que des informations
partielles, ici le site A ne connaît pas le moyen de rejoindre le reste du réseau car il n’est pas
dans son voisinage. On peut d’ores et déjà se demander si les agents arriveront à se trouver
dans un espace global géré uniquement de proche en proche. Nous étudions ce problème dans
la chapitre 6.
3.1.2 Mobilité applicative
En utilisant le paradigme des agents mobiles, on introduit par définition une mobilité ap-
plicative induite par le déplacement des agents. Nous avons défini, dans le section 1.2.4, les
7Nous prenons comme convention que le cercle en pointillé représente la limite de «connexion». Cela veut dire
que si deux cercles se touches, les unités peuvent établir une connexion directe.
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FIG. 3.3 – Problème de localisation
applications comme un ensemble d’agents mobiles cherchant à utiliser les services répartis et
en dialoguant entre eux pour connaître l’avancement général de la tâche globale. Les services
étant des applications comme les autres et les phases de dialogue se réalisant grâce aux coopé-
rations locales, l’un des problèmes récurrents, que devra résoudre un agent, est de trouver les
autres partenaires souhaitant participer aux coopérations.
Dans les environnements dynamiques, cette recherche va se scinder en deux principales
difficultés : déterminer sur quel site se trouve l’agent recherché et trouver le moyen d’atteindre
le site en question. En effet, le système ne gérant que le contexte local d’un site, il proposera
uniquement l’ensemble des agents présents localement et les destinations atteignables dans le
voisinage, ceci ne donnant pas le moyen suffisant aux agents d’estimer la localisation et/ou le
chemin permettant d’atteindre un partenaire qui se trouverait sur un site extérieur au contexte
local.
La première difficulté portant sur la localisation est due à la mobilité propre des agents.
Lorsqu’ils se déplacent de sites en sites, ils ne disposent pas, à cause de la gestion locale, d’un
service général de diffusion de leurs localisations successives permettant d’informer tous les
partenaires répartis sur l’ensemble du système. Nous pourrions utiliser la méthode de lien de
poursuite, grâce à la coopération indirecte, qui permettrait de suivre un à un les déplacements
d’un agent. Cependant, les sites pouvant disparaître, un élément de la chaîne pourrait ne plus
être accessible en rendant l’ensemble du lien inutilisable, comme le montre la figure 3.3. Il va
donc falloir imaginer de nouvelles méthodes permettant de connaître le contexte général de
localisation des agents et surtout qu’elles soient capables de réagir rapidement à leurs déplace-
ments.
La deuxième difficulté portant sur la détermination du chemin, qui permet de rejoindre le
site souhaité, est due au dynamisme de l’infrastructure auquel devront faire face les agents.
En effet, une fois la localisation du partenaire déterminée, l’agent devra établir un chemin per-
mettant de l’atteindre avec comme seule information celle des voisins atteignables depuis sa
position actuelle. Mais l’agent sera confronté, en plus, aux mouvements des sites qui pourront
remettre en cause le parcours établi. On imagine le cas où un site se trouve dans une partie
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FIG. 3.4 – Problème de chemin
d’un réseau, qu’un agent se déplace vers lui et, avant son arrivée, le site se déplace vers un
autre endroit, comme le montre la figure 3.4. Donc, en plus des méthodes de localisation, nous
devons imaginer des moyens permettant de guider efficacement les déplacements des agents
et, là aussi, ils devront s’adapter rapidement aux mouvements des sites.
Nous devons ajouter, de plus, que ces deux parties de la mobilité applicative ne sont pas
strictement scindées et qu’au contraire elles interagissent l’une sur l’autre en augmentant d’au-
tant la complexité de parvenir à établir une rencontre. Lorsqu’un agent se déplace afin de suivre
le chemin le menant à son partenaire, sa localisation change régulièrement au gré de ses mi-
grations, ceci rend encore plus difficile la détermination de sa position pour les autres agents
qui cherchent à le rencontrer. D’autre part, lorsque la localisation d’un agent change, la déter-
mination du chemin est de fait remise en cause. On voit bien que la localisation et l’utilisation
du chemin s’influencent.
Nous voyons ici toute la difficulté que doit affronter le concepteur d’une application répar-
tie car il devra prendre en charge la gestion d’un ensemble de problèmes qui sont habituelle-
ment traités par le système. En plus de la description de sa tâche globale, il devra prendre en
compte les problèmes liées auxmobilités matérielles et logicielles qui ne peuvent être confiés au
système, celui-ci se limitant à une gestion de son environnement local et ne peut pas proposer
une couche prenant en charge l’intégralité du dynamisme.
Par contre nous pouvons noter que cette complexité va surtout gêner les applications utili-
sant la migration ciblée où les agents savent parfaitement les services à utiliser pour accomplir
leurs tâches et cherchent explicitement à établir des rencontres. Dans le cadre des migrations
libres, les agents sont peu affectés par le dynamisme car ils opèrent leurs déplacements sur des
critères n’ayant pas de rapport avec les autres agents et se libèrent ainsi des problèmes liés aux
déterminations de la localisation et du chemin. Avec ce type de migration, les agents vont natu-
rellement intégrer la modification du contexte et vont se déplacer uniquement sur des critères
purement personnels généralement orientés «système», comme dans le cadre de la cartogra-
phie d’un réseau, que nous avons déjà vu, où les agents iront vers les sites du voisinage qu’ils
n’ont pas encore parcourus.
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FIG. 3.5 – Évolution du nombre d’internautes
3.2 Une large échelle
Le problème de la mobilité que nous venons de présenter prendra toute sa mesure si nous
envisageons nos environnement à une échelle bien plus large que celle envisagée habituelle-
ment. En effet, la gestion actuelle de la répartition sait s’accommoder d’un minimum de dy-
namisme en utilisant des mécanismes de résistance aux fautes qui permettent de pallier à la
défection d’un site, comme dans le cadre d’un cluster de machines par exemple. Généralement
ces méthodes sont bien adaptées pour résister à des montées en charge d’applications serveurs,
tel les moteurs de recherche, en répartissant sur un ensemble de sites parfaitement délimités
les différentes requêtes à satisfaire et en s’adaptant à des problèmes préalablement anticipés,
comme la surcharge d’un élément de l’ensemble.
Mais le succès grandissant d’internet qui n’est plus à démontrer, il suffit de regarder l’évolu-
tion du nombre d’internautes représentée par le graphique de la figure 3.5 pour s’en convaincre,
va demander de repenser l’échelle de diffusion de nos applications car l’augmentation conti-
nue que nous constatons va s’accompagner de changements radicaux, aussi bien niveau maté-
riel qu’au niveau applicatif, imposant de proposer d’autres méthodes que celles employées à
l’heure actuelle.
3.2.1 L’échelle matérielle
La croissance du nombres d’internautes de la figure 3.5, va s’accompagner obligatoirement
d’une augmentation de machines permettant l’accès à internet mais aussi des services qui leur
sont proposés. Ces deux points vont induire une recrudescence du nombre de sites sur Internet
que nous pouvons voir sur la figure 3.6. Cette courbe donne uniquement les sites référencés
en Europe, i.e possédant une entrée dans une service de nommage, et ne prend pas en compte
l’intégralité des machines réellement connectées, comme celles des réseaux domestiques par
exemple. Cependant, cette courbe nous donne un bon référentiel pour constater que durant
ces dix dernières années (1995-2005) nous avons eu une augmentation considérable des sites
avoisinant les 1700%. Ceci témoigne de l’engouement extraordinaire sucisté par Internet et son
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FIG. 3.6 – Évolution matérielle
entrée dans les moeurs en tant que nouveau média de masse. Mais ce succès nous oblige à re-
considérer les échelles de déploiement des applications réparties qui ne sont plus comparables
avec les situations connues depuis le début d’Internet.
Un autre phénomène doit être mis en avant pour bien comprendre la taille des échelles
auxquelles nous sommes à présent confrontés. C’est celui de l’informatique nomade caractéri-
sée par l’explosion du marché de la téléphonie cellulaire. En regardant toujours le même gra-
phique, on constate que le nombre de téléphones en France représente quasiment le double des
sites référencés en Europe. Alors, certes, pour le moment, une grande majorité de ces appareils
ne savent que téléphoner mais ils sont de plus en plus partie intégrante d’internet en accé-
dant aux technologies haut débit comme l’UMTS et deviennent assez puissants pour pouvoir
exécuter de véritables applications métiers.
Ces deux évolutions matérielles marquent en fait une modification du comportement des
internautes qui ne sont plus liés à unemachine déterminée pour accéder à Internet et par consé-
quent à leurs applications préférées. Jusqu’à présent le comportement général des utilisateurs
se caractérisait par deux grands types accès à internet, à domicile et au travail, avec deux iden-
tités virtuelles distinctes. Mais avec la convergence des technologies mobiles, il est de plus en
plus fréquent que cette distinction disparaisse. En effet, avec l’augmentation des capacités des
appareils mobiles, que se soit en terme de traitement ou de capacité de stockage, un utilisateur
peut maintenant se déplacer avec ses propres données, personnelles et/ou professionnelles, et
les utiliser sur différents appareils et pas forcément avec des identités différentes.
Cette nouvelle approche induit un nouveau type de comportement où l’internaute est
connecté quasiment en permanence avec les mêmes données mais en passant d’un appareil
à un autre et/ou d’une localisation à une autre. Par exemple, en partant du travail, l’utilisateur
utilise son téléphone mobile le temps de se retrouver sur son réseau domestique. Ce phéno-
mène, d’ubiquité et de mobilité à grande échelle, ne peut être pris en compte correctement à
l’heure actuel à cause des limites matérielles et logicielles que nous avons identifiées pour la
double mobilité. Nous avons donc besoin de proposer des mécanismes permettant de s’adap-
69
Chapitre 3. Thèse soutenue
ter facilement à cette large échelle matérielle et aux déplacements des utilisateurs, faculté que
nous retrouvons chez les agents mobiles.
3.2.2 Un nombre important d’agents
Dans le modèle classique des applications multi-agents, l’effort principal de conception se
porte sur la détermination précise du nombre nécessaire d’agents et sur l’organisation de leur
répartition dans l’environnement afin d’optimiser le déroulement de la tâche générale. D’ordi-
naire, dans cette approche, le nombre d’agents est volontairement restreint et stable durant le
cycle de vie de l’application permettant ainsi de parfaitement déterminer l’organisation opti-
male.
Mais comme nous l’avons déjà détaillé (cf section 2.2.1), cette conception se place générale-
ment dans des environnements fixes où les interactions directes entre agents se limitent à ceux
de la même application. Cependant, elle ne peut s’appliquer au dynamisme imposé par les to-
pologies hybrides remettant continuellement en cause l’organisation établie et nécessitant un
mécanisme de communication indirecte entre agents d’applications diverses, comme dans le
cas de la coopération indirecte. Dans ce cas de figure, nous devons abandonner l’idée d’établir
une organisation prédéfinie et laisser les agents s’adapter aux conditions qu’ils vont rencontrer
durant leurs déplacements.
Dans notre vision des applications réparties basées sur notre modèle des agents mobiles
coopérants, nous pouvons parfaitement avoir un nombre dynamique d’éléments intervenant
pour une même application, qu’ils soient parties prenantes ou simples intermédiaires. Si nous
prenons le cas de la coopération indirecte, plusieurs intermédiaires peuvent intervenir pour
permettre de mettre en relation les deux participants finaux (cf figure 2.4 de la section 2.2),
ceux-ci pouvant être des agents propres de l’application, créés pour l’occasion ou bien encore
complètement extérieurs en servant juste de vecteur pour la coopération indirecte initiée par
les participants.
En laissant la possibilité aux concepteurs d’utiliser et/ou de créer des agents dynamique-
ment durant l’exécution de ses applications, nous permettons une évolution de leur taille et,
par conséquent, de ne plus la limiter à celle de l’initialisation. Avec cette échelle changeante,
nous ne pouvons plus penser l’organisation dès la conception d’une manière figée mais nous
devons proposer des mécanismes de rencontre et de coopération qui permettent de simplifier
et d’optimiser la conception des applications.
La flexibilité de la taille des applications se justifie par la modification des comportements
des internautes que nous avons décrite dans l’évolution matérielle. La future ubiquité des uti-
lisateurs, grâce aux machines nomades, pousse de plus en plus les développeurs à proposer
la possibilité d’utiliser à distance leurs applications grâce à Internet et ce, quelle que soit la lo-
calisation de l’utilisateur. Cette augmentation du nombre d’applications accessibles à distance
va accroître le nombre d’agents et donner des environnements composés d’un ensemble d’élé-
ments provenant d’horizons divers, une sorte de melting-pot logiciel de très grande taille en
évolution constante. Les concepteurs pourront alors utiliser les agents présents, ou en créer
d’autres, en fonction des leurs besoins pour accomplir la tâche de leur application.
Pour conclure sur cette partie, nous pouvons dire que l’augmentation des internautes, cou-
plé à l’augmentation des éléments sur internet (mobile ou non) ainsi que l’accroissement des
applications évoluant à travers la toile vont imposer un passage à une échelle, matérielle et lo-
gicielle, bien supérieure à ce que nous pouvons trouver habituellement lors des conceptions de
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programmes. Pour permettre d’appréhender cette évolution sur la taille des environnements
et des applications, nous devons proposer des mécanismes permettant de simplifier et d’opti-
miser ce nouveau type de conception du logiciel.
3.3 Les différents types d’agents
Avant de proposer des mécanismes de base pour la conception d’application répartie sur les
environnements dynamiques, nous allons commencer par classifier les grands types d’agents
mobiles qui peuvent être envisagés et, par conséquent, présents dans les systèmesmulti-agents.
Cette classification vient de notre expérience sur le déploiement des agents mobiles et n’a pas
vocation à imposer des types figés mais plutôt de donner un référentiel aux concepteurs.
Pour établir une différenciation entre les agents, nous avons utilisé un certain nombre de
critères. Ces propriétés, empruntées à la classification des processus systèmes, nous permettent
de distinguer les différents types d’agents. En voici une liste non exhaustive :
- Mode de migration : déplacement ciblé ou libre par rapport aux autres
agents.
- Mode de coopération : courte ou longue, localement nombreuses, pa-
rallèle ou séquentielle etc.
- Identification des partenaires : les partenaires sont connus d’avance
ou choisis au hasard.
- Volume de l’agent : taille totale comprenant le code et données trans-
portées.
- Nombre de partenaires : le nombre d’agents composant l’application
d’appartenance. Dynamique ou fixe, grand ou petit.
Avec ces critères, nous référençons en fait deux grands types d’agents : les légers et les
lourds. Les légers correspondent à des agents dont la tâche principale ne nécessite pas d’enga-
ger de longues phases de traitements locaux. Au contraire ils stationnent très peu de temps sur
le même site en privilégiant les déplacements fréquents et rapides. En opposition, les agents
lourds vont nécessiter des temps de visite sur les sites beaucoup plus conséquent à cause de
longues phases de traitements locaux, ils vont dès lors se déplacer peu souvent et relativement
lentement.
Nous insistons sur le fait que ces deux grandes catégories nous servent principalement à
donner un référentiel au concepteur mais qu’elle ne sont absolument pas exclusives. En réalité
il existe une continuité dans les comportements et la taille permettant d’aller des agents légers
jusqu’aux agents lourds. Il est tout à fait envisageable de définir des agents intermédiaires
qui se déplacent peu souvent mais très rapidement, comme il est envisageable de définir des
services pouvant être construits sur des agents lourds et des agents légers.
3.3.1 Les agents légers
Comme nous venons de le dire, les agents légers exécutent une tâche qui effectue de courtes
phases de calcul local et ils vont donc migrer fréquemment et rapidement. Nous les nommons
« légers» car il s’agit d’agents de petite taille dans le sens où leur code exécutable est réduit
le plus possible et les informations qu’ils véhiculent sont peu volumineuses. Cette petite taille
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va leur donner la faculté d’un déplacement très bref dû à un temps de transmission très court
grâce à leur faible coût en bande passante. Cette caractéristique est fort appréciable dans les
environnements dynamiques visés où le lien entre deux sites a une durée de vie limitée et
souvent réalisé par une connexion sans fil peu généreuse en bande passante.
L’intérêt principal des agents légers est qu’ils vont se déplacer bien plus vite que ne peuvent
le faire les sites supports. En étant plus rapides à bouger que les sites à renouveler leurs voi-
sinages, ces agents légers pourront migrer sur n’importe quel élément accessible avant que
celui-ci ne disparaisse, permettant ainsi aux agents légers de ne pas réellement se soucier du
problème liés aux fréquents déplacements des sites. Notons que cette rapidité de mouvement
n’empêche absolument pas les phases de dialogue mais que la politique générale de migration
va privilégier les déplacements plus que les longs échanges. Pour pallier à ces brèves phases
d’échange, nous allons lesmultiplier en augmentant le nombre d’agents légers provenant d’une
même application.
Le domaine d’application des agents légers s’inscrit principalement dans la réalisation des
services de base du système qui demande une forte indépendance par rapport aux déplace-
ments des sites et une grande réactivité aux changements de l’environnement. Pour ce faire,
ces agents seront nombreux et vont généralement utiliser la migration libre en multipliant
de brèves phases de coopération, directe ou indirecte, avec des partenaires pris au hasard.
Leur tâche principale est généralement inspirée des algorithmes de rumeurs, de types fourmis
[CD98], car ils correspondent parfaitement à la philosophie d’indépendance que nous recher-
chons vis à vis de l’environnement et des autres composants de l’application.
3.3.2 Les agents lourds
A l’opposé des légers, les agents lourds réalisent une tâche imposant de longues phases de
traitements locaux et en conséquence ils effectuent de rares déplacements qui sont relativement
lents. Ces agents sont dits « lourds» car la taille du code exécutable ainsi que celle des données
transportées seront beaucoup plus volumineuses que celles des agents légers. Cette grande
taille va imposer de lents déplacements à cause de leur grande consommation en bande pas-
sante nécessitant un long temps de transmission. Cette propriété va poser un problème dans
les environnements dynamiques qui ne peuvent pas garantir la continuité des liens de commu-
nication et ne peuvent proposer qu’une faible bande passante.
Ces agents lourds sont généralement utilisés lors de la conception d’applications dites
«métier» qui nécessitent un savoir faire particulier bien plus complexe que celui des agents
légers. Dans ce type d’applications, le développeur connaît généralement les autres services
métiers qu’il souhaite utiliser et va donc choisir de mettre en place la migration ciblée pour
établir les rencontres nécessaires à la mise en œuvre de la coopération.
C’est là où ce situe le principal problème d’un agent lourd car les longues phases de trai-
tements vont le rendre beaucoup moins mobile que les sites supports et vont nécessiter des
adaptations à chaque fin de calcul pour appréhender les modifications de l’environnement et
pouvoir effectuer la prochaine rencontre. De plus, vu le coût important d’un migration pour
un agent lourd, il faudra minimiser le nombre de déplacements qui lui permettront d’atteindre
son partenaire et par conséquent il ne pourra pas naviguer au hasard de sites en sites mais il
devra orienter ses mouvements afin d’optimiser le coût général de cette phase de recherche.
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FIG. 3.7 – Perception des modifications du contexte
3.4 Une couche adaptable
En faisant une première analyse des deux grands types d’agent que nous venons d’intro-
duire, nous pouvons constater que ces deux catégories tendent vers une certaine complémen-
tarité. Notre principal problème vient du dynamisme inhabituelle des environnements que
devront affronter les concepteurs des applications métiers en se fondant sur des agents qui uti-
lisent la migration ciblée qui se heurte aux difficultés de localisation et de chemins imposées
par la double mobilité. Or les agents légers étant mieux adaptés aux modifications du contexte,
ils doivent pouvoir rendre certains services qui permettront aux agents d’obtenir une représen-
tation simplifiée de l’environnement.
3.4.1 Le masquage du dynamisme physique
La propriété des agents légers à se déplacer plus rapidement que les sites supports leur per-
met de ne pas être affectés par les modifications physiques qu’ils pourront constater quasiment
immédiatement suite à leurs mouvements. Prenons l’exemple de la figure 3.7, si un agent se
déplace entre les sites A et B, il pourra vérifier dès son arrivée si le site A fait toujours partie du
voisinage de B où s’il a quitté son voisinage. En procédant ainsi sur un ensemble réduit de sites,
un agent léger pourra percevoir rapidement les modifications de l’environnement et avoir une
vision courante de son contexte local très proche de la réalité physique.
En créant un ensemble d’agents légers dont la taille est correctement adaptée à celle du
système et en additionnant les visions locales de chacun, on obtient une représentation générale
du contexte qui se rapproche au plus près de la configuration réelle en cours. En utilisant cette
ensemble comme une couche système, que nous baptisons couche d’ambiance, nous pouvons
alors absorber une grande partie du dynamisme matériel qui pose problème et obtenir une
représentation du contexte, proche de la réalité, exploitable par les agents lourds. Notons que
ce que nous venons de décrire pour le dynamisme matériel peut parfaitement s’adapter à celui
du logiciel et ainsi prendre en compte la double mobilité.
3.4.2 Une couche plus stable pour les agents lourds
Nous avons vu que les agents lourds, de par leur coût élevé de migration, vont devoir mini-
miser le plus possible le nombre de déplacements nécessaires pour atteindre leurs partenaires.
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FIG. 3.8 – Les couches d’agents
Pour pouvoir faire ces choix optimisant leurs migrations, ils ont besoin d’avoir une représenta-
tion, logicielle et matérielle, qui leur garantissent une probabilité élevée de trouver à l’endroit
indiqué les composants recherchés.
Cette représentation va être offerte par la couche d’ambiance qui sera une sorte d’aura à
laquelle vont se référencer les agents lourds pour être aiguillés sur leurs choix de migration
(fig 3.8), aussi bien sur la localisation de leurs partenaires que sur les itinéraires à suivre. Nous
employons volontairement les termes d’ambiance et d’aura car ils représentent le temps certain
que va mettre cette couche à absorber les modifications physiques avant de mettre à jour sa
représentation. C’est pour cette raison qu’elle ne garantit pas avec certitude les informations
qu’elle délivre mais qu’elle offre une certaine probabilité de réussite aux agents lourds lors-
qu’ils devront faire un choix de déplacement. Cependant, la réactivité de la couche d’ambiance
doit être la plus grande possible et va dépendre principalement du rapport entre les mobilités
des agents légers et des sites supports. Nous étudions cet aspect dans le chapitre 6.
3.5 Conclusion
Dans la partie sur l’état de l’art, nous avons vu que les architectures hybrides cherchent
à offrir l’ubiquité de la connexion à Internet aux utilisateurs nomades. Dans ce chapitre, nous
avons étudié les problèmes que vont poser des tels environnements dynamiques lorsqu’ils sont
déployés sur une large échelle. Pour commencer, lamobilité matérielle, induite par les unités
mobiles, ne peut plus être gérée de manière hiérarchique et centralisée comme le proposent
les technologies d’interconnexion de réseau. On ne peut plus disposer d’un mécanisme fiable
et rapide permettant d’identifier et d’atteindre n’importe quel élément d’un internet. Sans ce
mécanisme, on ne pourra plus mettre en place des communications à distance fiables et per-
manentes. La mobilité physique impose donc que le système prenne uniquement en charge le
contexte local et que la migration s’effectue avec les sites voisins.
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D’un autre côté, la mobilité matérielle justifie le choix d’utiliser les agents mobiles car ils
permettent des interactions purement locales, sans risque d’interruption due au réseau. Ils
sont autonomes vis à vis de tout système central et adaptables aux changements de l’envi-
ronnement. Mais l’utilisation des agents va induire un deuxième niveau de dynamisme dû à
la mobilité logicielle. Nous sommes donc confrontés à une double mobilité, logicielle et ma-
térielle, qui ne pourra pas être prise en charge par le système qui se limite à une gestion du
contexte local.
Avec cette double mobilité et avec une gestion locale, le concepteur devra lui-même dé-
terminer la localisation des services qu’il souhaite utiliser et les chemins pour les atteindre. Les
services étant réalisés par des agents mobiles, la localisation consiste à déterminer sur quel site
se trouve le service désiré. Une fois la localisation obtenue, le concepteur devra déterminer le
chemin permettant à son agent d’atteindre le service visé. La migration étant limitée aux voi-
sins immédiats d’un site, un chemin est donc défini comme une succession de migrations de
proche en proche.
Le second problème de ces architecture hybrides, c’est qu’elles s’inscrivent dans une large
échelle. En effet, le nombre croissant d’utilisateurs nomades, à travers la téléphonie mobile par
exemple, et l’augmentation du nombre de services accessibles sur Internet (ex. WebServices)
accroissent considérablement l’échelle de déploiement d’une application. Cette augmentation
de l’échelle pose un problème au niveau de la gestion de la mobilité. Le nombre important
de sites augmente la difficulté de détermination de la localisation et une échelle planétaire
augmente la taille des chemins. De plus, le dynamisme des environnements pourra remettre
en cause la localisation et le chemin entre chaque migration.
Afin de proposer une solution pour gérer la double mobilité, nous avons donné différents
critères permettant de classifier les agents mobiles présents dans l’environnement. Nous avons
identifié deux grands types d’agents mobiles : les agents lourds et les agents légers. Les agents
lourds vont représenter les applications métiers qui possèdent un savoir faire complexe et
cherchent à utiliser des services précis. Ils vont se déplacer lentement, faire de longues visites et
utiliser la migration ciblée. Ce sont ces agents qui sont confrontés aux problèmes de la double
mobilité. Les agents légers, quant à eux, s’occupent de petites tâches et sont totalement indé-
pendants, i.e ils ne cherchent pas de services précis. Ils se déplacent rapidement, font de courtes
visites et effectuent des migrations libres. Les agents légers ne subissent pas le problème de la
double mobilité.
A partir de ces deux types d’agents, nous pensons que les agents légers peuvent servir pour
décrire des services systèmes utilisables par les agents lourds. Nous proposons donc de réali-
ser une couche d’ambiance qui va prendre en charge une partie de la gestion de la répartition.
Cette couche est réalisée par les agents légers qui peuvent se rendre compte des changements
de l’environnement grâce à leurs déplacements rapides et fréquents. Le but de la couche d’am-
biance est d’offrir un environnements plus stable aux agents lourds. Mais elle ne pourra pas
garantir l’exactitude de la représentation de l’environnement car il lui faudra un certain temps
pour absorber les modifications du contexte.
Dans le chapitre suivant, nous étudions plus précisément une méthode permettant à la
couche d’ambiance de prendre en compte la gestion de la répartition dans des environnements
doublement mobiles. Pour cela, nous étudions plus précisément les méthodes de gestion de
la répartition dans des environnements dynamiques, puis nous déterminons les besoins spéci-
fiques des applications métiers et, enfin, nous mettons en évidence l’adéquation de l’utilisation
des agents légers pour construire la couche d’ambiance.
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Dans le chapitre précédent, nous avons identifié la double mobilité comme le principal
problème des architectures hybrides à grande échelle, en l’occurrence le système ne peut plus
prendre en charge la gestion de la répartition. À partir de cette constatation, nous devons re-
garder quelles en sont les implications pour la conception des applications réparties. Pour cela,
nous étudions la gestion de la répartition dans les réseaux pair à pair. Nous verrons que cette
absence de gestion de la répartition pose un problème pour la classe d’applications dites mé-
tiers.
Pour pallier à la gestion purement locale du système, nous proposons de mettre en place
une représentation de l’environnement par une couche d’ambiance introduite précédemment.
Celle-ci étant construite avec les agents légers, nous montrons qu’ils sont bien adaptés pour
référencer les éléments présents dans l’environnement et constater les changements dus à la
double mobilité. Pour terminer, nous expliquons le principe de fonctionnement de la couche
d’ambiance.
4.1 La visibilité de la répartition
Lorsque l’on construit des applications distribuées, la gestion de la répartition est un point
primordial. Soit celle-ci est explicite, i.e c’est au concepteur de mettre en place ses propres mé-
canismes de gestion, soit elle est gérée par le système qui offre une représentation globale aux
concepteurs en lui assurant une localisation précise des services (pages jaunes) et une com-
munication à distance fiable (ex. invocation de méthode à distance). Dans le cadre classique de
conception, on essaye le plus possible d’utiliser la deuxième solution, i.e la gestion système, afin
que le développeur dispose de l’ensemble des services comme s’ils étaient locaux et qu’il n’ait
plus qu’à définir les différentes interactions nécessaires à la réalisation de sa tâche. Pour illus-
trer cette gestion système, nous pouvons citer à titre d’exemple l’intergiciel CORBA [GGM99].
Cette gestion du système est rendue possible grâce au réseau sous-jacent et à des services ma-
joritairement statiques. Dans de telles conditions, c’est le modèle classique du client/serveur
qui s’est imposé au fil des années.
Nous devons nous poser la question de savoir si cette méthode de conception peut rester
valable à partir du moment où nous introduisons la double mobilité et la large échelle pré-
sentées dans le chapitre précédent. Pour y répondre, nous commençons par regarder quelles
différences, dans la gestion de la répartition, sont apparues avec la mise en place des réseaux
logiciels pair à pair [Dun01]. Dans ces réseaux, où chaque élément est à la fois client et serveur,
77
Chapitre 4. Gestion de la répartition et adéquation des agents légers
n’importe quel participant peut apparaître et/ou disparaître à tout instant. Ceci représente un
des premiers contextes fortement dynamique à grande échelle. Dans cette architecture, la prin-
cipale activité est de partager et/ou de rechercher des fichiers qui sont fragmentés et répartis
sur un ensemble de pairs. Le problème majeur consiste à trouver l’ensemble de ces fragments
afin de récupérer localement un copie complète du fichier recherché.
Pour résoudre ce problème de recherche, le premier mécanisme était de disposer d’un ser-
vice central de publication (Napster) où chaque participant venait proposer les ressources qu’il
acceptait de partager. Cette solution fut rapidement abandonnée pour plusieurs raisons dont,
principalement, sa gestion centralisée qui était fragilisée dans un contexte fortement dyna-
mique car une défaillance du service central rendrait inutilisable l’architecture. De plus, elle
ne respecte pas la philosophie des réseaux P2P où tous les éléments sont égaux et gèrent eux-
mêmes la répartition. La deuxième solution va donc abolir complètement la structure centra-
lisée en se basant uniquement sur les éléments pairs. Pour cela, elle utilise des mécanismes
classiques d’inondation entre voisins afin de trouver et de partager leurs ressources (Gnutella).
Cette méthode fut elle aussi rapidement abandonnée car les apparitions et disparitions inces-
santes des sites provoquaient une importante surcharge du réseau due aux inondations néces-
saires à la prise en compte des modifications.
En réalité, le principal problème de ces architectures dynamiques est de disposer d’une
représentation générale de l’environnement qui permette aux nouveaux arrivants de connaître
rapidement l’emplacement des éléments recherchés. Pour offrir cette représentation, la solution
la plus couramment utilisée à l’heure actuelle est de mettre en place un ensemble d’éléments
relativement stables qui permet de proposer un noyau fixe auquel se rattachent les nouveaux
arrivants. Ces derniers s’adressent directement au noyau pour connaître la localisation des
ressources recherchées.
Nous voyons ici que l’introduction d’un premier niveau de dynamisme remet en cause la
gestion de la répartition par un serveur centralisé, alors qu’elle est la principale référence du
modèle client/serveur classique. De plus, il n’est pas non plus envisageable de laisser la ges-
tion intégrale de l’environnement aux sites. Dans ces conditions, il est donc difficile d’obtenir
une représentation globale de l’environnement, bien que le niveau de dynamisme reste rela-
tivement restreint. En effet, dans les architectures P2P, un élément reste assez longtemps dans
l’environnement pour permettre l’établissement ininterrompu de connexions à distance du-
rant la récupération d’un fragment convoité. Ceci ne sera pas le cas dans les environnements
fortement dynamiques comme les architectures hybrides.
Si nous voulons à présent passer dans des environnements complètement dynamiques,
nous devons considérer alors que les sites peuvent apparaître, disparaître et se déplacer, que
les ressources deviennent mobiles et que les éléments recherchés ne sont plus uniquement des
morceaux de fichiers à télécharger mais des services complets. Dans ce cas, nous ne pouvons
plus considérer que les éléments «pairs» sont les sites mais directement les agents. Les sites
n’étant alors qu’un support pour les agents, ils n’offrent qu’une gestion de leur contexte local.
4.2 Le problème des applications métiers
Nous venons de voir que le système ne peut pas prendre en charge une représentation
globale de l’environnement. La gestion de la répartition revient donc au concepteur. Cette ab-
sence de représentation globale pose un problème dans le cadre des applications métiers. Une
application métier est définie par un savoir complexe s’appliquant dans un domaine précis.
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Une application de fouille de données (datamining), qui permet de dénicher des tendances
ou des corrélations cachées parmi des masses de données, est un exemple d’application métier.
Lorsque l’application est répartie, elle connaît parfaitement les services à utiliser et l’ordre dans
lesquels ils doivent être sollicités. Les applications métiers vont donc se baser sur des agents
volumineux, à cause du savoir faire complexe qu’il transporte, et se déplaçant en fonction du
service àmettre enœuvre. Ces deux propriétés correspondent à la description des agents lourds
utilisant la migration ciblée.
Le problème de la migration ciblée est qu’en l’absence d’une représentation globale du
contexte, ce sont les agents eux-mêmes qui devront parcourir l’environnement pour trouver les
partenaires cherchés. Or, pour les applications métiers, c’est la phase de traitement local et les
coopérations qui sont importantes, les déplacements sont eux secondaires, voir ils représentent
une perte de temps. Mais les agents lourds possèdent deux principales caractéristiques qui ne
leur permettront pas d’avoir des déplacements efficaces et donc de s’adapter facilement au
contexte dynamique.
Premièrement, avec leur volume important, les agents lourds vont avoir une vitesse de
déplacement réduite. Cette lenteur ne leur permettra pas d’atteindre rapidement leur cible et
pourra induire des déplacements inutiles. Par exemple, si un agent lourd utilise un chemin
trop long pour rejoindre sa cible, le service visé, ou le site support, peut avoir changé de locali-
sation. Deuxièmement, le savoir faire particulier à chaque agent étant relativement complexe,
il va imposer de longues phases de calcul local et de longues phases de coopération. Dans un
environnement dynamique, lorsque les visites sont longues, un agent peut trouver un contexte
complètement différent entre le début et la fin de sa visite, cela nécessite de prendre en compte
un important nombre de changements à chaque fin de visite. Nous devons donc proposer une
méthode permettant de minimiser le nombre de déplacements nécessaires à un agent lourd
pour atteindre les partenaires visés sans être affecté par les changements de l’environnement.
Ensuite, d’un point de vue de la conception dans le cadre des applications métiers, nous
devons soulager le concepteur d’un certain nombre de contraintes liées au système afin qu’il
puisse concentrer son effort de conception sur la description des tâches de chaque agent compo-
sant son application. En effet, la complexité des applications métiers ne doit pas être augmen-
tée par la difficulté de prise en compte de la double mobilité. Généralement, les concepteurs
cherchent à s’abstraire le plus possible des problèmes liés à l’environnement afin de raisonner
directement au niveau applicatif en se reposant sur des services système fiables.
Pour faciliter la tâche de conception des applications métiers, nous devons donc proposer
un service système qui permette de connaître l’état courant de l’environnement afin de pouvoir
aiguiller efficacement les agents lourds. Nous avons vu que les sites ne pourront pas prendre à
leur compte cette gestion du contexte général. Nous devons donc la confier aux agents. Nous
choisissons alors de réaliser un service à base d’agents qui s’occupera de la représentation du
contexte et qui sera directement utilisable par les agents lourds à travers de simples phases
de coopération. Les agents lourds travailleront directement avec d’autres agents, entre pair, et
pourront récupérer directement les informations nécessaires à l’optimisation de leurs déplace-
ments.
4.3 Une gestion de la répartition à base d’agents légers
Nous avons vu que la brique de base assurée normalement par le système, qui est la repré-
sentation du contexte global associée à une communication distante, n’est plus envisageable
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dès lors que l’architecture réseau devient dynamique et les services mobiles (cf 3.1). Plusieurs
études ont proposé d’utiliser les agents (proches du domaine des SMA) afin de capter l’évolu-
tion des environnements fortement dynamiques [RCBL04] grâce à leurs capacité d’autonomie,
de réactivité et d’adaptabilité. Notre approche s’inscrit dans cette démarche, mais nous nous
sommes ici focalisés sur l’apport de la mobilité et limité à notre modèle d’agent inscrit dans
le domaine des systèmes distribués. Nous proposons donc une méthode alternative pour la
gestion de la répartition qui devra s’appliquer aux environnements où le système offre uni-
quement une gestion locale pour la communication et pour la représentation du contexte. Pour
cela nous devons identifier les contraintes propres de ce type d’environnement en regardant
comment les intégrer.
La première contrainte vient de l’accessibilité discontinue des sites due à leurs déplace-
ments et imposant l’architecture dynamique du réseau. Nous avons vu que ces sites doivent
être considérés uniquement comme des supports d’exécution et que l’entité principale de l’en-
vironnement sera l’agent. De plus cette mobilité physique induisant une faible fiabilité des
communications à distance, les agents devront communiquer localement. Il faut donc conce-
voir la gestion de la répartition par des agents qui sont complètement découplés des sites, qui
pourront évoluer sans avoir besoin d’une représentation globale de l’environnement physique
et qui se contentent d’établir des communications locales.
La deuxième contrainte vient de la mobilité des services et de leur construction sur un en-
semble d’agents. Auparavant, le concepteur pouvait connaître directement le service à utiliser
ainsi que la manière de le contacter. Par exemple, dans le cas d’un service ftp, le nom du ser-
veur détermine directement sa localisation. Cela n’est plus possible avec la double mobilité où
on ne peut avoir une localisation fixe pour un service donné. Une autre solution consiste à uti-
liser un service de nommage, comme dans CORBA, qui permet de récupérer dynamiquement
la localisation d’un service précis. Mais la multitude des agents pouvant composer une appli-
cation, couplée à leurs déplacements, nécessiterait des mises à jour trop fréquentes pour que
cette solution soit encore possible. La gestion de la répartition devra donc utiliser une méthode
complètement décentralisée où chaque agent peut évoluer sans avoir à référencer un service
de nommage centralisé. Au fur et à mesure de leurs déplacements, les agents pourront trouver,
sur leur chemin, les ressources réparties à intégrer dans la représentation globale.
La solution que nous proposons pour prendre en compte ces deux contraintes est de définir
la représentation de la répartition sur des agents respectant certains des critères que nous avons
définis (cf 3.3.1). Pour se détacher des problèmes de localisation, les agents devront utiliser la
migration libre et identifier leurs partenaires au hasard. Pour s’affranchir du problème des
déplacements des sites, ils devront être très mobiles en minimisant le temps des coopérations
locales et en limitant leur volume. Cet ensemble de caractéristiques correspond parfaitement
aux agents légers qui nous avons définis dans la partie 3.3.1.
Pour prendre en compte les contraintes liées à la double mobilité, nos proposons donc de
concevoir la représentation du contexte à partir d’un ensemble d’agents légers. Ces agents de-
vront être parfaitement indépendants les uns des autres et ne chercherons pas à atteindre une
destination préétablie. La difficulté principale de conception résidera alors dans la bonne des-
cription des tâches individuelles de chaque agent et de la bonne définition de leurs brèves co-
opérations locales. Par contre, le nombre des agents n’est pas limité et pourra être assez grand
pour réaliser l’ensemble des tâches nécessaires.
80
4.4. Le service offert par les agents légers
4.4 Le service offert par les agents légers
Nous présentons maintenant plus en détail le service proposé aux agents lourds pour les ai-
guiller dans leurs déplacements afin d’optimiser la recherche de partenaires. Ce service va offrir
une représentation de l’environnement global permettant aux agents lourds de localiser plus
simplement leurs partenaires et de déterminer plus facilement le chemin pour les rejoindre.
Mais avant de détailler ce service nous devons voir si les agents légers sont bien adaptés pour
accomplir la tâche que nous attendons d’eux.
4.4.1 Quel type d’agent utiliser
Pour cela, rappelons que les sites gèrent uniquement leur contexte local, i.e ils connaissent
uniquement les agents en cours d’exécution localement et les autres noeuds accessibles dans
le voisinage (cf 3.1.1). Pour pouvoir proposer une représentation plus globale, nous devons
utiliser des agents qui soient capables d’explorer rapidement le reste de l’environnement afin
de connaître les éléments distants, puis de fournir aux agents lourds les informations récoltées.
Celles-ci doit être délivrées avant que l’environnement n’ait à nouveau changé. La capacité de
déplacements rapides des agents légers répond à cette contrainte.
Cependant, nous pouvons facilement envisager que cette technique pourra fonctionner
pour le proche environnement d’un site, mais ne pourra pas fonctionner si l’agent doit par-
courir lui-même l’intégralité des noeuds présents dans le réseau. En utilisant tout un ensemble
d’agents se déplaçant sur le réseau, nous pouvons répartir le nombre de sites à visiter et donc
diminuer le nombre de visites à faire par chaque agent. Ainsi, l’exploration générale sera effec-
tuée plus rapidement, grâce à plus de parallélisme, et en délivrant localement l’ensemble des
informations recueillies, nous obtenons la représentation générale souhaitée. Mais, pour cela,
nous allons nous heurter à trois principaux problèmes, à savoir la taille des données véhiculées,
la pertinence des informations récoltées et la manière dont les agents vont délivrer ce qu’ils ont
découvert.
D’abord, lors de ses déplacements, un agent va accumuler de plus en plus d’informations
sur les éléments qu’il va découvrir en augmentant ainsi son propre volume au fur et à mesure
de ses explorations. Donc si nous laissons un agent accumuler trop d’information, il va perdre
sa rapidité de déplacement nécessaire à une exploration efficace de l’environnement. Nous
devons donc permettre aux agents de garder une taille critique en leur offrant la possibilité de
se séparer d’une partie des informations qu’ils ont déjà accumulées en la laissant, par exemple,
sur les sites de visite.
Ensuite, l’agent ne devra pas garder trop longtemps une information au risque de la rendre
obsolète. Ceci est particulièrement vrai avec la double mobilité où les sites et les agents vont
régulièrement se déplacer. Chaque agent devra donc être capable d’évaluer la pertinence des
informations qu’il transporte. Ceci est assez facile pour les agents mobiles qui n’auront pas
besoin d’une horloge mais simplement d’exprimer la datation en fonction du nombre de mi-
grations. Ainsi plus le nombre de migrations après la récupération d’une information est grand
et plus la pertinence de l’information décroît. A partir de cette datation, l’agent pourra alors dé-
livrer les informations qu’il estime valables et se débarrasser des autres.
Enfin, nous avons vu que pour des raisons évidentes de tolérance aux fautes dans les envi-
ronnements dynamiques, les agents doivent être le plus indépendant possible des noeuds. Par
conséquent, nous ne pourrons pas imposer aux agents de retourner sur un site prédéfini afin
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de lui donner les informations collectées. De plus, pour assurer la continuité du service malgré
la disparition d’un ou plusieurs agents, ces derniers devront être totalement indépendants les
uns des autres. Ceci impose que ce sont les agents individuellement qui vont choisir les parties
du réseau à explorer et les sites où ils déposent les informations récoltées.
Nous venons donc de voir que la réalisation du service qui offre une représentation globale
de l’environnement nécessite des caractéristiques précises pour les agents. Il s’agit d’une ca-
pacité de déplacement rapide, d’une forte indépendance et d’un nombre important d’agents.
Cet ensemble de propriétés correspond parfaitement aux agents légers qui vont donc servir de
base pour la réalisation du service proposé aux agents lourds.
4.4.2 Principe de fonctionnement
Nous avons vu que les deux principaux problèmes liés à l’utilisation de la migration ciblée,
utilisée par les applications métiers, sont la localisation d’un partenaire et la détermination
du chemin pour le rejoindre. La méthode que nous proposons ici va permettre de prendre en
compte ces deux cas, méthode dont la conception va s’avérer simplifiée par l’utilisation des
agents légers.
Le principe de fonctionnement va se scinder en deux parties, une partie exploratoire et une
partie de reconstruction locale. La partie exploratoire est assurée par un ensemble d’agents
légers qui fonctionnent tous selon un même comportement cyclique. L’agent arrive sur un site,
il dépose les informations qu’il transporte, puis il récupère auprès du système les différents
agents présents sur le site ainsi que les sites voisins accessibles. Ensuite, il marque ces nouvelles
données comme issues de la visite en cours, après quoi il supprime les informations les plus
anciennes, en fonction du nombre de migrations effectuées, et enfin il migre vers un autre site
où il recommence ce comportement.
La partie reconstruction est assurée par un agent local auquel s’adresse l’agent léger lors-
qu’il dépose ses informations. En fait, l’agent local va posséder sa propre représentation de
l’environnement global qu’il va mettre à jour en fonction des données que vont lui laisser les
agents en visite. Chaque fois qu’un agent dépose des informations, l’agent local les compare
avec celles qu’il possède déjà et effectue ensuite les éventuelles modifications nécessaires pour
mettre à jour sa représentation globale.
Nous voyons donc que le service recherché peut se construire simplement grâce à l’utilisa-
tion des agents légers où aucune interaction entre les agents en déplacement n’est nécessaire.
De plus, ils effectuent une tâche peu complexe et les phases de coopération sont brèves. Ces
éléments garantissent ainsi leur indépendance, leur rapidité de déplacement et par conséquent
leur adaptation à la double mobilité. Les agents lourds pourront donc simplement s’adresser
à l’agent local afin de récupérer la représentation de l’environnement global et ainsi faire des
choix d’optimisation de leurs déplacements par rapport aux partenaires qu’ils souhaitent at-
teindre.
4.5 Conclusion
À partir de l’étude des réseaux pair à pair qui constituent les premiers réseaux dynamiques
à grande échelle, nous avons pumettre en avant que le système ne pourra pas assurer la gestion
de la répartition. Ainsi, la distribution des éléments, logiciels et matériels, au sein de l’environ-
nement est explicite et doit être gérée directement par le concepteur des applications réparties.
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Cependant, les applications métiers vont avoir du mal à prendre en compte directement le
dynamisme de l’environnement. En effet, ces applications sont construites sur des agents qui
sont lents, font de longues visites et utilisent la migration ciblée. Ces caractéristiques ne sont
pas compatibles avec la double mobilité, car elles ne permettent pas aux agents de s’adapter
facilement à leur environnement. De plus, dans le cadre des applications métiers, l’effort de
conception doit être fait sur le savoir propre de l’application et doit être soulagé des problèmes
systèmes.
Pour ces deux raisons, nous avons proposé de mettre en place une gestion de la répartition
basée sur les agents légers. Grâce à leur rapidité de déplacement et leur autonomie, nous avons
expliqué que ce type d’agents est parfaitement adapté pour référencer tout type d’éléments et
en constater les changements. Nous avons donc exposé le service rendu par les agents légers
ainsi que son principe de fonctionnement. Rappelons que la couche d’ambiance ne garantit pas
la répartition des éléments mais a pour but de proposer un environnement plus stable pour les
agents lourds qui doivent toujours gérer un partie de la distribution.
83

x x x x x x x
x
x
x
x
Le modèle des agents mobiles
coopérants
5
Dans les deux précédents chapitres, nous avons introduit le phénomène de la double mo-
bilité, physique et logicielle, que nous souhaitons maîtriser grâce à l’utilisation de deux grands
types d’agents : les agents légers et les agents lourds. Cette distinction nous permet d’envisager
la réalisation grâce aux agents légers d’une couche dite «d’ambiance» offrant aux agents lourds
une représentation plus stable et plus cohérente de l’environnement.
Dans ce chapitre nous nous attelons à la description plus précise du modèle des agents
mobiles coopérants à travers les différents éléments que nous devons mettre en œuvre pour
permettre la réalisation d’une application à base d’agents mobiles. Ces éléments doivent suffire
aux agents légers pour qu’ils puissent construire la couche d’ambiance désirée.
Nous allons commencer par une brève présentation, sous forme de rappels, des différents
choix que nous avons fait pour la conception des applications, puis nous exposons précisément
l’ensemble des éléments nécessaires pour la définition et la gestion d’un agent. Ensuite nous
nous attaquons aux services de base offerts par le système et enfin nous terminons par la pré-
sentation d’un protocole de visite permettant de réaliser les coopérations présentées dans la
section 2.2.
5.1 Présentation générale
Dans le chapitre 2 nous avons fait un certain nombre de choix portant aussi bien sur les
éléments de base, comme la communication ou la méthode de migration, que sur l’environne-
ment de développement. Nous avons aussi précisé que la méthode applicative de communica-
tion entre les agents se base sur la mise en place de phases de coopération. Le modèle d’agents
mobiles que nous présentons ici doit respecter l’ensemble de ces critères et doit offrir les élé-
ments minimaux pour simplifier la conception d’applications réparties sur les environnements
dynamiques et en particulier celle de la couche d’ambiance grâce aux agents légers. Tout ces
critères, pris en compte par le modèle, sont rappelés dans cette présentation générale.
Pour commencer, nous avons choisi de proposer un système complètement basé sur la no-
tion d’agents et utilisant les sites uniquement comme support d’exécution. Ceci veut dire que
quels que soient les services de base réalisés par le système (cf 5.3), ils devront être directement
utilisables par les agents et proposer des mécanismes simples de mise en route, en particulier
pour l’exécution, la migration et la coopération.
85
Chapitre 5. Le modèle des agents mobiles coopérants
Ensuite, nous avons pris la décision de définir un système ne permettant pas la communi-
cation distante, celle-ci étant exclusivement utilisé pour la migration des agents, et privilégiant
les interactions locales par l’utilisation de la coopération. Pour minimiser cette restriction, la
mise en relation des agents locaux doit être facilitée par un annuaire permettant de référencer
tous les agents souhaitant établir des coopérations locales. Cet annuaire permettra en plus de
proposer les règles de coordination propres à chaque agent. N’oublions pas que chaque agent
possède sa propre politique générale de coopération qu’il pourra aussi divulguer, s’il le sou-
haite, aux autres agents grâce à ce service d’annuaire.
Puis nous avons vu aussi que nous souhaitons proposer unmodèle se basant sur les notions
de comportements/transitions (cf 1.3.2) permettant de maîtriser précisément les différentes
étapes des agents et principalement celles intervenant durant les phases d’exécution locale.
Notre modèle va donc fournir un comportement standard de visite ainsi qu’un comportement
standard de coordination (cf 5.4) que devra respecter chaque agent afin de garantir le dérou-
lement sans interruption des coopérations et de garder le contrôle de leur propre évolution.
Nous nommons ces comportements standards «protocoles» afin de différencier les comporte-
ments imposés par le système de ceux créés par le concepteur. Ces protocoles servent à faciliter
la conception aux développeurs qui pourront les utiliser tels quels ou les enrichir à leur guise.
Enfin pour terminer, nous rappelons que nous optons pour des agents proactifs et, par
conséquence, d’un point de vue système, ce sont les agents qui assument leurs déplacements.
Pour leur permettre de choisir au mieux leurs destinations, les agents doivent connaître fa-
cilement les différents emplacements atteignables. Pour cela, nous avons besoin d’identifier
précisément chaque site à l’aide d’un identifiant unique et de trouver, auprès d’un service de
base, l’ensemble des éléments appartenant directement au voisinage du site. Pour cela nous
définissons l’identification d’un site comme suit.
Définition 5.1 (Localisation de site) chaque site possède un couple formé de son nom et du numéro
de série unique attaché au périphérique de communication. Si un même site possède plusieurs périphé-
riques de communication, il sera considéré comme deux éléments distincts au niveau du système.
Avec ces rappels effectués, nous avons clairement identifié les besoins auxquels doit ré-
pondre notre modèle d’agents mobiles coopérants que nous pouvons à présent regarder plus
en détail en commençant par une définition précise des agents.
5.2 Définition d’un agent
Dans le premier chapitre (cf 1.3.1) nous définissions un agent comme un élément autonome
possédant une activité interne avec ses propres ressources, œuvrant généralement au nom d’un
utilisateur ou d’une application, communiquant avec d’autres agents afin de réaliser la tâche
pour laquelle il a été créé [MDW99].
Nous précisions aussi que, dans les applications réparties, ce modèle s’étend en donnant la
possibilité aux agents de se déplacer de sites en sites. Cette mobilité peut être contrôlée par le
système, on parle alors d’agents mobiles réactifs, ou par les agents eux-mêmes, on parle alors
d’agents mobiles proactifs [FPV98]. Nous choisissons d’utiliser des agents proactifs.
Nous gardons cette définition pour notre modèle où nos agents mobiles sont des entités mo-
biles, autonomes et proactives. Maintenant, pour permettre leur intégration dans l’intergiciel,
nous avons besoin d’identifier précisément chaque agent.
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5.2.1 L’identification
Pour que le système puisse contrôler les agents et les enregistrer dans un service d’annuaire,
nous avons besoin d’identifier, sans ambiguïté, chaque agent du système. Cette identification
doit être partageable et gérée de lamêmemanière sur l’ensemble du système car elle servira lors
des migrations ciblées qui peuvent référencer n’importe quel agent dans tout l’environnement.
Nous proposons donc la définition suivante de l’identification des agents :
Définition 5.2 (Identification d’un agent) Un agent est défini par un identifiant unique non-
réutilisable engendré lors de sa création et qu’il conservera jusqu’au terme de son cycle de vie. On utilise
par exemple la date et le site de création de l’agent.
5.2.2 Les propriétés
La définition que nous venons de donner suffit pour désigner un agent dans le système,
gérer son exécution et réaliser ses migrations. Cependant, elle ne suffit pas pour enrichir l’an-
nuaire et ainsi permettre de faire des recherches de partenaires basées sur l’application créatrice
ou encore les services proposés, recherche qui vont s’avérer nécessaires pour la mise en place
de certaines coopérations.
De plus, nous avons besoin de publier les protocoles de coopération propres à chaque ser-
vice que souhaite proposer un agent. Pour ce faire, nous utilisons un service d’annuaire que
nous présenterons plus tard et qui permettra de référencer à partir d’un identifiant toutes les
propriétés d’un agent allant de son nom jusqu’aux services proposés. Nous définissons cet en-
semble de propriétés accessibles comme suit :
Définition 5.3 (Propriétés d’un agent) Un agent possède un ensemble de propriétés accessibles à
partir d’une interface minimale commune à tous les agents.
Cet ensemble de propriétés comportera un minimum d’informations qui permettra d’iden-
tifier les origines de l’agent, ainsi que les différents services rendus accompagnés des protocoles
de coordination permettant de les utiliser. Nous obtenons la liste suivante pour les propriétés
d’un agent :
- l’identifiant
- le site de création
- le propriétaire,
- l’application génitrice,
- l’ensemble des services proposés accompagnés de chaque protocole de
coordination correspondant.
Cette liste est accessible grâce à l’interface suivante :
Liste unAgent.Propriétés()
Avec ces deux premières définitions, nous avons les éléments minimaux permettant de réa-
liser des applications utilisant la migration libre. En effet, l’identification permet au système
d’effectuer les différentes migrations souhaitées et les agents pourront réaliser les rencontres
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FIG. 5.1 – Automate d’états d’un agent
involontaires en récupérant, auprès du service d’annuaire, l’ensemble des partenaires locaux
souhaitant coopérer. Par contre, dans le cas de la migration ciblée nous avons besoin de déter-
miner précisément l’emplacement des agents visés.
5.2.3 La localisation
Nous avons vu que la migration ciblée peut s’avérer très compliquée à engager à cause de la
double mobilité. Pour éviter les déplacements inutiles, il est nécessaire de pouvoir déterminer
sans ambiguïté la localisation d’un agent. Pour cela nous allons utiliser l’identifiant unique de
chaque site spécifié dans la définition 5.1
Définition 5.4 (Localisation d’un agent) La localisation d’un agent correspond à l’identifiant du site
sur lequel il s’exécute (momentanément).
Nous sommes donc en mesure de repérer un agent grâce à son identifiant et sa localisation
qui sont les deux éléments nécessaires et suffisants pour réaliser des applications basées sur
la migration ciblée. Les agents pourront déterminer la localisation du service qu’ils souhaitent
utiliser, migrer vers l’emplacement identifié en fonction d’un chemin déterminé et enfin mettre
en route la coopération souhaitée qui permettra de réaliser le service désiré. Rappelons que la
localisation et le chemin doivent être pris en charge par le concepteur de l’agent.
5.2.4 Automate principal
Comme dans tout système multi-tâches, la présence de plusieurs agents au même instant
sur un site va nécessiter des mécanismes permettant de partager les ressources systèmes en
fonction des demandes des agents. Pour cela, nous nous inspirons des modèles d’automates
à états pour les processus que nous trouvons dans la gestion des systèmes d’exploitation. Les
deux principales différences vont venir de la manière de créer les agents et surtout de la re-
présentation de la migration. Nous représentons les différents états accessibles par un agent de
notre modèle par l’automate de la figure 5.1.
Nous avons fait plusieurs distinctions sur le schéma afin de mettre en avant les diffé-
rentes possibilités d’évolution d’un agent. La première concerne les états dit «exécutables»
88
5.2. Définition d’un agent
qui permettent de distinguer les transitions déclenchées par le système de celles provoquées
par l’agent lui-même. Les modifications d’état exécutable, imposés par le système, permettent
de garantir un ordonnancement équitable des différents agents en cours d’exécution, l’égalité
pouvant être établie selon différents critères propre à l’intergiciel, comme le quantum de temps
par exemple. L’agent n’a pas de contrôle sur le passage de l’état actif à l’état prêt au contraire
de toutes les autres transitions qu’il exécute lui même.
La seconde distinction porte sur les états que peut atteindre l’agent lorsqu’il est en cours
de visite sur un site. C’est l’agent lui-même qui décide de passer de l’état actif à l’état bloqué,
principalement dans le cadre des coopérations, ou à l’état de migration avant un déplacement.
Ces transitions ne sont pas dues aux décisions du système mais bien à l’agent lui-même, ga-
rantissant ainsi son caractère proactif. Nous avons séparé la migration car il s’agit d’un état
particulier du système dans le sens où une fois le déplacement engagé par l’agent, c’est le sys-
tème qui le remettra dans l’état actif et qu’un changement de localisation impose de le retirer
de l’environnement d’exécution de départ pour l’intégrer dans celui d’arrivé.
La toute dernière distinction porte sur la création des agents qui est extérieure au noyau
du système. Comme les sites ne servent que de support d’exécution, le système n’a pas la
possibilité de créer directement des agents et servira uniquement de service de démarrage aux
agents venant des applications. Ce sont donc les applications qui créent les agents à mettre en
route et les proposent au système pour qu’il les prenne en charge et lance leur exécution.
Pour permettre de bien mettre en place ces distinctions d’états, nous proposons plusieurs
interfaces qui seront utilisées par le système pour effectuer les transitions. La première estArriver() qui est appelée par le système juste après la création de l’agent et qui place l’agent
dans l’état exécutable. La seconde est Visiter() qui permet de démarrer la tâche applicative
de l’agent et le place dans l’état visite. La dernière est Terminer() qui permet de sortir l’agent
de l’état de visite avant une migration ou une terminaison complète.
unAgent.Arriver()
unAgent.Visiter()
unAgent.Terminer()
Ces trois interfaces correspondent à un ensemble d’actions qui sont définies par le concep-
teur lui permettant de concevoir un ensemble d’actions à réaliser durant les différentes phases
rencontrées par ses agents. Par exemple, avec la fonction Arriver() , il pourra prendre
connaissance du contexte afin de savoir quel comportement adopter. Nous verrons comment
sont utilisées ces différentes fonctions dans la description des services de base.
5.2.5 Comportements et transitions
Nous avons vu dans la conclusion sur les intergiciels (cf 2.1.4), que le développeur doit
maîtriser les différentes états atteints par ses agents au cours de leur exécution. Ceux-ci doivent
être clairement définis lors de la conception. Pour cela, nous déterminons la tâche générale d’un
agent à partir d’un ensemble de comportements/transitions comme décrit dans la définition
suivante :
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Définition 5.5 (Comportements - transitions) La tâche générale d’un agent est définie à partir d’un
ensemble de comportements, pouvant se réduire à un singleton, et un ensemble de transitions permettant
de passer d’un comportement à un autre. Si l’agent souhaite migrer, deux comportements standard
doivent être atteints, il s’agit de Pré-migration pour enclencher le déplacement et Post-migration
pour la reprise de l’agent.
Tous ces comportements sont atteignables dans l’état actif de l’automate général et pour-
ront provoquer le passage à l’état bloqué ou à l’état de migration. En fait, le concepteur devra
définir un automate applicatif, propre à chaque agent, lui permettant de définir précisément
les différentes sous-tâches et particulièrement les comportements coopératifs qu’il souhaite en-
gager.
Avec cette dernière définition pour les agents, nous venons de fixer les éléments essentiels
permettant de définir et de gérer les agents au sein du système. Maintenant nous avons be-
soin de proposer un ensemble de services supports présents sur chaque site et permettant aux
agents d’exécuter les actions élémentaires nécessaires à la réalisation de leurs tâches.
5.3 Les services de base du système
Nous présentons ici l’ensemble des services proposés par les sites et nécessaires à nos
agents. Ces services sont déployés sur chaque site du système, accessibles uniquement loca-
lement et non bloquants. Nous définissons un service local comme suit :
Définition 5.6 (Service local) Un service local est défini par une interface et implanté par un en-
semble d’agents locaux, pouvant se réduire à un singleton, possédant un représentant référencé dans le
service d’annuaire local.
Chaque service fait donc partie intégrante du système, i.e il possède un représentant avec
lequel les autres agents peuvent dialoguer directement. Les identifiants des représentants sont
créés d’une manière identique, quel que soit le site, permettant ainsi aux visiteurs de retrouver
facilement les services de base cherchés. De plus, tous les services sont référencés dans l’an-
nuaire local du site qui sert ainsi de point de départ minimal pour connaître l’ensemble des
autres services.
Pour faciliter la conception et l’écriture des algorithmes, les interfaces des services de base
font partie intégrante de l’interface du site de visite. Ainsi, les agents accèdent directement aux
service au travers d’une référence unique ou désignant le site en cours de visite. Maintenant,
pour faire dialoguer, les applications avec les services de base, nous avons besoin de définir un
mécanisme de communication précis et applicable à tout le système.
Définition 5.7 (Communication inter-agent) La communication entre les agents s’effectue unique-
ment par l’appel de méthode locale. À chaque méthode d’un agent correspond une interface accessible
grâce à l’identifiant de l’agent. Les interfaces de communications inter-agent sont publiques.
Note : les interfaces correspondant à l’automate principal ne sont pas définies comme des
interfaces de communication inter-agent mais comme des primitives système.
Le système propose tout un ensemble de mécanismes de diagnostic facultatifs permettant
aux agents de savoir si les appels deméthode se sont déroulés correctement. La communication
90
5.3. Les services de base du système
s’effectue uniquement entre agents locaux à l’exception de ceux du service de migration qui
auront besoin d’établir une communication distante pour transmettre les agents cherchant à se
déplacer.
Avec ces deux définitions, nous pouvons maintenant identifier les services et établir les
communications permettant aux agents de leurs adresser des requêtes. Nous présentons main-
tenant plus en détail chacun des services de base du système.
5.3.1 Le service d’exécution
Ce service permet aux agents de s’exécuter sur un site en réalisant l’automate principal
proposé dans la section précédente. Lorsqu’un concepteur souhaite créer un agent, il adresse
au service d’exécution un message contenant l’agent à activer grâce à l’interface suivante :
Verdict ou.Lancer(Agent unAgent)
Note : La référence ou désigne le site de visite courant.
Le développeur peut récupérer grâce au résultat de la fonction un verdict sur l’activation
grâce à deux réponses standards. La première est Lancement réussi qui garantit la mise en route
de l’agent et la seconde Lancement échoué informant de l’échec de la création.
Lorsque le lancement d’un agent est réussi, nous disons alors que l’agent exécute une visite
sur le site, ce que nous avons mis en évidence sur l’automate d’état général de la figure 5.1. Le
début de cette visite provoque l’activation d’un thread qui sera attaché à l’agent permettant de
contrôler et d’exécuter l’activité de l’agent.
Nous découpons la visite d’un site en trois étapes : arriver, visiter et terminer. L’arrivée de
l’agent peut correspondre à la création d’un nouvel agent ou à une migration, dans les deux cas
elle provoquera la création d’un thread et l’appel à la fonction Arriver() de l’agent mis en
route. La visite correspond au comportements applicatif de l’agent qui lui permet de réaliser ses
traitements locaux et qui est activée grâce à l’interface Visiter() de l’agent. La terminaison
correspond à la fin de la tâche de l’agent ou à sa migration. Dans tous les cas le thread qui lui
était associé est détruit et sera précédé du lancement de la fonction Terminer() de l’agent.
Pour provoquer l’arrêt de l’agent, nous offrons deux possibilités. Soit l’agent arrive au terme
de sa tâche et il termine lui même son exécution, soit c’est une intervention externe qui pro-
voque la terminaison (l’application créatrice, le service de migration ou le système). Nous pro-
posons donc l’interface pour la terminaison.
Verdict ou.Terminer(Agent a)
Note : l’agent pourra demander sa propre terminaison en utilisant la fonction avec le mot
clé this le désignant : ou.Terminer(this)
Ce service est utilisé lors de la création d’un agent mais aussi lors d’unemigration. Il permet
aux agents de démarrer une exécution ou de la poursuivre suite à un déplacement. Le service
de migration se sert de ces verdicts pour savoir si la migration a été intégralement réalisée.
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5.3.2 Le service de voisinage
Ce service s’occupe de référencer les différents éléments atteignables dans le voisinage di-
rect du site. Nous avons mentionné dans la partie 3.1.1 que la couche réseau était capable de
récupérer les différents éléments présents dans le voisinage et d’obtenir leur identifiant afin de
communiquer avec eux.
Le service de voisinage va s’occuper de maintenir à jour une base de données contenant
l’ensemble des identifiants des sites présents dans le contexte local. Pour ce faire, elle interroge
à intervalle régulier la couche réseau pour qu’elle sonde le contexte et lui envoie les éléments
présents. Le service pourra alors mettre à jour sa base en ajoutant les nouveaux éléments et en
retirant ceux qui ont disparu.
Nous avions vu aussi que les sites peuvent informer de leurs départs imminents en le si-
gnalant à la couche réseau. Lorsque cela arrive, la couche réseau récupère l’information et elle
la fait remonter au service de voisinage qui fera les modifications nécessaires dans la base de
voisins.
Pour récupérer les sites du voisinage, les agents peuvent adresser leurs requêtes grâce à
trois interfaces permettant respectivement de trouver un site précis dans le voisinage, de choisir
un voisin au hasard et de récupérer la liste entière de tous les voisins.
Site ou.ExisteVoisin(Chaîne identifiant)
Site ou.VoisinHasard()
Liste ou.Voisins()
Ces trois interfaces permettent aux agents de choisir eux-mêmes la future migration qu’ils
souhaitent entreprendre. Si jamais la requête de l’agent ne peut être satisfaite, dans le cas d’un
isolement du site par exemple, elles peuvent retourner null .
5.3.3 Le service de migration
Il permet aux agents de se déplacer vers un site donné. Lorsqu’un agent souhaite se dépla-
cer il va se mettre volontairement dans l’état Pré-migration et va adresser un message au service
de migration avec le nom du site qu’il souhaite atteindre. Ce changement d’état perdurera tant
que le service de migration ne pourra pas statuer sur un verdict précis concernant la demande
de l’agent. Pour réaliser une migration l’agent dispose de l’interface suivante :
Verdict ou.Migrer(Site destination)
Une fois averti, le service de migration contacte localement le service de voisinage des sites
afin de savoir si la destination visée appartient bien au voisinage local. Si ce n’est pas le cas,
alors le service de migration statue sur le verdict de Serveur inconnu.
Après avoir eu confirmation de la présence du site désiré dans le voisinage, le service de
migration origine fait une copie de l’agent, emballe le clone et l’envoie au service de migration
destinataire grâce à un appel de procédure à distance. Il s’agit ici de la seule communication
distante du système et nous utilisons l’appel de méthode à distance afin de garantir le dérou-
lement intégral de la migration. Si l’établissement de l’appel de méthode ne peut se faire, le
service de migration origine statue sur le verdict de Serveur non-joignable.
92
5.3. Les services de base du système
Verdict dest.Accueillir(Agent migrant)
Note : La référence dest désigne le site de destination obtenue auprès du service de voisi-
nage.
Si la connexion est établie, le service de migration origine attend de recevoir l’avis sur la
reprise de l’exécution sur le site de destination. Pour cela, lorsque le service de migration des-
tinataire reçoit l’agent en cours de migration, il le déballe et demande à son service d’exécution
de lancer une nouvelle visite pour l’agent et attend son verdict. Si cette réponse est Lancement
échoué alors le service de migration destinataire retourne le verdict de Serveur échec exécution
au service de migration origine qui lui indique l’échec de la reprise de l’agent.
Par contre, si la réponse du service d’exécution destinataire est Lancement réussi, alors la
migration s’est déroulée jusqu’à son terme sans rencontrer de difficulté. Le service demigration
destinataire statue sur le verdict Migration effectuée qu’il retourne au service de migration
origine lui indiquant ainsi le succès du déplacement. Le service de migration origine utilise
alors son service d’exécution pour qu’il termine la visite locale de l’agent.
Dans les cas d’un verdict négatif, le service local de migration demande à son service d’exé-
cution de remettre en route l’agent. Mais que ce soit le service demigration local ou celui distant
qui relance l’exécution de l’agent, celui-ci se retrouve dans l’état Post-migration et il récupère le
verdict final par le retour de la fonction Migrer() .
Ainsi l’agent pourra savoir les raisons d’un éventuel échec ou constater que sa migration
s’est bien déroulée et pourra alors adapter son exécution. Par exemple, si le site souhaité est
inconnu, il pourra demander une migration vers un autre. Notons que c’est l’agent qui utilise
l’interface Migrer() , il choisit donc lui-même l’instant et la destination de ses déplace-
ments. Un agent est bien proactif.
Notons que si une rupture de la connexion entre les deux services de migration intervient
avant de pouvoir exécuter complètement le retour de la méthode, c’est obligatoirement l’agent
sur le site d’origine qui est conservé et le clone du site destinataire est automatiquement re-
tiré du système par le service de migration destinataire. Le verdict retenu par le service de
migration origine est Erreur Connexion
5.3.4 Le service d’annuaire des agents locaux
Ce service gère une base de données sur les agents qui souhaitent se faire connaître au-
près des autres agents présents sur le site. Il s’agit d’un service de pages jaunes classique où
les agents peuvent s’inscrire en adressant un message contenant leur identifiant et l’ensemble
des propriétés qu’ils souhaitent faire connaître. Nous proposons deux possibilités d’enregistre-
ment.
ou.SeFaireConnaître(Agent enVisite)
ou.SeFaireConnaître(Agent enVisite, Liste propriétés)
La première permet de faire un enregistrement par défaut où le service d’annuaire récupère
lui-même l’ensemble des propriétés de l’agent et la seconde permet au concepteur de diffuser
uniquement les propriétés qu’il souhaite partager.
Ce service offre aussi la possibilité d’effectuer des recherches selon différents critères de
recherche [KB01] appartenant à l’ensemble des propriétés d’un agent, par exemple ceux qui
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veulent coopérer ou encore l’ensemble des agents créés par le même utilisateur. Cette recherche
permet de récupérer les identifiants des agents et ainsi de dialoguer avec eux, afin d’engager
une coopération par exemple. En cas d’échec, l’identifiant null est récupéré.
Agent ou.TrouverUnAmi(Chaîne CR)// Permet de trouver un partenaire
Liste ou.TrouverDesAmis(Chaîne CR)// Permet de trouver un ensemble de partenaires
Note l’abréviation CR désigne le critère de recherche dans l’annuaire.
Ce sont les agents qui s’enregistrent volontairement. Il n’y a pas d’obligation. Le service
d’annuaire concerne uniquement les agents présents sur le site. Il n’a aucune interaction avec
les autres sites. Les agents peuvent aussi se désabonner lorsqu’ils ne souhaitent plus apparaître
dans l’annuaire afin de ne plus être référencés par de nouveaux arrivants, lorsqu’ils préparent
leur migration par exemple.
ou.SeFaireOublier(Agent enVisite)
Pour éviter que le service d’annuaire possède des informations incohérentes lorsque des
agentsmigrent sans se retirer de la base par exemple, la fonction Terminer() de l’agent intègre
obligatoirement l’appel suivant : ou.SeFaireOublier(this) . Le service d’exécution utilisant
systématiquement Terminer() lors des terminaisons de visites, le service d’annuaire possède
une base de données cohérente garantie par le retrait de tous les agents partant du site ou se
terminant définitivement.
5.3.5 Le service de tableau blanc
Nous mettons en place sur chaque site un service de tableau blanc permettant de déposer
et de récupérer des données. Ce tableau permet aux agents en transit de laisser des messages
pour des agents qui ne sont pas présents, ou pas accessibles, et qui pourront les récupérer plus
tard.
Pour organiser les dépôts, les données sont étiquetées avec l’ensemble des propriétés de
l’agent qui dépose. De plus, pour éviter de le surcharger, le service propose un ensemble de
critères de stockage, apparaissant dans le service d’annuaire, qui indiqueront aux agents la
politique de sauvegarde des informations. Cette politique pourra être définie en fonction de la
taille, le temps de stockage, la pertinence des données etc.
Liste ou.TBl.CritèreStockage()
Lorsque les agents veulent déposer une donnée, ils prennent connaissance des critères de
stockage qui leur permettent de choisir la manière d’enregistrer leur information, puis ils créent
les données à stocker qu’ils adressent au service de tableau blanc. Cette requête sera composée
de trois éléments : du critère de stockage choisi, de la propriété des agents utilisée pour le
classement dans le tableau et enfin du contenu lui-même.
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ou.TBl.StockerInfo( Chaîne critère,Chaîne propriétés,Chaîne données)
Les agents peuvent interroger le service de tableau blanc en donnant la propriété cherchée,
qui peut être leur identifiant par exemple, puis le service leur envoie l’ensemble de tous les
entêtes des données stockées correspondant à la requête et enfin les agents peuvent demander
la récupération des informations choisies.
Liste ou.TBl.InfoStock(Chaîne critère)
Liste ou.TBl.Recevoir(Liste entête)
Nous avons défini ce service de tableau blanc pour la raison principale qu’il nous permet
de mettre en place la communication indirecte que nous souhaitions pour les intergiciels, mais
aussi, et surtout, les coopérations indirectes nécessaires à la réalisation de la couche d’am-
biance.
Nous possédons à présent les agents et les services supports permettant le déploiement
d’applications réparties. Nous présentons maintenant le protocole de visite que devra adopter
tout agent durant son exécution s’il souhaite être coopératif.
5.4 Protocole de visite d’un site
Nous avons vu dans la section 2.2.1 que la difficulté d’établir des rencontres, surtout dans
le cadre de la migration ciblée, impose la mise en place d’une coordination décrivant les dif-
férentes étapes respectées par les intervenants lors d’une coopération afin d’en garantir le dé-
roulement intégral et ininterrompu. Cette coordination s’accompagne d’une politique générale
de coopération permettant aux agents de garder le contrôle sur l’avancement de leur tâche
globale.
Dans cette partie, nous proposons un protocole de contrôle permettant de garantir la co-
ordination et définissant une politique de coopération de base permettant, en particulier, de
traiter la terminaison des phases de coopération. Nous présentons, aussi, deux exemples de
protocole, ou comportement, permettant de mettre en œuvre différents types de coopération.
5.4.1 Le protocole de contrôle
La coopération entre agents en visite sur un même site nécessite de définir un protocole de
synchronisation de ces agents engagés dans une phase coopérative. Un concept de base pour
coordonner des actions exécutées par différents processus est celui de conversation proposé
par Randell [Ran75]. Cependant, ce protocole, présenté dans le cadre des systèmes tolérants
aux fautes, impose des contraintes fortes de synchronisation entre processus afin de garan-
tir en particulier certaines propriétés d’atomicité des actions exécutées dans le contexte d’une
conversation. Dans le modèle envisagé, nous adoptons unmécanisme de synchronisation entre
paires d’agents afin de conserver un maximum de liberté entre agents.
Lorsqu’un agent mobile arrive sur un site de visite, il doit adopter certaines règles de co-
opération avec les agents visiteurs déjà présents sur ce site. Il est donc nécessaire de définir un
protocole de coopération entre agents.
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FIG. 5.2 – Protocole de viste d’un agent mobile coopérant
On choisit un protocole dissymétrique de type client/serveur : lorsqu’un agent arrive en
visite sur un site, il s’enregistre auprès du service d’annuaire local du site de visite et rentre
ainsi dans un état coopératif. Dans cet état, il peut :
- prendre l’initiative de phases coopératives avec d’autres agents eux-
mêmes prêts à coopérer ;
- accepter de coopérer avec des agents qui le lui demandent.
Lorsqu’un agent a accepté de coopérer momentanément avec un autre agent visiteur, ce
dernier peut invoquer les services offerts par l’agent acceptant. Il se comporte alors comme un
client vis-à-vis de cet agent acceptant serveur. Inversement, un agent demandeur (initiateur) ne
peut donc utiliser les services d’un agent qu’après acceptation par ce dernier. Nous présentons
les différentes possibilités d’évolution de l’agent dans le diagramme de transitions d’états de la
figure (5.2).
Nous faisons correspondre le comportement générique d’un agent visiteur, illustré par ce
diagramme, avec l’algorithme 5.1 qui devra être exécuté à chaque visite pour garantir la coor-
dination des phases de coopération.
ou.SeFaireConnaître(this) ;// Phase de coopérationou.SeFaireOublier(this) ;// état présent mais non coopératifPartir()// ) attente fins de phases// de coopérationou.Migrer(Site dest)
Algorithme 5.1 - Visite d’un site
L’opération SeFaireConnaitre(Agent qui) permet à un agent visiteur de se faire connaître au-
près des autres agents présents sur le site et connus du site en s’enregistrant auprès du service
annuaire de ce site. Une fois connu, un agent entre dans une phase potentiellement coopérative.
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L’opération SeFaireOublier(Agent qui) consiste pour l’agent visiteur à s’extraire de l’annuaire
du site. Désormais, aucun nouvel agent ne pourra plus coopérer avec lui. Par contre, cet agent
doit rester présent jusqu’à ce que tous les autres agents qui coopéraient avec lui l’aient libéré
(autorisé à partir).
L’opération Partir() contrôle si un agent peut quitter le site. Elle peut donc être bloquante
puisqu’il faut attendre éventuellement la fin de phases de coopération auxquelles participait
cet agent et qu’il avait acceptées.
Enfin, l’agent pourra alors migrer vers un autre site.
Phase de coopérationDans sa phase coopérative, un agent peut exécuter de façon parallèle,
séquentielle ou entrelacée des actions de coopération selon le protocole décrit par l’algorithme
5.2
Agent unAmi = ou.TrouverUnAmi(CR) ;// CR = <critère de recherche>if (unAmi 6= null) {unAmi.Accepter(this) ;// utiliser les services de l'agent// unAmi.m(...); ... ;unAmi.Oublier(this) ; }
Algorithme 5.2 - Phase de coopération
Le caractère coopératif des agents est présent dans l’opération Accepter. Un agent dans
l’état coopératif accepte toujours un nouvel utilisateur. On pourrait bien entendu introduire
des conditions spécifiques d’acceptation : identité du demandeur, nombre trop élevé d’agents
déjà utilisateurs. . .
La synchronisation des opérations du protocole de coopération, en l’occurrence le triplet
de primitives Accepter, Oublier et Partir, nécessite le comptage des agents (amis) qui ont de-
mandé de coopérer avec l’agent (compteur nb_amis dans la figure (5.2)) La sémantique de ces
opérations est décrite par les triplets de Hoare suivants8 :
8k > 0 {coopératif ^ nb_amis = k} Accepter(Agent qui) {coopératif ^ nb_amis = k + 1}8k > 0 {nb_amis = k} Oublier(Agent qui) {nb_amis = k   1}
{nb_amis = 0} Partir() {nb_amis = 0}
Ce protocole garantit l’absence d’interblocage si et seulement si toute phase de coopération
d’un agent est de durée bornée. Dans ce cas, un agent n’accepte plus de nouveaux clients (amis)
après l’exécution de la primitive SeFaireOublier. Seules des primitivesOublier peuvent alors être
exécutées par les agents clients (amis). La décroissance du compteur nb_amis est ainsi assurée
et donc sa convergence vers zéro.
5.4.2 Exemple de comportements coopérants
Nous avons vu qu’un agent, une fois entré dans la phase de coopération, utilise les services
proposés par ses homologues. Nous présentons ici un service permettant de mettre en place
la coopération directe et un autre permettant de réaliser une coopération indirecte grâce au
service de tableau blanc.
8Le terme coopératif doit être interprété comme un prédicat vrai si l’agent est entré en phase coopérative.
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Le protocole de cartographie
Nous présentons un algorithme permettant de réaliser la coopération directe entre deux
éléments de la même application, correspondant à la communication de base de notre modèle.
Pour cela nous proposons une méthode s’adaptant à notre modèle qui permet d’utiliser le ca-
ractère coopérant des agents mobiles pour la cartographie d’un réseau [MKM99]
Le but de cet algorithme est de déterminer, le plus rapidement possible, la topologie d’un
réseau inconnu. Pour cela, on définit la tâche principale de l’agent comme l’exploration de
tous les nœuds présents dans le réseau en récupérant les sites à visiter auprès du service de
localisation et en se déplaçant de site en site, On peut décrire cette tâche comme suit :
- arriver sur un site
- récupérer l’ensemble des identifiants des sites du voisinage
- ajouter les site inconnus à l’ensemble des sites à couvrir
- marquer, dans l’agent, le site en cours comme visité
- si l’ensemble de sites à découvrir est vide alors la tâche est terminée
- sinon choisir un site à explorer et migrer vers lui
Pour permettre une cartographie plus rapide, on utilise plusieurs agents qui vont évoluer
chacun de leur côté et vont partager les différentes parties du réseau qu’ils ont découvertes.
Chaque agent va alors engager le protocole de coopération de l’algorithme 5.2 avec CR =
«Cartographie» permettant de récupérer un agent (unAmi) de même compétence et va exécuter
les différentes étapes du protocole décrit par l’algorithme 5.3
Liste sitesCouvertsAmi = unAmi.SiteCouverts()// Récupère les sites déjà visités// par le partenaireunAmi.AjouterSites(sitesCouverts)// Envoie au partenaire les sites déjà// visités par l'agentthis.AjouterSites(sitesCouvertsAmi)// Ajoute les sites visités par le partenaire// à ceux de l'agentListe sitesACouvrir = unAmi.sitesACouvrir()// Récupère les sites que doit// encore visiter le partenairethis.AjouterSites(sélectionner(sitesACouvrir))// Sélectionne les sites qui seront découverts// par le partenaire et les considère visitésunAmi.AjouterSites(selectionner(this.sitesACouvrir))// Sélectionne les sites à découvrir par l'agent// et qui seront considérés visités par le partenaire
Algorithme 5.3 - Cartographie coopérative
L’idée ici est de partager le travail effectué entre les agents. L’agent va en fait récupérer
les éléments que son partenaire a déjà explorés et il pourra les considérer lui aussi comme
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découverts. Puis il regarde les sites que son partenaire connaît sans les avoir encore visités. De
cette observation, l’agent détermine les éléments qu’il laissera à la charge de son partenaire et
il pourra là aussi les considérer comme visités. Le partenaire récupérant lui aussi les éléments
découverts et pris en charge par l’agent.
Cette coopération directe permet en fait de partager les tâches à réaliser entre les agents. En
exposant le travail qu’un agent a déjà accompli et celui qu’il va réaliser, il permet à ses parte-
naires de se concentrer sur leur propre partie du travail qui reste à faire et tous deviennent plus
efficaces. Nous avons simplifié la phase de coopération à l’échange entre deux partenaires, mais
nous pouvons encore augmenter l’efficacité en faisant coopérer l’agent avec tous les partenaires
de l’application présents sur le site.
Le protocole de rumeur
Nous venons de présenter un protocole permettant de réaliser la coopération directe. Nous
proposons ici un protocole qui permet de mettre en place la deuxième méthode de communi-
cation, i.e la coopération indirecte. Nous avons choisi pour cela la réalisation des algorithmes
de rumeurs grâce à l’utilisation du service de tableau blanc. Nous emploierons cette méthode
pour la réalisation de la couche d’ambiance avec les agents légers. Avant de décrire ce protocole,
notons que le pré-requis ici est l’application de l’algorithme 5.2 où le critère de recherche (CR)
est l’identifiant du service de tableau blanc et par conséquent la variable unAmi correspond à
l’agent local représentant de ce service.
Liste messages = unAmi.InfoStock("rumeurs")// Récupère les rumeurs stockées// par le service tableau blancListe interresant = this.Analyser(messages)// Analyse les entêtes de messages et// sélectionne ceux intéressants pour l'agentListe rumInterre = unAmi.Recevoir(interessant)// Récupère les informations intéressantesthis.AjouterRumTrans(rumInterre)// mise à jour des rumeurs transportéesPour tout éléments i de this.Importantes() faireunAmi.StockerInfo("écraser","rumeurs",i)// Prépare les rumeurs importantes// et les envoie au service de tableau blanc
Algorithme 5.4 - Service de rumeur
Le principe de cet algorithme est de récupérer les rumeurs présentes sur le site, de les
analyser, de mettre à jour l’agent et enfin d’actualiser le service. L’analyse est à la charge du
développeur qui devra proposer une fonction Analyser permettant de vérifier la véracité des
informations.
L’algorithme se décompose en deux parties duales. La première consiste à récupérer toutes
les informations du site, à les analyser, puis à recevoir les rumeurs importantes pour terminer
par l’actualisation des données propres de l’agent.
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La deuxième partie de l’algorithme fait l’inverse en s’intéressant à la mise à jour du tableau.
L’agent sélectionne les informations estimées importantes, c’est toujours le concepteur qui défi-
nit le critère, et pour chacune d’elle il envoie un message au service de tableau blanc pour qu’il
les mette à jour dans sa base de données, l’agent accepte même l’écrasement des anciennes
rumeurs.
Il est intéressant de noter, pour terminer sur cet algorithme de rumeur, que nous avons
utilisé simplement la variable UnAmi correspondant au service tableau blanc, mais si nous
changeons le critère de recherche (CR) par «n’importe qui faisant des rumeurs», nous pouvons
appliquer cet algorithme aussi bien à des agents mobiles qu’à un tableau fixe.
5.5 Conclusion
Dans ce chapitre, nous avons présenté notre modèle d’agents mobiles coopérants composé
de la définition précise des agents et des services de base que doit offrir le système aux ap-
plications. Nous avons défini les agents comme une entité mobile, autonome et proactive qui
possède les caractéristiques suivantes :
- un identifiant unique
- un ensemble de propriétés propres
- une localisation précise
- un comportement générique sous le contrôle du système
- une description à partir d’un ensemble de comportements/transitions
Ensuite nous avons proposé un ensemble de services de base permettant aux agents de
posséder les éléments nécessaires à leur exécution, leur mobilité et leur communication. Nous
avons identifié les services suivants :
- service d’exécution
- service de migration
- service d’annuaire
- service de voisinage
- service de tableau blanc
Cet ensemble de services permet aux agents d’effectuer une visite complète sur un site,
allant de l’arrivée jusqu’à la migration, et de rendre possible la prise en compte des rencontres
grâce à l’utilisation de l’annuaire qui permet de connaître les partenaires présents et d’engager
les coopérations. Pour ces dernières, nous avons ensuite proposé un protocole de visite de base
qui garantit la continuité des phases de coopération et assure une politique de coopération
minimale laissant l’agent garder le contrôle de son évolution.
Ces comportements généraux de coopération nous permettent de proposer les bases de
toute coopération mais ne cherche pas à les limiter. En fait, nous souhaitons proposer un en-
semble de comportements fondamentaux que pourront utiliser les concepteurs, comme des
agents très coopérants en temps et/ou en volume ou comme des agents très peu coopérants.
Les développeurs pourront, selon leurs besoins, utiliser ces comportements par défaut ou en
créer d’autres s’ils estiment cela nécessaire. Nous en avons d’ailleurs présenté deux permettant
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de réaliser les algorithmes de rumeurs et le partage de tâche appliquée à la cartographie d’un
réseau.
Maintenant que nous possédons tous les éléments nécessaires pour réaliser nos applications
réparties à base d’agents mobiles, nous allons présenter dans le chapitre suivant plusieurs ser-
vices applicatifs en commençant par la réalisation de la couche d’ambiance à l’aide des agents
légers pour essayer de mesurer, cette fois-ci, la cohérence de l’approche choisie intégrant deux
niveau de mobilité.
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À partir de notre modèle d’agents mobiles coopérants décrit dans le chapitre 5, nous avons
réalisé un simulateur en Java, détaillé dans l’annexe A, respectant tous les éléments de base de
l’environnement où évoluent les agents. Le but de ce simulateur est de tester notre modèle en
mettant en place la double mobilité, décrite dans le chapitre 3, avec l’ensemble des problèmes
liés au dynamisme du contexte.
À partir de ce simulateur, nous avons mené un ensemble d’évaluations afin d’expérimenter
les solutions que nous avons proposées dans le chapitre 4. En partant de l’étude des résultats,
nous allons déterminer l’intérêt de la nouvelle conception des applications réparties, que nous
avons proposée, dans les environnements dynamiques à large échelle. Rappelons que cette
méthode, basée sur l’utilisation de deux grands types d’agents, doit permettre d’optimiser les
déplacements des agents dans un contexte fortement dynamique en proposant une couche
d’ambiance réalisée à partir d’un service de localisation. Cette étude, qui constitue la première
partie de ce chapitre, porte sur le service de localisation et un service d’équilibrage de charge
Dans une seconde partie, nous présentons deux exemples d’applications se basant sur notre
modèle de conception et utilisant la couche d’ambiance. Pour commencer, nous nous intéres-
sons à transposer la programmation par composants dans les environnements dynamiques.
Ensuite, nous proposons de transformer une application orientée client, classiquement centra-
lisée, pour qu’elle puisse prendre en compte les unités mobiles. Nous prenons comme exemple
une application de gestion de données personnelles en nous focalisant sur l’organisation de
rendez-vous.
6.1 Service de localisation
Nous avons vu dans le chapitre 2 que les agents disposent de deux méthodes de coopé-
ration, une directe et une indirecte. Dans le modèle présenté dans le chapitre 5, nous avons
indiqué que ces deux méthodes sont réalisables lors de la visite d’un agent. La méthode in-
directe utilise le service de tableau blanc où un agent peut trouver/déposer des informations
et la méthode directe est mise en œuvre grâce à l’utilisation du service d’annuaire local qui
permet de mettre en place un schéma de type client serveur entre deux agents. Le service de
localisation utilise la coopération indirecte.
La localisation des agents nécessite de rappeler ou de préciser les différentes hypothèses
faites sur le réseau dynamique. Nous définissons les propriétés minimales suivantes :
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- Tout site s possède un voisinage ns constitué de l’ensemble des sites
qui sont directement accessibles depuis s. Un site dont le voisinage est
vide est momentanément isolé (il peut néanmoins rester actif).
- Le mouvement d’un site revient à modifier son voisinage.
- Tout site ne reste pas indéfiniment isolé.
- Il existe des agents dont la mobilité est beaucoup plus importante que
celle des sites.
Pour réaliser le service il est nécessaire de nous appuyer sur un ensemble de principes de
base. Pour commencer, nous utilisons simultanément des traces dites de visite et des traces
dites de voisinage. Nous en donnons la définitions lors de la présentation de la stratégie de
migration. Ensuite, nous imposons à tout agent de l’environnement de participer implicite-
ment à une partie de la fonction de localisation, i.e nous intégrons aux agents un ensemble
d’instructions à exécuter avant toute migration, même à ceux ne faisant pas partie du service
de localisation. Puis, nous définissons un ensemble d’agents légers dédiés spécifiquement à la
fonction de localisation. Enfin, les agents coopèrent de façon indirecte via le service de tableau
blanc des sites visités.
Pour mettre en place ces principes, nous avons besoin de définir le service de localisation
sur une base de données locale stockant les traces, sur le service d’annuaire d’agents locaux et
sur une stratégie de migration adaptée. Une des caractéristiques de l’approche est de combiner
à la fois les fonctions de localisation et de rencontre des agents
6.1.1 La stratégie de migration adaptative
Une stratégie de migration adaptative est un méthode permettant de guider un agent lors
de ses phases de migration. Elle s’apparente à un routage classique, excepté que les conditions
de routage sont à un niveau purement applicatif. Son objectif est de minimiser le nombre de
sauts réalisés par l’agent pour atteindre un partenaire particulier appelé agent cible. Deux ap-
proches sont possibles pour ce type de routage : soit réactive lorsqu’un chemin est construit à
la demande, soit proactive lorsque le protocole met à jour de façon continue les informations
de routage [BDDN01].
Notre modèle de schéma de migration est basé sur la coopération indirecte en exploitant
la notion de trace d’agents mobiles. L’idée de ce mécanisme de coordination est inspirée de
la théorie de la stigmergie, développée par le biologiste Grassé [Gra59] au sujet d’une colonie
de fourmis. Les fourmis ne communiquent pas directement entre elles ; les échanges d’infor-
mations passent par une modification de l’environnement pour réaliser des tâches complexes
comme la répartition de charge [BDGO03].
En utilisant la coopération indirecte, les agents ne coopèrent pas directement entre eux afin
de trouver leurs partenaires cibles. Ils profitent des traces laissées par les autres agents sur les
sites visités. En utilisant cette méthode, nous garantissons l’indépendance des agents néces-
saire à la prise en compte de la double mobilité (cf section 4.3) grâce à la garantie de la totale
autonomie de chaque agent.
Une trace est une information laissée par un agent, sur un site visité, en vue d’aider un autre
agent à retrouver sa cible plus rapidement. Cette information peut être soit la direction à suivre
par un agent pour atteindre sa cible, soit les agents rencontrés lors des récentes visites d’agents
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tiers, soit un endroit spécifique où l’agent cible a été aperçu ou encore toute autre information
similaire.
Pour le service de localisation nous identifions deux types de trace. Le premier concerne
la nouvelle direction de migration d’un agent, ce que nous désignons par trace de visite.
Lorsqu’un agent termine la visite d’un site et qu’il s’apprête à migrer, il laisse la trace
du site destination où il va entamer sa prochaine visite. Ceci constitue l’équivalent d’un
lien de poursuite pour le routage de messages. Cette trace constitue la participation mi-
nimale, et obligatoire, que se doit d’acquitter chaque agent auprès du service de localisa-
tion. Pour cela, nous intégrons à la méthode Terminer() de tout agent, l’appel à la fonc-
tion ou.aiguilleur.Enregistrer(<this>,<vide>,dest) permettant d’enregistrer pour
l’agent en fin de visite (this ) la trace de sa destination immédiate (dest ).
Le deuxième type de trace concerne la direction où un agent a été «aperçu». Ce type de
trace peut être assimilé à la propagation de rumeurs [D+87]. Nous désignons ce type de trace
par trace de voisinage. Les traces de voisinage fournissent la localisation des agents récemment
rencontrés par tout agent visiteur d’un site. Il ne s’agit pas forcément des agents rencontrés
dans le voisinage immédiat. Plus précisément, pour un agent visiteur Av, un site Sa est dit
dans le voisinage de niveau p d’un site Sb, si le chemin parcouru par Av du site Sa au site Sb est
de longueur égale à p. Cette longueur s’exprimant en nombre de migrations, p = 3 implique
que trois migrations sont nécessaires à l’agent Av pour aller du site Sa au site Sb. Pour un siteSa donné, la trace de voisinage de niveau p, désigne l’ensemble des agents rencontrés dans le
voisinage de niveau p de A.
Pour une trace de voisinage de niveau p, un agent se déplace avec une copie de la liste
des ensembles d’agents ARp; ARp 1; : : : ; AR1 qu’il a rencontrés sur chacun des p derniers sites
visités. Après chaque migration, l’information transportée est enregistrée sur le site d’arrivée et
mise à jour par décalage des éléments de la liste : ARp est oubliée et AR1 mémorise les agents
présents sur le site courant. Soit ARpi l’ensemble des agents rencontrés dans le voisinage de
niveau p du site i, alors Ti = fSk=pk=1ARki g représente la trace de voisinage enregistrée sur le sitei par l’agent en cours de visite.
Les traces de visite et de voisinage sont dans la même base de données de traces gérée
par le service de tableau blanc. Ainsi, à tout instant, un agent trouve au plus une seule trace
sur un site donné, le principe retenu étant celui de la trace de visite ou de voisinage la plus
récemment enregistrée sur le site en fonction du niveau p. Il aurait été plus précis de dater les
traces, mais cela engendre le problème de la gestion d’un temps global, problème bien connu
dans des environnements distribués. Cet aspect sort du cadre de ce travail, mais nous verrons
lors de l’étude des simulations qu’il a un effet non négligeable pour l’efficacité du service de
localisation.
À cause de la mobilité physique des sites, une trace peut être obsolète si elle pointe un site
qui n’est plus voisin du site courant. Pour avoir une base de données de traces plus cohérente,
le service de localisation interroge régulièrement le service de voisinage, qui donne les éléments
atteignables dans le voisinage d’un site, et peut donc vérifier la validité d’une trace lors de leur
usage. Notons qu’il ne s’agit pas uniquement des traces de niveau p = 1 mais bien de toute
trace indiquant un itinéraire qui ne peut être atteint depuis le site.
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6.1.2 Interface du service de localisation
Pour offrir aux agents un accès homogène et direct au service de localisation présent sur
chaque site, nous définissons la référence unique ou.aiguilleur correspondant à l’interface
du service. La première primitive composant cette interface concerne la base locale de traces de
visite.
Liste ou.aiguilleur.Enregistrer( Liste<AgentId> agentsVoisins,Liste rumeursSite origine)
Cette fonction permet de mettre à jour la base locale de traces grâce à la listeagentsVoisins correspondant à l’ensemble des agents présents sur le site origine , celui
de la précédente visite, et aussi grâce à la liste rumeurs correspondant aux autres agents ren-
contrés durant les précédents déplacements. La fonction renvoyant une liste de rumeurs mises
à jour.
Notons que pour la gestion de la base de données de traces, le service de localisation utilise
le service de tableau blanc et que, pour obtenir l’ensemble des agents présents sur le site, il
s’adresse au service d’annuaire.
Pour les agents réalisant le service de localisation, l’appel à la primitive Enregistrer est
intégrée directement à la méthode Arriver() d’un agent qui est utilisée à chaque nouvelle
visite. Pour permettre de stocker la liste retournée par la méthode Enregistrer qui corres-
pond à l’ensemble des agents présents sur le site de visite, nous avons besoins que les agents
disposent d’une primitive permettant de construire l’ensemble des traces à propager. Pour cela,
nous ajoutons une primitive à l’interface des agents participant intégralement à la localisation.
Elle sera aussi utilisée par la fonction Arriver() . Il s’agit de la primitive AjoutTraces()
unAgent.AjoutTraces(Liste agentsPresents)
Les agents gèrent donc une liste interne de traces qu’ils véhiculent avec eux et qu’ils pro-
pagent sur les sites visités. Maintenant que nous disposons des primitives permettant la pro-
pagation des traces, nous devons proposer aux agents un moyen de connaître la localisation
d’un partenaire. Pour cela nous utilisons une primitive du service d’annuaire et une primitive
propre au service de localisation.
La primitive du service d’annuaire utilisée est TrouverUnAmi(Chaîne CR) permettant de
trouver un agent sur le site. Ici le critère CR est l’identifiant de l’agent cible ce qui permet
de tester (et donc localiser) si le partenaire visé est bien présent sur le même site que l’agentdemandeur. Si cette primitive échoue, elle renvoie une référence null et l’agent demandeur va
alors consulter le service de localisation pour connaître les traces.
Agent ou.TrouverUnAmi(identifiantCible)
La seconde primitive, propre au service de localisation, est aiguilleur.Guidage() . Elle
permet de demander vers quel nœud, voisin du site de visite courant, un agent demandeur doit
migrer pour rencontrer un agent cible. La primitive ne renvoie que le site voisin vers lequel le
demandeur devramigrer pour tenter d’atteindre l’agent cible dont l’identifiant global est fourni
en paramètre. Le service de localisation ne donne pas directement la localisation de l’agent
cible mais simplement un début d’itinéraire à suivre. La primitive assure donc une fonction de
guidage vers l’agent cible.
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Site ou.aiguilleur.Guidage(String indentifiantCible)
Le service d’annuaire local, hébergé par chaque site du réseau, enregistre seulement les
agents présents sur le site à un instant donné. Tout agent arrivant sur un site et souhaitant se
faire connaître, s’enregistre dans l’annuaire local du site. Un agent qui cherche à rencontrer un
partenaire consulte donc l’annuaire local pour retrouver sa cible (appel à ou.TrouverUnAmi ).
Si celle-ci n’est pas présente, alors l’agent migre vers un autre site, possédant un autre an-
nuaire, suivant la stratégie de migration (guidage) mise en place par appel de la primitiveou.aiguilleur.Guidage . Le principal avantage de l’annuaire décentralisé proposé est que
les mises à jour et les consultations sont purement locales. Elles ne demandent aucune commu-
nication à distance, ce qui permet d’éviter les problèmes de rupture de communication due à la
double mobilité et permet de ne pas engendrer une surcharge supplémentaire dans un réseau
généralement avare en bande passante.
Quand un agent cherchant une cible entame une nouvelle visite, il adopte toujours le même
comportement lui permettant d’exploiter les traces grâce à l’interface décrite ici. Pour cela,
l’agent consulte l’annuaire local en utilisant la primitive Ou.TrouverUnAmi(cible) et si sa
cible est présente il obtient son identifiant permettant d’engager une coopération directe. Dans
le cas contraire où la cible n’est pas présente localement (retour le l’identifiant null ), l’agent
interroge le service de localisation pour obtenir la trace de sa cible en appelant la méthodeou.aiguilleur.Guidage(cible) . S’il existe une trace de la cible, l’agent choisit de migrer
vers le site fourni par la trace. La trace exploitée est consommée, effacée. Cette stratégie limite
le nombre de traces obsolètes.
Sans trace de la cible, l’agent doit alors choisir un nouveau schéma de migration, qui peut
être aléatoire, ou attendre qu’une trace soit disponible. Le risque de famine, si deux agents se
poursuivent, est minimisé dans la mesure où les traces de voisinage peuvent créer des raccour-
cis favorables au poursuivant. Les mises à jour et la consultation du service de localisation ne
demande pas de communication à distance, ceci permet de ne pas avoir d’impact majeur sur le
coût global de l’application et d’augmenter sa tolérance aux fautes en supprimant les risques
de rupture de communications distantes.
À tout instant, l’ensemble des annuaires locaux de chaque site indique la position effective
des agents dans le réseau. L’exploitation des traces des agents permet un guidage partiel vers
leur annuaire de localisation en combinant les traces de visite et de voisinage. Nous allons à
présent évaluer l’apport de la stratégie de localisation adaptative grâce à l’expérimentation qui
compose la section suivante.
6.1.3 Expérimentation et évaluation
Pour tester le service de localisation, nous avons utilisé le simulateur présenté dans l’annexe
A. Le but des simulations est d’évaluer la performance globale des rencontres entre agents et
de percevoir l’impact de la mobilité des sites sur la stratégie de routage choisie. Il faut noter
que la performance d’une application à base d’agents mobiles est déterminée en terme de coût
induit par la migration des agents.
La mobilité du réseau est simulée en modifiant périodiquement les voisins immédiats de
chaque site en gardant constant un nombre moyen de voisins à 6 (densité du réseau de 3). Le
principe de la simulation est de comptabiliser, d’une part l’ensemble des migrations effectuées
par les agents ffm(t) et d’autre part l’ensemble des rencontres réalisées par ces agents ffr(t),
ceci pour calculer la moyenne M(t) du nombre de migrations sur une durée donnée t. Cette
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FIG. 6.1 – Impact du mécanisme de routage par trace de visite et de voisinage
moyenne représente le nombre moyen de migrations effectuées par un agent pour faire une
rencontre, c’est-à-dire atteindre sa cible.
M(t) = ffm(t)ffr(t)
En fonction de la moyenne des migrations calculée suivant différents paramètres de simu-
lation, nous pourrons évaluer si le protocole proposé permet aux agents de se rencontrer plus
efficacement, c’est-à-dire avec moins de migrations par rencontre. En modifiant la rapidité de
mouvement des sites, nous pouvons, par ailleurs, mesurer l’impact de cette mobilité sur la
stratégie.
Avant de la détailler dans l’annexe A, notons que la plate-forme de simulation est compo-
sée, entre autres, des principaux services suivants :
- un service de supervision chargé de la supervision des rencontres entre
agents (comptage des migrations et des rencontres) et du contrôle de la
durée de la simulation.
- un service de gestion de la mobilité des sites chargé du changement de
voisinage des sites du réseau. Le nombre moyen de voisins immédiats
de chaque site est un paramètre de la simulation (ici, 6 voisins pour les
résultats présentés).
- un service de gestion des agents mobiles qui gère le cycle de vie des
agents, y compris leurs migrations.
Évaluation du service de localisation
Pour commencer nos expérimentations, nous avons évalué le service de localisation avec
uniquement des agents participant entièrement à la localisation et avec quatre schémas de
migrations différents pour faire une rencontre : migration aléatoire, migration guidée par les
traces de visite, migration guidée par les traces de voisinage et migration guidée par les traces
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FIG. 6.2 – Impact de la mobilité des sites sur la localisation des agents
combinées. Pour les traces de voisinage, nous nous sommes limités au voisinage de niveau 3,
les résultats étant sensiblement les mêmes lorsqu’on va au delà.
Dans chaque cas, nous faisons varier le nombre d’agents de 25 à 200 et le nombre de sites
de 25 à 200. La périodicité de changement de voisinage des sites et la durée de visite d’un
agent ont été d’autres critères de simulation en conservant cependant le même rapport entre
la mobilité des sites et celle des agents (agents 100 fois plus mobiles) et le nombre moyen de
voisins. Nous prenons comme référence, le schéma de migration aléatoire où l’agent se déplace
de façon aléatoire pour rencontrer sa cible. Nous comparons par la suite, l’effet de la migration
guidée à celui du déplacement aléatoire.
Les résultats obtenus sont présentés dans la figure 6.1. L’utilisation des traces de visite per-
met de diminuer la moyenne des migrations par rencontre (M(t)) de l’ordre de 40 %, surtout
dans le cas où le nombre de sites du réseau devient important. Pour 200 agents et 200 sites, la
moyenne dans le cas de migrations aléatoires est de 56 migrations. Cette moyenne baisse à 34
migrations lorsque l’on utilise seulement les traces de visite et à 42 lorsqu’on utilise seulement
les traces de voisinage. Chaque type de trace améliore (diminue) la moyenne de l’ordre de 25
%.
L’exploitation simultanée des deux types de traces augmente l’efficacité du guidage, puis-
qu’elle permet de doubler le nombre moyen de rencontres sur une période fixée. Dans le cas
d’une migration aléatoire, pour 200 agents et 200 sites, la moyenne M est 56 migrations pour
une rencontre, alors que pour les mêmes données, cette moyenne diminue jusqu’à 28 migra-
tions par rencontre quand on exploite les traces combinées.
La figure 6.2, montre que le nombre de rencontres diminue avec la mobilité du réseau ;
moins les sites bougent rapidement, plus le nombre de rencontres décroît. Mais cette mobilité
n’a pas d’impact majeur sur la moyenne M.
Ces résultats montrent que le service de localisation, couplé avec la migration guidée, amé-
liore la performance des agents mobiles en minimisant leurs déplacements. Les tests ont été
faits dans un environnement mono-processus Unix. Chaque agent étant représenté par un
thread, les simulations ne peuvent dépasser quelques centaines d’agents. Une extension ré-
partie permettrait des simulations à plus large échelle.
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Évaluation de la couche d’ambiance
La deuxième expérimentation que nous avons menée porte sur l’évaluation du service de
localisation en tant que couche d’ambiance. Celle-ci devant offrir une représentation plus stable
de l’environnement aux applications métiers réalisées avec des agents lourds. Pour évaluer
cette couche, nous avons réalisé trois types de simulations.
La première consiste à mettre en place des agents lourds sans aucun mécanisme de guidage
lors des phases de migration, ils se déplacent au hasard pour rencontrer leurs partenaires, nous
l’appelonsHasard. Pour la seconde, nous intégrons le service de migration directement dans les
agents lourds en utilisant la méthode de surcharge décrite dans la précédente expérimentation,
nous la notons Surcharge. Enfin pour la troisième simulation, les agents lourds participent au
minimum à la fonction de localisation, i.e par les traces de visite, en utilisant la stratégie de gui-
dage donnée par la couche d’ambiance qui réalise le service de localisation. Celui-ci est alors
construit sur un ensemble d’agents légers participant uniquement à la fonction de localisation,
nous notons cette méthode par le terme Ambiance. Notons que les agents légers s’occupent uni-
quement de propager les rumeurs, ils sont totalement indépendants et ne cherchent jamais à
engager de coopération directe. i.e ils utilisent uniquement le service de tableau blanc, ne s’en-
registrent jamais auprès du service d’annuaire (ils sont anonymes) et surtout n’appelle jamais
la primitive aiguilleur.Guidage() , évitant ainsi toute consommation inutile de traces afin
de les réserver aux agents lourds (applicatifs).
Pour ces trois simulations, nous avons défini le comportement générique d’un agent lourd
comme suit :
- D’abord, il choisit aléatoirement le partenaire avec lequel il souhaite
coopérer
- Ensuite, il interroge le service de migration afin de connaître la direc-
tion à suivre pour atteindre a cible
- Enfin, quand il arrive sur le site de son partenaire, il coopère avec lui
durant le temps minimal d’utilisation du service réalisé par le parte-
naire.
Notons qu’il existe une différence de comportement lors de l’appel au service de localisation
entre les méthodes Surcharge et Ambiance. Lorsqu’un agent demande un guidage et que celui-ci
ne peut lui être fourni, il effectuera alors une migration au hasard dans le cas de la Surcharge et
par contre, pour l’Ambiance, il attendra sur le site en cours tant qu’une trace de guidage ne lui
sera pas communiquée par le service de localisation.
Rappelons que le principe de la simulation est d’obtenir, sur une durée donnée t, le nombre
moyen de migrationsM(t) nécessaire à un agent pour atteindre sa cible à partir des migrations
effectuées ffm(t) et des rencontres réalisées ffr(t).
Les implémentations des méthodes de Surcharge et d’Ambiance sont comparées entre elles
et à la méthode Hasard selon les critères suivants :
- la surcharge du réseau, i.e le nombre moyen de migrations par ren-
contre
- la moyenne de rencontre, i.e le temps moyen nécessaire à la réalisation
d’une rencontre
- la stabilité, i.e la variation des moyennes en fonction de la taille du ré-
seau.
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FIG. 6.3 – Comparaison de la surcharge du réseau
Nous avons fixé un nombre moyen de voisins par site (à savoir 4) et nous avons considéré
les paramètres suivants : le nombre de sites, le nombre d’agents lourds et le nombre d’agents
légers intégrés au service de localisation. Le nombre de sites, i.e la taille du réseau, est compris
dans l’intervalle [100; 300]. Les simulations ont été réalisées avec 100 agents lourds et 15 agents
légers. La mobilité des agents légers étant fixé à 1000 fois plus fréquente que celle des sites
Sur la figure 6.3, nous voyons que les résultats montrent une amélioration des méthodes de
guidage, par rapport à la méthode au hasard, grâce à la diminution de l’utilisation du réseau
et ce, particulièrement, pour la méthode d’ambiance. En effet, le guidage de surcharge permet
déjà de diviser par deux le nombre de migrations nécessaires pour une rencontre et la méthode
d’ambiance, quant à elle, permet une division par cinq de ce nombre. L’utilisation de la couche
d’ambiance permet donc de réduire de manière significative le nombre de déplacements des
agents lourds.
Nous pouvons voir aussi que l’utilisation de la couche d’ambiance permet aux agents
lourds d’être quasiment insensibles à la taille du réseau. Ici, avec une taille du réseau passant
du simple au triple (100    300 nœuds), le nombre de migrations nécessaires pour rencontrer
un partenaire cible reste pratiquement stable alors que les deux autres méthodes font plus
que doubler leur nombre initial. Notons que le nombre moyen de migrations semble être très
proche du diamètre du réseau. Ceci nous permet de constater que la couche d’ambiance est
mieux adaptée aux environnements envisagés, i.e dynamiques et à large échelle physique, que
les autres méthodes de rencontres.
Durant nos expérimentations, nous avons aussi cherché à savoir si le nombre d’agents
lourds évoluant dans l’environnement pouvait avoir une influence sur l’efficacité de la couche
d’ambiance. Pour cela, nous avons réalisé une simulation en fixant la taille du réseau et le
nombre d’agents légers tout en faisant varier le nombre d’agents lourds. Cette variation per-
met de constater l’évolution de la moyenne de migrations par rencontre et donc l’influence du
nombre d’agents lourds dans l’environnement.
Les résultats obtenus, présentés sur la figure 6.4. montrent que le nombre d’agents lourds
présents dans l’environnement n’a pas une grande influence sur la moyenne des rencontres.
Elle reste quasiment stable à plus ou moins une migration. L’efficacité de la couche d’ambiance
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FIG. 6.4 – Influence du nombres d’agents lourds
restant constante, nous pouvons donc constater qu’elle s’adapte aussi aux changements dyna-
miques du nombre d’agents applicatifs présents dans l’environnement et par conséquent elle
s’accommode aussi d’une large échelle au niveau des agents applicatifs.
Évaluation du temps de réponse
Pour compléter les analyses réalisées sur l’utilisation du service de localisation en tant que
couche d’ambiance, nous nous sommes intéressés au temps moyen nécessaire à un agent pour
atteindre son partenaire cible. Nous avons donc mesuré la moyenne horaire de rencontres opé-
rées par les agents en fonction des trois approches pour la localisation. Les résultats sont pré-
sentés sur la figure 6.5.
Nous retrouvons sur ces trois courbes, une pour chaque méthode, l’évolution de la
moyenne horaire de rencontres, effectuées par les agents, en fonction de la taille du réseau.
Nous pouvons constater que la méthode de surcharge donne les meilleurs résultats. Nous pou-
vons l’expliquer par le choix fait pour le comportement des agents lourds lorsqu’ils interrogent
la couche d’ambiance pour obtenir la politique de guidage. En effet, dans le cas où aucune trace
ne peut-être fournie au demandeur, l’agent attend jusqu’au moment où le service de localisa-
tion soit en mesure de satisfaire sa requête, puis il entame enfin son déplacement. À l’inverse,
dans le cas de la surcharge, lorsque un demandeur ne peut récupérer une direction explicite, il
se déplace au hasard et ne perdra pas de temps dans une attente passive. Cette différence de
comportements explique une partie de l’écart entre les deux méthodes de guidage.
Mais pour bien évaluer le temps de réponse nécessaire de chaque approche, il faut mettre
en corrélation le tempsmoyen et le nombre de migrations nécessaires à un agent pour atteindre
son partenaire. Cette corrélation est exposée sur le tableau 6.1. Nous pouvons constater, pour
commencer, que l’utilisation de la méthode au hasard ne se justifie en aucun cas car elle de-
mande naturellement plus de migrations et plus de temps pour atteindre une cible.
Ensuite, nous voyons que la méthode de guidage par surcharge reste plus rapide pour trou-
ver un partenaire, mais nécessite quasiment le double de migrations par rapport à l’utilisation
de la couche d’ambiance. Nous avons expliqué une partie de cet écart de temps à cause des
114
6.1. Service de localisation
 0
 1000
 2000
 3000
 4000
 5000
 6000
 100  150  200  250  300
N
om
br
e 
m
oy
en
 d
e 
re
nc
on
tre
s 
pa
r h
eu
re
Taille du réseau
Ambiance
Surcharge
Hasard
FIG. 6.5 – Comparaison de la moyenne de rencontre
Implémentation Temps de réponse Surcharge réseau
Hasard 1.56 sec. 56 migrations
Surcharge 1 sec. 35 migrations
Ambiance 7.80 sec. 12 migrations
TAB. 6.1 – Temps moyen de rencontre et de migration
différences de comportements des agents lourds entre la méthode de surcharge et celle d’am-
biance. Un autre phénomène est aussi à prendre en compte, celui de la faible bande passante
disponible. Bien que nos simulations intègrent les temps de transmission entre deux sites, né-
cessaires lors de la réalisation d’une migration, la bande passante théorique dont nous dispo-
sons ici reste illimitée alors que cela n’est pas le cas dans la réalité. En effet, avec les limites de
la bande passante existantes dans les architectures hybrides, les temps de transmission pour-
ront s’accroître dans le cas d’un réseau surchargé et ainsi augmenter le temps de réponse final
si le nombre de migrations est important. Ce phénomène devrait réduire les écarts entre les
méthodes de guidage.
Mais même si cet écart devrait se réduire dans un environnement réel, cette différence va
demander aux concepteurs de bien identifier les besoins de leurs applications afin de savoir s’ils
devront minimiser les temps de réponse ou les migrations. Ils pourront ainsi choisir la méthode
de guidage à utiliser. En fait, le choix de la méthode guidage va correspondre avec celui portant
sur le type d’agents à utiliser, choix à faire lors de la conception. Le concepteur devra donc
définir des agents se déplaçant plutôt rapidement et fréquemment, se rapprochant ainsi des
agent légers, ou se déplaçant peu souvent et lentement, plus proches des agents lourds.
Évaluation de la configuration de la couche d’ambiance
Pour la dernière série d’expérimentations que nous avonsmenées sur la couche d’ambiance,
nous nous sommes intéressés au dimensionnement que doit avoir le service de localisation
par rapport à la taille du réseau. Le but est de trouver le rapport optimal afin d’obtenir le
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FIG. 6.6 – Adéquation de la couche d’ambiance
meilleur guidage possible pour les agents lourds. En fait, le service étant rendu par un ensemble
d’agents légers, nous cherchons le meilleur rapport entre le nombre d’agents légers composant
la couche de localisation et le nombre de sites constituant le réseau. Rappelons que le nombre
d’agents applicatifs présents dans l’environnement n’a pas d’effet sur l’efficacité de la couche
d’ambiance (fig 6.4) et qu’il constituera un paramètre constant fixé à 150 agents lourds pour
toutes les simulations.
Pour obtenir le rapport optimal, nous avons réalisé une série de simulations en faisant va-
rier deux paramètres et en récupérant deux types de résultats. Le premier paramètre variable
est la taille du réseau comprise dans un intervalle de [100 : 300] sites. Le deuxième est un
pourcentage d’agents légers en fonction du nombre de nœuds, nous l’avons fait varier entre2% et 10%. Pour les résultats, nous partons du même principe que les précédentes expérimen-
tations en nous basant sur une durée donnée t pour obtenir, d’une part, le nombre moyen de
migrationsM(t)9 et le nombre total de rencontres R(t), d’autre part.
Commençons par regarder les résultats des simulations pour la moyenne M(t) présentés
sur la figure 6.6. Étonnamment, nous pouvons constater qu’un grand nombre d’agents légers
n’est pas une garantie de performance pour la couche d’ambiance. Nous pouvons le voir sur
les deux types de variations. Premièrement si on considère la variation de la taille du réseau,
un faible pourcentage (2%) permet d’augmenter l’éfficacité de la couche d’ambiance quand
le nombre de sites augmente, alors qu’avec un pourcentage moyen (5%) elle reste stable et
qu’avec un fort pourcentage (10%) l’efficacité diminue nettement. Deuxièment si on considère
la variation du pourcentage, on constate qu’avec n’importe quel nombre de sites, l’augmenta-
tion du pourcentage d’agents fait diminuer l’efficacité du guidage. Pour 200 sites par exemple,
la moyenne de migrations par rencontre passe de 6 pour 2%, a 11 pour 10%.
9Rappel : M(t) s’obtient à partir des migrations effectuées ffm(t) et des rencontres réalisées ffr(t) nécessaires à
un agent pour atteindre sa cible
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FIG. 6.7 – Adéquation de la couche d’ambiance - suite
Nous pouvons expliquer cette perte d’efficacité lorsque le nombre d’agents légers augmente
par la présence de rumeurs redondantes. Nous avons vu que la véracité des rumeurs est gérée
à partir du nombre de migrations p permettant à un agent lourd d’atteindre sa cible. Ne dis-
posant pas d’une horloge système globale, nous considérons que la trace de voisinage la plus
récente correspond à celle dont le nombre p est le plus petit. Or si nous prenons deux traces(t1; t2) de niveaux (p1,p2) tel que p1 > p2 et que t1 soit plus récente que t2, le service de lo-
calisation va garder la trace t2 comme référence alors qu’il aurait fallu garder t1. En gardant
la mauvaise trace de voisinage, les agents lourds vont obtenir une politique de migration er-
ronée et augmenter le nombre de déplacements nécessaires pour atteindre un partenaire. Ce
phénomène est réduit avec un faible nombre d’agents légers mais va s’accroître si leur nombre
augmente. Ceci explique la perte d’efficacité constatée.
Passons maintenant aux résultats du nombre de rencontres R(t) présenté par la figure 6.7.
Logiquement, nous constatons qu’un grand nombre d’agents légers permet d’augmenter si-
gnificativement l’efficacité de la couche d’ambiance. Nous pouvons là aussi le voir sur les deux
types de variations. Premièrement en regardant le taux d’agents légers fixé à 2%, nous pou-
vons remarquer que le nombre de rencontres est approximativement divisé par un facteur 2:5
lorsque la taille du réseau est triplé, montrant ainsi qu’un faible taux d’agents ne permettra pas
d’obtenir une efficacité satisfaisante dans les environnements à large échelle. Il est intéressant
de noter que ce facteur de baisse se réduit avec un nombre plus élevé d’agents (avoisinant les2:2 pour un taux de 10%). Deuxièment si on regarde la taille du réseau fixée à 200 nœuds, on
constate que le nombre de rencontres est multiplié par 3:5 lorsque le taux d’agents légers passe
de 2% à 10%, ceci montre l’intérêt d’avoir une forte concentration d’agents légers. Notons que
ce facteurmultiplicateur garde à peu près le même ordre de grandeur lorsque la taille du réseau
change.
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Nous expliquons facilement le gain d’efficacité de la couche d’ambiance lorsqu’elle est com-
posée d’un grand nombre d’agents légers par une meilleure propagation des rumeurs. En effet,
lorsque les agents sont peu nombreux, les rumeurs auront du mal à être diffusées sur l’en-
semble du réseau, ce qui provoque de fréquents blocages des agents lourds ne pouvant récu-
pérer de politique de guidage. Avec un nombre plus conséquent d’agents, les rumeurs sont
plus largement répandues limitant ainsi les temps d’attente et donc permettant d’augmenter le
nombre de rencontres totales, i.e la rapidité des rencontres ciblées.
À partir de l’analyse de ces deux graphiques, nous pouvons conclure qu’il n’existe pas
de taille idéale pour la couche d’ambiance permettant à la fois de maximiser le nombre de
rencontres et de minimiser le nombre moyen de migrations. En effet, si nous raisonnons en
terme d’efficacité, d’un point de vue de la moyenne de migrations, il est intéressant de dimi-
nuer les nombres d’agents légers alors qu’il faut l’augmenter pour le nombre de rencontres.
Nous devons donc faire un compromis entre ces deux facteurs qui permet d’avoir un nombre
de rencontres satisfaisant et une moyenne de migration le plus proche possible de la stabi-
lité. En regardant les deux figures, nous pouvons voir que le taux répondant le mieux à ces
deux contraintes est aux alentours de 5%. Les resultats de ce taux indiquent une moyenne de
migrations oscillant à plus ou moins une migration, entre 7:5 et 9:5, et un nombre moyen de
rencontres aux alentours de 730.
Cependant, pour pouvoir garder ce taux constant, nous devons être capables de récupé-
rer dynamiquement des informations globales sur l’environnement. Dans notre cas il s’agit
du nombre de nœuds appartenant à l’architecture ainsi que le nombre d’agents composant la
couche d’ambiance. Nous étudions ce problème dans la section suivante (6.2) en l’appliquant
à la régulation de charge. Enfin, pour optimiser la régularisation du nombre d’agents de la
couche, il serait intéressant de disposer de mécanismes permettant de créer/détruire dynami-
quement des agents et surtout de contrôler l’évolution de la taille afin d’éviter des créations ou
des destructions inutiles voire interdites.
6.1.4 Conclusion
Les différentes expérimentations que nous avons menées avaient pour but d’évaluer le mo-
dèle d’agents mobiles coopérants, présenté dans le chapitre 5. Pour cela, nous avons réalisé
un service de localisation dans des environnements doublement mobiles, matériel et logiciel,
avec des configurations à large échelle. Nous avons vu dans le chapitre 4 que, pour pallier au
problème principal de reconfigurations constantes de ce type d’environnement, tant au niveau
matériel que logiciel, nous proposons une nouvelle méthode de conception des applications
réparties. Celle-ci repose sur un système autorisant uniquement des communications locales
entre paires d’agents, i.e les coopérations. La principale difficulté est donc de localiser et de
mettre en relation les partenaires d’une coopération. Notre méthode se base sur l’utilisation de
deux grands types d’agents, les lourds et les légers, ainsi que la mise en place d’une couche
d’ambiance, présentée dans le chapitre 3. Cette couche réalisée par les agents légers permet
de cacher une partie du dynamisme de l’environnement aux agents lourds. Nous avons donc
comparé cette approche avec deux autres méthodes afin étudier son efficacité.
Les différentes expérimentations réalisées viennent valider notre approche enmontrant que
l’utilisation de notre modèle permet d’augmenter l’efficacité des applications en diminuant le
nombre de migrations nécessaires à la réalisation de leurs tâches (fig. 6.1). Cette augmentation
se voit même accrue si le dynamisme physique est important (fig. 6.2). De plus, ce gain s’ob-
tient en gardant une indépendance entre les agents (fig. 6.4) et leur autonomie par rapport à
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la couche physique (fig. 6.3). Ceci représente deux critères fondamentaux pour résoudre les
problèmes liés à la double mobilité et au passage à large échelle (cf 4.3)
Avec lamise en place de notre approche grâce à l’utilisation des deux grands types d’agents,
nous obtenons une couche d’ambiance, réalisée par les agents légers, qui offre la possibilité
aux applications métiers, construites sur des agents lourds, de se soustraire à la gestion du
dynamisme de l’environnement et ainsi d’optimiser leurs déplacements qui leur garantit une
amélioration de performance.
Nous avions bien précisé lors de la description des deux grands types d’agents (cf section
3.3 p.71) qu’il ne s’agissait aucunement de donner des types figés mais simplement un réfé-
rentiel basé sur des critères de classification permettant de faciliter la conception. Il existe en
fait une continuité allant des agents légers jusqu’aux agents lourds pouvant être utilisée par
les concepteurs lors de la définition de leurs agents. Ainsi selon leurs besoins, ils pourront
maximiser le nombre de rencontres ou minimiser le nombre de migrations (cf fig 6.5).
Enfin, nous avons aussi expérimenté le dimensionnement de la couche d’ambiance afin
de trouver le nombre idéal d’agents légers permettant d’obtenir le meilleur rendement pos-
sible pour la couche d’ambiance. Nous avons vu (cf fig 6.6 et 6.7) que ce nombre idéal n’existe
pas, la couche devant s’adapter à l’environnement afin de garantir un rendement satisfaisant.
Pour cela, elle doit ajuster le nombre d’agents légers qui la composent en fonction de la taille
du réseau sous-jacent. Nous devons donc proposer des mécanismes permettant d’obtenir des
informations globales dans des environnements fortement dynamiques et gérées de manière
purement locale. C’est l’objet de la prochaine section.
6.2 Équilibrage de charge
Dans cette section, nous nous intéressons à la capacité des agents légers à collecter et ras-
sembler, sur des environnements dynamiques, des informations distribuées portant sur l’état
global du système. Pour cela nous allons utiliser une migration libre basée sur des déplace-
ments aléatoires. Ceux-ci sont largement utilisés dans les protocoles de recherche et de mainte-
nance des topologie des réseaux P2P [GMS04], dans la communication par groupe dans les ré-
seaux ad hoc [DSW02] et pour le routage dans les réseaux sans fil [BDDN01]. À titre d’exemple,
nous décrivons un algorithme se basant sur les agents légers pour évaluer la charge des nœuds
d’un réseau et pour opérer un équilibrage de charge.
Cet exemple d’équilibrage de charge permet de mettre en pratique plusieurs propriétés de
notre modèle pour le traitement de la double mobilité. Pour commencer les agents n’ont pas be-
soins de connaître les nœuds ni de construire eux-mêmes une représentation du réseau. Chaque
agent est totalement indépendant, il débute sans connaître le nombre d’agents de l’environne-
ment, sans connaître l’architecture du réseau et en réalisant uniquement des coopérations in-
directes. Ensuite, en paramétrant correctement leurs propriétés, les agents mobiles s’adaptent
efficacement aux changements du contexte global. Et finalement, l’indépendance des agents
permet une meilleure tolérance aux fautes tout en permettant de réaliser des coopérations avec
des partenaires rencontrés inopinément sur un site.
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6.2.1 Le problème de l’équilibrage de charge
Description du problème
Le problème de l’équilibrage de charge se pose lorsque l’on considère une application com-
posée de plusieurs éléments s’exécutant sur un réseau. Chaque élément peut-être actif, un pro-
cessus, ou passif, un fichier. Toute création d’un nouvel élément peut-être interne, lors de la
création d’un nouveau processus, ou externe, lors de la création d’un fichier. À tout instant,
un nouvel élément peut-être créé sur un nœud du réseau. La responsabilité de l’algorithme
d’équilibrage de charge est de répartir ces nouveaux éléments sur les nœuds accessibles avec
une faible charge.
Nous nous intéressons donc au cas de la répartition de charge qui est dit continue et dy-
namique dans lequel des éléments peuvent être générés à n’importe moment [SHK95]. Il est
évident que les éléments peuvent tout autant disparaître à n’importe quel moment. Il s’agit gé-
néralement de la fin d’un processus ou de la destruction d’un fichier. Ceci diminuant la charge
du site qui possédait l’élément disparu. Dans ce cas, la tâche de l’algorithme d’équilibrage de
charge est de garantir que des éléments sont déplacés depuis un ou plusieurs nœuds surchar-
gés vers ceux moins chargés.
Ce problème s’applique généralement dans des environnements où l’architecture du réseau
est la plus stable possible et où les nœuds sont tous identiques, comme dans les cas d’un cluster
par exemple. Dans ce contexte, lors de l’équilibrage les éléments sont déplacés sans qu’ils s’en
rendent compte et sans qu’ils en aient fait la demande. Nous appliquons ce principe à une
architecture plus dynamique, comme les grilles de calcul, où tous les éléments sont représentés
par des agents qui acceptent d’être déplacés par le gestionnaire d’équilibrage. Dans ce cas,
les sites peuvent eux aussi apparaître et disparaître au cours de l’exécution de l’équilibrage.
Rappelons que nous partons de l’hypothèse que tous les nœuds ne sont jamais indéfiniment
déconnectés.
Algorithme de base
La répartition de charge est réalisée à partir d’un service d’équilibrage composé d’au moins
un agent mais plus généralement d’un ensemble d’agents s’exécutant en parallèle. Ceux-ci par-
courent le réseau aléatoirement, allant de site en site, et pour chaque nœud visité, ils décident
de déplacer les éléments en trop sur les nœuds dont la charge est trop élevée. Cette décision
est basée sur la capacité des agents à percevoir la charge moyenne de l’ensemble des nœuds du
réseau.
La moyenne globale du réseau est définie comme le nombre total d’éléments divisé par le
nombre total de sites présents dans le réseau dynamique. Il est évident qu’il est impossible
pour un agent de connaître avec exactitude ces nombres, c’est pour cela qu’il devra calculer
approximativement cette moyenne de charge. Cette approximation est construite comme suit :
- Chaque agent gère une variable nbSauts qui est incrémentée de un
à chaque fois que l’agent se déplace d’un site vers un autre. Notons
que nbSauts n’est pas le compteur des différents sites rencontrés par
l’agent, mais bien le nombre de migrations totales réalisées, incluant
les déplacements vers des sites déjà visités.
- Chaque agent utilise aussi une variable moyenne pour compter le
nombre d’éléments semblant être présents sur le réseau. À chaque fois
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qu’un agent arrive sur un site, moyenne est (ré)évaluée en fonction du
nombre d’éléments présents sur le nœud.
Les agents déterminent approximativement la moyenne de charge en calculant une nou-
velle moyenne à partir de son approximation courante, du nombre d’éléments présents sur le
nœud courant (où.ComptElem ) et pondérée par le nombre de voisins (où.NbVoisins ) :
moyenne = (moyenne  nbSauts  ou:NbV oisins) + ou:ComptElem(nbSauts  ou:NbV oisins) + 1 :
Un agent commence ses déplacements aléatoires durant un minimum de P migrations
avant d’utiliser son approximation de la variable moyenne pour équilibrer la charge. Après
quoi, sur chaque site visité, il calcule l’approximation courante de moyenne . Ensuite, si le
nombre d’éléments présents localement sur le site est plus grand que moyenne , l’agent ré-
gulateur en visite envoie un ordre de migration à certain éléments. Ces éléments doivent alors
quitter le site en cours et migrer vers un site voisin. Dans notre cas, le choix du site se fait
au hasard. Nous décrivons le comportement d’un agent régulateur de charge par la définition
suivante :
Définition 6.1 (Comportement d’un Rg-agent) Nous définissons le comportement de base d’un Rg-
agent A visitant un site où par l’algorithme 6.5. La variable moyenne fait partie du contexte de l’agent
(A.moyenne). La variable ComptElem du site en cours de visite (où.ComptElem) contient le nombre
d’éléments présents localement.
quand arrive(Agent A) sur ou {A:moyenne = (A:moyenneA:nbSautsou:NbV oisins) + ou:ComptElem(A:nbSautsou:NbV oisins) + 1 ;A:nbSauts = A:nbSauts+ 1;if (A:nbSaut > P ) {-- Fin du parcours initialint d = ou:ComptElem  arrondi(A:moyenne);if (d > 0) { -- site surchargéordonner la migration de d éléments locaux}}}
Algorithme 6.5 - Comportement d’un Rg-agent
Propriétés de l’algorithme
Dans sa forme basique, l’algorithme 6.5 que nous venons de décrire comporte plusieurs
propriétés intéressantes :
Propriété d’équilibrage de charge Si le nœud du réseau est surchargé, i.e il
contient plus d’éléments que la charge moyenne actuelle, une des deux
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choses suivantes peut arriver : Soit la charge moyenne actuelle aug-
mente suffisamment pour que le nœud en question ne soit plus consi-
déré comme surchargé, soit un ou plusieurs éléments quittent le site,
que ce soit par une terminaison ou suite à un ordre de migration donné
par un Rg-agent.
Il est intéressant de noter qu’à la différence des autres algorithmes de
répartition [BFM98], notre approche ne requiert pas de connaissance
globale de l’environnement. En particulier, aucun agent ne connaît le
nombre de sites composant le réseau, ni précisément le nombre d’élé-
ments présents dans l’environnement.
Propriété de convergence Si le système atteint un point fixe, i.e un point où
plus aucun élément nouveau n’est créé, l’algorithme comporte une pro-
priété forte : il atteindra un état où aucun site ne contient plus d’élé-
ments que la moyenne de charge10. Cette propriété de convergence
[Dij74] n’a pas besoin que le réseau sous-jacent devienne statique, les
nœuds restent mobiles et peuvent rester complètement déconnectés
durant un laps de temps fini.
Propriété de tolérance aux fautes L’algorithme est résistant aux fautes par
nature[Lyu95]. La perte d’un Rg-agent peut être résolue en utilisant un
ensemble d’agents. Si un agent est perdu ou bloqué sur son site (décon-
necté) courant, les autres continuent la tâche de répartition de charge.
Tant qu’aumoins un agent survit, l’algorithme continue de fonctionner,
quoiqu’avec une évidente perte de performance.
Nous avons utilisé le simulateur, décrit dans l’annexe A, pour évaluer expérimentalement
ces différentes propriétés, en particulier les deux premières. De plus, les propriétés d’équili-
brage de charge et de convergence ont été vérifiées sur un réseau de taille réduite en utilisant
une description formelle écrite en TLA+ [Lam02].
6.2.2 Réactivité et coopération
L’algorithme de base que nous venons de présenter pour l’équilibrage de charge peut avoir
une bien meilleure efficacité en effectuant plusieurs raffinages. Dans cette section nous pré-
sentons deux de ces raffinages possibles. Il s’agit d’un ajustement réactif et de l’utilisation du
mécanisme de coopération directe.
Ajustement réactif
Si les agents s’occupant de l’équilibrage de charge calculent toujours leur approximation
de la charge moyenne en partant de leur état initial, une longue exécution va induire de lentes
mises à jour de cette moyenne. Cela vient de l’actuelle méthode de perception de la variation du
nombre d’éléments de l’environnement. En d’autres termes, la méthode actuelle de perception
devient de moins en moins pertinente pour permettre aux agents régulateurs de constater les
variations du nombre global d’éléments. Ce problème vient du fait que les nouvelles visites
10Dans le cas où la moyenne n’est pas un nombre entier, l’état stable est atteint quand aucun site ne contient plus
d’éléments que l’arrondi supérieur de la moyenne de charge. Notons que pour avoir cette propriété, la fonction
d’arrondi utilisée dans la description doit arrondir au nombre supérieur.
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de site ont un impact numérique de moins en moins important sur le calcul de la variablemoyenne .
Cette situation peut-être problématique si le nombre global d’éléments de l’environnement
vient à changer brusquement. Par exemple, imaginons une situation où le nombre total d’élé-
ments est resté relativement stable pendant une longue période et que l’environnement enre-
gistre de brusques, rapides et nombreuses créations d’éléments. Dans la version de base de
l’algorithme, les agents régulateurs s’exécutant depuis un certain temps vont être particulière-
ment lents à déplacer les éléments des nœuds surchargés. Cet inconvénient peut être éliminé
en laissant les agents percevoir l’instabilité de l’environnement grâce à l’utilisation d’un calcul
d’écart type. Nous définissons l’écart type de la manière suivante :
et =
sPi=Ni=1 (ComptElemi  M)2N
oùM est la moyenne de charge actuelle et N est le nombre actuel de sites (connectés) com-
posant le réseau.
Les agents ne peuvent cependant pas calculer exactement cet écart type car ils ne peuvent
ni récupérer la charge moyenne globale, ni connaître le nombre total de nœuds. Par contre, ils
peuvent utiliser la même approche que celle servant à calculer la chargemoyenne et obtenir des
approximations successives de l’écart type. On obtient alors l’écart type décrit par la définition
suivante :
Définition 6.2 (Écart type approché) Nous définissons l’écart type «approché» à partir de la formule
suivante, où moyenne est la valeur courant de la moyenne de charge calculée par l’agent et d est une
taille de chemins prédéfinie.
et0 =
sPi=di=1(ComptElemi  moyenne)2N
Le comportement d’un Rg-agent est donc le suivant : Si la différence entre deux valeurs
successives de l’approximation de l’écart type et0 est plus grande qu’une limite choisie, l’agent
réinitialise sa variable courante nbSauts à une faible valeur. Cette mise à jour permet d’aug-
menter la réactivité de l’algorithme en donnant à une sous-séquence de visites plus de poids
dans le calcul de l’approximation de la charge moyenne .
Coopération
Nous avons vu lors de la présentation de notre modèle d’agents mobiles coopérants (cf
chapitre 5), que les agents peuvent évoluer indépendamment les uns des autres tout en enga-
geant des phases de dialogue avec les partenaires qu’ils rencontrent à l’improviste au cours de
leurs déplacements. Dans l’équilibrage de charge que nous étudions ici, nous pouvons mettre
à profit la coopération pour affiner, à chaque étape de migration, l’approximation de la charge
moyenne avec celles transportées par les partenaires présents et rencontrés sur les sites visités.
Avant de regarder en détails la manière de raffiner l’algorithme d’équilibrage en intégrant
la coopération, rappelons sommairement son mécanisme de fonctionnement. Celui-ci se base
sur une méthode de type Client/serveur et utilise le service d’annuaire local. Quand un agent
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Paramètres du réseau
Nombre de nœuds 50
Moyenne de voisins par nœud 4
Paramètres des agents
Durée moyenne de transfert 50 s
Durée moyenne de visite 0.5 sec.
TAB. 6.2 – Paramètres de simulation
commence une visite sur un site, il s’enregistre auprès du service d’annuaire et il entre dans
l’état de coopération, comme le décrit l’automate de la figure 5.2 de la page 96. Dans cet état,
l’agent peut initialiser (et/ou accepter) de nouvelles coopérations avec les partenaires locaux
et utiliser (et/ou exécuter) les méthodes servant à la coopération. À tout instant, l’agent peut
décider de ne plus accepter de demande et refuser toute nouvelle coopération. Cependant,
il doit attendre que toutes les coopérations engagées soit terminées avant de sortir de l’état
coopérant et d’entamer un nouveau déplacement.
L’intégration de la coopération peut permettre d’augmenter l’efficacité de l’algorithme de
régulation. En effet, lorsque qu’un agent régulateur visite un site, il envoie une requête au
service d’annuaire local afin de savoir s’il y a sur le site d’autres agents participant à la fonction
de répartition de charge. Si tel est le cas, il entame une phase de coopération avec chaque agent
trouvé par le service d’annuaire. Cette coopération consiste à récupérer l’état courant des autres
agents et de mettre à jour l’approximation de la charge moyenne avec celle des autres agents.
Pour cela, l’agent régulateur recalcule sa variable moyenne de la façon suivante :
moyenne = Pi=pi=0(moyennei  nbSautsi)Pi=pi=0 nbSautsi
Où p est le nombre d’agents coopérant trouvés sur le site en cours, incluant l’agent initiant
la coopération.
La mise en place de cette phase de coopération permet de rassembler les résultats partiels
obtenus par chaque agent présent sur le site lors de leurs déplacements aléatoires réalisés sur
des parties différentes du réseau. La réunion de ces résultats permet d’affiner l’approximation
de la charge moyenne de l’ensemble du réseau.
6.2.3 Évaluation des performances
Pour évaluer notre algorithme d’équilibrage de charge, nous avons utilisé notre simulateur
en démarrant d’un état initial de l’environnement où les éléments sont répartis de manière
inégale. Ils sont concentrés sur une moitié du réseau afin de créer dès le départ un déséquilibre
de la charge. Nous avons défini un ensemble de paramètres communs à toutes les simulations
que nous exposons dans le tableau 6.2.
La figure 6.8 montre la première simulation que nous avons réalisée. Il s’agit ici d’évaluer
l’impact du dynamisme physique, i.e la fréquence de déplacement des nœuds, sur les perfor-
mances de notre algorithme de répartition en fonction du nombre d’agents régulateurs utilisés.
Pour cela, nous avons créé un environnement stable sur la taille du réseau (50 sites) et sur le
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FIG. 6.8 – Impact de la mobilité des nœuds
nombre d’éléments (150 entités). La mobilité des sites est spécifiée par un nombre moyen de
déplacements effectués en une heure. Pour chaque paramètre nous avons réalisé une vingtaine
de simulations. Les résultats recueillis montrent qu’une grande mobilité des sites permet de
diminuer la durée nécessaire pour obtenir un système équilibré et donc d’obtenir une aug-
mentation de l’efficacité de l’algorithme. De plus, nous pouvons noter qu’à partir d’un certain
dynamisme, l’augmentation de la mobilité des sites influence très faiblement les résultats. Dans
nos simulations, nous le constatons dès lors que les sites se déplacent en moyenne une fois par
minute (60 déplacements par seconde). Notons que les agents se déplacent 100 fois plus rapi-
dement que les sites.
Dans les expérimentations suivantes, représenté par les figures 6.9, 6.10 et 6.11, nous avons
simuler des brusques montées en charge du système afin de tester l’effet des différents raffi-
nages que nous avons proposés dans la section précédente. Pour cela, nous évaluons le temps
de réponse nécessaire aux agents régulateurs pour atteindre un système équilibré, i.e dans notre
cas un système où l’écart type est égal à zéro.
Pour commencer, nous avons comparé l’efficacité du mécanisme de réactivité avec l’algo-
rithme de base. Pour cela, nous avons évalué le temps nécessaire à 5 agents coopérants pour
équilibrer le système. Pour simuler la montée en charge, nous avons effectué 5 brusques séries
de créations de 40 éléments, successivement espacées de 3 minutes. Les résultats sont présen-
tés sur la figure 6.9. Nous pouvons constater que non seulement les montées en charge sont
plus rapidement absorbées avec le mécanisme de réactivité, mais qu’en plus l’algorithme de
base met largement plus de temps à équilibrer le système. Nous pouvons donc voir que le
mécanisme de réactivité permet d’accroître largement l’efficacité de l’algorithme de base
Ensuite nous avons évalué l’impact de la coopération sur la réactivité des agents. Pour cela
nous avons utilisé la même approche en créant successivement quatre séries de brusques créa-
tions de 50 éléments. Les séries étant provoquées demanière périodique. Nous avons donc éva-
lué l’efficacité apportée par la coopération en mettant en comparaison le temps d’équilibrage
nécessaire à un agent et celui de 5 agents coopérants. Les résultats de la figure 6.10 viennent
confirmer l’importance de la coopération. En effet, nous pouvons constater que la diminution
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du temps d’équilibrage est presque d’un facteur 5 et, de plus, que la réactivité est nettement
meilleure avec la coopération qui absorbe beaucoup plus vite les montées en charge.
Enfin pour bien confirmer que l’augmentation de l’efficacité de l’équilibrage est dû à la
coopération, nous avons réalisé une dernière simulation en comparant un équilibrage réalisé
par des agents indépendants avec une régulation réalisée par des agents coopérants. Pour cela,
nous avons repris la même configuration que la simulation précédente et nous avons fixé, dans
les deux cas, le nombre d’agents régulateurs à 5. La figure 6.11 montre que les agents indé-
pendants vont avoir un plus grand écart type que les coopérants et que le temps de réponse
nécessaire à l’équilibrage est là aussi plus faible lors de l’utilisation de la coopération.
6.2.4 Conclusion
À travers l’exemple de l’équilibrage de charge, nous venons de présenter un méthode ba-
sée sur notre modèle d’agents mobiles coopérant permettant d’obtenir un algorithme fiable et
réactif pour les environnements fortement dynamiques. Pour cela, nous nous reposons sur des
agents qui sont totalement indépendants les uns des autres, qui parcourent aléatoirement l’en-
vironnement et qui peuvent engager des coopérations s’ils rencontrent inopinément des par-
tenaires. Cet algorithme possède des propriétés intéressantes dont les deux principales sont la
continuité de la régulation malgré la double mobilité et l’existence d’un point fixe si le nombre
d’éléments se stabilise.
Nous pouvons mettre en avant que l’utilisation de notre modèle permet aux agents d’être
démarrés sans aucune connaissance de leur environnement, en particulier en ce qui concerne
le support physique. Ceci donne à notre approche des similitudes avec les algorithme auto-
stabilisants. En effet, les expérimentations montrent qu’un ensemble non-vide d’agents, ne
possédant aucune information initiale sur le contexte, est capable de calculer une information
globale tels que la moyenne de charge du réseau et l’écart type.
Cette manière de calculer une information globale peut facilement s’étendre à d’autres pa-
ramètres. Par exemple, en marquant un site et en calculant le nombre moyen de migrations
réalisées pour revenir sur ce site, un agent peut estimer la taille d’un réseau possédant une
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FIG. 6.12 – Composant classique
architecture dynamique11. En récupérant différentes sortes d’informations sur les sites du ré-
seau, les agents peuvent aussi réguler plus précisément l’activité du réseau, par exemple en
approximant la quantité globale de ressources disponibles (puissance processeur, espace de
stockage, etc.). Avec de telles approximations, les agents régulateurs peuvent même être uti-
lisés pour réaliser une stratégie de régulation à plus long terme : en fonction des ressources
globales disponibles, ils pourront accorder ou différer de nouvelles créations d’éléments.
Nous avons vu dans la section précédente, que la couche d’ambiance a besoin d’adapter
sa configuration en fonction du nombre de sites composant le réseau. Cette couche est réalisée
à l’aide d’un ensemble d’agents légers qui adoptent des déplacements aléatoires pour parcou-
rir l’environnement. La taille de cet ensemble devant correspondre à 5% de celle du réseau.
Nous pouvons donc utiliser notre méthode d’approximation d’informations globales pour es-
timer d’un côté le nombre de nœuds de l’environnement et d’un autre côté calculer le nombre
d’agents légers composant la couche d’ambiance. Avec ces deux approximations, nous pouvons
dynamiquement adapter la taille de la couche en créant ou détruisant des agents de localisation
et donc rester proche des 5% visés.
6.3 Service de composants
Nous avons présenté le service de localisation qui permet de réaliser la couche d’ambiance
et un mécanisme de calcul d’informations globales sur l’environnement permettant ainsi de
garantir une certain stabilité de l’efficacité de la couche. Dans cette section nous présentons
une première idée d’application métier reposant sur l’utilisation de la couche d’ambiance, il
s’agit d’un service de composants mobiles.
Nous avons vu qu’avec la double mobilité, une conception classique s’appuyant sur le mo-
dèle client/serveur est particulièrement difficile à mettre en œuvre dans des environnements
fortement dynamiques. Or, cette méthode est la plus largement utilisée dans les intergiciels à
composant tel Weaver [WMC04] ou CCM [Mis99]. C’est pourquoi, nous proposons une no-
tion de composant mobile qui vise à répondre à des besoins propres aux composants en terme
de souplesse de déploiement et d’adaptation dans un tel contexte dynamique. Pour cette ap-
proche nous allons utiliser notre modèle d’agents mobiles coopérants en faisant jouer aux
agents lourds le rôle de containers. La mobilité des composants est ainsi prise en charge par
la mobilité des agents.
11Avec la charge moyenne, ils peuvent même estimer le nombre total d’éléments dans l’environnement.
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FIG. 6.13 – Composants Mobile
Nous commençons par un rappel des propriétés des composants logiciels où nous abordons
en particulier le problème de la mobilité des composants. Nous proposons une architecture gé-
nérale pour un tel service de composants mobiles et abordons le problème de leur localisation
en corrélation avec l’utilisation de la couche d’ambiance. Pour terminer, nous illustrons l’usage
des composants mobiles, sous une forme simulée, dans une application de calcul parallèle in-
cluant la mise en œuvre d’une régulation de charge que nous avons déjà vu.
6.3.1 Architecture du modèle à composants mobiles
D’un point de vue architecture logicielle, une application est considérée comme une collec-
tion de composants logiciels indépendants interconnectés [MP00]. Un composant est vu comme
une boîte noire accessible au travers d’une interface et de protocoles associés. Créer une appli-
cation revient alors à assembler (connecter) différents composants et à définir leurs interactions
[RM00].
Pour pouvoir mettre en place un composant, on utilise une plate-forme qui prend en charge
l’interaction entre les composants ainsi que leur déploiement sur un ensemble de machines.
Ces serveurs d’accueil gèrent plusieurs containers, chacun encapsulant un ensemble de com-
posants. Pour des raisons d’efficacité et/ou de tolérance aux fautes, les containers peuvent être
dupliqués. Un container gère l’état de chaque composant qu’il encapsule, intercepte les appels
à ces composants et fait transiter les appels à distance par un bus logiciel. On peut voir ces
différents éléments sur la figure 6.12.
Dans les architectures hybrides, nous sommes face à des contextes de déploiement très hé-
térogènes qui demandent de posséder des outils d’administration et de supervision particuliers
[RB05]. Pour appliquer l’approche composant aux environnements dynamiques et pour en faci-
liter l’administration ainsi que la supervision, nous proposons de nous baser sur notre modèle
d’agents mobiles coopérants pour proposer une couche de service de composants mobiles. Une
telle approche consiste à faire jouer à des agents mobiles le rôle de containers de composants.
Ces agents containers mobiles (ACM) ont pour tâche d’intercepter les appels inter-composants.
Lorsqu’un composant C1 d’un container ACM1 appelle un composant C2 encapsulé dans un
autre container ACM2, l’agent container ACM1 doit alors identifier le composant cible (C2), le
localiser et se déplacer vers un(le) site sur lequel il existe un agent container (ACM2) qui gère
le composant appelé. Les deux containers coopèrent alors localement afin de réaliser l’appel de
méthode entre les deux composants. La figure 6.13 montre ce mécanisme.
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Intérêt de la mobilité des composants
En utilisant les agents mobile pour représenter les containers de composants, nous pouvons
obtenir les propriétés suivantes :
Contrôle de l’accès à un composant Le composant n’est accessible que sur les sites qu’il vi-
site. C’est à la fois une restriction par rapport au modèle classique de type RPC qui permet un
accès de n’importe où12, mais c’est aussi un moyen d’assurer des restrictions d’accès pour des
raisons de sécurité : les agents n’iront pas sur des sites peu sûrs et inversement, un site peut se
protéger des agents issus de sites suspects.
Adaptabilité Un des problèmes majeurs des plates-formes à composants est celui de l’adap-
tation : un composant doit pouvoir être adapté dynamiquement pour répondre à diverses
contraintes de caractère non fonctionnel (sécurité, qualité de service)[BCL+04] mais aussi aux
besoins de ses usagers.
La mobilité des composants facilite et enrichit les possibilités de déploiement et de reconfi-
guration dynamique : on peut spécifier diverses contraintes concernant le domaine sur lequel
le composant doit être déployé, le nombre de containers le gérant, éventuellement le schéma de
migration (au hasard, selon un chemin, à la demande d’autres agents containers). Le déploie-
ment du composant peut aussi évoluer dynamiquement en fonction des besoins, en fonction
de la charge, soit pour augmenter le parallélisme durant l’exécution, soit pour favoriser les
interactions locales par un placement optimal.
Coopération des agents containers Un aspect intéressant de cette approche est que les agents
containers, en gérant les composants qu’ils contiennent, peuvent coopérer pour s’adapter
aux contraintes logicielles et/ou physiques. On peut envisager que deux agents containers
échangent leurs composants pour permettre, par exemple, la migration plus rapide d’un des
deux agents : autrement dit, l’agent container se fait remplacer.
Conception du service
L’implantation des composants mobiles s’appuie donc sur notre modèle d’agents mobiles
coopérants (AMC) en faisant jouer aux agents le rôle de containers. Ces AMC encapsulent un
ensemble de composants et autorisent uniquement les interactions locales, lorsque les AMC
sont présents sur un même site
Comme pour les composants classiques, le déploiement et la localisation des composants
mobiles sont réalisés à partir de référentiels d’interface (interface repositories) et d’implan-
tations (implémentation repositories) à la CORBA [GGM99]. La figure 6.14 illustre cette ap-
proche. Une base d’interfaces de composants mobiles recense les composants connus. Un com-
posant mobile actif qui recherche un service peut consulter une telle base pour demander le
déploiement du composant recherché ou demander à un service de localisation un domaine de
sites sur lesquels il est susceptible de trouver ce type de composant.
Le déploiement d’un composant mobile fait appel à une base d’implantations de compo-
sants et à un paramétrage initial. Les paramètres spécifient le nombre initial d’instances, le
12À ceci près qu’il faut pouvoir alors communiquer entre le serveur et le client (sans déconnexion).
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FIG. 6.14 – Déploiement et localisation des composant
type de mobilité (réactive ou proactive) des ACM’s supports, les contraintes sur la mobilité
(restreinte à un sous-domaine ou un type de sites), etc. Des sites dédiés peuvent contenir de
telles bases et le déploiement se fait alors à partir de ces sites.
6.3.2 Utilisation de la couche d’ambiance
Nous venons de voir, que pour permettre l’utilisation du modèle de composants sur les en-
vironnements dynamiques, nous faisons réaliser la fonction de container à des agents mobiles.
Lors d’un appel de méthode par un composant, le container demande à la base d’interface si
le composant visé existe ou s’il faut le déployer. Si le composant cible existe déjà et qu’il est
géré par un autre container en cours d’évolution dans le contexte, l’AMC du demandeur devra
alors faire appel à la couche d’ambiance pour localiser le container de la cible et ainsi migrer
vers lui.
Si on regarde les AMC d’un peu plus près, nous pouvons constater qu’ils possèdent toutes
les caractéristiques des agents lourds, l’un des deux grands types d’agents que nous avons déjà
décrits (cf 3.3 p. 71). Pour commencer, les composants réalisent généralement des fonctions
métiers qui vont nécessiter de longues phases de calcul local et donc limiter la fréquente de
déplacement des containers. Ensuite, la gestion simultanée de plusieurs composants rend les
AMC volumineux et va leur imposer de longs temps de transmission. Nous avions vu que
toutes ces caractéristiques ne permettent pas aux agents lourds, et donc aux AMC, de s’adapter
facilement au dynamisme de l’environnement. De plus, la fonction propre de container doit
être la plus efficace possible et par conséquent ne doit pas être gênée par des fonctions relevant
du système.
C’est pour ces différentes raisons que les AMC vont utiliser la couche d’ambiance afin
d’avoir une représentation plus stable de leur environnement en déléguant la gestion du dyna-
misme aux agents légers et en se focalisant sur la fonction de container. Ainsi en fonction des
appels effectués par leurs composants internes, les AMC interrogent le service de localisation
pour trouver les containers cibles et peuvent choisir au mieux l’itinéraire à suivre.
6.3.3 Mise en place de la régulation
La gestion des composants constitue, en plus de l’utilisation de la couche d’ambiance, un
champ d’application pour la méthode de répartition de charges que nous avons vu dans la sec-
tion précédente. En effet, généralement, les composants cherchent uniquement à réaliser leur
tâche sans se soucier du site les exécutant. Ils acceptent totalement la répartition du moment
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qu’ils peuvent continuer leur calcul sans interruption notable. Pour réaliser cette répartition,
nous distinguons deux composants : un composant applicatif de calcul parallèle et un composant
régulateur qui contrôle dynamiquement le déploiement du composant de calcul.
Le déploiement du composant applicatif se fait en créant un agent container initial qui com-
mence le calcul. Celui-ci crée des agents containers qui, eux-mêmes, peuvent en créer d’autres
(calcul parallèle diffusant). Ces agents containers ne migrent pas d’eux-mêmes mais acceptent
de se déplacer à la demande. Le déploiement du composant régulateur se fait en créant un
ou plusieurs agents containers exécutant la régulation. Ces agents migrent au hasard. Les
instances de composants encapsulés dans les containers coopèrent selon le schéma classique
client-serveur, lorsque deux agents containers régulateurs se rencontrent. Ils interagissent aussi
avec les agents containers du composant de calcul en émettant vers ceux-ci des requêtes de mi-
gration.
Dans une telle application, le déploiement du composant de calcul peut se faire sur le site
dédié. Le container initial peut alors déclencher la création d’autres containers pour paralléliser
le calcul. Le composant régulateur est créé sous la forme d’un nombre fixé d’agents containers
(au moins un) en lui donnant l’identité du composant mobile de calcul qu’il doit superviser.
Grâce à un service de base offert par l’intergiciel de gestion des agents, un agent container
connaît le nombre d’agents containers de calcul présents sur un site qu’il visite. Par une visite
continue et aléatoire des sites, il totalise le nombre d’agents containers de calcul rencontrés et
en déduit une approximation de la moyenne par site. Grâce à cette moyenne, tout container
régulateur est alors en mesure de décider si des containers de calcul doivent être déplacés.
Ces requêtes de migration se font par interaction locale entre le container régulateur et les
containers de calculs présents sur le site.
6.3.4 Conclusion
Nous venons donc de présenter une première application métier qui utilise la couche d’am-
biance. Il s’agit de transposer le modèle de programmation par composants dans les environne-
ments dynamiques en définissant les containers comme des agents mobiles (AMC). Leur rôle
est alors de mettre en relation locale les composants afin de limiter les effets du dynamisme, en
particulier les ruptures de connexion lors de la communication à distance.
Pour permettre le rapprochement des composants, les AMC doivent être capables d’iden-
tifier et de localiser les composants œuvrant dans l’environnement. Pour cela, ils utilisent la
couche d’ambiance qui réalise pour eux la fonction de localisation. Ceci permet aux AMC de
déléguer une fonction système à la couche d’ambiance et de se concentrer sur leur fonction de
container. La couche d’ambiance permettant de garantir un nombre de migrations moyen pour
atteindre un élément cible, les AMC peuvent évaluer le meilleur chemin à suivre en fonction
des demandes émanant de leurs composants internes.
Pour permettre d’améliorer l’efficacité des containers et faciliter la gestion des composants,
nous avons aussi proposé de mettre en place le mécanisme de régulation à partir de l’ap-
proximation d’information globale. Ainsi, les containers pourront se déplacer pour équilibrer
la charge d’un site, mais aussi faire des échanges de composants afin d’équilibrer la gestion
interne des AMC.
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6.4 Agenda
La dernière partie de se chapitre porte sur une proposition d’application orientée client se
basant sur l’utilisation de la couche d’ambiance. Pour cela, nous allons utiliser notre modèle
d’agents mobile coopérants pour décrire une application distribuée qui permet de gérer des
informations personnelles (PIM) et d’entreprises et qui évolue dans un environnement dyna-
mique.
Ce genre d’application, type Outlook ou Evolution, permet de partager les données per-
sonnelles de l’ensemble des membres d’une entreprise. On nomme généralement par PIM les
informations concernant les carnets d’adresses, les agendas ou encore les e-mails. Ces applica-
tions possèdent habituellement un ensemble de fonctionnalités d’aide à la gestion de ces don-
nées. La fonction qui nous intéresse ici est la planification de réunion à partir de partenaires
identifiés appartenant au carnet d’adresses de l’entreprise. Cette planification suit un scénario
standard que nous souhaitons modifier à l’aide de notre modèle.
6.4.1 L’application classique
Dans la quasi totalité des cas, les applications PIM sont fondées sur un modèle fortement
centralisé où les informations sont stockées sur un serveur de référence. Les utilisateurs devant
alors s’y connecter pour déposer et/ou consulter leurs informations personnelles ou celles de
leurs collègues. Dans ce contexte, le scénario classique pour la réalisation d’une réunion est le
suivant :
1 - l’utilisateur se connecte au serveur central afin de récupérer les données
de l’ensemble des membres concernés13
2 - puis il consulte manuellement les différents agendas afin de trouver le
rendez-vous le mieux adapté ;
3 - ensuite il envoie une proposition à toutes les personnes concernées afin
qu’elles valident le rendez-vous.
4 - Enfin si tous les participants ont validés, la réunion est intégrée dans le
serveur central. Dans le cas contraire l’utilisateur recommence le scéna-
rio depuis l’étape 1.
Ce scénario est parfaitement adapté aux architectures où les utilisateurs utilisent unique-
ment des unité fixes pour la gestion de leurs agendas. Cependant l’émergence des unités mo-
biles, comme les PDA ou autres Smartphones, permet aux utilisateurs de transporter leurs
agendas aux cours de leurs différents déplacements. Cette possibilité va remettre en cause les
applications utilisant le scénario classique ci-dessus..
6.4.2 Utilisation de la mobilité
La première solution envisagée, pour offrir la mobilité aux utilisateurs, est de maintenir
en place cet algorithme en imposant des synchronisations avec le serveur central assez fré-
quentes pour maintenir une cohérence minimale. Cependant, ces synchronisations demandent
une utilisation régulière et volumineuse de la bande passante. Or cela ne peut s’associer avec
13une amélioration possible étant de récupérer les données semaine après semaine [GOP02]
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des réseaux asynchrones et à faible débit comme ceux utilisés avec les unités mobiles, comme
nous l’avons décrit dans la partie 1.1.3.
Pour apporter une solution à la prise en charge de la mobilité des utilisateurs, nous devons
repenser la manière d’envisager les applications de gestion de PIM. Dans le modèle centra-
lisé, les données de références sont stockées sur le serveur central et les unités en déplacement
possèdent une copie plus ou moins à jour de ces données de référence. Lorsqu’une modifica-
tion est apportée sur un des deux supports, une synchronisation est opérée et l’utilisateur doit
géré lui-même les conflits. Pour mieux prendre en compte la mobilité nous allons inverser cette
méthode de gestion des données personnelles. Ainsi, les données de référence sont à présent
celles véhiculées avec les unités mobiles et celles stockées sur le serveur de référence servent
uniquement de sauvegarde. Ceci correspond donc parfaitement à notre modèle qui considère
que les serveurs ne représentent qu’un service d’exécution et que les données sont dans les
agents mobiles. Ici, chaque agenda sera représenté par un agent se déplaçant avec son proprié-
taire, il pourra rester sur l’unité mobile lorsqu’elle est déplacée par l’utilisateur ou bien être
sur des machines différentes dans le cas où l’utilisateur ouvre des sessions différentes sur des
ordinateurs différents (domicile, travail, client ect.)..
Avec cette nouvelle référence qui est en mouvement, la création de rendez-vous va deman-
der d’aller chercher l’agenda des participants sur leur unité en déplacement. Pour cela, nous
proposons d’utiliser notre modèle d’agents mobiles qui permettra de prendre en compte la mo-
bilité par l’utilisation de la couche d’ambiance. Nous proposons donc un autre scénario pour
la planification de rendez-vous coopératif à l’aide d’agents mobiles :
1 - l’utilisateur informe l’application d’un ensemble de membres partici-
pants à la réunion et de règles pour son organisation, comme un inter-
valle de temps ;
2 - l’application crée un agent mobile avec l’ensemble des membres de la
réunion ;
3 - l’agent va chercher chacun des agendas concernés et va mettre en cor-
rélation les informations recueillies afin de trouver plusieurs solutions
pour la réunion ;
4 - l’agent retourne vers son créateur et lui soumet l’ensemble des propo-
sitions calculées ;
5 - l’utilisateur va ordonner les propositions et l’application va renvoyer
l’agent. Il pourra aussi éliminer certaines solutions si nécessaire
6 - l’agent propose à chaque participant l’ordonnancement du créateur
afin qu’il valide ses solutions préférées.
7 - l’agent revient à son créateur en lui indiquant toutes les validations des
participants.
8 - Le créateur choisit alors la date finale, il valide la réunion et envoie
l’agent informer tous les participants de la date choisie.
Durant l’exécution de l’application, les agents vont se déplacer pour trouver les agendas
désirés et seront amenés à rencontrer des homologues en cours d’exécution sur les sites. Cette
possibilité doit être mise à profit afin d’aider les agents dans leur tâche. Pour ce faire, nous
présentons maintenant un peu plus en détail la manière dont l’agent va trouver et récupérer
des informations concernant la tâche qu’il doit accomplir.
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L’agent créé possède au démarrage un ensemble de cartes de visites électroniques au for-
mat VCARD [DH98] permettant de savoir quel est l’identifiant de l’agent représentant l’agenda
du participant cible et quelle est sa localisation de référence, une sorte de port d’attache pour
nos unités naviguantes. Nous prenons comme hypothèse que chaque participant possède un
domaine originel, en d’autres termes que nous connaissons le minimum d’informations néces-
saires permettant d’améliorer la recherche de l’agenda en déplacement, en particulier retrouver
facilement la trace de visite si la couche d’ambiance ne peut la fournir directement.
6.4.3 Les coopérations utilisées
Pour l’organisation d’une réunion dans le cadre d’une application mobile, nous pouvons
identifier deux grandes sous-tâches : la localisation des agendas et la constitution de l’ensemble
des solutions envisageables. Nous allons mettre à profit la capacité de coopération des agents
mobile pour améliorer ces deux tâches.
Pour la localisation des représentants des agendas, l’agent réunion coopère avec le service
d’ambiance afin de trouver trace d’un des partenaires. Si la couche d’ambiance, peut fournir
une politique de guidage, l’agent réunion va alors se déplacer vers le partenaire correspondant.
Dans le cas contraire où aucune politique ne peut être fournie, l’agent réunion se déplace vers
un site le rapprochant du domaine originel d’un des partenaires. Pour cela, nous mettons des
agents fixes à l’entrée de ces domaines afin que la couche d’ambiance puisse fournir une desti-
nation par défaut. En fait, les agents réunions vont déléguer la tâche de localisation à la couche
d’ambiance et vont se concentrer sur la constitution de l’ensemble des solutions possibles.
Pour créer cet ensemble, l’agent réunion est créé avec un intervalle de dates défini lors de
son initialisation. Lorsque un agenda cible est trouvé, l’agent récupère les créneaux libres dans
l’intervalle et les ajoute à l’ensemble des solutions déjà récupérées. En fait, l’agent met en cor-
rélation les créneaux récupérés avec ceux qu’il transporte et va pouvoir éliminer les solutions
non valides. Le but de l’agent réunion est donc de converger le plus rapidement possible vers
un ensemble minimal de solutions. Pour cela, l’agent va prendre en compte les rencontres qu’il
peut faire durant ses déplacements avec d’autres organisateurs de réunion. Il va donc coopérer
directement avec eux pour échanger les informations véhiculées. Ici, il s’agit principalement de
récupérer les disponibilités des contacts recherchés et ainsi éviter de transporter des informa-
tions inutiles.
Prenons l’exemple d’un agent qui cherche à organiser une réunion pour monsieur X avec
un ensemble de contacts, comprenant monsieur Y, entre la semaine 23 et 24. Cet agent en ren-
contre un autre créé par monsieur Y qui transporte l’information que monsieur Y est occupé
pendant la semaine 23. L’agent de monsieur X peut alors ignorer toutes les informations des
autres contacts de la semaine 23. La coopération directe permet donc d’améliorer le calcul d’une
date de réunion en réduisant le nombre de solutions envisageables, et par conséquent le temps
des traitements locaux, mais aussi en diminuant le volume des informations transportées, per-
mettant d’accélérer les temps de transfert et donc la mobilité des agents.
En fait, nous avons étendu le mécanisme de rumeurs, utilisé pour la couche d’ambiance, au
niveau applicatif. En permettant les coopérations entre les agents « réunion», nous permettons
aux rumeurs de se propager à l’ensemble de l’application de PIM. Notons que pour encore
améliorer son efficacité, nous pouvons parfaitement envisager de faire des coopérations avec
d’autres agents appartenant à des applications utilisant l’agenda distribué. Par exemple, si un
participant X a planifié ses vacances pour un certain intervalle et qu’il crée un agent cher-
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chant un voyage, lors de la rencontre entre l’agent réunion et l’agent voyage, le créneau des
vacances pourra être éliminé pour l’organisation de la réunion. Nous pourrions aussi parfaite-
ment étendre ce phénomène en intégrant à tout agent l’algorithme de surcharge pour le niveau
applicatif. Ainsi tout agent de l’environnement serait vecteur d’informations pour les applica-
tions distribuées en cours d’exécution.
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Dans cette thèse, nous nous sommes intéressés aux environnements dynamiques à grande
échelle supportant la mobilité des sites. De tels environnements apparaissent à partir du mo-
ment où l’on étend Internet par des bornes d’accès (hotspot) et par la mise en place de sous-
réseaux autonomes décentralisés (ad’hoc). Un utilisateur nomade peut alors se déplacer avec
son unité mobile en changeant dynamiquement de sous-réseau autonome. Ces déplacements
physiques, couplés auxmorcelages des réseaux autonomes, apportent aux environnements une
mobilité matérielle qui impose un fort dynamisme physique ne pouvant être pris en compte par
les méthodes classiques de gestion de la répartiton.
Dans un tel contexte, nous avons tenté d’évaluer les propriétés propres des agents mobiles
qui semblent s’adapter aux environnements où le système n’offre qu’une gestion locale du
contexte. Par leur autonomie, leur adaptation et leur mobilité, les agents mobiles sont compa-
tibles avec la mobilité des sites. En effet, la plupart des expérimentations faites montrent que
les performances applicatives des agents mobiles, non seulement ne sont pas réduites par la
mobilité des sites, mais sont plutôt bien conservées, voire légèrement améliorées. Les premiers
résultats obtenus par des simulations confirment donc les potentialités des agents mobiles pour
développer les applications réparties dans des contextes de communication très dynamiques.
Cependant l’utilisation des agents mobiles apporte un second niveau de mobilité, i.e la mo-
bilité logicielle, qui pose un problème dès lors que l’on souhaite utiliser un service précis. Dans
le cas où le système gère uniquement son contexte local, cette double mobilité pose le pro-
blème de la détermination de la localisation de l’agent applicatif, réalisant le service, ainsi que
la détermination du chemin permettant de l’atteindre. Nous avons donc proposé un service
de localisation dont l’objectif est d’offrir une représentation de l’environnement proche de la
réalité. Ce service nous a permis de mettre en avant l’adéquation des agents mobiles coopé-
rants avec les environnements dynamiques à grande échelle. Nous avons donc expérimenté
la localisation des agents mobiles applicatifs grâce à un service réparti de nommage qui uti-
lise la propagation de rumeurs. Nous avons donc pu mettre en évidence quelques propriétés
intéressantes :
Tolérance aux fautes : la propagation des rumeurs par des agents dédiés
fournit une solution tolérante aux fautes : la disparition d’un ou plu-
sieurs agents peut être détectée et compensée par la création de nou-
veaux agents de façon simple. De plus, la disparition des sites n’affecte
pas le service de localisation.
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Performance : le nombre de migrations nécessaires pour qu’un agent trouve
le service (agent) cible est largement diminué par rapport à la mé-
thode de recherche classique. De plus, l’influence de la taille du réseau
étant relativement limitée, les résultats obtenus peuvent être considérés
comme satisfaisants.
Faible coût : lorsque l’on construit un service de localisation sur des agents
dédiés, leur nombre peut rester relativement faible par rapport à la
taille du réseau et au nombre de services à référencer. Cette propriété
permet de minimiser les coûts de traitement du service de localisation
et surtout permet de ne pas surcharger le réseau de communication qui
possède une faible bande passante dans les environnements sans fil.
Adaptation : En fonction des besoins de recherche des agents, le service de
localisation peut soit maximiser la rapidité de localisation du service
recherché, soit minimiser le nombre de migrations nécessaires pour at-
teindre le service cible. Cette propriété d’adaptation permet de confi-
gurer dynamiquement le service de localisation.
Grâce à la réalisation du service de localisation, nous avons montré que les agents mobiles
permettent d’obtenir un certain nombe de propriétés correspondant aux besoins des environ-
nements dynamiques à large échelle. En utilisant ce service, nous avons aussi étudié différentes
applications, comme un service de composants, qui permettent de transposer des méthodes de
conception classique dans des environnements dynamiques et, ce, avec un effort d’adaptation
limité.
Nous avons vu aussi qu’il était intéressant de distinguer plusieurs classes d’agents mo-
biles selon leur granularité de traitement, leurs propriétés de mobilité et de coopération. Ceci
a conduit à définir un modèle de calcul d’agents mobiles coopératifs susceptible d’être struc-
turé en couches hiérarchisées. Cette approche peut être mise en parallèle avec les couches de
processus (lourds et légers) dans les systèmes d’exploitation et constitue un premier pas vers
la définition de classes génériques d’agents mobiles.
Perspectives
En conclusion de notre étude, les agents mobiles apparaissent comme des entités de base
qui doivent être spécialisées, structurées et composées selon des règles génériques pour en fa-
ciliter l’usage, la programmation et les performances. Un parallèle peut être ici fait avec l’étude
du calcul réparti en terme de communication par messages.
Partant d’un modèle de calcul réparti événementiel fondé sur l’échange de messages, l’al-
gorithmique répartie classique , fondée sur l’hypothèse d’un réseau de communication prati-
quement stable, a cherché à concevoir des protocoles de communication de plus haut niveau
pour faciliter l’expression des algorithmes répartis. À titre d’exemple, on citera la notion de je-
ton circulant, de calcul diffusant, d’arbre de recouvrement, d’observation, de vague, de groupe,
etc
Les agents mobiles constituent à leur tour la brique élémentaire sur laquelle peut reposer
un calcul réparti. Pour en exploiter toute la richesse et en faciliter la programmation, la mise en
œuvre et l’exploitation, de nouvelles abstractions ou lois de composition doivent être élaborées
pour constituer une base algorithmique répartie centrée sur l’usage des agents mobiles. Nos
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travaux s’inscrivent dans cette démarche générale et constituent une première contribution.
Cependant, beaucoup reste à faire, en particulier :
- en terme de classes génériques d’agents mobiles caractérisées par des
propriétés de granularité, de mobilité, de coopération, de sécurité,
d’auto-stabilisation, de tolérance aux fautes, etc
- en terme de services de base nécessaires dans tout calcul d’agents mo-
biles : par exemple, service de désignation et localisation, service de
régulation, service de sécurité, etc
- en terme de lois de composition entre agents et/ou groupes d’agents
de façon à garantir par construction que l’assemblage de différentes
classes ou couches hiérarchisées d’agents reste cohérent.
- en terme de modèle de calcul générique fondé sur des agents mobiles.
De façon similaire à la notion de calcul diffusant, on peut par exemple
définir un calcul d’agents à mobilité aléatoire et coopérant uniquement
par rencontre sur un même site. Il s’agira alors d’étudier sous quelles
conditions un tel calcul peut atteindre un état stable (se terminer par
exemple) ou être auto-stabilisant.
Des travaux importants restent donc à faire pour exploiter correctement les possibilités of-
fertes par la technologie «agents mobiles à large échelle» dans le contexte de plus en plus
fréquemment répandu des réseaux de communication dynamiques.
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AUML : Agent UML
FIPA : Foundation for Intelligent Physical Agents
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Simulateur
A
Dans cette annexe nous présentons le simulateur que nous avons réalisé en Java. Son but est
de mettre en place les environnements distribués dynamiques et le modèle d’agents mobiles
coopérants que nous avons présentés dans ce documents. Grâce à la simulation du contexte,
nous pouvons tester notre modèle en faisant varier un certain nombres de critères pour obser-
ver les phénomènes exposés dans le chapitre décrivant les expérimentations.
Cette annexe comprend deux parties. La première porte sur les objectifs du simulateur, à
savoir l’environnement simulé, ses paramètres et sa généricité. La seconde porte sur la des-
cription effective du simulateur en commençant par le diagramme UML correspondant. Nous
regardons, ensuite, l’adéquation avec notre modèle d’agents mobiles coopérants et nous termi-
nons par l’exposé des principes de fonctionnement du simulateur.
A.1 Objectif du simulateur
A.1.1 L’environnement simulé
L’environnement simulé doit comporter la double mobilité, physique et logicielle, que
nous avons présentée dans le chapitre 3. Pour la mobilité physique, nous utilisons une classe
«Noeud » qui représente un site pouvant se déplacer. Chaque Noeud possède un ensemble de
voisins avec lesquels il peut communiquer directement. Cet ensemble peut être vide et nous
parlons alors de Noeud isolé. La mobilité physique est obtenue en modifiant cet ensemble de
voisins.
Notons que cette méthode correspond aux environnements hybrides dynamiques que nous
envisageons car, d’un point de vue des sites, la mobilité physique n’est pas considérée en terme
de localisation mais bien en fonction du voisinage accessible. Autrement dit, un site ne consi-
dère pas qu’il est en mouvement mais perçoit que son environnement local change dynami-
quement. Un site a donc bien la charge uniquement de son contexte local.
Pour ce qui est de la mobilité logicielle, nous définissons une classe «Agent » qui représente
un agent mobile. Chaque agent est rattaché à un Noeud lors de sa création. Pour obtenir la
migration d’un agent, on modifie directement le noeud de rattachement en choisissant un desNoeud appartenant à l’ensemble de voisins. Ainsi, la migration est bien effectuée entre deuxNoeud de l’environnement qui possèdent un lien de communication directe. Un agent ne peut
pas se déplacer entre deux sites qui ne sont pas voisins.
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D’un autre côté, l’environnement simulé doit garantir que toute communication entre
agents se fait localement et que toute communication distante est interdite, à l’exception du
service de migration. Pour cela, les agents peuvent communiquer uniquement avec les agents
ayant le même Noeud de rattachement, garantissant ainsi la communication purement locale.
Pour la migration, nous avons vu qu’il s’agit simplement d’un changement du Noeud de ratta-
chement. L’agent obtient un nouvel identifiant de Noeud grâce au service de migration décrit
dans le modèle.
A.1.2 Paramètres et généricité
Pour observer l’adéquation de notre modèle d’agent à différents types d’environnements,
notre simulateur dispose d’un ensemble de paramètres que nous présentons ici de manière
non-exhaustive. Ces paramètres sont d’ordre général, applicables aux nœuds ou propres aux
agents.
duree Il s’agit d’un paramètre général qui définit la durée globale de la simu-
lation. En faisant varier cette durée, nous pouvons chercher à savoir si
le système simulé finit par atteindre un état stable.
periodeMigrateur C’est une valeur temporelle qui permet de définir la pé-
riode de modification des ensembles de voisins des nœuds. Ce para-
mètre nous permet de simuler des environnements plus ou moins dy-
namiques au niveau physique en jouant sur fréquence de la modifica-
tion du contexte local de chaque nœud. Ainsi nous pouvons regarder à
quel degré de dynamisme physique notre modèle s’adapte le mieux.
maxVoisins Ce paramètre représente la nombre maximal de voisins d’un
nœud. En modifiant l’arité maximale des sites, nous pouvons simu-
ler un environnement plus ou moins connecté et ainsi observer si
notre modèle s’adapte à des environnements faiblement couplés ou au
contraire nécessite des contextes denses.
sejour Il s’agit de la durée maximale du temps de visite d’un agent. Chaque
agent entame une visite dont la durée est inférieure ou égale à sejour,
il s’agit d’un choix aléatoire. Ce paramètre nous permet de configurer
la fréquence de déplacement appartenant aux critères de classification
des agents (cf section 3.3 p. 71) et ainsi d’obtenir une première différen-
ciation entre les agents lourds et légers.
dureeMigration Cette valeur permet de définir le temps de transfert stan-
dard nécessaire à une migration. La migration se faisant entre voisins,
nous pouvons considérer que les performances de communication sont
équitables dans l’ensemble de l’environnement. Ainsi ce paramètre sert
à simuler différents volumes de données à transférer durant les mi-
grations et de configurer un deuxième critère de classification entre les
agents lourds et légers.
coopération Il s’agit d’un booléen qui permet de mettre en place le caractère
coopérant des agents mobiles afin de constater l’apport de la coopéra-
tion dans notre modèle.
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Le dernier élément que nous pouvons modifier sont les échelles matérielle et logicielle de
l’environnement simulé, à savoir le nombre de sites et d’agents. Pour cela, nous utilisons deux
fichiers de noms listeDesSites et listeDesUsagers correspondant respectivement aux
identifiants des noeuds et aux identifiants des agents. En remplissant plus oumoins ces fichiers,
nous pouvons simuler des environnements à différente échelle.
Pour ce qui est de la généricité, nous avons choisi de définir la classe Agent comme la classe
de base pour tout agent mobile dans le système. Cette classe est alors étendue en fonction des
comportements que l’on souhaite simuler. De plus, pour obtenir le modèle coopérant, nous
fournissons une interface de classe «Coopérant » comportant toutes les primitives définies
dans le protocole de coopération. Cette interface est implantée par la classe Agent .
A.1.3 L’observation
Pour l’observation des simulations, nous avons choisi d’utiliser un élément extérieur au
modèle, i.e qui n’est pas réalisé par les agents, afin de limiter les effets de l’observation sur
le comportement même des agents. Cette observation se focalise sur le nombre de migrations
nécessaire à un agent pour trouver un partenaire. Nous avons donc mis en place un service
classique d’abonnement/publication dont le but est de calculer le nombre total de rencontres
effectuées durant la simulation et la moyenne de migrations par rencontre. Nous nonmons ce
service Superviseur.
Pour réaliser cette observation, chaque agent est abonné au Superviseur lors de sa création
et va compter le nombre de migrations qui lui est nécessaire pour engager une coopération.
Pour cela, l’agent choisit un partenaire, puis compte le nombre de migrations qu’il effectue
pour l’atteindre. Lorsqu’il engage la coopération, il envoie un événement avec le nombre total
de migrations au superviseur. Celui incrémente alors le nombre global de migrations et met à
jour la moyenne globale de migration par rencontre.
Nous pouvons noter qu’au niveau des agents, l’observation se réalise par un maximum
de deux instructions par visite d’un site. Soit la coopération n’est pas réalisable, l’agent incré-
mente simplement son compteur de migration, soit il publie ce compteur au Superviseur et le
remet à zéro pour la prochaine coopération. Cette méthode nous permet de limiter les effets de
perturbation, dus à l’observation, sur le comportement général des agents.
A.2 Architecture et comportement du simulateur
A.2.1 Diagramme UML
Dans le diagramme UML de la figure A.1, nous retrouvons tous les éléments que nous
avons présentés précédemment, à savoir les classes Noeud et Agent , l’interface Coopérant
permettant de mettre en place le modèle et l’environnement dynamique. On retrouve aussi les
éléments nécessaires à l’observation, c’est à dire l’interface Observable implantée par Agent
et la classe Superviseur .
Nous pouvons aussi voir deux classes supplémentaires. Celle nommée Migrateur a la
charge de simuler le dynamisme physique. Pour cela, elle modifie de manière périodique, en
fonction du paramètre periodeMigrateur , le voisinage d’un des noeuds de l’environnement
en utilisant une méthode de classe de Noeud .
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FIG. A.1 – Diagramme UML du simulateur
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La classe Simulation , quant à elle, a la charge demettre en route la simulation proprement
dite. A partir des paramètres et des fichiers de noms que nous avons présentés, cette classe
met en place l’environnement en créant le superviseur, le migrateur, tous les noeuds et tous
les agents. Elle attend ensuite la terminaison de chacun de ces éléments pour mettre fin à la
simulation.
A.2.2 Correspondance avec le modèle
Pour correspondre avec notre modèle, nous devons trouver sur les noeuds les différents
services que nous avons décrits dans la section 5.3 (p 90). Nous allons reprendre ces différents
services en montrant par quelle méthode ils sont réalisés.
Service d’exécution
Dans notre simulateur, à proprement parlé, le service d’exécution n’est pas réalisé car il
n’y a pas nécessité d’arrêter et/ou de redémarrer les agents. En faisant le choix de simuler la
migration d’un agent par la modification de son nœud de rattachement, les agents suspendent
d’eux-mêmes leur activité durant la migration (en fonction de dureeMigration ) et entame
ensuite une nouvelle visite.
Service de voisinage
Dans le cadre de notre simulateur, nous avons intégré les possibilités offertes par le ser-
vice de voisinage dans le service de migration. Ce choix est motivé par une simplification du
développement.
Service de migration
Le service demigration est accessible par les deuxméthodes allerAilleurs et allerSur .allerAilleurs permet à un agent de migrer au hasard sur un des sites appartenant au voi-
sinage. C’est cette méthode qui prend en charge une partie des fonctionnalités du service de
voisinage. allerAilleurs permet à un agent de se déplacer vers un site cible. Ces deux fonc-
tions retournent le nouveau nœud de rattachement.
Les verdicts sont obtenus en vérifiant le nouveau nœud de rattachement retourné. S’il est
nul, cela veut dire que la demande de migration est irréalisable. S’il ne change pas, l’agent
n’a pas migrer et cela veut dire que le nœud est isolé (dans le cas de allerSur ). Et s’il est
différent, c’est que la migration est réalisée. Les cas liés aux pertes de connexion et aux échecs
de relance de l’agent au cours d’une migration, sont ici ignorés car nous faisons l’hypothèse
que la migration est atomique. Toute migration a réussit ou n’a pas lieu.
Service d’annuaire des agents locaux
Le service d’annuaire est réalisé par les quatre méthodes seFaireConnaître ,seFaireOublier , trouverUnAmi et quiEstLa . L’annuaire utilise l’identifiant de l’agent et
sa classe comme critère d’enregistrement et de recherche. Ainsi les trois premières méthodes
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FIG. A.2 – Fenêtre de visualisation de la simulation
correspondent à la description faite dans le modèle (à savoir enregistrement, retrait et consulta-
tion simple) et la méthode quiEstLa permet de retrouver une liste d’agents locaux enregistrés
et correspondant à un critère de recherche, dans notre cas la classe de l’agent.
Service de tableau blanc
Le service de tableau blanc n’a pas été intégralement intégré aux nœuds, mais simplement
à travers les deux méthodes enregistrer et quelChemin qui permettent de mettre en place
le protocole de propagation de rumeurs. Cette intégration partielle vient du fait que nous utili-
sons, pour le moment, uniquement le tableau blanc pour le protocole.
A.2.3 Déroulement d’une simulation
Suivi et analyse
Le déroulement d’une simulation s’effectue selon deux phases : une partie «suivi» et une
partie analyse. Pour la partie suivi, nous avons réalisé une fenêtre de visualisation qui permet
d’observer l’évolution du système simulé. Cette fenêtre, présentée sur la figure A.2, schématise
chaque nœud par un cercle et regroupe deux types d’informations.
La première information précise de la répartition des agents. Chaque cercle à une taille
variable en fonction du nombre d’agents hébergés par un site. Plus la taille est grande, plus le
nombre d’agents sur le site est important. Cette première information nous permet de contrôler
le déplacement des agents et de savoir si les agents se répartissent équitablement, ou non, dans
l’environnement.
La deuxième information est apportée par la couleur des cercles qui permet de connaître
grossièrement la taille de l’ensemble des voisins d’un site. Sur la figure on peut distinguer trois
couleurs : orange, marron et gris14. Les couleurs orange et marron permettent de savoir si un
site possède, respectivement, moins ou plus de voisins que la moyenne générale de voisinage
(calculée à partir de maxVoisins ). La couleur grise sert à identifier les sites isolés, i.e sans voi-
sin. Ces trois couleurs nous permettent de contrôler que l’environnement simulé est connecté
14Respectivement gris clair, gris foncé et noir à centre blanc dans le cas d’un lecture du document en noir et blanc
168
A.2. Architecture et comportement du simulateur
correctement (pas de couleur dominante) et qu’un site ne reste pas isolé jusqu’au terme de la
simulation.
Pour la partie analyse, lorsque la simulation est arrivée à son terme, le simulateur affiche
le nombre total de rencontres effectuées, la moyenne globale de migrations par rencontre ainsi
qu’un récapitulatif des paramètres définis (durée, coopération, etc.). A partir de ces deux élé-
ments, on met en comparaison les résultats avec ceux d’autres simulations afin d’analyser les
performances de notre modèle. Notons que nous avons défini un mode non-graphique (sans
fenêtre de visualisation) qui nous permet de récupérer directement les résultats de la simula-
tion.
Mode opératoire
Pour permettre une analyse de l’effet d’un paramètre à partir d’un nombre conséquent
de résultats, nous avons choisi de mettre en place un mode opératoire précis. Pour cela nous
avons réalisé différents scripts qui font varier un paramètre en fonction de critères précis. Pour
expliquer ce mode opératoire nous prenons l’exemple de l’étude de l’adéquation de la couche
d’ambiance.
Pour cette étude, nous souhaitions évaluer l’effet du pourcentage d’agents légers par rap-
port au nombre de sites sur l’efficacité de la couche d’ambiance. Pour cela nous avons donc
fixé le nombre d’agents lourds et un intervalle pour la taille du réseau. En parcourant l’inter-
valle selon un pas précis, nous avons lancé à chaque fois une série de simulations où la seule
différence était le nombre d’agents légers.
Pour cela, le script crée automatiquement les deux fichiers de configurationlisteDesSites et listeDesUsagers par rapport au nombre de sites et d’agents lourds.
Ensuite, il rajoute le nombre d’agents légers correspondant au pourcentage à évaluer, lance
une simulation en mode non-graphique avec les paramètres prédéfinis et stocke les résultats
obtenus dans un fichier.
Ce mode opératoire nous garantit de faire varier automatiquement un seul paramètre et
d’obtenir des résultats précis qui permettent une analyse significative des effets d’un paramètre
préalablement choisi.
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Agents Mobiles Coopérants pour les Environnements
Dynamiques
Résumé
A partir de l’étude de la mobilité dans les paradigmes de programmation pour les systèmes
distribués et des différents architectures réseaux, et principalement celles sans-fils, nous avons
pu identifier le problème de la gestion des unités mobiles (PDA, smartphone, ...) lorsque l’on
souhaite les intégrer dans Internet. Leurs déplacements introduisent un fort dynamisme maté-
riel qui ne permet plus d’utiliser les techniques classiques d’un internet et d’obtenir un système
gérant globalement la localisation de toutes les unités.
Cette absence de gestion globale remet en cause les méthodes classiques de conception fon-
dées sur un système offrant une représentation stable de l’environnements. Dans ce contexte,
nous avons étudié la conception basée sur les agents mobiles, programmes se déplaçant de site
en site de manière autonome, afin de démontrer leur utilité dans des environnements dyna-
miques à l’échelle d’Internet, et ce, en l’absence d’un système capable de gérer la localisation
globale.
Mots-clés: Agents Mobiles, systèmes répartis, réseaux ad hoc, autonomie, adaptabilité
Abstract
From the study of programming paradigms used in distributed systems and recent net-
work architectures, especially wireless ones, we distinguish the problem of mobile unit man-
agement (PDA, smartphone, ...) when they are involved in the Internet. Their mobility intro-
duces a high physical dynamism which leads to reconsider design patterns used in an intranet.
Such systems do not allow to provide a global view of the distribution.
This absence of global view implies to revisit classical design approaches based upon a sys-
tem supplying a stable context representation. Therefore, we have studied a design approach
based upon mobile agents, namely programs moving from site to site in an autonomous way.
We demonstrate their usefulness in such dynamic environments at large scale in the Internet,
in which there exits non global location service.
Keywords:Mobile agent, distributed systems, ad hoc networks, autonomy, adaptability

