We introduce a new scheme for molecular simulations, based on a many-body potential and interatomic forces generated by a deep neural network trained with ab initio data. We show that the proposed scheme, which we call Deep Potential Molecular Dynamics (DeePMD), provides an efficient and accurate protocol in a variety of systems, including bulk materials and molecules.
Recent progress has brought in hope that machine learning algorithms [4] [5] [6] 9, 17, [20] [21] [22] could lead to simulations with DFT accuracy at the cost of empirical potentials. In this context, two of the state-of-the-art methods for MD simulations, the Behler-Parrinello neural network (BPNN) 6 approach and the gradient-domain machine learning (GDML) scheme 9 , have shown promising results. However, BPNN requires extensive hand-crafted construction of empirical local symmetry functions, while GDML uses a global input feature, the Coulomb matrix, which is inherently non-scalable.
In this letter, we introduce a molecular dynamics simulation tool, which we call Deep Potential Molecular Dynamics (DeePMD), based on the recently developed Deep Potential method 12 .
We demonstrate that DeePMD is a framework capable of modeling the interatomic forces in a variety of systems, ranging from materials in condensed phase, such as liquid water and ice, to isolated organic molecules, such as benzene and aspirin. At the level of model building, DeePMD has no fitting functions other than the network model itself, and requires little human intervention. When DFT data are used to train the model, DeePMD approximates the DFT energy and forces very closely, with errors below chemical accuracy. The structural properties of the AIMD trajectories are reproduced extremely well even at some thermodynamic conditions different from those used for training. The extensive character of the energy is preserved in the DeePMD approach, where energy and forces are sums of local contributions. Thus, the method can be trained on small systems and then applied to large ones. Large-scale applications are further facilitated by the efficiency of the method, which has computational cost that scales linearly with system size.
The construction of the interatomic forces in DeePMD relies on two assumptions: (1) the total energy of the system is the sum of suitably represented "atomic energies", i.e. E "
i being the index of the atom, and (2) the "atomic energy" E i is fully determined by the coordinates of the i-th atom and its neighbors within a cut-off radius R c . These are reasonable assumptions for many condensed matter and molecular systems.
Similar to the procedure adopted in the Deep Potential method 12 , the "atomic energy", E i , is constructed in two steps. First, we set up a local coordinate frame for every atom and its neighbors inside R c 1 . This allows us to preserve the translational, rotational and permutational symmetries of the environment (Fig. 1) . The format adopted for the local coordinate information 1 Some flexibility can be used in the definition of the local frame of atom i. Usually we define it in terms of the two atoms closest to i, independently of their species. Exceptions to this rule are discussed in the SM. . Schematic plot of the neural network input for the environment of atom i. Atom j is a generic neighbor of atom i. pe x , e y , e z q is the local frame of atom i. e x is along the O-H bond. e z is perpendicular to the plane of the water molecule. e y is the cross product of e z and e x . px ij , y ij , z ij q are the Cartesian components of the vector R ij in this local frame. R ij is the length of R ij . The neural network input D ij may either contain the full radial and angular information of atom j, i.e. D ij " t1{R ij , x ij {R 2 ij , y ij {R 2 ij , z ij {R 2 ij u, or only the radial information, i.e. D ij " t1{R ij u. We first sort the neighbors of atom i according to their chemical species, e.g. oxygens first then hydrogens. Within each species we sort the atoms according to their inverse distance to atom i, i.e. 1{R ij .
is illustrated in this figure. The information is represented by sets of numbers (D ij ), which contain either radial data only, or both radial and angular data. The 1{R ij factor present in the D ij naturally reduces the weights of the particles that are more distant from atom i. In practice, this representation gives more accurate energies and forces along MD trajectories than representations without the 1{R ij factor. Additional details are given in the supplementary materials (SM).
Next, the D ij is standardized to constitute the input of a deep neural network (DNN) 11 , which returns E i as output (Fig. 2) . The DNN is a feed forward network, in which data flow from the input layer (D ij of atom i) to the output layer ("atomic energy" E i ), through multiple hidden layers. A hidden layer consists of several nodes that take the input data d in l from the previous layer and outputs data d out k to the next layer. We first apply a linear transformation on the input data, i.e.,d k " ř l w kl d in l`b k . The output data d out k are then obtained by acting with a non-linear function on thed k , i.e., d out k " ϕ`d k˘. We use the hyperbolic tangent for the non-linear function ϕ. This procedure is adopted for all the hidden layers. In the final step, going from the last hidden layer to the final "atomic energies" E i , only the linear transformation is applied. In all the reported examples, we use 5 hidden layers with decreasing number of nodes per layer, i.e., respectively, 240, 120, 60, 30, and 10 nodes, going from the innermost to the outermost layer.
The parameters w kl and b k of each layer are weights determined by training, via minimization of the following family of loss functions:
∆ , ∆F i and ∆ξ are differences between the DeePMD prediction and the training data. is the total energy divided by the number N of atoms, F i is the force on atom i, and ξ is the virial tensor Ξ divided by N . The virial tensor is defined as Ξ αβ "´1 2 ř i R iα F iβ , where the indices α and β indicate Cartesian components in the lab reference frame. In Eq. (9), p , p f and p ξ are tunable prefactors. In practice, we use the Adam method 15 to update the w kl and b k of each layer, with a learning rate that exponentially decays with the training step. Based on our experience, the training process is more efficient when the prefactors vary linearly with the learning rate, with p and p ξ increasing and p f decreasing. In other words, the relative magnitude of the prefactors varies during the training process. When one or two of the three terms, i.e., energy, forces, or virial, are absent from the training data, we set the corresponding prefactor(s) equal to zero. More details in the SM.
In order to test our method, we have applied DeePMD to two classes of systems, i.e., extended bulk systems and molecules, respectively. As a representative of the first class, we consider water, and use for training liquid configurations of a path-integral AIMD (PI-AIMD) simulation in the N P T emsemble, with pressure P = 1 bar and temperature T = 300 K. The variable simulation cell contains 64 H 2 O molecules with periodic boundary conditions. We adopt R c = 6.0Å and use the full radial and angular information for the 16 oxygens and 32 hydrogens closest to the atom at the origin, while retaining only radial information for all the other atoms within R c .
We test DeePMD on different liquid and crystalline configurations. In particular, we consider As representatives of the second class, we consider the organic molecules benzene, uracil, napthalene, aspirin, salicylic acid, malonaldehyde, ethanol, and toluene, for which classical AIMD trajectories with the PBE+TS functional 18,23 are publicly available 2 . Deep Tensor Neural Network (DTNN) 21 and Gradient Domain Machine Learning (GDML) 9 methods have been tested on these data sets and can serve as benchmarks. In these systems, we set R c large enough to include all the atoms, and use the full local radial and angular information in input.
More details in the SM.
In the following we discuss the performance of DeePMD results according to four criteria:
(i) generality of the model; (ii) accuracy of the energy, of the forces, and of the virial tensor;
(iii) faithfulness of the trajectories; (iv) scalability and computational cost.
Generality. Bulk and molecular systems exhibit very different levels of complexity. Our liquid water sample includes quantum fluctuations. The organic molecules differ in composition and size, and the corresponding data sets include large numbers of conformations. Yet DeePMD produces satisfactory results in all cases, using the same methodology, with the same number of hidden layers and nodes per layer, and the same optimization scheme for the loss function L.
Accuracy. We quantify the accuracy of energy, forces, and virial predictions in terms of the root mean square error (RMSE) in the case of water and ice (Tab. 1), and in terms of the It should also be stressed that in our approach the training cost is quite small, typically "3 hours for each one of the molecules, and "18 hours for bulk liquid water, on a Thinkpad P50 laptop computer with an Intel Core i7-6700HQ CPU.
A few issues require further investigation. First, in the current implementation there are small discontinuities in the potential energy surface, due to the sharp cutoff, the fixed number A possible way of including explicitly these effects in neural network models was discussed in
In summary, DeePMD is a new molecular simulation tool that can successfully address the dilemma of accuracy vs. cost that has confronted the molecular simulation community for a long time. It is general, scalable, and has accuracy comparable to that of the training data. With this tool, one can use highly accurate ab initio data on a relatively small system for training, and then apply the resulting DeePMD model to much larger systems. In the present implementation, the computational cost of DeePMD is somewhat larger than that of MD with empirical potentials but is several orders of magnitude smaller than that of ab initio simulations. 
A.2 Implementation of the method
The TensorFlow r1.0 software library (http://tensorflow.org/) is interfaced with our C++ codes for data training and for calculating the energy, the forces, and the virial.
A.2.1 network input data
We consider a system with N atoms. The global coordinates of the atoms, in the laboratory frame, are tR 1 , R 2 , . . . , R N u, where R i " tx i , y i , z i u for each i. The neighbors of atom i are denoted by N piq " tj : |R ij | ă R c u, where R ij " R i´Rj , and R c is the cut-off radius. We consider the neighbor list N piq to be sorted according to the scheme illustrated in Fig. 1 of this paper. In extended systems, the number of neighbors at different snapshots inside R c fluctuates.
Let N c be the largest fluctuating number of neighbors. The two atoms used to define the local frame of atom i are called the axis-atoms and are denoted by apiq P N piq and bpiq P N piq,
respectively. In general we use triplets of closest atoms, independently of their species, to define the local frame. Thus, in all the water cases, we use the three atoms belonging to a single molecule. We apply the same rule to the organic molecules, but in this case we exclude the hydrogen atoms in the definition of the axis-atoms.
Next, we define the rotation matrix RpR iapiq , R ibpifor the local frame of atom i,
where erxs " x ||x|| . In this local frame of reference, we obtain the new set of coordinates:
and we define R 1 ij " ||R 1 ij ||. Then the spacial information for j P N piq is
, full radial and angular information;
, radial information only.
Note that for j P N piq, D α ij is a function of the global coordinates of three or four atoms:
This formula is useful in the derivation of the formulae for the forces and the virial tensor given below.
The neural network uses a fixed input data size. Thus, when the size of N piq is smaller than N c , we temporarily set to zero the input nodes not used for storing the D α ij . The nodes set to zero are still labelled by D α ij .
The D α ij are then standardized to be the input data for the neural networks. In this procedure, the D α ij are grouped according to the different atomic species. Within each group we calculate the mean and standard deviation of each D α ij by averaging over the snapshots of the training sample and over all the atoms in the group. Then we shift the D α ij by their corresponding means, and divide them by their corresponding standard deviations. Because of the weight 1{R in the D α ij and because the unoccupied nodes are set to zero, some standard deviations are very small or even zero. This causes an ill-posed training process. Therefore, after the shifting operations, we divide by 0.01Å´1 the D α ij with standard deviation smaller than 0.01Å´1. To simplify the notation, we still use the same notation for the standardized D α ij .
A.2.2 the energy, the forces, and the virial tensor For atom i, the "atomic energy" is represented as
where N wpiq is the network that computes the atomic contribution to the total energy, and wpiq are the weights used to parametrize the network, which depend on the chemical species of atom i. Atoms of the same species have the same w.
The total potential energy is the sum of the E i . Thus the forces are
water, the training process undergoes 4000000 steps in total, and the learning rate is updated every 20000 steps. For molecules, the training process undergoes 8000000 steps in total, and the learning rate is updated every 40000 steps.
We remark that, for the prefactors, a proper linear evolution with the learning rate speeds up dramatically the training process. We define this process by:
p " p limit p1´r l r l0 q`p start p r l r l0 q,
in which p start is the prefactor at the beginning, and p limit is approximately the prefactor at the end. We define p start for the energy, the forces, and the virial as p estart , p f start , and p vstart , respectively. Similarly, we define p limit for the energy, the forces, and the virial as p elimit , p f limit , and p vlimit , respectively. In this paper, we use the following scheme:
' % p estart " 1, p elimit " 400; p f start " 1000, p f limit " 1,
for both water and molecules, and p vstart " 0, p vlimit " 0, for molecules.
The above scheme is based on the following considerations. Each snapshot of the AIMD trajectories provides 1 energy, 3N forces, and 6 independent virial tensor elements. The number of force components is much larger than the number of energy and virial tensor components.
Therefore, matching the forces at the very beginning of the training process makes the training efficient. As the training proceeds, increasing the prefactors of the energy and the virial tensor allows us to achieve a well balanced training in which the energy, the forces, and the virial are mutually consistent.
In the original Deep Potential paper 3 , only the energy was used to train the network, requiring in some cases the use of Batch Normalization techniques 4 to deal with issues of overfitting and training efficiency. Since adding the forces and/or the virial tensor provides a strong regularization of the network and makes training more efficient, Batch Normalization techniques are 0.0 1.0
