The purpose of the Big Data to Knowledge initiative is to develop methods for discovering new knowledge from large amounts of data. However, if the resulting knowledge is so large that it resists comprehension, referred to here as Big Knowledge (BK), how can it be used properly and creatively? We call this secondary challenge, Big Knowledge to Use. Without a high-level mental representation of the kinds of knowledge in a BK knowledgebase, effective or innovative use of the knowledge may be limited. We describe summarization and visualization techniques that capture the big picture of a BK knowledgebase, possibly created from Big Data. In this research, we distinguish between assertion BK and rule-based BK (rule BK) and demonstrate the usefulness of summarization and visualization techniques of assertion BK for clinical phenotyping. As an example, we illustrate how a summary of many intracranial bleeding concepts can improve phenotyping, compared to the traditional approach. We also demonstrate the usefulness of summarization and visualization techniques of rule BK for drug-drug interaction discovery.
Introduction
The purpose of the Big Data to Knowledge (BD2K) initiative is to develop technologies for extracting new knowledge hidden within huge amounts of data. 1 However, if the resulting knowledge is stored in a knowledgebase that contains many small units of knowledge, the number of which is so large that it resists easy comprehension, how can the new knowledge be used properly and creatively? When a knowledgebase reaches a size such that its contents cannot be easily comprehended by humans, we call it Big Knowledge (BK). We note that there exist many forms of knowledge. However, the BD2K Request for Proposals did not specify in what format knowledge should be produced. A review of the 11 Centers of Excellence for Big Data Computing 2 described on the National Institutes of Health (NIH) webpage entitled "BD2K Centers" does not show any unifying theme.
Looking at a formal notion of knowledge representation as taught in artificial intelligence courses, there are many varieties of knowledge, first differentiated by the symbolic versus numeric distinction, as expressed, for example, in systems of theorems versus neural networks. Among symbolic knowledge representation formats, predicate logic, frame systems, semantic networks, and rule systems from the official production system family have been popular in the history of artificial intelligence. 3 Our notion of knowledge is in line with the output that is produced by certain branches of data mining, such as Agrawal et al. ' s association rules, 4 and with the knowledge stored in knowledge representation systems, such as KL-ONE, CLASSIC, LOOM, and the many other members of the Description Logic family that are organized around an IS-A hierarchy. 5 Description Logic research has supported the development of the Semantic Web. 6 These knowledge representations have in common that basic units of knowledge can be expressed in relatively simple formats of a short length. The complexity arises out of the large number of knowledge units and the doi: 10.1111/nyas.13225 manner in which they interact with each other, constituting complex networks.
Thus, in this work, we concentrate on the forms of knowledge that pose a human comprehension challenge, owing not to the complexity of the elements, but to the size and structure of the combined knowledge. Without some high-level mental representation of the kinds of knowledge in a repository of BK, effective or innovative use of this knowledge may be limited. 7 In this paper, we address this secondary challenge: how to enable humans to use BK, which we call the Big Knowledge to Use (BK2U) problem. We illustrate the abstract notions of "comprehension" and "kinds of knowledge" in Figures 1  and 2 .
Large, complex knowledgebases (e.g., triple stores, terminologies, ontologies, and different kinds of rule sets) are found in many domains and are critical to many applications. For example, the Google Knowledge Graph 8 is used to provide semantic search results, and DBpedia, 9 an ontology derived by mining Wikipedia, contains information on over 4.5 million entities. In the biomedical domain, terminologies are used for encoding of knowledge and interoperability between systems. 10, 11 For example, the Gene Ontology (GO) tool 12 is used in the annotation of genetics findings. 13 In addition, the National Centers for Biomedical Computing BioPortal repository 14 contains over 8.1 million biomedical concepts from over 500 ontologies, and the Unified Medical Language System 15 currently contains over nine million medical terms.
We distinguish between two kinds of BK: assertion BK and rule-based BK (rule BK). Basic units of assertion BK consist of triples of two concepts and one relationship. Formally, this is written as (concept 1 , relationship, concept 2 ), for example, (smoking, causes, cancer), (lung, IS-A, body-part), or (cancer, IS-A, genetic-disease). Large repositories of such triples exist in the form of standardized medical terminologies. A rule may be described, for example, by a Description Logic axiom. We are not addressing the BK2U problem for rules in general, as there is a wide variety of rule formats. Rather, we are limiting ourselves to the simple and practically important rules (such as, Condition 1 , Condition 2 , Consequence), implying that if the two conditions are fulfilled, then the consequence occurs. The two conditions, and sometimes even the consequence, may be represented as terminological concepts.
Returning to assertion BK, the triple format (concept 1 , relationship, concept 2 ) is used in the Semantic Web (e.g., in the Resource Description Framework format 16 ) and in many medical terminologies (e.g., the NCI thesaurus (NCIt), 17 Systematized Nomenclature of Medicine-Clinical Terms (SNOMED CT), 18 National Drug File-Reference Terminology (NDF-RT), 19 and Logical Observation Identifiers Names and Codes (LOINC) 20 ), which are used in many applications. 10, 11 The same unique concept (e.g., cancer) will be a part of many triples, resulting in a complicated network structure. Network structures are by their nature hard to understand, because, among other reasons, they have no intuitive linear format that one can "read from beginning to end." Thus, we will need to solve the follow-up to the BD2K problem: how to make this knowledge usable (i.e., the BK2U problem).
The complexity of assertion BK and the difficulty humans face when trying to comprehend such content are demonstrated visually in Figure 1 , which shows the tiny Bleeding subhierarchy (1139 concepts) taken from the SNOMED CT assertion BK system of over 300,000 concepts. Zooming in does not solve the comprehension problem, because connected elements often end up far (many screens) apart from each other. Figure 1 shows connection lines that span six levels of the BK hierarchy. Extensive experience has shown that utilizing a terminology visualization tool such as Jambalaya 21 does not help in most cases, since displays are also overwhelming in Jambalaya. The complexity of Figure 1 illustrates the limitations of the human mental capacity to comprehend assertion BK.
Comprehension of the Bleeding subhierarchy of SNOMED CT, with 1139 concepts (January 2016 release), would include acquiring knowledge about the major kinds of bleeding-related disorders in this subhierarchy and how many concepts belong to each of these disorders. However, most terminology visualization tools only offer a view that displays a concept and its close neighborhood. Therefore, most of the terminology is hidden from the user except for a small window that shows relatively few concepts at a time. No familiar terminology tool, except for the ones we have created, enables a user to acquire knowledge about the major kinds of concepts (e.g., major kinds of bleeding) inside such a subhierarchy. As mentioned previously, without obtaining the big picture of a knowledgebase, one cannot expect the user to utilize the knowledge in a creative or innovative way. 7 In contrast, summarizing the Bleeding hierarchy from Figure 1 (using the summary visualization of Fig. 2 ), the user can easily see the major kinds of bleeding and the number of concepts of each kind, including Gastrointestinal hemorrhage (101 concepts), Genitourinary tract hemorrhage (67), Intracranial hemorrhage (66), Intra-abdominal hematoma (62) , Blood in eye (37) , Respiratory tract hemorrhage (28) , Intracranial hemorrhage following injury (92), Fetal blood loss (12) , and others. Figure 2 provides the big picture of the Bleeding subhierarchy. In this paper, we demonstrate the details of summarization and visualization with a smaller subhierarchy within the Bleeding subhierarchy. We will then illustrate the usefulness of these techniques for clinical phenotyping. As an example, we will show how a summary of many intracranial bleeding concepts has the potential to improve phenotyping versus the traditional approach.
Rules in the abovementioned rule BK format cover, for example, aspects of the drug-drug interaction (DDI) problem. An example of a DDI rule would be (aspirin, warfarin, "Increase the effect of the latter drug"). This rule follows the format (DrugConcept 1 , DrugConcept 2 , ClinicalConsequence). Large repositories of such DDI rules exist. For example, First Databank Inc. (www.fdbhealth. com/) maintains a knowledgebase of DDI rules.
Conceptual knowledge that is indicative of deeper levels of comprehension is associated with superior performance across a range of tasks. We have developed summarization and visualization methods to support such comprehension, which are illustrated with improving phenotyping for assertion BK and with DDI discovery for rule BK. In the discussion section below, we further illustrate the differences between the BD2K and BK2U challenges.
Summarization approaches for BK2U
In general, the typical way humans comprehend complex knowledge is by summaries, abstraction, and visual representations. Abstracts summarize scientific papers. A table of contents summarizes a book. Road maps abstract satellite photos. The diagram of a cancer cell in a medical text book is not a photograph but a visual abstraction of the photograph created by a trained artist. What about summaries of Big Data and BK? Creating summaries for data is easier than for knowledge, owing to the linear order of most data repositories. For example, for a drug formulary, a summary may be that "there are 30 antibiotics, 50 analgesics, 10 antifungals" in it. This summary, based on creating, naming, and enumerating groups of similar drugs, using appropriate criteria of similarity, provides a compact view of the formulary. We have designed techniques for summarizing, visualizing, and abstracting the content of BK to support BK2U.
In previous studies, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] different assertion BK summaries were successfully applied to terminology quality assurance (QA). For a framework offering support for scaling QA to large families of similar ontologies, see Ochs et al. 35 Summaries and their visualizations have been algorithmically constructed for SNOMED CT, 18 NCIt, 17 NDF-RT, 19 GO, 12 OCRe, 36 SDO, 37 DDI, 38 and CanCo. 39 Our software systems (e.g., the Biomedical Layout Utility for SNOMED CT 40 and the Ontology Abstraction Framework 41 ) generate visual displays of the summaries of such terminologies. We used these displays for QA as well as for obtaining the big picture of these terminologies. [42] [43] [44] In this paper, we describe summarization and visualization methods (and their implementations) for SNOMED CT in support of clinical phenotyping (assertion BK) and for pharmacovigilance studies (rule BK).
Abstraction networks
An abstraction network (AbN) of a networkstructured medical ontology or terminology is itself a network consisting of nodes. Each node, appearing as a box in a diagram, summarizes several similar concepts of the original medical terminology, and the exact nature of such a node depends on the type of AbN. In previous studies, we have developed various kinds of AbNs that summarize different aspects of a terminology. 45 Nodes are connected by hierarchical child-of links that are derived from the IS-A relationships in the terminology. A detailed methodology that shows how an AbN is constructed is given in Figure 3 (Fig. 3B summarizes Fig. 3A) .
We now demonstrate the derivation of an ontology summary, called a partial-area taxonomy. Figure 3A shows an excerpt of 11 concepts from the SNOMED CT Intracranial hemorrhage subhierarchy. IS-A relationships appear as upward arrows, and concepts with the exact same set of outgoing relationships are grouped into dashed bubbles that are labeled with their sets of relationships (e.g., the concepts Intracranial hemorrhage, Cerebral hemorrhage, and Ventricular hemorrhage all have the relationships Associated morphology and Finding site). Thus, they appear together in one dashed bubble.
We define an area as the set of all concepts in an ontology that are modeled using the same set of relationships ("structurally similar concepts"). We define an area taxonomy as an AbN where the nodes represent areas. Thus, the area taxonomy summarizes sets of structurally similar concepts in an ontology. In Figure 3B , the area taxonomy for the concepts in Figure 3A is displayed. Areas appear as colored boxes in the AbN diagram, each named by the common relationship(s). Each area box displays the number of concepts summarized by the area, and areas are organized into color-coded levels according to their numbers of relationships. The particular colors do not carry any meaning.
Next, we refine the area taxonomy into the partialarea taxonomy. A root concept is a concept in an area that has no parent concepts in its area (e.g., Perinatal intracranial hemorrhage in Fig. 3 ). An area may have one or more root concepts. We define a partial-area as a set of concepts consisting of a root concept and all of its descendant concepts within the same area. Since all of the concepts in a partial-area are refinements of the root concept, we refer to these concepts as semantically similar, and we name the partial-area after its root. We define a partial-area taxonomy as an AbN consisting of nodes that represent partial-areas. A partial-area taxonomy summarizes sets of structurally (via areas) and semantically (via partial-areas) similar concepts. In Figure 3C , the partial-area taxonomy for the concepts in Figure 3A is shown. Partial-areas are displayed as white boxes within areas. Each partial-area is labeled with its root concept name and the number of concepts summarized by the partial-area. The partial-area taxonomy provides a refined summary of the original ontology excerpt and explicitly shows the partial-areas within each area.
As shown by Wang et al., 30, 46 partial-areas overlap when a concept is a descendant of more than one root in an area. For example, Perinatal interventricular hemorrhage is a descendant of the roots Intracerebral hemorrhage in fetus or newborn and Perinatal intracranial hemorrhage. Thus, this concept is counted twice, since it is summarized by two partial-areas in Figure 3C , one for each root.
When we apply the partial-area taxonomy derivation method to the Bleeding subhierarchy of SNOMED CT (Fig. 1) , we obtain the Bleeding partial-area taxonomy. Figure 2 provides the big picture of the Bleeding subhierarchy from Figure 1 . The figure shows the taxonomy after omitting the 192 partial-areas containing only one concept (so called "singletons"), because they do not contribute to the big picture. The taxonomy in Figure 2 consists of 22 areas and 105 partial-areas, summarizing the 1139 concepts of Figure 1 . The difference is striking. It is impossible to gain any understanding of the content of the Bleeding subhierarchy from Figure 1 . However, in Figure 2 , the main concepts of SNOMED CT dealing with bleeding are clearly recognizable, and capture the major subjects of bleeding, as was demonstrated above in the introduction.
Applications of BK

Application of assertion BK: clinical phenotyping using a partial-area taxonomy for intracranial bleeding
To illustrate the use of summarization for phenotyping, we constructed a partial-area subtaxonomy limited to a subhierarchy rooted at the concept Intracranial hemorrhage. (A subtaxonomy is a taxonomy created for a subhierarchy of a terminology, rooted at a chosen concept. 24 ) Figure 4 shows this subtaxonomy, which summarizes 203 concepts (18% of the 1139 concepts in Fig. 1 ) and provides a big picture of the Intracranial hemorrhage subhierarchy. By reviewing the 21 partial-areas of this taxonomy, a user can quickly determine the major types of intracranial hemorrhages.
Clinical phenotyping is the process of identifying patients' diseases, treatments, and response information from electronic health records (EHRs). 47 Developing scalable and accurate phenotyping methods is a fundamental challenge in EHR-based studies. 48, 49 Various types of clinical information encoded in different terminologies are often used when defining phenotypes (e.g., a disease phenotyping algorithm often considers patients' ICD-9 or SNOMED CT codes, representing concepts extracted from clinical notes, laboratory tests, drugs, and procedures).
We use assertion BK summarization to decide on appropriate concepts that should be included when defining a given phenotype. For example, a user searching the EHR for noninjury intracerebral hemorrhages in fetuses or newborn children could start with the SNOMED CT concept Intracerebral hemorrhage in fetus or newborn (marked in yellow in Fig. 4) . However, using only the concept itself will miss occurrences in EHRs of many important relevant concepts, such as Intraventricular hemorrhage of prematurity, and yield a low recall of the phenotyping algorithm. Therefore, a typical approach is to navigate through the hierarchy of the terminology and expand the query by including all of its children or all descendants in the EHR search. However, such expanded queries with descendants often introduce irrelevant concepts (e.g., Cerebral hemorrhage due to birth injury in this example), causing a low precision of the phenotyping algorithm. On the other hand, using only the children will miss some relevant descendants and result in a low recall.
We propose using BK summarization techniques to resolve the tradeoff between recall and precision of phenotyping algorithms. In the summary-based approach, a user would select one relevant summary group (e.g., the partial-area rooted at the desired concept in a partial-area taxonomy), and the EHR would be queried with the concepts of this partial-area. Other groups of concepts that summarize topics that refer to different facets of the same finding, expressed by an extra relationship or an extra parent (e.g., Hemorrhages caused by injuries), would not be included in the EHR search. For example, to query for noninjury intracerebral hemorrhages in fetuses or newborns, one could select the Intracerebral hemorrhage in fetus or newborn (11) partial-area (highlighted in yellow) in the Intracranial hemorrhage subtaxonomy as shown in Figure 4 . This partial-area summarizes eight children and two grandchildren of the root. All 11 concepts in the partial-area share a common structure and semantics, and, thus, all of them fit the desired query. On the other hand, the partial-area Intracerebral hemorrhage in fetus or newborn (11) has four child partial-areas (highlighted in pink) that introduce a different structure into the hierarchy, which captures, for example, the cause of the hemorrhage with a due to relationship. For example, the child partial-area Cerebral hemorrhage due to birth injury (1) has a due to relationship with the target Birth trauma of fetus. This concept should not be included in the EHR search. Hence, the group of concepts offered by the partial-area taxonomy methodology better captures the proper SNOMED CT concepts that describe the phenotype and has the potential to improve both recall and precision of the phenotyping algorithm, in comparison to current phenotyping techniques. In future research, we will conduct a quantitative study to assess the hypothesis that summarization using AbNs better supports phenotyping algorithms than the current techniques (e.g., including in the search for children or descendants of a chosen concept).
Application of rule BK: DDI discovery
An example of the use of rule BK can be found in the area of DDIs, which are a particularly important type of adverse drug reaction (ADR) [50] [51] [52] [53] that can cause excessive responses or altered toxicity. 54 For instance, cerivastatin caused 31 cases of fatal rhabdomyolysis prior to its withdrawal in June 2001; the combination cerivastatin-gemfibrozil was implicated in 12 of the 31 deaths 55 because gemfibrozil caused elevated blood levels of the statin, resulting in a higher risk of myopathy and rhabdomyolysis. The risk of adverse DDIs increases exponentially for each additional medication. [56] [57] [58] [59] [60] To summarize rule BK, we associate the different elements of each rule with one or more concepts from a terminology. For example, given DDIs of the form (DrugConcept 1 , DrugConcept 2 , ClinicalConsequence), each DrugConcept 1 and DrugConcept 2 element is coded as a concept in the NDF-RT, 19 provided by the Veterans Health Administration. The clinical consequence can be coded using an ADR terminology (e.g., the First Databank Medical Lexicon, FML). However, clinical consequence concepts tend to be complex and need to be organized around more basic terminology concepts (e.g., Bleeding 24 ) that occur in clinical terminologies such as SNOMED CT. The transformation from the compound FML concepts to the more basic SNOMED CT concepts will require the extensive use of post-coordination mappings 61, 62 provided by First Databank.
Once each element of a rule is associated with a terminology concept, assertion BK summaries can be constructed to support the summarization of the rule BK. Figure 5A demonstrates a summary of DDI knowledge. There are 10 × 7 = 70 DDIs between the 10 salicylates on the left and the seven anticoagulants on the right in FDB's DDI knowledgebase, shown explicitly in Figure 5A . The 70 DDI rules between individual drugs can be summarized by one single rule between the nodes representing the two sets of drug concepts (Fig. 5B ).
The technique, described by Ochs et al., 63 utilizes summarization of drugs by Chemical Ingredient concepts that are derived from the Chemical Ingredient hierarchy of the NDF-RT 19 and summarization of DDIs to support the discovery of potentially missing DDI rules in the FDB knowledgebase. For example, there are 18 drugs summarized by the Salicylates classification in the summarization of the NDF-RT that was reported by Ochs et al. 63 We reviewed other DDI sources, such as drugs.com (www.drugs.com) for DDIs between additional Salicylates listed in the NDF-RT and Anticoagulants, beyond the drug pairs listed in Figure 5A that are considered DDIs in the FDB knowledgebase. Figure 5C , which presents the findings, and Figure 5D , which summarizes them, both show three new candidate DDIs not appearing in FDB's DDI knowledgebase between salsalate and three anticoagulants (dicumarol, warfarin, and anisindione) in Figure 5A . In an analysis by one of the authors of this paper (J.K.U), it was found that, while those pairs have the potential to be DDIs, the reason why FDB did not include them in their knowledgebase is that in these cases the drug formulation has a low potential for interaction. One has to realize that, as a leading pharmacological knowledge company, FDB's DDI knowledge is widely used by pharmacies, doctors, and hospitals to aid in decisions about preventing patients from taking drugs prescribed because of their conditions; these are critical clinical decisions that sometimes involve issues of life or death. Other DDI sources, such as drugs.com, which are not used in this way in the healthcare industry, are thus more lenient in including questionable pairs of drugs as DDIs.
Next, we performed another study to examine several pairs of families of drugs, known to have DDIs, in search of drug pairs with potential DDIs that are not listed in the FDB knowledgebase. For each such pair, one family is a chemical classification, while the other is a pharmaceutical classification. Typically, the NDF-RT contains more drugs under the chemical classification than does the FDB DDI knowledgebase. We explored drugs.com for DDIs for those additional drugs from the NDF-RT, looking for interactions with the drugs that are classified by the corresponding pharmaceutical classification. Table 1 reports the details of this study for seven pairs of families. Column 2 lists the DDI family pairs (A, B) as given in the FDB DDI knowledgebase. For all seven pairs, A is a chemical ingredient family and B is a pharmaceutical family. Column 3 represents the number of ingredients in Family A (e.g., Sulfonamides) in FDB. Column 4 shows the number of ingredients in Family B (e.g., antidiabetics, Oral) in FDB. Column 5 gives the number of drug DDI (A, B) pairs in FDB, which is the product of the number in Column 3 and the number in Column 4. Column 6 represents the number of ingredients in Family A in the NDF-RT, Column 7 shows the number of ingredients in Family A in both NDF-RT and FDB, and Column 8 shows the total number of potential DDIs found in sources other than FDB's knowledgebase for the specific (A, B) drug pairs.
For example, the first pair is (Sulfonamides, Antidiabetics, Oral). In FDB, the DDIs between six sulfonamides (Family A) and eight antidiabetics (Family B) result in the clinical effect referred to as increased effect of the latter drug (INL). However, in NDF-RT, there are 52 drugs classified under Sulfonamides. When pairing the additional (i.e., not in FDB's knowledgebase) 48 A drugs with those eight B drugs, 93 pairs of drugs were found in the other sources as DDI pairs between Family A and Family B. An analysis of these 93 pairs revealed that, for (A, B) pairs, the interaction between the two drugs consists of a "protein binding displacement" mechanism that applies only for sulfonamide antibiotics, which describes the six sulfonamides listed in the FDB DDI knowledgebase. This mechanism does not apply to the remaining sulfonamides found in the NDF-RT. One outcome from this study is that FDB will change, in its DDI knowledgebase, the name of this Family A from "Sulfonamides" to "Sulfonamide Antibiotics," which describes it more accurately.
Out of the 73 potential DDIs (Table 1 , line 3) for the family pair nonsteroidal anti-inflammatory drug (NSAID), angiotensin-converting enzyme (ACE) inhibitor or angiotensin receptor blocker (ARB) found in other sources, 16 potential DDIs for the NSAID diflunisal with 16 different ACE inhibitors should be added to the FDB knowledgebase. As shown in Table 1 (line 5), eight potential DDIs for the NSAID diclofenac with various ␤-blockers were found, which should be considered for addition to FDB's knowledgebase. Similarly for its salt form, diclofenac potassium, nine DDIs were found to be missing from FDB's knowledgebase. However, the clinical studies reported in drugs.com for these pairs did not prove the DDIs to be at the stricter level required for inclusion by FDB. For the two NSAIDs meclofenamate and mefenamic acid, which are currently not available in the U.S. market, eight and 11 DDIs, respectively, were found with various ␤-blockers and should be added to FDB's knowledgebase in the case that these drugs are made available for sale.
The DDI family pair in line 6 of Table 1 is known to cause many DDI alerts with a low severity level (i.e., it is a prime example of a combination that causes alert fatigue). Thus, line-6 interactions will be recommended for removal from FDB's DDI knowledgebase. A detailed pharmacological analysis of these various families of drugs is in progress. Total n/a n/a 2712 n/a n/a 394
Note: n/a indicates that the numbers above are derived from overlapping groups and their summation is not meaningful because of double counting.
To summarize the results of this study, out of 394 potential DDI drug pairs found in other sources, 80 (20.3%) were approved for inclusion in FDB's DDI knowledgebase. Another 19 (4.8%) drug pairs will be added if their drugs are made available in the United States. The following additional outcomes of this study do not relate to the potential DDI pairs of column 8 but to the actual FDB DDI pairs of column 5 in Table 1 . One such important outcome was that 66 DDI drug pairs for the family pair (phenothiazines, narcotics) were removed from the FDB DDI knowledgebase, since they almost always cause false alerts. Even more interestingly, a deeper analysis of the FDB DDI drug pairs from three family pairs (rows 3, 4, and 5 of Table 1) showed that the issue was not the interaction of one drug with another drug, but the interaction between one drug and the disease that is present when the other drug is used. These interactions will be removed from the FDB DDI knowledgebase, since the ADR is between a drug and a disease, rather than an interaction between two drugs. The relevant ADR knowledge will be placed in the proper FDB ADR knowledgebase. The total number of DDI pairs removed is 1632 + 490 + 324 = 2446. Hence, beyond the additional DDI pairs, the present study led to important changes in the storage of DDI and ADR knowledge in the FDB knowledgebase.
Discussion
In this section, we discuss the differences between the notion of Big Data and the notion of BK, the differences between the challenges of BD2K and BK2U, and the limitations of the BK2U challenge. The purpose of BD2K is to extract knowledge that is hidden in large repositories of data, which can appear in various formats (e.g., tables, text, images). These repositories may require special storage and access techniques and may contain, for example, numeric measurements of experimental results, tables of information derived from various kinds of sensors, scholarly papers describing genomic experiments, and free text annotations in the EHRs of patients in a hospital.
The various techniques used for extracting the knowledge are typically automatic and are fit for processing the large repositories. Furthermore, the knowledge extracted varies widely in its nature and formats (e.g., algorithms, mathematical formulas and models, rules of various complexities and formats). There are ongoing efforts by many research groups to address the BD2K challenge. However, this is not the problem we are addressing with BK2U. Rather, we are addressing a related problem: how to enable the effective utilization of big knowledgebases by humans, whether or not the knowledgebases were created as part of the BD2K challenge.
Furthermore, we are not addressing the BK2U challenge for knowledge in general. For many forms of knowledge, some expertise and/or training are required to be able to use them, and only the proper professionals will be able to do so. We are concerned with the case that knowledge is expressed by many small units that are simple by themselves but overwhelming when combined into one knowledgebase. The difficulty for effective utilization of such knowledgebases lies in the fact that the many knowledge units constitute a complex network structure. As a result, the orientation into the content and structure of such a knowledgebase poses a mental challenge to humans. How large does a knowledgebase have to be in order to be considered BK? This should be the topic of a future cognitive study, but the practical challenge arises as soon as orientation poses a difficulty to humans who need to work with a knowledgebase. Comprehension capacity is limited, akin to other mental limitations of humans (e.g., being able to remember only about seven items in shortterm memory 64 ). It remains for future research to quantify the parameters of a terminology that make orientation difficult. Figure 1 showed an example of 1139 concepts from SNOMED CT's Bleeding subhierarchy. Our approach for addressing the comprehension challenge consists of developing summarization techniques and visualizing the big picture reflected by the partial-area taxonomy (without singletons) shown in Figure 2 . Owing to the different purposes of the two challenges and the different representations of knowledge and data, the techniques developed in the BD2K projects are improper for handling the BK2U challenge, which involves the development of knowledge summaries of large knowledgebases rather than extracting knowledge out of Big Data repositories.
Conclusions
BD2K will only lead to limited results unless the implied problem of BK2U is also solved. We have described strategies based on summarization and visualization to support the comprehension of BK, both for assertions and for rules. We have also indicated how to use these methods for phenotyping (assertion BK) and for DDI discovery (rule BK).
