[1] General circulation models (GCMs) are currently able to provide physically consistent simulations of millennial climate variability in which estimations of external forcing factors are incorporated as boundary conditions. Climate reconstruction attempts to recover as faithfully as possible past climate variability using a variety of independent and climate-sensitive sources of information. By deriving strategies of comparison between GCM simulations and proxy data, or directly recorded data such as subsurface thermal profiles, the agreement between model and observations can be assessed. Thermal profiles obtained from the boreholes of North America were grouped into eight geographically discrete ensembles and averaged to form robust, representative profiles. The gridded output from the three distinct integrations of the GCM ECHO-g were similarly averaged by region. These simulated, millennial, paleoclimatic histories were then forward modeled to arrive at the subsurface thermal profiles that would result from the temperature trends at the surface. These forward modeled profiles were then compared with the borehole average thermal anomaly profile in each region. In most of the regions studied, the externally forced runs from ECHO-g are in better agreement with underground temperature anomalies than with the control run, suggesting that boreholes are sensitive to external forcing. Not only do ECHO-g simulations demonstrate better agreement with borehole data when considering variable external forcing factors, but ECHO-g also appears to broadly describe qualitative aspects of long-term climatic trends at a regional scale.
Introduction
[2] Recent work indicates that all of the Earth's climate subsystems have gained heat in the last 50 years [Levitus et al., 2001 [Levitus et al., , 2005 Beltrami, 2002a; Beltrami et al., 2002 Beltrami et al., , 2006a , suggesting that the present warming has a global character. In addition, evidence shows that this warming is in fact influenced by anthropogenic activities [Intergovernmental Panel on Climate Change, 2001] and seems unprecedented since 1400 CE [Intergovernmental Panel on Climate Change, 2007a , 2007b Hansen et al., 2006; North et al., 2006] .
[3] Assessment of the relevance of observed warming in a wider temporal context and its possible link to human activities has encouraged studies of climate variability and change through the last millennium. Research has been focused both on model simulations of the past climate evolution and on statistical reconstruction using proxy sources such as Jones and Mann [2004] . The modeling approach has made use of models with different degrees of complexity to simulate the response of the climate system to variations in external forcings, e.g., solar variability, volcanic activity, variable greenhouse gas concentrations, vegetation changes, etc. This approach includes Energy Balance Models (EBM) [Crowley, 2000; Hegerl et al., 2006] ; Earth-System Models of Intermediate Complexity (EMIC) [Bauer et al., 2003; Montoya et al., 2005; Bauer and Claussen, 2006] ; and state-of-the-art General Circulation Models (GCM) [Cubasch et al., 1997; Zorita et al., 2004] . In turn, reconstructions of the climate history through the last millennium have used various proxy indicators and methodologies. These studies have focused on a wide array of spatial scales, from local and regional [Cook, 1995] to hemispherical and global [Esper et al., 2002; Jones and Mann, 2004; Moberg et al., 2005] . In an ideal situation, model simulations and climate reconstructions should converge on their assessments of past climate variability. Though considerable progress has been made in the last decade, this agreement is still hampered by many uncertainties that affect both climate reconstructions and model simulations.
[4] For the purposes of reconstructing climate on a centennial to millennial timescale, borehole temperature data appear a good source of information . Unlike proxy indicators, temperature data retrieved from boreholes record a direct signal of long-term trends of past climate, because underground temperatures are directly related to the SAT history [Harris and Chapman, 2001; Pollack and Smerdon, 2004; Beltrami et al., 2005; . The thermal signal penetrating the surface propagates underground predominantly via conduction through the strongly coupled airground interface, and its amplitude is attenuated and phase shifted with depth and time [Beltrami and Kellman, 2003; Pollack et al., 2005; Smerdon and Stieglitz, 2006; . In the absence of long-term changes in ground surface temperature, the subsurface profile shows a uniform, or ''quasi-steady state'' temperature at depths below the regime of seasonal oscillations. For typical subsurface thermal parameters, the signal due to annual variation is insignificant deeper than about 20 m.
[5] Low-frequency surface temperature changes propagate into the subsurface, and are superimposed as perturbations to the quasi-steady state subsurface temperature profile. The extent to which these perturbations are present in the subsurface is proportional to the duration and magnitude of the climatic event at the surface. This feature gives boreholes the unique property of accurately preserving the long-term trends in climatic signal, while removing highfrequency variability inherent to most meteorological records Clauser and Mareschal, 1995; Beltrami et al., 2002; Chapman, 2001, 2005; Pollack and Smerdon, 2004; Smerdon and Stieglitz, 2006] .
[6] There has been a great deal of controversy regarding the suitability of boreholes as indicators of past climate. The now well-known Mann-Bradley-Hughes (MBH) reconstruction [Mann et al., 1999] used multiproxy data to simulate the Northern Hemispheric average temperature for the past 1000 years. The MBH reconstruction emphasizes a gradual decline in temperature from the year 1000 to about 1700, followed by a rapid increase from 1700 to present. This multiproxy reconstruction shows a significant deviation from Northern hemispheric borehole reconstructions Harris and Chapman, 2001; Beltrami and Bourlon, 2004] . However, more recent studies have yielded results that solidify the credibility of boreholes as indicators of past climate [Esper et al., 2002 [Esper et al., , 2004 Pollack and Smerdon, 2004; Moberg et al., 2005; Harris and Chapman, 2005; Hegerl et al., 2007] .
[7] In this paper, simulations of the last millennium using the ECHO-g climate model ] are compared to observed subsurface temperature data from boreholes. Using the model temperature output as an upper boundary condition at the ground surface, the forward heat conduction problem is solved to simulate the underground thermal regime at each model grid point. The analysis is carried out by simulating the transient underground thermal regime at the regional scale in the model simulations and comparing it to the measured subsurface perturbations from geothermal data. The North American borehole database was chosen because of the high density and average depth of borehole logs.
[8] It is well known that individual borehole temperature log analysis is not the preferred method for inferring climate change because of the possibility of microclimatic effects due to a variety of transient nonclimatic surface conditions such as deforestation [Nitoiu and Beltrami, 2005; , irrigation cooling effects (ICEs) [Kueppers et al., 2007] , groundwater flow [Harris and Chapman, 1995; Bodri and Cermak, 2005; , topographic effects [Kohl, 1998 [Kohl, , 1999 , and freezing phenomena [Zhang, 2005; Mottaghy and Rath, 2006] . In order to arrive at robust estimates of past climatic changes, climate inferences from subsurface temperatures are carried out for ensembles of temperature logs representing a large region Beltrami et al., , 1997 Clauser and Mareschal, 1995; Pollack et al., 1996] . Random noise present in the individual logs will tend to cancel, reinforcing the climatic signal. Accordingly, gridded temperature output from ECHO-g was also spatially averaged over these same regions for the purpose of comparison.
[9] Observed subsurface temperature anomalies can be compared to model paleoclimatic simulations. However, the comparison requires the selection of a reference period against which anomalies are referenced [Beltrami et al., 2006b ]. In our case, such selection is not evident both because boreholes integrate the influence of climatic events before the start of the 1000-year ECHO-g GCM paleoclimatic simulation used here, and also because these simulations of the last millennium do not necessarily yield an exact representation of past temperatures.
[10] We compare observed and simulated subsurface temperature anomalies, avoiding the selection of a single reference period. This can be done because choosing a reference period is the same as setting a reference level of average past temperatures with respect to which the anomalies can be calculated. Instead, scanning over a range of all possible mean temperature reference levels yields a set of anomaly profiles to compare with observed thermal perturbation profiles. This is used to explore whether the observed subsurface temperature anomalies in each of the regions considered here can be explained solely by the climate system internal dynamics as in the control simulation, or whether the subsurface anomalies are better explained by the simulations that include external, natural and anthropogenic forcings. We assess subsurface anomalies using a set of criteria to strengthen our model and observation comparison.
[11] Although we do not claim attribution of climatic change to any particular anthropogenic or natural forcing, our results indicate that ECHO-g is in better agreement with past climate at the regional level as inferred from borehole temperatures when taking into account natural and anthropogenic external forcings than in their absence. This implies that borehole temperatures are sensitive to external forcings such as changing greenhouse gas concentrations and solar radiation, and that the combined effects of these forcings are recorded in the subsurface thermal profile.
General Circulation Model ECHO-g: Model Description
[12] Model data were obtained from climate simulations produced with the ECHO-g atmosphere-ocean general circulation model (GCM). ECHO-g [Legutke and Voss, 1999] consists of the atmospheric and ocean GCM components ECHAM4 and HOPE-g. ECHAM4 [Roeckner et al., 1996] is used with a T30 horizontal resolution (approximately 3.75°) and 19 vertical levels. HOPE-g [Wolff et al., 1997] is used with a T42 (approximately 2.8°) horizontal resolution which varies toward the equator where it reaches a mini-mum grid point separation of 0.5°for an improved representation of equatorial and tropical ocean currents. Vertical discretization for the ocean incorporates 20 levels.
[13] In order to avoid climate drift, heat and freshwater flux adjustments were applied to the ocean. These fluxes were diagnosed in a coupled spin-up integration with restoring terms that drive the sea surface temperature and sea surface salinity to their climatological observed values. These flux adjustments are constant in time through the integration and their global contribution is zero.
[14] The surface scheme comprises a soil model, hydrology, snow cover physics and vegetation effects on surface evapotranspiration among others. The soil model, an extension of Warrilow et al. [1986] , is a five layer finite difference approximation of the diffusion equation which operates on the T30 land-sea mask grid of ECHAM4. Ground temperatures are simulated at five levels with depths at 0.06 m, 0.32 m, 1.23 m, 4.13 m, and 9.83 m. At 9.83 m, ECHO-g has a bottom boundary that currently ranks among the deepest for state-of-the-art GCMs. This is very important, as a bottom boundary that is too shallow could allow heat propagating downward in the subsurface to ''reflect'' off the boundary, resulting in nonphysical heat transport and storage in the subsurface [Smerdon and Stieglitz, 2006; Stevens et al., 2007] . A zero heat flux is prescribed at the bottom boundary in order to ensure that no artificial heat sources and sinks may affect the energy balance.
[15] This work makes use of three integrations with the ECHO-g GCM: A 1000-year control simulation (CTRL) in which external forcing was fixed to the values of present climate, and two forced simulations (FOR1,2) covering the period 1000 to 1990 CE These forced simulations were produced by driving the model with estimations of external forcing factors: greenhouse gas concentrations in the atmosphere, solar irradiance and an estimation of the radiative effects of stratospheric volcanic aerosols. The atmospheric concentrations of CO 2 and CH 4 were estimated from analysis of air bubbles in Antarctica ice cores [Etheridge et al., 1996 [Etheridge et al., , 1998 ]. Concentrations of N 2 O were used as in previous scenario experiments with this model [Roeckner et al., 1999] : fixed 276.7 ppb before 1860 CE and the historical evolution from 1860 to 1990 CE which was adjusted from Battle et al. [1996] . The past variations of solar irradiance were derived from observations of sunspots and concentrations of the 10 BE cosmogenic isotope [Lean et al., 1995; Crowley, 2000] . Estimations for the last 1000 years provided by Crowley [2000] were translated to variations in the solar constant. The effect of volcanic aerosols is incorporated as global effective variations of the annual values of the solar constant obtained from short wave radiative forcing changes [Crowley, 2000] . Information on the location and timing of eruptions within the year is not taken into account. No changes in atmospheric aerosol concentration were considered, nor changes in vegetation cover or land use.
[16] Further description and illustration of external forcing as well as results from these simulations can be found in von , Zorita et al. [2003 Zorita et al. [ , 2004 Zorita et al. [ , 2005 , González-Rouco et al. [2003, 2006] , and Beltrami et al. [2006b] . Figure 1 shows a summary of the Northern Hemispheric average temperature history for the three integrations of ECHO-g.
[17] With regard to the development of the GCM integrations, CTRL was made in a CRAY C90 machine of the Hamburg DKRZ (German Climate Computing Center). FOR1 and FOR2 were carried out in a posterior NEC machine of the DKRZ. FOR1 was started from initial conditions extracted after a 100-year continuation of the CTRL in the NEC system. After this 100-year period, the simulation was driven for 50 years to the conditions of 1000 CE and allowed 50 years more with these constant external forcing values. After this 100-year spin down period, the external forcing values were changed year by year according to the estimations of forcing through the last millennium specified above. Conversely, FOR2 was initiated from relatively cold conditions using restart files from the year 1700 CE in FOR1 and allowing it a 50-year interval to adjust to the conditions of year 1000 CE, plus 50 additional years with fixed 1000 CE values of external forcing. The length of these spin down periods was decided as a compromise between computing time costs and allowing the system some time to adapt to the new external forcing values. Goosse et al. [2005] and Osborn et al. [2006] suggest that FOR1 is unusually warm in comparison with other model simulations, a feature that can be related to rather warm initial conditions and the relatively short spin down. Although the possibility of some initial imbalance can also not be ruled out in FOR2, the level of medieval warming simulated in FOR2 can be supported with results from other more recent state-ofthe-art GCM [Mann et al., 2005] and EMIC simulations [Goosse et al., 2005] which deliver a very similar climate evolution through the last millennium.
[18] The interpretation of these simulations should also be bounded by the external forcing factors which are taken into consideration. Sulphate aerosols or vegetation changes are not incorporated into the development of these simulations, and some relative cooling effect from these forcing factors [Bauer et al., 2003; Osborn et al., 2006] should be expected that would damp the warming trends throughout the 20th century. Thus results should be viewed within the frame of unknowns sketched above.
[19] This work compares the temperature response simulated using a specific model and set of forcings and observational evidence from borehole temperature profiles. Since the available model runs incorporate forcings from both natural and anthropogenic sources, there can be no conclusions drawn about the effects of individual forcing factors on subsurface temperature perturbations. However, it is possible to determine whether changing values of forcing factors are required to account for North American climate variability through the last millennium as recorded in borehole temperature profiles.
Data Sets
[20] The set of data used as the basis for this work includes 287 temperature versus depth profiles obtained from boreholes in North America. These boreholes range in maximum depth from 200 to 700 meters, and are located between 30°and 65°N latitude, and 60°and 140°W longitude. These boreholes are divided into eight geographical regions to capitalize on areas of high data density, and to limit the amount of climatic diversity within any of the regions. Figure 2 shows a map of North America with the eight geographical regions examined and the borehole sites. The numbers of temperature logs available for analysis in each region are enough to ensure robust trends, even when the data is sparse and unevenly distributed [Beltrami et al., 1997; Pollack and Smerdon, 2004] . The quantity of boreholes in each region is given in Table 1 . The majority of the Canadian boreholes were logged by GEOTOP at Université du Québec à Montréal (UQAM) in collaboration with the Institut de Physique du Globe (IPG, France) [Beltrami and Mareschal, 1991; Mareschal et al., 2000, and references therein] , and the Earth Physics Branch [Jessop, 1971] in holes of opportunity, thus the distribution is uneven. All data are available in the International Heat Flow Commission database.
Theory
[21] The temperature, T(z), in a homogeneous, sourcefree, semi-infinite half-space, at a depth z is the superposition of the quasi-steady state temperature, T 0 , the geothermal heat flow, q 0 , and the temperature perturbation due to changes in the ground surface temperature (GST) T t (z, t) [Carslaw and Jaeger, 1959] such that
where q 0 is the quasi-steady state surface heat flow density and R(z) is the thermal depth. For a step change in temperature at the surface, the temperature perturbation, T t (z, t), is defined as
where erfc is the complementary error function, and k is the thermal diffusivity of the subsurface medium. Evaluating the subsurface thermal profile with a known surface boundary condition is referred to as the forward problem. Conversely, the inverse problem determines the boundary condition, or ground surface temperature history (GSTH), In each of these regions, all boreholes and all ECHO-g grid points were averaged together to obtain the average subsurface temperature perturbation (TP) profile and the average ECHO-g simulated time series, respectively.
given the subsurface temperature perturbation profile [Beltrami et al., 1997] . If the GST variations are approximated as a series of k step changes in temperature at the surface, the solution to the forward problem can be written as 
where T k is the temperature of the kth step, and t k is the time of the kth step. Equation (3) is used to generate forward modeled profiles using ECHO-g simulations as the driving upper boundary condition [Beltrami et al., 2006b ].
Analysis
[22] For all 287 boreholes used in this study, the subsurface temperature perturbation (TP) profile is obtained from each borehole temperature log by subtracting from it the quasi-steady state temperature. Because of geographical variations in microclimate and the diffusive nature of subsurface heat transport, boreholes record temperature anomalies pertinent to an area that is orders of magnitude smaller than the ECHO-g model spatial resolution. Individual boreholes, even those in close proximity, can show a high degree of variability in the thermal profiles recorded in the subsurface . Owing to differences in microclimate, elevation, groundwater flow, and precipitation regime, two boreholes separated by as little as 1 km can possess very different microclimates and microclimatic histories. This local variability is well known Clauser and Mareschal, 1995; Harris and Chapman, 1995; Pollack et al., 1996; Beltrami et al., 1997; Beltrami, 2002b] and presents a problem when comparing sparsely populated borehole data with the regularly spaced output from a GCM.
[23] To overcome this obstacle and compare borehole data with model output in a meaningful way, eight regions of North America with relatively high borehole densities were outlined to attempt a regional comparison between the averages of the temperature profile for a region, and the nearby ECHO-g temperature-time series. In each geographical region, all borehole thermal profiles meeting predetermined depth range requirements of 200 to 700 m were averaged to obtain a representative temperature perturbation profile for the region Clauser and Mareschal, 1995; Pollack et al., 1996; Beltrami et al., 1997] . Figure 3 shows the ensemble of borehole temperature anomaly profiles and the average temperature perturbation profile for each region. With the exception of region e, all average temperature perturbation profiles are positive in the upper 200 m of the subsurface, and six out of eight show long-term warming trends indicating a sustained increase in underground heat content.
[24] The output from each integration of ECHO-g is a 1000-year annually resolved temperature-time series for every grid point on a 96 Â 48 point lattice spanning the globe. All grid points within each region were averaged together to construct a representative model temperaturetime series. The number of grid points averaged for each region are summarized in Table 1. The forward model is then applied to each of these regional temperature-time series to obtain the simulated subsurface temperature perturbation profile. In other words, we generate the expected anomalies in the thermal regime of the subsurface that result when the modeled paleoclimate temperatures are used as the driving upper boundary condition for each of these regions.
[25] Comparison of model simulations with subsurface temperature observations is not straight forward. To compare borehole temperature data and forward diffused paleoclimatic simulations using the forward model [Beltrami et al., 2006b ] a temporal reference period is needed to establish a context for changes in trend. This value is required for the simulated time series in order to calculate the model temperature anomalies which are subsequently forward diffused into the ground.
[26] This problem is similar to that of comparing instrumental time series with borehole TP profiles [Harris and Gosnold, 1999; Chapman, 2001, 2005] . In both cases the selection of a reference period is not evident because boreholes integrate a much longer climate history than the approximately two-century-long instrumental period or even the 1000-year GCM paleoclimatic simulations considered here. The contribution of this background or preobservational climate has been taken into account in exercises of comparisons between real borehole TP profiles and instrumental data making use of the preobservational mean (POM) concept [Harris and Gosnold, 1999; Chapman, 2001, 2005] . In the POM approach the selection of an elusive reference period with respect to which anomalies should be calculated is avoided and substituted by a search for an average temperature level (POM) which represents the contribution of the preobservational/instrumental local climate to the observed subsurface thermal regime. Therefore the uncertainty on the selection of a reference period can be overcome by scanning over a range of all possible mean temperature reference levels.
[27] The use of such an approach in the case of instrumental time series and borehole temperature profile comparisons is based in the assumption that GSTs and SATs track each other. Therefore the search for the appropriate POM level is performed by minimizing a measure of similarity between the diffused instrumental time series of temperature anomalies and the observed borehole temperature profiles. The selected POM value not only provides minimal error by definition, but this error is also expected to be very small in magnitude due to the assumed GST and SAT coupling. In the case of the comparison between actual and GCM forward diffused profiles this rationale cannot be sustained since millennial-long GCM simulations cannot be regarded as an exact representation of true past SAT. In fact, the figures described within the next section will show that different model simulations provide different climate realizations which ultimately translate into slightly different simulated borehole temperature profiles. Thus the strategy of searching for a minimal distance between real and simulated borehole temperature profiles cannot be designed under the rationale that the GCM-simulated thermal regimes will necessarily match the observed ones as in the comparisons between real boreholes and instrumental data. Yet, this approach is still useful as it allows scanning over a wide range of possible mean reference levels in the search for a clear temporal reference period with respect to which simulated temperature anomalies can be calculated and forward diffused into the ground.
[28] In this fashion, a family of curves can be generated for each selected region by driving the forward model with a series of simulated SAT anomalies from a range of mean temperature reference levels. This family of curves illustrates the uncertainty in the selection of a temporal reference period in each model simulation and any measures of similarity (distance) between actual boreholes and the GCM-simulated TP profiles serve as a means of model-data comparison. This strategy has been used in this text as a first exercise to find an answer for a basic question, namely whether boreholes are more consistent with a control climate which considers only internal variability or whether the subsurface temperature anomalies are better explained by paleoclimatic simulations that include external (natural and anthropogenic) forcings. This is done by providing measures of similarity between observed and ECHO-g simulated (control and forced) borehole TP profiles. The proposed question is not futile in its simplicity since attempting an answer in this paper allows for designing a rationale of GCM-borehole comparison and further contributes to elucidate whether boreholes present a clear response to external forcing and thus meaningful information in the context of a climate change discussion. A more elaborate approach would incorporate the comparison of real borehole profiles with model simulations under the influence of forcings of different nature (anthropogenic versus natural) aiming at attributing causes for the observed trends. This orientation is beyond the scope of the present manuscript.
[29] The standard way to quantitatively explore how well two subsurface temperature anomaly profiles compare has been via their root mean square (RMS) difference. That is the absolute Euclidean distance in an n-dimensional space, where n is the number of data contained within each of the data sets being tested. This was the approach taken in Beltrami et al. [2006b] to facilitate an initial comparison of Canadian boreholes with ECHO-g simulations. However, RMS analysis on subsurface temperature profiles is difficult to interpret because of the nature of heat diffusion which attenuates signals nonlinearly as a function of depth, and also because, although the search targets the lowest RMS values in the comparison of real and simulated boreholes, these RMS values can still be relatively large in comparison with real data cases. Here we do not expect to perfectly reproduce reality at regional scales with small RMS values, but rather to use it as a relative distance measurement that will tell us what is closer to reality: the forward modeled subsurface anomalies from the control or forced simulations. Additionally, the goodness of fit is further assessed by using two additional criteria that complement the RMS analysis and strengthen our model and observation comparison: one is based on characterizing the depth at which the temperature gradient changes and the other establishes the magnitude of temperature change from this depth to the surface.
Results
[30] For a first-order comparison, the reference period for the ECHO-g model data was selected to be the entire data series as in Beltrami et al. [2006b] . Figure 4 illustrates these model simulations referenced to this mean.
[31] The comparison results of the forward modeled ECHO-g regional means in Figure 4 and the mean regional subsurface TP profiles of Figure 3 are shown in Figure 5 . Each panel shows the regional average TP profile in black, and the corresponding forward modeled profiles of the ECHO-g integrations CTRL, FOR1 and FOR2 in red, green and blue, respectively.
[32] Most of the forward modeled profiles show a pronounced reversal in long-term surface temperature trend between 100 m and 200 m in depth. Indeed, all average forward modeled profiles for the forced runs FOR1 and FOR2 show warming in the upper portions of the profile; profiles from CTRL either show a lesser degree of warming or none. To approximate this depth in a systematic way, a two-segment, piecewise regression (2R) was performed on each profile using RMS difference as the determinant of best fit [Sollow, 1987 [Sollow, , 1995 . By truncating the profiles to 300 m prior to determining the 2R fit, only the shallower, less diffused portion of the profiles was used in fitting. Once the depth of trend reversal (d) has been determined, the magnitude of temperature change since reversal (t) can be determined by
where z i is the shallowest depth in the profile log.
[33] Figure 6 illustrates the three criteria for assessing the degree of similarity between forward modeled temperatures and subsurface TP profiles shown in Figure 5 . The RMS difference between the TP profile and each forward mod- Figure 6a . From this plot, it can be seen that in regions a, c, d, f, and h, the CTRL profile has the largest relative D RMS of the three ECHO-g integrations when compared to the TP profile. In regions b, e, and g, the opposite is true: the CTRL profile has the smallest relative D RMS of the three integrations compared to the TP profile. Figure 6b shows the subsurface depth at which the thermal gradient changes sign (d), generally from a cooling to a warming trend. This is a common feature amongst most of the TP profiles and the forward modeled profiles. Generally, it can be seen that the d values found in the TP profiles bear more resemblance to the d values found in FOR1 and FOR2 than CTRL. Regions d and g show the only deviation from this generality. Finally, the magnitude of temperature change present in the subsurface profiles above the aforementioned depths (t) is the subject of Figure 6c . Perhaps more difficult to interpret, the plot in Figure 6c clearly shows better agreement between TP and the forced simulations for the regions a, c, d, and h. The biggest discrepancies come from regions e and g, with both TP profiles showing cooling in the shallowest part of the profile. Regions b and f occupy a grey area that is somewhat open to interpretation, with t values showing either good agreement with both CTRL and the forcing simulations, or splitting the difference between the two.
[34] For each of the three criteria considered above, there are more regions in which the average subsurface TP profile displays clear agreement with the ECHO-g forced runs than with the CTRL simulation. In the majority of cases, when the entire length of the ECHO-g paleoclimatic simulations is taken to be the reference period, the inclusion of realistic changes in forcing factors becomes necessary for an agreement to exist (see Figure 5) .
[35] Since for the ECHO-g modeled temperatures, the proper reference period to calculate the temperature anoma- lies is unknown, the reference temperature itself was systematically altered from À0.5 K to +0.5 K in increments of 0.1 K. This was achieved by appending an initial temperature to the beginning of the model regional temperature simulation and iteratively reapplying the forward model. This method for comparing profiles is similar to the POM method used in detail in Harris and Gosnold [1999] and Chapman [2001, 2005] . Appending an initial temperature offset of +0.1 K is equivalent to changing the reference temperature of the time series by À0.1 K. Figure 7 shows how a forward modeled profile evolves as the initial temperature is systematically varied.
[36] By ''mapping'' the range of reference temperatures for a given region and model integration, a family of possible profiles emerges. To illustrate this, Figure 8 shows the family of profiles for region c (central Canada). As the reference temperature changes, so do the apparent depths of perturbations in the subsurface. Since this changes the magnitudes of trends in the time series relative to each other, the d and t values are altered accordingly.
[37] The same analysis is performed on the ranges of profiles as was conducted for the individual profiles generated using the entire length of simulated temperatures as the reference periods, and the results are displayed in Figure 9 . Figure 9 shows D RMS values as in Figure 6a , but here the mean difference between the spread of profiles and the TP profile is plotted, with one standard deviation (s). Differences between these means in each region are inconclusive within s. It is for this reason that additional criteria for comparison are required. To aid in the comparison, the minimum D RMS values between the TP profile and one of the profiles from the spread are also plotted in Figure 9a .
According to these values, the best-fitting forward modeled profile from each spread that best agrees with TP is one of the forcing runs for regions a, b, c, d, and h, and CTRL for regions e, f, and g.
[38] Figures 9b and 9c compare the respective mean d and t values for the three ECHO-g integrations with the average TP profile by region, also plotted with one standard deviation. Figure 9b shows that the d values for TP show better agreement with either FOR1 or FOR2 than CTRL for regions a, b, c, e, f, and h. However, the perturbations in the TP profile of region e are opposite in sign to those of FOR1 and FOR2; inferring anything about their agreement is meaningless as the apparently good fit is coincidental. This emphasizes the need for multiple criteria when comparing average TP and forward modeled profiles. The noticeably larger error bars associated with the CTRL forward modeled profiles for regions e, f, and g illustrate the higher degree of variability between profiles with different reference periods in these regions. This instability is due to the fact that the CTRL simulation does not include variable external forcing factors, and is not subject to highmagnitude trends as in FOR1 and FOR2. Profiles with smaller trends have d and t values that are more sensitive to a change in reference period.
[39] The t values in Figure 9c suggest a similar magnitude of warming to FOR1 or FOR2 for the regions a, c, d, and h. Regions e and g actually show trends of differing sign between TP and the forced runs, while region b shows good agreement between TP and both CTRL and FOR1. The TP profile from region f may be considered closer to FOR1 or FOR2 than CTRL due to the difference in the sign of subsurface anomalies between TP and CTRL.
[40] The results shown for the spread of profiles for each region are similar to those displayed for the case of the single profile derived from a 1000-year reference temperature. As before, for each of the three criteria discussed above, there are more regions displaying a clear agreement with the ECHO-g forced runs than with the CTRL simulation. Realistic changes in climatic forcing factors must be included in GCMs for there to be general agreement with subsurface thermal data obtained from boreholes (see Figure 9 ).
Discussion
[41] In general, the onset depth (d) and postonset magnitude of temperature change since reversal (t) preserved in the subsurface data is better reflected in the forcing profiles FOR1 and FOR2, and to a lesser extent or not at all in the CTRL profile. This means that the inclusion of variable forcing factors, such as greenhouse gas concentrations, is essential for plausibly simulating the climate of the last millennium. There are, however, a few deviations from this generality that complicate the interpretation of results.
[42] Figure 5e shows that California is the only region displaying a clear disagreement between the trends suggested by the ECHO-g simulations and those logged in boreholes. The source of this disagreement can be traced back to the dates of borehole logging. In the area of California the average year for borehole logging is 1966. Figure 10 shows the evolution of temperature anomalies throughout the 20th century in this region using data from two data sets, the CRU TS 2.1 [Mitchell and Jones, 2005] Figure 7. (a) Forward modeled profiles produced from simulation FOR1 for region c. The shaded curves show a set of forward modeled profiles generated from iterations through a range of reference temperatures. The observed temperature perturbation is shown in black. The forward modeled profile generated from the 1000-year mean as reference temperature is shown in red. The +0.1 K profile, which is the best comparison, is shown in green. (b) RMS values for all 11 forward modeled profiles in Figure 7a . The degree of agreement shows a quadratic relationship with initial temperature shift. and the United States Historical Climatology Network (USHCN) [Peterson et al., 1998; Easterling et al., 1999] . The long-term trends over the 20th century in both climate histories are not identical. This can be related to different issues like calibration problems [Hubbard and Lin, 2006] or the questionable reliability of the very low frequency in the CRU TS 2.1 [Mitchell and Jones, 2005] . Both data sets, however, show good agreement in the representation of the decadal regional temperature changes. Before the average logging dates in the mid 1960s, the surface air temperature evolution indicates a clear cooling of approximately 0.4 K from 1926 to 1965, in agreement with the cooling (0.4 K) recorded in the subsurface TP in the area. After this period of cooling, temperature anomalies show a positive longterm increase to the present. If we consider the temperature evolution from the late 1970s to the present, the positive trends qualitatively support the ECHO-g behavior shown in Figure 5e . Quantitatively, the warming trend through the 20th century in the USHCN data (1.1 K) is consistent with those of the FOR1 (1.0 K) and FOR2 (1.3 K) simulations for California in Figure 10 . It is also possible that the smaller borehole data set for California contributes to the lack of agreement with ECHO-g paleoclimate data.
[43] Another possible contributing factor to the discrepancy between the cooling shown in Californian boreholes and the nearby ECHO-g grids is the presence of highdensity irrigation in California's Central Valley region. Kueppers et al. [2007] shows that irrigation at such an intense level appears to be driving the regional climatic signal into a sustained, multidecadal cooling trend, very similar to that shown in our borehole data set. There are no model parameters in ECHO-g to account for agricultural land use changes, including irrigation effects. This ICE would therefore not be observed in paleoclimate simulations using ECHO-g.
[44] The average TP profile of region g (intermountain West), illustrated in Figure 5g , shows a smaller RMS difference when compared to the CTRL profile than with Figure 8 . Illustration of the depth of trend reversal for selected forward modeled profiles for (a) CTRL, (b) FOR1, and (c) FOR2. The depth of trend reversal was found by computing the best fitting pair of regression lines to the profile. From this depth to the surface, the magnitude of temperature change since trend reversal can be established. the profiles of either FOR1 or FOR2 (see Table 1 ). This might seem to suggest that there is agreement between TP and CTRL. This is in fact not the case. Although the magnitude and onset of perturbations in both profiles is similar, each pair of perturbations between the two profiles are opposite in sign. This implies that the two profiles are the result of opposite climate histories, which is unlikely. Even though the RMS difference between TP and CTRL is smaller than between TP and either FOR1 or FOR2, there is less structural similarity, ie., a gradual cooling from 600 m until 200 m followed by a rapid warming. In fact, the mean date of the logging of the boreholes in the intermountain West is 1967, and an examination of the meteorological records reveals the existence of a cooling period from the mid-1920s to 1970, so that the situation described for California also applies to this region. In general the distribution of the dates of borehole logging does not affect the ground surface temperature history reconstructed from subsurface temperatures [González-Rouco et al., 2008] .
[45] In the majority of cases, the closest forward profiles to the observations are those simulated subsurface anomalies obtained from the forced simulations rather than from the CTRL. This implies that the observed borehole subsurface temperature anomalies do not seem to arise only from internal variability of the climate system as modeled by the ECHO-g CTRL simulation. It appears that inclusion of realistic changes in forcings, as those included in simulations FOR1 and FOR2, are needed to explain the observed subsurface anomalies in most regions. For the implementation of the forward problem and the generation of subsurface anomalies from ECHO-g, we treated the output from the numerical simulations as if they were SAT from obser- Figure 9 . (a) Mean RMS differences between forward modeled profiles and observations from the three integrations of ECHO-g for a family of profiles generated using a range of reference periods. Also shown are the minimum RMS difference values from the spread of profiles (dots). Labels refer to the same regions as in Figure vations. Numerical simulations however, represent a possible climate scenario, internally consistent, and consistent with current climatology, but with an internal variability that could potentially be of the same order of magnitude as the initial temperature offset applied to each temperature-time series. Details of the agreement and disagreement between ECHO-g forward modeled temperatures, and observed underground anomalies may be able to help in understanding the internal dynamics of the model and the climate system. These sensitivities may allow for the improvement of the model's parameterizations to explain observations at regional resolution, as well as to improve model internal consistency in order to be able to use its output as a test base for proxy indicators of past climate reconstructions at regional levels .
[46] A better picture of past climate will probably be obtained from integrated analyses of paleoclimatic records and numerical models from which both disciplines will mutually benefit [Trenberth and Otto-Bliesner, 2003; Beltrami et al., 2002 Beltrami et al., , 2005 González-Rouco et al., 2006; Hansen et al., 2005; von Storch et al., 2004 von Storch et al., , 2006 .
Conclusion
[47] In each of eight North American geographical regions, all suitable boreholes were averaged together to create an average temperature perturbation profile. This profile was compared with three forward modeled temperature perturbation profiles: FOR1, FOR2 and CTRL.
[48] In most regions, the closest fitting profile to the TP profile is either FOR1, FOR2 or both. Since CTRL is a poorer fit in almost every case, it is clear that the inclusion of external forcing in a climate model is the difference between a model that describes the postindustrial long-term trends as recorded in the North American subsurface, and one that does not.
[49] Two of the regions, region e (California) and region g (the intermountain West), showed opposite behavior between the simulations and the borehole profiles. This disagreement is apparent and relates to the average date of logging in this area (mid 1960s) . A closer inspection, taking into consideration the surface air temperature evolution in the area, supports the warming trends found in the simulations throughout the 20th century. In the remaining six regions, agreement between the average temperature perturbation profile obtained from subsurface temperature data and the externally forced runs FOR1 and FOR2 is significantly better than between subsurface data and the CTRL. All eight geographical regions clearly show that not only are boreholes sensitive to long-term climatic trends, but also external climatic forcing at the regional scale, such as variable greenhouse gas concentrations and solar flux. This realization further solidifies the role of subsurface temperature data as a robust record of paleoclimatic trends.
[50] Although ECHO-g was designed to simulate past climate on a global scale, the performance of runs FOR1 and FOR2 in this study strongly suggest that GCM simulations may be used to study long-term trends of past climate at the regional level. These simulations show potential for more thorough comparisons with observations when natural-only forced and anthropogenic-only forced simulations become available with ECHO-g or another model. Figure 10 . The 20th-century temperature anomaly histories for California from USHCN meteorological data (black), CRU interpolated data (red), and FOR1 and FOR2 from ECHO-g (green and blue, respectively, and both shifted down by 3 K for viewing clarity). The USHCN data have a clear warming over the 20th century, although the related CRU data do not. This suggests that the five borehole sites in California used in this study have very different climatic histories than the nearby meteorological
