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Introduction
An independent set in a graph G is a set of vertices that do not induce any edges. The size of the maximum independent set in G is denoted by (G) . For an integer k, a k coloring of G is a function : V ! 1 : : : k ] which assigns colors to the vertices of G. A valid k coloring of G is a coloring in which each color class is an independent set. The chromatic number (G) of G is the smallest k for which there exists a valid k coloring of G.
Finding (G) and (G) are fundamental NP-hard problems, closely related by the inequality (G) (G) n. Given G, the question of estimating the value of (G)
for finding independent sets with the best currently known performance guarantees. For example, there is a polynomial time algorithm that colors 3-colorable graphs with roughly n 3=14 colors [3] . For nonconstant values of k, it is known how to find an independent set of size (log n) in a vector log n-colorable graph.
There have also been negative results regarding vector k-colorable graphs. Examples appearing in [13] (and improved by Noga Alon and Mario Szegedy) show vector 3-colorable graphs that do not have independent sets larger than roughly n 0:95 . The case of nonconstant k is addressed in [5] (technically, the results there deal with the Lovasz theta function, which is even a stronger notion than vector coloring), where graphs that are vector 2 O( p log n) -colorable are shown not to have independent sets larger than 2 O( p log n) . In all these negative examples, the vertex sets of the graphs involved can be viewed as a subset of f0 1g n , with two vertices connected by an edge if their Hamming distance is larger than some prespecified value.
Our results. In this work we present a different family of graphs with stronger negative properties. For every constant k and every > 0, we show graphs that are vector k-colorable, with (G) n= 1; 2 k ; . This essentially matches the positive results of [13] . As a function of n rather than , we show vector 3-colorable graphs with (G) < n 0:843 . Moreover, for k = O(log n= log log n), we show vector k-colorable graphs with (G) (log n) c , for some universal c. This shows that the vector coloring number by itself does not approximate the chromatic number within a ratio better than n=polylogn. Another consequence of this (that is touched upon in Remark A.1 of the appendix) is that certain semidefinite programs do not approximate the size of the maximum independent set with a ratio better than n=polylogn. (G) (log n) c .
3. There are infinitely many graphs G which are vector 3-colorable and satisfy (G) n 0:843 .
Proof techniques.
The graphs that we use are essentially the same graphs that were used in [8] to show integrality gaps for semidefinite programs for max cut. Namely, they are obtained by placing n points at random on a ddimensional unit sphere, and connecting two points by an edge if the inner product of their respective vectors is below ;1=(k;1). Such graphs are necessarily vector k-colorable, as the embedding on the sphere is a vector k-coloring. So the bulk of the work is in proving that they have no large independent set. For this we use a three phase plan, similar to that employed in [8] for max cut. First we consider a continuous version of this graph, where every point on the sphere is a vertex. On this continuous graph (with infinitely many vertices and edges) we use certain symmetrization techniques in order to analyze its properties. Specifically, we prove certain inequalities regarding its expansion. In the second phase, we replace the continuous graph by a so-called dense graph that has finitely many vertices packed very densely on the sphere. We show that the dense graph approximates the continuous graph well, and hence shares the same expansion properties. In the third phase, we consider our finite graph to be a random vertex induced subgraph of the dense graph. Based on the expansion properties of the dense graph, we show that the sparse graph has no large independent set. Two remarks are in order here. One is that it is very important for our bounds that the final graph does not contain too many vertices compared to the dimension d. A small number of vertices implies low degree, and allows for a more favorable relation between the maximum degree and the chromatic number. For this reason we cannot use the dense graph as is (it has a very large degree), and we subsample it. The other remark is that we do not get an explicit graph as our example, but rather a random graph (or a distribution on graphs). This is to some extent unavoidable, given that there are no known efficient deterministic constructions of Ramsey graphs (graphs in which the size of the maximum independent set and maximum clique are both bounded by some polylog in n). The graphs we construct (when k = l o g n= log log n) are Ramsey graphs, because it can be shown that the maximum clique size is never larger than the vector coloring number.
Property testing. The following problem in property testing is addressed by Goldreich, Goldwasser and Ron [9] .
For some value of < 1, consider a graph with the following "promise": either it has an independent set of size n, or it is far from any such graph, in the sense that any vertex induced subgraph of n vertices induces at least n 2 edges. One wants an algorithm that samples as few vertices as possible, looks at the subgraph induced on them, and based on the size of the maximum independent set in it decides correctly (with high probability) which of the two cases above hold. In [9] it is shown that a sample of size proportional to ;4 suffices. We are in a somewhat similar situation when we move from the dense graph to our final graph. The dense graph is far from having an independent set of size n (where n is the number of vertices in the dense graph). We want to take a small as possible sample (its size will be denoted by s) such that the induced subgraph does We know that even every set of n=2 vertices induces at least n 2 edges. In this case we show that s proportional to 1= suffices. This dramatic improvement over the [9] bound is crucial to the success of our three phase plan. We note that this improvement is not only based on our stronger guarantee on the dense graph G. Even in exactly the same setting of [9] , we show that s proportional to ;3 suffices. These results are of interest in the context of property testing regardless of there applications to the vector coloring issue.
Strict vector coloring. One may strengthen the notion of vector k-coloring by requiring that for every edge, the inner product of the unit vectors corresponding to its endpoints be exactly ;1=(k ; 1) , rather than at most ;1=(k ; 1) . This is called a strict vector coloring. This notion is known to be equivalent to the theta function of Lovasz [15, 13] . Every kcolorable graph is also strictly vector k-colorable. As strict vector coloring is a stronger requirement than vector coloring, then potentially, strict vector k-colorable graphs have smaller chromatic numbers than vector k-colorable graphs.
So far, there has not been any algorithmic technique that could use this observation to further improve the approximation ratios for chromatic number or for independent set. We remark however that the negative results in the current paper apply only to vector coloring and not to strict vector coloring.
It is an open question whether similar negative results are true for strict vector coloring, or equivalently, whether the same gaps (such as n=polylogn) can be shown between the value of the theta function and the size of the maximum independent set. Note that the weaker negative results of [5] and some of the negative results in [13] do apply also to strict vector coloring. The remainder of the paper is organized as follows. In Section 2 we present the graphs used in the proof of Theorem 1.1 and analyze their properties. In Section 3 we present our results regarding property testing. Finally in Section 4 we prove Theorem 1.1. The semidefinite programs that compute the vector chromatic number and its variants are briefly reviewed in Section A of the Appendix. Due to space limitations, some of our results appear without detailed proof.
The graph
In this section we construct and analyze the graphs to be used as a starting point in the proof of Theorem 1.1. Recall our three phase plan. First in Section 2.1 we consider a continuous graph G c (with infinitely many vertices and edges) and analyze its properties. We focus on analyzing the properties that we will need later on in our proofs. Afterwards, in Section 2.2, we define the so-called dense graph G d which is a discrete version of G c , and show that it approximates G c We analyze several properties of the graph G c k . In our analysis, we will assume that the dimension d is (at least) a very large constant (our proofs rely on such d). Additional constants that will be presented in the remainder of this section are to be viewed as independent of d. The main property of G c k of our interest is the measure of edges between any two given subsets of V c of a specified size. We first prove that the sets in G c k which share the least amount of edges are caps with the same center. The proof of Theorem 2.4 is based on symmetrization techniques similar to those presented in [8] . Due to space limitations, detailed proof is omitted. We now turn to analyze the measure of edges between caps of measure (a).
Namely we study the value of E(C a C a ). . Finally, we denote the value of p a 2 + b 2 by z. Claim 2.6 addresses the measure of Ca \ N(v), and states that it is essentially the measure of a z-cap. This is done by studying the points in S d;1 who's projection falls close to (a b). Roughly speaking, we first show that such points are in Ca \ N(v), then using Claim 2.7 we show that the measure of these points is essentially the measure of a z-cap.
with first coordinate v 1 of value less than a + . It is not hard to verify that the measure of N(v) \ C a is greater than the measure of N(w) \ C a which in turn is greater than (1 ; c ) 
The dense graph G d
We now define the dense graph G d k = ( V E) that corresponds to G c k . It is shown in [8] 3. Constructing the sparse graph, and testing of (G) Let G be a graph of size n which does not have an independent set of size n (i.e. (G) < n ). Let R be a random subgraph of G of size s (i.e. R is the subgraph induced by a random subset of vertices in G of size s). In this section we study the minimal value of s for which (R) < s with high probability.
In general, if our only assumption on G is that (G) < n, we cannot hope to set s to be smaller than n. Hence, we strengthen our assumption on G, to graphs G which not only satisfy (G) < n but are also far from having an independent set of size n (we defer defining the exact notion of "far" until later in this discussion). That is, given a graph G which is far from having an independent set of size n, we ask for the minimal value of s for which (with high probability) a random subgraph of size s does not have an independent set of size s. This question (and many other closely related ones) have been studied in [9] under the title of property testing.
In [9] , a graph G of size n is said to be "-far from having an independent set of size n if any set of size n in G has at least "n 2 induced edges. It was shown in [9] that if G is "-far from having an independent set of size n then with high probability a random subgraph of size s = c log (1=") " 4 , for a sufficiently large constant c, does not have an independent set of size s.
The results of [9] do not suffice for the proof (as we present it) of Theorem 1.1. We thus turn to strengthening their results. To do so, we introduce a stronger notion of being ""-far". Roughly speaking, we prove that under our new notion of distance, choosing s to be of size " suffices.
Furthermore, by showing a connection between our notion of distance and that presented in [9] , we improve the result of [9] stated above and obtain a sample size proportional to 1=" 3 . The proof of the following theorem will appear at the end of this section. The smaller we can make , the better our eventual bounds on the sample size. Another aspect of our new notion is that we shall consider not only edges within B, but also edges going out of B. We will want that the number of edges going out of B to any large enough set A grows at least linearly with the size of A. As a special case we can take A = B, meaning that there are many edges in the subgraph induced by B. In fact, we shall be interested in the case that B A.
In this case, we may think of B as the nvertices of lowest degree in the subgraph induced by A, and we want the degree of at least one of these vertices to be high, and to grow linearly with the size of A. We use D(" ) to denote the set of graphs of size n which are "-far from having an independent set of size n, according to our new notion. The exact definition follows below. 
Definition 3.2

D (" ).
One may rephrase the definition if D(" ) as follows. Let A be any subset in G of size n. Let L (for low degree) be the n+ 1 vertices of minimal degree in the subgraph induced by A. G 2 D (" ) iff for every such A, the corresponding subset L has a vertex of degree at least " n (in the subgraph induced by A).
Consider a graph G which is "-far from having an independent set of size n according to the original notion of [9] . We show that G 2 D(" 1 ). Let 2 1 1= ] and let A be any subset of vertices in G of size n. Let L be the n vertices in A with minimal degree. As L induces at least "n 2 edges there must be a vertex in L of degree at least " n. Hence, as is at most 1= , we conclude that G 2 D(" 1 ). We now turn to prove the main theorem of this section. one by one, such that at each step the random subset chosen so far is R i = fr 1 : : : r i g. Consider an independent set I R i of size less than s. We would like to show that (with high probability) I cannot be extended to an independent set of size s by choosing additional vertices from R.
For each such I, the vertices in V n R i that cannot be added to I are exactly those adjacent to some vertex in I. Let F(I) (for free) be the set of vertices in V nR i which are not adjacent to any vertices in I, and let N(I) be the set of vertices that are adjacent to a vertex in I. Consider the next random vertex r i+1 2 R. If r i+1 is chosen from N(I) then it cannot be added to I, and we view this round as a success regarding the set I. Otherwise, r i+1 happens to be in F(I) and can be added to I. But if r i+1 also happens to have many neighbors in F(I) then adding it to I will substantially reduce the size of F(I f r i+1 g) which works in our favor. This later case is also viewed as a successful round regarding I. Motivated by the discussion above, for each subset I R i we define the following set RES(I) of vertices that restrict upon I. A vertex v in V n R i is in RES(I) iff one of the following occur s ; n= n(1 ; 2 1+ ) then so is RES(I). Otherwise, the size of F(I) is at least nand by the definition of D(" ) we have that all but nvertices in F(I) have at least " n neighbors in F(I) (where satisfies jF(I)j = n). We conclude that jRES(I)j n ; s ; n= n(1 ; 2 1+ ). . This implies that: (1) jF(X i;1 )j n, and (2) jF(X i;1 )j ; j F(X i )j is at least " n where jF(X i;1 )j = n.
We would like to bound the number of X-edges in P.
The main idea used in our proof is that (as stated above) each X-edge reduces the size of the corresponding set F significantly. Namely, for each x between 0 and dlog(1=( ))e;1, we bound the number of X-edges e i = ( v i;1 v i ) for which jF(X i;1 )j 2 n 2 x n 2 x+1 ). Each such X-edgee i = ( v i;1 v i ) satisfies jF(X i;1 )j ; j F(X i )j " ( ) 2 2 x+1 n. Furthermore, any two X-edges e i = ( v i;1 v i ) and e j = ( v j;1 v j ) (here i < j) for which jF(X i;1 )j jF(X j;1 )j 2 n 2 x n 2 x+1 ) satisfy (a) F(X j;1 ) F(X i ) and (b) jF(X i;1 )j ; jF(X j;1 )j < n 2 x+1 . We conclude that the number of Xedges e i = (v i;1 v i ) for which jF(X i;1 )j 2 n 2 x n 2 x+1 ) is bounded by ( ) 2 " . Each X-edge e i = ( v i;1 v i ) satisfies jF(X i;1 )j n, thus all in all, the number of X-edges in P is bounded by ( ) Proof : Let (X 1 Y 1 ) and (X 2 Y 2 ) be two leaves of T. Let (X Y) be their least common ancestor. (X Y) has two sons (X f r i g Y ) and (X Y f r i g). We conclude that r i is in X 1 and not in X 2 (or vice versa) implying that X 1 6 = X 2 . Furthermore, X 1 and X 2 are both subsets of R of size at most t (Lemma 3.6). Hence, the number of leaves in T is bounded by the number of different subsets of R of size at most t. 
Consider the subgraph induced by L. We will show that L has many induced edges. As the number of edges in L is bounded by jLjd this will imply a lower bound on d. Details follow.
Let L c be any set in V n L of size (1 ; ) n. It is known that the number of edges induced by the set L L c is at least "n 2 (notice that jL L c j = n). The number of edges (in L L c ) adjacent to vertices in L c is bounded by (1 ; ) 2 n 2 = "n 2 2 (recall that we set = 1 ; " 2 2 ). Hence, the number of edges induced by vertices in L is at least "n 2 2 .
For every vertex v 2 L the degree of v in the subgraph induced by L is at most the degree of v in A (that is d v (A)) which is at most d. Hence, djLj=2 is an upper bound on the number of edges in the subgraph induced by L. We conclude that d " n "n (we use the fact that 1=( )). This implies that G 2 D ( " ) for = 1 ; " 2 2 . Now using Theorem 1.1 and noticing that in this case the value of t in Lemma 3.6 can be set to O( ) " we conclude our assertion.
Proof of Theorem 1.1
In the following section we address the proof of Theorem 1.1 presented in the Introduction. The outline of our Proceedings of the 43 rd Annual IEEE Symposium on Foundations of Computer Science (FOCS'02) 0272-5428/02 $17.00 © 2002 IEEE proof for Theorem 1.1 is as follows. Recall that we are looking for a graph G which on one hand has small vector chromatic number but on the other (G) is small. We start with the graph G d k presented in Section 2. It is not hard to verify that G d k satisfies the first property but is far from satisfying the latter. We thus consider a random subgraph R of G d k . Let s be as in Theorem 3.3. Choosing R to be of size s and using Theorem 3.3 of Section 3, we will obtain the graphs needed to prove our theorem.
Next we prove the first assertion of Theorem 1.1. Proof of the remaining assertions in Theorem 1.1 are omitted. The three assertions are all proven similarly, the main difference between their proof is the choice of parameters used. To avoid confusion, we restate the first assertion of Theorem 1.1 using a slightly different notation then that appearing in the original presentation. where d is the dimension in which the corresponding graph G c k was defined. We will assume the dimension d is a very large constant determined after fixing a. We would like to apply the Theorems of Section 3 on the graph G d k . Fix to be of size 1=2. Let = (a)= (i.e. = (a)), where the function (a) is as defined in Section 2. We start by proving the following Corollary of Theorem 2.12. Proof : We will prove the assertion for k = 3 . The case in which k is an arbitrary constant > 2 is analogous. Recall that = (a) for a small constant a > 0. Let A and B be any subsets of vertices in G of size n = (a)n. By Theorem 2.12, we have that E(A B) 
