R n (u) = L(X n,n , . . . , X n−kn+1,n ; γ + t(k n , u)) L(X n,n , . . . , X n−kn+1,n ; γ)
as n → ∞, k n → ∞, n kn → ∞ is considered for the family of distributions with the infinite right point f (x, γ) = exp(−S(x, γ)),
where the function S(x, γ) is positive starting from some x 0 (γ) > 0. Suppose the function S(x, γ) is strictly monotone and 4 times continuously differentiable by x for all γ and x > x 0 (γ) > 0 . There are two types of regularity conditions that will be imposed on the function S(x, γ) in our work. The first type makes possible to find the asymptotical behavior of R n (u) as n → ∞ for the family of probability densities f 1 (x, γ) with S(x, γ) x ε , ε > 0. Now introduce some examples of the families of probability densities that satisfy the first type of regularity conditions. Firstly, it should be mentioned the family of Weibull-type probability densities f W (x, γ) = C(γ) exp(−x γ ), x ≥ 0, γ > 1.
One another example is the family of normal densities, where the parameter γ is the variance of concerned distribution:
2γ , γ > 0.
The family of Gumbel-type probability densities also satisfies regularity conditions:
f G (x, γ) = γe γx e −e γx , x ≥ 0, γ > 0.
If we want to expand our result to a wider family of probability densities f 2 (x, γ) with S(x, γ) (ln x) ε , ε > 1, then we impose the second type of regularity conditions on the concerned family of densities, that are slightly stricter than the first one. Note that the probability density f (x, γ) with S(x, γ) ∼ ln x belongs to the Frechét maximum domain of attraction as opposed to the families of probability densities with S(x, γ) (ln x) ε , ε > 1, belonging to the Gumbel maximum domain of attraction (this fact is proved later). So, the second type of regularity conditions makes possible to consider practically all distributions with finite right point belonging to the Gumbel domain of attraction.
Provide some examples of the families of probability densities that satisfy the second type of regularity conditions. The first important example is the family of log-Weibull-type probability densities:
The family of Weibull-type probability densities satisfy the regulrity conditions as before:
Another example is the family of the log-normal densities:
The method of the likelihood ratio as well as the method of the ratio of maximized likelihoods (RML-test) is well-known and often applied for discriminating between close types of distributions. In this connection the following works (Antle and Bain (1969) , , Dumonceaux at el. (1973) ) should be mentioned. The method of the ratio of maximized likelihoods is applied for discriminating between Weibull-type distributions in the works Gupta and Kundu (2003) Consider the method of the likelihood ratio applied to k n higher order statistics. A similar method is applied in the work Dey and Kundu (2012) , but there the lower order statistics for distributions with finite left point are considered, whereas the higher order statistics are significant for extreme value theory in this case. In this work the asymptotical behavior of the likelihood ratio for the family of probability densities f (x, γ) satisfying some regularity conditions is considered.
Main results.
Return to the mentioned above regularity conditions, that are imposed on the function S(x, γ) . Since we consider the close hypotheses with respect to the parameter γ, it is natural to make propositions about the general form of the function S(x, γ) : for example, we can consider functions like γS(x) or (S(x)) γ . And it is unreasonably to deal with functions like f (x) + g(x, γ), since the summand that is not dependent on γ is cancelled in the ratio of likelihoods, therefore we will consider in the sequel that S(x, γ) is equal to g(x, γ) only. So it is reasonably to suppose about behavior of the partial derivative of
Impose the following regularity conditions on the function S(x, γ) :
A2 All partial derivatives of the function S(x, γ) up to the fourth derivative are not equal to 0 or equal to 0 identically for all γ as x > x 1 (γ) > x 0 (γ). In addition all partial derivatives of the function S(x, γ) up to the third derivative have a finite or an infinite limit as x → +∞.
A3 Suppose T (x, γ) is the arbitrary partial derivative of the function S(x, γ) up to the third derivative. There holds for all γ and k = 1, 2, 3 : lim
ln S(x,γ) = 1, if these partial derivatives are not equal to 0 identically. All expressions
have a limit for all γ as x → +∞, if T (x, γ) is not equal to 0 identically.
Note that it follows from the first regularity condition that lim
where F (x, γ) is the distribution function with the density f (x, γ), F (x, γ) = 1−F (x, γ), and
as the normal random variable with the mathematical expectation a and the variance b. Notation ξ n d − → η (ξ n P − → η) means that the random sequence {ξ n } converges in distribution (in probability) to the random variable η as n → +∞. Also we write S ′′ xγ (a n/kn , γ + t(k n , u)) instead of
and for all other partial derivatives of the function S(x, γ)
analogously. In the following theorem limit distribution of the likelihood ratio R n (u) on the assumption of slow increase of the sequence k n is found:
Theorem 1 Suppose the family of probability densities {f (x, γ)} satisfies regularity conditions A1-A3, n → ∞, k n → ∞, and there exists ε, 0 < ε < 2, that
The parameter u in notation t(k n , u) will be skipped in the sequel.
Remark 1 Note that if we suppose k n = n, i.e. the concerned likelihoods would depend on the whole sample, and take t(k n ) = u √ n , then we come to a classical result of contiguity theory (see theorem 2.4.3 in Roussas (1972) ).
Since the proof of the theorem 1 seems technically complicated, let's provide the scheme of the proof. Lemma 1 is used to express the ratio of likelihoods R n (u) given X (n−kn) = q in explicit form. Since we try to find conditional distribution of the likelihood ratio R n (u) given X (n−kn) , then we prove the asymptotical properties of the (n − k n ) th order statistic X (n−kn) and the quantile a n/kn in Lemma 3. Then the central limit theorem (10) is applied for independent given X (n−kn) = q and identically distributed random variables Y i emerging in the expression of the logarithm of the likelihood ratio. Using Lemma 2 we find the mathematical expectation (14) and the variance (26) of the random variable Y 1 . And in the end the residual terms in the logarithm of the likelihood ratio (9) are taken into account that leads to a final answer. Now consider the second type of regularity conditions imposing on the functions S(x, γ). Impose the following regularity conditions on the function S(x, γ) :
B3 All partial derivatives of the function S(x, γ) up to the fourth derivative are not equal to 0 or equal to 0 identically for all γ as x > x 1 (γ) > x 0 (γ). In addition all partial derivatives of the function S(x, γ) up to the third derivative have a finite or an infinite limit as x → +∞. = 0 for all γ, if T (x, γ) is not equal to 0 identically.
It follows from the statement of Theorem 2 and its proof, that
Theorem 2 Suppose the family of probability densities f (x, γ) satisfies the regularity conditions B1-B4, n → ∞, k n → ∞, and there exists ε, 0 < ε < 2, that
Remark 2 It should be noted, that the asymptotical behavior of the likelihood ratio R n (u) in Theorem 1 and Theorem 2 does not depend on γ, so it is convenient for construction of the criterion, see Chibisov (2009).
Auxiliary lemmas
In this section we state several auxiliary lemmas that are used in the proofs of Theorem 1 and Theorem 2. Lemma 1 makes possible to express the likelihood ratio in explicit form such as a function of (n − k n ) th order statistic.
Lemma 1 (lemma 3.4.1 in de Haan (2006)) Let X, X 1 , . . . , X n be independent and identically distributed random variables with common distribution function F (x) , and let X (1) ≤ . . . ≤ X (n) be the n th order statistics. The joint distribution of
given X (n−k) = q for some k = 1 . . . n − 1 equals the joint distribution of the set of order statistics {X * (i) } k i=1 of independent and identically distributed random variables
with common distribution function
The following lemma (Rodionov (2014) ) is extension of the Laplace method of estimating integrals and makes possible to find the asymptotic form of integrals emerging in presented work (see, for example, Fedoruk (1977)).
Lemma 2 Consider the behavior of the integral
Let S(x) satisfy the following regularity conditions:
C2 S(x) is strictly monotone and three times continuously differentiable starting from some x 0 > 0. In addition, the first, the second and the third derivatives of the function S(x) have a finite or an infinite limit as x → +∞.
It is not difficult to prove using this lemma that the class of distributions satisfying regularity conditions A1-A3 (and B1-B4) belongs to the Gumbel maximum domain of attraction. The distribution function of such distributions may be represented in form of Von Mises (see Embrechts at el. (1997)):
where x ′ ≥ 0, a(x) is the positive and absolutely continuous function on
, and x F is the right point of concerned distribution. On the other hand, one can derive for the concerned family of probability densities f (x, γ) = exp(−S(x, γ)) (since we differentiate only in respect to x, we omit the parameter γ here):
It is proved in Rodionov (2014) , that under the conditions of Theorem 1 and Theorem 2 lim
So we can write
for the function d(x) in (5). So, it should be proved only, that there exist x ′ , a(x) and
a(t) dt. Differentiate this equation in respect to x :
It is mentioned earlier, that lim x→∞ S ′′ (x) (S ′ (x)) 2 = 0 under regularity conditions A1-A3 and B1-B4, so let g(x) = 1 +
, it is the positive function starting from some x 0 > 0 by the condition C2. Thus we state, that there exist a(x) and g(x) such that
a(t) dt + C 1 , where C 1 is a certain constant. To finish the proof of the state, that the family of concerned distributions belongs to the Gumbel maximum domain of attraction, take x ′ = x 0 and move the constant e C 1 to d(x).
In the following lemma asymptotic distribution of the (n − k n ) th order statistic X (n−kn) is considered.
Lemma 3 There holds under the conditions of Theorem 1
Proof. According to theorem 2.2.1 from de Haan (2006),
where
. According to Lemma 2, a n/kn = arg
In addition, U (
and
F ′ (a n/kn ) . But F ′ (a n/kn ) = exp(−S(t, γ)), where t = a n/kn such that
It follows from the regularity conditions A1 and A2 that lim n→+∞ S ′ (a n/kn , γ) = +∞, so we obtain using (8)
The proof of Lemma 3 is completed.
Proofs
The proof of Theorem 1.
Firstly write the likelihood L(X (n) , . . . , X (n−kn+1) ; γ) using Lemma 1
So the ratio of likelihoods is the following:
Using Lemma 2, obtain
, so we may represent the ratio of likelihoods in the following form:
Find the asymptotical distribution of A 1 ·A 2 . Consider the random variables {Y i } kn i=1 with the n th order statistics
, that appear in the expression of A 1 . According to Rényi's representation (for example, see de Haan (2006)), these random variables are independent given X (n−kn) = q . They are also identically distributed. Now consider the multiplier A 2 . It is easy to see, that
are independent and identically distributed given X (n−kn) = q as {Y i } kn i=1 . So, using central limit theorem for triangular arrays we obtain
given X (n−kn) = q and under the assumption that lim n→∞ k n DZ 1 = C 2 > 0, the Lindeberg condition must hold also:
But it is convenient to verify the Lyapunov condition instead of Lindeberg condition:
as n → ∞.
Find the asymptotics of EZ 1 и DZ 1 given X (n−kn) = q. Decompose the expressions S(X (n−i) , γ + t(k n )) − S(X (n−i) , γ) in a Taylor series with the remainder term in Lagrange form for all i = 0, . . . k n − 1 :
where |t(k n )| ≤ |t(k n )| and signs of t(k n ) and t(k n ) are the same as before. So, the conditional mathematical expectation of Z 1 given X (n−kn) = q may be represented as following
where t(k n ) = t(k n , q) . In the sequel the function S(x, θ) and all of its derivatives will be considered only as x = q and θ = γ, so, for example, the second mixed derivative S ′′ xγ (q, γ) will be denoted as S xγ , also we will write S instead of S(q, γ). According to Lemma 3.2.1 in de Haan (2006), X (n−kn) = q → ∞ as n → ∞. Find the asymptotics of
Using Lemma 3 we obtain
Let's estimate the integral I 2 = ∞ q S γ exp(−S)dx, it converges according to the regularity condition A3. Using Lemma 2 for the function S − ln S γ (see, that this function satisfies the regularity conditions C1-C3), we obtain
According to the regularity conditions A1-A3 and the L'Hospital rule, we have
consequently,
Here and in the sequel we omit the module brackets in expressions like ln S γ , since if, for example, S γ < 0, then (ln(−S γ )) x = −Sxγ −Sγ = Sxγ Sγ , and the limit in (17) does not change. Now prove that (ln
and q → ∞. According to regularity conditions A1-A3 and the L'Hospital rule, we have
Combining two last results we derive
i.e. 
In addition holds
. Similarly to previous reasoning
Here such as in other analogous situations the case lim q→∞ ln S xx = const is investigated simply. Rewrite the integral I 2 using obtained results
Find the asymptotics of the ratio I 2 /I 1 . It is easy to see that
Thus, the first summand in (14) is equal to
Consider the second summand in (14) . According to the proof of Lemma 2 (see Rodionov
, and c 1 =
. Derive similarly to 
So we can write the integral I 3 = ∞ q S γγ exp(−S)dx in the following form
Hence we obtain the explicit form of the second summand in (14)
Using the estimation of the second summand B 2 , we may write the third summand in (14) in the following form (it should be recalled that t(k n , q) = t(k n ))
Let
where u is some constant. According to the continuous mapping theorem (see Billingsley (1999) ) and Lemma 3, we get
Return to the first summand in (14) and consider its asymptotics given t(k n ) as q → ∞
(1 + o(1)).
It follows from (19), that
According to the L'Hospital rule and regularity conditions, we have
According to the continuous mapping theorem and Lemma 3, S(X (n−kn) , γ) − S(a n/kn , γ) P − → 0, while according to the regularity condition A3, lim a n/kn →∞ ln Sx(a n/kn ,γ) S(a n/kn ,γ) = 0. It is obtained in the proof of Lemma 3, that exp(−S(a n/kn ,γ)) Sx(a n/kn ,γ) = kn n . Find the logarithm of both parts of this equation and derive that S(X (n−kn) , γ) ln
Since under the condition (3)
Then it is easy to see using the value of t(k n ) that k n B 2
2 . Return to the third summand in (14) and prove that k n B 
it means that
respectively.
But it appears from the regularity condition A3, that According to Lagrange theorem, ∀θ, 0 < θ ≤ t(k n ), there exist such θ, 0 < θ ≤ θ and the slowly varying function R(x), that
since S is strictly monotone starting from some x 0 > 0. Since under the condition (3), lim n→∞ kn (ln n kn ) ε = 1 for some ε, 0 < ε < 2, and, as it is mentioned before, S(X (n−kn) ,γ) ln 
. So, we obtain
Consider the conditional variance
Using (12) , represent this expression in polynomial form with respect to t(k n ) . The coefficients at the null and the first powers of t(k n ) are equal to zero evidently. Consider the coefficient at (t(k n )) 2 , whose asymptotics coincides with the asymptotics of the concerned expression. Similarly to (21),
Using (19) and (23), derive the coefficient at (t(k n )) 2 :
(1 + o (1)).
Obtain similarly that the coefficient at (t(k n )) 3 is equal to
But a 3 = R(S)a 2 , where R(S) is some slowly varying function of S. From the L'Hospital rule and the regularity condition A3 imply that
hence
(1 + o (1)) and
Now verify the Lyapunov condition (11) . See, that E(
. Estimation of EZ 3 1 and EZ 4 1 is done similarly to estimation of
(1 + o (1)) as q → ∞. Using derived asymptotics of EZ 1 and EZ 2 1 , obtain
Consequently, we have
so the Lyapunov condition (11) holds under the conditions of Theorem 1, so the conditions of central limit theorem (10) are satisfied. Since according to Lemma 3, X (n−kn) −a n/kn P − → 0, then it follows from (25), (28) and the continuous mapping theorem, that
Consider the third summand in (9) A 3 . It is easy to see that
. 
Consider the asymptotic behavior of
S , where R(x) is some slowly varying function. It is established previously that lim
S , where R ′ (x) is some slowly varying function. With a glance of previous results and the condition (3) it follows that ln A 3 = √ k n R(S) S P − → 0, where R(x) is some slowly varying function again, and
Hence, according to Slutsky's theorem,
The proof of Theorem 1 is complete.
The proof of Theorem 2.
The scheme of the proof of Theorem 2 is the same as the proof of Theorem 1. Using Lemma 1, write the ratio of likelihoods
Since the concerned family of densities satisfies the conditions of Lemma 2, then the expansion (9) holds for the ratio of likelihoods given X (n−kn) = q . As before, consider the random variables
with the following n th order statistics
where i = 0, . . . , k n − 1, that are independent given X (n−kn) = q according to Rényi's representation and identically distributed in addition. It is easy to see that ln
It follows from the L'Hospital rule and the regularity condition B4, that it holds for all γ that S(x, γ) satisfies the regularity conditions B1-B4
so we have
Consider the random variables
It is easy to see that these random variables are identically distributed and independent given X (n−kn) = q. Note also that
According to Lindeberg central limit theorem, we have
on condition that X (n−kn) = q, lim n→∞ k n DZ 1 = const > 0 and the Lindeberg condition holds. As before instead of Lindeberg condition we verify Lyapunov condition that take on following form:
as k n → ∞. Find the asymptotics of EZ 1 and DZ 1 given X (n−kn) = q. Firstly note that
where |θ(k n )| ≤ |t(k n )| and the signs of θ(k n ) and t(k n ) are the same. It appears from (12), (13) and the previous expansion, that:
where t(k n ) = t(k n , q) . We omit the arguments of the function S(x, γ) and all of its partial derivatives as before provided that are equal to q and γ respectively. It appears from the definition of the function H(x) that the term at t(k n ) in the expansion (32) is equal to 0 identically. Consider the term at (t(k n )) 2 in the expansion (32). Recall that it holds for the integral F (q) = ∞ q exp(−S(x))dx as q → +∞ the following
,
. Using this fact, obtain:
Under the regularity condition B4 we have
as q → +∞. Really, if S xx is not equal to 0 identically in some neighbourhood of infinity, then it appears from the L'Hospital rule and the regularity conditions B1-B4 that
It follows from the proof of Lemma 2 that lim 
Now prove that
as q → +∞. From the L'Hospital rule and the regularity conditions imply that
Using previous facts and Lemma 2 we conclude that
So the term at (t(k n )) 2 in the expansion (32) is equal to
Analyze the third summand in the expansion (32) (denote it as B 3 ) similarly to (22)
where u is some constant. Note, that the state of Lemma 3 holds as before, i.e. X (n−kn) − a n/kn P − → 0 as n → +∞. See that from the regularity conditions imply lim x→+∞ ln Sx(x,γ)
S(x,γ) = 0.
Since it follows from the proof of Lemma 3 that S(a n/kn , γ) + ln S x (a n/kn , γ) = ln
So using regularity condition B1 and (4) we obtain that lim x→+∞ √ k n S x (a n/kn , γ) = +∞, whence it appears X (n−kn) − a n/kn P − → 0 .
From the continuous mapping theorem imply that
as before. Find the asymptotics of k n EZ 1 as q → ∞ and given t(k n ). Consider the second summand in (32)
It is easy to see that
Note that it holds for all such γ that S(x, γ) is defined:
as q → ∞. Prove these facts. Using the L'Hospital rule and the regularity conditions, we derive
whence it appears the concerned facts. Then we have
hence and from the regularity condition B4 imply that
, where R(x) is some slowly varying function. So, we obtain that
.
As it is mentioned previously, Sxγ Sx = R(S) and R(S(q, γ)) = R 1 (S(q, γ + θ(k n ))) because of continuity of the function S(x, γ) with respect to γ, where R(x) and R 1 (x) are some slowly varying functions. So we obtain
, where R 2 (x) is some slowly varying function. Recall that according to the regularity condition B2 there exists δ > 0 such that lim q→+∞ ln Sx
So, we obtain that
as k n → ∞ and finally
The proof of the following fact k n B 3 P − → 0, where B 3 is the third summand in the expansion (32), agrees completely with the proof of the analogous fact in the previous section. So, we obtain
Now consider the conditional variance DZ 1 = EZ 2 1 − (EZ 1 ) 2 given X (n−kn) = q. Note as before that since k n EZ 1
Firstly note that
where as before | t(k n )| ≤ |t(k n )| and the signs of t(k n ) and t(k n ) are the same, R(x) is some slowly varying function. From (24) imply S(X (n−kn) ,γ) ln n kn P − → 1. Hence it appears from (4) and continuity of the function S(x, γ) in respect to γ , that
as n → ∞ and q → ∞. Hence and from the expansions (12), (13) and (31) imply:
Using the last expansion and the expansion (12), represent EZ 2 1 in polynomial form in respect to t(k n ). It is easy to see, that the coefficients at the null and the first powers of t(k n ) are equal to 0. Consider the coefficient at (t(k n )) 2 whose asymptotics agrees with asymptotics of EZ 
So the coefficient at (t(k n )) 2 (denote it as a 2 ) is equal to 
hence the concerned fact appears. Thus we obtain that
Similarly, the coefficient at (t(k n )) 3 is equal to a 3 = Sxγ Sxγγ S 2
x
(1 + o(1)). But it follows from (27) that a 3 = R(S)a 2 , so we obtain
where R(S) and R 1 (S) are some slowly varying functions. Finally we get EZ 2 1 = (t(k n )) 2 S 2 xγ S 2
(1 + o(1)) and consequently
In the sequel we will omit the arguments of the function S(x, γ), V (x, γ) and its derivatives, if they are equal to x and γ respectively. Using (21) and the fact that under the conditions of Theorem 2
, we obtain
Firstly find the asymptotics of the second summand in the last equation
As it is mentioned previously, under the conditions of Theorem 2 we have lim k n H(X (n−kn) ) S x (a n/kn , γ) S x (X (n−kn) , γ) − H(a n/kn )
From the mentioned previously the continuity theorem for the function 1 Sx (where b n = 1 √ knSx(a n/kn ,γ) and η n = √ k n S x (a n/kn , γ)(X (n−kn) − a n/kn ), as before)
1 Sx(a n/kn +bnηn,γ) − 1 Sx(a n/kn ,γ)
where ξ ∼ N (0, 1). In other words, k n S x (a n/kn , γ) S x (X (n−kn) , γ) −kn) ) S x (a n/kn , γ) S x (X (n−kn) , γ)
Combining the previous result and (38) we derive finally k n H(X (n−kn) ) − H(a n/kn )
that completes the proof of Theorem 2.
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