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La finalidad de este proyecto es estudiar y experimentar con la arquitectura Cell BE 
comercializada por IBM. Actualmente existen muchos fabricantes de procesadores, que a 
su vez presentan multiples arquitecturas al mercado. La analizada en este trabajo concreto 
ofrece una diferenciación respecto a las demás ya que dispone de núcleos de ejecución 
heterogéneos. 
 
A lo largo del escrito se pueden apreciar dos lineas de actuación diferentes, por un lado se 
analizan las características de dicho procesador a la vez que se diseña un aplicativo de 
compresión basado en el algoritmo LZO.  
 
El objetivo del proyecto es analizar los beneficios que pueden obtenerse con dicha 
arquitectura al paralelizar el aplicativo mencionado. Para ello se desarrolla en lenguaje C 
el algoritmo y se realizan distintas pruebas. 
 
Para evaluar exahustivamente las ventajas del procesador, una vez conseguida una 
versión básica, se codifican mejoras sobre el aplicativo y finalmente se realiza una 
comparativa entre todas las pruebas realizadas para cada versión. Para que los resultados 
tengan un contexto en la tecnología actual, se compara tanto con otras plataformas del 
mercado como con otros aplicativos compresores. 
 
En este documento se detallan todos los procesos seguidos, analisis de la arquitectura, 
diseño del aplicativo, implementación y extracción de resultados así como las diferentes 
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En este apartado se da una idea del contenido de este proyecto, resumiendo 






En este Proyecto Fin de Carrera se ha llevado a cabo la optimización de un algoritmo 
de compresion de datos LZO para su ejecución en la arquitectura con multiples 
nucleos de ejecución de IBM denominada Cell B./E. Esta arquitectura de procesador 
posee una serie de aceleradores vectoriales (capaces de trabajar sobre vectores de 
datos de forma muy eficiente) con memorias locales de tamaño muy reducido 
gobernados desde un procesador de proposito general. Esta heterogeneidad en la 
arquitectura (tanto de procesador como de memoria) supone grandes dificultades en 
la programación de aplicaciones. 
 
En primer lugar se analiza como adaptar las funcionalidades deseadas sobre una 
versión básica del algoritmo de compresion LZO, sobre la cual se realizarán 
diferentes pruebas de rendimiento que se compararán con varias alternativas 
codificadas para otras arquitecturas y algoritmos. Esta version inicial se 
optimiza mediante el uso de las herramientas proporcionadas por la arquitectura que 
permiten un análisis de su comportamiento temporal y uso de los recursos 
disponibles en la arquitectura. Finalmente se evaluan las mejoras de rendimiento 





Los objetivos marcados para el proyecto pasan por ver que ventajas puede 
proporcionar la arquitectura a analizar frente a otras existentes en el mercado y 
comprobar que efectivamente puede llegarse a las mejoras anunciadas. 
 
Una de las principales preocupaciones era demostrarlo fuera de un entorno de 
laboratorio, es decir, verificar que las mejoras son aplicables a un software funcional 
en lugar de comprobar el throughput teórico con un aplicativo que únicamente 
monitorice la velocidad entre memoria principal y caché, sin realizar operaciones 
útiles para entornos productivos. Para ello era necesario encontrar el programa que 
permitiese evaluar un entorno real pero que a su vez, ayudase a aprovechar al 
máximo la arquitectura a estudiar. 
 
Finalmente, la decisión se tomó en favor de un compresor basado en el algoritmo 
LZO. Los compresores mueven una gran cantidad de información y realizan una 
codificación de esa información que se traduce en throughput y proceso intensivo de 







Por tanto, los objetivos concretos que dan forma al proyecto son: 
 
- Estudiar las técnicas disponibles y la adaptabilidad de estas para un 
algoritmo concreto. 
 
- Generar un programa de compresión, utilizando el algoritmo LZO, 
ejecutable en arquitectura Cell. 
 
- Establecer un punto de referencia comparativo respecto a otras 
arquitecturas existentes en el mercado. 
 
- Optimizar el aplicativo desarrollado con herramientas suministradas por la 
propia arquitectura Cell. 
 
- Analisis de mejoras. 
 






Los resultados demuestran la efectividad de la arquitectura y del algoritmo de 
compresión.  
 
En el análisis del capítulo cuarto se explica en detalle la comparativa contra 
diferentes plataformas y compresores, donde se observa que el código desarrollado 
supera en rendimiento al resto. 
 
En el capítulo siguiente, se realizan mejoras en el programa utilizando las 
herramientas proporcionadas por Cell y se explica porque son o no útiles. Este punto 
es importante, ya que los desarrollos codificados tienen carácter general y pueden 
aplicarse a varias funcionalidades distintas. Se trata de un algoritmo que permite 
fragmentar los datos globales a tratar en diferentes bloques de menor tamaño. Estos 
se tratan paralelamente por distintas unidades de proceso y posteriormente se 
ensamblaron correctamente de nuevo. Este comportamiento puede aplicarse a otras 
aplicaciones como el encriptamiento de datos, gestión de tramas telefónicas, análisis 
y/o búsqueda en bases de datos, …. Para ello es importante saber en que caso aplica 















Estructura de la memoria 
 
La memoria del proyecto se estructura de la siguiente manera: 
 
 Capítulo 1- Antecedentes: Estudio de la arquitectura sobre la que se va a 
trabajar. En este capítulo se presenta un pequeño resumen del trabajo de lectura 
y consulta hecho antes y durante la realización de este PFC, para poder tener una 
idea general del diseño y las condiciones de funcionamiento del procesador Cell. 
 
 Capítulo 2- Análisis: Una vez estudiada la arquitectura sobre la que se 
desarrollará el aplicativo, se analizan y justifican las mejores alternativas para 
adaptarlo a su entorno de ejecución. 
 
 Capítulo 3- Diseño. Se explica como se ha realizado el desarrollo de cada una 
de las partes del programa y su adaptación al procesador. 
 
 Capítulo 4- Resultados. Una vez completado el aplicativo, se analizan los 
resultados y comparan contra otras arquitecturas y compresores existentes en el 
mercado. 
 
 Capítulo 5- Mejoras en el desarrollo. Se explican nuevas implementaciones 
hechas en el código, utilizando las posibilidades que brinda el procesador, para 
mejorar su rendimiento. Posteriormente se analizan los resultados obtenidos con 
el código optimizado. 
 
 Capítulo 6- Conclusiones. Se extraen las conclusiones obtenidas con la 
realización del proyecto, se analiza si se han cumplido o no los objetivos 







Durante este capítulo se exponen resumidamente las características principales del 
procesador Cell, con la finalidad de que el lector adquiera los conocimientos 
necesarios para una mejor comprensión del desarrollo del proyecto y sus 
motivaciones. 
 
1.1. INTRODUCCIÓN AL PROCESADOR CELL 
 
El procesador Cell es un proyecto iniciado en 2001 por Sony, Toshiba e IBM con la 
intención de desarrollar una nueva familia de procesadores con arquitectura 
enfocada a un ancho de banda entre memoria y CPU mayor que sus predecesores 
(CBEA, Cell Boadband Engine Arquitecture). 
 
En un inicio, fue un procesador ideado para consolas (Playstation 3)  y para 
electrodomésticos con gran potencia audiovisual (televisores de alta definición, 
retroproyectores,…), aunque su diseño permite aplicar su gran potencia a muchas 
otras aplicaciones vinculadas a los cálculos intensivos. 
 
CBE Cell Broadband Engine consiste en un procesador multi-core que dispone de 9 
núcleos en un único chip compartiendo el dominio de memoria principal. La 
diferencia respecto al resto de procesadores que salieron posteriormente al mercado 
con nomenclaturas multicore reside en que la arquitectura de Cell es heterogénea en 
sus cores mientras que el resto (Intel, AMD, Power5, Power6, …) son homogéneos. 
Es decir, mientras que el resto tiene todos sus cores idénticos, Cell dispone de dos 
tipos de cores: un Power Procesor Element (PPE) y ocho Sinergetic Procesor Element 
(SPE). 
 
El primer tipo, el PPE, es un procesador de arquitectura PowerPC de 64 bits. Es 
totalmente compatible y puede ejecutar tanto sistemas operativos como 
aplicaciones, aunque depende del SPE para soportar la carga computacional si se 
desea extraer la máxima potencia al procesador.  
 
El segundo tipo, el SPE, está optimizado para aplicaciones de cálculo intensivo y no 
para los sistemas operativos. Son independientes entre ellos aunque dependen del 
PPE para ejecutar el sistema operativo y en la mayoría de casos para ejecutar las 
aplicaciones, de ahí el nombre de procesador sinergético; ya que aún no existiendo 











                                                 
1 Según la RAE, sinergia: Acción de dos o más causas cuyo efecto es superior a la suma de los efectos individuales 
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Desde el punto de vista de un 
programador, el procesador Cell 
se trata como un sistema de 9 
vías coherente en memoria, en el 
que hay un procesador 
optimizado para realizar el 
control y cambio de tareas  de 
manera rápida y eficaz y 8 que 
realizan un cálculo intensivo de 







Figura 1 Detalle del procesador Cell 
 
La diferencia principal entre ambos tipos de núcleo está en el acceso a la memoria. 
Mientras el PPE accede a la memoria principal mediante operaciones de load/store 
utilizando un registro dedicado (acceso standard), el SPE lo hace mediante 
operaciones DMA entre la memoria principal y la memoria local de la que dispone el 
núcleo. Esta organización de memoria en 3 niveles (registro, memoria principal y 
memoria local) con transferencias DMA asíncronas entre memoria local y principal 
representa un gran salto ya que permite la paralelización de la transferencia de datos 
con la operativa de estos.  
 
Este cambio radical respecto a las anteriores arquitecturas afecta directamente a la 
latencia en el acceso a memoria, ya que los accesos determinísticos mediante DMA 
utilizados por los SPEs utilizan pocos ciclos de reloj, que además pueden 
paralelizarse con el tratamiento de datos precargados en la memoria local de cada 
elemento sinergético. En cambio, los accesos convencionales utilizados por otras 
arquitecturas que utilizan mecanismos de predicción para cargar los datos en la 
caché, utilizan cientos de ciclos de reloj que deben gestionarse cada vez que se 




1.2. SUPERANDO LAS TRES BARRERAS 
 
El procesador Cell, supera tres importantes limitaciones de potencia de los 
procesadores contemporáneos: potencia, memoria y frecuencia de reloj. 
 
 
1.2.1. Utilización de Potencia 
 
Actualmente, la potencia de cálculo de un procesador, se encuentra más limitada por 
la disipación máxima soportable que por el número de circuitos integrados 
disponibles. La disipación de potencia lleva implícito un aumento de temperatura, 
que actualmente ha alcanzado su máximo y por ello encontramos la limitación de 
número de circuitos y frecuencia a la que trabajan estos.  
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La única formula que se puede utilizar, con los materiales actuales, para superar este 
obstáculo es incluir un diseño más avanzado que permita extraer más rendimiento 
con la misma disipación. Esto es exactamente lo que hace Cell utilizando un 
procesador especializado para la operativa propia del sistema operativo y ocho más 
especializados para realizar procesos de cálculo intensivo. 
 
 
1.2.2. Limitación de Memoria 
 
Los actuales procesadores, incluso aquellos que llevan controladores de memoria 
integrados, tienen una latencia de acceso a memoria cercano a los 1000 ciclos. Como 
consecuencia, el rendimiento de un gran número de aplicaciones esta limitado por 
las transferencias de datos entre la memoria principal y la del procesador. 
 
El diseño de memoria en tres niveles, los registros de 128 bits junto con las 
transferencias DMA asíncronas, permite que Cell tenga hasta 128 transferencias 
simultáneas entre sus 8 SPEs, superando los anchos de banda convencionales en 
casi 20 veces. 
 
 
1.2.3. Limitación en Frecuencia 
 
El número de puertas lógicas en una etapa de la pipeline del procesador, no puede 
reducirse más allá de un límite, pero para poder aumentar la frecuencia de un 
procesador es necesario aumentar dichas etapas. Actualmente nos encontramos en 
el límite a partir del cual más etapas implican una disminución en el rendimiento o 
un aumento excesivo de la disipación que no se podría implementar en la práctica. 
 
Aumentar la frecuencia es, en definitiva, poder realizar más operaciones por unidad 
de tiempo y a la vez también realizarlas más rápidamente. Cell soluciona el problema 
maximizando este número de operaciones al esforzarse en diseñar núcleos 
multitarea que pueden ejecutar dos hilos simultáneos en registros de mayor 
capacidad (128 bits) que realizan operaciones vectoriales. Si sumamos el hecho de 
tener hasta 9 núcleos realizando operaciones y que se elimina el overhead de las 
ejecuciones out-of-order así como el renombramiento del registro de acceso a 
memoria y las operaciones predictivas para el acceso a esta, se consigue aumentar 



















Se ha explicado que Cell es un procesador compuesto por nueve núcleos y a lo largo 
de este apartado se explica con más detalle como son los elementos que lo 
componen y como se interconectan entre ellos. 
 
 
1.3.1. PPE  (POWERPC PROCESSOR ELEMENT) 
 
Utilizando la arquitectura PowerPC (RISC) de 64-bits, este elemento es el procesador 
principal. Ejecuta el sistema operativo, gestiona los recursos y en principio es el que 
controla todo el proceso de las aplicaciones a través de los diferentes SPEs. Sobre el 
PPE pueden ejecutarse códigos compatibles con la arquitectura PowerPC así como 
ejecución de instrucciones SIMD. 
 
Al estudiar el PPE se observa que es un 
procesador de propósito general, con dos 
hilos de ejecución paralela, con un 
procesador RISC de arquitectura PowerPC 
(versión 2.02) que dispone de la Extensión 






           Figura 2 Esquema Elemento PowerPC 
 
 
1.3.1.1. PPU (Power Processor Unit) 
 
La PPU se encarga del control de instrucciones y su ejecución. Está compuesta por: 
el set de instrucciones de los registros 64-bits del PowerPC, 32 registros vectoriales 
de 128-bits, dos cachés de nivel 1 (L1) de 32-KB , una para instrucciones y otra para 
datos. También dispone de una unidad de control de instrucciones, una de carga y 
descarga a memoria, una de cálculo para enteros y otra para números en coma 
flotante, una de cálculo vectorial, otra de saltos y una para gestión de memoria 
virtual.  
 
Dispone de dos hilos de ejecución simultáneos que son vistos por el SO y presentada 




1.3.1.2. PPSS (Power Processor Storage Subsystem) 
 
El PPSS gestiona las peticiones de datos a memoria desde el propio PPE así como los 
accesos externos hacia el PPE desde otros procesadores  o sistemas de I/O. Está 
compuesto por: una caché de nivel 2 (L2) de 512-KB para instrucciones y datos, 
diferentes sistemas de colas y un bus que hace de interfaz hacia el EIB.  
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Una característica especial es que la caché L2 puede controlarse mediante software, 




1.3.2. SPE  (SYNERGISTIC PROCESSOR ELEMENT) 
 
Cada uno de los ocho SPEs disponibles en Cell son procesadores optimizados para 
operaciones SIMD (Vectorizadas) con alta concentración de datos, que normalmente 
son suministrados por el PPE. Están compuestos por un núcleo de arquitectura RISC, 
256 KB de memoria local y registros de operaciones de 128 bits. La carga entre la 
memoria local y la memoria principal se realiza mediante operaciones DMA 
asíncronas. Cabe destacar que estos no son núcleos pensados para ejecutar sistemas 
operativos. 
 
Cada uno de los ocho SPEs disponibles son 
procesadores RISC de 128-bits 
especializados en el cálculo intensivo para 
datos de alta densidad y operaciones SIMD. 
Están compuestos por dos unidades 
principales: 











1.3.2.1. SPU (Synergistic Processor Unit) 
 
 
La SPU se encarga de control de instrucciones y ejecución. Está compuesto por: un 
conjunto de 128 registros con 128 bits cada uno, una memoria local de 256-KB para 
instrucciones y datos. Dispone de una unidad de control de instrucciones, una de 
carga y descarga a memoria, dos para cálculo entero y una para cálculo en coma 
flotante y un interfaz para DMA. También se ha implementado un conjunto de 
instrucciones para operaciones SIMD específico para este procesador. 
 
Cada SPU es un procesador independiente que se encarga de ejecutar los hilos 
(threads) lanzados por el PPE. Sólo trabajan en su memoria local, de manera no 
segura, cargando y descargando los datos desde y hacia la memoria principal, 










1.3.2.2. MFC (Memory Flow Controller) 
 
El MFC contiene un controlador que gestiona las transferencias DMA entre la 
memoria principal (incluyendo direcciones de memoria, memoria de otros SPEs y 
registros de memoria mapeada)  y la memoria local de cada SPU. El controlador hace 
de interfaz hacia el EIB, controlando el ancho de banda y las operaciones de 
sincronización con el resto de elementos del sistema. 
 
Una vez recibido el comando DMA por el controlador, la SPU puede continuar su 
ejecución mientras el MFC controla los procesos de la transferencia, este proceso 
puede automatizarse mediante listas de comandos que se ejecutan autónomamente 
permitiendo una paralelización mucho más potente. Si se contempla que cada 
transferencia DMA tiene un tamaño máximo de 16 KB y que pueden automatizarse 
mediante listas hasta 2048 transferencias, la cantidad de datos que se intercambian 
entre la memoria local y la principal, a la vez que el respectivo SPU realiza 
instrucciones, es enorme. 
 
Con la finalidad de mantener la coherencia respecto a la memoria principal, el 
sistema operativo proporciona la información necesaria al MFC. Esta información 
también puede ser gestionada por algún software específicamente diseñado para 
mapear direcciones de la memoria local de cada SPE desde el PPE sobre la memoria 
principal, para que esta sea accesible por otros elementos del sistema aún sin ser 
coherente en el sistema global. 
 
Los SPEs proporcionan un entorno determinístico, sin memoria caché, así que los 
fallos al acceder a datos dentro de la memoria L2 no son un factor limitante en el 
rendimiento. Las reglas para la programación de la pipe son sencillas y fijas, por lo 
que es relativamente simple prever el rendimiento de una aplicación observando el 
código desarrollado. Aunque la memoria local está compartida con el controlador 
DMA para las operaciones de lectura/escritura, carga/descarga a memoria y en la pre 
lectura (prefetch) de operaciones, las operaciones DMA sólo pueden acceder a la 
memoria local cada ocho ciclos como mínimo. Esto hace que las operaciones DMA 




















1.3.3. EIB (Element Interconnect Bus) 
 
Este bus para interconectar coherentemente los diferentes elementos que 
componen el procesador entre ellos y la memoria principal dispone de una 
estructura de 4-anillos (dos en sentido horario y dos en antihorario) para los 
datos y un árbol de estructura de comandos. El ancho de banda es de 96 bytes 
por ciclo y puede llegar a soportar hasta 100 transacciones concurrentes entre la 









Como se muestra en la Figura 2, el EIB tiene dos interfaces diferentes: 
 
MIC (Memory Interface Controller): Facilita la comunicación entre el EIB y la 
memoria principal con dos canales de comunicación (XIO) y accesos a memoria por 
cada canal de 1-8, 16, 31, 64 o 128 bytes. 
 
BEI (Cell Broadband Engine Interface): Gestiona las transferencias entre el EIB y 
los dispositivos de I/O. Realiza la traducción de direcciones, proceso de comandos, 
interrupciones y proporciona la interfaz de bus. Dispone de dos canales Rambus 
FlexIO. Uno soporta sólo dispositivos I/O no coherentes mientras que el otro canal 
puede ser configurado como no coherente y como coherente, proporcionando así una 












1.3.4. VECTORIZACIÓN SIMD (Single Instruction Multiple Data) 
 
Las operaciones SIMD explotan los vectores mediante paralelismo a nivel de datos, 
esto significa que los cálculos necesarios para transformar el conjunto de elementos 
de un vector, se pueden ejecutar simultáneamente a todos los compnentes de dicho 




Figura 5 Operación suma SIMD 
 
 
Figura 6 Operación Shuffle SIMD 
 
 
Este tipo de aplicaciones pueden realizarse tanto en el PPE mediante la extensión 
multimedia Vector/SIMD como en el SPE donde está soportado directamente por su 
arquitectura de instrucciones de base. 
 
En ambos tipos (PPE y SPE), los registros de vectores tienen capacidad para 128 
bits, lo que le da la posibilidad de realizar la misma operación en un único registro 




El objetivo del proyecto es, en definitiva, demostrar que paralelizar un aplicativo 
haciendo uso de las ventajas que proporciona el procesador Cell, se puede aumentar 
el rendimiento obtenido respecto a otros tipos de arquitecturas que se encuentran 
actualmente en el mercado. 
 
Para ello, antes de pasar a la fase de diseño e implementación, se desarrollaran a lo 
largo de este capítulo los siguientes puntos de interés: 
 
 Análisis del entorno en el que se trabajará a nivel de aplicativo, hardware, 
sistema y herramientas. 
 
 Evaluación de las diferentes alternativas que presenta la arquitectura Cell y así 
escoger una línea de actuación para segmentar el aplicativo. 
 
 Decisión, en función del diseño escogido, de las tareas a ejecutar en cada una 





2.1.1. Hardware y Sistema Operativo 
 
El hardware utilizado es un servidor QS20 con dos procesadores Cell y 1 GB de 
memoria. El sistema es una implementación de Linux basado en la distribución 
Fedora versión 7, recomendado y certificado en la documentación.  
 
El QS20 es un servidor de tipo blade, y este concretamente está instalado en el CPD 
que el BSC dispone en la capilla del superordenador Marenostrum, el cual, hasta el 




2.1.2. Herramientas de desarrollo 
 
SDK 3.0 (Software Development Kit) es un conjunto de herramientas entre las que 
se incluyen librerías, compiladores, linkers, simuladores, herramientas de 
monitorización… Es posible descargarlo desde la página del proyecto Cell2. 
 
Gracias a SDK se pueden utilizar funciones predefinidas que simplifican 












El aplicativo a escoger debe presentar baja dificultad para paralelizar, es decir: debe 
ser relativamente sencillo segmentar los datos que deben procesarse en diferentes 
bloques o etapas, para así poder centrar los esfuerzos en la compresión de la 
arquitectura y optimizar el rendimiento en base a las posibilidades que ofrece el 
procesador. Por ello se ha escogido un compresor basado en el algoritmo LZO. 
 
MiniLZO, es un programa cuyo código es de licencia libre (Open Source GPL). Fue 
desarrollado por Markus F. X. J. Oberhumer en lenguaje ANSI C, aunque existen 
versiones también desarrolladas en Perl, Python y Java. El hecho de que esté 
codificado en ese lenguaje es otra ventaja, puesto que los compiladores disponibles 
en el SDK 3.0 son para Fortran y C/C++. 
 
 
2.2. Definición de la paralelización a realizar 
 
Según la documentación disponible para desarrolladores, existen dos modelos en el 
segmentado de un aplicativo. El modelo PPE-centric y el modelo SPE-centric: 
 
PPE-centric: Con este modelo, la aplicación principal corre en la unidad PPU 
mientras que diferentes tareas son enviadas a las unidades SPU para su ejecución. El 
PPE se encarga de esperar, coordinar y recibir los datos computados por los 
diferentes SPE.  
 
 
SPE-centric: En este modelo, el código 
de la aplicación está extendido entre los 
diferentes SPEs mientras que el PPE 
actúa como fuente/gestor de recursos. 
Los SPEs son autónomos, gestionan los 
nuevos datos sobre los que operar cada 
vez que finalizan la anterior ejecución. 
En definitiva, actúan como entidades 
independientes. 
 
    Figura 7 Modelos de programación en Cell 
 
 
El modelo PPE-centric suele ser el más utilizado en los desarrollos ya que encaja a la 
perfección en un modelo de datos en serie con computación paralela, el cual suele 
ser el menos complicado de implementar y el más eficaz en relación 
coste/rendimiento.  
 
El aplicativo LZO se encarga de recoger datos desde un fichero, leerlos, comprimirlos 
y volver a  escribirlos una vez tratados, reduciendo así el espacio que ocupan. La 





Figura 8 Fases del compresor/descompresor 
 
 
Existen diferentes partes del aplicativo que pueden paralelizarse: 
 
 Lectura/escritura de datos. 
 Compresión/descompresión de los datos. 
 Algoritmo LZO. 
 
Para valorar la mejor opción, se realiza un análisis basado en los 5 puntos que el 
manual de programación del SDK nos indica: 
 
 Distribución de la carga de proceso. 
 Estructura del programa. 
 Disponibilidad de los datos dentro del programa y patrones de acceso a estos. 
 Coste, en tiempo y complejidad, de la gestión y movimiento de los datos 
entre procesadores. 
 Coste de la carga de datos en el bus y dispositivo origen de estos. 
 
 
De lo que se deduce que la lectura/escritura de datos: 
 
 Ocupa una gran parte de la carga. Paralelizarlo aumentaría el rendimiento. 
 Es fácilmente aislable de fases posteriores por estructura y disponibilidad, por 
lo que podría abordarse como objetivo único. 
 El control y gestión coherente de varios lectores/escritores es una tarea 
compleja. 
 
La Comprensión/descompresión de datos: 
 
 Ocupa una gran parte de la carga. Paralelizarlo aumentaría el rendimiento. 
 Es fácilmente aislable de fases posteriores y anteriores por estructura y 
disponibilidad. Por lo que podría abordarse como objetivo único. 
 El control de varios compresores/descompresores es una tarea compleja pero 
más abordable que la de gestionar varios lectores/escritores. 
 
El algoritmo LZO: 
 
 Aislarlo de otras fases del aplicativo es realmente complicado. 
 La gestión y la señalización necesaria para mantener la coherencia es de 
elevada complejidad. 
 
La conclusión que se extrae es que el mejor candidato para iniciar el estudio de la 
arquitectura es la Compresión/Descompresión. La fase de escritura/lectura queda 
como una posible mejora posterior, mientras que para el algoritmo sería más 
recomendable aplicar otro tipo de técnicas como por ejemplo: vectorizar los datos a 
tratar utilizando la funcionalidad SIMD (Single Instruction Multiple Data) disponible 








Puesto que el modelo finalmente pasa por una extracción de datos en serie con 
computación paralela, el modelo PPE-centric es el que encaja para realizar el diseño.  
 





Figura 9 Paralelización en la compresión/descompresión 
 
 
Como se observa en la Figura 7, el modo PPE-centric dispone de tres modelos 
diferentes dependiendo de la utilización de las SPUs: 
 
 Multistage pipeline model  (modelo multiestado) 
 Paralel stages model  (modelo de estados paralelos) 
 Sevices model  (modelo de servicios) 
  
Figura 10 Modos de ejecución en PPE-Centric 
 
El modelo de estados paralelos es el más parecido a la solución que se había 
decidido, aunque cualquiera de los otros dos podría aplicarse a otras opciones de 
diseño:  
 
 Se podría utilizar el modelo multistage para realizar un primer estado de 
lecturas, otro de compresión/descompresión y uno final de escritura.  
 
 El modelo de servicios sería igualmente útil dando funcionalidades diferentes 
a cada SPU, un número de elementos podrían realizar lecturas, otros 
compresiones/descompresiones y el resto escrituras. 
 
 Además se podrían realizar combinaciones de diferentes modelos en un 
aplicativo. Todo esto refuerza la idea de que Cell es un procesador que ofrece 
un gran número de posibilidades. 
 
No obstante para acogerse a la idea de diseño que se ha predefinido anteriormente y 
poder empezar con una base sólida y más abordable para las diferentes pruebas, se 
opta por el modelo de estados paralelos. 
 
En  conclusión, se va  a programar un aplicativo que realizará una lectura en serie 












comprimidos/descomprimidos concurrentemente en los procesadores secundarios, 
para ser posteriormente ensamblados en órdenes correctos y trasladados de nuevo a 
un fichero destino. 
 
 
2.3. Definición del tipo de comunicación 
 
En este apartado se analizarán las comunicaciones entre los distintos elementos, 
evaluando las que deberán llevarse a cabo para la correcta coordinación del proceso 
que se ejecuta en paralelo. 
 
Como se ha visto en la definición de la arquitectura, los elementos SPE y PPE están 
conectados al EIB –Element Interconnect Bus o Bus de Interconexión de Elementos—  
por lo que se pueden encontrar dos tipos de comunicaciones posibles entre ellos: 
 
 Comunicación PPE-SPE: Se realiza a través de un mecanismo de canales 
compuesto por registros privileged-state y problem-state, que son del tipo 
MMIO (Memory Mapped I/O) y que están soportados por los MFC de los SPEs. 
Los tres principales mecanismos de comunicación son el mailbox, los registros 
de notificación de señal y DMA. Las diferencias más importantes que se  
encuentran entre dichos canales son: los tamaños de transferencia – 16 o 32 
bits –, los derechos de escritura/lectura y el hecho de que sean bloqueantes o 
no. Si se desea conocer más sobre los tipos de canales disponibles, se puede 
consultar en el anexo A-1 la totalidad de estos. 
 
 Comunicación SPE-SPE: No hay un mecanismo especialmente diseñado 
para este propósito puesto que la coordinación entre los elementos la suele 
realizar el PPE. No obstante, se puede dar esta comunicación ya que los 
mailboxes son direcciones reservadas de memoria, basta con direccionar los 
datos desde una SPU hacia el mailbox destino deseado y estos serán recibidos 
en forma de correo. También se puede realizar a través de memoria no 
reservada utilizando señalizaciones codificadas para dicho propósito. 
 
En el diseño, la comunicación que interesa de momento es la que se realiza entre 
PPE-SPE ya que, según el flujo de información, los elementos SPE no necesitan 
coordinarse entre ellos. Sólo han de cargar datos, comprimirlos y devolverlos tal y 
como se representa en la Figura 9, de la coherencia y el orden se encargará el PPE. 








Figura 11 Flujo de datos entre PPE-SPE 
 
2.4. Funciones de cada unidad 
 
Una vez definido el flujo de la información entre los elementos, se realizará una 
primera aproximación sobre las acciones que debería ejecutar cada una de las 
unidades funcionales SPEs y PPE. 
 
 Los SPEs se encargan de: 
 
o Obtener datos. 
o Comprimir/descomprimir datos. 
o Realizar el control de errores de la compresión/descompresión. 
o Enviar los datos comprimidos/descomprimidos al PPE. 
 
 El PPE se encarga de: 
 
o La interacción con el usuario mediante la consola para recoger los 
parámetros iniciales. 
o Leer del fichero de entrada los datos sobre los que se va a aplicar la 
compresión/descompresión. 
o Fragmentar los datos en bloques menores. 
o Crear los hilos de ejecución para cada SPE. 
o Preparar los datos para que los diferentes SPEs puedan operar en 
paralelo. 
o Recoger los datos de los SPEs. 
o Agrupar los bloques recogidos de forma coherente. 
o Escribir sobre el fichero final los datos ya procesados. 
o Mostrar el resultado de la operación mediante consola. 
 
2.5. Diagrama de flujo 
 
Finalmente y para resumir todos los puntos tratados en este capítulo, se 
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En este capítulo se va a definir el diseño y la implementación de cada una de las 
partes que componen el aplicativo según las deducciones del análisis anterior, para 
así adaptarlo de la mejor manera a la arquitectura Cell.  
 
Se realizará una explicación conceptual de todos los códigos programados, así como 
del flujo de información de estos y las diferentes dificultades encontradas en el 
momento de implementarlos y compilarlos.  
 
 
3.1. Programas realizados 
 
Dada la arquitectura basada en SPEs y PPE, es necesario realizar al menos dos tipos 
de código. En este caso se programa uno para el PPE y dos para los SPEs, de los 
cuales uno estará dedicado a la compresión y el otro a la descompresión. 
 
También se han de realizar otros tipos de implementaciones relacionadas con 
librerías,  ficheros MAKE,…. Durante el capítulo se ofrecen las explicaciones 
necesarias para comprender y respaldar los desarrollos del diseño, no obstante si se 
desea ampliar el conocimiento sobre algún punto en concreto puede recurrirse a un 





Para realizar la implementación se diseñan las diferentes tareas designadas a esta 
unidad en el capítulo de análisis. 
 
Interacción con usuario y recogida de parámetros 
 
La primera pregunta que surge al implementar este apartado es: ¿cuales deben ser 
los parámetros a introducir por el usuario? 
En principio, con introducir el fichero origen y la operación a realizar 
(comprimir/descomprimir) sería suficiente, no obstante se han añadido tres 
parámetros adicionales: 
 
 Fichero destino 
 
 Número de SPUs 
 
 Tamaño de bloque 
 
 
El parámetro “fichero destino” se ha añadido para dar más funcionalidad al 
programa. La implementación por defecto hubiera sido generar un nuevo fichero de 
salida en el mismo directorio que el de origen, con el mismo nombre y cambiando la 
extensión. El hecho de poder decidir nombre y ubicación adicional simplemente da 
más flexibilidad al aplicativo. 
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El parámetro “número de SPUs” permitirá variar los SPEs asignados a la ejecución, 
para poder evaluar con más precisión la ventaja que supone paralelizar la 
compresión/descompresión de los datos. 
 
El parámetro “tamaño de bloque” se ha añadido para ajustar el nivel de 
concurrencia, cuanto más pequeño sea el fragmento más cantidad de ellos habrá, 
por lo que aumentará la paralelización de la ejecución. El tamaño se ha prefijado a 
16KB, que es la máxima transferencia DMA soportada por los MFCs de las SPUs. Este 
parámetro también ayuda a aumentar la adaptación del aplicativo, teniendo en 
cuenta que los SPE disponen de 256 KB de almacenamiento local es posible que 
aumente al evolucionar la tecnología.  
 
El siguiente paso ha sido valorar si es mejor programar una interacción con el 
usuario para la entrada de los parámetros, o por el contrario, es preferible forzar que 
la inserción de estos se realice por línea de comandos al hacer la llamada del 
aplicativo.  
 
Para hacer más ágil la etapa de pruebas se ha decidido que los parámetros se 
introducirán por línea de comandos, dejando por defecto los siguientes valores: 
 
 Fichero de entrada: Parámetro obligatorio, debe introducirse el nombre y la 
ruta de un fichero de entrada para que el aplicativo se ejecute. 
 
 Función a realizar: Parámetro obligatorio y debe introducirse una función, ya 
sea compresión o descompresión, para que el aplicativo se ejecute. 
 
 Fichero de salida: En caso de no especificarse se generará un fichero que 
se ubicará en el mismo directorio que el de origen y dispondrá del mismo 
nombre pero con extensión .lzo 
 
 Número SPUs: En caso de no especificarse se asumirá éste parámetro 
como el número máximo de SPUs disponibles en el sistema. 
 
 Tamaño de bloque: En caso de no especificarse se aplicará como valor por 
defecto un tamaño de bloque de 16KB. Este es el máximo soportado por una 




Finalmente, esta parte del programa realizará una serie de controles para evitar 
errores que puedan afectar a la ejecución como: 
 
 Comprobar que se hayan introducido correctamente los parámetros mínimos 
para el funcionamiento del aplicativo. 
 Monitorizar que los ficheros sean accesibles y que sus nombres  no excedan el 
tamaño máximo permitido. 
 Verificar que los archivos no sobrepasen el límite de datos admitido. 






Todas estas funcionalidades se han empaquetado en una función denominada 
init_param (int argc, char *argv[]) que retorna una estructura del tipo definido que 
se muestra a continuación: 
 
typedef struct input_param { 
        unsigned int    compress; 
        unsigned int    num_spu; 
 unsigned long long int  file_size; 
        unsigned int    blk_size; 
        char     in_file_name[MAX_FILE_NAME_LEN]; 
        char     out_file_name[MAX_FILE_NAME_LEN]; 
} input_param; 
 
Esta estructura contiene los parámetros e información necesaria para ejecutar las 
diferentes fases que se desarrollan a lo largo del código del PPE.  
 
La función descrita sigue el siguiente flujo de información: 
 
 





























Leer datos del fichero de entrada y fragmentar en bloques 
 
En este momento se dispone, gracias a la función anterior, de todos los valores 
necesarios para poder utilizar los datos. 
 
La forma de acceder al fichero está supeditada a ciertas restricciones impuestas por 
la arquitectura del propio procesador. La primera opción valorada ha sido leer el 
archivo de entrada mediante un mapeo completo mmap() y consultar los diferentes 




Figura 14 Acceso mediante suma iterada de direcciones 
 
 
Este tipo de acceso permite asignar un puntero rápidamente a cada fragmento de 
datos, que será enviado al correspondiente subprograma para que opere con él.  
 
No obstante, hay que evaluar los dos sentidos del aplicativo 
(compresión/descompresión) y es en ese momento cuando se encuentra un 
problema. 
 
Al realizar la descompresión, los bloques de datos no se definen arbitrariamente a 




Figura 15 Acceso a memoria en descompresión 
 
 
Como se puede observar, la primera dirección de memoria que corresponde a cada 
bloque no tiene por que ser coherente a 16 bytes. Esta es una restricción que 
encontramos en las SPUs. Se pueden realizar operaciones DMA de hasta 16 KB, 
mediante el MFC, desde la memoria principal hasta la memoria local de cada SPU, 
pero la dirección en la que se encuentran los datos debe estar alineada a 16 bytes.  
 
Esto provoca un problema a la hora de recorrer el mapeo de memoria y almacenar 
las direcciones de inicio de cada bloque, puesto que las SPUs no podrán trabajar con 
dichas direcciones al no estar alineadas a 16 bytes. Para solventarlo, se ha optado 
por otra forma de lectura del fichero: 
 
 Primero se declara un vector de datos en el que cada elemento ocupará un 
número prefijado de bytes. En este caso serán 16 KB, máxima transferencia 
DMA que se soporta por cada MFC. 
 
 Segundo, se obtienen las lecturas mediante la función read(), disponible en 
stdio.h de ANSI C, direccionando los datos de cada lectura realizada a la 
posición de memoria del correspondiente elemento. 
… 
@+1615B @+1032B @ + 2734 B @ + 3456 B @ 
Bloque 0 Bloque 4 Bloque 3 Bloque 2 Bloque 1 
@ + i*16KB 
i=1 
@ + i*16KB 
i=2 
@ + i*16KB 
i=3 
@ + i*16KB 
i=4 
@ 
Bloque 0 Bloque 1 Bloque 2 Bloque 3 Bloque 4 … 
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Se puede observar que para la operación de compresión, el resultado será el mismo 
que con el mapeo que se había pensado inicialmente. 
 
 
Figura 16 Acceso a memoria en compresión 
 
 
En cambio, para la descompresión, la dirección del primer elemento de cada bloque 
estará siempre alineada a 16 bytes, permitiendo así la correcta transmisión de los 




Figura 17 Acceso a memoria en descompresión con tamaño fijo de bloque 
 
 
Como ahora se necesitan reservar direcciones específicas, la ocupación de memoria 
puede superar el tamaño del archivo en el caso de la descompresión ya que se 
reserva capacidad que no será ocupada. Como se planea trabajar con archivos de 
elevado tamaño, se ha limitado el vector de datos declarado; de manera que se irá 
recargando cada vez que se necesiten nuevos datos, hasta que se finalice el fichero 
completo. Así, se limita la memoria utilizada evitando overheads o una ocupación 
excesiva de la RAM en el trato con ficheros extensos a la vez que se aumenta la 
portabilidad del aplicativo. 
 
Para facilitar la operativa interna, se han introducido las direcciones de los bloques 
en una estructura denominada data_block. Esta, a su vez, esta incluida dentro de 
otra llamada data_part que forma parte de la global data_file, la cual abarca todo el 
fichero. 
 
Este esquema de estructuras, representado en la Figura 18, permite disponer de la 
información necesaria en cada momento a lo largo del programa, limitando el uso de 
memoria al de los vectores de datos declarados. 
 
De la estructura de parámetros iniciales heredada de la función anterior, es posible 
obtener la ocupación total del fichero. Al tener predefinido el tamaño de cada vector 
de datos se puede extraer el número final de partes.  
 
El tamaño de estas partes es el que determinará la ocupación de memoria, ya que se 
reservarán dos vectores, uno para los datos de entrada y otro para los de salida. 
Estos vectores se recargarán, al procesar todos los datos contenidos en cada parte, 
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Figura 18 Esquema de organización de datos 
 
 
Los datos disponibles dentro de la estructura data_block representada en la figura 
definen: 
 
 Data size: Tamaño de los datos útiles contenidos en el bloque. 
 
 Block size: Tamaño del elemento del vector predefinido, que se cargará en 
cada transmisión DMA de la SPU. 
 
 Ready: Indica si los datos están disponibles en la dirección   
correspondiente. Este parámetro realizará parte de la señalización del 
proceso. 
 
 @ data: Dirección de memoria en la que se encuentran los datos. 
 
 
Finalmente, se representa el diagrama de flujo para el tratamiento de los datos 
aplicado a lo largo de esta función, tanto para la ordenación inicial como para la 




















typedef struct data_file { 
 
unsigned long long int  file_size; 
         unsigned int   num_parts; 
 data_part   part[MAX_PARTS]; 
 
}data_file; 
typedef struct data_part{ 
 
        int      num_blocks; 
        int      Tdata_size; 
        data_block block[MAX_BLOCKS]; 
 
}data_part; 
typedef struct data_block { 
 
unsigned int data_size; 
         unsigned int   block_size; 
         unsigned int        ready; 




























Figura 19 Diagrama de flujo de la ordenación de datos 
 
 
Enviar los datos a los diferentes SPEs 
 
 
En este punto, los datos están cargados en la memoria principal, ordenados y 
disponibles para su envío a las diferentes SPUs.   
 
Como se ha analizado en el capítulo anterior, la comunicación que se ha de 
implementar es entre PPE y los SPEs. Esta se puede realizar mediante mailbox, 
registros de señales o DMA. 
 
En este caso, se codificará la comunicación de envío desde el PPE utilizando mailbox. 
Este modo es especialmente útil, ya que tiene la funcionalidad de ser bloqueante en 
la lectura. Es decir, si las SPUs están esperando un mail se quedarán en ese estado 
hasta que entre algún dato en su mailbox. De esta manera, se podrá tener todas las 
SPUs preactivadas y a la espera de datos antes de realizar el primer envío sin 
necesidad de programar el mecanismo de bloqueo. 
 
Los mailbox realizan cambio de mensajes de 32 bits mediante los registros MMIO ya 
comentados. En esos 32 bits, se enviará el valor del parámetro spe_status declarado 


















La estructura control_block es estándar en muchos de los programas realizados para 
la arquitectura Cell. Se define en el momento de crear el contexto, creándose en el 
inicio del hilo de ejecución correspondiente a cada SPE, por lo que está accesible por 
éste en todo momento. Debe contener, al menos,  todos los datos necesarios para la 
interoperabilidad con las SPUs.  
 
La estructura diseñada para esta comunicación es: 
 
typedef struct _control_block { 
 
  unsigned char  pad[6];      
  int    in_len; 
  int   out_len; 
  int   blk_size; 
  int   blk_id; 
  int   spe_status; 
  addr64   addr;             




Los campos se han definido para: 
 
 Pad:  Los datos de las operaciones DMA que pueden realizar los SPUs 
deben tener un tamaño múltiple de 128 Bytes y este vector permite mantener 
la alineación correcta. 
 
 In_len: Tamaño de los datos de entrada. 
 
 Out_len: Tamaño de los datos de salida. 
 
 Blk_size: Tamaño de bloque con el que se debe realizar la transferencia a 
la memoria local. 
 
 Blk_id: Parámetro de control que permitirá identificar el SPE que está 
procesando el bloque durante la monitorización del aplicativo. 
 
 Spe_status: Permite consultar y modificar el estado de la ejecución de cada 
SPE: En curso, finalizada, por iniciar… 
 
 Addr y addw: Punteros que contienen las direcciones de memoria en las que 
se deben leer y escribir los datos de entrada y salida respectivamente. Para 
cada SPE, será igual al valor @_Data de la estructura data_block que le 
corresponda en cada instante.  
 
 
Para realizar la comunicación se codifica un bucle for(;;){} que recorre todos los 
SPUs declarados, enviando un mail con su correspondiente valor de estado para 









Leer los datos de los diferentes SPEs 
 
 
En este caso, la lectura de datos no se realizará mediante el uso de mailbox. Se ha 
desestimado la opción ya que la funcionalidad bloqueante de este método no es 
interesante para el código del PPE y aunque puede realizarse este tipo de 
comunicación modificando flags del registro para que no sea bloqueante, se ha 
considerado más sencilla la implementación de un método DMA. 
 
Mediante DMA, lo que se realiza es una monitorización del elemento Spe_status de la 
estructura control_block vinculada a cada SPE. En cuanto el estado indique que el 
procesado de la información se ha realizado y el SPE ha finalizado, se asume que los 
datos hallados en la dirección de memoria correspondiente a addrw  (datos finales) 
son correctos y se indica mediante el flag Ready de la estructura del bloque de salida 
correspondiente. 
 
El bucle utilizado para enviar los datos, que se ejecuta en la función main del 
programa,  se aprovecha también para recibirlos. Si al entrar en el bucle, se detecta 
que el estado de los SPUs no está en espera, se comprueba si los datos están 
disponibles. Esta comprobación siempre se hace de manera ordenada, empezando 
por la posición del bloque siguiente a la última tratada y comprobada.  
 
En el caso de que los datos estén disponibles se operarán permitiendo así un proceso 
de espera activa. De esta manera, mientras los SPUs operan, en lugar de forzar que 
el bucle for() esté continuamente comprobando el estado y ocupando así la CPU sin 
realizar un proceso provechoso, se realizarán las operaciones de escritura sobre el 
fichero. Además de rentabilizar la utilización de la CPU, se evita la necesidad de 
esperar a que finalice la ejecución de envío y recepción de toda la parte de datos 
cargada en el vector predefinido. 
 
El diagrama de flujo conjunto de las operaciones de envío y recepción de datos 
































Figura 20 Diagrama de flujo para la transmisión de datos 
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Agrupar datos coherentemente y escribir el fichero de salida 
 
 
Como se ha descrito en el apartado anterior, los datos se recogen de manera 
ordenada, por lo que no deben reordenarse para su correcta escritura. 
 
Lo que se realiza en esta sección es: un testeo del campo ready que se encuentra 
dentro de la estructura data_block, esto informará si los datos han finalizado el 
proceso de compresión/descompresión y se han escrito correctamente en la dirección 
de memoria reservada. Siempre se comprueba la siguiente posición a la última 
escrita correctamente. 
 
Una vez ha finalizado el proceso de los datos de todas y cada una de las partes en 
las que se ha fraccionado el fichero, se realiza la última operación de escritura: 
 
 Si la operación es descomprimir: Únicamente se cierran los ficheros de 
entrada y salida. 
 
 Si la operación es comprimir: Se escribe al final del fichero la 
información necesaria para descomprimirlo. En concreto se introduce, a 
continuación de los datos codificados, el tamaño de cada bloque comprimido. 
En la última posición del fichero se escribe el número de bloques existentes 








Una vez se ha realizado toda la operación correctamente, se enviará un último mail a 
todos los SPEs activos para que finalicen su ejecución y seguidamente se finalizará el 
proceso del PPU. 
 
 
Resultado de la ejecución 
 
La visualización del resultado se realiza a través de consola de forma muy sencilla. 
Se indica si la operación ha tenido éxito y en caso positivo se muestra el tamaño del 
fichero original antes y después de la operación de comprimido/descomprimido para 
que se pueda calcular el ratio de compresión/descompresión. 
 
En caso de que exista algún error en la ejecución, se mostrará por pantalla el código 
de error correspondiente. 
Bloque 0 Bloque 1 Bloque 2 Bloque 3 … Bloque n ||Bloque 0|| ||Bloque 1|| 






De la misma forma que con la parte relativa al Power Processor Element (PPE), se 
analizará como resolver las diferentes funciones asignadas al Procesador Sinergético 
o SPE durante la fase de análisis. 
 
Para la ejecución de las dos tareas que se han de realizar – compresión y 
descompresión- se han realizado dos códigos diferentes que son llamados por el PPE, 
dependiendo del parámetro introducido al operar con el aplicativo, en el momento de 
generar el hilo del SPE. 
 
Cuando el PPE inicia la ejecución de un SPE, este carga las direcciones, estructuras 
de datos y librerías necesarias. Empieza la actividad y se suspende a la espera de 
recibir un mail que le permita conocer su siguiente paso a realizar. Una vez recibido 
se actualizará el valor de spe_status, que se encontraba en estado de espera.  
 
Existen dos posibles opciones de actuación en función del valor obtenido: 
  
 Finalizar la ejecución: En caso de que no existan más datos que 
procesar, se saltará al final del main para finalizar la ejecución de los SPEs. 
 
 Cargar nuevos datos: Este es el caso de ejecución normal, el PPE envía 






En el caso que se demande procesar nuevos datos, se carga la estructura 
control_block definida en el contexto de ejecución, previamente actualizada por el 
PPE, para disponer de las posiciones de memoria y los parámetros necesarios para 
leer los datos objetivo. 
 
Mediante la función predefinida en el SDK, mfc_get(ls, ea, size, tag, tid, rid), se cargan 
los datos de dicha estructura hacia la memoria local. A continuación se describen los 
campos necesarios por la función para la correcta carga de datos: 
 
 Argumento 1 (ls) :  Dirección de memoria local sobre la que depositar 
los datos demandados. 
 
 Argumento 2 (ea):  Dirección de la memoria principal a la que se debe 
acudir para obtener los datos correctos. 
 
 Argumento 3 (size):  Tamaño del bloque de datos a importar. 
 
 El resto de argumentos son para modificar registros de control y señalización 
asociados a la función. Más información en el anexo A-2. 
 
Como se ha comentado anteriormente, en la estructura control_block se dispone de 
los parámetros necesarios para cargar los datos objetivo mediante la función 
mfc_get(). Estos se leerán repitiendo el proceso que se acaba de realizar para 
obtener la estructura pero esta vez, apuntando hacia la dirección de los datos que se 
han de  comprimir/descomprimir. 
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Comprimir/descomprimir y control de errores 
 
 
Ahora se dispone de los datos en la memoria local y se aplicará el algoritmo LZO 
para comprimirlos/descomprimirlos.  
 
Para ello se crea una función: data_proc(), que se encarga de aplicar el algoritmo 
haciendo una llamada al subprograma lzo_compress()/lzo_decompress(), 
suministrada por las librerías del aplicativo MiniLZO ya mencionado. Dicha operación 
retorna los datos comprimidos, el tamaño de estos y un código de error. 
 
En la misma función se realizan otros controles de errores; se comprueba , por 
ejemplo,  que el tamaño de los datos de salida sea menor que el de los de entrada 
para asegurar que el fichero es comprimible. 
 
En caso de hallar un fallo grave, se suspende la ejecución y se comunica una señal 
con el código correspondiente al PPE, que finalizará el aplicativo totalmente y 
mostrará el error por pantalla. 
 
 
Enviar datos procesados 
 
 
Para enviar los datos, el proceso es muy parecido al de lectura desde la memoria 
principal. En este caso se utilizará la función mfc_put(&cb, argp.ull, 
sizeof(control_block), 20, 0, 0). Los argumentos contendrán los mismos valores que 
en mfc_get(), pero el sentido de comunicación es inverso. 
 
Para mantener la coherencia y evitar errores, la secuencia que se ha diseñado es la 
siguiente: 
 
 Primero:  Se introducen los datos operados en la dirección addrw indicada 
en control_block. 
 
 Segundo:  Se escribe el tamaño de los datos de salida en la estructura. 
 
 Tercero: Se modifica spe_status y se traslada el nuevo valor a la 
memoria principal para que el programa que se ejecuta en el PPE tenga 
acceso a los bloques y reconozca estos como tratados. El hecho de modificar 
este parámetro el último, después de forzar que finalice la escritura de los 
anteriores datos, asegura la consistencia de la información. 
 
 
Una vez acabados todos los procesos descritos, el programa vuelve a situarse a la 
espera de un nuevo mail que le indique si debe procesar más datos o finalizar la 
ejecución. 
 
El flujo de la información que se sigue durante todo el proceso ejecutado en el SPE 






































3.2. Configuración de entorno 
 
Las opciones de compilación se implementan mediante el comando make, generando 
los ficheros objeto, linkados correspondientes y el ejecutable final. Para obtener  una 
explicación más detallada sobre la codificación de dicha función se puede consultar el 
anexo A-3. En este capítulo se pretende explicar la organización de los ficheros y 
directorios, así como sus dependencias. 
 
El proyecto, de nombre LZO, se compone de tres partes principales: 
 
 Código PPU 
 Código SPU 
 Librerías 
 
Para diferenciar bien las partes, se crea una carpeta genérica (LZO) que contendrá 
tres subcarpetas: 
 
 PPU: Aquí se instalará todo el código a ejecutar en el PPE. También se 
realizará un fichero Makefile que gestionará las opciones de compilación y los 
diferentes linkados a los objetos necesarios para la creación del ejecutable, que 
se instalará dentro de la carpeta LZO. 
 
 SPU: En este espacio se hallarán todos los ficheros relacionados con el 
Makefile y los dos códigos desarrollados para realizar las operaciones que se 
ejecutarán en el SPE. Se cargará uno u otro programa desde el PPE en función de 
los parámetros de entrada. 
 
 Include: Aquí se encontrarán todos los ficheros que contienen los códigos 
diseñados por Overhummer para el algoritmo LZO, así como todos los 
desarrollados específicamente para este proyecto. También se encuentran en 
este fichero las definiciones de parámetros y todas aquellas funciones que deben 
estar visibles por las diferentes partes del programa. 
 



















3.3. Dificultades halladas durante el desarrollo. 
 
Como es habitual, no todas las propuestas realizadas en el diseño tienen una fácil 
implementación e incluso en ocasiones, debido a limitaciones que no se habían 
contemplado, no es posible realizarlas. Esto obliga a modificar parámetros de la 
planificación inicial para poder desarrollar el ejercicio. Se exponen a continuación las 
dificultades más relevantes con una breve explicación de sus consecuencias: 
 
 Cuota de disco: El desarrollo del aplicativo se ha realizado en equipos 
que están ubicados dentro de las instalaciones que el BSC tiene destinadas a 
su infraestructura. Los administradores de dichas instalaciones tienen 
asignada una cuota limitada de espacio en disco a cada usuario, por motivos 
obvios de seguridad y costes. Esto limita el tamaño de archivos a 
comprimir/descomprimir sobre los que se trabaja a  100 MB. Como el objeto 
del proyecto es analizar la paralelización, se ha decidido reducir las cargas 
mediante MFC de 16 KB a 4 KB para aumentar el ratio de paralelización y 
poder comprobar mejor su incidencia en el rendimiento. De esta manera se 
simula una operativa sobre mayores volúmenes de datos al multiplicar el 
número de bloques, manteniendo un compromiso en el tamaño de 
transferencia que permite también evaluar el ancho de banda del que 
disponen los SPUs. 
 
 Transferencias de memoria: Las diferentes transferencias que se 
realizan han presentado dificultades en su implementación, que en parte 
vienen dadas porque los MMU (Memory Management Unit) del PPU y de los 
SPUs son diferentes. Aún existiendo una relación establecida entre las 
direcciones, la operativa entre ellas (suma, resta, transformación a entero y 
reconversión,…) a través de los diferentes elementos (PPU y SPU) es 
complicada. Es por ello que se ha trabajado siempre con vectores 
predefinidos a la vez que se ha tenido que forzar la declaración de 
estructuras. Estas permiten mantener la coherencia de las direcciones al 
trasladarlas como puntero hacia la memoria local de los SPUs. 
 
 Tamaño de memoria interna: En la primera versión del código este 
parámetro no es determinante, puesto que se carga un único bloque que 
ocupa 4 KB en cada SPU. No obstante, es importante resaltar que la 
capacidad máxima de la memoria local de cada SPU es de 256 KB, por lo que 
el tamaño de los datos a comprimir debe tener un límite de 64 KB. Así, en 
caso de ser datos no comprimibles ocuparían 128 KB (entrada más salida) a 
los que se tendría que sumar el tamaño del ejecutable, 54 KB 
aproximadamente. También se debe contabilizar el espacio para las variables 
declaradas durante la ejecución y el requerido para la compresión lzo (64KB). 
En la descompresión aumenta la complejidad, ya que los datos de salida 
ocupan más que los de entrada, por lo que se ha ajustado el tamaño a un 
número máximo de 16 bloques. Estos equivalen a 64 KB en información 
descomprimida según las definiciones de parámetros realizadas. 
 
Adicionalmente, se han hallado otros problemas debidos a la total inexperiencia en 
este tipo de arquitectura. El proceso de aprendizaje es lento y provoca que se 
realicen muchos errores de sintaxis, operativa, compilación... que aunque añaden 
mucho tiempo a la programación son solventables, una vez entendido el problema y 




Durante este capítulo se van a realizar diferentes pruebas para comprobar y analizar 
la mejora de rendimiento que ofrece el hecho de paralelizar un aplicativo sobre una 
arquitectura tipo Cell. 
 
 
4.1. Comparativa con otras plataformas 
 
 
El parámetro de referencia para realizar las comparativas es el tiempo de ejecución, 





// Declaración de variables 
/********************************/ 





// Resto del Código main 
/********************************/ 
 
printf( "N de segundos transcurridos desde el comienzo del programa: %f s\n", (clock()-start)/(double)CLOCKS_PER_SEC ); 
} 
 
Este método se ha escogido, después de realizar diferentes pruebas con los 
comandos disponibles en el sistema Linux, por ser el más preciso ejerciendo la 
menor carga sobre el aplicativo. Existen análisis más exhaustivos basados en 
depuradores de código y la monitorización que estos llevan a cabo, pero dada la 
complejidad que conllevan no se han implementado para todas las plataformas, 
desarrollándose sólo para el análisis del código sobre Cell que se mostrará en 
siguientes apartados. 
 
Se ha de generar un código adicional ya que el implementado para el procesador Cell 
no es transportable a otras plataformas. Después de realizar varias comprobaciones 
se evalúa que el tiempo de la descompresión es mayor en un 18% respecto al de la 
compresión,  manteniéndose esta relación constante entre pruebas contiguas y 
realizadas secuencialmente. Dado que la relación es fija y se ha de desarrollar un 
nuevo programa para cada prueba a realizar, se evaluarán los resultados obtenidos 
únicamente sobre una de las operaciones, la compresión. 
 
Para desarrollar el código se ha escogido un algoritmo sencillo mediante un bucle 
que recorre el fichero cargando bloques de 4KB, así mantenemos la coherencia con 
lo implementado en Cell aplicando el compresor LZO. Este proceso se repetirá hasta 
finalizar el fichero de entrada, momento en el cual se escribirán los tamaños de los 
respectivos bloques en el fichero comprimido. El diagrama de flujo del programa 








Figura 24 Diagrama de Flujo para el código de pruebas en otras plataformas 
 
 
A este nuevo programa se le han añadido las mismas líneas de código ya descritas 
para saber el tiempo exacto de ejecución.  
El fichero que se ha utilizado para compresión ha sido el mismo en todas las pruebas 



























Las pruebas se han realizado sobre los siguientes equipos: 
 
9117-MMA: Equipo modelo p570 con procesador Power 6 a 4.7 GHz. Dispone de 
dos procesadores de doble núcleo que ofrecen una potencia total de 6580 RPE2. Las 
pruebas se han realizado sobre una máquina virtual o LPAR definida desde la consola 
de gestión del servidor a la que se le ha asignado 1 CPU y 1GB de RAM. Sobre dicha 
partición corre la versión SUSE 10 de Linux. El procesador fue comercializado a 
mediados del año 2007. 
 
 
Blade HS20: Equipo con procesador Intel Xeon, concretamente el procesador 5060 
a 3.2 GHz. Dispone de dos procesadores de doble núcleo y de 2 GB de RAM para una 
única partición física. Las pruebas se harán sobre una versión Red Hat de Linux. El 
procesador salió al mercado a mediados del año 2006. 
 
 
Blade QS20: Este es el equipo que tiene el procesador Cell descrito anteriormente 
en el apartado de Antecedentes, el sistema operativo es Fedora y se ejecuta sobre 
dos procesadores que disponen de 1 GB de RAM. La primera prueba que se realizará 
en este equipo afectará sólo al PPE, que es un procesador PowerPc, por lo que en un 
principio sólo se analizará el rendimiento de dicho elemento. El procesador se 
comercializó en mayo del 2005. 
 
 
A continuación podemos observar la comparativa de los benchmarks comerciales 
más habituales entre dichos procesadores. 
 
 










Como se puede observar, realizar una comparativa entre los diferentes procesadores 
basándonos en los benchmarks convencionales (tanto los mostrados en el gráfico 
como otros consultados), es francamente difícil dada la disparidad de resultados 
obtenidos. Se aprecian estudios de diferentes versiones que no son comparables y 
estudios similares dan resultados a veces incoherentes. Esto es debido a la diferencia 
que existe en la configuración de las máquinas testeadas ya sea por disco, memoria, 
número de procesadores, tipo de chipset… Por este motivo, para realizar una 
comparativa comercial que ayude a ubicar los procesadores entre sus competidores, 
se ha recurrido al valor RPE2, un tipo de benchmark suministrado por la consultora 
independiente “IDEAS internacional”. Este estudio se basa en diferentes benchmarks 




Figura 26 Comparativa de potencia en RPE2 
 
 
Para ser coherentes con los valores obtenidos, suministrados por las diferentes 
consultoras y fabricantes (IBM, intel, IDEAS, TPC org, Spec org, …), los resultados al 
analizar el aplicativo sin realizar ningún tipo de paralelización deberían otorgar el 
mejor resultado al procesador Power 6, seguido del procesador Xeon y PowerPC en 
último lugar. 
 
Se han realizado una serie de 100 ejecuciones en cada equipo comprimiendo el 
fichero de 100MB. Puesto que la aplicación codificada es secuencial, sólo se ejecuta 
un hilo simultáneamente, todas las pruebas se han desarrollado en un solo núcleo. 
Se han eliminado los pocos resultados que se desviaban exageradamente de la 
media y que podrían afectar a la incertidumbre del resultado obtenido. Estos desvíos 
siempre se han producido al alza, no ha sucedido ninguna ejecución 
asombrosamente breve. 
 
Los resultados obtenidos son: 
 
Procesador tiempo medio (s) tiempo máx (s) tiempo min (s) 
Power 6 1.47 1.48 1.45 
Xeon 0.96 1.03 0.92 
PowerPC 4.37 4.4 4.35 






Si se observa el gráfico de los resultados normalizados respecto al mejor de estos, se 
puede ver que sorprendentemente el procesador Power6 da tiempos un 53% 
superiores (peor rendimiento) que los del procesador Xeon. El procesador PowerPC 




Figura 27 Resultados de ejecución normalizados 
 
El motivo de que la arquitectura x86 obtenga mejores resultados en este test 
probablemente venga dado porque el programador del algoritmo LZO lo ha 
desarrollado sobre esta plataforma, como él mismo indica en su web. También puede 
haber diferentes factores de configuración en el sistema operativo. Hay que tener en 
cuenta, además, que las máquinas Power ejecutan el aplicativo sobre el mismo 
núcleo en el que está el SO, ya que sólo disponen de 1 núcleo al contrario que la 
máquina Xeon que dispone de 4, cosa que puede afectar al rendimiento. No obstante 
el objetivo del proyecto no es configurar óptimamente las máquinas para mejorar su 
rendimiento, la prioridad es evaluar la mejora en el procesado que ofrecen las SPUs 
y la paralelización de la ejecución. Por ello, a partir de ahora la referencia para 
evaluar la mejora de rendimiento será el tiempo obtenido en el procesador PowerPC 
(4.37s). 
 
En principio, los SPUs están pensados para un cálculo y un ancho de banda de I/O 
intensivo. Sus registros generales son de 128 bits mientras que en el PPE son de 64. 
De hecho el PPE puede trabajar con los registros de 128 bits pensados para las 
operaciones SIMD, que también están disponibles en los SPUs, no programadas en 
esta codificación. No obstante, como la SPU utiliza las cargas de 128 bits para los 
registros generales, debería ser más eficiente. 
 
Se ejecuta el siguiente comando: 
 
./lzo –c fichero_entrada.txt fichero_salida.lzo -p 1 
 
Se indica la operación a realizar (compresión -C) , los ficheros de entrada y salida y 
que opere con un único SPE –p 1. 
 
Seguidamente se ejecuta el mismo comando pero esta vez indicando que se realice 
sobre 8 SPEs. 
 




 1 SPU 8 SPU 
tiempo medio 2.34 0.70 
tiempo máx 2.42 0.77 
tiempo min 2.28 0.67 
Tabla 2 Resultados sobre 1 y 8 SPEs 
 
 
En el siguiente gráfico se representan todos los resultados obtenidos: 
 
 




Como se puede interpretar en el gráfico, al operar a través de la SPU se mejora el 
rendimiento en casi un 190% respecto a los resultados de Power PC, reduciendo casi 
a la mitad el tiempo empleado. Esto viene dado, como se ha comentado, por la 
mejor eficiencia del SPU al recoger datos de memoria a través de su MFC. Además se 
ha de tener en cuenta que la SPU hace un trabajo dedicado, por lo que al no realizar 
las tareas de gestión de recursos propias del sistema operativo, dispone de más 
ciclos libres para operar el programa. 
 
El resultado más asombroso se halla cuando se observa la ejecución que paraleliza la 
compresión de datos. Al repartir esa tarea entre los 8 SPUs se mejora en un 625% la 
ejecución inicial realizada en el PowerPC, reduciendo el tiempo utilizado a menos de 
una sexta parte. Además se ha superado cualquier otro resultado ejecutado en el 






Para analizar en más detalle la evolución del flujo de datos durante la ejecución, se 
realiza un análisis más detallado mediante la herramienta PDT (Performance 
Debugging Tool o Herramienta para el depurado de rendimiento) suministrada en el 
SDK 3.0 (Software Development Kit). 
 
 
PDT es una herramienta programada en JAVA sobre la plataforma Eclipse que 
permite monitorizar la ejecución del PPE y los SPEs. Para ello es necesario realizar 
ciertos ajustes en el entorno de usuario definido en el sistema operativo y colocar 
algunas señalizaciones a lo largo del código.  También hay que modificar las opciones 
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de compilación en el fichero Makefile y codificar un fichero de configuración que 
indique al aplicativo los elementos a monitorizar. Para una información más 
detallada, puede consultarse la guía de programación suministrada por el equipo de 
desarrolladores de Cell, Programing Tutorial v 3.0. 
 
Debe tenerse en cuenta que PDT ejerce un efecto de carga sobre el aplicativo. El 
hecho de monitorizar las diferentes señales y comunicaciones entre los elementos 
del procesador provoca que la ejecución se ralentice en tiempo. Se han realizado 
diferentes pruebas en el primer entorno de ejecución (1 SPU) dando una media de 
3.75 s llegando a máximos de 8.76 s, que supera de mucho el resultado obtenido 
anteriormente sin ejecutar la extensión PDT. Dado que el tiempo, en este caso, 
carece de una precisión real y lo que interesa es realizar la comparativa entre 
resultados, para los estudios realizados con PDT centraremos nuestra base de 
medida temporal en los ticks suministrados por la herramienta, que están 
directamente relacionados con los ciclos del reloj del procesador. 
 
4.3. Comparativa PDT 
 
 
En este apartado se realiza una comparativa entre la ejecución con 1 SPU y la de 8 
SPUs para poder analizar las diferencias que producen la mejora en el rendimiento. 
 





Figura 29 Monitorización PDT 1 SPE 
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Figura 30 Monitorización PDT 8 SPEs 
 
 
En primer lugar se evalúa si la relación que se observa es coherente con los 
resultados hallados. En el caso de 1 SPUj se ha ejecutado el aplicativo a lo largo de 
53,5 Mticks mientras que con 8SPUs se realizan en 29,8 Mticks. La relación entre 
ambos es de 1.8 y si se compara con los tiempos conseguidos anteriormente: 
  
2.34 s ∕ 1.80 = 1.3 s  
 
La relación de 1.8 obtenida es un 46% inferior a la observada en tiempo (3.34), 
mientras que el tiempo deducido es un 85% superior a los resultados obtenidos en 8 
SPUs (0.7 s). Esto genera una disparidad respecto a las deducciones halladas al 
medir el tiempo de ejecución. 
 
Se ha de tener en cuenta que los efectos ejercidos por PDT sobre el rendimiento a la 
hora de ejecutar no son lineales ya que dependen de las SPUs utilizadas además de 
otros parámetros. Por ello la paridad tiempo/ticks obtenidos en los resultados, no 
tiene porque cumplirse a la hora de evaluar la mejora de rendimiento aumentando el 
número de SPEs. Además el hecho de analizar una única muestra frente a las 100 
que se evaluaron anteriormente afecta a la media y puede tanto magnificar como 
minimizar la incertidumbre ya que no estamos realizando un promedio. 
 
No obstante, aunque no corresponda, si que sigue siendo coherente con los 
resultados ya que se disminuye significativamente el tiempo obtenido con 1 SPU al 
utilizar 8, aunque no en la misma proporción debido a la carga producida por la 
herramienta PDT. 
 
En los gráficos mostrados (Figura 29 y Figura 30) , se puede apreciar claramente la 
activación de las SPUs correspondientes. Se analizará ahora con más detalle que 
sucede y como se ejecuta el código diseñado. Para ello se amplían las imágenes en 




Figura 31 Inicio 1 SPE y duración media de ciclo 
 
 
Figura 32 Inicio 8 SPEs y duración media de ciclo 
        
 
Se puede apreciar que el tiempo hasta el inicio de ejecución de los SPE es 
prácticamente el mismo en ambas ejecuciones. Existe una pequeña variación, de 
3.050 Kticks a 3.150 Kticks, que es debida al hecho explicado anteriormente de 
coger una única muestra ya que el código es exactamente el mismo en ambos casos. 
 
Además del tiempo inicial, en las figuras se ha resaltado la duración de un ciclo en el 
que se incluye la carga de datos hacia la memoria local, compresión, descarga en 
cada SPE hacia la RAM principal y la posterior escritura desde el PPE hacia el fichero 
final. Se ha realizado un promediado y en el caso de 1 SPU el ciclo tiene una 
duración de 1432 ticks, mientras que en el de 8 SPUs son 4913 ticks.  
 
La relación que se deduce es que en 3,43 veces el tiempo empleado por 1 SPU, las 
ocho del segundo ejemplo son capaces de tratar 8 veces la cantidad de datos 
procesados en el primer caso. Esto nos da una relación de eficiencia del segundo 
respecto al primero de 2,32.  
Inicio de 
ejecución en SPE 
Duración 
de un ciclo 
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Esa no es la eficiencia global puesto que, igual que sucedía con el inicio, existe una 
parte en el código final que es común para ambas ejecuciones, por lo que el tiempo 
de ejecución también debería serlo. No obstante, como se puede apreciar en las 
siguientes figuras, se ha encontrado una variación: en el caso de 1 SPU existen 14,8 
Mticks desde el final de la ejecución en las SPUs hasta la parada del aplicativo, 
mientras que en el caso de 8 SPU hay 9 Mticks. Esta disparidad viene dada por la 
singularidad de la muestra ya que esta puede verse afectada con pequeñas 
variaciones en la cantidad de datos que queden por escribir a fichero una vez 
finalizada la ejecución de las SPUs, que dependerá de cómo gestione el Sistema 




Figura 33 Final en ejecución con 1 SPE 
 
 
Figura 34  Final en ejecución con 8 SPEs 
 
 
En resumen, se detecta una mejora en un factor 2,32 para la parte central de la 
ejecución (tratamiento de datos) y se mantiene igual para el inicio y el final 
(ordenación y escritura de parte de los datos) que es común a ambas ejecuciones, 
dando un factor de mejora global de 1,8. 
Finalización SPE 
Finalización último SPE 
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4.4. Comparativa con minigzip 
 
Finalmente, se ha realizado una comparativa entre el aplicativo Minigzip, 
desarrollado por Sony-Toshiba-IBM, y el desarrollado en este proyecto para poder 
realizar una evaluación de los algoritmos de compresión. 
 
Minigzip ha sido optimizado para la plataforma Cell, desarrollando paralelizaciones 
sobre los SPUs y mejorando el acceso a los datos respecto a otras plataformas. 
 
Para realizar las pruebas, se han ejecutado tres llamadas diferentes a los aplicativos. 
Para LZO se ha utilizado la máxima paralelización, 8 SPUs, con el tamaño de bloque 
a 4 KB igual que en las pruebas anteriores. Para Minigzip se han realizado dos 
ejecuciones diferentes ya que se puede parametrizar en un rango que va de 1 a 9 en 
la calidad de la compresión. A más calidad de compresión más tiempo se emplea en 
la ejecución, por ello se han realizado las comparativas observando el mayor ratio de 
compresión con el mayor tiempo de ejecución y viceversa. 
 
Los resultados se han obtenido mediante el comando time de Linux ya que el 
aplicativo Minigzip se descarga directamente de la página de los desarrolladores3 en 
formato binario y no puede modificarse el código.   
 
Los resultados después de promediar 100 ejecuciones son: 
 
Tiempo de usuario: 
 
Ejecución tiempo medio (s) tiempo máx (s) tiempo min (s) 
Minigzip 1 0.76 0.83 0.66 
Minigzip 9 0.89 0.93 0.80 
LZO 0.37 0.43 0.34 
Tabla 3 Resultados de tiempo de usuario en comparativa con minigzip 
 
Tiempo de sistema: 
 
Ejecución tiempo medio (s) tiempo máx (s) tiempo min (s) 
Minigzip 1 1.91 2.45 1.39 
Minigzip 9 2.43 3.39 1.34 
LZO 0.43 0.55 0.32 
Tabla 4 Resultados de tiempo de sistema en comparativa con minigzip 
 
La suma de ambos: 
 
Ejecución tiempo medio (s) Tamaño comprimido Ratio compresión 
Minigzip 1 2.67 6804330 14.7 
Minigzip 9 3.32 5785586 17.3 
LZO 0.80 14999981 6.67 
Tabla 5 Resultados del tiempo total y ratio de compresión en comparativa con minigzip 
 
 
                                                 
3 http://sourceforge.net/projects/cellbuzz 
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El tiempo de usuario es el dedicado por la CPU para la propia ejecución del 
programa, mientras que el tiempo de sistema es el dedicado por Linux para dar 
servicio al aplicativo (llamadas I/O, interrupciones, …). Esto es coherente con el 
tiempo que se midió en la primera prueba con 8 SPUs de 0,7s ya que mediante time 
se ha obtenido 0,8s. Esta pequeña variación es debida a la carga ejercida por el 
mismo comando. 
 










Minigzip 1 Minigzip 9 LZO
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Minigzip 1 Minigzip 9 LZO
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Figura 36 Ratio de compresión en comparativa con minigzip 
 
 
Se observa una relación en tiempo de ejecución de 3.3 respecto al mejor resultado 














Después de realizar los diferentes ejercicios de comparativa, las conclusiones son 
positivas: 
 
 En primer lugar, se ha conseguido mejorar el rendimiento obtenido por el 
elemento PowerPC del mismo procesador Cell trasladando la ejecución a uno de 
sus procesadores sinergéticos. Esto reafirma la superioridad en el ancho de 
banda del que disponen los SPUs. 
 
 También se ha conseguido reducir el tiempo de proceso de una manera muy 
considerable al paralelizar la aplicación. Esto ha permitido mejorar respecto al 
ejercicio secuencial sobre SPU, que a su vez ya había mejorado el resultado 
secuencial sobre el PowerPC, en un factor de 3,34 en tiempo y 1,80 
monitorizando con PDT 
 
 Los resultados muestran una mejora tanto en los rendimientos obtenidos con la 
misma arquitectura Power en procesador Cell como en procesadores Power6. 
También se han mejorado ampliamente los resultados obtenidos en los 
procesadores de plataforma x86 que, como los Power6,  se han fabricado y 
diseñado más recientemente, por lo que se han empleado técnicas más 
avanzadas en su producción. 
 
 Finalmente se ha realizado la comparativa contra minigzip, en la que se ha 
demostrado la superioridad del algoritmo LZO en tiempo de ejecución. Cabe 
señalar que reduce el ratio de compresión respecto a Minigzip, por lo que LZO 
está especialmente indicado para compresiones en las que importe más la 
rapidez en la ejecución que el espacio en disco ocupado. 
 
 
Se concluye por tanto que la arquitectura Cell, aunque no está suficientemente 
extendida en el mercado comercial, mejora ampliamente los resultados obtenidos 
por aplicativos que suelen ejecutarse sobre otras plataformas.  
 
 
Aprovechando ambas características, arquitectura Cell y algoritmo LZO, se ha 
conseguido un aplicativo que supera en prestaciones a los que se pueden encontrar 
actualmente; no obstante, para conseguir esa mejora en el rendimiento es necesario 
emplear un tiempo elevado para la modificación de aplicaciones. Esto debe evaluarse 
en cada caso particular para valorar la rentabilidad de la modificación y, por 
supuesto, el del cambio de plataforma ya que Cell no está ampliamente 
estandarizado en el mercado y como comprador se puede sentir reticencia en el 




5. MEJORAS EN EL DESARROLLO 
 
Existen diferentes modelos de programación para paralelizar aplicativos, así como 
también se dispone de diferentes herramientas en la arquitectura Cell para mejorar 
el rendimiento del desarrollo realizado. La intención de este capítulo es la de sentar 
una línea de optimización que permita comprobar la potencia que algunas de estas 
alternativas pueden suministrar. 
 
Existen hasta siete modelos de paralelización diferentes en la documentación para la 
programación sobre Cell. Se pueden encontrar técnicas diferentes consultando otras 
bibliografías, no obstante para desarrollar una primera mejora se ha optado por una 
de las aconsejadas. 
 
Los modelos descritos en la documentación son: 
 
 Function-Offload Model 
 Device-Extension Model 
 Computation-Acceleration Model 
 Streaming Model 
 Shared-Memory Multiprocessor Model 
 Asymmetric-Thread Runtime Model 
 User-Mode Thread Model 
 
El que se ha utilizado para el desarrollo es el Function-Offload Model o también 
denominado Remote Procedure Call (RPC) o Procedimiento de Llamada Remota. 
 
Este modelo se caracteriza por ejecutar un programa principal en el PPE, al cual, 
mediante el código adecuado, se le permite hacer llamadas a funciones que están 
implementadas en los SPEs. Un pequeño trozo de código en el SPE correspondiente 
permite la interacción del PPE con la función a llamar, que en este caso es el 
compresor/descompresor LZO. 
 
Se representa el esquema de ejecución en la siguiente Figura: 
 
 


























Para mejorar el rendimiento se han analizado los diferentes modelos para decidir la 
mejor opción. Finalmente se ha optado por aplicar Shared-Memory que permite una  
adaptación menos complicada al código ya desarrollado.  
 
Una de las principales características de este modelo es que necesita disponer de 
direcciones de datos coherentes para que todas las operaciones DMA se realicen 
correctamente. Adicionalmente, todos los elementos del procesador han de poder 
acceder a los datos, que deben ser comunes. El aplicativo se ha pensado para 
mantener esta coherencia desde el inicio, por lo que las modificaciones necesarias no 
alterarán la estructura básica del diseño. 
 
Una vez esté implementado el modelo Shared-memory, se realizará una mejora en 
la carga de datos utilizando el método double-buffering para trasladar la información 
hacia la memoria local de cada SPE y también se aplicará sobre el PPE para optimizar 








Si se observan las Figuras 31 y 32 realizadas con PDT, se intuye que podría 
optimizarse el tratamiento de los datos. Se detecta una interacción recurrente entre 
PPE y SPE que podría reducirse y mejorar así el rendimiento. La línea de trabajo a 
desarrollar tiene como objetivo reducir dichas interacciones, alargando los ciclos de 
carga e intensificando el proceso sobre los SPE en cada ciclo. Para ello, se traslada 
cierta inteligencia del aplicativo desde el PPE hacia los SPEs. 
 
En el modelo Shared-memory todos los elementos disponen de posiciones de 
memoria efectivas, comunes y coherentes, de manera que con la señalización 
adecuada cualquier función puede acceder a dichos datos. Según esta premisa, no es 
necesario que el PPE envíe cada vez la información a comprimir/descomprimir, si no 


















El esquema de ejecución quedaría de la siguiente manera: 
 
 
Figura 38 Esquema de ejecución en modelo Shared-Memory 
 
Como se observa, en esta versión no se deben enviar los datos sino la dirección de 
memoria de un bloque mayor de estos. De hecho, lo que se ha codificado es el envío 
completo de una de las partes que se utilizaba para limitar el uso de memoria en el 
código anterior.  
 
Se ha modificado el código principal del PPE para que las partes no superen el límite 
de 64 KB, que se había establecido como tamaño máximo de datos a cargar en la 
memoria local de cada SPE, aunque esta no es ahora una cifra limitante puesto que 
el acceso será secuencial desde los SPEs. 
 
Para albergar los datos de cada parte se había predefinido un vector que contenía el 
número máximo de bloques con un tamaño concreto. Esto permitía mantener la 
coherencia en la memoria para realizar el envío de datos entre PPE y SPE en el 
momento de comprimir/descomprimir. Al utilizar el modelo Shared-memory se 
definen los vectores que se van a enviar y serán equivalentes al número máximo de 
SPUs. En este caso van a ser 8 vectores de 64 KB ( 16 bloques de 4 KB). 
 
Se realizan otras modificaciones en el bucle para el envío de datos que se había 
programado:  
 
 Se han de cargar todas las partes necesarias en lugar de sólo una. 
 
 Se deberá introducir la dirección del primer elemento de cada parte, en 
lugar de la de los datos, en la estructura de intercambio.   
 
 Se escribirá en el fichero final el resultado de todas las compresiones al 
final de cada iteración. 
 


























































































Se debe modificar también el código que se ejecuta en el los SPEs. Este nuevo 
desarrollo ha de ser capaz de iterar un proceso que le permita recargar los datos 
necesarios, comprimirlos y depositarlos en las direcciones correctas. A todo este 
proceso hay que añadirle una correcta señalización que indique las partes tratadas y 
finalizadas. De esta manera podrán operar las diferentes funciones del programa y el 
PPE será capaz de identificar el estado en el que se encuentra cada bloque. 
 
Respecto al programa anterior se le añade la funcionalidad de recorrer 
completamente el vector recibido y señalizar los diferentes bloques.  
 
Las variaciones en el código, tanto en SPU como en PPU, quedan representadas en la 


































































En este  apartado se analizarán los beneficios de emplear el modo double-buffering. 
Esta técnica es un tipo de multi-buffering; el método utiliza varios buffers en una 
cola circular permitiendo ejecutar concurrentemente las operaciones de procesado y 
transferencia de datos DMA. 
 
La capacidad de realizar operaciones de entrada/salida paralelas al procesado de 
datos densifica la acción del código. Al provocar que siempre están disponibles o al 
menos disponibles con anterioridad, en el momento de ser requeridos para tratarlos, 
debería reducir el tiempo de ejecución del SPE. 
 











Al introducir el bucle en el código del SPE resulta un hilo de ejecución como el 
mostrado a continuación: 
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Figura 42 Esquema de ejecución en modelo Double-Buffering 
 
 
En esta modificación el código del PPE se queda intacto ya que la carga de datos 
para la compresión/descompresión se realiza desde los SPEs, es aquí donde  se 
programaran las modificaciones.  
 
Las variaciones en el código se realizan para generar un nuevo buffer de entrada y 
para solapar las cargas de datos con las operaciones de compresión/descompresión. 
Para conseguir este efecto, no es necesario paralelizar declarando diferentes hilos de 
ejecución ya que las operaciones de entrada/salida se realizan a través del MFC, 
mientras que las operaciones de procesado corren directamente en la SPU. 
 
Se representa a continuación el flujo final de datos dentro del bucle de ejecución del 
SPE al realizar las variaciones. Para profundizar más en las modificaciones del código 






SPE SPE … 
Cargar datos 0 
 
Cargar datos 1 
 
Comprimir datos 0 
 
Enviar datos 0 
 
Cargar datos 0 
 





Enviar datos 1 
 
Cargar datos 1 
 




Cargar datos 0 
 
Cargar datos 1 
 
Comprimir datos 0 
 
Enviar datos 0 
 
Cargar datos 0 
 




Enviar datos 1 
 
Cargar datos 1 
 




Cargar datos 0 
 
Cargar datos 1 
 
Comprimir datos 0 
 
Enviar datos 0 
 
Cargar datos 0 
 




Enviar datos 1 
 
Cargar datos 1 
 



































































5.1.3. Double buffering en PPE 
 
 
En este apartado se intentará mejorar el resultado obtenido mediante el uso de 
double buffering en el código de PPE. Actualmente se está realizando un acceso 
diferenciado entre lectura y escritura a través de los buffers in[] y out[], no obstante 
dado que se observa un overhead al final de cada ciclo, se asegurará mediante esta 
prueba que el proceso de acceso a fichero no afecta a la duración media del ciclo.  
 
En esta modificación el código del SPE queda intacto, las variaciones se realizan 
generando nuevos buffers de entrada y salida sólo en el PPE para asegurar que el 
hecho de necesitar los datos del vector de entrada en el último bloque a tratar del 
ciclo, no afecte a la carga de los nuevos datos a tratar para la siguiente parte. 
 
Una vez realizadas las modificaciones y analizando los resultados obtenidos antes y 
después de la variación se aprecia que, aún sin los beneficios de un MFC en el PPE,  
no hay penalización por la escritura/lectura de datos a fichero. Si se observa el 
tiempo de overhead de cada ciclo obtenido mediante PDT (3.4 ms), se deduce que 
este no está en la escala de acceso a disco que es del orden de 6 ó 7 ms, así que ha 
de estar vinculado a otros factores propios del procesador. 
 
Se ha observado, en la comparativa de resultados del modelo Shared-Memory contra 
RPC, que el aumento del número de interacciones entre PPE y SPE puede penalizar el 
tiempo final de ejecución, por lo que se analizaran las posibilidades para reducir 
dicho overhead estudiando su relación con la cantidad de datos a tratar en cada 
interacción. Para ello se variará el tamaño de las partes a procesar en cada SPE y se 











El análisis se realiza siguiendo la metodología del capítulo anterior; analizando el 
rendimiento global, el momento inicial de ejecución del código, la duración de los 
ciclos, la finalización de estos y la mejora de rendimiento por paralelización. Para 





Figura 44 Captura global PDT en modelo Shared-memory 
 
 
Se observa una clara mejora de rendimiento en los ticks totales de ejecución. 
Mientras el modelo de 8 SPUs anterior se ejecutaba en 29,8 Mticks, en este caso se 
necesitan 18,7 Mticks. El resultado es una relación entre ambos de 1.6, obteniendo 
un 37% de mejora. 
 
 
Si se observa el inicio de la ejecución en los SPEs: 
 
 
Figura 45 Captura del inicio y duración de ciclo con PDT en modelo Shared-memory 
 
Se aprecia que el inicio, igual que en los casos anteriores, es común. En este caso se 
da en los 2950 (3080) ticks mientras que en los otros dos estaba en los 3050 y 
3150.  
 
De nuevo se halla una pequeña variación dada por la singularidad de las muestras, 





ejecución en SPE 
Duración 
de un ciclo 
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Al medir la duración de cada ciclo, resaltada en amarillo, se obtiene una media de 
61951 ticks. Respecto a la media de 4913 ticks que tenía la paralelización anterior 
con 8 SPUs, se tiene una relación de 12.6. Es decir, en 12.6 veces el tiempo que 
necesita la aplicación inicial para procesar un bloque de 4 KB por SPU, la 
modificación hacia el modelo Shared-memory consigue procesar 16 bloques en cada 
SPU. Esto da una relación de eficiencia media por ciclo del 27% adicional.  
 
Esta no es la eficiencia máxima alcanzable ya que, como se puede apreciar, la 
interacción entre SPEs y PPE está mucho más secuenciada y ordenada, provocando 
que la duración del ciclo sea mayor. Si se utilizase un modelo asíncrono o se 
optimizase más la paralelización de escritura en fichero y ejecución de SPEs, se 
podría reducir el tiempo obtenido.  
 
No obstante, al ejecutar de esta manera el bucle, aún no siendo la óptima, se 
observa que la duración desde la conclusión del último SPE hasta el fin de la 
ejecución global es mucho menor. Reduciéndose de los 9 Mticks desde la finalización 




Figura 46 Captura del final de la ejecución con PDT en modelo Shared-memory 
 
Partiendo de las premisas mencionadas, la mejora de rendimiento al aplicar el nuevo 
modelo de programación se calcula de la siguiente manera: 
 
3 Mticks (inicio común)    -> 10% 
 
9 Mticks (final con mejora de rendimiento 2,37) -> 30% 
 
17,8 Mticks (Mejora en paralelización de 1,27)     -> 60% 
 
Relación de rendimiento deducida:  0.6 x 1.22 + 0.3 x 2.37 + 0.1 x 1 = 1.55 
Esta es la mejora en el rendimiento global que se había calculado en un principio. 
Queda patente entonces que el cambio de modelo ha producido una mejora en los 
resultados aprovechando las ventajas de paralelización y ancho de banda de los 
SPEs.  
 
Finalización último SPE 
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 Como se ha comentado en el capítulo anterior, el análisis mediante PDT proporciona 
información muy valiosa respecto al comportamiento, pero no es fiable si se desean 
realizar extrapolaciones para los resultados en tiempo real. Por ello se analizarán las 
ejecuciones mediante la inserción del código utilizado en anteriores apartados y el 
comando time. 
 
Tabla 6 Tiempos obtenidos para el modelo Shared-Memory 
 
En este caso la relación entre tiempos es de 1.75, que es aproximada a la obtenida 
mediante PDT. Se observa una reducción considerable en el tiempo de usuario, 
debido al menor número de procesos codificados que han de interactuar durante la 
ejecución. Además se ha mejorado el tiempo de sistema, aunque en menor medida, 
realizando de manera más eficiente los accesos a ficheros y las consultas a memoria 





El análisis se va a realizar como en el apartado anterior, se observará el rendimiento 
global, el momento inicial de ejecución del código, la duración de los ciclos y la 
finalización.  
 
Después de analizar con PDT el comportamiento del aplicativo, se evaluará el tiempo 
obtenido para poder realizar la comparativa con los anteriores resultados. 
 
 
Figura 47 Captura global PDT en modelo Double-Buffering 
 
En la ejecución global se observa que no hay una mejora de rendimiento apreciable, 
se pasa de los 18,7 Mticks anteriores en el modelo Shared-Memory a los 18.5Mticks 
conseguidos en Shared-Memory con Double Buffering. La diferencia que se aprecia 
puede venir dada por la singularidad de la muestra o por una mejora de rendimiento. 
Ejecución 
tiempo medio mediante 
inserción de código (s) 
tiempo medio user 
comando time (s) 
tiempo medio sys 
comando time (s) 
LZO (Shared) 0.40 0.15 0.25 
LZO (RPC) 0.70 0.37 0.43 
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Figura 48 Captura del inicio y duración de ciclo con PDT en modelo Double-Buffering 
 
 
Como se puede apreciar, el inicio de ejecución es igual a los ya observados. La 
duración del ciclo de ejecución en cada SPE se ha promediado como en los anteriores 
casos y se ha obtenido una media de 65628 ticks que no dista de una manera 
significativa (5%) respecto a los 61951 obtenidos con el método Shared-Memory sin 
Double Buffering.  
 
Para estudiar si realmente se trata de una mejora en el rendimiento cíclico o es 
debido al hecho de analizar una única muestra, se analizan en más detalle las 










ejecución en SPE 
Duración 
de un ciclo 
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En la figura, las zonas azules son indicadores de operaciones de entrada/salida, 
mientras que las zonas verdes indican que el núcleo del SPU correspondiente está 
activo. Al inicio de cada ciclo le precede una zona azul extensa que representa la 
espera a la recepción del mail. PDT marca esta zona y se puede observar que una 
vez llega el mail, el SPU sigue activo mientras realiza diferentes operaciones de 
entrada/salida. Las señales que se observan son las diferentes operaciones de I/O 
mientras que los espacios de ejecución, más largos, están en color verde, lo que 
indica que el SPU esta procesando (comprimiendo) los datos recibidos. 
 
De la anterior observación se deduce que la operación de compresión ocupa más 
tiempo de ejecución que la lectura/escritura de datos, por lo que aunque se aumente 
el tamaño de bloque no se podrá mejorar el rendimiento del aplicativo con esta línea 
de trabajo. Captar los datos más eficientemente, en este caso no genera una mejora 
de rendimiento ya que el mayor tramo de tiempo está ocupado por el proceso de 
datos, por lo que aunque se paralelice ambas acciones (procesado y lectura) el ciclo 
estará siempre acotado a la más lenta de las dos. Si se quisiera por tanto reducir el 
tiempo de ciclo, se debería investigar un modo de efectuar la compresión de manera 
más efectiva. 
 









Se aprecia que el final de la ejecución del último SPE se produce a los 14775 ticks, 
por lo que el número total desde el final del último SPE, de este ejemplo, hasta el 
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5.2.3. Double buffering en PPE 
 
A continuación se exponen los resultados obtenidos con las diferentes ejecuciones 
derivadas de variar el número de bloques contenidos en cada parte o ciclo de 
ejecución. Se muestran las capturas de pantalla realizadas con PDT a la misma 













Sys 0.25s  
Duración media de ciclo 61951 Ticks 
Duración media Overhead 49186 Ticks 
Tabla 7 Tiempos de Ejecución para el modelo Shared-Memory 
 
 









Sys 0.24s  
Duración media de ciclo 110874 Ticks 
Duración media Overhead 85170 Ticks 




Figura 52 Captura del detalle de ciclo con PDT en la primera variación 
 
 





Sys 0.24s  
Duración media de ciclo 212297 Ticks 
Duración media Overhead 162477 Ticks 
Tabla 9 Tiempos de Ejecución en la segunda variación 
 
 
Figura 53 Captura del detalle de ciclo con PDT en la segunda variación 
 
 





Sys 0.25s  
Duración media de ciclo 417299 Ticks 
Duración media Overhead 310800 Ticks 




Figura 54 Captura del detalle de ciclo con PDT en la tercera variación 
 
 





Sys 0.25s  
Duración media de ciclo 832239 Ticks 
Duración media Overhead 605338 Ticks 




















Sys 0.26s  
Duración media de ciclo 61951 Ticks 
Duración media Overhead 49186 Ticks 
Tabla 12 Tiempos de Ejecución en la quinta variación 
 
 
En esta ejecución, mostrar una figura con la escala utilizada no tiene sentido ya que 
no se puede apreciar la duración completa. 
 
Los resultados obtenidos son: 
 
bloques tiempo User Sys Ciclo (ticks) Ciclo (ms) Overhead (ticks) Overhead (ms) 
16 0.4 0.15 0.25 61951 4.3 49186 3.4 
32 0.39 0.15 0.24 110874 7.7 85170 5.9 
64 0.4 0.16 0.24 212297 14.8 162477 11.3 
128 0.42 0.17 0.25 417299 29.1 310800 21.7 
256 0.43 0.18 0.25 832239 58.1 605338 42.2 
512 0.45 0.19 0.26 1927026 134.6 1515285 105.8 





Figura 56 Gráfica resumen de tiempos de ejecución 





Figura 57 Gráfica resumen de #ticks de ejecución en escala logarítmica 
 
Se observa una pequeña mejora en la primera prueba ya que al doblar el tamaño de 
datos no se dobla ni el tiempo de ciclo medido con PDT ni el de overhead. No 
obstante, la disminución es mínima y afecta levemente al resultado final puesto que 
la reducción total es de unos 14000 ticks (1ms), respecto al límite teórico al que se 
debería llegar. Sabiendo que hay un máximo de 96 ciclos, resultaría una reducción 
máxima de 96 ms en la ejecución. Esto coincide con el tiempo real medido que ha 
sido 0.01 segundos inferior al inicial. 
En el resto de las variaciones, no se obtiene el mismo resultado para la duración de 
ciclo aunque sí se halla una pequeña mejora, inferior a la de la primera variación,  en 
el tiempo de overhead. No obstante, los resultados teóricos y los empíricos tienen 
gran similitud (difieren en menos de un 4%), siendo probable que se den las 












Se aprecia claramente el beneficio de emplear el método Shared-Memory. Se 
consigue una mejora aproximada de un 37% respecto al ejemplo de 8 SPUs 
analizado previamente. Esta mejora global permite conseguir un tiempo de ejecución 
un 59% menor que el obtenido por el procesador Xeon. Así se ha conseguido pasar 
de los 0.96s que se había obtenido como mejor resultado, al analizar la totalidad de 
los procesadores en el primer ejercicio, a los 0.40s alcanzados sobre la arquitectura 




Cabe mencionar que el aplicativo ya disponía de datos estructurados 
coherentemente. Si se hubiese desarrollado desde unos no ordenados, el esfuerzo 
del programador hubiera sido mucho mayor, por lo que nuevamente se debería 






Como se puede apreciar en los resultados, no existe ninguna mejora por el hecho de 
utilizar la técnica de Double-Buffering en este aplicativo concreto, deducción a la que 
se podría haber llegado analizando los datos suministrados por PDT en el caso 
anterior de Shared-Memory tal y como se ha demostrado en el análisis del detalle de 
ciclo. 
 
Como conclusión final cabe mencionar que no todas las técnicas de programación 
que se pueden utilizar en la arquitectura Cell son válidas para todos los aplicativos. 
Se debe analizar previamente donde se puede optimizar y donde no, y así evitar 
invertir  esfuerzos en el desarrollo de nuevos códigos que no ofrezcan mejora. 
 
 
5.3.3. Double buffering en PPE 
 
Al observar en las gráficas la evolución del tiempo, se aprecian mejoras en la parte 
de usuario y leves diferencias en la de sistema. Al aumentar el tiempo de ciclo, 
doblando los datos a tratar, no se reduce realmente el overhead sino que se optimiza 
la ejecución del código. Se deduce entonces que la penalización observada en cada 
ciclo está vinculada a la cantidad de datos a tratar, por lo que el número de 
interacciones entre PPE y SPE, en este caso, no penaliza en el tiempo final.  
 
El hecho de alargar el ciclo presenta una mejora en tiempo proporcional por ciclo, 
pero si se analiza el global se han de evaluar las penalizaciones que puede presentar 
ya que necesita un trato de datos más costoso en la parte del PPE, lo que penaliza el 
tiempo final global. En caso de trabajar con flujos de información ilimitados se 
deberían aumentar los datos a procesar por cada ciclo al máximo, pero al tratarse de 
un fichero finito sobre el que debe realizarse un ordenamiento, acceso y tratamiento 
de datos, el punto de balance óptimo entre el tamaño de los datos a procesar y el 
tiempo final de ejecución depende de más factores que el overhead observado por 
ciclo. 
 
En este caso, con el código desarrollado, se ha encontrado el punto óptimo utilizando 
32 bloques en cada parte y consiguiendo un resultado final de 0.39s de ejecución.  
Se ha mejorado ligeramente el tiempo obtenido anteriormente y si se codificase un 
ordenado de información más eficiente se debería llegar a resultados mejores. Queda 
patente entonces que al aumentar la cantidad de datos a tratar mejora levemente la 
eficiencia de cada ciclo aunque en este caso concreto la mejora global no compense 
el gasto de recursos en la programación. Por otro lado, cabe mencionar que el hecho 
de utilizar la técnica double-buffering con los arrays de carga de datos en el PPE no 







6.1. Conclusiones globales 
 
 
Con la intención de extraer unas conclusiones globales sobre todo el trabajo 
realizado durante este proyecto, primero se resumen los objetivos planteados junto 
con las acciones y resultados logrados. 
 
La curiosidad por conocer esta nueva arquitectura y comprobar si efectivamente es 
un diseño revolucionario, ha causado la motivación de generar el código desarrollado 
con el fin de estudiar sus posibilidades. Se pueden resumir en tres puntos, muy 
relacionados entre ellos, cuales han sido las metas a conseguir: 
  
 Demostrar la eficiencia de la paralelización sobre la arquitectura Cell. 
 
 Desarrollar un aplicativo que sea competitivo contra los existentes 
actualmente. 
 
 Analizar si la arquitectura Cell puede suponer un avance real en la tecnología 
actual de procesadores.  
 
 
Las acciones y pruebas han ido siempre encaminadas ha comparar varios 
procesadores y diferentes algoritmos en la arquitectura Cell. Para conseguirlo se han 
programado modificaciones de código, de configuración de entorno, modelo de 
concurrencia,… No se van a mencionar en su totalidad ya que se han ido trabajando 
durante todo el escrito pero sí se deben resumir en los siguientes puntos las 
comparativas realizadas: 
 
 Comparativa de tiempo de ejecución, utilizando el mismo código, entre 
diferentes procesadores (Power 6, Xeon y Cell). 
 
 Paralelización del aplicativo en arquitectura Cell y comparativa con la versión 
secuencial. 
 
 Evaluación contra el aplicativo de compresión Minigzip en la plataforma Cell. 
 
 Mejora del código desarrollado mediante el modelo de programación Shared-
Memory y comparación con anteriores resultados. 
 
 Utilización de la técnica Double-Buffering, tanto en el PPE como en el SPE, 









Los resultados de las pruebas realizadas, se han analizado de diferentes formas: 
 
 Mediante el tiempo de ejecución necesitado: Este se ha medido utilizando la 
inserción de código en los aplicativos y utilizando el comando time disponible 
en el sistema operativo Linux.  
 
 Análisis mediante la herramienta PDT (Performance Debugging Tool) 
disponible en el paquete SDK 3.0: Esto ha permitido analizar el 
comportamiento de los códigos en tiempo real, para evaluar cómo afectaban 
las variaciones realizadas al flujo de la ejecución. 
 
 
Al ser el tiempo el único parámetro que se ha podido monitorizar en todos los 























































A la vista de los resultados obtenidos, se analiza si los objetivos iniciales se han 
cumplido o no. 
 
 Eficiencia en la paralelización:  Queda demostrado y se ha argumentado durante 
todo el trabajo, que efectivamente la paralelización sobre Cell es altamente 
eficiente. Se ha pasado de 4.37s en la versión secuencial ejecutándose sobre el 
PPE a los 0.39s del modelo Shared-Memory con Doubble-buffering. Además, cabe 
destacar la escalabilidad que presenta el aplicativo y la arquitectura; al ejecutar 
sobre una SPU se consigue un tiempo de 2.34s y al aumentar ocho veces los 
recuros dedicando todas las SPUs se reduce el tiempo final de ejecución a una 
sexta parte. 
 
 Aplicativo competitivo: Si se observa la comparativa con Minigzip (desarrollada 
en el capítulo de Resultados) se comprueba que se ha superado a un competidor 
contrastado (Sony-Toshiba-IBM) en tiempo de ejecución. 
 
 Nuevo avance tecnológico:  Al evaluar las tres barreras que supera Cell: 
disipación de calor, memoria y frecuencia, queda claro que aunque son 
problemas que no desaparecen, sí que se alivian en parte. Se ha aumentado el 
rendimiento por lo que con la misma disipación de calor se consigue más 
potencia de cálculo. El ancho de banda a memoria ha mejorado al estar todos los 
elementos y dispositivos conectados al EIB y por disponer de diferentes niveles 
de memoria. Por último, la frecuencia deja de ser un factor tan limitante en la 
mayoría de sus usos, ya que se pueden realizar operaciones mucho más 
complejas con el mismo gasto en ciclos de reloj al paralelizarse entre los 
diferentes SPEs el procesado de datos y el acceso DMA a estos. 
 
La conclusión global es que el procesador Cell, efectivamente, supone un paso 
tecnológico respecto a otras arquitecturas existentes en el mercado. El avance no es 
una superioridad técnica si no un diseño que permite una gran versatilidad en la 
programación, obteniendo grandes mejoras en los resultados como las que se han 
comprobado y muchas otras para las que aún no se ha desarrollado el código. Las 
posibilidades ofrecidas, al mismo tiempo, provocan que no sea fácil migrar los 
aplicativos a esta plataforma e incrementan el coste de desarrollo. Esto puede 
generar dudas ante la decisión de invertir (económica e intelectualmente), aunque se 
ha de valorar que pese al largo aprendizaje, un técnico experto que disponga de un 
entorno propio de programación eficiente, puede adaptar rápidamente un código 
llegando a rendimientos sorprendentes. 
 
Como conclusión personal, trabajar con esta arquitectura ha sido costoso pero 
emocionante. El aprendizaje ha sido lento, he encontrado diversos problemas al 
implementar las comunicaciones entre los componentes, las alineaciones de 
memoria, los diferentes modos de programación… no obstante, las deducciones 
halladas han superado con creces mis expectativas iniciales. Después de un trabajo 
duro, con muchas incertidumbres sobre los resultados,  la recompensa de conseguir 
y superar los objetivos planteados genera una gran satisfacción. Por ello, me sentiría 
apenado de que este tipo de arquitectura finalmente no tenga una difusión suficiente 
en el mercado para que llegue a prosperar. En mi opinión supone un avance en los 
equipos de computación más allá de la tecnología empleada en la producción de 
hardware, haciendo uso de las curiosidades y habilidades de los desarrolladores para 
conseguir aumentos sorprendentes en el rendimiento de las aplicaciones. 
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6.2. Tareas Realizadas 
 
 
A continuación se muestran las tareas realizadas a lo largo del desarrollo de este 
proyecto indicando el tipo y el tiempo de dedicación necesario: 
 
Tipo de Tarea Descripción Horas invertidas 
Estudio previo Establecer objetivos y buscar información 20 
Estudio Previo 




Configuración del entorno de simulación en máquina 
virtual y del entrono real en QS22 
30 
Estudio previo Pruebas con simulador y entorno real 20 
Implementación 
Codificación de una aplicación simple sobre PPE para 
testeo del entorno 
50 
Implementación 
Implementación de una aplicación simple con 
comunicación entre PPE y SPE 
50 
Implementación Implementación de un primer compresor simple en PPE 25 
Diseño 
Análisis de resultados y definición de los parámetros de 
diseño para la correcta codificación de un compresor con 
comunicación entre PPE y SPE 
35 
Diseño Diseño de la estructura de datos del aplicativo 30 
Diseño Diseño de la comunicación final entre PPE y SPE 30 
Implementación 
Desarrollo del código efectivo para el primer aplicativo 
diseñado 
50 
Testeo Análisis de resultados 10 
Implementación 
Desarrollo de los códigos para realizar las pruebas 
comparativas en el resto de plataformas 
25 
Testeo Análisis comparativo de resultados 25 
Diseño e 
implementación 









Codificación del modelo Shared-Memory 25 
Testeo Análisis de resultados Shared-Memory 10 
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Tipo de Tarea Descripción Horas invertidas 
Diseño e 
implementación 
Codificación del modelo Double Buffering 25 
Testeo Análisis de resultados Double-Buffering 15 
Documentación Redacción del PFC 120 
 
 
Se han realizado un total de 725 horas de trabajo, sin contemplar las reuniones y el 
tiempo dedicado por personas a las que se les han realizado consultas conceptuales. 
Se ha tenido que dedicar tantas horas a causa de la inexperiencia en la arquitectura, 
forzando la prueba de diferentes alternativas de trabajo como entornos 
virtuales/reales, aplicativos de test diferentes,…, es decir: la curva de aprendizaje ha 




6.3. Impacto Medioambiental 
 
 
A priori, no parece que habrá un gran impacto medioambiental al utilizar esta 
aplicación, no obstante se realizarán los cálculos de dos ejemplos teóricos para que 
pueda apreciarse con más claridad. Como primer análisis, se observa que el 
consumo medio del procesador Xeon utilizado es de unos 130W mientras que el de 
Cell es de unos 80W, si además se contempla que con este último se han conseguido 
resultados mucho mejores, se presupone un ahorro energético al comparar ambas 
ejecuciones.  
 
Se estima un escenario de posibles compresiones que se podrían llegar a ejecutar en 
el territorio Español sabiendo que hay aproximadamente un 18% de habitantes que 
disponen de PC4 en una población de casi 45 millones. Contemplando una 
compresión diaria por cada usuario, resulta una media de 8.1 millones de 
compresiones. El tiempo necesario, si se utilizase un procesador Xen como el 
estudiado, sería de 90 días mientras que para Cell sería de 36,6 días. Si se extrapola 
los cálculos a un año completo, significaría un ahorro entre ambas ejecuciones de 
76843 kWh que equivale a 32.8 toneladas de CO2 (13 coches o 10 árboles); 
económicamente supone un ahorro total en la factura de 8.500 €5. 
 
El ahorro es considerable dado que se realiza una única compresión de 100MB por 
usuario y día, este es un cálculo muy conservador ya que continuamente se realizan 
compresiones por propias acciones del sistema operativo así como otras implícitas en 




                                                 
4 Instituto de Estudios Económicos 2004 
5 Coste de electricidad según UNESA (Asociación Española de la Industria Eléctrica) 0,11€/kWh 
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En un ejemplo aplicable a la vida empresarial se podría plantear una gran 
corporación que disponga de unos 10.000 trabajadores, mediante un sistema de 
virtualización de aplicaciones existentes en el mercado como Citrix, Xen, …. La 
aplicación compresora podría hacer llamadas a un algoritmo que se ejecute en un 
blade con Cell. De esta manera, si se calcula un ratio de 10 compresiones (acceso a 
datos comprimidos, mails, video, foto,…) diarias por trabajador, obtenemos, 
realizando los cálculos descritos en el anterior ejemplo, una diferencia de 950 kWh 
(105€) que equivale a 0.40 Toneladas CO2. Si esto además se traslada a las 
aplicaciones propias del negocio de la empresa, ya sea el tratamiento de video, 
grandes bases de datos transaccionales, procesos Batch,…, aumentaría el ahorro 
energético y no sólo en potencia eléctrica ya que también disminuiría el espacio de 
disco requerido. 
 
En si mismo el impacto medioambiental positivo que puede generar el aplicativo 
desarrollado es pequeño, pero bien aplicado a circunstancias concretas puede 
realizar ahorros significativos. Si extrapolamos los cálculos hechos a clusters de 
computación mucho más potentes, que no sólo se dediquen a realizar compresiones, 
es evidente que el impacto que puede llegar a tener es mucho mayor, tanto en 
ahorro energético como en tiempo de ejecución. 
 
 
6.4. Futuros desarrollos posibles 
 
Durante todo el proyecto se han ido mencionando observaciones que intuían posibles 
mejoras al realizar nuevas modificaciones en el código. A continuación se hace un 
pequeño resumen de algunas de las más importantes y se analiza como podrían 
mejorarse los rendimientos obtenidos con desarrollos adicionales: 
 
 Inicio común: Como se ha comentado en los apartados de análisis de 
resultados, existe un inicio común en todas las versiones programadas donde se 
realiza la lectura de los parámetros introducidos al llamar al aplicativo, se 
declaran los bloques y se estructuran ordenadamente para la posterior lectura de 
datos.  Este proceso podría trasladarse a uno de los SPEs para que actúe en 
modo service model de PPE-Centric e incluso, según la interdependencia que se 
programe con el PPE, podría pasar a ser un subprograma con un modelo SPE-
Centric dentro del aplicativo. Esto permitiría activar todos los SPEs con 
anterioridad, destinando uno al ordenado de datos mientras el resto los va 
procesando paralelamente. 
 
 Final común: De la misma forma que con el inicio, existen acciones del 
aplicativo una vez han finalizado los SPEs, que son también comunes a todas las 
versiones programadas. La escritura de los datos necesarios para descomprimir 
el fichero que se realizan al final de este, podría trasladarse a uno de los SPEs 
para acelerar el proceso , debido a su mayor ancho de banda, mientras el PPE 
muestra los resultados por pantalla. Esta acción no sería rentable en caso de 
destinar un SPE únicamente a este propósito, ya que el beneficio sería menor que 
el perjuicio de eliminar un elemento en el cálculo concurrente de compresión. En 
caso de codificar el inicio común sobre SPE podría aprovecharse el mismo código 
para introducir la funcionalidad del final común. 
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 Duración media del ciclo:  Como se ha mencionado en el apartado de 
análisis de la versión Double-Buffering, la entrada y salida no es el proceso que 
limita el tiempo de ejecución en el SPE. La mayoría del consumo de los recursos 
se realiza al comprimir/descomprimir. En la arquitectura Cell, cabe la posibilidad 
de realizar cálculos vectoriales con arrays de 128 bits, mientras que el algoritmo 
LZO esta diseñado para una arquitectura de 64 bits escalar. Implementar las 
operaciones mediante SIMD (Single Instruction Multiple Data) reduciría el tiempo 
empleado para la compresión/descompresión (sin tener en cuenta el overhead y 
resto de tiempos). Esta modificación implica profundizar en el algoritmo y 
emplear un gran esfuerzo en la comprensión y desarrollo posterior. 
 
 Lectura y escritura: Esta mejora se realizaría para reducir el tiempo medio de 
la duración del ciclo. En todas las iteraciones, se ocupa tiempo de proceso para 
escribir los datos tratados en el fichero final desde el PPE; provocando que no se 
pueda avanzar a la siguiente carga de bloques en memoria principal hasta que no 
se hayan escrito todos los anteriores. Esto genera una latencia, adicional al 
overhead propio del sistema, desde que los SPEs finalizan la información a tratar 
hasta que reciben la nueva carga de datos. El ejercicio consistiría en ejecutar 
este proceso en uno de los SPEs, este prepararía los datos siguientes mientras el 
resto de ellos siguen procesando e iría escribiendo en el fichero final a medida 
que se haya tratado la información original.  
 
 
 Funcionalidades adicionales: Estas son mejoras que no están vinculadas a la 
arquitectura del procesador, pero que aumentarían las capacidades y 
funcionalidades del aplicativo. Se enumeran a continuación ejemplos de estos 
desarrollos: 
 
o Generar compresiones recurrentes sobre los datos hasta conseguir el 
ratio de compresión adecuado. 
o Permitir la fragmentación de las compresiones realizadas en ficheros 
de menor tamaño. 
o Compresión de directorios completos. 




Recordando los modelos de programación presentes en Cell que se nombraron en el 
capítulo de Análisis, se puede observar que el aplicativo final que quedaría después 
de realizar todas las modificaciones explicadas, podía encajar en varios de los modos 
definidos. Al final se deduce que un código completo debe hacer uso de todas las 
técnicas disponibles que permitan mejorar su rendimiento. Así nos quedaría un 
programa que sería PPE-Centric para gran parte de sus funcionalidades, pero a la vez 
algunos de sus SPEs actuarían bajo un modelo SPE-Centric. Es más, dentro de las 
acciones modeladas bajo PPE-Centric habría ejemplos de los tres modelos 
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A-2  Código 
 
Estructura de datos: 
 
Estructura que contiene los parámetros necesarios para crear el contexto que permitirá 
ejecutar un thread independiente en el SPE correspondiente. 
 
typedef struct ppu_pthread_data { 
     spe_context_ptr_t speid; 
     pthread_t pthread; 
     void *argp; 
} ppu_pthread_data_t; 
 
Estructura que contiene los parámetros introducido por el usuario para la correcta 
ejecución del aplicativo. 
 
typedef struct input_param { 
        unsigned int    compress; 
        unsigned int    num_spu; 
 unsigned long long int  file_size; 
        unsigned int    blk_size;/* for compress */ 
        char     in_file_name[MAX_FILE_NAME_LEN]; 
        char     out_file_name[MAX_FILE_NAME_LEN]; 
} input_param; 
 
Estructura que define los bloques básicos de información que se enviarán a los 
respectivos SPEs. 
 
typedef struct data_block { 
 unsigned int    data_size; 
unsigned int           block_size; 
        unsigned int           ready; 
 char                   *data; 
} data_block; 
 
Estructura de control para el conjunto máximo de bloques que pueden cargarse en 
memoria. Tiene un uso diferente en función del diseño del aplicativo. En su primera 
versión son los datos máximos cargados en memoria (global) y en la versión shared 
contiene el conjunto de datos que se tratará dentro de cada uno de los SPEs. 
 
typedef struct data_part{ 
        int      num_blocks; 
        int      Tdata_size; 
        data_block block[MAX_BLOCKS]; 
}data_part; 
 
Estructura que contiene la información completa del fichero, es decir contiene todas 
las partes que forman el archivo a comprimir/descomprimir. 
 
typedef struct data_file { 
 
 unsigned long long int  file_size; 
        unsigned int   num_parts; 
 data_part   part[MAX_PARTS]; 
}data_file; 
 
A la vista está que al realizar dos ejecuciones o más para un mismo aplicativo, estas 
deben tener información en común para poder comunicarse y obtener coherencia en 
la ejecución de operaciones contra los datos deseados. Para poder realizar la 
comunicación entre spu y ppu existen diferentes vías como la comunicación vía 
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memoria, señalización en determinadas direcciones de memoria, estructura 
determinística de los datos,… pero todos estos métodos pasan por el intercambio de 
información mediante un struct que denominaremos “bloque de control”. 
 
Mediante este bloque de control, gestionamos la información y nos permite poder 
repartir las tareas adecuadas a cada unidad operacional. 
 
El bloque diseñado para este aplicativo es el siguiente: 
 
 
Mediante la siguiente unión ayudamos a redireccionar correctamente los datos 
apuntados manteniendo la coherencia tanto para la memoria principal como para la 




 unsigned long long ull; 
   unsigned int ui[2]; 
   void *p; 
} addr64; 
 
typedef struct _control_block { 
   unsigned char pad[12];      
 int           in_len; 
int           out_len; 
 int           blk_size; 
   int           blk_id; 
   int           spe_status; 
   addr64 addr;               




La descripción de los componentes declarados: 
 
pad[6]: 
Este array se declara para poder dar el tamaño adecuado a la 
estructura completa, que ha de ser múltiple de 16 bytes.  
 
in_len:  




Este parámetro almacena el tamaño de los datos ya comprimidos. 
 
blk_size: 
Este parámetro almacena el tamaño del bloque a pasar. Los bloques 
que se intercambian la PPU y la SPU han de ser múltiples de 128, por 
lo que es necesario separar entre tamaño de bloque y tamaño de 
datos. 
   
blk_id: 
Este parámetro almacena la identificación del bloque. Muy útil durante 






Este parámetro almacena los diferentes estados en los que se puede 
encontrar la SPU. Esto permite monitorizar las acciones que realizan 
los procesadores secundarios para poder coordinar las diferentes 
acciones de carga/descarga y compresión/descompresión de datos. 
 
addr, addw: 
Ambos son estructuras que almacenan una dirección a memoria. La 
que dispone del sufijo r almacena los datos leídos del fichero a tratar y 




Ejecución en PPE: 
 
 
A continuación se muestran las principales funciones del código a ejecutarse en el 
PPE. 
 
Función mediante la cual se evalúa la validez de los datos introducidos por el 
usuario. Devuelve una estructura que permite disponer de la información (nombre 
del fichero de entrada/salida, tamaño de bloque, función a realizar….) durante la 
duración de la ejecución del aplicativo. 
 
 
input_param init_param(int argc, char *argv[]){ 
 
input_param  temp; 
 unsigned long long int size; 
 FILE*   file;  
 int  control, count_spes; 
  
         temp.blk_size=DEFAULT_BLOCK_SIZE; 
temp.num_spu=DEFAULT_SPU_NUM; 
 
argc--, argv++;  
 while( argc > 0 ) { 
  if( strcmp( *argv, "-c" ) == 0 ) { 
   temp.compress = 1; 
   control=0; 
  }else if( strcmp( *argv, "-x" ) == 0 ) { 
                          temp.compress = 0; 
                          control=0; 
  }else if( strcmp( *argv, "-s" ) == 0 ) { 
   control=1; 
  }else if (strcmp(*argv, "-p") == 0) { 
   control=2; 
  }else { 
   printf("lzo: unknown option %s\nusage: lzo [-c +file_in file out] [-p number_spu][-s block_size]\n",*argv); 
   exit(0); 
  } 
  argc--, argv++; 
 
  if (control==0){ 
   
   if( ( *argv )[0] == '-' || argc==0 ){ 
    printf("\n You must to put input and output file names after -c or -x parameter\n"); 
    exit(0); 
   }else if( strlen(*argv)> MAX_FILE_NAME_LEN ){ 
    printf("\n Input file name must be shorter than %d characters\n", MAX_FILE_NAME_LEN); 
    exit(0); 
   }else { 
    strcpy(temp.in_file_name,*argv);     
   } 
   argc--, argv++; 
   if( ( *argv )[0] == '-' || argc ==0){ 
                                   printf("\n You must to put output file name after input file name\n"); 
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                                   exit(0); 
                          } 
                          else if( strlen(*argv)> MAX_FILE_NAME_LEN ){ 
                                   printf("\n Output file name must be shorter than %d characters\n", MAX_FILE_NAME_LEN); 
                                   exit(0); 
                          }else { 
                                   strcpy(temp.out_file_name,*argv); 
                          } 
  }else if (control==1){ 
   if( ( *argv )[0] == '-' || argc==0 ){ 
                                   printf("\n You must to put block size after -s parameter\n"); 
                                   exit(0); 
                          }else if( strlen(*argv)> MAX_BLOCK_LEN ){ 
                                   printf("\n Max block size is %d \n", MAX_BLOCK_LEN); 
                                  exit(0); 
                          }else if( atoi(*argv)%128!=0 ){ 
                                   printf("\n Block size must to be 128 bits multiple \n"); 
                                   exit(0); 
                          }else { 
                                   temp.blk_size=atoi(*argv); 
                          } 
}else if (control ==2){ 
   if( ( *argv )[0] == '-' ){ 
                                   printf("\n You must put desired number of working spes after -s parameter\n"); 
                                   exit(0); 
                          }else if( strlen(*argv)> MAX_SPU_NUM ){ 
                                   printf("\n Max spu number is %d \n", MAX_SPU_NUM); 
                                   exit(0); 
                          }else { 
                                   count_spes=spe_cpu_info_get(SPE_COUNT_PHYSICAL_SPES, -1); 
                                   if ( count_spes<atoi(*argv)){ 
                                            printf("\nMaximum avaliable physical spes are%d\n",count_spes); 
                                            exit(0); 
                                   }if (count_spes < 8) { 
                                            fprintf(stderr, "System doesn't have eight working SPEs.  I'm leaving.\n"); 
                                            exit(0); 
                                   } 
                                   temp.num_spu=atoi(*argv); 
                          } 
 
  }else { 
   break; 
  } 




         size=ftell(file); 
 fclose(file); 
 if (size>MAX_FILE_SIZE){ 
  printf("The file exceed maximum size :%llu > %d bytes\n",size, MAX_FILE_SIZE); 
  exit(0); 
 } 
 temp.file_size=size; 




Mediante la siguiente función se organiza el fichero en bloques, tanto para la 
compresión como para la descompresión y se mantienen los datos estructurados 
para su manejo a lo largo de la ejecución del aplicativo: 
 
data_file data_load(input_param params){ 
 
unsigned long long int   sum ,count, num_block; 
         long int                 pos_size; 
         int                      block_size ,part ,part_block; 
         FILE*                    file; 
         Data_file                temp; 
 
         sum=part=part_block=0; 
temp.part[part].num_blocks=0; 
         count = params.file_size; 
 temp.file_size=params.file_size; 
         
 
if(params.compress==1){ 
  while(count){ 
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                          if(!(part_block<MAX_BLOCKS)){  /* Afegim una nova part quan s'ha arrviat al limit de blocs*/ 
   part++; 
 sum=0; 
                                  part_block=0; 
   } 
   if(count>=params.blk_size){ 
    temp.part[part].block[part_block].data_size=params.blk_size; 
    count-=params.blk_size; 
    sum+=params.blk_size; 
   // si entra al else, significa que es l'ultim block 
   }else{ 
    temp.part[part].block[part_block].data_size=count; 
    sum+=count; 
    count=0; 
   } 
temp.part[part].num_blocks=part_block; 
                         temp.part[part].Tdata_size=sum; 
                         temp.part[part].block[part_block].block_size=params.blk_size; 
  part_block++; 
                  } 
         }else if(params.compress==0){ 
                  file=fopen(params.in_file_name,"r"); 
fseek(file,-8,SEEK_END); //el nombre de blocs esta emmagatzemat en un ull int en la ultima posicio del fitxer 
                  fread(&num_block,8,1,file); 
                  pos_size=-(num_block+2)*4; 
                  fseek(file,pos_size,SEEK_CUR); 
                  while(num_block){ 
                          fread(&block_size,4,1,file); 
                          sum+=block_size; 
                          if(!(part_block<MAX_BLOCKS)){ 
    part++; 
                                   part_block=0; 
                                   sum=0; 
   } 
   temp.part[part].block[part_block].data_size=block_size; 
   temp.part[part].Tdata_size=sum; 
   temp.part[part].block[part_block].block_size=DEFAULT_BLOCK_SIZE; 
   temp.part[part].num_blocks=part_block; 
   part_block++; 
num_block--; 
                  } 
                  fclose(file); 
} 
temp.num_parts=part; 




A continuación se expone la función principal del aplicativo, desde la cual se crea el 
contexto necesario para la ejecución de los SPEs, gestionando también el envío de 
datos hacia/desde los procesadores sinergéticos: 
 
int main(int argc, char *argv[])  
{ 
   unsigned long long int tblocks; 
 unsigned int   i, j,part; 
   int    rc, work, blockr, blockw, blockc, sum; 
  input_param   params; 
   FILE*    file; 
   FILE*    cfile; 
 data_file  file_in, file_out; 
 spe_program_handle_t  lzo_func; 
 
params=init_param(argc,argv); /*comprovamos que los parámetros de entrada sean correctos y almacenamos los datos necesarios*/ 
 
         if(params.compress==1)  lzo_func=lzo_compress; /*Se señala la funcion correspondiente que se cargarça en los SPEs*/ 
         else                    lzo_func=lzo_uncompress; 
 
 file_in=data_load(params);  /*Se obtienen y organizan los datos a tartar*/ 
   
   file=fopen(params.in_file_name,"r"); /*Se abren y comprueban los ficheros necesarios*/ 
   cfile=fopen(params.out_file_name,"w"); 
   if((file==NULL)||(cfile==NULL)){ 
    printf("error obrint fitxer \n"); 
    return 0; 
   } 
 
   /* Se crean los contextos de ejecución para los SPEs y se les indica la función a realizar */ 
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   for (i = 0; i < params.num_spu; i++) { 
        /* Create context */ 
        if ((datas[i].speid = spe_context_create (0, NULL)) == NULL){ 
            fprintf (stderr, "Failed spe_context_create(errno=%d strerror=%s)\n", errno, strerror(errno)); 
             exit (3+i); 
          } 
        /* Load program */ 
        if ((rc = spe_program_load (datas[i].speid, &lzo_func)) != 0){ 
            fprintf (stderr, "Failed spe_program_load(errno=%d strerror=%s)\n", errno, strerror(errno)); 
             exit (3+i); 
          } 
        /* Initialize data */ 
        datas[i].argp = (unsigned long long *) &cb[i]; 
        /* Create thread */ 
        if ((rc = pthread_create (&datas[i].pthread, NULL, &ppu_pthread_function, &datas[i])) != 0){ 
            fprintf (stderr, "Failed pthread_create(errno=%d strerror=%s)\n", errno, strerror(errno)); 
             exit (3+i); 




  for(i=0;i<=file_in.part[part].num_blocks;i++){ /*Se cargan todos los bloques de  la parte sobre la que se trabaja*/ 
   in[i][0]='\0'; 
   out[i][0]='\0'; 
   fread(in[i],1,file_in.part[part].block[i].data_size,file); 
   file_in.part[part].block[i].data=in[i]; 
          } 
  for (i=0; i<params.num_spu; i++) {  /*Se inicializa el estado de todos los SPEs*/ 
   cb[i].spe_status=SPE_WAIT; 
  } 
  sum=0; 
  work=2; 
  blockr=blockw=blockc=0; 
  while(work){  
   for (i=0; i<params.num_spu; i++) { /*Se preparan los datos necesarios para cada uno de los SPEs*/ 
    if((cb[i].spe_status==SPE_WAIT)&&!(blockr>file_in.part[part].num_blocks)){ 
     cb[i].spe_status=SPE_LOAD; 
     cb[i].addr.p = file_in.part[part].block[blockr].data; 
     cb[i].addw.p = out[blockr]; 
                     cb[i].in_len=file_in.part[part].block[blockr].data_size; 
                     cb[i].blk_size=file_in.part[part].block[blockr].block_size; 
     cb[i].blk_id=blockr; 
                                   spe_in_mbox_write(datas[i].speid, &cb[i].spe_status, 1, SPE_MBOX_ALL_BLOCKING); 
     blockr++; 
    }else if(cb[i].spe_status==SPE_END){  
/*Cuando finaliza el tratamiento de los datos en cada SPE, se recogen los datos y se actualiza el estado*/ 
     cb[i].spe_status=SPE_NEXT;  
     strcpy(out[cb[i].blk_id],cb[i].addw.ull); 
     file_out.part[part].block[cb[i].blk_id].data_size=cb[i].out_len; 
     file_out.part[part].block[cb[i].blk_id].ready=1; 
    }else if(cb[i].spe_status==SPE_NEXT){ 
/*Finalizada la captación de datos, se procede a su escritura en el fichero*/ 
     if(file_out.part[part].block[blockw].ready==1){ 
fwrite(out[blockw],sizeof(char),file_out.part[part].block[blockw]. 
data_size,cfile); 
      cb[i].spe_status=SPE_WAIT; 
      blockw++; 
              if(blockw>file_in.part[part].num_blocks){ 
                                              work=0; 
                                              break; 
                                     } 
     } 
    }else if(cb[i].spe_status==SPE_ERROR){ 
     printf("\nError realizando la compresión \n"); 
                     return 0; 
    } 
   } 
  } 
  part++; 
 } 
 if(params.compress==1){  
/*Cuando se realice una compresión, se escribe al final del fichero el tamaño de los bloques correspondientes y el número total de estos,  para 
posibilitar su posterior descompresión*/ 
  for(part=0;part<=file_in.num_parts; part++){ 
   for(i=0; i<=file_in.part[part].num_blocks; i++){ 
    fwrite(&file_out.part[part].block[i].data_size,sizeof(int),1,cfile); 
   } 
  tblocks+=i; 
  } 
  fwrite(&tblocks,sizeof(long long int),1,cfile); 
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 } 
fclose(file); /*Una vez finalizadas las operaciones, se cierra el fichero*/ 
 fclose(cfile); 
 
 /*Se envia la señal de finalización a todos los SPEs*/ 
         for (i=0; i<params.num_spu; i++) { 
                  cb[i].spe_status=SPE_DONE; 
                  spe_in_mbox_write(datas[i].speid, &cb[i].spe_status, 1, SPE_MBOX_ALL_BLOCKING); 
         } 
 
   /* Se espera a que envíen la señal que asegura la finalización del hilo abierto para cada SPE */ 
   for (i=0; i<params.num_spu; ++i) { 
        /* Join thread */ 
        if ((rc = pthread_join (datas[i].pthread, NULL)) != 0){ 
            fprintf (stderr, "Failed pthread_join(rc=%d, errno=%d strerror=%s)\n", rc, errno, strerror(errno)); 
             exit (1); 
         } 
        /* Destroy context */ 
        if ((rc = spe_context_destroy (datas[i].speid)) != 0{ 
            fprintf (stderr, "Failed spe_context_destroy(rc=%d, errno=%d strerror=%s)\n", rc, errno, strerror(errno)); 
             exit (1); 
          } 
   } 
 
   /* Issue a sync, just to be safe. */ 
   __asm__ __volatile__ ("sync" : : : "memory"); 





Ejecución en SPE: 
 
Se muestra a continuación el código de ejecución que se ha realizado para los SPEs, 
mostrando sólo el correspondiente la parte de compresión, puesto que el de 
descompresión es idéntico sustituyendo únicamente la función LZO 
lzo1x_1_compress por lzo1x_1_decompress: 
 
La siguiente función es llamada desde el hilo de ejecución principal del SPE. Se le 
envían los datos a comprimir/descomprimir y se recibe el tamaño total de estos 
tratados (comprimidos/descomprimidos) que han sido dejados en el vector indicado 




 int r; 
     lzo_uint in_len; 
     lzo_uint out_len; 
 
 /* 
  *Initialize the LZO library 
  */ 
     if (lzo_init() != LZO_E_OK)    /*Se realiza la iniciación de las librerías LZO y la comprobación del sistema*/ 
     { 
         printf("internal error - lzo_init() failed !!!\n"); 
         printf("(this usually indicates a compiler bug - try recompiling\nwithout optimizations, and enable `-DLZO_DEBUG' for diagnostics)\n"); 
         return 3; 
     } 
 r = lzo1x_1_compress(in,cb.in_len,out,&out_len,wrkmem); /*Se realiza la operación correspondiente sobre los datos indicados*/ 
 
if (!(r == LZO_E_OK)){ 
         /* this should NEVER happen */ 
  printf("internal error - compression failed: %d\n", r); 
      return 2; 
        } 
 /* check for an incompressible block */ 
        if (out_len >= in_len){ 
         printf("This block contains incompressible data.\n"); 
          return 0; 
     } 






La siguiente es la función principal del código ejecutable en SPEs. En ella se realiza la 
gestión de los datos y el envío y recepción de datos entre PPE y SPE o entre memoria 
local y memoria principal: 
 
int main(unsigned long long speid, addr64 argp, addr64 envp)  
{ 
 int i; 
  
 while(1){ 
  /*Se espera hasta la recepción de un mail que indique que se encuentran datos disponibles para tratar*/ 
  cb.spe_status = spu_read_in_mbox();   
  for(i=0;i<=IN_LEN;i++) in[i]=in_reset[i]; 
   
  if( cb.spe_status == SPE_LOAD ) { 
 
/*Se recibe el control_block en el que encontraremos la información necesaria para obtener los datos a tratar*/ 
     mfc_get(&cb, argp.ull, sizeof(control_block), 31, 0, 0);  
     mfc_write_tag_mask(1<<31); 
     mfc_read_tag_status_all(); 
     /* Se realiza la transferencia DMA de los datos objetivo a tratar */ 
     mfc_get(in, cb.addr.ull, cb.blk_size, 31, 0, 0); 
     mfc_write_tag_mask(1<<31); 
   /* Espera a que todos los datos estén completamente recibidos */ 
     mfc_read_tag_status_all(); 
 
     /*Se realiza la compresión mediante la función anteriormente comentada*/  
    cb.out_len=action(); 
 
/* Se realiza la transferencia DMA de los datos ya tratados hacia la memoria principal */ 
           mfc_put(out, cb.addw.ull, cb.blk_size, 20,0,0); 
           mfc_write_tag_mask(1<<20); 
           mfc_read_tag_status_all(); 
  
   cb.spe_status=SPE_END; 
     
/* Se realiza la transferencia de control_block que a su vez actualizará el estado del SPE para el conocimiento 
del PPE */ 
 
   mfc_put(&cb, argp.ull, sizeof(control_block), 20, 0, 0); 
     mfc_write_tag_mask(1<<20); 
     mfc_read_tag_status_all(); 
   continue; 
} else if( cb.spe_status == SPE_DONE ) { /*Señalización de fin de trabajo y por lo tanto se detiene la ejecución*/ 
break; 
                  }else { 
                          printf( "Error: invalid SPE status\n" ); 
   break; 
                  } 
 
   } 




A-3  Configuración Make para Cell 
 
Para organizar correctamente los ficheros y mantener las jerarquías, es aconsejable 
el uso de la aplicación make instalada por defecto en la versión de Fedora sobre la 
que se está trabajando. 
 




   1. Especificar los subdirectorios que se deben visitar antes de construir el 
ejecutable. Los subdirectorios se especifican con el siguiente formato: 
 
         DIRS := <lista de subdirectorios separados por un espacio> 
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   2. Especificar los objetivos a construir y el procesador sobre el que se ejecutará el 
aplicativo. Es importante remarcar que cada entorno sólo puede disponer de un tipo 
de procesador por cada Makefile (directorio), construir código para múltiples 
procesadores requiere directorios separados y Makefiles diferentes. 
 
El tipo de procesador se especifica con el siguiente formato: 
 
         TARGET_PROCESSOR := "spu" | "ppu" | "ppu64" | "host" 
 
Para especificar el programa o programas a construir se hace de la siguiente 
manera: 
 
      PROGRAM  := <programa>  
         PROGRAMS := <lista de programas separados por espacio> 
 
También se pueden definir ambos parámetros en una única expresión: 
 
         PROGRAM_<target> := <programa> 
         PROGRAMS_<target>:= <lista de programas separados por espacio> 
 
 
Para especificar el nombre de las librerías (tanto compartidas como no 
compartidas) ha construir se utilizará la siguiente expresión: 
 
         LIBRARY         := <archivo libreria> 
         SHARED_LIBRARY  := <archive libreria compartido> 
        
Para especificar los programas SPU que serán integrados dentro del 
ejecutable de la PPA como una librería enlazada, se debe escribir una de las 
siguientes expresiones, dependiendo si será una librería integrada para un 
ejecutable de 32 o 64 bits.  
 
         LIBRARY_embed   := <archive libreria> 
         LIBRARY_embed64 := <archive libreria> 
 
 
Para especificar cualquier otro objetivo que no sea ni programa ni librerías, 
puede incluirse la siguiente definición: 
       
 
         OTHER_TARGETS := <otros objetivos separados por espacio> 
 
 
   3. Especificar una lista opcional de objetos, compilador y opciones de enlazado. 
 
Para especificar cualquier directorio con fuentes adicionales externas al 
directorio actual, se realiza con el siguiente formato:       
 
 VPATH := <lista de caminos separados por comas> 
 
Por defecto, si los objetos no son específicos, el objetivo (librería o programa) 
incluirá todos los objetos correspondientes a las fuentes de ficheros en el 
directorio raíz (especificado como VPATH). Alternativamente, la lista de 
objetos puede ser especificada directamente por el programa.        
 
         OBJS := <lista de objetos separados por espacio> 
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Para especificar los objetos de cada programa: 
 
         OBJS_<program> := <lista de objetos separados por espacio> 
 
       
 
 
   4. Incluir make.footer. Esto se realiza añadiendo las siguientes líneas, que pueden 
variar dependiendo de la posición relativa del fichero. 
 
         ifdef CELL_TOP 
             include $(CELL_TOP)/make.footer 
         else 





A parte de todos estos puntos principales, con los cuales se ha trabajado durante el 
desarrollo del proyecto, hay otros muchos adicionales, consultables en los manuales 
de Linux, que pueden ayudar y facilitar la realización del trabajo.  
 
 
Se analizan a continuación los Makefiles que se han escrito para cada uno de los 
directorios del proyecto: 
 
MakeFile Directorio principal: 
 
######################################################################## 
#                       Target 
######################################################################## 
 
DIRS = spu ppu 
 
######################################################################## 




        include $(CELL_TOP)/buildutils/make.footer 
else 




En este fichero, lo único que se indica al Makefile es que los directorios a los que va 
a tener que dirigirse son dos, el asignado a los procesadores sinergéticos y el 







#                       Target 
######################################################################## 
 
PROGRAMS_spu    := lzo_uncompress lzo_compress 
LIBRARY_embed64 := lzo_spu.a 
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CFLAGS += -s -Wall -O2 -fomit-frame-pointer 
 
INCLUDE                 = -I ../include 
 
VPATH                   :=../include 
 
OBJS_lzo_uncompress     := minilzo.o lzo_uncompress.o 
 
 
OBJS_lzo_compress       := minilzo.o lzo_compress.o 
 
######################################################################## 




        include $(CELL_TOP)/buildutils/make.footer 
else 




En este fichero se indica: 
 
En primer lugar los dos archivos que se usan como ejecutables, lzo_uncompress y 
lzo_compress que son los archivos pensados para descomprimir y comprimir 
utilizando el algoritmo lzo. 
 
Después se indica el nombre que se le da a la librería que enlazara con el código del 
PPU. 
 
Con la expresión CFLAGS, se especifican los parámetros indicados por el 
programador del algoritmo para que el compilador gcc pueda trabajar correctamente 
con el código suministrado. 
 
La siguiente línea indica que se deben crear librerías accesibles al código y se facilita 
el camino a estas, que es la carpeta include que disponible desde el directorio 
principal. 
 
En la misma carpeta que la librería, se encuentran las fuentes necesarias para 
generar los objetos del algoritmo y también se le indica mediante el parámetro 
VPATH. 
 
Para finalizar, se asignan los objetos correspondientes a cada fichero para su 







#                       Target 
####################################################################### 
 
PROGRAM_ppu64   = lzo 
 
INCLUDE         = -I ../include 
 
####################################################################### 




INSTALL_FILES   =lzo 
 
INSTALL_DIR     =../ 
 
IMPORTS         := ../spu/lzo_spu.a -lspe2 -lpthread 
 
####################################################################### 




        include $(CELL_TOP)/buildutils/make.footer 
else 




En este fichero se codifica: 
 
En primer lugar, el archivo que se utilizará como ejecutable, que en este caso es 
único y será el nombre del fichero que se llamará cuando se quiera interactuar con la 
aplicación. 
 
También se señala el directorio destino donde se encuentran las librerías a incluir en 
el código. 
 
Después, para facilitar la tarea de programación, se indica la carpeta donde se  
instalará el ejecutable y en la siguiente línea se escribe el nombre del ejecutable. Se 
ha realizado la instalación en el directorio principal porque facilita las pruebas 
realizadas durante el desarrollo. 
 
En la siguiente línea se importa la librería que queremos enlazar y que proviene de la 




A-4  Variaciones del código, modelo Shared-Memory 
 
Ejecución en PPE: 
  
Se exponen a continuación los cambios relativos a la codificación del modelo Shared-
Memory sobre el componente PPE del procesador. Todas estas variaciones se han 
realizado en la fase de carga de datos para conseguir que cada SPE disponga de una 
cantidad mayor de estos. 
 
  while(work){ 
  for (j=0; j<params.num_spu; j++){/*Se cargan tantas  partes como SPUs esten activas y se inicializa el estado de estas*/ 
cb[j].spe_status=SPE_WAIT; 
   if ((part+j)<=file_in.num_parts){ 
    for(i=0;i<=file_in.part[part+j].num_blocks;i++){ 
                            in[j][i][0]='\0'; 
                           out[j][i][0]='\0'; 
 fread(in[j][i],1,file_in.part[part+j].block[i].data_size,file); 
                           file_in.part[part+j].block[i].data.p=in[j][i]; 
     file_out.part[part+j].block[i].data.p=out[j][i]; 
          } 
   }else { 
    work=0; 
    break; 
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   }   
  } 
 
/*Se preparan los datos necesarios para cada uno de los SPEs que en esta ocasión es una dirección que apunta al primer 
elemento definido de la parte completa a tratar*/ 
  for (i=0; i<j; i++) { 
   if((cb[i].spe_status==SPE_WAIT)){ 
    cb[i].spe_status=SPE_LOAD; 
    cb[i].addr.p = &file_in.part[part+i]; 
     cb[i].addw.p = &file_out.part[part+i]; 
                    cb[i].in_len=file_in.part[part].block[0].data_size; 
                   cb[i].blk_size=file_in.part[part].block[0].block_size; 
    cb[i].blk_id=i; 
                                  spe_in_mbox_write(datas[i].speid, &cb[i].spe_status, 1, SPE_MBOX_ALL_BLOCKING); 
   }else if(cb[i].spe_status==SPE_ERROR){ 
    printf("\nError realitzant la compressio \n"); 
                   return 0; 
   } 
  } 
/*Finalizada la captación de datos, se procede a su escritura en el fichero de manera ordenada*/ 
 
  for (i=0; i<j; i++){ 
   for(blockw=0; blockw<=file_out.part[part+i].num_blocks; blockw++){ 
    k=1; 
    while(file_out.part[part+i].block[blockw].ready!=1);   
    fwrite(file_out.part[part+i].block[blockw].data.ull,sizeof(char), 
file_out.part[part+i].block[blockw].data_size, cfile); 
   } 
  } 




Ejecución en SPE: 
 
Se exponen a continuación los cambios relativos a la codificación del modelo Shared-
Memory sobre el componente SPE del procesador. En este caso se codifica el 
algoritmo necesario para que el procesador sinergético sea capaz de recorrer el 
conjunto de partes que se le indica desde el PPE. 
 
 
 …  
 while(1){ 
  cb.spe_status = spu_read_in_mbox(); 
  for(i=0;i<=IN_LEN;i++) in[i]=in_reset[i]; 
   
  if( cb.spe_status == SPE_LOAD ) { 
 
/*Se recibe el control_block en el que encontraremos la información necesaria para obtener los datos a tratar*/ 
     mfc_get(&cb, argp.ull, sizeof(control_block), 31, 0, 0); 
     mfc_write_tag_mask(1<<31); 
     mfc_read_tag_status_all(); 
 
     /* Se recibe la parte que contiene el conjunto de bloques designados para ser tratados por este SPE */ 
     mfc_get(&part, cb.addr.ull, sizeof(data_part), 31, 0, 0); 
     mfc_write_tag_mask(1<<31); 
     mfc_read_tag_status_all(); 
 
   /* Se itera el proceso de carga y procesado de bloques para todos los contenidos en la parte */ 
   for(i=0; i<=part.num_blocks; i++){ 
 
      /* Se carga el bloque a tratar*/      
    mfc_get(in, part.block[i].data.ull, part.block[i].block_size, 31, 0, 0); 
                            mfc_write_tag_mask(1<<31); 
                           mfc_read_tag_status_all(); 
 
    cb.in_len=part.block[i].data_size; 
    part_out.block[i].ready=1; 
     
    /*Se procesa el bloque cargado*/ 





    /*Se carga el bloque tratado sobre la estructura de salida*/ 
            mfc_put(out, part_out.block[i].data.ull, part.block[i].block_size, 20,0,0); 
            mfc_write_tag_mask(1<<20); 
            mfc_read_tag_status_all(); 
   } 
 
   /*Se carga la parte completa tratada*/ 
   mfc_put(&part_out, cb.addw.ull, sizeof(data_part), 20,0,0); 
 mfc_write_tag_mask(1<<20); 
 mfc_read_tag_status_all(); 
   continue; 
  } 
  … 
A-5  Variaciones del código, modelo Double-buffered 
 
En este caso, las variaciones se han realizado únicamente sobre el codigo que se 
ejecuta en el SPE: 
 
 int i,j; 
 data_block block; 
 data_part part,part_out; 
  
 while(1){ 
  cb.spe_status = spu_read_in_mbox(); 
  for(i=0;i<=IN_LEN;i++) in[0][i]=in_reset[i]; 
   
  if( cb.spe_status == SPE_LOAD ) { 
 
/*Se recibe el control_block en el que encontraremos la información necesaria para obtener los datos a tratar*/ 
     mfc_get(&cb, argp.ull, sizeof(control_block), 31, 0, 0); 
     mfc_write_tag_mask(1<<31); 
     mfc_read_tag_status_all(); 
 
     /* Se recibe la parte que contiene el conjunto de bloques designados para ser tratados por este SPE */ 
     mfc_get(&part, cb.addr.ull, sizeof(data_part), 31, 0, 0); 
     mfc_write_tag_mask(1<<31); 
     mfc_read_tag_status_all(); 
 
   /*Se carga el primer bloque a tratar en el primero de los buffers*/ 
   mfc_get(in[0], part.block[0].data.ull, part.block[0].block_size, 30, 0, 0); 
 





/*Se inicia la carga del siguiente bloque a tratar en la siguiente posicion del buffer alterno*/ 






/*Se procesa la información del bloque del primer buffer mientras se finaliza la carga del alterno*/ 
                                  part_out.block[i-1].data_size=action(part.block[i-1].data_size, in[(i-1)&1], out[(i-1)&1]); 
 
    /*Se cargan en la estructura de salida los datos tratados*/ 
    mfc_put(out[(i-1)&1], part_out.block[i-1].data.ull, part.block[i-1].block_size, 31-(i&1),0,0); 
                          } 
mfc_write_tag_mask(1<<31-(i&1)); 
mfc_read_tag_status_all(); 
   part_out.block[i-1].ready=1; 
 
   /*Se procesa el último bloque a tartar*/ 
part_out.block[i-1].data_size=action(part.block[i-1].data_size, in[(i-1)&1], out[(i-1)&1]); 
 
   /*Se carga el último bloque tratado*/ 
   mfc_put(out[(i-1)&1], part_out.block[i-1].data.ull, part.block[i-1].block_size, 31-(i&1),0,0); 
   mfc_write_tag_mask((1<<30)|(1<<31)); 
mfc_read_tag_status_all(); 
    
   /*Se carga la parte finalizada*/ 
mfc_put(&part_out, cb.addw.ull, sizeof(data_part), 20,0,0); 
mfc_write_tag_mask(1<<20); 
mfc_read_tag_status_all(); 
   continue; 
  } 
