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Abstract
We propose a nonparametric parameter estimation of confidence in-
tervals when the underlying has large or infinite variance. We explain
the method by a simple numerical example and provide an application to
estimate the coupling strength in neuronal networks.
1 Introduction
Resampling by stable distributions has been introduced in [12], however no
application and no simulation about its performance was provided at that time.
Here, a first attempt is made to illustrate its usefulness by applying the method
to numerical data. We derive some results to point out why the re-sampling
approach is particularly suitable for analysis of critical neuronal networks [32].
We begin by explaining the resampling approach.
Let Xn (n ≥ 1) be an independent identically distributed sequence of ob-
servables with distribution function F , and let h(x1, . . . , xd) be a kernel function
of degree d defining the U -statistics
Un =
∑
1≤i1<i2<...<id≤n
h(Xi1 , . . . , Xid).
If
E|h(X1, , , , Xd)| <∞
the classical results of Hoeffding [16] says that Un is a consistent and sufficient
estimator of the parameter
θ = Eh(X1, , , , Xd).
In addition if h(X1, . . . , Xd) ∈ L2, then the central limit theorem holds and - if
the distribution is non-degenerate [31] one can get asymptotic confidence inter-
vals for θ, in practice often given in form of bootstrap intervals (see Bickel [6]).
In the present note we deal with the case when the variance does not exist or
the variance grows much faster than the parameter θ. The approach is based on
an idea in Dehling et al. [12] where it is shown that a suitable resampling leads to
asymptotic distributions given by multiple stochastic integrals with respect to
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stable motions (see [24]). It is shown in [12] that the unknown distribution can
be approximately calculated using the bootstrap method. Holzmann et al. [17]
showed that the result in [12] also holds as an almost sure limit theorem where
the limit distribution agrees with that one in [12]. This permits to estimate
the distribution from the data itself. This will be called the p-stable method
(abusing notation we often call the method of applying Dehling’s re-sampling
and almost sure limit theorem in succession as the p-stable method). Then both
methods to approximate the unknown distributions lead to confidence intervals
for θ.
The method will be briefly recalled in Section 2. Section 3 will illustrate the
bootstrap method and the p-stable method for estimating the expectation of a
distribution derived from a Pareto distribution which is not in the domain of
attraction of a stable distribution.
Section 4 provides an example of one of the many processes observed in
biology and neuroscience that give rise to heavy tail distributions. In particular,
we discuss the identification of closeness to criticality in the brain [3] from neural
avalanches data. There are two reason for considering this particular example:
Firstly detecting criticality from data is a question of significant importance
in neuroscience [22, 33, 3, 32]. Secondly we demonstrate analytically that the
Abelian distributions for neural avalanches proposed in [15] are very suitable
for analysis by the p-stable method.
To see the effect of large variance precisely we first derive the asymptotic
growth rate of the variance of the Abelian distributions. The Abelian distri-
butions are “finite system power laws” in the sense that they become power
laws as the system size goes to infinity for critical systems. We observe that
although both the variance and mean tend to infinity as the system approaches
criticality, the variance grows much more rapidly. This makes data from sys-
tems close to criticality fertile ground for the application of the p-stable method.
Here we work with synthetic data generated from power-laws with cutoffs, such
distributions are often assumed to be the law observed in neural avalanches
data [4, 26, 27]. We proceed with the verification that the propositions in [15]
holds. The later enables us to characterize the closeness to criticality of the
system in terms of the distance of a single parameter α from the critical value
of α = 1. Hence establishing confidence intervals for α is needed to determine
how close to criticality the system is.
2 Multiple stochastic integrals with respect to
stable motions
Multiple stochastic integrals with respect to a stable motion have been intro-
duced in [24]. Let (M(t),Ft)t≥0 be a p-stable motion M(t) adapted to the
filtration Ft where 0 < p < 2, that is: the Fourier transform of the conditional
distribution of M(t) −M(s) given Fs (s < t) is u 7→ exp{−(t − s)|u|p}. We
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denote by ∫
[0,T ]d
f(t1, . . . , td)M(dt1) . . .M(dtd)
the d-dimensional stochastic integral with respect to M(t). In the sequel we do
not need the precise definition of this integral, and for this reason we leave it
to the interested reader to check on properties and definitions in [24]. However,
we note that the functions f for which the integrals can be defined need the
classical assumption that a.s.
∫
[0,t2]
|f(t1, . . . , td)|pdt1 <∞ ∀t2 < t3 < . . . < td < T∫
[0,t3]
∣∣∣∣∣
∫
[0,t2]
|f(t1, . . . , td)dM(t1)
∣∣∣∣∣
p
dt2 <∞ ∀ t3 < t4 < . . . < td < T
...∫
[0,T ]
∣∣∣∣∣
∫
[0,td]
. . .
∫
[0,t2]
f(t1, . . . , td)M(dt1) . . .M(dtd−1)
∣∣∣∣∣
p
dtd <∞
Theorem 3.3 in [12] is as follows: Let X1, X2, . . . be a sequence of indepen-
dent identically distributed random variables with distribution function F . Let
h : Rd → R be a (symmetric) measurable function (called a kernel) so that for
some r > 1
E|h(X1, . . . , Xd)|r <∞. (2.1)
Let Y1, Y2, . . . be an independent identically distributed sequence of p-stable
random variables with Fourier transform u 7→ exp{|u|p}. If p < r then the
distribution of
1
nd/p
∑
1≤i1<i2<...<id≤n
h(Xi1 , Xi2 , . . . , Xid)Yi1 , Yi2 , . . . , Yid (2.2)
converges weakly as n → ∞ to the distribution Gp of the multiple stochas-
tic integral of h ◦ F−1 with respect to the stable motion M(t) defined by
the distribution of Y1, where h ◦ F−1 stands for the function (x1, . . . , xd) 7→
h(F−1(x1), . . . , F−1(xd)).
This result is a weak limit theorem for U -statistics. According to the
Hoeffding decomposition ([16]),when d ≥ 2, every U -statistic can be writ-
ten as a weighted sum over U -statistics with degenerate kernels, that is when∫
h(t1, . . . , td)P (dtj) = 0 for all j = 1, . . . , d, and P is the probability measure
corresponding to F , i.e. the distribution of the underlying. Otherwise the kernel
is called nondegenerate. The a.s. convergence in distribution of the above weak
convergence result often exist. Such theorems have the form
1
CN
N∑
n=1
wnI{Tn≤t} → G(t)
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where Tn is a sequence of statistics, wn are positive real numbers and G a
distribution function. An example of almost sure convergence theorem is the
following special case of Theorem 4.1 [17]: In the situation of Theorem 3.3 in
[12], let the kernel h be symmetric and nondegenerate. If
Tn :=
1
nd−1+(1/p)
∑
1≤i1<i2<...<id≤n
h(Xi1 , Xi2 , . . . , Xid)Yi1 , Yi2 , . . . , Yid
converges to a distribution G and if
E|h(X1, X2, . . . , Xd)Y1, Y2, . . . , Yd|
2p
p+1 <∞
then
lim
N→∞
1
logN
N∑
n=1
1
n
1{Tn≤·} = G(·) a.s.
in the weak topology. The empirical functions on the left in the last equation
are called the logarithmic empirical distribution function after being properly
normalized
ĜN (t) =
1
CN
N∑
n=1
1
n
1{Tn≤t} t ∈ R
where CN =
∑N
k=1
1
k .
We do not elaborate the connection between Theorem 3.3 and Theorem 4.1
in both articles in greater detail. We only remark that for d = 1 both theorems
apply so that Tn → G weakly and the i.e. version holds as well. This is what is
used below.
3 Estimation of the mean
In this section we apply the theorems in Section 2 to justify an estimation
algorithm for the mean. First of all notice that the theorems are applicable for
centered random variables Yi. In case that
1
nd−1+(1/p)
∑
1≤i1<...<id≤n
h(Xi1 , . . . , Xid) = 0 a.s.
the result still holds true when the Yi are not centered. We just need to apply
the results to Yi − EYi. We explain this in the case when d = 1. As is well
known that for i.i.d. sequences Xi ∈ Lr with r > 1 and EXi = 0 it holds that
1
n1/p
n∑
i=1
Xi = 0 a.s.
for any 1 < p < r (see e.g. [8]). Then
Tn =
1
n1/p
n∑
i=1
h(Xi)Yi =
1
n1/p
n∑
i=1
h(Xi)(Yi−EYi)+(EY1) 1
n1/p
n∑
i=1
h(Xi)→ Gp
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weakly where Gp is the distribution of the stochastic integral of h ◦ F−1 with
respect to the p-stable motion defined by Y1 − EY1. Similarly one notices that
the empirical logarithmic distribution function
GˆN (t) =
1
CN
N∑
n=1
1
n
I{Tn≤t} → Gp(t) a.s.
It follows that the distribution function of TN , and therefore also its quantiles,
can be approximately calculated by GˆN .
We demonstrate this algorithm by an example using the coding language R.
We took a random sample Zi of 10000 from a Pareto distribution with param-
eters α = 2 and location parameter 3 and an independent sample Yi of 10000
from a stable distribution with order p = 1.2, shape γ = 1, skewness β = 0 and
mean δ = 1. We transformed the data of the first sample using the map
x 7→ f(x) = xmax{log |x|, 1)
in order to get a distribution not in the strict domain of attraction of a stable
distribution, here called Pareto-like. Then, for the sample
Xi = f(Zi),
and the function h(x) = x−EX1 the logarithmic empirical distribution function
is shown in Fig. 1. The data was generated using the seed 1345. The distri-
bution functions clearly show the heavy tail behavior of distributions: Large
simulated values occur rarely, so are seen only in larger sample size simulations.
The mean differs considerably from its median, hence the distribution is not
symmetric around 0. The distribution does not have second moments but is in
the domain of attraction of a normal. The graphics show that the estimation
of the distribution function stabilizes quite well as N → ∞ as expected from
Theorem 3.3 in [12].
We also computed the approximation of the true distribution using the same
data set but the bootstrap estimation in R. Fig. 2 shows this estimation which
is directly comparable to the approximation in Fig. 1. Comparing both approx-
imations it can be said that the logarithmic quantile approximation is at least
as good as the bootstrap approximation. It also should be noticed that the
bootstrap distribution seems to become symmetric around 0 and does not show
the convergence pattern as the logarithmic quantile approximation. It is known
that the logarithmic empirical distribution approximation can even be improved
by using some permutations of the data and deleting some initial terms in the
summation procedure (of course, also changing the CN ).
Fig. 3 shows the same approximation using bootstrap when the true mean
µ is replaced by an estimated µˆ based on the first 1.100 observations of the
simulated data set. The graphics shows the same type of approximation, slightly
shifted to the left, an effect due to the underestimation of µ (further discussed
below).
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Figure 1: Logarithmic empirical distribution functions for a Pareto-like, non-
square integrable distribution with tails ∼ x−2l(x) (where l is a slowly vary-
ing function) and mean 12.565; for a stable distribution of order p = 1.2 and
expectation 1 and for sample sizes 1000(black), 2000(red), 5000(green) and
10000(blue)
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Figure 2: Bootstrap empirical distribution functions for a Pareto-like, non-
square integrable distribution with tails ∼ x−2l(x) (where l is a slowly vary-
ing function) and mean 12.565; for a stable distribution of order p = 1.2 and
expectation 1 and for sample sizes 1000(black), 2000(red), 5000(green) and
10000(blue)
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Figure 3: Bootstrap empirical distribution functions with estimated mean for
a Pareto-like, non-square integrable distribution with tails ∼ x−2l(x) (where
l is a slowly varying function) and mean 12.565; for a stable distribution of
order p = 1.2 and expectation 1 and for sample sizes 1000(black), 2000(red),
5000(green) and 10000(blue)
Next we estimated the mean EX1 from a moderate sample size using the
p-stable method. For a sample of size 1, 100, X1, . . . , X1,100, from a distribution
in Fig. 1 we estimated the distribution of
Tn =
1
1, 0001/1.2
1,000∑
i=1
[XiYi − µYi]
by
1
1, 0001/1.2
1,000∑
i=1
[XiYi − µˆYi]
where µˆ = 11,100
∑1,100
i=1 Xi. This provides upper and lower quantiles U and L
with respect to given levels α and β, that is
α ≈ P (Tn ≤ L); β ≈ P (Tn ≤ U),
and the confidence interval for µ becomes
XY − U
1,0001−1/1.2
Y
≤ µ ≤
XY − L
1,0001−1/1.2
Y
,
where
XY =
1
1, 000
1,000∑
i=1
XiYi and Y =
1
1, 000
1,000∑
i=1
Yi.
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Figure 4: Logarithmic empirical distribution functions for a Pareto-like, non-
square integrable distribution with tails ∼ x−2l(x) and mean 12.565; for a stable
distribution of order p = 1.2 and expectation 1 and for the sample sizes 1000
In our example we took the seed 1345 as before, so the first 1,100 observations
generated in the first step. The 90%-confidence interval with α = 5 and β = 95
is
[5.94, 12.04]
and the symmetric 99%-confidence interval
[5.08, 12.21].
Fig. 4 is a graph of the estimated distribution function from which the size of
the confidence interval can be approximately deducted. Since the distribution is
not symmetric and one knows a priory that the mean is larger than its median,
a non-symmetric confidence interval is more appropriate. Choosing α = 0.1 and
β = 90.1 provides an interval containing the true parameter, even in the present
atypical situation.
It should be remarked at this point that the bootstrap confidence interval,
calculated in the same way but using the bootstrap approximation, provides
an interval [0.7, 15.8] of a length which is about twice the size of the estimated
parameter.
The method is sensitive to the apriory estimate µˆ since 11,000
∑1,000
i=1 XiYi =
7.514 while, for example, 11,300
∑1,300
i=1 XiYi = 12.3 (the calculation for µˆ in both
of these two cases shows a similar difference). While the point estimates may
show a huge difference the confidence intervals are still reasonably precise.
In order to improve the accuracy of the estimation one may repeat the esti-
mate after permuting the Yi or both Xi and Yi simultaneously, and then take
averages of the quantiles (resp. distribution functions).
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4 p-stable method in large variance regime
In previous sections we have seen that the p-stable method is theoretically reli-
able even when the variance is infinite, formally when the underlying distribution
satisfies:
E[|h(X1, X2, . . . Xm)|r] < ∞, for some 1 < r < 2.
E[|h(X1, X2, . . . Xm)|2] = ∞.
(4.1)
Under the conditions (4.1) traditional CLT based methods for confidence inter-
val estimation do not work. In this section we try to extend the scope of the
technique to other comparable settings. Throughout this section the U -statistic
under study will be the sample mean, and the kernel function will be h(x) = x
as before.
Loosely speaking we shall study systems where both the first and second
moments are finite but the ratio of the second and first moment is “very large”.
In such a setting issues similar to what was seen under (4.1) arise, namely the
variability is so high compared to the estimated mean, that the CLT theorem
yields poor confidence intervals (earlier the variance was infinite, this confidence
interval was not just poor, but blew up to ∞.). We will discuss the application
in the context of an example from neuroscience where both the meaning of the
term “very large” becomes precise and the real-world necessity of estimating
means in such a setting is apparent.
4.1 Neural avalanches
Neural avalanches are the epochs of activity propagation in neuronal systems [4,
21]. They are considered to be a signature of the brain network to be close to
criticality in the sense of second-order phase transition. First observations of
neuronal avalanches were made in cultured slices from rat’s cortex [4, 5]. The
activity of the cultures was characterized with the help of the multielectrode
array. The signal recorded by 64 electrodes was low-pass filtered to obtain
local field potentials, which in turn were thresholded, determining significant
increases in network activity surrounding electrodes. The data retrieved showed
brief intervals of activity when electrodes detected LFPs above the threshold. In
the period between these short intervals, there was no activity on any electrode,
signifying idleness of the culture. A sequence of such sustained activity was
called an avalanche. The sizes of avalanches measured as a number of electrodes
active during each avalanche were observed to be approximately following a
power-law distribution [33].
To build a theory of neuronal avalanches a series of models was proposed.
In models, neurons were represented by a simple integrator with a threshold.
Surprisingly, even such a simple model with slight variations could reproduce
a large spectrum of behaviors observed in the recordings [15, 18, 34]. The
distribution of avalanches arising in the model was computed analytically [15,
19, 13] and termed Abelian distribution.
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Definition 4.1. Abelian distribution
The Abelian distribution ZN,p is a probability distribution on {1, 2, . . . , N} de-
fined by the probability density
P (ZN,p = b) = CN,p
(
N − 1
b− 1
)
pb−1(1− bp)(N−b−1)bb−2,
where CN,p is the normalization constant defined by CN,p =
1−Np
1−(N−1)p . The
parameter N must be an integer, the parameter p lies in (0, 1N ).
That this indeed is a distribution was proved in [18], see also [19]. The p
in the Abelian distribution is often taken as αN , where 0 < α < 1. It was also
proved [19] that:
Lemma 4.2.
E(ZN, αN ) =
N
N − (N − 1)α, hence limN→∞E(ZN, αN ) =
1
1− α.
We see here that (see appendix for full proof):
Lemma 4.3.
lim
N→+∞
V (ZN, αN ) =
α
(1− α)3 .
Remark 4.4. Lemma 4.3 can be proved by noting that the Abelian distribution
falls in the category of Quasi Binomial II distributions [10], borrowing results
about Quasi Binomial II distributions [11], and asymptotic properties of incom-
plete gamma integrals. However we shall give an elementary and direct proof,
see Appendix.
The parameter N represents the system size (for example, number of elec-
trodes or neurons) in practice it is a large number. The avalanches have been
observed in recordings of various types and various number of units [4, 20, 22,
29, 25, 21], as such it is not presumed to be a phenomenon dependent on N .
For a healthy brain the parameter α is hypothesized to be close to 1 [15]. At
α = 1 it is easy to show that:
lim
α→1
lim
k→∞
lim
N→∞
P (ZN, αN = k)
C k−1.5
= 1. (4.2)
For us this has two main consequences:
(a) From Lemma 4.2 and Lemma 4.3 it is clear that for neural avalanche data
the ratio of the underlying variance and mean will be very large.
(b) The quantity α is a useful parameter to estimate from the data, since the
extent of it’s closeness to 1 is thought to be a measure of the health of the
brain. From Lemma 4.2 we see that the quantity α can be estimated by
estimating the mean.
So this motivates us to estimate the mean of neural avalanche data using the
p-stable method.
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4.2 Outline of simulations
Data: We use synthetic data. Our data is generated from a 1.5 exponent power
law with upper cut-off at xm (we will analyze several data sets with different
values of xm), the theoretical validation of this approach comes from (4.2).
Also experimental observations of avalanche size distributions have been found
to follow power-law statistics, possibly with exponential cutoff [28, 4]. We will
generate n = 1000 iid instances of the data for each experiment, denote this by
X1, X2, . . . Xn.
Details of calculations: Independent of the data we generate iid instances
of p-stable distributions: Y1, Y2, . . . Yn. The stable distributions in question have
location parameter equal to 1, skew parameter equal to 0, scale parameter equal
to 1, stability parameter equal to 1.7.
i. The point estimate for the mean is calculated as
µˆ =
n∑
i
Xi
n
.
ii. We calculate the quantities XY and Y from data according to:
XY =
n∑
i
XiYi
n
, Y =
n∑
i
Yi
n
. (4.3)
Let µ be the real mean of the underlying distribution. We know from Section 3
that the quantity Un,p, given by
Un,p =
1
n
n∑
i
(Xi − µ)Yi,
satisfies
n1−
1
pUn,p ⇒ Gp, for some distributionGp.
Here we are aiming for a confidence of 4%. Using the p-stable method and the
a priori estimate µˆ as before we estimate U and L such that L ≤ Gp ≤ U with
probability .04. Then we can estimate by the formula in Section 3:
E1 ≤ µ ≤ E2, E1 =
XY − U
n1−1/p
Y
, E2 =
XY − L
n1−1/p
Y
. (4.4)
From Lemma 4.2 it is clear limN→∞E[ZN,p] = 11−α , so from (4.4) we can derive
the estimate:
1− 1
E1
≤ α ≤ 1− 1
E2
, (4.5)
when E1, E2 > 0. For finite N the Abelian distribution has finite variance,
so in principle we could apply a classic CLT-based method to get confidence
intervals for µ and hence α. To compare with our p-stable technique we will
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simultaneously implement CLT. This means we find (E1,CLT, E2,CLT), the 4%
confidence intervals for the sample mean µ obtained by using CLT method. This
would imply
1− 1
E1,CLT
≤ α ≤ 1− 1
E1,CLT
, (4.6)
when E1,CLT, E2,CLT > 0. A comparison of the p-stable to CLT method is made
through simulations Fig. 5.
Results and discussion:
l
l
ll
0.97
0.98
0.99
1.00
CLT P stable
Technique
R
an
ge
xm = 105
l
l
0.997
0.997
0.998
0.998
P stable
l
ll
0.9900
0.9925
0.9950
0.9975
CLT P stable
Technique
R
an
ge
xm = 6 × 105
l
ll
0.97
0.98
0.99
1.00
CLT P stable
Technique
R
an
ge
xm = 8 × 105
Figure 5: CLT and p-stable method (with p = 1.7) for calculating confidence
intervals for α for three different values of xm: On the x-axes we indicate the
method used to obtain confidence interval for α. On the y-axes is shown the
range of the 4% confidence interval obtained for each method. Red dots indicate
the ends of the confidence intervals. The blue5 symbol indicates a lower bound
for the confidence interval cannot be calculated using the method in question.
To calculate confidence intervals we use 1000 instances of synthetic data. The
points indicated by × show the sample mean calculated from 900000 instances
of synthetic data. The inset on the leftmost is to show the P-stable results for
this case more prominently.
Our simulation studies throw up some features worth noting:
(a) To check if our results are accurate we derive the sample mean from a
much larger amount of synthetic data than what is used for establishing
confidence intervals. This estimate will be called the precise sample mean
and is marked by a × in Fig. 5.
(b) When xm =∞, the data is generated from a 1.5 exponent power law over
all of the positive integers. This distribution has both infinite first and
second moments. In such a setting both the p-stable and CLT methods
will fail. As xm grows larger the accuracy of both methods deteriorate.
However because CLT method depends on higher moment conditions, it’s
accuracy deteriorates faster. Note however for xm = 10
5 the precise sam-
ple mean is near the center of the confidence interval calculated by the
p-stable method. But for xm = 8× 105 the lower bound of the confidence
is quite far away from the precise sample mean.
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(c) It is interesting to note that the methods can sometimes fail to give any
lower bound for the confidence interval. The reason for this is as follows:
To derive (4.5) from (4.4) using the understanding µ = 11−α one requires
that E1, E2 be both positive, absence of such conditions can result in lack
of bounds. This happens in the case of the CLT method for xm = 8× 105
and xm = 6× 105. Although the underlying data is non-negative valued,
the variance is so large that the lower bound E1,CLT obtained for the mean
using CLT becomes negative.
Remark 4.5. It should be noted that the bigger the value of xm, the larger is
the ratio of the variance and the mean. A crude schematic comparison of the
p stable and the CLT method in terms of the theoretical convergence result that
underpin there existence can be made as follows:
For p stable: n1−
1
p [Some Statistic] ⇒ Some Distribution
For CLT: n
1
2 [Some Statistic] ⇒ Some Distribution
When there is a lot of data, i.e. n is high, we have n
1
2  n1− 1p (since p ∈ (1, 2)).
So the CLT method works better in such a setting. When n is not very large
this “exponent argument” is no longer the critical factor. When we have very
sparse amount of data, the p stable method works better, since the underlying
convergence results require milder moment conditions.
The trade off between moment conditions and “exponent argument” is once
more the crucial factor when it comes to choosing a value of p. Lower values
of p are on one hand unsuitable because the underlying convergence result has a
less satisfactory exponent. However with lower values of p the p-stable method
has more relaxed moment conditions needed to be valid.
5 Appendix
The chief objective of this section is the proof of Lemma 4.3. We first derive
the following form for the variance of the Abelian distribution:
Lemma 5.1. The second moment of the Abelian distribution is as follows:
E(ZN,p
2) =
CN,p
p
[
1
1−Np − 1−
N−1∑
i=1
(N − 1)!
(N − 1− i)!p
i
]
. (5.1)
From the above Lemma and Lemma 4.2 we obtain a formula for the variance
of the Abelian distribution:
V (ZN,p) =
CN,p
p
[
1
1−Np − 1−
N−1∑
i=1
(N − 1)!
(N − 1− i)!p
i
]
−
[
N
N − (N − 1)α
]2
.
(5.2)
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Proof. We introduce a random variable XN,p having a probability distribution
on {0, 1, 2, . . . , N} defined by the probability density
P (XN,p = b) =
(
N
b
)
pb(1− (b+ 1)p)N−b(b+ 1)b−1.
This is a distribution studied in [13], it is a quasibionomial I distribution [9].
From properties of such distributions it follows that:
E(XN,p) =
N∑
i=1
N !
(N − i)!p
i. (5.3)
Introducing another random variable YN,p := XN,p + 1, a straightforward cal-
culation yields:
E(YN,p) =
1
CN+1,p
E(ZN+1,p)− p 1
CN+1,p
E(ZN+1,p
2). (5.4)
From (5.3) and (5.4) the proof follows.
It is worth noting that Lemma 4.3 can be proved from Lemma 5.1 by ex-
ploiting the relationship between Poisson and gamma distribution functions and
then invoking asymptotic results about incomplete gamma integrals. We how-
ever present a direct proof using Stirling numbers, which shows decay rates of
various terms arising in the analysis and hence maybe useful for choosing the
right p-value for the p-stable method.
We shall use the Stirling number of the first kind. The Stirling numbers were
so named by N. Nielson (1906) in honor of James Stirling, who introduced them
in his Methodus Differentialis (1730) [30], without using any notation for them.
The notation in this paper is due to [23]. This section gives some definitions,
and results from [7]. We then proceed to state and prove a few Lemmas of our
own 5.2, 5.3, 5.4. These three Lemmas will be used to prove Lemma 4.3.
The factorial moment of order n is (x)n := x(x− 1)(x− 2) · · · (x− (n− 1)),
and its coefficients are called the Stirling numbers. Formally we have, (x−r)i =
i∑
j=0
s(i, j; r)xj . Set s(0, 0; r) = 1. For i ≥ j ≥ 0, s(i, j; r) are called the non-
centered Stirling numbers of the first kind. We will be chiefly interested in r = 1,
when (x − 1)i =
i∑
j=0
s(i, j; 1)xj . When i ≥ j > 0, denote by τ ij the class of all
possible subsets of {1, 2, 3 · · · i} which are of cardinality j. The following holds
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true for all i ≥ j > 0 (see Chapter 2 of [7]):
|s(i, j; 1)| = (−1)i−js(i, j; 1), (x+ i)i =
i∑
j=0
|s(i, j; 1)|xj ,
s(i, i; 1) = 1 s(i, i− 1; 1) = − i(i+ 1)
2
,
|s(i, j; 1)| = i!
∑
{r1,r2,...,rj}∈τ ij
1
r1r2 · · · rj . (5.5)
Given a positive integer i ≥ 0, let Pi be the polynomial of degree i defined as
Pi(x) :=
i∑
j=0
s(i+ 2, j; 1)xj , and let hi be the polynomial of degree i+ 2 defined
as hi(x) := x
i+1( (i+2)(i+3)2 − x).
The next two lemmas are straightforward to show.
Lemma 5.2. Let i,N be positive integers, N − 3 ≥ i. Then
Pi(N) = (N − 1)i+2 + hi(N).
Further when N − 3 ≥ i ≥ √2N , hi(N) > 0, and also 2N i+3 > Pi(N) >
(N − 1)i+2 ≥ 0.
Lemma 5.3. When 0 ≤ i < √2N , ∏ij=1(1 + jN ) ≤ e2.
Lemma 5.4. There exists a polynomial f(x), of degree 4, such that for all
integers i, j, satisfying i ≥ j ≥ 0, we have f(i) ≥ 0 and
|s(i+ 2, j; 1)| ≤ |s(i, j; 1)|f(i). (5.6)
Proof. For the moment, consider i ≥ j > 0, the situation where i ≥ j = 0, will
be separately treated at the end of the proof. Using (5.5), we get
|s(i+ 2, j; 1)|
(i+ 2)!
=
=
∑
{r1,r2,...,rj}∈τ ij
1
r1r2 · · · rj +
∑
{r1,r2,...,rj−1}∈τ ij−1
1
(i+ 1)r1r2 · · · rj−1
+
∑
{r1,r2,...,rj−1}∈τ ij−1
1
(i+ 2)r1r2 · · · rj−1
+
∑
{r1,r2,...,rj−2}∈τ ij−2
1
(i+ 1)(i+ 2)r1r2 · · · rj−2 . (5.7)
For i ≥ j > 0 we define the function Fi.j : τ ij−1 → τ ij (Fi,j is a function which
takes sets to sets) defined as
Fi,j({r1, r2, . . . , rj−1}) = {l, r1, r2, . . . , rj−1},
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where l is the least number in {1, 2, . . . , i}, which is not in {r1, r2, . . . , rj−1}.
For any K ∈ τ ij , and {r1, r2, . . . , rj−1} ∈ τ ij−1 the following facts hold:
|Fi,j−1(K)| ≤ j, and 1
(i+ 1)r1r2 · · · rj−1 ≤
1∏
g∈Fi,j({r1,r2,...,rj−1}) g
.
It follows that∑
{r1,...,rj−1}∈τ ij−1
1
(i+ 1)r1 · · · rj−1 ≤
∑
{r1,...,rj−1}∈τ ij−1
1∏
g∈Fi,j({r1,...,rj−1}) g
≤
∑
{r1,...,rj}∈τ ij
|Fi,j−1({r1, . . . , rj})| 1
r1 · · · rj ≤ i
∑
{r1,...,rj}∈τ ij
1
r1 · · · rj .
Thus by (5.5)
i
(i)!
|s(i, j; 1)| ≥
∑
{r1,r2,...,rj−1}∈τ ij−1
1
(i+ 1)r1r2 · · · rj−1 . (5.8)
By similar methods it can be shown that
i
(i)!
|s(i, j; 1)| ≥
∑
{r1,r2,...,rj−1}∈τ ij−1
1
(i+ 2)r1r2 · · · rj−1
i(i− 1)
(i)!
|s(i, j; 1)| ≥
∑
{r1,r2,...,rj−2}∈τ ij−2
1
(i+ 1)(i+ 2)r1r2 · · · rj−2 . (5.9)
Inserting (5.8) and (5.9) in (5.7) we obtain
|s(i+ 2, j; 1)| ≤ (i+ 1)(i+ 2)[1 + 2i+ i(i− 1))]|s(i, j; 1)|
≤ ((i+ 1)(i+ 2)[1 + 2i+ i(i− 1)] + 4)|s(i, j; 1)|. (5.10)
The polynomial (x + 1)(x + 2)[1 + 2x + x(x − 1)] + 4 is defined as f , we have
shown above that it satisfies the prescribed properties for i ≥ j > 0.
When i > j = 0, |s(i + 2, 0; 1)| = (i + 1)(i + 2)|s(i, 0; 1)|, when i = j = 0,
s(2, 0; 1) = 4 < f(0)s(2, 0; 1). So (5.10) still holds.
Proof. [of Lemma 4.3 ] Let p = αN . Restating 5.1, using the factorial moments
to replace (N − 1)i and the fact that s(i, i, 1) = 1, we get
E(ZN, αN
2) =
CN,p
p
[
1
1−Np − 1−
N−1∑
i=1
pi
i∑
j=0
s(i, j; 1)N j ]
=
CN,p
p
[
∞∑
i=1
(Np)i −
N−1∑
i=1
pi
i∑
j=0
s(i, j; 1)N j ]
=
CN,p
p
[
αN
1− α −
N−1∑
i=1
pi
i−1∑
j=0
s(i, j; 1)N j ].
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Observe that limN→+∞
CN,pα
N
p(1−α) = 0, since p = α/N and limN→+∞ CN,p = 1.
Next write
1
p
N−1∑
i=1
pi
i−1∑
j=0
s(i, j; 1)N j =
1
p
p
N−2∑
i=0
pi
i∑
j=0
s(i+ 1, j; 1)N j
=
N−2∑
i=0
piN is(i+ 1, i; 1) +
N−2∑
i=1
pi
i−1∑
j=0
s(i+ 1, j; 1)N j .
A straightforward calculation reveals:
lim
N→+∞
N−2∑
i=0
piN is(i+ 1, i; 1) = − 1
(1− α)3 .
Finally consider
N−2∑
i=1
pi
i∑
j=0
s(i+ 2, j; 1)N j = p
N−3∑
i=0
pi
i∑
j=0
s(i+ 2, j; 1)N j = J1 + J2,
where
J1 := p
b√2Nc−1∑
i=0
pi
i∑
j=0
s(i+ 2, j; 1)N j ;
J2 := p
N−3∑
i=b√2Nc
pi
i∑
j=0
s(i+ 2, j; 1)N j .
Below we use f , defined in Lemma 5.4, and Lemma 5.3.
|J1| ≤ p
b√2Nc−1∑
i=0
pi
i∑
j=0
|s(i+ 2, j; 1)|N j
≤ p
b√2Nc−1∑
i=0
pi
i∑
j=0
f(i)|s(i, j; 1)|N j ≤ p
b√2Nc−1∑
i=0
pif(i)
i∏
j=1
(N + j)
≤ α
N
b√2Nc−1∑
i=0
αif(i)
i∏
j=1
(1 +
j
N
) ≤ α
N
b√2Nc−1∑
i=0
αif(i)e2. (5.11)
Likewise we use Pi, defined in Lemma 5.2, to get
|J2| = |p
N−3∑
i=b√2Nc
piPi(N) ≤ p
N−3∑
i=b√2Nc
pi2N i+3
=
α
N
N−3∑
i=b√2Nc
αi2N3 = 2N2α
N−3∑
i=b√2Nc
αi. (5.12)
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From (5.11) and (5.12) it is clear that
lim
N→+∞
J1 = 0 lim
N→+∞
J2 = 0.
From this and Lemma 4.2 the proof of Lemma 4.3 follows.
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