In this paper, we consider radial distributional solutions of the quasilinear equation
Introduction
Let B R ⊂ R N , N ≥ 2, be the open ball of radius R centered at the origin in R N . Consider the problem
Throughout the work, we assume that f satisfies:
(f 1 ) f ∈ C 0,θ [0, ∞) for some exponent θ ∈ (0, 1);
(f 2 ) lim inf t→∞ f (t) t 1−N > 0;
(f 3 ) the map t → f (t) + κt N −1 is non-decreasing for some κ > 0.
By a result of Brezis and Lions [6] (in the case N = 2) and Véron [23, theorem 5.10, p. 283] (in the case N > 2), we have the following Theorem 1.1 If u solves (P * R ), then u ∈ W 1,p (B R ) for any 1 ≤ p < N . Furthermore, there exists some α ≥ 0 such that u solves the following problem :
The above result leads naturally to the following questions:
(Q1) Is there a sharp growth condition on f that determines whether a solution of (P * R ) can or cannot be extended to a (distributional) solution to (P 0,R ) ?
(Q2) If such an extension holds and the solution in the punctured domain B R \ {0} is smooth, is the extended solution equally smooth in B R ? (Q3) If the extended solution blows up at the origin, what is its asymptotic blow-up rate?
When N = 2 and f has at most a polynomial growth, the first two questions (Q1) and (Q2) were discussed in detail in Brezis-Lions [6] and Lions [18] . For a corresponding discussion involving exponential growth nonlinearities in the case N = 2, we refer to Dhanya-GiacomoniPrashanth [9] .
In the quasilinear case N ≥ 3, without being exhaustive, we mention the results of Guedda-Véron [13] , Bidault-Véron [4] and Kichenassamy-Véron [15] . For more on the subject, we refer to the survey Véron [24] and the book Véron [23] . We cite the book GherguTaliaferro [10] for results concerning isolated singularities for partial differential inequalities.
In the present paper, we extend the results contained in [9] to the radial quasilinear case and obtain a complete answer to questions (Q1) and (Q2) above. We also provide a partial answer to (Q3). f (t)e −βt < ∞.
We call f to be super-exponential if it is not a sub-exponential function.
As a complete answer to question (Q1), we show that if f is sub-exponential then we can construct, by the method of monotone iterations, a solution U to (P * R ) which solves (P α,R ) for some α > 0 (see Theorem 3.1). Conversely, we show in Lemma 4.1 that any solution to (P * R ) extends to a solution to (P 0,R ) if f is super-exponential. In contrast to this result we show that the Dirac mass in (P α,R ) is not in general removable for sub-exponential functions f .
Regarding question (Q2) above, for a super-exponential f , we construct examples of radial solutions to (P 0,R ) which blows up only at the origin (see Lemma 5.2 and Theorem 5.3). That is, such solutions are smooth in B R \ {0}, but not in B R . We also show that if f is sub-exponential, then any solution u of (P * R ) that extends to a solution of (P 0,R ) is regular, say in C The question (Q3) is partially answered in Lemma 6.1. Utilising the asymptotic analysis of Atkinson and Peletier (see [3] ), for the super-exponential nonlinearities f we derive an upper bound for singular solutions (see Lemma 6.1) and consequently obtain the following limiting behaviour for any solution u of (P * R ) :
We remark that this result is new even for the semilinear case. Although we do not obtain a pointwise lower bound, we derive in Lemma 7.1 an integral bound for the behavior of the solution around the isolated singularity at the origin; see also Corollaries 7.5 and 7.6. The accurate asymptotic behaviour of singular solutions is still an open question. Nevertheless, Corollaries 6.2 and 7.7 give alternatives similar to the ones available in higher dimensions for supercritical nonlinearities (see for instance Theorem 5.13 in [23] ).
The semilinear case N = 2 with exponential-type nonlinearities in dimensions higher than 2 is dealt with in the recent work of Kikuchi and Wei [16] . By using the Emden-Fowler transformation and a clever analysis of the perturbation term in the asymptotic profile, the authors prove the existence and the precise asymptotic behaviour of singular solutions. In the two dimensional case, this approach as well as the one using Harnack type inequalities as in [4] , fails since the coefficients of the resulting equation do not posses the integrability in the right spaces.
Some preliminary results
In this section we collect some useful results to our approach. The following first observation is in order:
Proof. In the radial variable, u solves the ODE:
Noting that f (u) ≥ 0, it readily follows that the map r → ru ′ (r) is non-increasing in (0, R). Let
If ℓ > 0, by integrating (2.1) we obtain that u(r) → −∞ as r → 0 + , a contradiction to the nonnegativity of u near 0. Hence ℓ ≤ 0 and the result follows. First, we note the following simple consequence of definition 1.2.
Proposition 2.2 If f is a super-exponential nonlinearity, then
Proof. From (1.1) we have that for any ǫ > 0 and any positive integer n
Therefore, we may find t n ≥ n such that
Thus,
The assertion now follows. Our next result establishes the connection between distributional and entropy solutions to (P * R ). We recall that for g ∈ L 1 (Ω), a function u ∈ L 1 loc (Ω) is an entropy solution of
Here, for k ∈ R + , T k denotes the truncation map given by 
We may fix p close to 1 so that W 
) and the claim follows by writing (2.4) for each φ n and passing to the limit n → ∞.
(B R ) for every k ∈ R + . Hence by the above observations,
Thus, v satisfies (2.3). Finally, we recall a version of Brezis-Merle [7] result for the N -Laplace problem. 
Here, · 1,Ω denotes the L 1 (Ω) norm and |Ω| the N-dimensional Lebesgue measure of Ω and ω N is the volume of the unit sphere in R N .
Corollary 2.5 (see [1, Corollary 1.7] ) Let u, g be as above. Then, e |u| ∈ L p (Ω) for any p ≥ 1.
Dirac mass solution for sub-exponential f
In this section, we show the following:
Theorem 3.1 Let f be a sub-exponential function and β, C be given by (1.1). Then there exist α, R * > 0 depending on β, C such that (P α,R * ) admits a distribution solution.
Before proving the theorem, we construct appropriate sub and super solutions in the lemmas below.
Lemma 3.2 Let f be a sub-exponential function with β, C be given by (1.1). Define
Then, the following pointwise inequality holds :
Proof. Let
By a straightforward calculation,
We recall the growth condition on f in definition 1.2 and use (3.1) to find that
Therefore, from (3.3) and (3.4) we obtain that 
The proof of Lemma 3.6 follows by straightforward calculations. Now we are ready to proceed with the proof of Theorem 3.1. Let β, C > 0 be given by (1.1) and let v β,C , w β,C,R be the corresponding functions as in (3.1) and (3.6). Choose R * as in definition 3.4. Given 0 < ǫ < R * , define the annular region A ǫ,R * := B R * \ B ǫ .
We now set up the following iteration procedure (solved in the W 1,N -weak sense):
It is standard to see that the quasilinear equation in (I n ) is solvable in the W 1,N −weak sense and by Hölder regularity results (see for instance Tolksdorf [22] and Lieberman [17] ) the required regularity of the solution is obtained.
Using the hypothesis (f 3 ), (3.2), (3.8) and an induction argument, we obtain that
Since v β,C is bounded in A ǫ,R * for a fixed ǫ > 0, from the above pointwise estimates we can pass to the uniform C 1,θ (A ǫ,R * ) estimates for the sequence {u n } by using the classical quasilinear regularity results (see for instance Tolksdorf [22] and Lieberman [17] ). Therefore, we obtain a function u ǫ,R * such that
and u ǫ,R * solves (in the W 1,N -weak sense) the following problem:
Choosing a positive sequence {ǫ n } tending to 0 and noting that the corresponding sequence of solutions {u ǫn,R * } is relatively compact in C 1 loc (B R * \ {0}), we obtain a distributional solution U of
By Theorem 1.1 we obtain that
and for some α ≥ 0,
If α = 0, from Propositions 2.3-2.4, Corollary 2.5 and Corollary 2.2 in [1] we obtain that U is bounded near the origin, contradiction. Hence, necessarily α > 0.
Removable Singularity
In this section we show that if f is super-exponential then distributional solutions of (P * R ) can be extended to (distributional) solutions of (P 0,R ).
Lemma 4.1 Let f be super-exponential and let u be a solution of (P * R ), and hence of (P α,R ) for some α ≥ 0 (see Theorem 1.1). Then, necessarily α = 0.
Proof. Let 0 < η < R be small. Choose a nonnegative radial test function φ ∈ C ∞ 0 (B η ) with φ(0) = 1 and max [0,η] |φ ′ | ≤ 1/η. We then obtain (4.1)
We estimate
from (4.1) and (4.2) we will obtain α = 0 if we can show
To this aim, we utilise the Edem-Fowler transformation given by (4.4) t := N log(N/r), 0 < r < R; y(t) := u(r), N log(N/R) < t < ∞.
Consequently,
It can then be easily checked that if u is a radial solution of −∆ N u = f (u) in B R \ {0}, then y solves the following Emden-Fowler type ODE:
Note that since u is non-increasing (by Proposition 2.1), one has y ′ ≥ 0. Therefore, (4.3) holds iff y ′ (t) → 0 as t → ∞. We note from (4.5) that
This immediately implies that y ′ is a decreasing function on (N log(N/R), ∞). Let us denote
Noting that y ′ ≥ ℓ in (N log(N/R), ∞), we obtain y(t) ≥ y(N log(N/R)) + ℓ(t − N log(N/R)) for all t ≥ N log(N/R).
Hence, from the above inequality and the assumptions (f 2 ) − (f 3 ) we find
which contradicts Proposition 2.2 if ℓ > 0. Therefore, ℓ = 0 and hence α = 0.
Existence of singular solutions
In this section we answer question (Q2). We first show that when f is sub-exponential, then any distributional solution of (P 0,R ) is regular. 
Hence from Hölder regularity results in [17] , we obtain that u ∈ C 1,θ (Ω) ∩ C 0 (Ω) for all 0 < θ < 1.
In the following two results, we construct solutions to (P 0,R ) which blow up only at the origin for some classes of super-exponential nonlinearities.
Lemma 5.2 Given any µ > 1, there exists a super-exponential nonlinearity f satisfying :
such that the corresponding problem (P 0, ) admits a radial solution that blows up only at the origin.
Proof. Given µ > 1, define
It can be easily checked that
). Appealing to Theorem 1.1 and Lemma 4.1 we obtain that u solves (P 0, 1 2 ). It can be also directly checked that f (u) ∈ L 1 (B 1 2 ). In the next result, we exhibit a class of super-exponential nonlinearities whose growth rate at infinity is of critical type (in the sense of Trudinger-Moser). Although we state the result for nonlinearities in a general form, one can check that the model class of nonlinearities
satisfy the required assumptions in (i). 
For our purposes, it is more convenient to consider the following "shooting from infinity" problem depending upon a parameter γ > 0 :
Let y(·, γ) denote the unique solution of (S γ ). We see that y(·, γ) is a strictly concave function as long as it is nonnegative. Therefore, there exists a first zero of the solution y(·, γ) denoted by T (γ). In addition, the map γ → T (γ) is continuous (see [11, Lemma 3.1] ). We divide the proof into three steps:
Step 1 : Given a sequence γ n → ∞ as n → ∞, there exist a sequence {r n } of positive numbers with lim inf n→∞ r n > 0 and a sequence of nonnegative radial solutions {u n } ⊂ L ∞ (B rn ) of
Given such {γ n }, let y n = y(·, γ n ) denote the solution of (S γn ). By [11, proposition 4.2, p. 12], we obtain that T * = lim sup n→∞ T (γ n ) < ∞. Up to a subsequence of {γ n }, we can assume that T * = lim n→∞ T (γ n ). We fix this subsequence of {y n }, which we still call {y n }. Furthermore, from the asymptotic behaviour of f 0 at ∞ it is not difficult to show that T * > −∞ (see also [12, lemma 4 
.1]).
Let us use the change of variable in (4.4) as follows:
Then, we see that u n solves the required equation in B rn with u n (0) = γ n and lim inf n→∞ r n > 0.
Step 2 : Let {γ n }, {y n } be as in Step 1. Extend y n to [T * − 1, T (γ n )) by 0. Then the extended sequence (still denoted as {y n }) is uniformly bounded on compact subsets of [T * −1, ∞).
Denote g(t) = log(f 0 (t)). We define the following energy functional associated to (S γn ):
Given s 0 > 0, let t 0 (γ n ) > T (γ n ) be defined by the relation y n (t 0 (γ n )) = s 0 > 0. We may choose s 0 large enough such that g ′ , g ′′ > 0 in [s 0 , ∞). Therefore, since y n is strictly increasing and g is convex in [t 0 (γ n ), ∞),
Since lim t→∞ E n (t) = 0, we obtain that E n is a nonnegative function on [t 0 (γ n ), ∞). This immediately implies that
Now, integrating the ODE in (S γn ), we have
Therefore, from (5.2) and recalling that y n (t 0 (γ n )) = s 0 , we obtain
We note that sup n y n (b) < ∞. Otherwise, there must be a subsequence of {y n (b)} that tends to ∞ and hence by monotonicity of y n , this subsequence converges uniformly to
Again by the monotonicity of y n , we have sup [a,b] y n ≤ y n (b). Therefore,
Similarly, sup
which completes the proof in Step 2.
Step 3: Constructing the singular solution.
From
Step 2 and the fact that y n solves the ODE in (5.1) we obtain a subsequence of {y n }, which we denote again by {y n }, such that {y n } and {y ′ n } are uniformly convergent in any compact sub-interval of (T * , ∞). By using a diagonalisation process, we can obtain a subsequence of {y n }, which we will denote by {y n } again, and a positive, continuous nondecreasing function y * on (T * , ∞) such that y n → y * locally uniformly in (T * , ∞) and {y ′ n } also converges locally uniformly in (T * , ∞). Furthermore, y ′ n → (y * ) ′ pointwise in (T * , ∞) (see rudin [20, Theorem 7.17] ). For an integer m ≥ 0 and any n such that γ n > m + s 0 , we define t m (γ n ) to be the point at which y n (t m (γ n )) = m + s 0 . We claim that S m def = lim sup n→∞ t m (γ n ) < ∞. To see this, define z n (t) = y n (t) − m − s 0 for γ n > m + s 0 . Then, z n solves the equation
Let T m (γ n ) be the first zero of z n (t) as t decreases from infinity. It can be checked thatf 0 also satisfies assumptions (A1)-(A5) in [11] . Therefore, again by [11, Proposition 4.2], we get S m < ∞. Fix m. If necessary, by restricting to a further subsequence of {y n } (depending on m) so that lim
Since y * is nondecreasing, we obtain that y * (t) → ∞ as t → ∞. Integrating the O.D.E. satsfied by y n we find
Using the convergence of y n , y ′ n , we can pass to the limit as n → ∞ on either side of the above equation to obtain that y * also satisfies the same integral equation. That is, y * solves the equation
We now come to the value y * at T * . Since y * is nondecreasing, y * has a right limit at T * . Integrating the ODE satisfied by y n between t ∈ [T (γ n ), t 0 (γ n )] and t 0 (γ n ) and using (5.2) and (5.4), we deduce that {y ′ n } is uniformly bounded in [T (γ n ), T * + 1]. Consequently, the extended sequence {y n } is uniformly bounded in the Lipschitz norm on [T * −1, T * ]. Then, by Ascoli-Arzela theorem, we have y
From (5.4) and Fatou's lemma, we obtain that ∞ T * f 0 (y * )e −t dt < ∞. Thus, to summarize, y * solves the problem (5.1) with T = T * with the additional property: y(T * ) = 0.
Let R = N e −T * /N . We now define z * (x) = y * N log(N/|x|) for x ∈ B R \ {0}. It follows that z * solves the following problem:
(ii) We note that f satisfies assumptions (f 1 )− (f 3 ). From Theorem 1.1, z * satisfies the equation
for some α ≥ 0. Since f is superexponential, by Lemma 4.1 we must have α = 0. Thus, z * is the required singular solution for (P 0,
If z * ∈ W 1,N loc (B R ), by Trudinger-Moser imbedding [19] , we obtain that f (z * ) ∈ L p loc (B R ) for all p ≥ 1 and hence z * is locally bounded in B R , a contradiction.
Asymptotic behaviour in the super-exponential case
From the assumption (f 3 ), we can fix κ ≥ 0 so that the map
For instance, if f (t) = e t µ , µ > 0, then we may choose κ = 0 and check that F −1 (t) = (log t) 1 µ . We have the following asymptotic estimate for u.
Lemma 6.1 Let f be a super-exponential nonlinearity and κ be chosen as in (6.1) . Assume that (6.2) (f (t)) λ ≤ cf (λt) for some c > 0 and all λ > 1, t ≥ 0.
Then, any unbounded solution u of (P * R ) satisfies the following properties:
Proof. We write the problem (P * R ) in radial co-ordinates as follows (see Proposition 2.1):
We use again the Emden-Fowler transformations as in (4.4)-(4.5) and denote by y the transformed solution corresponding to u.
Since f is super-exponential, as in the proof of Lemma 4.1, one can show that
Since y is a concave function, it follows that y ′ (t) > 0 for all t. Integrating the ODE satisfied by y (see (4.5) ) between the limits 1 << t < t 1 , we obtain
Letting t 1 → ∞ in the above inequality and using (6.3), we deduce
In particular, using (6.3) again, we have
Hence, from assumptions (ii) and (iii) on f , we obtain that
Now, (a) follows easily. Using part (a), we have that
Suppose for some ǫ > 0 the above inequality is strict. Then we can find 0 < η < 1 and
Using the assumption (6.2) we easily obtain the pointwise estimate
, a contradiction. This shows that for any ǫ > 0 we must have equality in (6.5) which completes our proof. 
(ii) for some 0 < c * < 1 and any a ∈ (c * , 1), the graph of u crosses the graph of the function
.
If c * = 1, the first alternative holds. Otherwise, we may take any a ∈ (c * , 1) and verify that the second alternative holds for all such a. We point out that a similar alternative holds in the super-critical case in higher dimensions (see Theorem 5.13 in [23] ). See Corollary 7.7 for a more precise version.
7 An integral-type lower bound for singular solutions Lemma 7.1 Let f satisfy the assumptions in (6.1) and (6.2). Further assume that there exists a µ > 1 such that
f (t) ≥ Ce t µ for all large t > 0 and some C > 0.
If u is an unbounded solution of (P * R ), then the following holds: Proof. Choose κ > 0 as in (6.1) and for any t ≥ 0 define G κ (t) := Ce t µ + κt. Since F (t) ≥ G κ (t) ≥ G 0 (t), for all t ≥ 0, we have (7.3) (log t)
0 (t) ≥ F −1 (t) for all large t > 0.
Supposing that the conclusion of lemma does not hold and write the solution u in the form: From (7.3) and Lemma 6.1 (a), we know that (7.5) 0 < v(x) < 1 for all small |x|.
Going to the radial variable r and the Emden-Fowler variable t as given in (4.4), we have that y(t) := u(|x|) and z(t) := v(|x|) satisfy: (7.6) y(t) := z(t)t Corollary 7.6 Let f (t) := e t µ , µ > 1, and u be a solution of (P * R ). Suppose that for some θ ≥ (1 − Then, u is bounded.
Proof. It is easy to check that (7.16) implies (refer to (7.11)), (7.17) ∞ 0 H(ζ)dζ < ∞.
From proof of Lemma 7.1 we obtain that lim t→∞ z(t) = 0. Following the arguments at the end of proof of Lemma 6.1, the conclusion follows.
We can now refine the bound in Lemma 6.1(a) and Corollary 6.2 (ii) for the nonlinearity in the above result. 
