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Abstract
Supermassive black holes (SMBHs) are found to be ubiquitous at the
center of local massive galaxies. However, their origins still remain
unclear. Since SMBHs reach the peak of their growth, i.e. max-
imum number density of quasars, at z ∼ 2 − 3, it is important
to quantitatively investigate their accretion history above z ∼ 3 to
probe the early growth of SMBHs from their seeds. In this work, the
early growth of SMBHs is studied by constraining Eddington ratio
and duty cycle of the rapid accretion periods, which are observed as
“quasars”, utilizing the wide and deep imaging data of the Subaru
Hyper Suprime-Cam survey. We select a large number of z = 4
quasar candidates down to i = 24, which are ∼ 1 − 3 mag less-
luminous than the SDSS luminous quasars at the same epoch. The
low-luminosity quasars cover a magnitude range beyond the knee
of the quasar luminosity function at z = 4. They are thus more
abundant, which can represent the typical accreting SMBHs in the
early universe. The spectroscopic follow-up observations with the
Anglo-Australian Telescope/AAOmega and the KeckII/DEIMOS
identify 57 new z ∼ 4 low-luminosity quasars among them.
We ﬁrstly evaluate the black holemasses andEddington ratios of
the 57 identiﬁed low-luminosity quasars with the broad CIV emis-
sion line. Utilizing the statistical sample of quasars with known
black hole mass and Eddington ratio, we derived the ﬂux-limit cor-
rected z = 4 black holemass function (BHMF) and Eddington-ratio
distribution function (ERDF). Thanks to the deepness of the low-
luminosity quasar sample, the reliable constraint (>10% complete-
ii
ness) in z ∼ 4BHMF is extended toMBH > 107.8 fromMBH > 109,
which is derived by the SDSS luminous quasars. By comparing the
newly constrained BHMF to the total BHMF converted from the
galaxy stellar mass function at z ∼ 4, a quasar’s duty cycle of∼ 3%
in galaxy is obtained. The duty cycle has no strong dependence on
black hole mass, and no signiﬁcant evolution to z ∼ 2.
We can further constrain the duty cycle of quasars in halo via
their environment. In order to constrain the mass of their host dark
matter halos, we examined the clustering of the entire z ∼ 4 HSC
low-luminosity quasar sample by their cross-correlation function
(CCF) with LBGs. By comparing their clustering to that of lumi-
nous SDSS quasars evaluated with the CCF, we found no signiﬁcant
luminosity dependence of quasar clustering at z ∼ 4, indicating
both of the high- and low-luminosity quasars reside in halos with
∼ 1012M⊙, in contradiction to previous works suggesting a strong
ACF for the luminous quasars at z ∼ 4. The bias factor of the
less-luminous quasars implies the minimal mass of their host dark
matter halos is 0.3-2× 1012h−1M⊙, corresponding to a quasar duty
cycle of 0.1-6% in halo. The estimated duty cycle of low-luminosity
quasars in halos is consistent with that in galaxies at z ∼ 4, though
the uncertainty of both duty cycles is large.
Finally, to constrain the seed black holes of the 57 identiﬁed low-
luminosity quasars, we trace back their mass assembly history with
the estimated black hole mass, Eddington ratio and duty cycle in-
formation. Although they are found to have a less-massive black
hole mass, and an Eddington ratio as high as the SDSS luminous
quasars, a heavy black hole seed and a continuous accretion is re-
quired to form them at z ∼ 4. If we assume they are the progenitors
of the most massive SMBHs found at z < 2, to not exceed the maxi-
mum black hole mass observed, i.e.,∼ 1011M⊙, they are expected to
suddenly transit from the vigorous accretion at z > 4 to an episodic
accretion at z < 4.
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Chapter 1
Introduction
One of the main challenges in the modern observational astronomy is to under-
stand formation and evolution of the supermassive black holes (SMBHs), which
are discovered not only at the center of local massive galaxies, but also in the
early universe at redshift as high as z ∼ 7. To understand the mass growth his-
tory of SMBHs, quasars can be a good tracer as they are thought to be triggered
by rapid mass accretion onto the SMBHs.
In this chapter, we ﬁrstly review discovery of SMBHs in local and early uni-
verse in Section 1.1, followed by a discussion on seed black holes and mass as-
sembly history of SMBHs in Section 1.2. The black hole mass, accretion status,
duty cycle in galaxy and halo of quasars are fundamental information to statis-
tically unveil the the growth history of SMBHs. Section 1.3 introduces how to use
the single-epoch black hole mass estimators to estimate the black hole mass of
quasars. Section 1.4 describes how to evaluate the duty cycle of quasars in galaxy
and halo with the black hole mass information and the clustering analysis, re-
spectively. Since we focus on early growth of SMBHs in this work, we summarize
samples of quasars with reliable black hole mass estimate at z > 3, and discuss
how they constrain the early growth of SMBHs in Section 1.5. Finally in Sec-
tion 1.6, we illustrate problems with current understanding of early growth of
SMBHs, and introduce our motivations of this work.
1.1 SMBHs in our universe
Compared to the stellar-mass black holes, which are born from collapse of mas-
sive stars, SMBHs are signiﬁcantly more massive, having mass of millions to bil-
lions solar masses. Existences of SMBHs are suggested at the center of local
massive galaxies, such as M31, M32, and our Milky Way, by stellar dynamics,
ionized gas dynamics, and molecular gas dynamics (for a review see Kormendy
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& Ho, 2013). A SMBH with a mass of MBH ∼ 4.3 ± 0.2 × 106M⊙ is found at
the Galactic center (Genzel et al., 2010). More recently, the Event Horizon Tele-
scope (EHT) captured the ﬁrst image of the central SMBH in a nearby galaxyM87
(Event Horizon Telescope Collaboration, 2019). Comparison of the obtained im-
age to a library of synthetic images obtained from simulations gives a black hole
mass ofMBH ∼ 6.5± 0.7× 109M⊙ for the central SMBH.
At high redshifts, spatial resolution of current instruments are still too lim-
ited to resolve the central areas of galaxies, and no information on the resolved
stellar/gas dynamics around SMBHs can be directly obtained. An alternative
method to probe SMBHs in the early universe is through observing the active
galactic nuclei (AGNs), which are luminous enough to be detected even at z ∼ 7.
Quasars are the most luminous population among AGNs. Their high luminosity
and compact size provide circumstantial evidences for quasars associating with
a SMBH at their center: they are thought to be triggered once the gas accreting
onto the central black hole release their large gravitational energy as the electro-
magnetic emission.
In the last few decades, large wide sky surveys, which enable us to select a
large sample of quasars in wide luminosity range across the cosmic time, have
been carried out, such as the 2dF Quasar Redshift Survey (e.g., Croom et al.,
2001, 2005), the Sloan Digital Sky Survey (SDSS; e.g., Fan et al., 2006; Richards
et al., 2006a; Shen et al., 2011), the Canada-France High-z Quasar Survey (e.g.,
Willott et al., 2007), the Panoramic Survey Telescope And Rapid Response Sys-
tem (Pan-STARRS; e.g., Banados et al., 2014), the Dark Energy Survey (e.g., Reed
et al., 2015), and the Subaru High-z Exploration of Low-luminosity Quasar Sur-
vey (e.g., Matsuoka et al., 2016). Up to date, there are already more than 200
quasars discovered even at z ∼ 6− 7 discovered, and the most distant one ULAS
J1342+0928 is identiﬁed at z = 7.54, with a black hole mass of 800 million solar
masses (Banados et al., 2018)
1.2 Early growth of SMBHs
There are mainly three scenarios of the seeds of SMBHs: the ﬁrst one is a stellar
mass seed formed as remnants of Pop III stars, the second one is an intermediate-
mass seed with mass of 103−4M⊙ formed from mergers between stellar-mass
black holes at the center of star clusters, and ﬁnal one is a heavy seed up to
106M⊙ formed from a direct collapse of low-metallicity gas clouds with a large
gas accretion rate of > 0.1M⊙/yr (Hosokawa et al., 2013) (for review see Volon-
teri, 2010; Latif & Ferrara, 2016).
As sensitivities of current observational instruments are still not sufﬁcient to
directly probe the seed black holes, we can only infer the mass of seed black holes
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from the mass growth track of SMBHs at each redshift. Quasars can be a good
tracer of the mass growth of SMBHs: being the most luminous AGNs, they are
suspected to be the main period of mass accretion on SMBHs, as the mass growth
rate of accretion process is
M˙ = λLEdd(1− η)/ηc2, (1.1)
whereLEdd = 1.26×1038(MBH/M⊙) erg/s is the maximum luminosity one object
can achieve under a balance between the gravity and radiation pressure, i.e., the
Eddington luminosity; λ = Lbol/LEdd is the ratio between the bolometric and
Eddington luminosity, i.e., the Eddington ratio; and η is the radiative efﬁciency.
Soltan (1982) argued the integrated mass density of quasars over the cosmic time,
ρBH,acc, should be roughly equal to the local black hole mass density ρBH,local as
ρBH,acc =
∫ ∫
(1− η)L
ηc2
Φ(L, z)dLdz ∼ ρBH,local, (1.2)
where Φ(L, z) is quasar luminosity function at redshift z. Given a typical radia-
tive efﬁciency of the mass accretion process of η = 0.1 (Yu & Tremaine, 2002;
Ueda et al., 2014, e.g.,), the integrated mass density of quasars, ρBH,acc, evaluated
from the observed quasar luminosity functions at each redshift, is consistent with
the local black hole mass density ρBH,local (e.g., Yu & Tremaine, 2002; Marconi et
al., 2004). The results support the idea that majority of SMBH growth occur dur-
ing the AGN/quasar phase.
Based on the Soltan’s argument, the cosmological evolution of the quasar
number density then directly traces the SMBH accretion growth across the cosmic
time. As indicated by Figure 1.1, the number density of AGNs peaks at z ∼ 1−3,
and it declines toward z ∼ 0, especially for the high-luminosity AGNs, i.e., the
quasars. The number density evolution of AGNs suggests a signiﬁcant fraction
of the accretion growth of SMBHs occurs at z ∼ 1 − 3, instead of in the local
universe. Thus, it becomes important to investigate fundamental parameters of
SMBH growth, such as, the black hole mass, the Eddington ratio and the duty
cycle in galaxy/halo, with quasar samples at z > 3 to statically unveil the early
growth of SMBHs, and to constrain the mass of seed black holes.
1.3 Black hole mass of broad-line AGNs
1.3.1 The single-epoch virial black hole mass estimator
Black hole mass of quasars is one of the demographic constraints to statistically
unveil the growth history of SMBHs in the early universe. Although spatial res-
olution of the current instruments are too limited to measure the gas/stellar dy-
namics around SMBHs, and to directly estimate the black hole mass for SMBHs
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Figure 1.1: Cosmological evolution of the co-moving number density of X-ray
selected AGNs in different luminosity bins (Ueda et al., 2014).
at high redshifts, radius of the broad line region (BLR), which surrounds the cen-
tral SMBH within the opening angle of the dusty torus, can be evaluated with the
time variation information: the BLRs are thought to be ionized by photons from
the central accretion disk, resulting in a response time lag of the broad emission
lines, which are produced in the BLRs, to the continuum variations, which orig-
inate from the accretion disk; the time lag reﬂects the light travel path from the
central SMBH to the BLR, i.e., radius of the BLRs. The technique of mapping the
response function of the broad emission line to continuum variations is called
the reverberation mapping (RM) method, and a few tens AGNs/quasars in the
local universe already have the time-lag measurements with the Hα 6565Å, Hβ
4862Å, MgII 2799Å, and CIV 1549Å emission line (e.g., Peterson et al., 2004).
One of the most remarkable results from the reverberation mapping is a tight
correlation between the BLR size and AGN/quasar continuum luminosity, i.e.,
the R − L relation (e.g., Kaspi et al., 2000). Bentz et al. (2009) estimated a slope
of ∼ 0.5 and an intrinsic scatter of ∼ 0.15 dex for the relation. The single-
epoch virial black hole mass estimator, which enables to estimate the virial black
hole mass with a single-epoch spectrum, is then calibrated with the R − L re-
lation. Using the R − L relation, the size of the BLRs can be evaluated from
the AGN/quasar continuum luminosity. Together with the velocity of the BLRs,
which can be estimated from the width of broad emission lines, under the as-
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sumption that the BLRs are virialized, the black hole mass can be calculated as
MBH = v
2
BLRrBLR/G = fW
2rBLR/G, (1.3)
where rBLR is the size of the BLRs, W is the width of broad emission lines, and
G is a cosmological constant. If we assume no cosmological evolution in the
R− L relation, the single-epoch virial black hole mass estimator can be applied
to AGN/quasars even at z > 6, enabling us to understand SMBH population at
the epoch as early as less than a billion years after the Big Bang.
It should be noted the width of the broad emission lines, which reﬂects the
velocity of the BLRs along the line-of-sight, can be different from the actual virial
velocity of the BLRs, depending on the structure and geometry of the BLRs. Thus,
a geometrical factor f is introduced in Equation 1.3, though one parameter may
not be sufﬁcient to fully characterize the kinematics and geometry in the BLRs.
Empirically, the f value is determined by matching the black hole mass of AGNs
with RM time-lag measurements to those predicted by the local black hole mass
versus bulge mass/velocity dispersion relation (i.e., theMBH-Mbulge orMBH-σbulge
relation) (e.g., Onken et al., 2004). An f value of∼ 1.4 and∼ 5.5 with line width
determined by FWHM and line dispersion is suggested, respectively.
Both of FWHM and line dispersion σ can be used to measure the line width of
broad emission lines. Collin et al. (2006) determined the f value for 14 reverberation-
mapped AGNs in the local universe, by comparing their RM black hole masses
with those predicted by the local MBH-σbulge relation. They found the average
f signiﬁcantly depends on line proﬁle if the virial mass is estimated using the
FWHM as the line width, while it keeps constant if the virial mass is estimated
using the line dispersion as the line width. Therefore, line dispersion is preferred
as a surrogate of line width in virial black hole mass estimate. However, the ac-
curacy of the measurement of line dispersion can depend on data quality and the
method used (e.g., Assef et al., 2011). In practice, FWHM is more commonly used
to measure the line width of broad emission lines.
There are multiple choices of broad emission lines to be used as the virial
black hole mass estimator, such as Hβ, MgII and CIV, with a corresponding con-
tinuum luminosity at 5100Å, 3000 Å, and 1350 Å. Since Hβ is the most commonly
used line in the reverberation mapping observations, Hβ-based virial black hole
mass estimate is the most directly calibrated. The FWHM widths of MgII are
found to well correlate with those of Hβ, as shown in the left panel of Figure 1.2.
Therefore, MgII line is thought to be a good surrogate of Hβ line in virial black
hole mass estimate, especially at high redshifts z > 1, where Hβ line moves into
near-infrared wavelength range.
CIV emission line is thought to be another surrogate of the broad Hβ line, but
the dynamical properties of the emitting gas aremore complicated thanHβ/MgII
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Figure 1.2: Comparisons between FWHMs of broad emission line Hβ and MgII
(left), and FWHMs of broad emission line MgII and CIV (right), with SDSS DR7
quasar sample (Shen et al., 2011). Figure is cited from Shen (2013).
emission gas, because CIV line is originated from more highly ionized gas than
Hβ and MgII lines. In Figure 1.3, the comparison between FWHM of Hβ and
CIV line for quasar samples at various redshifts and in a wide luminosity range
is shown. The comparison only indicates a clear correlation for nearby AGN
sample in Vestergaard & Peterson (2006). Comparison between FWHMs of CIV
and MgII line shown in the right panel of Figure 1.2 also suggests no signiﬁcant
correlation between them. Despite of line width, the high-ionization CIV line
shows other different features from low-ionization lines, such as MgII. For ex-
ample, a strong blueshift in relative to low-ionization lines is found in CIV line
(e.g., Coatman et al., 2017), with a velocity of a few hundreds of km/s. Coatman
et al. (2017) also suggests a larger blueshift for high-luminosity quasars. The ori-
gin of the features seen in CIV line may reﬂect a non-virialzed gas dynamics, such
as, the accretion disk wind, whose motion can yield in a blue-shifted and asym-
metric proﬁle for high-ionization lines (e.g., Konigl & Kartje, 1994). Although
with larger systematic uncertainty than low-ionization lines, CIV emission line is
the only available surrogate for MgII or Balmer lines in virial black hole mass
estimate at high redshifts z > 2 − 3, especially for a large AGN/quasar sam-
ple, where both of MgII and Hβ emission lines are redshifted to near-infrared
wavelength range, and much longer integration time is required to measure their
width reliably.
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Figure 1.3: Comparison between FWHMs of CIV and Hβ emission line, summa-
rized by Shen (2013). Black dots, red diamonds, cyan triangles, purple crosses
and black squares are quasar samples from Shen & Liu (2012), Assef et al. (2011),
Vestergaard & Peterson (2006), Netzer et al. (2007), and Dietrich et al. (2009).
1.3.2 Black hole mass and Eddington ratio of quasars at z > 3
Thanks to the single-epoch black holemass estimator, many quasars already have
the black hole mass estimate with the CIV 1549 Å or MgII 2799 Å broad emission
line at high redshifts. Here, we brieﬂy summarize known quasar samples with
the MgII-based black hole mass estimate at z > 3 in Figure 1.4. Most of these
quasar samples are selected from the SDSS quasar catalog. To ensure the detec-
tion of MgII emission line in either of the near-infrared J, H or K band within a
reasonable integration time, the quasar samples peak at z ∼4, 5 and 6. While
different samples have different ﬂux limit, and the black hole mass of different
samples is estimated with different MgII-based single-epoch BH mass calibra-
tion, as shown in the top panel of Figure 1.4, majority of the known quasars at
z > 3 have a black hole mass larger than a few hundred million solar masses,
which are among the most massive SMBHs found in the local universe. The un-
certainty of the black hole mass estimate mainly comes from the FWHM of the
MgII line, so it varies among different works, depending on the ﬂux limit of the
sample, the MgII line proﬁle and the observation strategy. The typical value of
the uncertainty is ∼ 0.3dex. It should be noted that the MgII-based single-epoch
7
Figure 1.4: Black hole mass (top) and Eddington ratio (bottom) of known quasar
samples with the MgII-based black hole mass estimate at z > 3. Purple squares,
blue dots, pink anti-triangles, orange triangles, magenta polygons, green squares,
cyan squares, green stars, cyan diamonds with edges and black star are quasar
samples from Shemmer et al. (2004), Netzer et al. (2007), De Rosa et al. (2011),
Trakhtenbrot et al. (2011), Zuo et al. (2015), Trakhtenbrot et al. (2016), Willott et
al. (2010), Kurk et al. (2007), Onoue et al. (2019) and Banados et al. (2018). Black
contours are from the entire SDSS quasar sample at z > 3 in Shen et al. (2011),
where the black hole mass is estimated with the CIV emission line.
BH mass estimator has an intrinsic scatter of ∼ 0.55dex (?), which has not been
included in Figure 1.4.
Once the black hole mass is derived, the Eddington ratio, which quantiﬁes
the accretion status, can be determined by λ = Lbol/LEdd, where LEdd = 1.26 ×
1038(MBH/M⊙) erg/s is the Eddington luminosity. In the bottom panel of Fig-
ure 1.4, we plot the Eddington ratios for known quasars at z > 3. Most of them
are found to be accreting with a high Eddington ratio of logλ > −0.5, especially
at z ∼ 6, where a large fraction of known quasars tend to have super-Eddington
accretion with λ > 1 at the epoch.
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1.4 Duty cycle of quasars
1.4.1 Duty cycle of quasars in galaxy
Duty cycle, deﬁned as the fraction of SMBHs that the accretion is switching on
among the total SMBH population, is another key parameter to trace the accre-
tion history. Wang et al. (2007) examined the evolution of quasar duty cycle with
the SDSS quasars in the redshift range of 0 < z < 2.1. They deﬁned the quasar
duty cycle as factive(z) = ρqso(z)/ρacc(z), where ρqso(z) =
∫
Φ(MBH, z)MBHdMBH
is the mass density of active SMBHs above the mass limit (due to the ﬂux limit
of the quasar sample) integrated from the black hole mass function (BHMF)
Φ(MBH, z) at redshift z, and ρacc(z) =
∫ z
∞ dz
∫
((1 − η)L/ηc2)Φ(L, z)dL is the
total mass density of SMBHs at redshift z if the Soltan’s argument also keeps
at redshift z. To determine the BHMF over z ∼ 0 − 2, they calculated the
black hole mass of quasars with the FWHM of Hβ and MgII line at z < 0.7
and 0.7 < z < 2.1, respectively. With η = 0.1, they found the duty cycle of
quasars signiﬁcantly evolves from∼ 0.001 at z ∼ 0.1 to∼ 0.2 at z ∼ 2, showing
a similar trend to the evolution of the star formation rate density.
Schulze et al. (2015) also investigated the duty cycle of quasars at 0 < z < 2
by comparing the BHMF to the total BHMF, which is convolved from the galaxy
stellar mass function with the local MBH − Mbulge relation. Using the galaxy
stellar mass function in Ilbert et al. (2013) and the local MBH −Mbulge relation
in McConnell & Ma (2013), at massive endMBH ∼ 109.5M⊙, they found the duty
cycle of broad-line AGNs signiﬁcantly evolves from< 0.0001 at z ∼ 0.1 to∼ 0.1
at z ∼ 2, similar to the results inWang et al. (2007). However, at less-massive end
of MBH ∼ 107.5M⊙, the duty cycle of broad-line AGNs shows a constant value
of ∼ 0.03 in the redshift range of z = 0.1− 2, without a clear evolution.
1.4.2 Duty cycle of quasars in halo—the clustering analysis
Since the known quasar samples at z > 2−3 have limited sample size or high ﬂux
limit, the BHMFs at these redshifts remains underdeveloped, and the duty cycle
of quasars in galaxy can not be directly evaluated. Instead, based on the photo-
metrically selected AGN/quasar samples, which typically have much larger size
than those with spectroscopic information, the host halo mass of AGNs/quasars
at these high redshifts can be inferred from the clustering analysis, and the duty
cycle of AGNs/quasars in halo can be further probed.
Here, we brieﬂy introduce the main idea of the clustering analysis. To charac-
terize the cosmic mass distribution on the density ﬁeld δ(x) = (ρ(x)− ρ¯)/ρ¯, the
two point correlation function ξ(x) = 〈δ(x1)δ(x1 + x)〉, is proposed to quantify
the probability of ﬁnding another mass element at distance x away from x1. The
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projected two point angular correlation function ω(θ) = 〈ν(θ1)ν(θ1+ θ)〉, where
ν is the density ﬁeld on the celestial surface and θ is the solid angular separation
between two mass elements, can be deﬁned in the same way.
To evaluate the two point correlation function ξ(x) or ω(θ) for a quasar sam-
ple, the auto-correlation function (ACF) is usually adopted with the estimator
ξ(r), ω(θ) =
DD
DR
− 1, (1.4)
where DD means the quasar-quasar pair count within separation of r ± ∆r
(θ ±∆θ), and DR means the quasar-mock quasar pair count within separation
of r ± ∆r (θ ± ∆θ). Both of the pair counts are normalized by the size of the
catalog that DD is divided by ND(ND − 1)/2 and DR is divided by NDNR.
At high redshifts, since the size of quasar samples is too small to well constrain
their ACFs, the cross-correlation function (CCF) between the AGNs/quasars and
galaxies is used to estimate the two point correlation function as the number
density of galaxies is much higher than that of AGNs/quasars. The estimator
can be the same with that of the ACF, by just using the quasar-galaxy pair count
within separation of r ±∆r (θ ±∆θ) as DD, and the quasar-mock galaxy pair
count within separation of r ±∆r (θ ±∆θ) as DR.
The clustering strength is derived by comparing the measured two point cor-
relation function to the cosmic underlying one as
ξgalaxy(r) = b
2ξunderlying(r), (1.5)
where b is used to quantify the clustering strength, i.e., the bias factor. Following
the Press & Schechter’s scenario, only regions with density contrast exceeding the
critical density contrast δcrit ∼ 1.6 can collapse to form virialized dark matter
halos. As the density ﬁeld evolves, more regions exceed the critical density and
collapse to form halos, while the existing halos merge into more massive ones,
i.e., the “bottom-up” formalism. As density peaks above the critical density are
rare in the early universe, the corresponding massive halos are highly clustered
and biased towards the underlying density ﬁeld, i.e., the mass of halos can have a
dependence on its clustering strength, which can be quantiﬁed by the bias factor.
Thus, once the bias factor of a quasar/galaxy sample is determined, the mass of
their host halo can be inferred if we assume the quasars/galaxies only reside in
halos above the minimum mass,Mmin.
With the halo mass function n(M), the duty cycle of quasars in halo can be
evaluated by comparing the co-moving number density of quasars, nQSO, to that
of halos above the minimum mass, if assuming one halo only holds one quasar:
factive =
nQSO∫∞
Mmin
n(M)dM
. (1.6)
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Figure 1.5: Quasar’s duty cycle in halo at z > 2. Stars, triangles and ﬁlled circles
represent the results from Adelberger&Steidel (2005), Eftekharzadeh et al. (2015)
and Shen et al. (2007)
We summarize duty cycle of quasars in halo at z > 2 in Figure 4.8. The duty
cycle of quasars in halo at z ∼ 2 estimated by Eftekharzadeh et al. (2015) shows
a one-order of magnitude smaller value of ∼ 0.02 to that in galaxy obtained
by Wang et al. (2007). Since both samples are from the SDSS quasar catalog,
the discrepancy between the quasar’s duty cycle in galaxy and that in halo at
z ∼ 2 may suggest quasars can be associated to multiple galaxies in one halo at
the epoch. At z > 2, the duty cycle of quasars in halo does not show signiﬁant
evolution until z ∼ 3 − 4, where the duty cycle increases to ∼ 0.3 at z ∼ 4.
Although the uncertainty of the estimate remains large, it may indicate a rapid
evolution in quasar’s duty cycle at z = 3− 4.
1.5 Early growth of SMBHs constrained by z > 3 quasars
With the black hole mass and Eddington ratio information, the timescale of the
SMBH growth tgrowth can be constrained following
tgrowth =
τ
factive
ln
MBH
Mseed
, (1.7)
whereMseed is the seed black hole mass, factive is the active fraction, and τ is the
e-folding timescale as
τ = 0.45
1
λEdd
η
1− ηGyr. (1.8)
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The radiation efﬁciency is assumed to be η = 0.1 for the standard disk model.
Thus, for the known quasars at z > 3, we are able to trace back their SMBH
growth history step by step, and constrain the seed black hole mass. Figure 1.6
shows the results. If we assume a duty cycle of 0.3 ( which is estimated by the
Figure 1.6: SMBH growth history for known quasars with reliable BH mass es-
timate at z > 3 under a duty cycle of 0.03 and 1 in the top and bottom panel,
respectively.
quasar’s duty cycle in halo at z ∼ 4 in Shen et al. (2007)) keeps at z > 3− 4, and
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the quasars have a constant Eddington ratio as the observed one at individual
redshift, as shown in the top panel of Figure 1.6, the majority of z > 3 quasars
are expected to be formed by quite massive seed of > 106M⊙, which can not be
produced even under the direct collapse model. Under these assumptions, to have
a seed black hole mass below 106M⊙, an even stronger accretion, i.e., the super-
Eddington accretion, at higher redshifts is required. It should be noted that the
Eddington ratio of these quasars can already be as high as above the Eddington
limit, as the bottom panel of Figure 1.4 indicates.
We also consider an extreme case with a continuous accretion of duty=1 in
the bottom panel of Figure 1.6. While some z ∼ 3.5 quasars with high Edding-
ton ratios can be formed from stellar seed black holes, a signiﬁcant fraction of
quasars at z > 5 still require a quite heavy seed of > 106M⊙. Again, a super-
Eddington accretion is necessary to let them have a seed black hole within the
prediction mass range of the direct collapse model. Since the radiation feedback
in metal-poor environment is less efﬁcient to quench mass accretion (Inayoshi et
al., 2016), super Eddington accretion is suggested to be more common in the early
universe, where the metallicity of typical gas is much lower than that in the local
universe. The simulations in Di Matteo et al. (2008) also imply episodic super-
Eddington accretion is the main mass assembly mode to form the most massive
SMBHs at z ∼ 6.
1.6 This work: probing the early growth of SMBHs
with low-luminosity quasars at high redshifts
One limitation with high-redshift quasar samples in previous works is that, only
luminous quasars, which represent rare and extremely massive SMBHs among
the entire population, are investigated. Low-luminosity quasars are an impor-
tant population to fully understand the early mass assembly of SMBHs, and they
may show different trends to the luminous ones. As seen in Onoue et al. (2019),
z ∼ 6 low-luminosity quasars (cyan diamonds with edges in Figure 1.4) selected
from the Subaru High-z Exploration of Low-luminosity Quasar Survey show a
quite different behavior to those luminous ones at z ∼ 6: they have a lower
Eddington ratio but a similar black hole mass to luminous quasars. The low-
luminosity quasars may be the SMBHs experiencing vigorous accretions at even
higher redshifts, and are transiting to relatively “quiescent” at z ∼ 6.
Similarly, only clustering of quasars with high luminosity have been inves-
tigated. If we assume a constant Eddington ratio among quasars, luminosity
of quasars will be proportional to their black hole mass, then luminous quasars
would reside in the most massive halos following the local black hole mass to
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host galaxy/halo mass relation. Thus, the duty cycle of high-luminosity quasars
in halo can be higher than that of the low-luminosity ones since the number den-
sity of themassive halos is low. The possible luminosity dependence on the quasar
environment may partly explain the “evolution” feature from z = 3 to z = 4 seen
in Figure 4.8. However, in practice, the Eddington ratio of quasars in the early
universe spans a wide range, as seen in Onoue et al. (2019). Further clustering
analysis with low-luminosity quasars at z ∼ 4 is important to understand the
evolution of quasar’s duty cycle in the early universe.
To obtain a comprehensive understanding of early SMBH growth, a large
quasar sample covering a low luminosity range at high redshifts, which are more
abundant, i.e., the “typical” accreting SMBH population at those epochs, is essen-
tial. Thanks to the wide and deep imaging from the Subaru Hyper Suprime-Cam
strategic survey program (HSC-SSP), we can search for a large number of quasars
in the early universe covering a wide luminosity range for the ﬁrst time, and ex-
amine their growth track and seed black hole mass with the black hole mass,
the Eddington ratio, and the duty cycle information. We introduce our selection
strategy of quasar candidates in Chapter 2, followed by discussions on their virial
black hole mass estimate in Chapter 3, and their clustering in Chapter 4. In the
ﬁnal Chapter 5, summary and future prospect are given. Throughout this work,
we adopt a ΛCDM cosmology model with Ωm = 0.3, ΩΛ = 0.7, σ8 = 0.9 and
Hubble parameter h = 0.7. The AB magnitude system is used.
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Chapter 2
Search for low-luminosity quasars in
the early universe
In this chapter, we introduce our search for low-luminosity quasars at z ∼ 4 with
the Subaru HSC-SSP wide-ﬁeld imaging survey. We ﬁrstly give a brief description
on the HSC survey in Section 2.1. The detailed selection strategy of z ∼ 4 quasars
is summarized in Section 2.2, and the spectroscopic follow-up observations are
reviewed in Section 2.3. The contents and ﬁgures in this chapter are mainly from
(Akiyama, He et al., 2018) and (He et al., 2018).
2.1 TheHyper Suprime-Cam Subaru Strategic Program
Hyper Suprime-Cam is a wide-ﬁeld mosaic CCD camera, which is attached to the
prime-focus of the 8-m Subaru telescope (Miyazaki et al., 2012, 2018). It covers a
FoV of 1.5 deg diameter with 116 Full-Depletion CCDs, which have a high sensi-
tivity up to 1µm. Led by the astronomical communities of Japan and Taiwan, and
Princeton University, the Hyper Suprime-Cam Subaru Strategic Program (HSC-
SSP), a three-layered imaging survey in the g, r, i, z and y bands, is on-going.
The Wide-layer, Deep-layer, and Ultradeep-layer are designed to cover a survey
area of 1400 deg2 with a r−band detection limit of r ∼ 26, of 27 deg2 with a
r−band detection limit of r ∼ 27, and of 3.5 deg2 with a r−band detection limit
of r ∼ 28 (Aihara et al., 2018a). The survey has been started March 2014, and is
expected to complete in 5 years. With a median seeing of ∼ 0.6′′ in the i-band,
the image shows a good quality over the entire FoV.
In this work, the S16A-Wide2 internal data release, with a survey coverage
of 339.8 deg2 in the 5 bands (Aihara et al., 2018b), is used. The edge regions,
with shallower depth than the ﬁnal expected one due to incomplete integration
time at the epoch, are also included in the internal release. The data reduction is
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processed with hscPipe-4.0.2 (Bosch et al., 2018).
To calibrate the astrometry of the HSC imaging, the Pan-STARRS 1 Process-
ing Version 2 (PS1 PV2) data (Magnier et al., 2013) is used since it covers the
entire HSC survey regions to a reasonable depth with a similar set of bandpasses
(Aihara et al., 2018b). The RMS of offset of stellar objects between the HSC and
PS1 position is measured to be ∼ 40 mas (Aihara et al., 2018b).
2.2 The selection of z ∼ 4 quasar sample
This section is mainly based on published papers, Akiyama, He et al. (2018) and
He et al. (2018).
2.2.1 The stellar/extended morphology classiﬁcation
Quasars show stellar morphology as their UV/optical radiation is dominated by
the nuclear compact component. To separate quasars from the extended galax-
ies, the second order adaptive moments of an object is used to compare with those
of the model PSF at the position of the object. Since the i−band images are se-
lected to be taken under good seeing conditions, we adopt the adaptive moments
measured in the i−band following the algorithm in Hirata & Seljak (2003). The
morphology classiﬁcation criteria is set to be
i_hsm_moments_11/i_hsm_psfmoments_11 < 1.1; (2.1)
i_hsm_moments_22/i_hsm_psfmoments_22 < 1.1, (2.2)
where i_hsm_moments_11(22) is the second order adaptive moment of an object
in x (y) direction, and i_hsm_psfmoments_11(22) is that of the model PSF at the
object position. We remove objects without the adaptive moment measurements.
Since stellar objects are expected to have similar adaptive moments with those of
the model PSF, the above criteria is set to classify the stellar morphology.
The completeness and contamination of the above stellarity criteria are eval-
uated by matching the simulated images with the Wide-layer detection depth to
the i−band images derived with the Advanced Camera for Surveys (ACS) on
Hubble Space Telescope (HST) in the Cosmic Evolution Survey (COSMOS) re-
gion. The HSC internal database provides three stacked images, simulating the
good, median and bad seeing conditions during the Wide-layer observation, with
a FWHM of 0.5′′, 0.7′′ and 1′′, respectively. Since the images taken with the ACS
is deeper, and have sharper PSF than those taken in the HSCWide-layer, the mor-
phology classiﬁcation there is more robust, providing us with a good opportunity
to examine the completeness (the fraction of ACS stellar objects mis-classiﬁed
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as extended objects with the above criteria) and contamination (the fraction of
ACS extended objects classiﬁed as stellar objects with the above criteria) with our
criteria.
The results are plotted in Figure 2.1. At i < 23.5, the completeness of the cri-
Figure 2.1: The completeness (red) and contamination (blue) of the stel-
lar/extended morphology classiﬁcation criteria (Akiyama, He et al., 2018). The
left, middle and right panel are results based on the stacked images simulating
the best (FWHM=0.5′′), median (FWHM=0.7′′) and bad (FWHM=1′′) seeing con-
ditions, respectively.
teria is over 80% and the contamination from extended objects is lower than 20%
even under the bad seeing condition. At i > 23.5, however, the completeness de-
clines to lower than 60% and the contamination sharply increases to higher than
10% under the median seeing condition. It should be noted that the Wide-layer
observation in i− band is mainly taken under good andmedian seeing conditions,
so we refer the completeness and contamination evaluated with the median con-
dition afterwards. To avoid severe contamination by extended objects, the faint
end of the quasar sample is cut off at i = 23.5.
2.2.2 The g−drop color selection
In order to select quasar candidates at z ∼ 4, we apply the Lyman-break selection
to the stellar objects described in the previous section. The continuum in blue-
wing of the Lyα line (λrest = 1216Å) is strongly attenuated by absorption due to
the intergalactic medium (IGM). At z ∼ 4, the Lyα line of an object is redshifted
to 6075Å in the observed frame, which is just in the middle of the r-band, as a
result the object has a red g − r color. Utilizing this unique color information,
z ∼ 4 candidates can be selected.
We set the color selection criteria to include as many quasars at 3.5 < z < 4.0
as possible, while minimizing the contamination by other objects. Figure 2.2 sum-
marizes the two-color distribution of the stellar objects with known spectroscopic
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redshift in the HSC Wide-layer. The color selection criteria are the red solid lines
Figure 2.2: Two-color distribution of stellar objects with spectroscopic redshift in
the HSC Wide-layer (Akiyama, He et al., 2018). Red solid lines denote the color
selection set in this work. Left panel shows the distribution of Galactic stars,
while the right one indicates the distributions of quasars at 0.5 < z < 2.5 (green
dots), 2.5 < z < 3.5 (blue crosses), 3.5 < z < 4 (pink open circles), 4 < z < 4.5
(cyan open squares), and z > 4.5 (black triangles).
as
0.65(g − r)− 0.3 > r − z (2.3)
3.50(g − r)− 2.90 > r − z (2.4)
(g − r) < 1.5. (2.5)
In addition to the criteria on the g − r vs r − z plane, to further remove con-
tamination by red Galactic stars, and to remove some outliers with unreliable
photometry, we also apply criteria on the i− z vs z − y plane as
−2.25(i− z) + 0.4 > z − y (2.6)
(i− z) > −0.3. (2.7)
We examine the completeness of the color selection with i > 20 SDSS quasars
at 3.5 < z < 4.5 on the HSC Wide-layer. Among 92 SDSS quasars, 61 of them
are included in the color selection window, resulting in a completeness of 66%.
Among the 31missed quasars, 1 object is rejected by themorphology classiﬁcation
criteria, 26 objects locate out of the g−r vs. r−z color selection window, and 4
objects fail the i−z vs. z−y two-color selection.
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The color selection can be contaminated by galactic stars and compact galax-
ies passing the color selection window. To evaluate the contamination rate, we
construct a mock sample of galactic stars and galaxies as detailed in Akiyama,
He et al. (2018). The contamination rate is less than 10% at i < 23.0, and quickly
increases to more than 40% at i ∼ 23.5. The contamination rate dependence on
i−band magnitude can be ﬁtted with an error function, and the best-ﬁtting result
is pcontamination = erfc(−1.15(i−23.59))/2.
2.2.3 The “clean” quasars
We further applied criteria to remove objects with possible photometric problems
from the catalog. In the S16A-Wide2 release, the color sequence of stars brighter
than iPSF < 22 on some patches (the minimum unit of a sub-region with an
area about 10′′ × 10′′) are found to have signiﬁcant offset of > 0.075 mag from
that expected from the Gunn-Stryker stellar spectrophotometric library (Gunn &
Stryker, 1983) in either of the g−r vs.r−i, r−i vs. i−z, or i−z vs. z−y two-color
plane (Aihara et al., 2018b), and these patches are removed. Tract 8284 is also
excluded due to unreliable photometry.
We then apply
flags_pixel_edge = NotTrue (2.8)
flags_pixel_saturated_center = NotTrue (2.9)
flags_pixel_cr_center = NotTrue (2.10)
flags_pixel_bad = NotTrue (2.11)
detect_is_primary = True (2.12)
in all of the 5 bands to remove objects detected at an edge of the CCDs (criteria
1), affected by saturation within their central 3×3 pixels (criteria 2), affected by
cosmic-ray hitting within their central 3×3 pixels (criteria 3) and ﬂagged with
bad pixels (criteria 4). The ﬁnal one picks up the deblended individual objects for
crowded objects.
Additionalmasking process is applied to remove junk objects. Firstly, a stricter
criteria that noMP_EDGE,MP_BAD,MP_SAT,MP_NODATA, orMP_NOT_DEBLENDED
ﬂag within the radius of 5′′ and MP_CR in the central 3 × 3 pixels is applied.
Then, objects with MP_BRIGHT_OBJECT ﬂag within the radius of 5′′ are re-
moved to exclude objects contaminated by bright stars and galaxies. Beyond the
ﬂag provided in the mask images, we also consider bright objects in Guide Star
Catalog (GSC) version 2.3.2. We remove objects within the radius of 150′′ from
stars brighter than 10 mag, and within the radius of 20+17.1×(13.5−mag) from
stars down to 15 mag, which are determined by the distribution of ”junk” objects
around bright stars. Furthermore, we remove objects with over 60% of the pixels
19
ﬂagged as MP_DETECTED within the 10′′×10′′ region in either of the 5 bands,
and/or with over 30% of the 10′′ × 10′′ pixels connected, since they are close to
satellite tracks and faint halos around bright stars, and their photometries can be
highly affected. Meanwhile, objects with number of detected pixels showing over
two times difference between the i-band and the remaining ones are masked, with
the size determined by objects around remaining satellite tracks and faint halos.
Finally, objects around stars and galaxies at i < 22 mag are rejected since the
above masking mainly based on very bright stars or galaxies, and is not sufﬁcient
to remove faint objects around relatively bright galaxies. The effective survey
area is estimated to be 172.0 deg2 after this masking process.
We use PSF magnitudes and CModel magnitudes for stellar and extended
objects, respectively. The PSF magnitude is measured by ﬁtting a model PSF to
image of object, and the CModel magnitude is determined by ﬁtting a linear com-
bination of exponential and de Vaucouleurs proﬁles. Both proﬁles are convolved
with the model PSF at the position of each object. The galactic extinction in all
5 bands is corrected following the dust extinction maps by Schlegel et al. (1998).
We only include objects with a magnitude error less than 0.1 in both of the r−
and i− band.
2.2.4 The z ∼ 4 HSC quasar sample
In total, we selected 1023 z ∼ 4 quasar candidates in the magnitude range of
20.0 < i < 23.5 from the HSC-SSP Wide-layer dataset. The bright end of the
sample is cut to prevent the effects of saturation and non-linearlity. The i-band
magnitude distribution of the sample is shown with the red histogram in Fig-
ure 2.3. The number excess in faint magnitude bins of i > 23 is due to the increas-
ing contamination rate toward the faint end. Compared to 342 3.4 < z < 4.6
SDSS quasars on the HSC-SSP Wide-layer imaging (details of the sample will be
discussed in Section 2.2.6), the HSC quasar candidates are ∼ 2 − 3 magnitudes
fainter. As seen in the z = 4 quasar luminosity function (LF) constrained by the
HSC quasar candidates (Akiyama, He et al., 2018), the HSC quasar candidates
cover the magnitude range beyond the knee of the LF. Since the faint end of the
LF is found to be ﬂat, the HSC quasar candidates are the dominant population
at z = 4, i.e., the “typical” accreting SMBHs at the epoch.
We plot the redshift distribution of the HSC z ∼ 4 low-luminosity quasar
candidates in Figure 2.4 by the red histogram. There are 32 candidates hav-
ing the spectroscopic redshift information in the SDSS quasar catalog, and we
adopt their spectroscopic redshifts. For the remaining ones, we estimate their
photometric redshifts with a Bayesian photometric redshift estimator using a li-
brary of mock quasar templates (details are described in Section 2.2.5). Our low-
luminosity quasar candidates span a redshift range of 3.4 < z < 4.6, with a
20
17 18 19 20 21 22 23 24
i band magnitude
0
10
20
30
40
50
60
70
80
co
u
n
t
HSC QSO candidate
SDSS QSO
Figure 2.3: i-band magnitude distributions of the HSC z ∼ 4 quasar candidates
(red) and 3.4 < z < 4.6 SDSS quasars (black), respectively.
mean redshift at z = 3.8.
2.2.5 The z ∼ 4 mock quasar catalog
To evaluate the effective survey area of the S16A-Wide2 dataset for the quasars
as a function of magnitude and redshift, we construct a library of quasar pho-
tometric models based on a library of spectral energy distributions (SEDs) of
z ∼ 4 quasars. The scatter of the power-law slope, the broad-line equivalent
width (EW), and strength of absorption by the inter-galactic medium (IGM) are
considered as follows:
1) we assume the power-law slope varies in different wavelength ranges– a
slope of −1.76 below 1100 Å (Telfer et al., 2002), of −0.46 over 1100-5011 Å, of
−1.58 beyond 5011 Å (Vanden Berk et al., 2001), respectively. All of the slopes
are assumed to have a scatter with standard deviation of 0.30 around the average
slope.
2) we model the strength of the emission lines in relative to the CIV emission
line following the emission line ratios tabulated in Vanden Berk et al. (2001).
The strength of the CIV emission line is modeled by considering the dependence
of the EW on quasar luminosity, the Baldwin effect. The average and standard
deviation of the CIV emission line EW are measured as a function of luminosity
from quasar spectra of the Baryon Oscillation Spectroscopic Survey (BOSS) in
the SDSS III. The measurement covers the luminosity range of M1450 = −21.5
mag to −29.5 mag with 1 magnitude bin (Niida et al., 2016).
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3) we apply the effect of the absorption by the IGM. We use the updated
number density of Lyα absorption system in Inoue et al. (2014). We also consider
the scatter of the number density by a Monte Carlo method described in Inoue &
Iwata (2008).
We construct 1,000 quasar SEDs in each magnitude bin from M1450 = −21.5
mag to −29.5 mag. Therefore in total 8,000 quasar SEDs are constructed. Each
spectrum is redshifted, and converted to observed ﬂux. Then we randomly locate
the quasar models within the survey region, and add random photometric error
evaluated with the variance value at the random position. Finally, we apply the
same magnitude and color selection to the random quasar models and evaluate
effective survey area by the ratio of recovered z ∼ 4 quasar models to total input
models at each redshift and magnitude. The obtained selection function is shown
in Figure 2.5.
2.2.6 The z ∼ 4 luminous SDSS quasars on the HSC Wide-layer
As a comparison sample to investigate the luminosity dependence of the quasar
clustering, we select a sample of luminous z ∼ 4 quasars based on the SDSS
12th dataset (Alam et al., 2015). Objects which are classiﬁed to be “QSO”, have
reliable spectroscopic redshift “z_waring” ﬂag= 0, have a redshift error less than
0.1, and are covered by the HSC-SSP S16A Wide-layer imaging are selected. To
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Figure 2.5: Effective survey area as a function of redshift and UV absolute mag-
nitude (Akiyama, He et al., 2018).
have the same redshift range with the HSC quasar candidates, we set the redshift
range between 3.4 and 4.6. In total, 342 SDSS quasars pass the selection criteria.
We plot their redshift distribution in ﬁgure 2.4 by gray ﬁlled histogram. Average
and standard deviation of the redshift distribution are 3.77 and 0.26, respectively.
Although the SDSS sample shows an excess at z ∼ 3.5 to the HSC sample, they
have a mean redshift at z = 3.77, which is similar to that of the HSC quasar
candidates.
Figure 2.3 shows the i-band magnitude distribution of the SDSS quasars by
the black histogram. Among the 342 SDSS quasars, there are 296 quasars having
“clean” photometries in the HSC-SSPWide-layer imaging with a matching radius
of 1′′, while the remaining ones are saturated. For non-matched quasars, we
use their r- and i-band magnitudes in the SDSS system to calculate their i-band
magnitudes in the HSC system following the equations in section 3.3 in Akiyama,
He et al. (2018).
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2.3 Spectroscopic follow-up observations
2.3.1 Targets selected for follow-up observations
We took optical spectra of the z ∼ 4 HSC quasar candidates in 8 and 12 ﬁelds
with the ﬁbre-fed 2dF-AAOmega spectrograph on the 3.9m Anglo-Australian
Telescope (AAT) and the slit-based DEep Imaging Multi-Object Spectrograph
(DEIMOS) on the Keck II telescope, respectively. We selected regions with high
number density of quasar candidates as the target ﬁelds to improve the observa-
tion efﬁciency. Since the number density of quasar candidates is low (9.1/deg2
at i < 23), and we do not apply any further criteria (e.g., colors) for the target
ﬁeld selection, we expect most of these clusters are chance coincidence and they
are not strongly biased toward a speciﬁc population. Furthermore, we set an
i−band magnitude cut at i = 23/23.5 for the AAOmega/DEIMOS observation
to achieve SNR> 3within an exposure time of 4/1.5 hours. Quasar candidates at
i < 20 are excluded, because their photometries can be affected by saturation or
non-linearlity. Table 2.1 summarizes the coordinates of target ﬁelds and records
of the spectroscopic observations.
2.3.2 Spectroscopic follow-up observations with theAAT/2dF-AAOmega
The 2dF ﬁbre positioning system can simultaneously observe 392 objects within
a two degree FoV. The number of quasar candidates allocated with ﬁbre in each
target ﬁeld is listed in Table 2.1. In order to determine redshifts of the quasar
candidates, and estimate their CIV-based black hole mass, we set the observation
conﬁgurations to fully cover both of the broad Lyα 1215Å and CIV 1549Å lines
at 3 < z < 4.5. For the AAOmega observation during July 2017 (PI: Akiyama),
as the AAOmega is a dual beam spectrograph, we set the dichroic beam splitter
at 6700Å. The 580V and 385R grating were adopted with central wavelength at
5750Å and 8200Å for the blue and red arm, respectively. The conﬁguration en-
ables to cover a wavelength range of 4800-9800Å, with a resolution of R∼ 1580.
We took multiple single exposures of 30 minutes to remove the effects from the
cosmic ray, with an integration time of 160-300 minutes for 7 target ﬁelds under
seeing of ∼ 1.4 − 1.8′′. Standard stars were observed for relative ﬂux calibra-
tion. We processed the data with the OzDES pipeline with default parameters
(L. Chris et al. in prep), and we used the HSC i−band PSF magnitude corrected
for the galactic extinction to calibrate the absolute ﬂux.
The OzDES pipeline combines the blue and red arm by scaling the sky ﬂux in
the blue arm on the overlapped wavelength range (6700-6750Å usually) to that
of the red arm. In some cases, the splicing procedure fails, resulting in a break
between the blue and red spectrum. There are 25 quasar candidates are found to
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be signiﬁcantly affected by the problem. We manually ﬁx the mis-match problem
by adjusting the normalization of the blue spectrum to match the mean ﬂux over
6600-6700Å in the blue arm with that over 6800-6900Å in the red spectrum.
Since we found a mismatch of the splicing between the red and blue spectra
with the dichroic beam splitter at 6700Å in some spectra, in the AAOmega obser-
vation during June 2018 (PI: He), we decided to use a commonly used beam split-
ter at 5700Å. The 580V and 385R grating were adopted with central wavelength
at 4821Å and 7251Å for the blue and red arm, respectively. The conﬁguration
covers a wavelength range of 3800-8800Å, with a resolution of R∼ 1360. Due
to bad weather conditions in the observing run, we only observed 1 ﬁeld with a
net exposure time of 180 minutes under a moderate seeing of ∼ 1.8′′. The data
reduction and absolute ﬂux calibration were conducted in the same way as for
the data from the 2017 run.
2.3.3 Spectroscopic follow-up observationwith theKeckII/DEIMOS
DEIMOS is a visible-wavelength, faint-object, multi-slit imaging spectrograph
attached to the Nasmyth focus of the Keck II telescope since 2002, with a FoV of
16 arcmin × 4 armin. For the DEIMOS observation during April 2019 (PI: He),
the number of quasar candidates allocated with slit in each target ﬁeld is recorded
in Table 2.1. We adopted the 1′′ slit width, the 600 line/mm grating (600ZD) with
the central wavelength at 7500Å and theGG495 ﬁlter to cover a wavelength range
of 4950-10000Å, with a resolution of∼ 4.7Å.We tookmultiple single exposures of
20-30 minutes to remove the effects from the cosmic ray, with an integration time
of 60-90 minutes for 12 target ﬁelds under seeing of ∼ 0.5− 0.7′′, depending on
the i−band magnitude of the candidates in the ﬁeld. Feige 34 and BD+25d3941
were observed as spectroscopic standard stars. We reduced the data with the
SPEC2D IDL pipeline (Cooper et al., 2012; Newman et al., 2013). The ﬂux of
the spectra was normalized to the HSC i-band PSF magnitude of the candidates
corrected for the galactic extinction.
2.3.4 Low-luminosity quasars identiﬁed at z ∼ 4
In total, we obtain the optical spectra of 84, 16 and 41 z ∼ 4 HSC quasar can-
didates in the AAOmega observations in 2017, 2018 and DEIMOS observation
in 2019. The distribution of the quasar candidates on the i−band magnitude
vs. photometric redshift plane is shown by black dots in Figure 2.6. We identi-
ﬁed 38, 2 and 20 candidates as quasar through eyeball checking, since they show
multiple broad emission lines. We determine the redshifts for quasars observed
in the AAOmega runs with the online software MARZ, which can automatically
cross-correlate the observed spectra to a series of stellar and galaxy templates
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Figure 2.6: i−mag vs. redshift distribution of the observed candidates. The small
black squares are the entire z ∼ 4HSC quasar candidates. The redshifts are from
their photometric redshifts (Akiyama, He et al., 2018). The black dots are z ∼ 4
HSC quasar candidates selected for spectroscopic observations. The redshifts of
the ones without clear classiﬁcation in the follow-up observations are from their
photometric redshifts in Akiyama, He et al. (2018). The red squares and blue
circles are the “main quasar sample” and “possible quasar sample”, respectively.
The black contour and small gray dots are from z > 3 SDSS quasars in Shen et al.
(2011). Vertical histogram shows the i−band magnitude distribution of the SDSS
quasar sample (gray) and our “main quasar sample” (red). Horizontal histogram
is the redshift distribution of our main (red), possible (blue) and entire (black)
z ∼ 4 HSC quasar sample.
to classify the observed spectra and measure their redshifts with the peak the
cross-correlation (Hinton et al., 2016). For the spectra obtained in the DEIMOS
run, we directly cross-correlate their spectra to the composite quasar template
in Selsing et al. (2016), and their redshifts are determined with the peak of the
cross-correlation. Except for three quasars at z < 3, all of the identiﬁed quasars
are found to be at 3.4 < z < 4.3, with a mean value at z = 3.65. Both of the
Lyα and CIV emission lines are clearly detected in 57 quasars. They thus form
our “main quasar sample” in this work for further black hole mass estimates
with their CIV line. Their spectra are plotted in Figure 2.7. The distribution of
the main quasar sample on the i−mag vs. redshift plane is shown with the red
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Figure 2.7: Spectra of our “main quasar sample” in this work. Horizon-
tal axis is the wavelength in the observed frame, and the vertical axis is
Fλ[10
−17erg/s/cm2/]. The gray and black spectrum show the original spectrum
and the one after smoothing, respectively. We denote the Lyα and CIV emission
at the cross-correlation redshift by the vertical dashed lines. The green shaded
areas mark the wavelength ranges used for the continuum ﬁtting. The resulting
power-law continuum is shown by the red dashed line.
28
squares in Figure 2.6. They cover a wide i−band magnitude range of 20− 23.5,
which is∼ 2−3mag fainter than the SDSS luminous quasars in the same redshift
range, shown with contours in Figure 2.7.
Additional 26, 3 and 1 candidates show one clear broad emission line with
strong absorption feature in the blue side similar to the typical Lyα emission line
of high-redshift quasars. A low-SNR bump at the expected wavelength of the CIV
emission line is detected in some of their spectra. We classify them as “possible
quasars”, and estimate their redshifts with the peak of the possible Lyα emission
line. They are shown with blue circles in Figure 2.6. Among the remaining 20,
11 and 20 candidates, 1, 0 and 2 candidates are identiﬁed to be stars. Other
candidates can not be classiﬁed due to their faint magnitudes (mostly at i > 22),
or have empty spectra.
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Chapter 3
Black hole mass and Eddington ratio
of low-luminosity quasars at z ∼ 4
With the observed optical spectra of the main quasar sample, we are able to esti-
mate their black hole mass and Eddington ratio from the CIV line width and con-
tinuum luminosity at 1350Å. Although Mg II line is suggested to be less affected
by the non-virial motions in BLRs, as it is more difﬁcult to obtain near-infrared
spectrum of the large number of HSC quasars due to their faintness, estimating
the black hole mass with the CIV emission line can currently be the most efﬁ-
cient method to statistically understand the typical accreting SMBHs in the early
universe.
This chapter is organized as below. In Section 3.1, we brieﬂy summarize our
spectral ﬁtting algorithm, followed by a discussion on the obtained black hole
mass and Eddington ratios in Section 3.2. Based on the main quasar sample,
we estimate the BHMF and ERDF at z ∼ 4, and the preliminary results are
summarized in Section 3.3. The ﬁnal Section 3.4 gave a discussion on the results.
3.1 Spectral ﬁtting
In order to derive the underlying continuum component around CIV broad emis-
sion line, the derived optical spectra of our main quasar sample are ﬁrstly ﬁt-
ted with a single power-law continuum Fλ ∝ λαλ over wavelength ranges of
1340-1350Å, 1450-1460Å and 1700-1710Å, since there is no signiﬁcant contribu-
tion from emission lines in these wavelength ranges. We checked the best-ﬁtting
continuum by eye-ball, and modiﬁed the wavelength ranges for ﬁtting (typically
within ±10Å in each wavelength interval). For quasars with the detected con-
tinuum in low SNR, poor sky subtraction, or strange bump in long wavelength
ranges, we ﬁtted a power law to the wavelength ranges around the CIV emission
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to remove the continuum around the CIV emission line. In Figure 2.7, we show
the wavelength ranges used for the continuum ﬁtting by green shaded areas, and
plot the best-ﬁtting continuum with a red dashed line.
After subtracting the best-ﬁtting continuum, in order to derive the CIV line
width, we ﬁtted the wavelength range of 1500-1600Å by two Gaussians for the
narrow and broad CIV component, respectively, with the PySpecKit Python pack-
age (Ginsburg et al., 2011). We set an upper limit of 10Å∼ 387km/s for the
narrow component, but we relaxed this upper limit in case that the narrow com-
ponent is not necessary. There are 13 quasars which show absorption line in
the broad CIV emission. We excluded the wavelength range affected by the ab-
sorption in the ﬁtting procedure for these quasars. In left and right panel of
Figure 3.1, we show an example of the best-ﬁtting CIV emission line for quasars
Figure 3.1: Examples of the best-ﬁtting CIV emission line of quasars with (left)
and without absorption component (right). Blue lines are the best-ﬁtting broad
and narrow Gaussian, and red lines are the entire best-ﬁtting proﬁle. Orange
areas denote the FWHM of the entire best-ﬁtting proﬁle, while gray area marks
the wavelength range affected by the absorption.
with and without the absorption component, respectively. Since spectra of the
HSC main quasars do not have a SNR sufﬁcient to measure the line dispersion
of the CIV emission line, we use FWHM to refer to the line width of the C IV. We
corrected for the instrumental spectral broadening for all of the quasars in the
main sample. The FWHM values of the best-ﬁtting two-Gaussian proﬁle for our
main quasar sample are summarized in Table 3.1.
Since only the uncertainty for the FWHM of each Gaussian component in
the best-ﬁtting CIV proﬁle is provided by the PySpecKit Python package, we es-
timated uncertainty of the FWHM of the entire best-ﬁtting proﬁle through 100
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mock spectra. Each mock spectrum is constructed by adding a random noise to
the best-ﬁtting two-Gaussian proﬁle, and the noise follows a distribution of the
residual of the best-ﬁtting result. Then we ran the same ﬁtting procedure for the
100 mock spectra and measured the CIV FWHM of each mock spectrum. For
quasars affected by the CIV absorption, we masked the absorption wavelength
range in the ﬁtting procedure same as for the original spectrum. Finally, the un-
certainty of FWHM is evaluated by the scatter of the FWHM in the 100 mock
spectra. We conﬁrmed 100 mock spectra are sufﬁcient to reach converged es-
timates. The uncertainty of the CIV FWHM for our main quasar sample are
summarized in Table 3.1.
Table 3.1: The continuum and emission line parameters.
Object zcross zphoto i−mag L1350 Lbol FWHM(C IV) MBH λEdd
[1042erg/s] [1046erg/s] [km/s] [108M⊙ ]
J021651.21-060328.77 3.5385 3.6039 21.940 2.28±0.29 1.17±0.15 2987.97+404.95−851.93 2.51
+0.75
−1.09 0.37
+0.92
−0.08
J021547.05-064527.93 3.5804 3.7065 21.130 5.29±0.35 2.72±0.18 2953.11+187.10−332.67 3.83
+0.51
−0.78 0.56
+0.18
−0.06
J224833.27+014153.19 3.5222 3.7635 20.440 8.66±0.20 4.45±0.10 2592.53+100.23−197.00 3.83
+0.30
−0.55 0.92
+0.17
−0.07
J224736.80+005035.74 3.5879 3.7442 22.380 1.76±0.15 0.91±0.79 2015.76+1082.87−747.56 1.00
+1.61
−0.55 0.72
+2.12
−0.34
J021228.97-061513.12 3.5861 3.7070 21.570 3.46±0.13 1.78±0.64 2332.23+197.55−137.26 1.91
+0.35
−0.22 0.74
+0.10
−0.10
J224816.00+020609.59 3.6381 999 20.111 10.56±0.25 5.43±0.13 1459.07+1226.78−356.60 1.35
+4.57
−0.54 3.20
+3.55
−1.65
J224727.25+001553.47 3.5869 3.6637 21.660 3.48±0.23 1.79±0.12 1317.91+551.78−448.22 0.61
+0.73
−0.33 2.33
+5.24
−0.89
J224318.46+012346.92 3.7420 3.6998 22.290 1.82±0.18 0.94±0.09 2790.17+647.80−653.02 1.94
+1.12
−0.72 0.38
+0.65
−0.11
J224705.21+020140.60 3.7263 3.7361 21.380 4.28±0.30 2.20±0.15 2683.00+224.54−251.78 2.83
+0.50
−0.49 0.62
+0.15
−0.09
J224620.45+005341.08 3.6524 3.7798 20.140 9.63±0.24 4.95±0.12 6325.57+290.67−420.81 24.13
+2.31
−3.05 0.16
+0.03
−0.01
J021207.13-062157.85 3.6564 4.2628 21.980 2.22±0.20 1.14±0.10 4905.49+414.29−447.56 6.67
+1.21
−1.13 0.14
+0.03
−0.02
J142141.40-000639.96 3.5857 3.8204 22.630 1.06±0.17 0.55±0.09 1194.52+554.60−347.92 0.27
+0.37
−0.12 1.62
+29.29
−0.70
J141549.62+000535.19 3.6389 4.0863 21.600 3.86±0.36 1.99±0.18 2559.66+462.67−302.89 2.44
+1.02
−0.53 0.65
+0.21
−0.16
J142251.56+000142.78 4.2530 4.2092 20.830 8.14±0.19 4.19±0.09 4388.11+382.51−899.37 10.62
+1.98
−3.66 0.31
+0.26
−0.05
J141743.93-003328.40 3.5523 3.7119 20.730 5.97±0.13 3.07±0.07 10656.76+766.24−1666.56 53.16
+8.00
−13.19 0.05
+0.04
−0.01
J142155.58-004957.37 4.0351 3.9872 20.490 10.38±0.49 5.34±0.25 6920.95+1052.60−852.93 30.06
+10.08
−6.70 0.14
+0.05
−0.03
J141656.61-001743.45 3.6449 4.1357 22.130 2.20±0.12 1.13±0.06 2715.59+647.06−381.38 2.03
+1.18
−0.51 0.44
+0.20
−0.13
J144011.24+011703.03 3.8366 3.7153 21.460 3.97±0.17 2.04±0.09 2778.98+430.53−325.81 2.91
+1.05
−0.62 0.56
+0.19
−0.12
J143747.44+011749.68 3.8587 3.6471 22.360 1.80±0.19 0.93±0.09 2837.94+287.60−209.89 2.00
+0.44
−0.28 0.37
+0.07
−0.06
J144024.09+013649.92 3.6448 3.8851 21.500 4.13±0.15 2.12±0.08 2230.09+99.74−115.74 1.91
+0.18
−0.19 0.88
+0.10
−0.07
J143954.19+011251.02 4.1438 4.0818 20.980 6.60±0.15 3.39±0.08 2182.88+1001.01−829.64 2.35
+3.03
−1.19 1.15
+5.74
−0.50
J144105.14+014510.90 3.8420 3.6821 21.730 3.05±0.21 1.57±0.11 3490.71+168.41−384.68 3.99
+0.40
−0.81 0.31
+0.09
−0.03
J144420.54+012006.08 3.5412 3.7871 21.560 3.98±0.19 2.05±0.09 1705.17+214.75−189.13 1.10
+0.30
−0.22 1.48
+0.46
−0.30
J144218.23+014422.08 4.2464 4.0821 22.090 2.57±0.10 1.32±0.05 6143.46+1757.98−1647.66 11.31
+7.70
−4.41 0.09
+8.53
−0.03
J143900.10+012910.86 3.6465 3.9333 21.010 5.04±0.16 2.59±0.080 2903.41+171.42−224.70 3.61
+0.45
−0.53 0.57
+0.11
−0.06
J220504.39+021853.78 3.5947 4.0058 21.390 3.79±0.27 1.95±0.14 2633.33+785.67−649.31 2.55
+1.90
−0.99 0.61
+1.44
−0.22
J220751.01+021130.42 3.6388 3.6415 21.930 2.46±0.36 1.27±0.19 5930.02+954.05−1116.69 10.29
+3.72
−3.31 0.10
+0.07
−0.02
J220522.42+021149.32 3.9268 4.0430 21.500 3.81±0.59 1.96±0.31 748.32+227.95−111.13 0.21
+0.17
−0.06 7.53
+3.26
−2.45
J141039.69-002036.72 3.9512 4.1110 20.330 11.26±0.44 5.79±0.23 4123.11+245.30−1208.05 11.14
+1.39
−4.53 0.41
+26.96
−0.04
J140957.60-010860.00 3.7370 3.6496 21.710 3.26±0.14 1.68±0.07 4444.62+570.14−655.12 6.71
+1.88
−1.75 0.20
+0.10
−0.04
J140858.47-013651.49 4.1111 4.0341 21.750 3.37±0.19 1.73±0.10 6154.85+831.59−1502.91 13.10
+3.98
−4.87 0.11
+54.42
−0.02
J140738.04-004006.37 3.5862 3.7071 21.200 4.70±0.22 2.42±0.12 6092.34+787.51−802.75 15.30
+4.35
−3.61 0.13
+0.05
−0.03
J141045.23-002851.75 3.5010 999 20.128 13.38±0.30 6.88±0.16 2315.36+79.95−75.42 3.85
+0.27
−0.24 1.42
+0.10
−0.09
J140755.06-015225.65 3.7006 3.6787 21.610 3.22±0.92 1.66±0.47 2898.34+930.18−750.61 2.84
+2.56
−1.18 0.46
+0.96
−0.15
J140422.59-010606.44 3.6178 3.6666 21.810 2.79±0.12 1.44±0.06 3000.15+469.79−431.98 2.82
+1.01
−0.73 0.40
+0.17
−0.09
J223535.59+003602.07 3.8658 3.8776 20.140 13.70±0.53 7.04±0.27 5486.85+1280.67−1062.48 21.88
+11.95
−7.23 0.26
+0.19
−0.08
J021211.45-051258.43 3.8556 3.6692 21.800 2.97±0.57 1.53±2.94 3805.16+479.88−528.30 4.69
+1.31
−1.16 0.26
+0.11
−0.05
J223753.72+000648.18 3.5475 3.5533 20.430 10.65±0.32 5.48±1.67 3874.12+644.37−742.79 9.55
+3.64
−3.12 0.46
+0.33
−0.11
J144359.07-002510.48 3.7375 3.6097 22.160 2.13±0.08 1.09±0.04 3321.79+443.64−976.83 2.99
+0.88
−1.23 0.29
+13.69
−0.06
J144341.84+002109.08 3.8165 3.6926 21.600 3.24±0.22 1.67±0.11 3497.00+978.65−1515.77 4.14
+2.81
−2.39 0.32
+11.42
−0.11
J141550.76+010300.23 4.0976 3.6674 20.193 5.63±0.62 2.90±0.32 2435.70+546.38−201.08 2.69
+1.56
−0.41 0.85
+0.19
−0.20
J155722.46+421523.11 4.0396 3.5905 22.281 1.64±0.10 0.84±0.05 4470.10+650.15−643.35 4.71
+1.59
−1.15 0.14
+0.12
−0.03
J163413.29+430031.31 3.9188 3.9072 21.550 0.84±0.09 0.43±0.05 2006.53+230.24−419.97 0.67
+0.17
−0.23 0.51
+0.48
−0.09
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J115626.34-005832.99 3.7896 3.5697 22.873 1.05±0.07 0.54±0.03 4866.59+290.67−408.62 4.41
+0.55
−0.69 0.10
+0.02
−0.01
J141838.72+010601.96 3.5360 3.6770 21.334 0.64±0.04 0.33±0.02 1726.16+23.78−28.40 0.43
+0.01
−0.01 0.61
+0.02
−0.02
J163442.98+425104.47 3.4660 3.7742 22.981 0.79±0.08 0.41±0.04 2599.42+4271.16−1430.10 1.08
+8.93
−0.75 0.30
+49.25
−0.20
J144805.20-014547.60 3.6276 3.7048 22.666 1.32±0.05 0.68±0.03 1877.53+325.19−213.79 0.74
+0.29
−0.15 0.73
+0.24
−0.18
J120357.95+003205.17 3.7292 3.6928 21.425 0.79±0.05 0.41±0.03 1934.55+59.39−86.68 0.60
+0.04
−0.05 0.54
+0.05
−0.03
J115616.98-005937.06 3.7712 3.7115 23.208 0.83±0.04 0.43±0.02 2066.89+476.49−481.92 0.70
+0.38
−0.28 0.48
+0.41
−0.15
J141550.76+010300.23 3.7984 3.6674 22.698 1.15±0.04 0.59±0.02 2884.03+199.24−184.31 1.63
+0.24
−0.20 0.29
+0.04
−0.03
J120434.28+003224.77 3.9684 4.0072 22.249 1.97±0.07 1.01±0.04 2824.30+132.26−340.67 2.07
+0.20
−0.45 0.39
+0.13
−0.03
J092553.16+023956.30 3.5332 3.7371 21.950 2.54±0.06 1.30±0.03 1238.04+20.27−17.63 0.46
+0.02
−0.01 2.27
+0.07
−0.07
J141812.47+010604.50 3.7016 3.6594 22.882 1.09±0.04 0.56±0.02 2095.80+138.18−140.62 0.83
+0.12
−0.11 0.53
+0.09
−0.06
J144803.28-014219.31 3.6792 3.6677 22.450 1.53±0.06 0.79±0.03 4551.36+468.54−370.78 4.72
+1.06
−0.72 0.13
+0.03
−0.02
J141844.60+010747.04 3.6708 3.6364 22.747 1.08±0.06 0.56±0.03 2377.53+103.95−98.11 1.07
+0.10
−0.09 0.41
+0.04
−0.03
J091408.20-012511.99 3.9384 4.0881 22.582 0.25±0.04 0.13±0.02 6279.48+1180.36−951.97 3.42
+1.47
−0.91 0.03
+0.01
−0.01
J144742.69-013140.47 3.7912 3.6181 22.964 0.35±0.04 0.18±0.02 1388.73+368.28−102.73 0.20
+0.13
−0.03 0.71
+0.13
−0.24
3.2 Black hole mass and Eddington ratio
As introduced in Section ??, the virial black hole mass can be estimated under as-
sumption of virialized motion of the gas clouds in broad-line region (BLR) with
MBH ∝ rBLRv2BLR, where rBLR and vBLR are the radius and velocity of the BLR, re-
spectively. We follow the calibration of the C IV-based black hole mass estimate
in Vestergaard & Peterson (2006) as below:
log(
MBH,vir
M⊙
) = 6.66 + 0.53log(
λL1350
1044 erg s−1
) + 2log(
FWHMCIV
km s−1
). (3.1)
The monochromic luminosity at 1350Å, L1350, is estimated with the ﬂux of best-
ﬁtting continuum at 1350Å. In Figure 3.2, the L1350 distribution versus the CIV
FWHM of the HSC quasars are shown by red stars. They have a mean CIV
FWHM of 3351 km/s, with a 1σ scatter of 1799 km/s. Compared to the lumi-
nous SDSS quasars with a mean CIV FWHM of 5674 km/s, the less-luminous
HSC quasars tend to have narrower CIV line width. It should be noted the CIV
FWHM can be biased to small value if the narrow component of the CIV emis-
sion is stronger than the broad component, and the FWHM of entire proﬁle is
dominated by the narrow component. Since the HSC quasars are faint, the ones
with a strong narrow component are more easier to be identiﬁed. The broad com-
ponents in these quasars are thus too weak to have a contribution to the entire
FWHM. Moreover, quasars with potentially broad CIV emission may be detected
in the “possible quasar sample”, and are missed here.
The Eddington luminosity of the quasars can be calculated with black hole
mass as following:
LEdd = 1.26× 1038(MBH/M⊙)erg/s. (3.2)
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Figure 3.2: L1350vs. FWHM(C IV) distribution of the main HSC quasar sample.
Red stars are our HSC quasars at z ∼ 4. The errors are evaluated from the 100
mock spectra. The ones with black edge are obtained in the DEIMOS observa-
tion. The gray dots are the SDSS quasars at 3.4 < z < 4.3 in Shen et al. (2011),
and the black contour denotes their distribution on the ﬁgure.
Applying the bolometric correction factor in Richards et al. (2006b), the bolomet-
ric luminosity Lbol can be estimated with
Lbol = 3.81× λL1350erg/s. (3.3)
The Eddington ratio can then be derived with λEdd = Lbol/LEdd. We summarize
the virial black hole masses and Eddington ratios of our z ∼ 4 HSC quasars in
Table 3.1.
In Lbol-MBH plane shown in Figure 3.3, the HSC main quasars cover a wide
bolometric luminosity range of 45.11 < logLbol erg/s < 46.85, which is over
one order of magnitude less-luminous than most of the currently known z ∼ 4
quasars with black hole mass estimates. The wide luminosity coverage therefore
yields in a broad black hole mass distribution of 7.30 < logMBH/M⊙ < 9.73
with a mean value at 8.48M⊙, and an Eddington ratio distribution of −1.53 <
logλEdd < 0.88 with a mean value at -0.38. Compared to the luminous SDSS
quasars at the same epoch in Shen et al. (2011), the mean black hole mass of our
HSC quasars is one-order of magnitude less-massive while the mean Eddington
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Figure 3.3: The Lbol-MBH plane. Red stars are our z ∼ 4HSC quasars. Error bar
is evaluated from the 100 mock spectra. The ones with black edge are obtained
in the DEIMOS observation. Gray dots are the SDSS quasars at 3.4 < z < 4.3 in
Shen et al. (2011), and the black contour denotes their distribution in the ﬁgure.
The blue dots, magenta polygons and green squares are 3 < z < 3.5 quasars
with MgII-based black hole mass in Netzer et al. (2007), Zuo et al. (2015), and
Trakhtenbrot et al. (2016), respectively.
ratio keeps consistent, as shown in Figure 3.4. It indicates a rapid growth even
for less-luminous quasars at z ∼ 4, in accordance with previous works suggesting
massive black holes are rapidly growing in the early universe with an accretion
rate close to the Eddington limit (e.g., Banados et al., 2018). Meanwhile, we com-
pare the z ∼ 4 HSC quasars to the currently known z ∼ 4 quasars with MgII-
based virial black hole mass estimates, which are thought to be less affected by
the BLR dynamics than the C IV-based calibration, as discussed in Section ??.
Quasar samples in Netzer et al. (2007) and Trakhtenbrot et al. (2016) have a
bolometric luminosity overlap with our HSC quasars, but it should be noted that
their samples cover a bit lower redshift range of 3 < z < 3.5 than our HSC
quasars. Although the sample size in their works is limited, our HSC quasars
show a consistent black hole mass and Eddington ratio distributions to their es-
timates within the uncertainty of C IV-based virial black hole mass estimate, i.e.,
∼ 0.34 dex (Vestergaard & Peterson, 2006).
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Figure 3.4: The black hole mass (left), Eddington ratio (middle) and bolometric
luminosity (right) histograms for the z ∼ 4 HSC quasars in this work (red) and
SDSS quasars in Shen et al. (2011) (gray). The mean values are denoted by arrows.
3.3 Active black hole mass function and Eddington ra-
tio distribution function
3.3.1 Binned z ∼ 4 BHMF and ERDF
With ourHSC quasars, the binned BHMF for broad-line quasars at 3.4 < z < 4.3
can be obtained following the 1/Vmax method (Schmidt, 1968):
Φ(MBH) =
1
∆logMBH
∑
k
1
V kmax
, (3.4)
where
V kmax =
∫ zmax
zmin
Ω(i, z′)
dV
dz′
dz′ (3.5)
is the effective survey volume accessible under the i−bandmagnitude of the k−th
quasar in the sample, with the effective survey area Ω(i, z′) and redshift range
(zmin, zmax) determined. Here, we adopted zmin = 3.4 and zmax = 4.3 as the
minimum and maximum redshift of the binned BHMF. Since our main quasar
sample are selected from the entire z = 4 HSC quasar candidates and no further
selection is applied, the effective survey area Ω(i, z′) can be converted from the
one used for the z = 4 quasar luminosity in Akiyama, He et al. (2018). It should
be noted the candidates selected for the spectroscopic follow-up observations do
not uniformly distribute on the i − z plane. We therefore ﬁrstly evaluate the
fraction of selected candidates in each (i, z) bin, with an interval of∆i = 0.2 and
∆z = 0.1, by comparing the number counts of the selected candidates for follow-
up observations and total candidates. Here, for identiﬁed quasars, we use the
36
spectroscopically conﬁrmed redshift, while the photometric redshift is adopted
for the remaining candidates. This fraction is multiplied to the survey selection
function in each (i, z) bin, which is calculated in Akiyama, He et al. (2018). The
resulting effective area for the HSC main sample is shown in Figure 3.5. Since
Figure 3.5: Effective area for the HSC main sample on the i−band vs. redshift
plane. The color bar suggests a larger area with redder color.
the redshift coverage of our HSC quasars is narrow, we do not consider strong
number density evolution in the redshift interval. By integrating the effective
survey area multiplied by the cosmological volume unit (dV /dz′)dz′ for each
quasar at the i−band magnitude across the redshift range, the effective survey
volume can be determined.
We divide the black hole mass range of 7 < logMBH/M⊙ < 10 into 12 bins
with an interval of 0.25 dex. The uncertainty of the binned BHMF is evaluated
following the Poisson statistics:
σ = [
∑
k
1
V kmax∆logMBH
]1/2. (3.6)
The number counts and binned BHMF in each bin between logMBH−∆logMBH/2
and logMBH+∆logMBH/2 are summarized in Table 3.2. And the resulting binned
BHMFs are plotted by red error bars in left panel of Figure 3.6. A roughly ﬂat
trend, without a clear turnover over the mass range of logMBH/M⊙ ∼ 7− 10 is
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Table 3.2: Binned z = 4 BHMF for broad-line quasars.
logMBH/ N Φ(MBH) /
M⊙ 10−7 Mpc−3 dex−1
7.00 0.0 -
7.25 2.0 1.70 ± 1.21
7.50 1.0 0.16 ± 0.16
7.75 7.0 13.91 ± 9.35
8.00 5.0 2.97 ± 1.46
8.25 9.0 5.38 ± 2.00
8.50 16.0 11.53 ± 3.23
8.75 6.0 4.59 ± 2.29
9.00 6.0 2.30 ± 0.94
9.25 2.0 0.94 ± 0.67
9.50 2.0 2.31 ± 1.67
9.75 1.0 1.08 ± 1.08
10.00 0.0 -
found. Compared to the binned z = 3.75BHMF inKelly & Shen (2013) evaluated
by the SDSS luminous quasars, the binned BHMFs derived in this work show a
consistent value in high black hole mass range of logMBH/M⊙ ∼ 9− 10. Below
logMBH/M⊙ < 9, since our HSC quasars are over one order of magnitude less-
luminous than their sample, we are potentially able to detect less-massive black
holes. The number densities are thus higher than their results in less-massive
bins. The large error bars in the largest and smallest mass bin is due to limited
quasar counts there, as we set an upper and lower magnitude limit of i = 20 and
i = 23.5 for the follow-up quasar candidates. It should be noted the total SDSS
survey area (i.e., 6248 deg2) is ∼ 100 times larger than that of our HSC quasars
in this work.
The binned ERDF for broad-line quasars at 3.4 < z < 4.3 can be obtained
in the same way following the 1/Vmax method:
Φ(λEdd) =
1
∆logλEdd
∑
k
1
V kmax
, (3.7)
where V kmax is the same effective survey volume used for the binned BHMF. We
divided the Eddington ratio range of −2 < logλEdd < 1 into 10 bins with an
interval of 0.3 dex. The uncertainty of the binned ERDF is measured following
the Poisson statistics:
σ = [
∑
k
1
V kmax∆logλEdd
]1/2. (3.8)
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Figure 3.6: Left: z ∼ 4 binned and ﬂux-limit corrected active BHMFs constrained
by the HSC quasars. Red and black error bars are binned z ∼ 4 HSC BHMF de-
rived in this work, and binned z = 3.75 SDSS BHMF measured in Shen & Kelly
(2012), respectively. Lines are the ﬂux-limit corrected BHMFs estimated by the
maximum likelihoodmethod in Schulze &Wisotzki (2010). Solid and dashed lines
are determined by a Schechter and log-normal ERDF, respectively. Red and blue
lines are determined by a double power-law and Schechter BHMF, respectively.
Red shaded areas denote the uncertainty of the corrected HSC BHMF with the
Schechter model. Right: the z ∼ 4 binned and ﬂux-limit corrected ERDFs con-
strained by the HSC quasars. The meaning of the lines are the same with the ones
in the left panel. The red shaded areas mark the uncertainty of the corrected HSC
ERDF.
The number counts and binned ERDF in each bin between logλEdd−∆logλEdd/2
and logλEdd + ∆logλEdd/2 are summarized in Table 3.3. The resulting binned
ERDFs are shown by red error bars in the right panel of Figure 3.6. Due to the
ﬂux limit of our HSC quasars, only massive black holes beyond the ﬂux limit in
small Eddington ratio bins can be detected. As a result, a decline toward low λEdd
end is found.
In Figure 3.7, we examine the black hole mass dependence of the binned
ERDF by estimating the binned ERDF for our HSC quasars in black hole mass
range of logMBH/M⊙ < 8.6 (i.e., the mean black hole mass of the HSC quasars)
and logMBH/M⊙ > 8.6, with the same 1/Vmax method explained above. Both
binned ERDFs of the massive and less-massive quasar subsamples show a con-
sistent shape and value with each other within the uncertainty, i.e., there is no
signiﬁcant black hole mass dependence of the binned ERDF. In the less-massive
subsample, due to the ﬂux limit of the entire sample, quasars with small Edding-
ton ratio can not be detected, resulting in no counts in small Eddington ratio
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Table 3.3: Binned z = 4 ERDF for broad-line quasars.
logλEdd N Φ(λEdd)
10−7 Mpc−3 dex−1
-2.00 0.0 -
-1.70 0.0 -
-1.40 2.0 2.35 ± 1.71
-1.10 4.0 1.95 ± 1.11
-0.80 7.0 5.02 ± 2.19
-0.50 16.0 6.74 ± 1.92
-0.20 19.0 18.67 ± 8.08
0.10 5.0 1.68 ± 0.81
0.40 3.0 1.99 ± 1.22
0.70 0.0 -
bins.
Figure 3.7: Binned ERDFs for our HSC quasars in mass range of logMBH/M⊙
< 8.6 (open blue circles) and of logMBH/M⊙ > 8.6 (ﬁlled red dots), respectively.
The red dots are shifted by 0.05 dex for easy looking.
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3.3.2 Flux-limit corrected z ∼ 4 BHMF and ERDF
As mentioned in the binned BHMF and ERDF, due to the ﬂux limit of the quasar
sample, in small black hole mass bins, only quasars with high Eddington ratios
can be detected, i.e., a large fraction of quasars in small Eddington ratio bins are
missed in the determination of binned BHMF and ERDF. To correct for the eff-
fect of the ﬂux limit, previous works (e.g., Schulze &Wisotzki, 2010; Kelly & Shen,
2013) assume an intrinsic distribution for both of BHMF and ERDF, and attempt
to reproduce the MBH − λEdd distribution of the real objects through statistical
methods. In this work, we apply the maximum likelihood method described in
Schulze & Wisotzki (2010). The details are described below.
The ﬂux-limit corrected BHMF and ERDF are together determined through
a maximum likelihood ﬁtting (Marshall et al., 1983) to the observed data by min-
imizing the function S = −2lnL, where L is the likelihood of detecting the ob-
served quasars, given the forms of the intrinsic distribution for both of BHMF
and ERDF. Then the likelihood function is
S = −2ln
∑
i
p(MBH,i, λEdd,i) + 2
∫ ∫
p(MBH, λEdd)dlogMBHdlogλEdd, (3.9)
where the bivariate probability distribution of black hole mass and Eddington
ratio, p(MBH, λEdd), is given by
p(MBH, λEdd) =
∫
Ω(MBH, λEdd, z
′)PλEdd(λEdd)Φ(MBH)(dV /dz
′)dz′. (3.10)
The effective survey volumeΩ(MBH, λEdd, z′) is estimated using the same method
for the binned BHMF. Following equation 3.2-3.3, at each (MBH, λEdd) bin, we can
infer the bolometric luminosity, which can be further converted to the UV abso-
lute magnitude using the calibration in Richards et al. (2006b). The effective sur-
vey volume Ω(MBH, λEdd, z′) is then directly provided by Ω(M ′1450, z
′). We refer
to the effective survey area as a function of redshift and UV absolute magnitude,
Ω(M ′1450, z
′), from Akiyama, He et al. (2018). The normalized ERDF PλEdd(λEdd)
is
PλEdd(λEdd) =
Φ(λEdd)∫
Φ(λEdd)dlogλEdd
. (3.11)
For the shape of intrinsic BHMF, we assume it follows either of a double
power law
Φ(MBH) =
φ∗/M∗
(MBH/M∗)−α + (MBH/M∗)−β
, (3.12)
or a Schechter function
Φ(MBH) =
φ∗
M∗
(
MBH
M∗
)αexp(−MBH
M∗
), (3.13)
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since the double power-law and Schechter function can well ﬁt the AGN lumi-
nosity function and galaxy mass function, respectively.
For the shape of intrinsic ERDF, we assume it follows either of a Schechter
function
Φ(λEdd) =
φ∗
λ∗Edd
(
λEdd
λ∗Edd
)αexp(−λEdd
λ∗Edd
), (3.14)
or a log-normal function
Φ(λEdd) =
1
λEdd
√
2piσ2
exp(−(lnλEdd − µ)
2
2σ2
). (3.15)
As the virial black hole mass estimator is thought to have an error of 0.2-0.4
dex (Vestergaard & Peterson, 2006), following the method in Schulze et al. (2015),
we include this scatter in determining the corrected BHMF and ERDF by con-
volving the bivariate probability distribution of black hole mass and Eddington
ratio, p(MBH, λEdd), following
p(M ′BH) =
∫
p(MBH, λEdd)g(M
′
BH|MBH)dlogMBH, (3.16)
where
g(M ′BH|MBH) =
1
2piσCIV
exp(−(logM
′
BH − logMBH)2
2σ2CIV
). (3.17)
The scatter of the C IV-based black hole mass is measured to be 0.34 dex (Vester-
gaard & Peterson, 2006), i.e., σCIV = 0.34 dex.
Schulze et al. (2015) also introduces black hole mass dependence of the ERDF
in the ﬁtting procedure. Since Figure 3.7 suggests no signiﬁcant black hole mass
dependence of ERDF in our sample, we do not consider this factor to reduce the
ﬁtting complexity.
Since bright objects at i < 20 are excluded in our HSC quasar sample, we have
rare quasars in high mass bins, as the large error bar suggested in the two largest
mass bins of the binned BHMF. To reduce the effect on ﬁtting, we combine our
HSC quasars with a subsample of SDSS luminous quasars in Shen et al. (2011).
To construct the subsample, we restrict the redshift range of the SDSS quasars
to that of our HSC quasars, i.e., 3.4 < z < 4.3, and randomly select them to
match their number counts in mass bins of logMBH/M⊙ = 9.25 − 9.5 to that
of our HSC quasars, since the binned BHMFs derived by our HSC quasars show
a consistent value with that obtained from the SDSS quasars in those two bins.
In total, we select 16 luminous quasars in mass range of logMBH/M⊙ = 8.44 −
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10.25. The color selection function is provided by Richards et al. (2006b), and
the total effective survey area is estimated to be 6248 deg2 (Shen et al., 2011). We
normalized the effective survey volume of the SDSS quasar subsample by their
total count to the entire SDSS quasar sample.
We minimize S with the downhill simplex algorithm (Nelder & Mead, 1965).
The black hole mass, Eddington ratio and redshift range for the integration are
chosen to be logMBH/M⊙ ∼ 7−11, logλEdd ∼ −2 - 1, and 3.4 < z < 4.3, respec-
tively. We summarized the best-ﬁtting results for the four model combinations
in Table 3.4. To estimate the uncertainty of the free parameters, the parameter
is changed from its best value to a different value, and ﬁxing the parameter at
the value, the same minimization process is applied for the other parameters and
we evaluate the change of the minimum S value from the best ﬁt value of S. We
assume the uncertainty follows a χ2 distribution so that the uncertainty of the pa-
rameters can be determined if the derived S value is within 1 from the best-ﬁtting
S value.
In Figure 3.6, we plot the best-ﬁtting BHMFs and ERDFs from the four com-
binations of functions in the left and right panel, respectively. The normaliza-
tions of the ERDFs are determined by matching the integrated number den-
sity of the derived ERDF over −2 < logλEdd < 1 to that of the BHMF over
7 < logMBH/M⊙ < 11. The ﬂux-limit corrected BHMF and ERDF are con-
sistent to the binned BHMF and EDER, in range of logMBH/M⊙ > 8.5 and
logλEdd > −0.3, respectively, suggesting our HSC quasars are rather complete in
these ranges. However, in the lowerMBH and λEdd ranges, a signiﬁcant correction
due to the ﬂux limit is necessary, especially in the range of logMBH/M⊙ < 7.5 for
the BHMF, and logλEdd < −0.7 for the ERDF, respectively. After correcting for
the ﬂux limit, the double power-law and Schechter BHMFs show a ﬂat or increas-
ing less-massive end, respectively, without a clear turnover over the entire range
of 7 < logMBH/M⊙ < 11. Meanwhile, the Schechter and log-normal ERDFs
show an increasing and declining small-λEdd end, respectively. The slope discrep-
ancy in the small-λEdd end between the Schechter and log-normal ERDFs may
be due to an intrinsic turnover enforced by the log-normal model. In the high-
est mass/Eddington ratio bins, the corrected BHMFs and ERDFs show a steeper
decline compared to the binned BHMF and ERDF, respectively, due to the sta-
tistical scatter in the virial black hole mass estimate taken into consideration.
Since we can not directly examine the goodness of ﬁt from the minimum S
value, we further carried out a two-dimensionalKolmogorov-Smirnov test (Fasano
& Franceschini, 1987) to determine the best model combination by comparing the
expectedMBH vs. λEdd distribution to the real one. We summarized the probabil-
ities, which describe the two distributions are from the same parent distribution,
for the four model combinations in Table 3.4. While all of the four combinations
have a probability over 3σ, we adopt the double-power-law BHMF and Schechter
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ERDF as the best ﬁtting results since it has the highest probability.
3.4 Discussion
3.4.1 Cosmological evolution of BHMF and ERDF
In the left and right panel of Figure 3.8, we compare the ﬂux-limit corrected z = 4
Figure 3.8: Left: broad-line BHMFs from z = 0 to z = 6. Red and black line is
the ﬂux-limit corrected BHMF at z ∼ 4 estimated by our HSC quasars and the
SDSS quasars (Kelly & Shen, 2013), respectively. Cyan dashed, blue dotted, green
dash-dotted lines are the local, z = 1.4 and z = 6 BHMF in Schulze & Wisotzki
(2010), Nobuta et al. (2012), and Willott et al. (2010), respectively. Right: ERDFs
from z = 0 to z = 4. The meaning of lines are the same with the left panel.
BHMF and ERDF derived from our HSC quasars to that constrained by the SDSS
luminous quasars in Kelly & Shen (2013), respectively. Kelly & Shen (2013) con-
strains the BHMF and ERDF for broad-line SDSS AGNs from z = 0 to z ∼ 5
through a Bayesian approach. For the BHMF at z = 4, compared to the SDSS
corrected BHMF at z = 3.75, the HSC corrected BHMF has a consistent value
in range of logMBH/M⊙ > 9, and an over one order of magnitude larger value
at logMBH/M⊙ < 8.5. For the ERDF at z = 4, compared to the SDSS cor-
rected ERDF at z = 3.75, the HSC corrected ERDF has a consistent slope in
range of logλEdd > −0.5, and a ﬂat low-λEdd end. The discrepancy at the low-
mass and low-λEdd end is mainly due to deeper ﬂux limit of our HSC quasar sam-
ple, which are 2-3 magnitude less-luminous than the SDSS ones. More quasars
with small λEdd in low mass range can thus be detected in our HSC sample than
the SDSS sample. Kelly et al. (2010) measured a completeness of ∼ 10% down
to logMBH/M⊙ ∼ 9 and logλEdd ∼ −0.7 at z ∼ 4 with the ﬂux limit of the
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SDSS quasars. That is the reason of signiﬁcantly enhanced uncertainty of the
SDSS BHMF and ERDF in range of logMBH/M⊙ < 9 and logλEdd < −0.5 at
z = 3.75. With our HSC quasars, this 10% completeness is extended down to
logMBH/M⊙ ∼ 7.8 for the z = 4 BHMF.
In the left panel of Figure 3.8, we investigate the cosmological evolution of
broad-line BHMF from z = 0 to z = 6. The broad-line BHMF at z = 0 and
z = 1.4 are evaluated by a z < 0.3 broad line AGN sample covering a wide
luminosity range from Seyfert 1 galaxy to quasar in the Hamburg/ESO Survey
(HES) (Schulze & Wisotzki, 2010), and an X-ray-selected broad line AGN sample
at z ∼ 1.4 in the Subaru XMM-Newton Deep Survey (SXDS) (Nobuta et al.,
2012), respectively. In low mass range of logMBH/M⊙ < 8.5, the HSC BHMF
at z ∼ 4 shows an increasing low-mass end similar to the local BHMF, while a
clear turnover at logMBH/M⊙ ∼ 8.5 is found in the z = 1.4 BHMF. Nobuta et
al. (2012) explains the turnover as possibly higher obscuration fraction in low-
luminosity AGNs at higher redshifts, which are suggested by previous works (e.g.,
Hasinger et al., 2008; Merloni et al., 2014). In high mass range of logMBH/M⊙ >
8.5, the z ∼ 4 HSC BHMF has a bit ﬂatter slope to the z = 1.4 BHMF, while
the local BHMF follows an even steeper increase toward the low-mass end. At
z ∼ 6, Willott et al. (2010) derived the total BHMF converted from the quasar
luminosity function by assuming an Eddington ratio distribution following the
observed distribution of their quasars. They further correct for the obscuration
fraction and quasar active fraction. Although the uncertainty of z = 6 BHMF is
large, we compare our HSC z ∼ 4 BHMF to their result: the HSC z = 4 BHMF
has a similar shape to the z = 6 one with a different normalization.
The cosmological evolution of BHMF at each ﬁxed mass bin can be clearly
seen in the left panel of Figure 3.9. From z = 4 to the local universe, the number
density of massive black holes ﬁrstly keeps constant and then sharply decrease
since z = 2, while that of less-massive black holes slightly increases toward z = 2
and keeps constant afterwards. The mass dependence of the BHMF evolution
may indicate a “down-sizing” trend of the SMBH growth, i.e., the massive ones
grow in the early time and the less-massive ones assemble in the later time.
In right panel of Figure 3.8, we investigate the cosmological evolution of
ERDF from z = 0 to z = 4. With the same AGN sample used for estimat-
ing the BHMF, the ERDF at z = 0 and z = 1.4 is derived in Schulze & Wisotzki
(2010) and Nobuta et al. (2012), respectively. In low λEdd range of logλEdd < −1,
the z ∼ 4HSC ERDF shows a consistent value with the local and z = 1.4 ERDF.
In high λEdd range of logλEdd > −0.5, the HSC BHMF at z ∼ 4 has a ﬂatter slope
to the local and z = 1.4 BHMF. The cosmological evolution of ERDF at each
ﬁxed λEdd bin can be clearly seen in right panel of Figure 3.9. From z = 4 to
the local universe, the number density of high-λEdd black holes ﬁrstly keeps con-
stant and then sharply decreases since z = 2, while that of low-λEdd black holes
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Figure 3.9: Cosmological evolution of BHMF (left) and ERDF (right) at each
ﬁxed mass and λBH bin, respectively. Dotted lines connect the z ∼ 2, z ∼ 4 and
z ∼ 6 (z ∼ 2 and z ∼ 4) BHMFs (ERDFs) in Schulze et al. (2015), this work and
Willott et al. (2010) (Kelly & Shen (2013) and this work). Solid lines connect the
local BHMF in Schulze & Wisotzki (2010) to the z ∼ 1− 2 BHMFs in Schulze et
al. (2015). Dashed lines connect the BHMFs and ERDFs at each redshift bin in
Kelly & Shen (2013).
slightly increases toward z = 2 and roughly keeps constant afterwards. The λEdd
dependence of the ERDF evolution also indicates a “down-sizing” trend of the
SMBH growth, i.e., the SMBHs accreting at a high Eddington ratio dominate in
the early universe.
3.4.2 The duty cycle of quasars in galaxy at z ∼ 4
As the obscured AGNs can represent a signiﬁcant fraction of the total AGN pop-
ulation, to probe the total active BHMF at z ∼ 4, we correct for the obscuration
fraction to our broad-line HSC BHMF. It is found the obscuration fraction in-
creases with decreasing AGN luminosity (e.g., Hasinger et al., 2008; Merloni et
al., 2014). With an X-ray-selected AGN sample in XMM-COSMOS ﬁeld, Merloni
et al. (2014) determines an X-ray luminosity dependence of the obscuration frac-
tion, and found no signiﬁcant evolution of the dependence over 0 < z < 3.5.
Here, we adopt this X-ray luminosity-dependent obscuration correction:
f = 0.56 +
1
pi
arctan
43.89− logLX
0.46
. (3.18)
Following Schulze et al. (2015), we ﬁx the obscuration fraction to be 0.985 at log
LX < 43 since the correction gives a too high value in the low-luminosity ranges
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with a large uncertainty. Following the calibration in Marconi et al. (2004), the
X-ray luminosityLX can be converted from the bolometric luminosityLbol, which
can be inferred at each (MBH, λEdd) bin. We then apply the obscuration correction
to the corrected HSC BHMF and ERDF at each (MBH, λEdd) bin. The derived
type 1+2 BHMF is shown by dashed line in Figure 3.10. In high mass range
Figure 3.10: The total active (type1+2; red dashed line) and total (active+inactive;
black solid line) BHMFs at z ∼ 4. The red line is the HSC BHMF derived in this
work, with the uncertainty marked by the shaded area.
of logMBH/M⊙ > 9, broad-line quasars domain the AGN population, while
a signiﬁcant obscuration correction of > 80% is found in the low mass range
of logMBH/M⊙ < 8. The correction in the low mass ranges yield in a steeply
increasing low-mass end for the total active BHMF at z ∼ 4.
Meanwhile, the total BHMF including inactive SMBHs (with logλEdd < −2)
can also be estimated from the stellar mass function with an assumed black hole
mass to bulge/stellar mass relation, i.e., theMBH−MBulge orMBH−M∗ relation.
Although an evolution is suggested in the MBH −MBulge or MBH −M∗ relation
(e.g., McLure et al., 2006; Decarli et al., 2010), a comparable MBH/M∗ ratio to
the local universe is also found with a deeper AGN sample at z ∼ 1 (e.g., Jahnke
et al., 2009) and z ∼ 6 (e.g., Willott et al., 2017). Schulze & Wisotzki (2014)
further suggests no statistically signiﬁcant evolution in theMBH −M∗ relations
after considering the sample ﬂux limit at high redshifts. We thus adopt the local
MBH−MBulge relation in McConnell & Ma (2013), and assume it has no evolution
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out to z ∼ 4. The stellar mass function is referred from Ilbert et al. (2013). The
total BHMF can then be obtained following
Φ(logMBH) =
1√
2piσ
∫
exp(−(logMBH − α− βlogM
∗)2
2σ2
)Φ(logM∗)dlogM∗,
(3.19)
where Φ(logM∗) is the stellar mass function at z ∼ 4, and α = 8.46, β = 1.05
and σ = 0.34 are normalization, slope and intrinsic scatter of theMBH −MBulge
relation in McConnell & Ma (2013). The resulting total BHMF at z ∼ 4 is shown
by black line in Figure 3.10.
With the total BHMF, we are able to estimate the duty cycle for broad-line
and total active SMBHs at z ∼ 4 from the broad-line and total active z ∼ 4
BHMF, respectively. Left and right panel of Figure 3.11 shows the results for
broad-line and total active SMBH population, respectively. Although suffering
from large uncertainty, the duty cycle of broad-line active SMBHs keeps constant
with a value of ∼ 3% over a wide mass range of 7 < logMBH/M⊙ < 9. In high
mass range of logMBH/M⊙ > 9, a signiﬁcant increase toward high-mass end is
found. For total active SMBH population, the signiﬁcant obscuration correction
in the low-mass end yields in a roughly constant duty cycle of ∼ 10 − 30% in
range of 7 < logMBH/M⊙ < 9.5.
We further investigate cosmological evolution of duty cycle for broad-line and
total active SMBHs at z ∼ 4 in left and right panel of Figure 3.11, respectively.
The quasar duty cycles at 1.2 < z < 2 are obtained from Schulze et al. (2015)
with the samemethodmentioned above. Schulze et al. (2015) also derives the duty
cycle at 0.5 < z < 1.1 based on the SDSSDR7 quasars in range of logMBH/M⊙ >
8, below which the ﬂux limit of the SDSS quasars can yield in a large uncertainty.
Furthermore, Schulze & Wisotzki (2010) evaluates the local duty cycle by directly
comparing the local active BHMF to the well-established local total BHMF from
Marconi et al. (2004). For both of broad-line and total active SMBH population,
a strong mass dependence of the duty cycle evolution is implied: there is no strong
evolution in low-mass end, while a signiﬁcant evolution is detected in high-mass
end from z = 4 to z = 0. Seen in left panel of Figure 3.11, at z < 1, the duty cycle
for broad-line AGNs shows a declining trend from∼ 3% to< 0.1% toward high-
mass end, while it keeps roughly constant with a value of∼ 3% at z ∼ 1. Beyond
z > 1, the duty cycle indicates an increase to∼ 10− 30% toward high-mass end,
especially in range of logMBH/M⊙ > 9. The evolution trend is again indicative
of the “down-sizing” SMBH growth, i.e., massive SMBHs are more active in the
early universe.
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Figure 3.11: Cosmological evolution of duty cycle for type 1 (left) and total (right)
quasar population. The red lines show the results for our HSC BHMFs. The blue,
green, cyan and yellow lines are duty cycle at z = 0.8, z = 1.2, z = 1.6 and z = 2
given by Schulze et al. (2015), and black one is result at z = 0.1 based on the
BHMF from Schulze & Wisotzki (2010).
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Chapter 4
Clustering analysis
In this chapter, to estimate the duty cycle of low-luminosity quasars in halo at
z ∼ 4, we adopt the angular CCF between them and z ∼ 4 LBGs to examine the
clustering of low-luminosity quasars at z ∼ 4, and to probe their host halo mass.
To measure the CCF, a sample of z ∼ 4 LBG is selected, and the selection is
reviewed in Section 4.1. The results of angular CCF is summarized in Section 4.2,
and the discussions are describes in Section 4.3. This chapter is mainly based on
the published paper, He et al. (2018). All ﬁgures are from He et al. (2018).
4.1 z ∼ 4 LBG sample
4.1.1 Sample of z ∼ 4 LBGs from the HSC dataset
The z ∼ 4 LBG candidates are selected from the S16A Wide-layer imaging in a
similar way to that of the z ∼ 4 quasar candidates. Different from the quasars,
we ﬁrstly select extended candidates which do not meet either of the equations
(2.1-2). As Figure 9 in Akiyama, He et al. (2018) shows, thanks to the image quality
of the i-band HSC Wide-layer images, extended galaxies can still be distinguish-
able from stellar quasars even at z > 3.
We then apply the color selection criteria to select z ∼ 4 candidates from
the extended sample. The color selection criteria of z ∼ 4 LBGs is determined
with a library of model LBG SED, because the spectroscopically-identiﬁed LBGs
at z ∼ 4 are still limited with the detection depth of the HSC Wide-layer imag-
ing. Using the stellar population synthesis model in Bruzual&Charlot (2003), a
Salpeter initial mass function (Salpeter, 1955) and the Padova evolutionary track
(Fagotto et al., 1994a,b) for solar metallicity, we constructed the model SEDs.
An exponentially declining star-formation history with ψ(t) = τ−1exp(−t/τ),
where τ =50 Myr and t = 300Myr (e.g., Shapley et al., 2001; Nonino et al., 2009),
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Figure 4.1: The g − r (left) and r − z (right) colors of mock LBGs (red line and
error bars) and spectroscopically conﬁrmed ones (blue dots) on theHSC-SSP S16A
Ultra-Deep layer imaging at z ∼ 2.5− 5.
is adopted.
In addition to the stellar continuum component, a Lyα emission line at 1216Å
is added with a random EWLyα in the range of 0-30Å, as suggested by the dis-
tribution of EWLyα in luminous LBGs with MUV ∼ −23.0-−21.5 (Ando et al.,
2006, e.g.,). We apply extinction following the dust extinction law in Calzetti et
al. (2000), where E(B−V) is assumed to have a Gaussian distribution with a mean
of 0.14 and 1σ of 0.07 (Reddy et al., 2008). As the reproduced scatter in the g − r
color is smaller than the real one of galaxies at z ∼ 3, we expand the distribution
of the color excess with σ = 0.14. In total, we construct 3,000 SED templates,
and we redshift each one to z = 2.5-5.0 with an interval of 0.1. We further apply
the attenuation by the intergalactic medium to the redshifted templates following
the updated number density of the Lyα absorption systems in Inoue et al. (2014).
The scatter in the number density of the systems along different line of sights is
determined with the Monte Carlo method used in Inoue & Iwata (2008) (Inoue,
private communication).
In Figure 4.1, the distributions of the g−r and r−z colors of the mock LBGs
are compared to those of spectroscopically conﬁrmed ones at i < 24.5 in theHSC-
SSP Ultra-Deep layer imaging. We do not include narrow-band selected LBGs
with spectroscopy information as they can be biased towards the Lyα emitters
with large EW(Lyα). At z ∼ 3, we well reproduce the color distributions of the
spectroscopically conﬁrmed LBGs, while the mock LBGs tend to be redder in the
g− r and r− z color than the real LBGs at z > 3.5. As the discrepancy is within
the scatter and size of spectroscopically conﬁrmed LBGs is limited at z > 3.5, we
adopt the current mock LBG library in the clustering analysis.
Considering the color distributions of the mock and spectroscopically con-
ﬁrmed LBGs, the color selection criteria of the z ∼ 4 candidates on the g − r vs.
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Figure 4.2: Color selection criteria of z∼4 LBGs on the g − r vs. r− z two-color
diagram. Blue crosses, black triangles, red stars and purple inverted triangle are
spectroscopically conﬁrmed LBGs at 0.2 < z < 0.8, 0.8 < z < 3.5, 3.5 < z <
4.5 and z > 4.5, covered by the HSC Ultra-deep-layer imaging. We only show
5.0% of LBGs at 0.2 < z < 0.8 and 0.8 < z < 3.5 to for clariﬁcation. Green
dots show colors of stars in Gunn & Stryker (1983). Solid black line is the track
of the model LBG. Black squares and error bars denote the average and 1σ color
scatter of the mock LBGs along the track at z =2.5, 3.0, 3.5, 4.0 and 4.4. Pink
shaded area implies the 1σ r−z scatter of the mock LBGs. Blue dashed lines are
our selection criteria.
r− z two-color diagram is determined as shown in Figure 4.2 by the blue dashed
lines. Blue crosses, black triangles and red stars are spectroscopically conﬁrmed
LBGs at 0.2 < z < 0.8, 0.8 < z < 3.5 and 3.5 < z < 4.5, covered by the HSC
Ultra-deep-layer imaging. The color evolution track of the model LBG is plotted
by the black solid line, and the colors at z = 2.5, 3.0, 3.5, 4.0 and 4.4 are denoted
with 1σ scatter. The pink shaded region is the 1σ scatter in the r− z color along
the model track. The selection criteria are
0.909(g − r)− 0.85 > (r − z); (4.1)
(g − r) > 1.3; (4.2)
(g − r) < 2.5. (4.3)
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We determine the selection criteria to include as much as the mock z ∼ 4 LBGs
while preventing severe contamination from low-redshift galaxies. We adjust
the third criterion to match the maximum redshift of the less-luminous z ∼ 4
quasars. In order to reduce contaminations by low-redshift red galaxies and junk
objects, we add two additional criteria
(i− z) < 0.2; (4.4)
(z − y) < 0.2 (4.5)
following Figure 3 in Akiyama, He et al. (2018). The LBG sample is cut off at
i = 24.5 to reduce severe contamination by low-redshift galaxies at I > 24.5. In
total, a sample of 25790 z ∼ 4 LBG candidates at i < 24.5 is constructed.
4.1.2 Redshift distribution and contamination rate of the z ∼ 4
LBG sample
To determine the redshift distribution of the LBG candidates, we apply the same
selection criteria to mock LBGs. At each redshift bin with 0.1 interval between
3 < z < 5, we randomly pick up LBG templates from the SED library and nor-
malize their ﬂuxes to match the z ∼ 3.8 galaxy LF (Van der Burg et al., 2010)
in the magnitude range of 22.0 < i < 24.5. We then place 2000 mock LBGs at
random positions over the HSC Wide-layer images per deg2, and adopt the same
masking process in Section 2.2.3. At each position, we attach a Gaussian photo-
metric error, which is calculated using the relation between the ﬂux uncertainty
of real objects and the variance of images. We derived the relation using the im-
age variance within 1′′ × 1′′ and the model PSF size of the nearest real object at
each position. Applying the relation with a size of 1.5′′ can well reproduce the
photometric error of the real LBGs. Once we determine the photometric error
associated with each mock LBG, we apply the same color selection criteria to the
mock LBGs as for the real ones, and remove the mock ones with large magnitude
uncertainty > 0.1 in either of the i- or r-band. We measure the selection com-
pleteness as the fraction of survival mock LBGs among the entire mock LBGs
at each redshift bin. The tight selection criteria of z ∼ 4 LBGs results in a low
completeness of ∼ 10.0− 30.0% over 3.5 < z < 4.2.
The redshift distribution of z ∼ 4 LBGs is determined by multiplying the
completeness to the number of mock LBGs in the redshift bin. The resulting red-
shift distribution of the z ∼ 4 LBGs is plotted in Figure 2.4 by the blue histogram.
The z ∼ 4 LBGs have a mean redshift at z = 3.71, which is consistent to that
of the high- and low-luminosity quasar sample. A slight extension at z ∼ 3.3
is found in the z ∼ 4 LBG sample due to higher number density of LBGs in
22.0 < i < 24.5 at the redshift.
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To evaluate the contamination from low-redshift red galaxies with similar
colors to the z ∼ 4 LBGs, we utilize a i-band selected photometric redshift cata-
logue in the COSMOS region, which is constructed by a χ2 SED-ﬁtting technique
considering multi-band photometries from UV to mid-IR (Ilbert et al., 2008). As
introduced in Section 2.2, we match galaxies in the catalog to the median stacked
image in the HSC-SSP dataset with a radius of 1.0′′. The same color selection
criteria are applied to the matched galaxies. Here, only objects with an uncer-
tainty of photometric redshift less than 0.02 and 0.1 at z < 1.25 and z > 1.25,
respectively, are included.
Among 700 matched galaxies at 3.5 < zphot < 4.5, 117 galaxies meet the
selection criteria, resulting in a completeness of 17%, which is consistent with
that evaluated with the mock LBGs. Meanwhile, the contamination, deﬁned as
the fraction of survival galaxies at z < 3 or z > 5 among the entire galaxy sample
meeting the selection criteria at each magnitude bin of 0.1, is measured to be 10%
to 30% in the magnitude range of i = 23.5−24.5. The contaminating sources are
mainly from the galaxies at z < 1. The number of the expected contaminating
objects at z < 3 or z > 5 among the entire z ∼ 4 LBGs is further evaluated by
multiplying the contamination rate to the number of the LBGs at eachmagnitude
bin of 0.1. The resulting expected number of contaminating objects are 5886, i.e.
the contamination rate in the entire LBG sample is 22.8%.
4.1.3 Constructing random objects for the clustering analysis
A mock LBG sample containing randomly-distributed mock LBGs with simi-
lar color, redshift and magnitude distributions to the real LBGs is required to
count the quasar-mock LBG pair in the clustering analysis as introduced in Sec-
tion 1.4.2. In each redshift bin over z = 3−5 with an interval of 0.1, we construct
3000 mock LBG SEDs normalized to have i = 24.5, and randomly distribute
them over the Wide-layer images with a surface number density of 2,000 LBGs
per deg2. We attach photometric errors to each position with the same method
as described in section 4.1.2. After applying the same color selection criteria as
for the real objects, 150,756 random LBGs are constructed to simulate the global
distribution of the real LBGs.
4.2 Cross-correlation functions of the less-luminous and
luminous quasars at z ∼ 4
Since most of the z ∼ 4 quasar and LBG candidates are not spectroscopical con-
ﬁrmed, we evaluate the CCFs of the z ∼ 4 quasars and LBGs with the projected
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two point angular correlation function, ω(θ), adopting the estimator from Davis
& Peebles (1983),
ω(θ) =
DD(θ)
DR(θ)
− 1, (4.6)
where DD(θ) = 〈DD〉/NQSONLBG and DR(θ) = 〈DR〉/NQSONR are the nor-
malized counts of quasar - LBG pair and quasar - random LBG pair in an an-
gular separation between θ−∆θ and θ+∆θ, respectively. 〈DD〉 and 〈DR〉 are
the numbers of quasar - LBG and quasar - random LBG pairs in the annulus.
NQSO, NLBG and NR are the size of quasar, LBG and random LBG samples. 14
bins from 1′′ to 1000′′ are set in the logarithmic scale. The left and right panels
of Figure 4.3 plot the CCFs of the quasars and LBGs for the less-luminous and
luminous quasars, respectively, and Table 4.1 summarize the value in each bin.
We measure the uncertainty of the CCFs through the Jackknife resampling
(Zehavi et al., 2005). The entire survey area is divided into N = 22 sub-regions
with a similar area coverage. In i-th resampling, one of the subregions is ne-
glected to build a new set of samples of quasars, LBGs, and random LBGs, and
the CCF ωi is calculated with the new sample set. We measure the uncertainty
only with the diagonal elements of the covariance matrix
Cov(ωi, ωj) =
N − 1
N
N∑
k=1
(ωki − ωi)(ωkj − ωj), (4.7)
where ωi is the mean of ωi over the N Jackknife samples, because the diagonal
elements are sufﬁcient to recover the true uncertainty (Zehavi et al., 2005). The
uncertainty of CCFs in each bin is also measured from the scatter over the N
Jackknife samples. In several bins within a scale smaller than 10′′, the Jackknife
estimator fails to give a value as either of 〈DD〉 or 〈DR〉 pair have no counts in
any subsamples. We then use the Poisson error following the Poisson statistics
for a small sample (Gehrels , 1986) in Table 4.1 and Figure 4.3.
The binned CCF is ﬁtted through theχ2minimization with a single power-law
model
ω(θ) = Aωθ
−β − IC. (4.8)
We adopt a β of 0.86, which is measured with the ACF of the LBGs in the fol-
lowing section 4.2.1. IC is an integral constraint to compensate the offset yielded
by restricted survey area of the sample (Groth&Peebles, 1977). Following Roche
et al. (2002), which evaluated the integral constraint by integrating the real ω(θ)
on the total survey area Ω as
IC =
1
Ω2
∫ ∫
ω(θ)dΩ1dΩ2, (4.9)
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Figure 4.3: The quasar-galaxy CCFs at z ∼ 4. Blue dots are the observed mean
CCF ωobs of the low- (left) and high-luminosity quasars (right) with the z ∼ 4
LBGs obtained from the Jackknife resampling, respectively. In both panels, black
solid line is the best-ﬁtting power-law model in the scale of 10′′ to 1000′′. Red
dash-dotted line is the best ﬁt dark matter model ωDM (red long-dashed line)
adopting ML ﬁtting in the same scale based on the HALOFIT power spectrum
(Smith et al., 2003), while the blue dash-dotted line is the best ﬁt dark matter
model ω′DM (blue short-dashed line) after correcting for the contaminations in
the low-luminosity quasars and the LBGs. Orange dash-dot-dotted line in the
right panel is the expected CCF of the luminous quasars estimated by the lumi-
nous quasars ACF in Shen et al. (2009a). Green thick long-dashed and pink thick
dashed line are the best-ﬁtting power-law in the scale of 40′′ to 160′′ and of 40.0′′
to 1000.0′′, receptively. The logarithmic and the linear scale in the vertical axis
are plotted in the top and bottom panel, respectively.
we derive the integral constraint using random LBG-random LBG pairs over the
entire survey area by
IC =
∑
[RR(θ)Aωθ
−β]∑
RR(θ)
. (4.10)
Thanks to the wide survey area of the HSC-SSP, the value of IC/Aω is small
enough to be ignored in the ﬁtting process.
In this study, we are interested in the large scale clustering between two halos,
i.e. two-halo term. We thus do not take the scale dominated by the excess within
an individual halo (one-halo term) into the ﬁtting process. As the typical halo
size is estimated to be 0.2− 0.5 co-moving h−1Mpc (Ouchi et al., 2005, e.g.,), the
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corresponding radial separation is ∼10.0′′ - 20.0′′ at z = 4. We then set our
ﬁtting range in the scale larger than 10.0′′. The best-ﬁtting Aω is summarized
in Table 4.2 where the upper and lower limits correspond to △χ2 = 1 from the
minimal χ2. In several negative bins in the CCF of the SDSS luminous quasars,
the χ2 ﬁtting fails to do the ﬁtting.
Since the χ2 ﬁtting depends on the binning, especially in the negative bins,
an alternative ﬁtting method, the maximum likelihood (ML) method, is also used
to do the ﬁtting as it does not quire a speciﬁc binning beforehand. Croft et al.
(1997) illustrated if assuming a Passion distribution for the pair counts in each
bin, a likelihood of having the observed pair sample from amodel of a correlation
function can be deﬁned as
L =
Nbins∏
i=1
e−h(θi)h(θi)〈DD(θi)〉
〈DD(θi)〉! , (4.11)
where h(θ) = (1 + ω(θ))〈DR(θ)〉 is the expected object-object mean pair counts
evaluated from the object-randomobject pair counts within a small interval around
θ. Here, ω(θ) is the power-law model. Then, we can deﬁne an optimization func-
tion, S ∼ −2lnL, as
S = 2
Nbins∑
i
h(θi)− 2〈DD(θi)〉
Nbins∑
i
lnh(θi), (4.12)
where only terms dependent on model parameters are kept. The parameters cor-
responding to the minimum S value are the best-ﬁtting results, and the param-
eters range with △S = 1 from the minimum value corresponds to a 68% conﬁ-
dence range of the parameters.
TheMLﬁtting is applied for the CCFs in the range between 10.0′′ and 1000.0′′.
To have the bins independent on each other, we set an interval of 0.5′′ to keep
the object-object pair count in each bin small enough. The best-ﬁtting parameters
are summarized in Table 4.2. Compared to the results from the χ2 ﬁtting, the ML
method yields slightly higher Aω but still consistent within the 1σ uncertainty.
However, in the range containing several negative bins, the best-ﬁtting models
with the ML ﬁtting can be lower than the positive bins of the binned CCF in the
scale ranges, as can be seen in the right panel of Figure 4.3. Since the uncertainty
of the ML ﬁtting only shows a slightly smaller value than the χ2 ﬁtting, we adopt
the ML ﬁtting results hereafter for both of the CCFs.
We attempt to consider the contamination rates of the HSC quasar and LBG
samples following
A′ω =
Afitω
(1− fQSOc )(1− fLBGc )
, (4.13)
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where fQSOc and f
LBG
c are the contamination rates of the less-luminous quasar
and LBG samples estimated by Section 4.2 and Section 4.1.2, respectively. Due to
the unknown redshift and clustering information of the contaminating sources,
they are simply assumed to randomly distribute over the survey area. The Aω
corrected for the contamination is listed in Table 4.2. It should be noted that the
contaminating galaxies or galactic stars can have their own clustering. For exam-
ple, the galactic stars can cause measurable deviation from the actual correlation
function on scales of a degree or more due to their own clustering (e.g. Myers et
al. (2006); Myers et al. (2007)). The correction thus only gives an upper limit of
the real Aω and we rely on the values without the correction in the discussions.
4.2.1 Auto-correlation function of z ∼ 4 LBGs
The bias factor of the LBGs, which can be measured from the LBGACF, is neces-
sary to obtain the bias factor of quasars from the quasar-LBG CCFs. The binned
ACF of the z ∼ 4 LBGs is derived in the same way as the quasar-LBG CCF. We
use the estimator
ω(θ) =
DD(θ)
DR(θ)
− 1, (4.14)
where DD(θ) = 〈DD〉/(NLBG(NLBG − 1)/2) and DR(θ) = 〈DR〉/NLBGNR
are the normalized LBG-LBG and LBG-random LBG pair counts in the annulus
between θ−∆θ and θ+∆θ, respectively. Here, 〈DD〉 and 〈DR〉 are the numbers
of LBG-LBG and LBG-random LBG pairs in the annulus, and NLBG and NR
are the size of LBG and random LBG samples, respectively. 14 bins from 1.0′′ to
1000.0′′ is set in the logarithmic scale. The LBG ACF is plotted in Figure 4.4 and
recored in Table 4.3 along with the pair counts. Thanks to the large sample of
the LBGs, the LBG-LBG pair count is large enough to constrain the ACF even in
the smallest bin. We adopt the Jackknife error, which has two times larger value
than the Poisson error at all bins. Most of the bins have clustering signal more
than 3σ.
The LBGACF is also ﬁtted with a single power-lawmodelω(θ) = Aωθ−β−IC
by χ2 minimization in the scale from 10.0′′ to 1000.0′′. The integral constraint is
again small enough to be ignored. Thanks to the small uncertainty of the LBG
ACF, the power-law index can be constrained tightly to be β = 0.86+0.07−0.06 as shown
in Figure 4.5. As already mentioned in Section 4.2, we adopt this power-law index
throughout this paper. The best ﬁt parameters are listed in Table 4.4.
We consider the effect of the contamination in the z ∼ 4 LBGs by
A′ω =
Afitω
(1− fLBGc )2
. (4.15)
The results are listed in Table 4.4.
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Figure 4.4: The z ∼ 4 LBG ACF. Blue squares are the observed mean LBG ACF
ωobs measured from the Jackknife resampling. Solid line, red dash-dotted line
and blue dash-dotted line have the same meaning to those in Figure 4.3. The χ2
ﬁtting results are shown. Top and bottom panels show the vertical axis in the
logarithmic and linear scale, respectively.
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Figure 4.5: χ2 map of Aω and β parameter of the LBG ACF. The white cross
corresponds to the minimal χ2, and the red region covers the 68% uncertainty
region.
4.3 Discussion
4.3.1 Clustering bias from the correlation length
The spatial correlation length, r0 (h−1 Mpc), is one of the parameters quantifying
the clustering strength. The spatial two point correlation function can then be
described as
ξ(r) = (
r
r0
)−γ, (4.16)
where γ is related to the power of the projected correlation function through γ =
1+β. The spatial correlation function can be projected to the angular correlation
function through Limber’s equation (Limber (1953)). The redshift evolution of
the clustering strength within the covered redshift range is ignored. The spatial
correlation length of the ACF can then be estimated from the amplitude of the
angular correlation function, Aω , as
r0 = [Aω
c
H0Hγ
[
∫
N(z)dz]2∫
N2(z)χ(z)1−γE(z)dz
]1/γ, (4.17)
where
Hγ =
Γ(1
2
)Γ(γ−1
2
)
Γ(γ
2
)
, (4.18)
E(z) = [Ωm(1 + z)
3 + ΩΛ]
1/2, (4.19)
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χ(z) =
c
H0
∫ z
0
1
E(z′)
dz′ (4.20)
and N(z) is the redshift distribution of the sample. For the CCF, the same rela-
tion can be modiﬁed to (Croom & Shanks, 1999)
r0 = [Aω
c
H0Hγ
∫
NQSO(z)dz
∫
NLBG(z)dz∫
NQSO(z)NLBG(z)χ(z)1−γE(z)dz
]1/γ. (4.21)
Using the redshift distributions of the low and high-luminosity quasars, and the
LBGs at z ∼ 4, we evaluate r0 from Aω with and without the contamination
correction, which are summarized in Table 4.2. Although the contamination rates
in the less-luminous quasars and LBGs are not signiﬁcant, the correlation lengths
of the less-luminous quasar-LBG CCF and the LBG ACF highly increase after
correcting for the contamination.
The bias factor, quantifying how the real objects are biased in relative to the
underlying dark matter at the scale of 8 h−1Mpc,
b =
√
ξ(8, z)
ξDM(8, z)
. (4.22)
The clustering strength of the underlying dark matter can be probed following
the linear structure formation scenario under the ΛCDM as
ξDM(8, z) =
(3− γ)(4− γ)(6− γ)2γ
72
[σ8
g(z)
g(0)
1
z + 1
]2, (4.23)
where
g(z) =
5Ωmz
2
[
Ω4/7mz − ΩΛz + (1 +
Ωmz
2
)(1 +
ΩΛz
70
)
]−1
, (4.24)
and
Ωmz =
Ωm(1 + z)
3
E(z)2
,ΩΛz =
ΩΛ
E(z)2
(4.25)
(Myers et al., 2006). We estimate the bias factors bLBG and bQG from the spatial
correlation length of the LBG ACF and the quasar-LBG CCF, respectively. The
quasar bias factor can then be calculated following bQSObLBG ∼ b2QG (Mountrichas
et al., 2009). The LBG ACF bias factors and quasar bias factors derived from the
CCF are summarized in Table 4.4 and Table 4.2, respectively.
4.3.2 Bias factor from comparing with the HALOFIT power spec-
trum
Another way to determine the bias factors is through the clustering of the un-
derlying dark matter predicted from the power spectrum ∆2(k, z) (Myers et al.,
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2007, e.g.,). Similarly, the projected two point correlation function ωDM(θ) can be
converted from the spatial one through the Limber’s equation as
ωDM(θ) = pi
∫ ∫
∆2(k, z)
k
J0[kθχ(z)]N
2(z)
dz
dχ
F (χ)
dk
k
dz, (4.26)
where J0 is the zeroth-order Bessel function, χ is the radial co-moving distance,
N(z) is the normalized redshift distribution function, dz/dχ = Hz/c = H0[Ωm(1+
z)3 + ΩΛ]
1/2/c, and F (χ) = 1 for the ﬂat universe. The non-linear evolution in
the power spectrum ∆2NL(k, z) in the redshift range between z = 3− 5 is exam-
ined with the HALOFIT code (Smith et al., 2003). We obtain the bias factors by
ﬁtting b2ωDM(θ) to the observed correlation functions, ωobs(θ) through χ2 mini-
mization. For the CCFs, the redshift distribution in Equation 4.26 is replaced by
the combination of those of quasars and LBGs as
ωDM−CCF(θ) = pi
∫ ∫
∆2(k, z)
k
J0[kθχ(z)]NQSO(z)NLBG(z)
dz
dχ
F (χ)
dk
k
dz. (4.27)
We use both of the χ2 and ML ﬁtting over the scale from 10.0′′ to 1000.0′′ to the
less-luminous quasar CCF, while only ML ﬁtting works for the luminous quasar
CCF. The best-ﬁtting bias factors of quasars and LBGs are summarized in Ta-
ble 4.2 and Table 4.4, respectively. All of the obtained bias factors are consistent
with those derived from the power-law ﬁtting within the 1σ uncertainty.
The contamination is taken into consideration by modifying the normaliza-
tion of redshift distributions
∫∞
0
N(z)dz ∼ 1− fc for the less-luminous quasars
and the LBGs. The modiﬁed correlation functions of the underlying dark matter
are shown in Figures 4.3 and 4.4. Since the redshift distribution remains un-
changed after the correction, only the amplitude of correlation functions of the
underlying dark matter deceases. The bias factors corrected for the contamina-
tion are recorded in Table 4.2 and Table 4.4, which show consistent values to
those derived with the power-law ﬁtting after correcting for the contamination.
4.3.3 Luminosity dependence of the quasar bias factor
The bias factor of the less-luminous quasars is estimated to be 5.93+1.34−1.43, which
is consistent with that of the luminous quasars, 2.73+2.44−2.55 within the 1 σ uncer-
tainty. The bias factor of low-luminosity quasars corrected for the contamination
still remains consistent with that of the luminous quasars within the uncertainty.
Thus we claim no or a weak luminosity dependence of the quasar clustering at
z ∼ 4 within the two quasar samples.
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Figure 4.6: The luminosity dependence of the quasar bias at 3 < z < 5. Red, pink
and orange square are the bias factors of the less-luminous quasars without and
with the contamination correction, and that of the luminous quasars obtained
in this work. The stars, diamonds, dots, triangle and open circles are from Adel-
berger&Steidel (2005), Francke et al. (2007), Shen et al. (2009a), Eftekharzadeh et
al. (2015) and Ikeda et al. (2015). Open and ﬁlled symbols clarify the bias factor
is derived from the CCF and ACF, respectively.
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We further examine the luminosity dependence of the quasar bias factors at
z ∼ 3−4 in Figure 4.6. Nomatter corrected for the contamination or not, the bias
factor of the less-luminous quasars shows consistent value with that evaluated
with 54 faint quasars in the magnitude range of−25.0 < MUV < −19.0 at 1.6 <
z < 3.7 in Adelberger&Steidel (2005), with 58 faint quasars in the magnitude
range of −26.0 < MUV < −20.0 at 2.8 < z < 3.8 in Francke et al. (2007),
and with 25 faint quasars in the magnitude range of −24.0 < MUV < −22.0 at
3.1 < z < 4.5 in Ikeda et al. (2015). The results suggest a slightly increasing or
no evolution from z = 3 to z = 4 in bias factor of low-luminosity quasars.
Meanwhile, for the high-luminosity quasars, compared to the ACF of 24724
bright quasars in the magnitude range of −27.81 < MUV < −22.9 mag at
2.64 < z < 3.4 in Eftekharzadeh et al. (2015), the bias factor obtained in this
work shows a consistent value; while compared to the ACF of 1788 bright quasars
in the magnitude range of −28.2 < MUV < −25.8 at 3.5 < z < 5.0 in Shen et
al. (2009a), the bias factor obtained in this work shows a large discrepancy. The
ﬁgure also includes the bias factor from bright quasars in the magnitude range
of −28.0 < MUV < −23.95 at 2.9 < z < 3.5 in Shen et al. (2009a).
The z ∼ 4 quasar bias factors in Shen et al. (2009a) show a large discrepancy
from the bias factor of the luminous quasars in this work and in Eftekharzadeh et
al. (2015), while all of the quasar samples cover a similar magnitude and redshift
range. In the right panel of Figure 4.3, we plot the expected CCF with bQG ∼√
bQSObLBG = 9.83 by the orange dash-dot-dotted line. We adopt the higher
bQSO in Shen et al. (2009a) and the contamination corrected bLBG to measure the
upper limit of the bQG. Although the expected CCF is consistent with some bins
within the 1σ uncertainty, it is much stronger than both of the best ﬁt power-law
and dark matter models. In Figure 4.7, we plot the minimization function S as
a function of the bias factor for the luminous quasars ﬁtting with the HALOFIT
power spectrum. Both of the bias factors at 3.5 < z < 5 in Shen et al. (2009a)
are well beyond the 1σ uncertainty, meaning a low probability for the case.
Some numerical simulations also indicate no signiﬁcant luminosity depen-
dence of quasar clustering at z ∼ 4 (Fanidakis et al., 2013; Oogi et al., 2016; De-
Graf & Sijacki, 2017, e.g.,). It is suggested the potential luminosity dependent of
quasar environment, expected from the localMBH−Mbulge relation as introduced
in Section 1.6, can be weaken since SMBHs have a wide range of Eddington ratio
so SMBHs in a wide mass range are contributing to quasars at a ﬁxed luminosity.
Our bias factor of low-luminosity quasars are consistent with that predicted by
Oogi et al. (2016) and DeGraf & Sijacki (2017). However, there are also mod-
els expecting stronger luminosity dependence of the quasar clustering at higher
redshifts (Shen, 2009b; Conroy & White, 2012, e.g.,).
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Figure 4.7: ML ﬁtting minimization function S dependence on the bias factor for
the luminous quasar. S is plotted in relative to the minimal value. Black squares
mark the 68% upper and lower limits of bQG with S−min(S) = 1. Blue and green
squares indicate the expected bias factors of bQG ∼
√
bQSObLBG = 7.53 and 8.64
from the bias factors of the SDSS luminous quasars in Shen et al. (2009a) with and
without considering the negative bins in the ACF, respectively. The red dashed
line indicates the same minimization function S after considering the possible
contamination in the LBG sample. Black, blue and green dots have the same
meaning with the squares.
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4.3.4 Minimum halo mass and duty cycle
With the bias factor of quasars, the mass of host halo of quasars can be evaluated
by assuming quasars are associated with halos with a mass above the critical
mass, Mmin. The effective bias for a population of objects which are randomly
associated with halos above a speciﬁc massMmin can be expressed by
beff =
∫∞
Mmin
b(M)n(M)dM∫∞
Mmin
n(M)dM
, (4.28)
where n(M) is the mass function of halos and b(M, z) is the bias factor of halos
with mass M at z. Using the modiﬁed Press-Schechter theory (Sheth&Torman,
1999), the halo mass function can be described as
n(M, z) = −A
√
2a
pi
ρ0
M
δc(z)
σ2(M)
dσ(M)
dM{
1 +
[
σ2(M)
aδ2c (z)
]p}
exp[− aδ
2
c (z)
2σ2(M)
], (4.29)
where A = 0.3222, a = 0.707, p = 0.3 and δc(z) = δcrit/D(z). By matching the
obtained bias factor of quasars to beff, the critical mass Mmin is estimated to be
∼ 0.3−2×1012h−1M⊙ and< 5.62×1011h−1M⊙ for the low- and high-luminosity
quasars, respectively.
Comparing the number density of the halos above the Mmin and that of the
less-luminous and luminous quasars, the duty-cycle of the quasars in the halos
can be evaluated by
f =
nQSO∫∞
Mmin
n(M)dM
, (4.30)
assuming one halo can only hold one SMBH, i.e., the halo is either “switching-
on” or “switching-off”. Using the z = 4 quasar LF in Akiyama, He et al. (2018)
constrained with our HSC quasars and SDSS quasars, the number density of the
less-luminous quasar is integrated to be 1.07 × 10−6h3Mpc−3 in the magnitude
range ofM1450 ∼ −24.73 - −22.23, while that of the luminous quasars is 4.21×
10−7h3Mpc−3 over −28.00 < M1450 < −23.95. By inserting the critical halo
mass into the halo mass function, the duty cycle is estimated to be 0.001 ∼ 0.06
and < 8× 10−4 for the low- and high-luminosity quasars, respectively.
As already discussed in Section 1.4, Figure 4.8 summarizes the duty cycles of
quasars in halo at 2 < z < 4. The estimated luminosity dependence of the duty
cycles is similar to that estimated for quasars in the similar luminosity range at
z ∼ 2.6 (Adelberger&Steidel, 2005), although the duty cycles at z ∼ 4 are one
order of magnitude smaller than those at z ∼ 2.6. The estimated duty cycle cor-
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Figure 4.8: Estimated quasar duty cycle as a function of redshift. The blue sym-
bols represent the duty cycles estimated with a sample of quasars mostly with
MUV < −25. The red symbols show those for the less-luminous quasars having
MUV > −25. Stars, triangles, ﬁlled circles and squares represent the results from
Adelberger&Steidel (2005), Shen et al. (2007), Eftekharzadeh et al. (2015) and this
work. The pink open square shows the duty cycle with the contamination correc-
tion.
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responds to a duration of the less-luminous quasar activity of 1.5 ∼ 90.8 Myr,
which is broadly consistent with the quasar lifetime range of 1 ∼ 100 Myr es-
timated in previous studies (for review see Martini, 2004). It needs to be noted
that the estimated duty-cycle is sensitive to the measured strength of the quasar
clustering. Small variation in the bias factor can results in even one order of mag-
nitude difference in the duty-cycle, because of the non-linear relation between b
andMDMH and the sharp cut-off of n(M) at the high-mass end.
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Chapter 5
Discussion and Summary
5.1 Review of this thesis
In this thesis, in order to examine the growth track of SMBHs and constrain the
mass of their seed black holes, we have investigated the black hole mass, the Ed-
dington ratio, and duty cycle in galaxy/halo of a large sample of low-luminosity
z ∼ 4 quasars, which is constructed with the wide and deep imaging of the Subaru
HSC-SSP. Compared to the SDSS quasars at the same epoch, our quasar samples
cover a magnitude range with over two order of magnitude less-luminous, which
is beyond the knee of the quasar LF at z ∼ 4. Thus our quasar sample in this work
can be the dominant population, i.e., the “typical” accreting SMBHs, among the
entire quasar population at the epoch. We carried out the spectroscopic follow-
up observations, and identiﬁes 57 new low-luminosity quasars at z ∼ 4.
In Chapter 2, we present the selection criteria to construct the z ∼ 4 low-
luminosity quasar sample with theWide-layer imaging from the Subaru HSC-SSP
S16A Wide2 data release. There are∼ 1000 quasar candidates passing the selec-
tion window, and among them 57 are identiﬁed to be quasars in the spectroscopic
follow-up observations. The large sample size enables us to statistically examine
the “typical” quasars in the early universe.
In Chapter 3, we investigated the black hole mass and Eddington ratio dis-
tributions of typical accreting SMBHs at z ∼ 4, based on the optical spectra of
57 low-luminosity quasars. The 57 low-luminosity quasars show a mean black
hole mass of ∼ 108.5M⊙, with an Eddington ratio at ∼ 0.4, as high as that of
the luminous SDSS quasars, suggesting we are witnessing a fast accretion growth
of numerous less-massive SMBHs in the early universe. In order to estimate the
duty cycle of quasars in galaxy at z ∼ 4, we derived the ﬂux-limit corrected z = 4
black hole mass function, together with the Eddington-ratio distribution func-
tion. The new BHMF and ERDF extend the reliable constraints (>10% com-
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pleteness) obtained by the SDSS luminous quasars toward the less-massive end
at MBH > 107.8M⊙ and the lower Eddington-ratio end at λEdd > 0.1, respec-
tively. By comparing the new BHMF with the total BHMF converted from the
galaxy stellar mass function at z ∼ 4, a constant duty cycle of ∼ 3% is suggested
over a wide mass range ofMBH ∼ 107.5−9M⊙.
In Chapter 4, to examine the quasar’s duty cycle in halo, we carry out clus-
tering analysis to probe the host halo of ∼ 1000 HSC low-luminosity quasars
at z ∼ 4 through the angular CCF between the quasars and a sample of 25790
bright LBGs in the same redshift range. The low-luminosity quasars are found to
reside in a similar environment to the bright LBGs, with a bias factor of 5.93+1.34−1.43
by ﬁtting the CCF with the dark matter power-spectrum model through the max-
imum likelihood method. No signiﬁcant luminosity dependence of the quasar
clustering is found based on the CCF. With the bias factor, the mass of host halo
of the low-luminosity quasars is estimated to be∼ 0.3−2×1012h−1M⊙. Combin-
ing the halo number density above that mass threshold and the observed quasar
number density, the duty cycle of halos which are accreting in the low-luminosity
quasar phase is estimated to be 0.001 ∼ 0.06 from the CCF, corresponding to
a quasar lifetime of 1.5 ∼ 90.8 Myr. The estimated duty cycle of in halo for
the low-luminosity quasars at z ∼ 4 is consistent with that in galaxy evaluated
in Chapter 3, suggesting the low-luminosity quasars may be only associated with
one galaxy in each halo at the epoch, though the uncertainty of both duty cycles
spans over orders of magnitude.
5.2 Early growth of SMBHs constrained by the z ∼ 4
low-luminosity quasars
As introduced in Section 1.5, with the black hole mass and Eddington ratio in-
formation, we can constrain the timescale of the SMBH growth tgrowth following
tgrowth =
τ
factive
ln
MBH
Mseed
, (5.1)
where Mseed is the seed black hole mass, factive is the duty cycle, and τ is the e-
folding timescale as
τ = 0.45
1
λEdd
η
1− ηGyr. (5.2)
The radiation efﬁciency η is assumed to be η = 0.1 for the standard disk model.
For simpliﬁcation, we assume the SMBHs constantly grow with the Eddington
ratio observed at z ∼ 4, and set duty cycle as a free parameter. The resulting
mass growth tracks of our HSC quasars with factive = 0.1, 0.5 and 1 are shown
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Figure 5.1: The black hole mass growth track of our HSC quasars (red stars) to
z = 2 (left panel) and to z = 10 (right panel). The black triangles and cyan
squares are quasars with reliable MgII- or Hβ-based black hole mass estimates
at z ∼ 2.5 (Shemmer et al., 2004) and z ∼ 6 (Willott et al., 2010; Onoue et al.,
2019), respectively. The blue, red, and black thin lines are the growth tracks of
individual z ∼ 4 quasar under a 100%, 40% (50%), and 10% duty cycle in the left
(right) panel, respectively. The thick lines are the mean growth tracks with each
duty cycle.
by black, red and blue lines, respectively, in right panel of Figure 5.1. Since our
HSC quasars are found to have smaller black hole mass and consistently high
Eddington ratio with the luminous SDSS quasars, the seed black hole mass at
z = 10 can be less than ∼ 1000M⊙ with a unity duty cycle, i.e., a continuous
accretion from z = 10 to z = 4. This seed black hole mass reaches the mass
range of remnants of Population III stars (e.g., Madau & Rees, 2001; Hirano et
al., 2014). If the SMBHs instead experienced an episodic accretion with an duty
cycle of 50%, the seed black hole mass at z = 10 can be as massive as ∼ 106M⊙,
which is the upper mass limit predicted by the direct collapse model, i.e., the cold
gas directly collapses into a massive seed black hole (e.g., Loeb & Rasio, 1994).
With a smaller duty cycle, the seed black hole mass at z = 10 is too heavy to
reach even under the direct collapse assumption. Thus, under the assumption of
a constant Eddington ratio accretion, the duty cycle of SMBHs at z > 4 must be
50% at least.
Meanwhile, we are also able to probe the black hole mass which our HSC
quasars can reach at low redshifts following the same method. We again assume
η = 0.1, a constant Eddington ratio accretion since z = 4, and a free duty cycle.
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The resulting mass growth tracks of our HSC quasars with factive = 0.1, 0.4 and
1 are shown by black, red and blue lines, respectively, in left panel of Figure 5.1.
If we assume our HSC quasars are progenitors of most massive black holes at
z ≲ 2, the duty cycle across z = 2 − 4 must be lower than 40% so that the
expected black hole mass at z ∼ 2 does not exceed the maximum black hole
mass observed there, i.e.,∼ 1011M⊙ (e.g., Shemmer et al., 2004). The discrepancy
of the duty cycle at z > 4 and z < 4 of our HSC quasars, which can represent
the typical active SMBHs at the epoch, may suggest low-luminosity quasars at
z ∼ 4 are undergoing a transition phase from the vigorous accretion at z > 4 to
episodic accretion at z < 4.
5.3 Future prospect
While clustering analysis implies no statistically signiﬁcant over-densities around
low-luminosity quasars at z ∼ 4, we found some of the 57 identiﬁed low-luminosity
HSC quasars are associated with high-density regions, one example of the case is
shown in Figure 5.2, and they tend to have relatively high Eddington ratio (∼ 0.4
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Figure 5.2: A quasar pair identiﬁed to be associates to a high-density region in
this work.
dex) than those in average- or under-dense regions. The possible Eddington ra-
tio dependence of quasar environment may be indicative of a different triggering
mechanism for quasars accreting at high Eddington ratios from those accreting
at relatively lowEddington ratios. Due to the limited sample size, the signiﬁcance
of the Eddington ratio dependence of quasar environment is not conclusive yet,
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and future large spectroscopic follow-up observations of the HSC z ∼ 4 quasars
with the Prime Focus Spectrograph will provide us a large statistical sample of
quasars in this redshift range.
A direct way to examine the SMBH-galaxy “co-evolution” is to trace the star
formation associated with the black hole growth. The accretion rate M˙BH can
be derived directly from the AGN bolometric luminosity LAGN. Meanwhile, to
prevent strong AGN contamination in the UV-optical wavelength range, the
far-infrared (FIR) luminosity, which is found to mainly originate from the star-
forming regions, is used to probe the star formation of host galaxies as SFR ∝
LSF. The cosmic evolution of the LAGN-LSF relation thus directly reﬂects the con-
nection between the BH accretion and galaxy star formation across the cosmic
time, and can help to understand the origin of the local SMBH-galaxy correlation.
While many studies found a tight correlation between LAGN and LSF, espe-
cially among the luminous AGNs (e.g., Lutz et al. (2008)), Rosario et al. (2012)
demonstrated a “two-regime distribution” on the LAGN-LSF plane up to z = 2.5.
As the black solid line shown in Fig 5.3, at high luminosity,LSF is tightly correlated
to LAGN following a power law with an index of ∼ 0.7, and the AGN bolometric
luminosity exceeds the FIR luminosity LAGN > LSF, i.e., the “AGN-dominated”
regime; at low luminosity, however, the LAGN−LSF correlation becomes ﬂat, and
the FIR luminosity exceeds the AGN bolometric luminosity LSF > LAGN, i.e., the
“SF-dominated” regime.
Such a strong luminosity dependence of the LAGN−LSF correlation may indi-
cate a different origin of the high- and low-luminosity AGNs. The semi-analytic
model in Neistein&Netzer (2014) explains the “two-regime distribution” as: the
low- or intermediate-luminosity AGNs are mostly triggered by the minor merg-
ers, in which the secular star formation with a SFR of ∼ 100M⊙/yr can not be
associated with the episodic and short-time-scale BH accretion, while the high-
luminosity AGNs are powered by the major merger, in which the star bursts with
a SFR of > 1000M⊙/yr can be triggered simultaneously with the BH accretion
event.
At z ∼ 6, utilizing the large and sensitive sub-millimeter interferometric ar-
rays, such as the Atacama Large Millimeter/submillimeter Array (ALMA), many
studies attempted to estimate the FIR continuum, which is redshifted to the sub-
mm band, to probe the host galaxy of quasars over a wide luminosity range, as
shown by the cyan squares in Fig 5.3. In contradiction to the trend found in
Rosario et al. (2012), i.e., a ﬂat LAGN−LSF correlation at high redshifts, the z ∼ 6
quasars show a clear LAGN−LSF correlation, which can be ﬁtted by a power law
with similar index to that of luminous z = 2.5 AGNs. The newly detected z ∼ 6
low-luminosity quasars from the Subaru Hyper-Suprime Cam (HSC) survey (cyan
squares with black edge) further strengthen the correlation (Izumi et al.in prep.).
The trend may suggest a different behavior of the SMBH-galaxy “co-evolution”
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Figure 5.3: The LAGN-LSF relation for AGNs at z = 2.5 (black solid line; Rosario
et al. (2012)), z ∼ 3−4.8 (red dots; Carilli et al. (2001), Omont et al. (2001), Isaak
et al. (2002), and Netzer et al. (2014)), and z ∼ 6 (cyan squares; see summary
in Venemans et al. (2018) and Izumi et al. (2018)). The cyan solid line indicates
the best-ﬁtting result for z ∼ 6 quasars including the HSC low-luminosity ones
(Izumi et al.in prep.). The black dashed line indicates a parallel BH-galaxy growth
adopting the local relationMBH ∼ 0.005×Mbulge. The horizontal black dashed
line indicates the 5σ detection limit of LFIR proposed in this proposal.
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in the early universe compared to the comic star formation peak at z ∼ 2− 3.
Thus, z ∼ 4, which connects the end of re-ionization at z ∼ 6 and the cosmic
SFR peak at z ∼ 2 − 3, can be a critical epoch to understand the evolution of
SMBH-galaxy connection in the early universe. However, as the red dots plotted
in Fig 5.3, only very luminous z ∼ 4 quasars, which are rare and extreme cases
at the epoch, have the FIR detection. In order to trace the behavior of typical
z ∼ 4 quasars on theLAGN−LSF plane, and to examine the luminosity-dependent
evolution of LAGN − LSF correlation in the early universe, we propose to probe
the FIR luminosity for the low-luminosity HSC quasars at z ∼ 4.
Additionally, the full HSC Wide survey plans to cover 1400 deg2 in 5 years,
which can signiﬁcantly enhance the sample size. The statistical signiﬁcance of
the current results can then be largely improved. Meanwhile, with the next gen-
eration large ground-/space-based telescope, such as, the Thirty Meter Telescope
(TMT), the Wide-Field Infrared Survey Telescope (WFIRST), it is expected that
even fainter quasars/AGNs can be detected, and strongly improve our under-
standing of the early growth of SMBHs.
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