The aim of this paper is to prove the achievability of fixed-rate universal coding problems by using our previously introduced notion of hash property. These problems are the fixed-rate lossless universal source coding problem and the fixed-rate universal channel coding problem. Since an ensemble of sparse matrices satisfies the hash property requirement, it is proved that we can construct universal codes by using sparse matrices.
I. INTRODUCTION
The notion of hash property is introduced in [12] . It is a sufficient condition for the achievability of coding theorems including lossless and lossy source coding, channel coding, the Slepian-Wolf problem, the Wyner-Ziv problem, the Gel'fand-Pinsker problem, and the problem of source coding with partial side information at the decoder. Since an ensemble of sparse matrices satisfies the hash property requirement, it is proved that we can construct codes by using sparse matrices and maximum-likelihood coding.
However, it is assumed in [12] that source and channel distributions are used when designing a code. The aim of this paper is to prove fixed-rate universal coding theorems based on the hash property, where a specific probability distribution is not assumed for the design of a code and the error probability of a code vanishes for all sources specified by the encoding rate.
We prove theorems of fixed-rate lossless universal source coding (see Fig. 1 ) and fixed-rate universal channel coding (see Fig. 2 ). In the construction of codes, the maximum-likelihood coding used in [12] is replaced by a minimum-divergence encoder and a minimum-entropy decoder. A practical algorithm has been obtained for the minimum-entropy decoder by using linear programming [2] . It should be noted that a practical algorithm for the minimum-divergence encoder can also be obtained by using linear programming as shown in Section V.
The fixed-rate lossless universal source coding theorem is proved in [3] for the ensemble of all linear matrices in the context of the Slepian-Wolf source coding problem, in [7] for the class of universal hash functions, and in [11] implicitly for an ensemble of sparse matrices in the context of a secret key agreement from correlated source outputs. The universal channel coding theorem that employs sparse matrices is proved in [8] for an additive noise channel and in [9] for an arbitrary channel. It should be noted here that the linearity for an ensemble member is not assumed in our proof. Our proof assumes that ensembles of sparse matrices have a hash property and so is simpler than previously reported proofs [11] [8] [9] .
II. DEFINITIONS AND NOTATIONS
Throughout this paper, we use the following definitions and notations.
Column vectors and sequences are denoted in boldface. Let Au denote a value taken by a function A :
where U n is a domain of the function. It should be noted that A may be non-linear. For a function A and a set of functions A, let ImA and ImA be defined as
The cardinality of a set U is denoted by |U| and U − {u} is a set difference. We define sets C A (c) and
In the context of linear codes, C A (c) is called a coset determined by c.
Let p and p ′ be probability distributions and let q and q ′ be conditional probability distributions. Then entropy
, and conditional divergence D(′ |p) are defined as
where we assume the base 2 of the logarithm.
Let µ UV be the joint probability distribution of random variables U and V . Let µ U and µ V be the respective marginal distributions and µ U|V be the conditional probability distribution. Then the entropy H(U ), the conditional entropy H(U |V ), and the mutual information I(U ; V ) of random variables are defined as
Let ν u and ν u|v be defined as
We call ν u a type 1 of u ∈ U n and ν u|v a conditional type. Let U ≡ ν U be the type of a sequence and U |V ≡ ν U|V be the conditional type of a sequence given a sequence of type U . Then a set of typical sequences T U and a set of conditionally typical sequences T U|V (v) are defined as
respectively. The empirical entropy, the empirical conditional entropy, and empirical mutual information are defined as
In the construction of a universal source code, we use a minimum-entropy decoder
It should be noted that the linear programing technique introduced in [2] can be applied to the minimum-entropy decoder g A . In the construction of a universal channel code, we use a minimum-divergence encoder
and a minimum-entropy decoder
H(x ′ |y).
It should be noted that we have
from Lemma 7. When functions A and B are linear, the linear programing technieque introduced in [6] can be applied to the maximization max x ′ µ X (x ′ ) because U ′ is fixed and the constraint condition x ′ ∈ C AB (c, m) ∩ T U ′ is represented by linear functions.
Finally, we define χ(·) as
We define a sequence {λ
It should be noted here that the product set U × V is denoted by UV when it appears in the subscript of this function and we omit argument n of λ U when n is clear in the context. We define | · | + as
III. (α, β)-HASH PROPERTY
In this section, we reveiw the notion of the (α, β)-hash property introduced in [12] . This is a sufficient condition for coding theorems, where the linearity of functions is not assumed. By using this notion, we prove a fixed-rate universal source coding theorem and a fixed-rate universal source coding theorem.
Throughout the paper, Au denotes a value taken by a function A at u ∈ U n where U n is the domain of the function. It should again be noted here that A may be non-linear. We define the (α, β)-hash property in the following.
Definition 1: Let A be a set of functions A : U n → U and we assume that ImA = ImA for all A ∈ A and
Let p A be a probability distribution on A. We call a pair (A,
for any T , T ′ ⊂ U n . Throughout this paper, we omit argument n of α and β when n is fixed.
In the following, we present two examples of ensembles that have a hash property.
Example 1:
In this example, we consider a universal class of hash functions introduced in [5] . A set A of functions A : U n → U is called a universal class of hash functions if
For example, the set of all functions on U n and the set of all linear functions A : U n → U lA are universal classes of hash functions (see [5] ).
It should be noted that every example above satisfies ImA = U . When A is a universal class of hash functions and p A is the uniform probability on A, we have
This implies that (A, p A ) has a (1, 0)-hash property, where α(n) ≡ 1 and β(n) ≡ 0 for every n.
Example 2:
In this example, we revew the ensemble of q-ary sparse matrices introduced in [12] . In the following, let U ≡ GF(q) and l A ≡ nR. We generate an l × n matrix A with the following procedure:
1) Start from an all-zero matrix.
2) For each i ∈ {1, . . . , n}, repeat the following procedure τ times:
Let (A, p A ) be an ensemble corresponding to the above procedure. Then
u has an even number of non-zero elements
In the following, Let A (resp. B) be a set of functions A : U n → U A (resp. B : U n → U B ). We assume that an ensemble (A, p A ) has an (α A , β A )-hash property and an ensemble (A × B, p A × p B ) also has an (α AB , β AB )-hash property. We also assume that p C and p M is the uniform distribution on ImA and ImB, respectively, and random variables A, B, C, and M are mutually independent, that is,
for any A, B, and c. We use the following lemmas, which are shown in [12] .
Lemma 1 ([12, Lemma 9]):
For any A and u ∈ U n ,
and for any u ∈ U n ,
Lemma 2 ([12, Lemma 2]):
If G ⊂ U n and u / ∈ G, then p A ({A : G ∩ C A (Au) = ∅}) ≤ |G|α A |ImA| + β A .
Lemma 3 ([12, Lemma 5]):
When (A, p A ) and (B, p B ) are the ensembles of l A × n and l B × n linear matrices, respectively, we have the following lemma.
Lemma 4 ([12, Lemma 7]):
The joint distribution (A × B, p AB ) has an (α AB , β AB )-hash property for the ensemble of functions A ⊕ B : U n → U lA+lB defined as
where
IV. FIXED-RATE LOSSLESS UNIVERSAL SOURCE CODING
In this section, we consider the fixed-rate lossless universal source coding illustrated in Fig. 1 .
For a given encoding rate R, l A is given by
We fix a function
which is available to construct an encoder and a decoder. We define the encoder and the decoder (illustrated in Fig. 3 )
The error probability Error X (A) is given by
We have the following theorem. It should be noted that the alphabet X may not be binary.
Theorem 1:
Assume that an ensemble (A, p A ) has an (α A , β A )-hash property. For a fixed rate R, δ > 0 and a sufficiently large n, there is a function (matrix) A ∈ A such that
for any stationary memoryless sources X satisfying
and the infimum is taken over all X satisfying (6). Since
then the error probability goes to zero as n → ∞ for all X satisfying (6).
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We can prove the coding theorem for a channel µ Y |X with additive noise Z ≡ Y − X by letting A and C A (0) = {x : Ax = 0} be a parity check matrix and a set of codewords (channel inputs), respectively. Then the encoding rate of this channel code is given by log |C A (0)| n ≥ log |X | − R and the error probability is given as
then the decoding of channel input x from a syndrome Ay is equivalent to the decoding of source output z from its codeword Az by using g A . We have the following corollary.
Corollary 2:
Assume that an ensemble (A, p A ) of linear functions has an (α A , β A )-hash property. For a fixed rate R, δ > 0 and sufficiently large n, there is a (sparse) matrix A ∈ A such that
for any stationary memoryless channel with additive noize Z satisfying
where the infimum is taken over all Z satisfying (7) and the error probability goes to zero as n → ∞ for all X satisfying (7).
Remark 1:
It should be noted here that the condition (H2) can be replaced by
By using the expurgation technique described in [1] , we obtain an ensemble of sparce matrices that have an (α A , 0)-hash property, where (H2) is replaced by (8) . This implies that we can omit the term β A from the upper bound of the error probability.
Remark 2:
Since a class of universal hash functions with a uniform distribution and an ensemble of all linear functions has a (1, 0)-hash property, we obtain the same results as those reported in [7] and [3] , respectively, where F X represents the error exponent function. When (A, p A ) is an ensemble of sparse matrices and (α A , β A )
is defined properly, we have the same result as that found in [8] .
V. FIXED-RATE UNIVERSAL CHANNEL CODING
The code for the channel coding problem (illustrated in Fig. 2 ) is given in the following (illustrated in Fig.   4 ). The idea for the construction is drawn from [10] [12] [9] . We give the explicit construction of the encoder by using minimum-divergence encoding, which is not described in [10] [12] [9] . For a given R A , R B > 0, let
respectively.
We fix functions A, B and a vector c n ∈ X lA available to constract an encoder and a decoder.
We define the encoder and the decoder
where g AB (c, m) ≡ arg min
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The error probability Error Y |X (A, B, c) is given by
It should be noted that ImB represents a set of all messages and R B represents the encoding rate of a channel.
We have the following theorem.
δ > 0, and a sufficiently large n, there are functions (matrices) A ∈ A, B ∈ B, and a vector c ∈ ImA such that
for all µ Y |X satisfying
the infimum is taken over all µ Y |X satisfying (9), and κ ≡ {κ(n)} ∞ n=1 is an arbitrary sequence satisfying
and κ denotes κ(n). Since
then the right hand side of (10) goes to zero as n → ∞ for all µ Y |X satisfying (11) .
Remark 3:
It should be noted here that we have
from (11) and (9) . However (11) and (15) do not imply (9) even when R A < H(X).
Remark 4:
For β A satisfying (H3), there is κ satisfying (12)- (14) by letting
for all sufficiently large n. This implies that κ satisfies (14). It should be noted that we can let ξ be arbitrarily large in (16) when β A (n) vanishes exponentially fast. This parameter ξ affects the upper bound of (10).
Remark 5:
From Lemma 4, we have the fact that the condition (H3) of β B is not necessary for the ensembles (A, p A ) and (B, p B ) of linear functions.
VI. PROOF OF THEOREMS
In this section, we prove the theorems.
A. Proof of Theorem 1
Let
which implies that
Then we have
where the second inequality comes from Lemma 2, the third inequality comes from Lemma 8, the fourth inequality comes from Lemmas 6 and 7, and the last inequality comes from the definition of F X and Lemma 5. Then we have the fact that there is a function (matrix) A ∈ A satisfying (5).
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B. Proof of Theorem 3
Let U V ≡ ν V U be a joint type of the sequence (x, y) ∈ X n × Y n , where the marginal type U is defined as
and the conditional type given type U is denoted by V |U . Since R A + R B < H(X) and H(U ) approaches H(X) as n goes to infinity because of the law of large numbers and the continuity of the entropy function,
we have
for all sufficiently large n. Then we have
= κ|ImA||ImB| for all sufficiently large n, where the first inequality comes from Lemma 6. This implies that there is T ⊂ T U such that
for all sufficiently large n.
We have
where the equality comes from the property of T , the first inequailty comes from Lemma 3 and the second inequality comes from (18).
Next, we evaluate E ABC [p MY (S 1 ∩ S c and assume that (x, y) ∈ T UV . Then we have
H(x ′ |y) ≤ H(x|y) and Ax
and
where | · | + is defined by (2), the third equality comes from Lemma 1 and the second inequality comes from Lemma 8 and (H4) for an ensemble p A . Then we have
where the second inequality comes from Lemma 1 and (21), the third inequality comes from Lemmas 7 and 6, the fourth inequality comes from the definition of F Y |X and Lemma 5 and the last inequality comes from (18). Applying the above argument for all µ Y |X satisfying (11) and (9), we have the fact that there are A ∈ A, B ∈ B, and c ∈ ImA that satisfy (10).
VII. CONCLUSION
The fixed rate universal coding theorems are proved by using the notion of hash property. We proved the theorems of fixed-rate lossless universal source coding and fixed-rate universal channel coding. Since an ensemble of sparse matrices satisfies the hash property requirement, it is proved that we can construct universal codes by using sparse matrices.
APPENDIX
We introduce the following lemmas that are used in the proofs of the theorems.
Lemma 5 ([4, Lemma 2.2]):
The number of different types of sequences in X n is fewer than [n + 1] |X | . The number of conditional types of sequences X × Y is fewer than [n + 1] |X ||Y| .
Lemma 6 ([4, Lemma 2.3]):
For a type U of a sequence in X n ,
where λ X is defined in (1). where the first inequality comes from Lemma 6 and the third inequality comes from Lemma 5.
