Abstract-This paper presents a new approach for solution of the economic load dispatch (ELD) problem with valve-point effect using a modified particle swarm optimization (MPSO) technique. The practical ELD problems have non-smooth cost function with equality and inequality constraints, which make the problem of finding the global optimum difficult when using any mathematical approaches. In this paper, a modified particle swarm optimization (MPSO) mechanism is proposed to deal with the equality and inequality constraints in the ELD problems through the application of Gaussian and Cauchy probability distributions. The MPSO approach introduces new diversification and intensification strategy into the particles thus preventing PSO algorithm from premature convergence. To demonstrate the effectiveness of the proposed approach, the numerical studies have been performed for three different test systems, i.e. six, thirteen and forty generating unit systems, respectively. The results shows that performance of the proposed approach reveal the efficiently and robustness when compared results of other optimization algorithms reported in literature.
I. Introduction
Most of power system optimization problems including economic load dispatch (ELD) which have complex and nonlinear characteristics with heavy equality and inequality constraints. The objective of the ELD of electric power generation is to schedule the committed generating unit outputs so as to meet the required load demand at minimum operating cost while satisfying all unit and system equality and inequality constraints. Several classical optimization techniques such as lambda iteration method, gradient method, Newton's method, linear programming, Interior point method and dynamic programming have been used to solve the basic economic dispatch problem [1] . These mathematical methods require incremental or marginal fuel cost curves which should be monotonically increasing to find global optimal solution. In reality, however, the input-output characteristics of generating units are non-convex due to valve-point loadings and multi-fuel effects, etc. Also there are various practical limitations in operation and control such as ramp rate limits and prohibited operating zones, etc. Therefore, the practical ELD problem is represented as a nonconvex optimization problem with equality and inequality constraints, which cannot be solved by the traditional mathematical methods. Dynamic programming method [2] can solve such types of problems, but it suffers from so-called the curse of dimensionality. Over the past few decades, as an alternative to the conventional mathematical approaches, many salient methods have been developed for ELD problem such as genetic algorithm [3, 4] , improved tabu search [5] , simulated annealing [6] , neural network [7, 8] , evolutionary programming [9] - [11] , and particle swarm optimization [14] - [17] .
Recently, Kennedy and Eberhart suggested a particle swarm optimization (PSO) based on the analogy of swarm of bird and school of fish. In PSO, each individual makes its decision based on its own experience together with other individual's experiences [12] . The individual particles are drawn stochastically towards the position of present velocity of each individual, their own previous best performance, and the best previous performance of their neighbors. It was developed through simulation of a simplified social system, and has been found to be robust in solving continuous non-linear optimization problems [13] . The main advantages of the PSO algorithm are summarized as: simple concept, easy implementation, and computational efficiency when compared with mathematical algorithm and other heuristic optimization techniques.
In this paper, a novel approach is proposed to solve the non-smooth ELD problem with valve-point effect using a MPSO technique. The application of Gaussian and Cauchy probability distributions into the PSO is a useful strategy to ensure convergence of the particle swarm algorithm. Feasibility of the proposed MPSO 
II. Economic Load Dispatch Formulation

Economic Load Dispatch (ELD) Problem
The objective of an ELD problem is to find the optimal combination of power generations that minimizes the total generation cost while satisfying equality and inequality constraints. The fuel cost curve for any unit is assumed to be approximated by segments of quadratic functions of the active power output of the generator. For a given power system network, the problem may be described as optimization (minimization) of total fuel cost as defined by (1) under a set of operating constraints.
Where T F is total fuel cost of generation in the system ($/hr), a i , b i , and c i are the cost coefficient of the i th generator, P i is the power generated by the i th unit and n is the number of generators.
The total generation cost is minimized subjected to the following constraints: Power balance constraint,
Generation capacity constraint,
where P i, min and P i, max are the minimum and maximum power output of the i th unit, respectively. P D is the total load demand and P Loss is total transmission losses. The transmission losses P Loss can be calculated by using B matrix technique and is defined by (4) as, where B ij is coefficient of transmission losses.
ELD Problem Considering Valve-Point Effects
For more rational and precise modeling of fuel cost function, the above expression of cost function is to be modified suitably. The generating units with multivalve steam turbines exhibit a greater variation in the fuel-cost functions [15] . The valve opening process of multi-valve steam turbines produces a ripple-like effect in the heat rate curve of the generators. These -valvepoint effects‖ are illustrated in Fig. 1 .
The significance of this effect is that the actual cost curve function of a large steam plant is not continuous but more important it is non-linear. The valve-point effects are taken into consideration in the ELD problem by superimposing the basic quadratic fuel-cost characteristics with the rectified sinusoid component as follows:
where F T is total fuel cost of generation in ($/hr) including valve point loading, e i , f i are fuel cost coefficients of the i th generating unit reflecting valvepoint effects. 
Overview of Particle Swarm Optimization
The PSO method was introduced in 1995 by Kennedy and Eberhart [12] . The method is motivated by social behaviour of organisms such as fish schooling and bird flocking. PSO provides a population-based search procedure in which individuals called particles change their position with time. In a PSO system, particles fly around in a multi dimensional search space. During flight each particles adjust its position according its own experience and the experience of the neighboring particles, making use of the best position encountered by itself and its neighbors.
In the multidimensional space where the optimal solution is sought, each particle in the swarm is moved toward the optimal point by adding a velocity with its position. The velocity of a particle is influenced by three components, namely, inertial, cognitive, and social behavior of the bird to fly in the previous direction. The cognitive component models the memory of the bird about its previous best position, and the social component models the memory of the bird about the best position among the particles. The particles move around the multi-dimensional search space until they find the optimal solution. The modified velocity of each agent can be calculated using the current velocity and the distance from Pbest and Gbest as given below.
where, In this velocity updating process, the acceleration coefficients C 1 , C 2 and the inertia weight W are predefined and r 1 , r 2 are uniformly generated random numbers in the range of [0, 1]. In general, the inertia weight W is set according to the following equation [13] : The approach using (7) is called -inertia weight approach (IWA)‖. Using the above equation, a certain velocity, which gradually gets close to Pbest and Gbest can be calculated. The current position (searching point in the solution space), each individual moves from the current position to the next one by the modified velocity in (6) using the following equation: The process of implementing the PSO is as follows:
Step 1: Create an initial population of individual with random positions and velocity within the solution space.
Step 2: For each individual, calculate the value of the fitness function. Step 4: Compare the fitness of all individual with Gbest. If the fitness of any individual is better than Gbest, then replace Gbest.
Step 5: Update the velocity and position of all individual according to (6) and (8).
Step 6: Repeat steps 2-5 until a criterion is met.
Modified Particle Swarm Optimization
Coelho and Krohling [18] proposed the use of truncated Gaussian and Cauchy probability distribution to generate random numbers for the velocity updating equation of PSO. In this paper, new approaches to PSO are proposed which are based on Gaussian probability distribution (Gd) and Cauchy probability distribution (Cd). In this new approach, random numbers are generated using Gaussian probability function and/or Cauchy probability function in the interval [0, 1].
The Gaussian distribution (Gd), also called normal distribution is an important family of continuous probability distributions. Each member of the family may be defined by two parameters, location and scale: the mean and the variance respectively. A standard normal distribution has zero mean and variance of one. Hence importance of the Gaussian distribution is due in part to the central limit theorem. Since a standard Gaussian distribution has zero mean and variance of value one, it helps in a faster convergence for local search.
Here the Cauchy distribution Cd, is used to generate random numbers in the interval [0, 1], in the social part and Gaussian distribution Gd, is used to generate random numbers in the interval [0, 1] in the cognitive part. The modified velocity equation (6) ()( )
The convergence characteristic of the system can be controlled by  . In the constriction factor approach (CFA),  must be greater than 4.0 to guarantee stability. However, as  increases, the constriction factor K decreases and diversification is reduced, yielding slower response. Typically, when the constriction factor is used,  is set to 4.1 (i.e. C 1 , C 2 = 2.05) and the constant multiplier K is thus 0.729.
IV. Results and Discussion
To verify the feasibility of the proposed method, three different power systems were tested: (1) 6-unit system with valve-point effects and transmission losses, (2) 13-unit system with valve-point effects and transmission losses are neglected and (3) 40-unit system with valve-point effects and transmission losses are neglected.
Test Case 1: 6-unit system
The system consists of six thermal generating units with valve point effects. The total load demand on the system is 1263 MW. The parameters of all thermal units are presented in Table 1 [14] , followed by coefficient matrix B ij losses.
The obtained results for the 6-unit system using the MPSO method are given in Table 2 and the results are compared with other methods reported in literature, including GA, PSO, PSO-LRS, NPSO, and NPSO-LRS [19] . It can be observed that MPSO can get total generation cost of 15,441 ($/hr) and power losses of 12.216 (MW), which is the best solution among all the methods. Note that the outputs of the generators are all within the generator's permissible output limit.
Test Case 2: 13-unit system
This system consists of 13 generating units and the input data of 13-generator system are given in Table 3 [10]. In order to validate the proposed MPSO method, it is tested with 13-unit system having non-convex solution spaces. The 13-unit system consists of thirteen generators with valve-point loading effects and have a total load demands of 1800 MW and 2520 MW, respectively.
The best fuel cost result obtained from proposed MPSO and other optimization algorithms are compared in Table 4 and Table 5 for load demands of 1800 MW and 2520 MW, respectively. In Table 4 , generation outputs and corresponding cost obtained by the proposed MPSO are compared with those of DEC-SQP, NN-EPSO, and EP-EPSO [20] . The proposed MPSO provide better solution (total generation cost of 17517.0118 $/hr) than other methods while satisfying the system constraints. In Table 5 , generation outputs and corresponding cost obtained by the proposed MPSO are compared with those of GA-SA, EP-SQP, and PSO-SQP [20] .
The proposed MPSO provide better solution (total generation cost of 24019.8924 $/hr) than other methods while satisfying the system constraints. We have also observed that the solutions by MPSO always are satisfied with the equality and inequality constraints by using the proposed constraint-handling approach.
Test Case 3: 40-unit system
This system consisting of 40 generating units and the input data for 40-generator system is given in Table 6 [10]. The total demand is set to 10,500 MW.
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The obtained results for the 40-unit system using the MPSO method are given in Table 7 and the results are compared with other methods reported in literature, including PSO, PPSO, and APPSO [21] . It can be observed that MPSO can get total generation cost of 121,649.20 $/hr, which is the best solution among all the methods. These results show that the proposed methods are feasible and indeed capable of acquiring better solution.
The optimal dispatches of the generators are listed in Table 7 . Also note that all generators' outputs are within its permissible limits. 
V. Conclusion
This paper presents a new approach for solving ELD problems with valve-point effect using a modified particle swarm optimization (MPSO) technique. The MPSO technique has provided the global solution in the 6-unit, 13-unit, and 40-unit test system and the better solution than the previous studies reported in literature. The application of Gaussian and Cauchy probability distributions in MPSO is a powerful strategy to improve the global searching capability and escape from local minima. Also, the equality and inequality constraints treatment methods have always provided the solutions satisfying the constraints. Although the proposed MPSO algorithm had been successfully applied to ELD with valve-point loading effect, the practical ELD problems should consider multiple fuels as well as prohibited operating zones. This remains a challenge for future work.
