A nonmonotone hybrid conjugate gradient method is proposed, in which the technique of the nonmonotone Wolfe line search is used. Under mild assumptions, we prove the global convergence and linear convergence rate of the method. Numerical experiments are reported.
Introduction
Let us take the following unconstrained optimization problem:
where f : R n → R is continuously differentiable. For solving (), the conjugate gradient method generates a sequence {x k }: 
, otherwise,
where  < μ ≤ λ-σ -σ , σ < λ ≤ . Numerical experiments show that the LY method is effective.
It is well known that the nonmonotone algorithms are promising methods for solving highly nonlinear large-scale and possibly ill-conditioned problems. The first nonmonotone line search framework was proposed by Grippo et al. in [] for Newton's methods.
At each iteration, the current function value is defined as follows:
where m() = ,  ≤ m(k) ≤ min {m(k -) + , M}, M is some positive integer. Zhang and Hager [] proposed another nonmonotone line search technique, they adopted C k to replace the current function f k , where
, and
To obtain the global convergence (see [, -]) and implement the algorithms, the line search in the conjugate gradient is usually chosen by a Wolfe line search; the stepsize α k satisfies the following two inequalities:
where  < ρ < σ < . In particular, a nonmonotone version line search can relax the choice of the stepsize. Therefore the nonmonotone Wolfe line search requires the stepsize α k to satisfy
and (), or
and (). The aim of this paper is to propose a nonmonotone hybrid conjugate gradient method which combines the nonmonotone line search technique with the LY method. It is based on the idea that the larger values of the stepsize α k may be accepted by the nonmonotone algorithmic framework and improve the behavior of the LY method.
The paper is organized as follows. A new nonmonotone hybrid conjugate gradient algorithm is presented and the global convergence of the algorithm is proved in Section . The line convergence rate of the algorithm is shown in Section . In Section , numerical results are reported.
Nonmonotone hybrid conjugate gradient algorithm and global convergence
Now we present a nonmonotone hybrid conjugate gradient algorithm.
Algorithm 
Step .
Step . If g k < , then stop. Otherwise, compute α k by () and (), set
Step . Compute β k+ by (), set d k+ = -g k+ + β k+ d k , k := k + , and go to Step .
Assumption  We make the following assumptions:
, where x  is the initial point.
(ii) The gradient function g(x) = ∇f (x) of the objective function f is Lipschitz continuous in a neighborhood N of level set  , i.e. there exists a constant L ≥  such that
for any x,x ∈ N .
Lemma . Let the sequence {x k } be generated by Algorithm
Proof From Lemma  and Lemma  in [], the conclusion holds. 
Proof From (), we have
By combining these two inequalities, we obtain
Lemma . Let the sequence {x k } be generated by Algorithm  and d 
Proof By () and (), we have
where
, and (), we have
Since f (x) is bounded from below in the level set  and by () for all k, we know that C k is bounded from below. It follows from () that () holds.
Theorem . Suppose that Assumptions  hold and the sequence {x k } is generated by the Algorithm . If ζ max < , then either g k =  for some k or
Proof We prove by contradiction and assume that there exists a constant >  such that
The rest of the proof is similar to Theorem  and Theorem  in [], and we also conclude
Furthermore, by ζ max <  and (), we have
This contradicts (). Therefore () holds.
Linear convergence rate of algorithm
We analyze the linearly convergence rate of the nonmonotone hybrid conjugate gradient method under the uniform convex assumption of f (x). The nonmonotone strong Wolfe line search is adopted in this section, given by () and
We suppose that the object function f (x) is twice continuously differentiable and uniformly convex on the level set  . Then the point x * denotes a unique solution of the problem (); there exists a positive constant τ such that
The above conclusion () can be found in [] .
To analyze the convergence of the nonmonotone line search hybrid conjugate gradient method, the main difficulty is that the search directions do not usually satisfy the direction condition:
for some constant c >  and all k ≥ . The following lemma has proven that the direction generated by Algorithm  with the strong Wolfe line search () and () in this paper satisfies the direction condition () by the observation for g Proof According to the choice of the conjugate gradient parameter β LY k , the result is discussed by two cases. In the first case,
If β k < , we have, by () and (),
In the second case,
From () and (), we obtain (), where c = min{ -σ μ,  - 
then there exists a constant c  >  such that
Proof By Lemma . and Lemma ., we have
where . If α k ≤ ν and ζ max < , then there exists a constant ϑ ∈ (, ) such that
Proof The proof is similar to that Theorem . given in [] . By (), (), and (), we have
In the first case, g k
By () and (), we have
by (), we have 
, we have
. By () and (), we have
By combining the equality, the first equation of (), and Q k+ ≤  -ζ max , ζ max <  and (), we obtain
By (), (), and (), we have
The proof is completed.
Numerical experiments
In this section, we report numerical results to illustrate the performance of hybrid con- Table  lists all the numerical results, which include the order numbers and dimensions of the tested problems, the number of iterations (it), the function evaluations (nf ), the gradient evaluations (ng), and the CPU time (t) in seconds, respectively. We presented the Dolan and Moré [] performance profiles for the LY, NHLYCG, and NGLYCG. Note that the performance ratio q(τ ) is the probability for a solver s for the tested problems with the factor τ of the smallest cost. As we can see from Figure  and Figure  , NHLYCG is superior to LY and NGLYCG for the number of iterations and CPU time. Figure  shows that NGLYCG is slightly better than LY and NGLYCG for the number of function value evaluations. Figure  shows the performance of NGLYCG is very much like that of LY for the number of gradient evaluations. However, the performance of NGLYCG with the nonmonotone framework () is less than satisfactory.
