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The object of this paper is to study the Shape gradient and the Shape Hessian 
by the Velocity (Speed) Method for arbitrary domains with or without constraints. 
It makes the connection between methods using a family of transformations such 
as first or second order Perturbations of the Identity Operator. New definitions for 
Shape derivatives are given. They naturally extend existing theories for Ck or 
Lipchitzian domains to arbitrary domains without any smoothness conditions on 
their geometric boundary. In this new framework extensions of the classical struc- 
ture theorems are given for the Shape gradient and the Shape Hessian. 0 1992 
Academic Press. Inc. 
1. INTRODUCTION 
Shape Analysis and Optimization deals with problems where the control 
or optimization variable is no longer a vector of parameters or functions but 
the shape of a geometric domain 52 contained in a fixed hold-all D of the 
Euclidean N-dimensional space RN. Here the space of all subsets 9’(D) of 
D is no longer a vector space and the traditional definitions of directional 
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derivatives have to be adapted. To do that the domain Q can be perturbed 
by a family of velocity fields { I”(t): 0 d t d T} on D or by introducing a 
family of transformations ( T,: 0 d t d z} of B. The first approach is known 
as the Velocity (Speed) Method (cf. J. Cea [7] and J. P. Zolesio [ 171). The 
second approach is the classical viewpoint in Mechanics where it is con- 
venient to work in both fixed and actual coordinates through an 
appropriate change of variable. A special case of this is known as the 
Method of Perturbation of the Identity. 
In this paper we introduce a framework where the velocity and the trans- 
formation approaches are equivalent. We use velocities to define and study 
the Shape gradient and the Shape Hessian for nonsmooth constrained and 
unconstrained domains. We extend Hadamard structure theorem from Ck 
domains to nonsmooth domains. We also discuss their relationship to 
various methods based on perturbations of the identity operator. 
In Section 2 we extend the Velocity (Speed) Method to nonsmooth 
domains Q which are constrained to lie within a fixed domain D. This is 
done by a double application of the Viability Theory and the introduction 
of Bouligand contingent and Clarke tangent cones. We obtain natural 
extension of Hadamard’s structure theorem for both the Shape gradient and 
the Shape Hessian (cf. Delfour and Zolesio [9(b)-9(e)] for a description of 
the smooth case) and recover known result in the smooth case. The canonical 
structures of the gradient and the Hessian are given for non-autonomous 
velocity fields. We show that Methods of Perturbation of the Identity 
Operator (first and second order) are special cases corresponding to non- 
autonomous velocity fields and indicate how to construct the associated 
velocity. 
For the Shape gradient, the different methods yield expressions which 
may look different but are all equal. However, this is no longer true for the 
Shape Hessian. In fact we shall show in Section 4 that different perturba- 
tions of the identity yield final expressions which are not equal. It turns out 
that we can introduce an infinity of definitions based on perturbations of 
the identity. However, we shall show that they always contain a canonical 
bilinear term plus the Shape gradient of the functional acting in the direc- 
tion of an acceleration field which is characteristic of the chosen perturba- 
tion. The canonical bilinear term exactly coincides with the second order 
Shape derivative obtained by the Velocity (Speed) Method for autonomous 
velocity fields. Moreover each expression obtained by a method of pertur- 
bation of the identity can be strictly recovered by adding to the canonical 
term the Shape gradient acting in the direction of an appropriate accelera- 
tion field. In view of this we propose to refer to this canonical term as the 
Shape Hessian. 
A few papers have dealt with the second variation of a domain functional 
for partial differential equation models. To our knowledge the first one by 
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N. Fujii [10(a)] used a second order perturbation of the identity along the 
normal to the boundary for second order linear elliptic problems. An 
extremely interesting paper by Arumugam and Pironneau [2] used the 
Shape second variation to solve the ribbfet problem. Finally J. Simon [16] 
presented a computation of the second variation using a first order pertur- 
bation of the identity. The first general approach to the computation of 
Shape Hessians can be found in Delfour and Zoltsio [9(b)9(e)]. It uses 
the Velocity (Speed) Method and includes simple illustrative examples for 
the Neumann and Dirichlet problems. 
In conclusion, we would like to emphasize the importance of the equiv- 
alence between the velocity and the transformation viewpoints. It provides 
an essential link between many results which have been developped in 
parallel and direct constructions to compare them. In this paper we have 
used non-autonomous velocity fields but everything can be readily trans- 
lated in the language of transformations. 
2. VELOCITY (SPEED) AND TRANSFORMATION METHODS 
In this section we review and extend the Velocity Method (cf. J. P. 
Zoiesio [17]) and prove its equivalence with transformation methods. 
Under appropriate conditions we show how to construct a family of non- 
autonomous transformations of R” (or the closure of a subset D of RN) 
from a family of non-autonomous velocity fields. Conversely we show how 
to construct the family of non-autonomous velocity fields from a family of 
non-autonomous transformations of RN (or the closure of a subset D of 
W”). This construction is applied to various methods based on perturba- 
tions of the identity. In Subsections 2.1 and 2.2 we recall results from 
Delfour and Zolesio [9(e)] for unconstrained domains. In Subsections 2.3 
and 2.4 we present new results for constrained domains which will be basic 
in this paper. 
2.1. Unconstrained Families of Domains 
Let the real number r > 0 and the map V: [0, r] x RN + RN be given. 
Denote by V a family ( V(t): 0 < t 6 z} of non-autonomous velocity fields 
on RN defined by 
Assume that 
Xl-+ V(t)(x) ef Jqt, x): iJaN- RN. (1) 
(v) { 
VXG RN, V( .) x) E C”( [O, 7-j; RN) 
3c>o,vx, YERN, llff(., Y)- ~(.~X)lIcO(~O,r,;lWN)~c lY--l> 
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where P’( ., x) is the function t H V(t, x). Associate with V the solution 
x(t; I’) of the ordinary differential equation 
dX 
z (t) = vt, x(t)), tEIO,t],x(0)=XERN, (2) 
and introduce the homeomorphism 
XH T,(V)(X) er x(t; V): RN + RN, 
and the maps 
(3) 
(t, X) H T,(t, X) $2 T,(V)(X) : [O, z] x RN + RN, (4) 
(t, x)t+ T,‘(t, x) fzf T,Y( V)(x) : [O, z] x RN + RN. (5) 
Notation 2.1. In the sequel we shall drop the V in TY(t, X), T;‘(t, x), 
and T,( I’) whenever no confusion is possible. 
THEOREM 2.1. (i) Under hypothesis (V) the map T has the following 
properties 
i 
VXE RN, T( ., X) E C’( [0, ~1; RN) 
(T1) 3c>O,VX, YE[W~, IIT(., Y)-T(.,X)/IC~~CO,r,;~N)~~IY-XI, 
(T2) Vt E [0, 21, XI-+ T,(X) = T(t, X): RN + RN is bijectiue, 
(T3) VXE[W~,T~‘(.,X)EC’([O,Z];[W~) 
1 3c>O,Vx,y~~~, II~-~‘~~,~~-~~‘~~,~)ll.o~~~,~~;~~~~~l~--l. 
(ii) Given a real z > 0 and a map T: [0, z] x RN -+ RN verifving 
hypotheses (Tl), (T2), and (T3), then the map 
(t,x)w V(t,x)&$t, T,‘(x)): [O,z]xRN+RN, (6) 
verifies hypothesis ( V), where T,- ’ is the inverse of X H T,(X) = T( t, X). 
This first theorem is an equivalence result which says that we can either 
start from a family of velocity fields {V(t)} on RN or a family of transfor- 
mations (T,} of RN provided that the map V, V(t, x) = V(t)(x), verifies (V) 
or the map T, T(t, X) = T,(X), verifies (Tl) to (T3). 
When we start from V, we obtain the Velocity Method and the perturba- 
tions of an initial domain Q by the family of homeomorphisms {T,(V)} 
generates a new family of transformed domains 
Q,=T,(V)(Q)={T,(V)(X):XEQ} (7) 
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which will be used in Sections 3 and 4 to define shape derivatives. Note 
that interior (resp. boundary) points of R are mapped onto interior (resp. 
boundary) points of 52,. 
2.2. Perturbation of the Identity Operator 
In examples where we start from T, it is usually possible to verify 
hypotheses (Tl) to (T3) and construct the corresponding velocity field V 
defined in (6). For instance perturbations of the identity to the first or 
second order fall in that category: 
T,(X) =X+ tU(X) + f A(X) 
(A = 0 for the first order), t > 0, XE RN, 03) 
where U and A are transformations of RN. It turns out that for Lipschitzian 
transformations U and A, hypotheses (Tl ) to (T3) are verified. 
THEOREM 2.2. Let U and A be two uniform Lipschitzian transformations 
ofRN: 
For r = min{ 1, 114~) and T given by (8), the map T verifies hypotheses (Tl ) 
to (T3) on [0, 21. Moreover the associated velocity V is given by 
(t,x)M’(t,x)=U(T;‘(x))+tA(T,‘(x)):[O,r]~rW~+[W~, (9) 
and it verifies hypothesis (V) on [0, z]. 
Remark 2.1. Observe that from (8) and (9) 
V(0) = u, v(O)(x) ‘if $1, x)l,co= A- [DU] U, (10) 
where DU is the Jacobian matrix of U. The term p(O) is an acceleration at 
t = 0 which will always be present even when A = 0. 
2.3. Constrained Families of Domains 
In many applications the family of admissible domains 52 is constrained 
to subsets of a fixed larger domain or hold-all D. To reflect that constraint 
we consider transformations 
T: [O,t]xa-RN (11) 
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with the following properties 
(T1 ) VA-ED, T(., X)EC’([O, t]; R”) 
n i 3c>o,vx YED, IIn., Y)-T(-,X)IIc’cro,~,,wl.,dcIY-XI, 
(T2,) Vt E [0, t], XH T,(X) er T( t, X) : D -+ D is bijective, 
(T3 ) 
i 
VXE D, T-‘( .) x) E C”( [O, z]; R”) 
D 3c>O,vx,yEB, IIT~‘(~,y)-T~‘(~,x)llCO~CO,r,;aB”,~Cly-xI, 
where under hypothesis (7’2,) TP ’ is defined from the inverse of T, as 
(t, X)H TP’(t, x) 2’ T,‘(x) : [0, t] x d + R”. (12) 
Those three properties are the analogue for D of the same three proper- 
ties obtained for l&IN. In fact Theorem 2.1 extends from RN to D by adding 
one hypothesis to (V). Specifically we shall consider for r > 0 velocities 
v : [O, T] x d -+ RN (13) 
such that 
(VI,) 
VXED, V(~,x)EC”([O,T];llP) 
3c>o, vx, Y4 IIV(., VI- V(.,X)IICO(CO,r,;lWN)~C iv-xl. 
(V2,) VXED,V~E[O,T], V(t,x)~T~(x),and -V(t,x)~T~(x), 
where TD(x) is the Bouligand contingent cone to D at the point x in D (cf. 
Aubin and Cellina [3, p. 1761). Of course ( V2,) need only be verified on 
the boundary aD of D. 
The next theorem is a generalization of Theorem 2.1 from RN to an 
arbitrary domain D which shows the equivalence between velocity and 
transformation viewpoints. 
THEOREM 2.3. (i) Let T >O and V be a family of velocity fields 
verzyying hypotheses (V lo) and ( V2,) and consider the family of transfor- 
mations 
(t, X) H T(t, X) E’x(t; X) : [IO, z] x D -+ RN, (14) 
where x( ., X) is the solution of 
dx 
x (t) = V(t, x(t)), O,<t<r, x(0) = A-. (15) 
Then the family of transformations T verifies conditions (TI,,) to (T3,). 
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(ii) Conversely given a family of transformations T verifying 
hypotheses (Tl D) to (T3,), the family of velocity fields 
(t, X)H V(t, x) %‘g(t, T,‘(x)) : [0, t] xD+ IWN (16) 
verifies conditions (Vl,) and (V2,) and the transformations constructed 
from this V coincide with T. 
Remark 2.2. Under ( Vl D) and ( V2,), {T,: 0 < t < r} is a family of 
homeomorphisms of d which map the interior 3 (resp. the boundary do) 
of D onto 6 (resp. 8D) (cf. J. Dugunji [18, pp. 87-881). 
Remark 2.3. Assumption (V2,) is a double viability condition. 
M. Nagumo’s [ 131 usual viability condition 
V(t, xl E TD (xl, V’tE [O, z], VXED (17) 
is a necessary and suffkient condition for a viable solution to (15), that is, 
Vt E [0, r], VXE 6, x(t; X) E D (or T,(D) c D) (18) 
(cf. Aubin and Cellina [3, p. 174 and p. 1801). Condition ( V20) 
Vte[O,r],VxeD, v(t,~)ET~(x), and -V(t,x)~T~(x) (19) 
is a strict viability condition which not only says that T, maps B into d but 
also that 
vt E co, rl, T, : B --+ D is a homeomorphism. (20) 
In particular it maps interior points and boundary points onto boundary 
points. 
Remark 2.4. Condition (V2,) is a generalization to arbitrary domains 
D of the following condition used by J. P. Zoltsio [17(a)] in 1979: for all 
x in aD 
V( t, x) . n(x) = 0, if the outward normal n(x) exists 
V( t, x) = 0, otherwise. 
Proof of Theorem 2.3. (i) Existence and uniqueness of viable solutions 
to (15). We apply M. Nagumo’s [ 131 theorem to the augmented system on 
co, 71 
$ (t) = V(t, x(t)), x(O)=XED 
dxo -jp)= 1, %(O) = 0, 
(21) 
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that is, 
where ~(t)=(~~(t),x(t))~[W~+‘, @‘(a)=(l, @(a)), and 
@x0, x) = 
i 
V(xo,x), 06X,6T 
VT> XL I T<Xg ’ 
XED. 
(22) 
(23) 
It is easy to verify that systems (21) and (22) are equivalent on [0, r] and 
that a(t) = (t, x(t)). The new velocity field on p= RN+’ is continuous at 
each point f E L? by the first hypothesis (Vl D) since 
ei3 - m = (0, RYO, Y) - ho, xl) 
and for O<.Q, y,,<r 
I WY03 Y) - I/(x0, x)l G I VYO, Y) - VYO, x)1 + I VYO, x) - wo, x)1 
6~lY-xl-tI~(Yo,x)-~(xo,x)l. 
In addition 
and 
T&.) = T,+(x,) x T,(x) 
P(i) = (1, V(i)) E T,+(x()) X T,(x). 
Moreover P(B) is bounded and RN+’ is finite dimensional. So by using the 
version of Nagumo’s theorem given in Aubin and Cellina [3, Theorem 3, 
Part (b), pp. 182-1831 there exists a viable solution 2 to (22) for all t > 0. 
In particular 
Vt E co, Tl, i(t)dLR+ xd 
which is necessarily of the form 
i(t)= (t, x(t)). 
Hence there exists a viable solution x, x(t) ED on [0, T], to (15). The 
uniqueness now follows from the Lipschitz condition (Vl,). The Lipschit- 
zian continuity (Tl,) can be established by a standard argument. 
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Condition (T2,). Associate with X in d the function 
Y(S) = T,-s(Jl O<.Y<t. (24) 
Then 
4 
z(s)= -vt-4 Y(S)), 0 G.9 < t, y(0) = T,(X). (25) 
For each x E B, the differential equation 
$I= -Vf-$9 Y(S)), O<s<t, y(O)=xeD (26) 
has a unique viable solution in C’( [0, t]; IF!“‘): 
vs E co, fl, Y(S) E 4 (27) 
since by hypothesis (V2,) 
Vt E [O, z], vx E D, - V(t, x) E T,(x). 
The proof is the same as above. The solutions of (26) define a Lipschitzian 
mapping 
such that 
x H S,(x) = y(t): d + d 
3c>o, VtE [OJ], vx, YED;, Ist(Y)-s~(x)l Gc IY --XI. (28) 
Now in view of (25) and (26) 
S,(T,(X))=y(t)=T,+,(X)=X * StoTt=ZonD. 
To obtain the other identity, consider the function 
z(r) = y(t - r; x), 
where y( ., x) is the solution of Eq. (26). By definition 
dz 
z (r) = w-9 z(r)), 40) = Y(f, x) 
and necessarily 
x = ~(0; x) = z(t) = T,( y( t; x)) = T,( S,(x)) 
=>T,oS,=Zon4~S,=T,‘:4-r~. 
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Condition (T3,). The uniform Lipschitz continuity in (I-3,) follows 
from (28) and we only need to show that 
VXED, T ‘( ., x) E C”( [0, z]; R”‘). 
Given t in [0, r] pick an arbitrary sequence it,,}, t,, + t. Then for each 
x E D there exists XE D such that 
But 
T,(X) =x and T,J X) -+ T,(X) = x. 
T,;‘(x) - T,‘(x) = T,,‘( T,(X)) - T,-‘( T,(X)) 
= T,;(T,(W)- T,‘(T,n(W 
By the uniform Lipschitz continuity of T, ’ 
IT,‘(x)- T,-‘(x)1 = IT,‘U’M- T,;‘UJXM <c IT,(W- T,n(X)I 
and the last term converges to zero as t, goes to t. 
(ii) The first condition ( Vl D) is verified since for each x E d and t, s 
in [0, z] 
Iv(t>x)- f’(s,x)l 6 t$, T;-‘(X))+, T,;‘(x)) 
+ !$I, 7;‘(x))-!& T, ‘(x)) 
<c IT,-‘(x)- T,-‘(x)1 
The second condition ( Vl D) follows from ( Tl D) and (T3,) and the 
following inequality: for all x and y in d 
Iv(t> Y)- v(t,x)l = $t, T;l(y))-g(t, T;‘(x))1 
<c IT,-‘(y)- T,-‘(x)1 <cc’ ly-xl. 
To check condition (V2,), we go back to the definition 
contingent cone 
TAX)= n (7 u [+)+d?], 
E>O sr>o o</l<a 
of Bouligand 
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where B is the unit disk in RN. We first show that 
Pyt, x)=$r, T,Y(X))E T,(x), QXED. 
By (T2,), T, is bijective. So it is equivalent to show that 
$0, WE TD(T,(X)), QXED. 
For simplicity we use the notation 
x(t) = T,(X) = T(t, X) and x’(t) = $ (t, X). (29) 
By definition of T,-(x(t)) we must prove that 
QE > 0, Qa > 0,3u E x’(t) + EB, 3h E 10, cr [, such that x(t) + hu E D. 
Choose 6,O < 6 < CI, such that 
QS, Is - tl < 6 => Ix’(s) -s’(t)/ < E. 
Then fix t’,O<t’-t<6, 
x(t’)-x(t)= j”[X’(S)-x’(r)]ds+(r’-t)x’(r) 
t 
and 
x(P) -x(t) 
t’ - t 
-x’(t) <E. 
Therefore choose u = [x( t’) - x( r)]/( t’ - t). Now 
x(t)+hu=x(r)+-& [x(f) - x(t)1 
and choose h = t’ - t since 0 < t’ - t < 6 < a: 
T(t,X)+(t’-t)u=T(t,X)+[T(r’,X)-T(t,x)]=T(t’,ik’)~D 
by hypothesis on T. This proves (29). The second part of (1/2,) is 
-V(t,x)= -$I, T,‘(x))ET&x), QXED 
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which is equivalent to proving that 
or with the simplified notation 
-X’(f)E T,(x(t)). (30) 
We proceed exactly as in the proof of (29) except that we choose t’ such 
that 0 < t - t’ < 6, h = t - t’, and u = - [x(t) - x( t’)]/( t - t’). Then 
(u+x’(t)l <E 
and 
and necessarily we get (30). This completes the proof of the theorem. i 
2.4. Transformation of Condition (V2,) into a Linear Constraint 
Condition (V2,) is equivalent to 
Vt E [0, z], VXE D (resp f3D), V(t, xl E { - T,(x)} n {T&l) (31) 
since Ta(x) = T,(x). If T,(x) was convex, then the above intersection 
would be a closed linear subspace of RN. This is true when D is convex. In 
that case T,(x) = C,(x) =ZGT,(x), where C,(x) is the (closed convex) 
Clarke tangent cone to D at x which is defined by 
C,(x)= {d-P: lim d,( y + hu)/h = 0 ), 
h+O 
Y  + d x 
d,(y) is the minimum distance from y’ to D, and +D denotes the 
convergence in 4. The sets 
L,(x) fir C-C&)) n {CD(x)) 
and (32) 
L’,(x) 2’ (--ZT,(x)} n {ZGT,(x)j 
are closed linear subspaces of R N. This means that for convex domains D 
condition (V2,) is equivalent to 
Vt E [0, z], Vx E b (resp L?D), vt, xl E L,(x) (33) 
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or 
Vt E [0, z], Vx E d (resp aD), V( t, x) E Lb(x). (33’) 
It turns out that for continuous vector fields V(t, .) the equivalence of 
( V2D), (33), and (33’) extends to arbitrary domains D. 
THEOREM 2.4. Given a velocity field V vertfying ( Vlp), then condition 
(V2,) is equivalent to 
(V2,-) Vt E [0, T], Vx E D (resp 8D), 
Vt, x) E L,(x) = { -C,(x)} n C,(x), 
or (34) 
(V2,,) Vt E [0, z], Vx ED (resp aD), 
V(t, x) E Lb(x) = { -ETT,(x)} n COT,(x). 
Moreover L,(x) and Lb(x) are closed linear subspaces of RN. 
Proof (i) The equivalence of (V2,), (V2,), and (V2==) is a direct 
consequence of the following lemma which will be proved later. 
LEMMA 2.1. Given a vector field WE C”(D; RN), the following three 
conditions are equivalent: 
Vx E d (resp JD), W(x) E C,(x); (35) 
VXG b (resp aD), W(x) E T,(x); (36) 
Vx E d (resp aD), W(x) E COT,(x). (37) 
(ii) The set L,(x) is closed as the intersection of two closed sets. To 
show that it is linear we show that Va E R, VVE L,(x), al/~ Lo(x), and 
VV, WE L,(x), V+ WE Lo(x). Since + C,(x) are cones 
va E R, VVE L,(x), f Ial VE C,(x) * +aVE C,(x) *aVE L,(x). 
By convexity of f C,(x) 
vv, WE L,(x), f (V+ W) E C,(x) =e- v+ WE L,(x). 
The proof is analogous for Lb(x). This completes the proof of the 
theorem. 1 
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Proof of Lemma 2.1. By definition C,(x)c T,(.u)cZT, and (35)=> 
(36) a (37). Conversely we know that 
lim inf E?T,( y) = hm+;nf T,(J) = C,(X) 
.v-.0-t 
(cf. for instance Aubin and Frankowska [4(a), Theorem 4.1.10, Sect. 4.15, 
p. 1303). Since W is continuous in d and (35) is verified, then for each 
XED 
W(x) = lim W(y) E C,(x) 
L’ - (j x 
and (36)*(35) and (37)+ (35). 1 
Remark 2.5. Lemma 2.1 essentially says that for continuous vector 
fields we can relax the condition of M. Nagumo’s [13] theorem from 
(V/2,) involving the Bouligand contingent cone to (V2,) involving the 
smaller Clarke convex tangent cone or the bigger convex cone ZT,(x). In 
dimension N = 3, they are {0}, a line, a plane, or the whole space. 
Notation 2.2. In the sequel it will be convenient to introduce the 
following spaces and subspaces 
$P={V: [O,r]xRN --f RN such that V verifies ( V) on RN} (38) 
and for an arbitrary domain D in RN 
YD = { P’ : [IO, z] x D + RN such that Vverifies (VI D) and (k’2c) on 8D). 
(39) 
For any integers k 2 0 and m 2 0 and any compact subset K of RN define 
the following subspaces of 2 
v :k = C”‘( [0, r], &Sk(K, RN)) n 9, (40) 
where .@(K, RN) is the space of k-times continuously differentiable trans- 
formations of RN with compact support in K. In all cases V2k c YK. As 
usual G.@“(K, RN) will be written 9(K, RN). 
Remark 2.6. The possible use of ZZT,(x) instead of C,(X) has been 
pointed out to us by the referee. This follows from a specialization of a 
recent result by Aubin and Frankowska [4(b)] for convex compact valued 
upper semicontinuous set-valued functions to single-valued continuous 
functions. For completeness we have extended Lemma 2.1 to take this 
possibility into account. It is true that, in general, 
C,(x) c T,(x) c COT,(x) (41) 
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and that the three cones do not necessarily coincide. Since both C,(x) and 
ET,,(x) will generate linear spaces, the question of the choice between a 
small and a large candidate naturally arises. However, the linear space 
~~={V:[0,z]x~-+R’“suchthat Vverities(Vl,)and(V2,,,,)on8D} 
(42) 
constructed from L’,(x) coincides with the linear space YD constructed 
from L,(x). Since all subsequent developments in this paper are based on 
the set P’D and not on the choice of any one of the tangent cones in (41), 
this question is purely a matter of taste at least for continuous vector fields. 
This may no longer be true for discontinuous fields and one tangent cone 
may be more fundamental than the others. 
3. SHAPE GRADIENT 
Consider the set P(D) of subsets Q of a fixed domain D of RN (possibly 
all of RN) which will play the role of a hold-all. Under the action of a 
velocity field V in TD, a domain 52 in an admissible family d of 9(D) is 
transformed into a new domain 
Q,(V) = T,( V)(Q) = {T,(V)(X) : XE a}. (1) 
This provides our first notion of derivative for a domain functional, that is, 
a map 
SZHJ(i-2):&dcqD)+R. (2) 
DEFINITION 3.1. Given a velocity field V in TD, J is said to have an 
Eulerian semiderivative at 52 in the direction V if the following limit exists 
and is finite 
lim [J(Q,( V)) - J(Q)]/t. (3) 
r\0 
Whenever it exists, the limit will be denoted dJ(f2; V). 
This definition is quite general and may include situations where 
dJ(Q; V) is not only a function of V(0) but also of V(t) in a neighbourhood 
of t = 0. This will not occur under some appropriate continuity hypothesis 
on the map V~dJ(f2; V). This immediately raises the question of the 
choice of topology and eventually the choice of gradient when we specialize 
to autonomous vector fields V. We choose to follow the classical 
framework of the Theory of Distributions (cf. L. Schwartz [15(a)]. Assume 
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that D is an open domain in R”‘. Domains Q in P(D) will be perturbed by 
velocity fields V(t) with values in @(K, RN) for some compact subset K of 
D and integer k 2 0. More precisely we shall consider velocity fields in 
Y- -:k = h { V;‘” : VK compact in D}, 
K 
(4) 
where & denotes the inductive limit set with respect to K endowed with 
its natural inductive limit topology. For autonomous fields, the above 
construction reduces to 
vk = 9’(D, RN) n Lip(RN, RN), k=O 
D 
i gk(D, RN), 1 l<k<cc ’ 
(5) 
where Lip( R”‘, RN) denotes the space of uniformly Lipschitzian transforma- 
tions of RN. In all cases hypotheses (Vl,) and (V2,) are verified since for 
all te [0, z], V(t, x) = 0 for all x in aD. When D = RN we drop the index 
D in the above definitions and simply write pmyk and Vk. In the sequel 
ga(D, RN) will be written 9(D, RN). 
THEOREM 3.1. Let Q be a domain in the fixed open hold-all D. Assume 
that there exist integers m > 0 and k 2 0 such that 
VVE @;k, dJ(i2; V) exists, (6) 
and that the map 
VH dJ(Q; V) : +$k + R (7) 
is continuous. Then 
VVE Pzk, dJ(R; V) = dJ(Q; V(O)), (8) 
where dJ(D; V(0)) is the Eulerian semiderivative for the autonomous vector 
field equal to V(0). 
Proof It is sufficient to prove the theorem for any compact subset K of 
D. So given V in VTk construct the sequence 
V,(t) = V(t/n), 0 < t Q z, for integers n > 1. 
By continuity of V, {V,} converges in V>k to the autonomous field 
p(ct) = V(0). Hence by continuity of (7) 
dJ(Q; V,) + dJ(Q; V(0)) 
and by uniqueness of the limit we obtain (8). a 
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By virtue of this theorem we can now specialize to autonomous vector 
fields V to further study the properties and the structure of dJ(s1; V). 
DEFINITION 3.2. Let Q be a domain in the open hold-all D of l&P’. 
(i) The functional J is said to be shape differentiable at 52, if the 
Eulerian semiderivative dl(s2; V) exists for all V in 5S(D, RN) and the map 
VW dJ(Q; V) : g(D, RN) -+ R (9) 
is linear and continuous. 
(ii) The map (9) defines a vector distribution G(Q) which will be 
referred to as the shape gradient of J at 0. 
(iii) When there exists some finite k 3 0 such that G(Q) is continuous 
for the &(D, RN)-topology, we say that the shape gradient G(Q) is of 
order k. 
The next theorem gives additional properties of shape differentiable 
functionals. 
Notation 3.1. Associate with a subset A of D and an integer k 9 0 the 
set 
L”, = { VE @(D, RN) : Vx E 8A, V(x) E LA(x)}. (10) 
THEOREM 3.2 (Generalized Hadamard’s Structure Theorem). Let Q be 
a closed or open domain in RN with boundary Z in the open hold-all D of RN 
and assume that J has a shape gradient G(0). 
(i) The support of the shape gradient G(Q) is contained in 
Z-*S-nD. 
(ii) Zf the shape gradient is of order k for some k, 0 <k < 00, then 
there exists [G(Q)] in (9:/L:)’ such that for all V in $, ‘%‘@‘(D, RN) 
(11) 
where qa: @, + 9:/L: is the canonical quotient surjection. Moreover 
G(Q) = qBCWJ)l> (12) 
where qz denotes the transpose of the linear map qn. 
Proof: (i) For any V in gD such that V = 0 on f n D, we have V = 0 
on r. Hence V verities hypotheses (Vl,) and (V2,) (with 52 in place of D) 
and VEL;. Then by Theorem 2.2, T,: 0 -+ Q is a homeomorphism and 
(Q=8) or 
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(Q),V = 7’JQ) = n and (d),Y = T,(d) = 8. Thus when Q is closed 
open (Q = ti), 
v’s 3 0, T,(R) = Q =+ J(Q,) = J(Q) =+ dJ(Q; V) = 0 
(ii) It is sufficient to prove that dJ(Q; I’) = 0 for all V in Lh. The 
other statements follow by standard arguments and the fact that Lk, is a 
closed subspace of 9:. From part (i) we know that the result is true for 
all V in Lz and hence by a density argument for all P’ in LL. 1 
Remark 3.1. When the boundary r of Q is compact and J is shape 
differentiable at Q, the distribution G(Q) is of finite order. Once this is 
known, the conclusions of Theorem 3.2(ii) apply with k equal to the order 
of G(Q). 
For smooth domains quotienting 9; by LL intuitively means that we 
are dealing with vector fields in 9: which are normal to the boundary To. 
This notion can be made more precise and another interpretation of the 
dual of the quotient space 9:/L: can be given. 
DEFINITION 3.3. Let Q be a domain with boundary r in the open hold- 
all D of RN and let k, 0 <k < co, be an integer. We say that a distribution 
T in (9:)’ is normal to the boundary TD = Tn D if 
VVE Lf,, CT, V&/“,=O. 
The space of all distributions Tin (9:)’ which are normal to the boundary 
TD will be denoted N”,(r). 
LEMMA 3.1. Under the hypotheses of Definition 3.2, M:(r) is a closed 
linear subspace of (a”,)’ and the map 
is an isomorphism. 
Proof: By definition Mk,(r) is a closed linear subspace of (9:)‘. By 
construction the map qn in Theorem 3.2(ii) is surjective and its transpose 
is linear continuous and injective. Its image in (9:)’ coincides with 
N:(r): for all [T] in (9:/L:)’ and V in Lk 
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Conversely given any NE Jlri(r,), ker NX L$, and the map 
( CNI, qn( V > = (N V 
is well-defined linear and continuous. Hence 
Im qX = N:(r). 1 
Theorem 3.2 can now be restated as follows. 
COROLLARY 1. Under the hypotheses of Theorem 3.2, for all integers 
k, 0 6 k < co, G(Q) is a distribution in .,Vk,(r) (that is, which is normal to 
r,,) with support in To. 
When the boundary r is defined by local maps, it is possible to intro- 
duce the corresponding spaces of traces on l-n D and define the surjective 
trace operator 
yr: gk(D, RN) -+ gk(Tn D, RN) 
(resp. yr: gk(D) + gk(Tn D)). 
(13) 
Then a bijection pL can be constructed such that the following diagram 
commutes 
where 
Vwv(V)= V.n:5Sk(TnD, RN)+@(TnD) 
is continuous linear and surjective and n is the outward unit normal to r. 
It is easy to verify that the map pL defined by 
4dV- PL(qn(V) Z rAV1.n (14) 
is well-defined and injective since the kernel of the map P’H yr( V) . n: 
gk(D, RN) -+ gk(rn D, R”‘) coincides with LL. The surjectivity is a conse- 
quence of the fact that for a Ck+’ boundary, k 2 0, it is always possible to 
construct a Ck-extension N on D or even RN of the unit normal n on r (cf. 
Agmon, Douglis, and Nirenberg [I]). Then for any v in gk(Tn D), there 
exists an extension 0” in 5Sk(D) and the vector V= i?N belongs to $Bk(D, RN) 
and coincides with vn on Tn D. 
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The dual of the above diagram will also be commutative 
and necessarily there exists g(T) E 9’(Tn D)’ such that 
G(Q) = qXC’W)I = qZPEg(r) = yFv*dO. 
Here the transpose of yr can be regarded as an extension operator by 0 
outside of Tn D, while the transpose of v associates with each element g 
in @‘(Tn D)’ the vector distribution v*g which is normal to the boundary 
Tn D. Following J. P. Zolesio [17(a), Theorem 3.1, pp. 53-541 it is 
legitimate to write this vector distribution gn (n, the outward normal to r). 
COROLLARY 2. Assume that the hypotheses of Theorem 3.2 are verified 
for an open domain Q, that the order of G(Q) is k 2 0 (possibly infinite), and 
that the boundary r of Q is C k+‘. Then for all x in I-, L,(x) is an (N- l)- 
dimensional hyperplane to Q at x and there exists a unique outward unit 
normal n(x) which belongs to Ck(r; RN). as a result the spaces 
are isomorphic. In particular there exists a scalar distribution g(f) in 
gk(Tn D)’ such that for all V in 9’(D, IWN) 
dJ(Q; V)= (g(T), yr(V).n)+,rnD,= (Y?g(r), (V.n)n)ak, (15) 
and 
G(Q) = rFv*s(U = q;spL*dr) = q;SCG(Q2)1, CGP)l = p2g(O (16) 
Remark 3.2. In 1907, J. Hadamard [12] used velocity fields along the 
normal to the boundary I’ of a C” domain to compute the derivative of 
the first eigenvalue of the plate. The generalization to open domains with 
a Ck+ ’ boundary was done by J. P. ZolCsio [17(a), Theorem 3.1, 
pp. 53-543 in 1979. Theorem 3.2 and Corollary 1 are generalizations for 
arbitrary shape functionals of that property to open or closed domains 
with an arbitrary boundary. 
Remark 3.3. The space ak(Tn D) is not simple to characterize. 
However, when r is compact and D = RN, it coincides with Ck(r). 
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EXAMPLE 3.1. For any measurable subset Q of a measurable hold-all D 
of [WN, consider the volume functional 
J(Q) = s, dx. (17) 
For Sz with finite volume and V in GS’(D, RN), 
dJ(S2; V) = 1 div V dx 
R 
(18) 
but for a bounded open domain S2 with a C’ boundary I- 
dJ(M; V)=j V.ndT (19) 
I- 
which is continuous on g’(D, IV). Here the smoothness of the boundary 
decreases the order of the distribution G(Q). This raises the question of the 
characterization of the family of all domains Q of D for which the map 
VH 
s 
div Vdx: g’(D, IV”) -+ R (20) 
R 
can be continuously extended to SS’(D, I??“‘). This is the family of finite 
perimeter sets or R. Caccioppoli [6] sets with respect to D (cf. E. De 
Giorgi [S]). It contains domains Q whose characteristic function belongs 
to B!‘(D), the space of L’ functions on D with a distributional gradient in 
the space of (vectorial) Radon measures. They are the sets with finite 
volume and perimeter. 
4. SHAPE HESSIAN 
We first study the second order Eulerian semiderivative d*J(Q; V; W) of 
a functional J(Q) for two non-autonomous vector fields V and W. A first 
theorem shows that under some natural continuity hypotheses, 
d*J(Q; V; W) is the sum of two terms: the canonical terti 
d*J(.Q; V(0); W(0)) plus the first order Eulerian semiderivative dJ(L?; p(O)) 
at Q in the direction v(O) of the time-partial derivative 3, V(t, x) at t = 0. 
As in the study of first order Eulerian semiderivatives, this first theorem 
reduces the study of second order Eulerian semiderivatives to the 
autonomous case. So we shall specialize to fields V and W in @(D,’ RN) 
and give the equivalent of Hadamard’s structure theorem for the canonical 
term. 
22 DELFOUR AND ZOLF:SIO 
4.1. Non-autonomous Case 
The basic framework introduced in Sections 2 and 3 has reduced the 
computation of the Eulerian semiderivative of J(Q) to the computation of 
the derivative 
j(0) = dJ(L?; V(0)) (1) 
of the function 
At) = J(Q,( V). (2) 
For t 2 0, we naturally obtain 
j’(t) = dJ(Q,( V); V(t)). (3) 
This suggests the following definition. 
DEFINITION 4.1. Let V and W belong to 6pD and assume that for all 
t E [0, z], dJ(Q,( W); V(t)) exists for sZ,( W) = T,(W)(Q). The functional J is 
said to have a second order Eulerian semiderivative at Q in the directions 
(I’, W) if the following limit exists 
lim [dJ(Q,( W); V(t)) - dJ(s2; V(O))]/t. (4) 
I\0 
When it exists, it is denoted d2J(f2; V; W). 
Remark 4.1. This last definition is compatible with the second order 
expansion of j(t) with respect to t around t = 0: 
j(t) zj(O) + ty(O) +$(O), 
where 
j”(0) = d’J(Q; v; I’). (6) 
Remark 4.2. It is easy to construct simple examples (see Example 4.2) 
with autonomous fields V and W showing that d2J(Q; V; W) # 
d*J(Q; W; V) (cf. Delfour and ZolCsio [9(b)]. 
The next theorem is the analogue of Theorem 3.1 and provides the 
canonical structure of the second order Eulerian semiderivative. 
THEOREM 4.1. Let Q be a domain in the fixed open hold-all D of [WN and 
let m > 0 and 12 0 be integers. Assume that 
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(i) VVE g$’ ‘I’, V WE $z,‘, d’J(Q; V; W) exists, 
(ii) VWE @z’, tJt~ [0, z], J has a shape gradient at Q,(W) of 
order I, 
(iii) VUEY”~, the map 
WH d’J(Q; U; W): g;,‘-+ R (7) 
is continuous. 
Then for all V in pi+‘,’ and all Win “?2’ 
d’J(Q; v; W) = d’J(Q; V(0); W(0)) + dJ(Q; p(O)), 
where 
(8) 
F(O)(x) = f’,“, [ V(t, x) - V(0, x)]/t. (9) 
Proof: The differential quotient (4) can be split into the sum of two 
terms 
CdJP,( W); V,‘(o)) - dJ(Q; W))llt 
+ CdJLQA W; v(t)) - dJ(Q,( W; WI)llt. 
(10) 
In view of (i) and (iii), for all U in Vb 
d’J(Q; U; W) = d2J(sZ; U; W(0)) 
by the same argument as in the proof of Theorem 3.1 for the gradient. 
Hence the first term converges to 
d2J(Q; V(0); W) = d2J(Q; V(0); W(0)). 
For the second term recall that V belongs to d;:“x’ and observe that the 
vector field 
P(t) = [V(t) - V(O)]/ 
belongs to 92’ and that v(O) = p(O). Thus by linearity of dJ(Q; V) the 
second term in (10) can be written as 
dJPr(W); C v(t) - W)llt) = dJ(Q,( WI; &H. 
But for any V in 9; + 2,‘, v belongs to 9“; + I,‘. Then by assumption (i) 
lim [dJ(Q,( W); r(t)) - dJ(B; v(O))]/t = d’J(Q; v; W) 
! \O 
24 DELFOUR AND ZOLlhO 
which implies that 
lim dJ(Q2,( W); F(r)) = dJ(Q; B(0)) = dJ(R; P(0)). 
f\O 
Now by hypothesis (ii), U H dJ(Q; U) is linear and continuous on 
@(II, RN) and the map 
I/k-+ F-(o)HdJ(Q; P(0)): Y;+‘J-,vl,+ Iw 
is linear and continuous (hence uniformly continuous) for the topology 
v” -g’ ‘3’ for all V in the dense subspace ~~“~‘. Hence it uniquely and 
continuously extends to all elements of 9:’ ‘3’. This completes the proof 
of the theorem. 1 
This important theorem gives the canonical structure of the second order 
Eulerian semiderivative: a first term which depends on V(0) and W(0) and 
a second term which is equal to dJ(O; V(0)). When V is autonomous 
the second term disappears and the semiderivative coincides with 
d2J(Q; V; W(0)) which can be separately studied for autonomous vector 
fields in YL. 
4.2. Autonomous Case 
DEFINITION 4.2. Let Q be a domain in the open hold-all D of RN. 
If (i) The fun t’ c ronal J(Q) is said to be twice shape differentiable at Q 
VP’, VWin 9(D, RN), d2J(12; V; W) exists (11) 
and the map 
(V, W) H d2J(SZ; V; W) : 9(D, RN) x 9(D, RN) + R (12) 
is bilinear and continuous. We denote by h the map (12). 
(ii) Denote by H(Q) the vector distribution in (9(D, RN)@ 
9(D, IF!“)) associated with h, 
d2J(L?; V; W) = (H(B), I’@ W) = h( V, W), 
where V@ W is the tensor product of V and W defined as 
(13) 
CvO w), tx2 Y)’ vi(x) wj(Y), l<i,j<l\i, (14) 
and V,(x) (resp. W,(y)) is the ith (resp. jth) component of the vector V 
(resp. W) (cf. L. Schwartz’s [15(b)] kernel theorem and Guelfand and 
Vilenkin [ 111). H(Q) will be called the Shape Hessian of J at Q. 
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(iii) When there exists a finite integer 13 0 such that H(Q) is 
continuous for the &(D, R”‘)@@(D, UP)-topology, we say that H(Q) is 
of order 1. 
THEOREM 4.2. Let Q be a domain with boundary r in the open hold-all 
D of (WN and assume that J is twice shape differentiable. 
(i) The vector distribution H(Q) has support in 
(fnD)x(rnD). 
(ii) Zf Q is an open or closed domain in D and H(Q) is of order 13 0, 
then there exists a continuous bilinear form 
[h] : @L/D>) x @b/L;) -+ [w (15) 
such that for all [V] in Bb/D> and [W] in 9blLh 
d’J(Q; V; W = Chl(q,(J’), qa( WI, (16) 
where qo: 9; + 9i/D> and qa: 9; + 9L/Lk are the canonical quotient 
surjections and 
Remark 4.3. Of course all the comments and constructions following 
Theorem 3.2 apply to the Shape Hessian. 
Proof of Theorem 4.2. (i) It is sufficient to prove that 
(a) VV, WE& such that W=O in a neighbourhood of Tn D, 
d’J(Q; V; W)=O and 
(b) VV, WEE, such that V=O in a neighbourhood of f n D, 
d’J(Q; v; W) = 0. 
In case (a) the proof is similar to the one in Theorem 3.2 for the gradient 
and we prove the stronger result that for W such that W= 0 on Tn D 
Q,( W) = Q, Vt > 0 =S dJ(Q,( W); V) = dJ(l2; V) 
=> d2J(Q; V; W) = 0. 
In case (b), V = 0 in a neighbourhood N of Tn D and in [WN\K, the com- 
plement of the compact support K of V. But Q c D and r= (rn D) u 
(I-ndD). So U=([WN\K) is a neighbourhood of I- where V=O. By 
construction U n K = 0 and there exists a bounded neighbourhood & of K 
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such that Q n r= fzl. Since 4 is compct and r is closed, the minimum 
distance d from 02 is finite and non-zero. Let 
where 
N(f)= (I’diN:d,(p)<d/2), 
For all X in r 
d,(y)=inf{ly-xl :xf5T}. 
T,(X)-X=j’ W(T,,(X))ds=tW(X)+/’ [W(T,(X))- W(X)] ds 
0 0 
and by hypotheses (V2,) on W 
I T,(X) - XI d t I W(X)1 + ct E I T,(X) - XI 
,f 
and it can easily be shown that for t < l/c 
max I T,(X) - XI < 
co. r1 
& I WWl. 
Thus 
sup max I C(X) - Xl d & sup I WWI. XET [O,f] XEI- 
But W is continuous with compact support. Therefore 
sup I WX)l d sup I WW)l = II WII @(D;R”) < a 
XEI- Xesupp w 
and there exist r > 0 such that 
By definition and the previous inequalities 
d,( T,(X)) = inf I T,(X) - YI < I T,(X) - XI <z 
YEI- 
for all s in [0, r] and all XE r. This implies that 
t/s E [O, 21, VXE r, rs( W) = K( W)(O = NO 
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By construction V= 0 in N(T) since the distance from K to f is greater or 
equal to d. Therefore 
and as in the proof of Theorem 3.2, dJ(Q2,( W); V) = 0 and necessarily 
d2J(f2; v; W) = 0. 
(ii) We have already established in (i) that the bilinear form 
(V, W)Hh(V, w):9~x~~+[w 
is zero for all I/E CSD and WE gD such that W = 0 on r and also zero for 
all WE gD and VE gD for which I/ = 0 in a neighbourhood of r. By density 
all this is still true in & and now by the same argument as in the proof 
of Theorem 3.2 for all V in 9; 
[W]Hh(V, W):$JL:,4 
is well-defined, linear, and continuous. For the first component it is 
necessary to show that 
the bilinear form h( V, W) = 0. We first prove the result for the subspace 
A = 9(Q; RN) @ 9(D\a; RN). 
Then by density and continuity the result holds for the &(D, R”‘)-closure 
A of A. Finally we prove that A= D>. For any V in A, there exist 
V, E 9(52; RN) and I/, E ~(D\J?; W”‘) such that I/= V, + V,. Moreover 
K, =supp V, cf2 and K2 = supp V, c D\o 
are compact subsets of the open sets 52 and D\fi, respectively. Hence 
V, = 0 (resp. V2 = 0) in the open neighbourhood @‘\K, (resp. RN\K,) of 
r and necessarily V = V, + V2 = 0 in the neighbourhood U = RN\(K, u K,) 
of D n f. Hence from part (i), h( V, W) =O. By definition of D’,, D>c 
&(a; RN) @ &( LPN\@ RN). Now A c D’,, 
A=SB(SZ; W”)@9(D\d?; RN) 
and 
9(!2; RN) = 9’(D n Q; RN), 9(D\G; RN) = @(D\Q; RN). 
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By construction each V in A is of the form V= V, + V, for 
V, E 9’(D n 0; BP), K, = supp V, compact in D A 0 
dxV,=OonDnr,V~~(61 
V, E B’(D\Q; RN), K, = supp V, compact in D\Q 
a”V,=OonDnr,V\~l61. 
Hence 
supp V = K1 u K2 compact in [D n a] u [D\sZ] = D 
and VE &(D, RN). Moreover 
aav=a=v,+a=v,=o on DnT,tl 1~1 ~1. 
This proves that A c D’, and hence A = D’,. To complete the proof notice 
that by continuity of I/t-+ h( V, W), for all W in 9i the map 
[V]~h(v, W):53;/D;+R 
is well-defined, linear, and continuous. Finally the map 
([VI, [Wl)+-+h(V, W):($,/L;)x(&/D[,)+R 
is well-defined, bilinear, and continuous. 1 
The next and last result is the extension of Hadamard’s structure 
theorem to second order Eulerian semiderivatives. We need the result 
established in the Corollary to Theorem 3.2. For a domain Q with a 
boundary r which is C’+ ‘, 12 0, the map 
4d w) - hhd w)) = YA WI. 12 : %/Lh -+ @(rn D) (18) 
is a well-defined isomorphism. This will be used for the V-component. For 
the W-component we need the following lemma. 
LEMMA 4.1. Assume that the boundary r of Sz is C’ f I, 13 0. Then the 
map 
qd V H p&d V) = YA VI : $JD’,- @(rn D, RN) 
is a well-defined isomorphism where 
po: @, + g;/D’, 
is the canonical subjection. 
(19) 
(20) 
Proof. This is by standard arguments. 8 
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Remark 4.4. When D= [WN and r is compact, &(Tn D, RN)= 
#(I; [W”‘) coincides with the space of Z-times continuously differentiable 
maps from r to IWN. 
THEOREM 4.3. Assume that the hypotheses of Theorem 4.2(ii) hold and 
that the boundary r of the open domain Q is C’ + ’ for I > 0. 
(i) The map 
(u,w)t-rhDXL(v,w)= [h](p,‘v,p,‘w):&(r,, P)X@(ro)+~ (21) 
is bilinear and continuous and for all V and W in &(D, [WN) 
d’J(f& K W=hD..(yrV, ((~rW.n)), (22) 
where To = r n D. 
(ii) This induces a vector distribution h(T,@r,) on &(Tn, lQN)@ 
@(I’,) of order I 
h(r, 0 r,) : @(z-b, RN) 0 &(r,) -+ [w (23) 
such that for all V and W in &(D, [WN) 
(h(r,Oro), (yrV)O((y,W).n))=d*J(SZ; K W), (24) 
where (yr V) @ ((Y,- W) . n) is defined as the tensor product 
((YrVO((Yi-W.n))i (X9 Y)= (YrVi)(X)((Y,W).n)(Y), X, YErD (251 
V,(x) is the ith component of V(x), and 
(YAW-n)(y)= (YI-W)(Y)-~(Y), vyjirn. (26) 
Remark 4.5. Again we can introduce constructions similar to the ones 
preceding Corollary 2 to Theorem 3.2. 
Remark 4.6. Finally under the hypotheses of Theorems 4.1 and 4.3 
d2W4 K W= (W,Oro), (~rV(O))O((y,w(o)).n)) 
+ (kux (YJV))+ (27) 
for all V in F;’ ‘3’ and W in F;‘. 
EXAMPLE 4.1. Consider Example 3.1. Recall that for V in g’(D, IWN) 
dJ(Q; V) = 1 div V dx. 
R 
(28) 
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Now for V in g*(O, lQfi) and W in 9’(D, R”) 
d’J(R; V; W) = 1. div[(div V) W] d.x 
a 
and if ris C’ 
(29) 
d*J(Q; V; W) = !” div V W. n dT 
I- 
(30) 
which is continuous for pairs (V, W) E 9’(D, RN) x 9’(D, RN) or 
9’(I-, W”) x 9O(I-, RN). 
Another interesting observation is that the shape Hessian is, in general, 
not symmetrical as can be seen from the following example in Delfour and 
Zolesio [9(b)]. 
EXAMPLE 4.2. We use the functional (28) and expression (30) in 
Example 4.1. Choose the following two vector fields 
V(x, Y)‘(L 0) and W(x, y) = (x72, 0). 
Then 
div V=O, and wl,=x=cose 
and 
V.n=n.,=cos8 on I- 
As a result d2J(Q V; W) = 0 and 
d2J(O; W, V)=jrdiv W(V.n)dl.=j~zcos2Bdtl>0. 
4.3. Comparison with Methods of Perturbation of the Identity 
At this juncture it is instructive to compare first and second order 
Eulerian semiderivatives obtained by the Velocity (Speed) Method with 
those obtained by first and second order perturbations of the identity: that 
is, when the transformations T, are specified a priori by 
T,(X) = X+ N(X) + f A(X), XE RN, (31) 
where U and A are transformations of RN verifying the hypotheses of 
Theorem 2.2. The transformation T, in (31) is a second order perturbation 
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when A #O and a first order perturbation when A = 0. According to 
Theorem 2.2, first and second order Eulerian semiderivatives associated 
with (31) can be equivalently obtained by applying the Velocity (Speed) 
Method to the non-autonomous velocity fields I’,, given by (2.9) and 
dJ(Q; V,,) = dJ(Q; V&O)) = dJ(f2; U), (32) 
where we have used Remark 2.1 which says that 
~,,4(0) = u and p&O) = A - [DU] U. 
Similarly if V,, is another velocity field corresponding to 
T,(X) =x+ tw(x) +; B(X), XE RN, 
(33) 
(34) 
where W and B verify the hypotheses of Theorem 2.2, then 
d*J(Q; ?‘,, ; vwd = d*J(Q; Vu,JO); v,(O)) + dJ(Q; h,(O)) (35) 
and 
d*J(Q; Vua; I’,) = d2J(Q; U; W) + dJ(Q; A - [DU] U). (36) 
Expressions (32) and (35) are to be compared with the following expres- 
sions obtained by the Velocity (Speed) Method for two autonomous vector 
fields U and W 
dJ(Q; U) and d*J(Q; U; W). (37) 
For the Shape gradient the two expressions coincide; for the Shape Hessian 
we recognize the bilinear term in (36) and (37) but the two expressions 
differ by the term 
dJ(Q; A - [DU] U). (38) 
Even for a first order perturbation (A = 0), we have a quadratic term in U. 
This situation is analogous to the classical problem of defining second 
order derivatives on a manifold. The term (38) would correspond to the 
connexion while the bilinear term d2J(S2; I’; W) would be the candidate for 
the canonical second order shape derivative. In this context we shall refer 
to the corresponding distribution H(Q) as the canonical Shape Hessian. 
All other second order shape derivatives will be obtained from H(Q) by 
adding the gradient term G(O) acting as the appropriate acceleration field 
connexion). 
%0.104.1-3 
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Remark 4.7. The method of perturbation of the identity can be made 
more canonical by using the following family of transformations 
which yields 
T,(X) = x+ tU(X) +; (A + [DU] U) (39) 
and 
dJ(Q; U) for the gradient (40) 
d2J(Q; u; W) + dJ(i-2; A) for the Hessian, (41) 
where for a first order perturbation (A = 0) the second term disappears. 
Remark 4.8. When Q* is an appropriately smooth domain which mini- 
mizes a twice shape differentiable functional J(Q) without constraints on 
8, the classical necessary conditions would be (at least formally) 
dJ(Q*; V)=O, v/v, (42) 
d2J(f2*; W; W) 3 0, VW, (43) 
or equivalently for “smooth velocity fields V and w” 
dJ(Q*; V(O))=O, VI’ (44) 
d2J(Q*; W(0); W(0)) + dJ(Q*; p(O)) > 0, VW. (45) 
But in view of (44), condition (45) reduces to the following condition on 
the canonical Shape Hessian 
d’J(SZ*; W(0); W(0)) ~0, VW. (46) 
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