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ZEROS OF POLYNOMIALS IN COMMUTATIVE ALGEBRAS
ANATOLIY A. POGORUI
Abstract. In this paper we present a technique for computing zeros of poly-
nomials in finite-dimensional commutative algebras.
Let A be a finite-dimensional commutative unitary algebra over K = R (or C),
a set of vectors ~e0, ~e1, . . . , ~en be a basis of A, and ~e0 be algebra identity. Suppose
pm(w) = amwm + am−1wm−1 + . . . + a0 is a polynomial in the algebra A. Our
purpose is to investigate the structure of the set of zeros of the equation
(1) pm(w) = 0.
Theorem 1. If A has n+1 non-trivial idempotents i0, i1, . . . , in such that ipir = 0
for p 6= r, and∑nl=0 il = 1, then Eq. (1) can be reduced to the system of polynomial
equations in the field K.
Proof. As a preliminary to the proof of the theorem, we shall prove several auxiliary
lemmas.
Lemma 1. Idempotents i0, i1, . . . , in are linearly independent vectors.
Proof. Suppose the contrary, then there exist k0, k1, . . . , kn ∈ K such that
∑n
p=0 |kp| >
0 and
∑n
p=0 kpip = 0. By using the properties of idempotents, we have kpip = 0
for all p = 0, 1, . . . , n, but this is impossible. Indeed, if kpip = 0 for kp 6= 0, then
k−1p (kpip) = ip = 0. ¤
Denote by Il = {ail|a ∈ A} the principal ideal generated by il, l = 0, 1, . . . , n. It
follows from Theorem 1 that the algebra A can be decomposed in the direct sum
(the Pierce decomposition): A = I0 ⊕ I1 ⊕ . . .⊕ In.
Lemma 2. If a ∈ Il then there exists k ∈ K such that a = kil, i.e., the ideal Il
can be represented in the following form Il = {kil|k ∈ K}.
Proof. For a ∈ Il there exists b ∈ A such that a = bil. Since i0, i1, . . . , in are
linearly independent, there exist k0, k1, . . . , kn ∈ K such that b =
∑n
p=0 kpip. Thus,
a = bil = (
∑n
p=0 kpip)il = klil. ¤
Let us consider decompositions
(2)
ar = a
(0)
r + . . .+ a
(n)
r , r = 0, 1, . . .m,
w = w0 + . . .+ wn,
where a(p)r , wp ∈ Ip.
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Plugging (2) into (1), we obtain the following system of polynomial equations
(3)
a
(0)
m wm0 + a
(0)
m−1w
m−1
0 + . . .+ a
(0)
0 = 0,
a
(1)
m wm1 + a
(1)
m−1w
m−1
1 + . . .+ a
(1)
0 = 0,
...
a
(n)
m wmn + a
(n)
m−1w
m−1
n + . . .+ a
(n)
0 = 0.
It follows from Lemma 2 that a(s)r = k
(s)
r is, wrs = xis, where k
(s)
r , x ∈ K.
Therefore, taking is out of the expression a
(s)
m wms + a
(s)
m−1w
m−1
s + . . .+ a
(s)
0 = 0,
s = 0, . . . , n, the system (3) can be reduced to the system of n + 1 polynomial
equations in K with coefficients k(s)r . ¤
Example 1. Let A be the bicomplex algebra, i.e., A = {c0 + ec1|c0, c1 ∈ C},
where e2 = 1 and A is commutative. The bicomplex algebra has two idempotents
i0 = 1+e2 and i1 =
1−e
2 . It is easy to see that i0i1 = 0 and i0 + i1 = 1. Thus, in
this case polynomial equation (1) can be reduced to the system of two polynomial
equations in C (see [1]).
Example 2. Suppose A is the commutative algebra of the following form A =
{a0 + ea1 + fa2 + ga3|ak ∈ R}, where e2 = f2 = g2 = 1 and efg = 1. This algebra
has four idempotents: i0 = 1+e+f+g4 , i1 =
1−e−f+g
4 , i2 =
1+e−f−g
4 , i3 =
1−e+f−g
4 .
It is easy to see that ikil = 0 for k 6= l, and i0 + i1 + i2 + i3 = 1. Therefore, in
this case polynomial equation (1) can be reduced to the system of four polynomial
equations in R.
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