Abstract. The study of this paper is two-fold: On the one hand, we generalize the high-order local absorbing boundary conditions (LABCs) proposed in [J. Zhang, Z. Sun, X. Wu and D. Wang, Commun. Comput. Phys., 10 (2011), pp. 742-766] to compute the Schrödinger equation in the semiclassical regime on unbounded domain. We analyze the stability of the equation with LABCs and the convergence of the Crank-Nicolson scheme that discretizes it and we conclude that when the rescaled Planck constant ε gets small, the accuracy deteriorates and the requirements on time step and mesh size get tough. This leads to the second part of our study. We propose an asymptotic method based on the frozen Gaussian approximation. The absorbing boundary condition is dealt by a simple strategy that all the effects of the Gaussian functions which contribute to the outgoing waves will be eliminated by stopping the Hamiltonian flow of their centers when they get out of the domain of interest. We present numerical examples in both one and two dimensions to verify the performance of the proposed numerical methods.
Introduction.
We are interested in developing efficient numerical methods for computing the Schrödinger equation on unbounded domain Here ψ ε (x, t) is the wave function, V (x, t) represents the external potential, ε (0 < ε ≪ 1) is the rescaled Plank constant that describes the ratio between the quantum and macroscopic time/space scales, and d is the dimensionality. We assume ψ ε 0 is an L 2 function and has compact support. The numerical computation of (1.1)-(1.2) has two difficulties: 1. the unboundedness of the domain; 2. the oscillatory feature of the solution when ε is small. To overcome the first difficulty, one powerful tool is to use artificial boundary conditions to reformulate the problem appropriately on a bounded domain ( [45, 14, 15] ). The key idea is to develop suitable (ideal) boundary conditions to absorb the waves arriving at artificial boundaries. In the literature, much attention has been given to study the artificial boundary conditions (ABCs) of the Schrödinger equation, which includes implicit and explicit, local and global ABCs ( [3] ). For example, Antoine and Besse considered the no-reflected Dirichlet-to-Neumann (DtN) or Neurman-toDirichlet (NtD) boundary conditions for one-dimensional Schrödinger equation ( [1] ).
Later Antoine et al extended their method to the two-dimensional case ( [2] ). Han and Huang obtained the exact artificial boundary conditions for the Schrödinger equation in high dimensions ( [16, 17] ). Recently, motivated by the idea of Kuska ([26] ), Zhang et al constructed a number of high-order local absorbing boundary conditions (LABCs) by introducing a physical parameter k 0 to optimize the performance of high-order LABCs ( [48] ). The parameter k 0 is related to the frequency of wave impinged on artificial boundaries, which is different from the ABCs obtained by Di Menza ( [7] ), Fevens and Jiang ( [11] ), Szeftel ([42] ) and Antoine et al ( [4] ). The influences and adaptive choices of k 0 were discussed in [46] .
The second difficulty arises when ε ≪ 1, which is called the semiclassical regime. In this case, the wave function ψ ε becomes oscillatory of the wave length O(ε). This means one has to work on a large computational domain that contains thousands to millions of wavelengths, and each of them needs to be resolved if direct numerical methods are applied. For example, a mesh size of O(ϵ) is required when using the timesplitting spectral method ( [5] ) to compute (1.1)-(1.2) directly; an even worse mesh size of o(ε) is needed if one uses the Crank-Nicolson scheme ( [35] ) or the Dufort-Frankel scheme ( [36] ). Moreover, in these methods, a large domain is demanded in order to avoid the boundary effects. Therefore the total number of grid points is huge, which usually leads to unaffordable computational cost. For the applications of high-order LABCs to wave equations, we refer the interested readers to [8, 13, 6] .
Semiclassical approximation provides an efficient tool to reduce the computational cost. It studies the mathematical limit of the solutions when the wavelength O(ε) goes to zero in (1.1)-(1.2). Based on that, asymptotic methods have been successfully applied, among which, the geometric optics (GO) and the Gaussian beam method (GBM) are the most well-known currently ( [10, 12, 19, 20, 21, 22, 23, 24, 28, 29, 30, 31, 37, 38, 39, 40, 43, 44] ). Recently, the frozen Gaussian approximation (FGA) method was developed for general linear strictly hyperbolic systems with smooth coefficients (e.g. acoustic wave equations) in [32, 33, 34] , which was motivated by the Herman-Kluk propagator in quantum chemistry ( [18] ). The method uses Gaussian functions with fixed widths to approximate high frequency waves. Compared to GO and GBM, the FGA method performs more reliably, i.e. on the one hand, it provides an accurate asymptotic solution in the presence of caustics where GO fails to, and on the other hand, it resolves the issue of losing accuracy as beams in GBM spread in the time evolution. We refer interested readers to [21, 32] for the detailed comparisons of these methods.
In this paper, we first generalize the high-order LABCs introduced in [48] to compute (1.1)-(1.2) on a bounded domain. We analyze the stability of the Schrödinger equation with LABCs, and design the Crank-Nicolson scheme accordingly. The convergence of the numerical scheme will be proved. In particular, we conclude that when ε ≪ 1, in order to get accurate solution, the time step and mesh size have to be chosen small compared to ε, which makes the computational cost very expensive. This motivates us to develop numerical methods based on semiclassical approximation. Specifically, we propose an asymptotic method based on FGA for the computation of (1.1)-(1.2) on the unbounded domain, where the LABCs are replaced by a simple strategy that all the effects of the Gaussian functions which contribute to the outgoing waves will be eliminated by stopping the Hamiltonian flow of their centers when they get out of the domain of interest.
The rest of the paper is organized as follows. In Section 2, we construct the high-order LABCs for computing (1.1)-(1.2) on the unbounded domain. In Section 3, the resulted equation with LABCs will be solved by the Crank-Nicolson method, and the stability and convergence of the numerical scheme will be analyzed. We introduce the asymptotic method based on FGA in Section 4. Two numerical examples in one and two dimensions will be presented in Section 5 to verify the performance of the numerical methods. We make some conclusive remarks in Section 6.
2. High-order absorbing boundary conditions. In this section, we systematically construct the high-order absorbing boundary conditions (ABCs) for the computation of (1.1)-(1.2) in one dimension. We shall omit the superscript ε in ψ ε for simplicity without causing any confusion. Assume ψ 0 in (1.2) is compactly supported on Ω i := [x l , x r ], and the potential V (x, t) in (1.1) is constant outside Ω e = R \Ω i , whereΩ i denotes the closure of the set Ω i . These assumptions imply that the waves in the computational domain only propagate from the interior domain into exterior domain Ω e through the artificial boundaries Γ = {x l , x r } and there are no waves traveling from the exterior domain to the interior.
Note that the boundaries should be almost transparent for a plane wave of the form ψ(x, t) = exp (
, where ω and ξ denote the frequency and wave number respectively. Substituting the plane wave into (1.1) gives the dispersion relation
which implies
where "±" correspond to ABCs at the boundaries x r and x l respectively. By the inverse Fourier transformation, the classical nonlocal boundary conditions (the DtN map) are given by
where ∂ n stands for the outwardly directed normal derivative. To obtain the local ABCs, we use the framework of Engquist and Majda ( [9] ) for hyperbolic wave propagation models. This method has also been applied to the Schödinger equation, and we refer to [3] for more details. Denoting Z = εω − V and expanding √ Z around some point Z 0 in Padé approximation produce
where 
6) which produce the Schrödinger equation onΩ i with the LABCs on Γ,
The following theorem analyzes the stability of the above equations. 
The proof can be found in [48] , and we omit the details here.
Crank-Nicolson method.
In this section, we describe the Crank-Nicolson method to solve (2.7)- (2.12) , and analyze the stability and convergence correspondingly.
Numerical scheme.
We take the mesh size h = (x r −x l )/M and time step
to be the grid function on Ω h × Ω τ , and introduce the following notations
Define the midpoints of the grids
and two fictitious points
At the n-th time level, (3.2)-(3.7) is a system of linear algebraic equations on ψ In the LABCs (3.3) -(3.7), the choice of parameter k 0 is related to the frequency of the wave impinging on the artificial boundaries. When the order N of Padé expansion is large enough, the effectiveness of LABCs is not sensitive to the choice of k 0 ( [48] ). We refer to [46] for the adaptive method of finding the value of k 0 .
Similarly,
3.2. Stability and solvability. Theorem 3.1. Denote {ψ
where c is defined in (2.13) .
M , adding them, and taking the imaginary part producel 1 2τ
the imaginary part of which yields 
Similarly, from (3.14),
) .
Adding (3.17), (3.18) and (3.19) brings 1 2τ
where
.
) . 
This is equivalent to (3.16), which completes the proof. The above stability result implies the following theorem. 
Convergence. Define the function values on the grids as
Then (2.7)-(2.11) and Taylor expansion imply there exists a constant c 1 such that
In the derivation of (3.28) we have used the facts that
Moreover, (3.22)-(3.26) and (2.12) yield
then we have the following theorem. 
Proof. Subtracting (3.10)-(3.15) from (3.30)-(3.35) produces M , adding them together, and taking the imaginary part of the results bring 1 2τ } .
Adding (3.42), (3.43) and (3.44) yields 1 2τ 
})
By |Re(Z)|+|Im(Z)| ≤ √ 2 |Z|, the θ inequality and taking
(3.46)
Moreover, one has 
it holds that
The Gronwall inequality yields
} .
Noticing that F 0 = 0 completes the proof.
Frozen Gaussian approximation.
The conclusion of Theorem 3.3 suggests that, in the semiclassical regime ε ≪ 1, one needs τ, h ≪ ε to obtain accurate results, since lim ϵ→0 ϵ 2 e 1 ϵ = ∞. In this case, we resort to the semiclassical approximation. The idea is, instead of computing ψ ε directly in (1.1), one uses asymptotic analysis to derive and solve the equations of the macroscopic quantities (e.g. amplitude and action functions) associated with the wave function. Specifically, we propose the frozen Gaussian approximation (FGA) with appropriate boundary conditions to compute (1.1)-(1.2) on unbounded domain. FGA was originally proposed by Herman and Kluk ( [18] ) in quantum chemistry, and was recently generalized to strictly hyperbolic systems in [32, 33, 34] .
Formulation.
We first state the formulation of FGA for the global space in this subsection, followed by the discussion of the boundary strategy in the next. FGA approximates the solution to the Schrödinger equation (1.1) by
where the phase function Φ is given by
The essence of FGA is to use Gaussian functions with fixed widths, instead of using those that might spread over time (e.g. [21, 29] ), to approximate the solution. Specifically, as one can see from (4.1)-(4.2), the solution to the Schrödinger equation is approximated by a superposition of Gaussian functions living in the phase space.
Compared to the Gaussian beam method (GBM), each Gaussian function is not necessarily an asymptotic solution (e.g. [32, 33, 34] ), and hence the method relies more on the superposition property of the Schrödinger equation than GBM. In (4.2), the i's in front of |x − Q| 2 and |y − q| 2 make the function e iΦ/ε have a Gaussian profile with centers at Q and q in x and y spaces respectively. Q(t, q, p) and P (t, q, p) are defined as the center and momentum functions of each Gaussian function, which satisfy the Hamiltonian flow There are also the classic trajectories given by the Hamiltonian flow H(t,
The action function S(t, q, p) satisfies
with the initial condition S(0, q, p) = 0. The right-hand side of (4.5) is the Lagrangian associated with the Hamiltonian H(t, Q, P ). The evolution of the amplitude function a(t, q, p) satisfies
with the initial condition a(0, q, p) = 2 d/2 . In (4.6), we have introduced the short hand notations
Note that the amplitude function a(t, q, p) describes the weight of each Gaussian function in the summation integral (4.1). Remark 4.1. We refer interested readers to [18, 25] for the details of the derivation of (4.3)-(4.6) for the Schrödinger equation (1.1).
Boundary strategy.
In this subsection, we describe the strategy of implementing absorbing boundary conditions on FGA in details. Firstly, we rewrite (4.1) as
S(t,q,p)+P ·(x−Q)
) e 
The centers of Gaussian functions Q follow the Hamiltonian flow (4.3), and when Q / ∈ Ω ε i meaning the Gaussian centered at Q has no contribution to the solution in Ω i , we stop computing the dynamics of Q and ignore the Gaussian function centered at Q.
Algorithm.
We first give a description of the overall algorithm. To construct the frozen Gaussian approximation on a mesh of x, one needs to compute the integral (4.8) numerically with a mesh on (q, p). This will relate to the numerical computation of (4.9) with a mesh of y. Hence three different meshes are needed in the algorithm. To better illustrate the idea of constructing the meshes, we consider the following WKB initial condition for (1.1),
then the stationary phase approximation implies that w ε in (4.9) is localized around the submanifold p = ∇ q S 0 (q) on the phase plane when ε is small. This means we only need to put the mesh grids of p around ∇ q S 0 (q) initially to get a good approximation of (4.10). A one-dimensional example is given to illustrate this localization property of w ε in Figure 4 .2 (left). The associated mesh grids are shown in Figure 4 .2 (right). Next we describe in details all the meshes used in the algorithm. 
,
, are defined associated with the mesh grids q k ,
With the preparation of the meshes, we introduce the algorithm as follows.
Step 1. Compute the weight function w ε by (4.9) for (Q, P ) initialized at (q k , p k,ℓ ).
11) where r θ is a cutoff function such that r θ = 1 in the ball of radius θ > 0 centered at origin and r θ = 0 outside the ball.
Step 2. Solve the evolution equations (4.3) for (Q, P ), (4.5) for the action function S k,ℓ , and (4.6) for the amplitude function a by standard numerical integrator for ODE, for example the fourth-order Runge-Kutta scheme. Denote the numerical solutions as (Q k,ℓ , P k,ℓ ) and a k,ℓ . Step 3. At each time step, check the position of Gaussian function Q k,ℓ . If Q k,ℓ / ∈ Ω ε i , stop computing the dynamics of Q and eliminate the corresponding index (k, ℓ).
Step 4. Reconstruct the solution on the mesh of x by summing up the values of Gaussian functions whose centers Q are within an O( [38, 39] .
Numerical examples.
Two numerical examples are presented to demonstrate not only the validity of the proposed LABCs, but also the accuracy of FGA with the boundary strategy. Example 5.1 focuses on the effectiveness of LABCs and investigate the dependence on the computational domain length, on the values of different ε, and on the spatial mesh size. When ε is very small (e.g. ε = 1/2048), we need to use tough mesh size to resolute the solutions. Finally, FGA method is given to demonstrate its effectiveness for small ε = 1/2048. Examples 5.2 only shows that FGA algorithm can be easily extended to two-dimension. In this example, we do not give the simulation by artificial boundary method since it is firstly hard to design suitable high-order boundary conditions at corners if the square computational domain is used, secondly, the computation cost will be expensive if low-order boundary conditions are implemented for small ε. In fact, the requirement of the spatial and temporal mesh sizes is quite tough in the semiclassical regime when the traditional methods are used. For example, a mesh size of O(ϵ) is required when using the time-splitting spectral method ( [5] ) to compute (1.1)-(1.2) directly; an even worse mesh size of o(ε) is needed if one uses the Crank-Nicolson schemes ( [35] ) or the Dufort-Frankel scheme 
We shall fix N = 40 and k 0 = 10 in the investigation of LABCs, including the dependence of errors on the domain length, the value of ε, and the spatial mesh size. We will also test the performance of FGA when ε ≪ 1.
The dependence of error on domain length. In the calculation, we use the fixed spatial mesh size h = 1.0e − 4, and the time step τ = 1.0e − 5, ε = 1/512, and the final time T = 1. We compare the numerical solution ψ num to the reference solution ψ ex (x, t). The reference solution ψ ex (x, t) is obtained by computing the numerical solution in the large interval [−40, 40] with the time-splitting spectral method ( [5] ).
For the different lengths of the computational domains, we list the errors between the reference solution and numerical solution in L 2 -norm in Table 5 .1. The error in L 2 -norm is defined by E(h, τ ) = ∥ψ exact − ψ num ∥ and ∥ · ∥ is given by Eq. (3.1). One can see that large computational interval gives small error in L 2 -norm. This is actually due to the fact that, the larger the length of the computation domain is, the smaller the wave is reflected since the wave spends more time to arrive at the artificial boundary and crosses it. We remark that the error is calculated on the interval [−2, 2] only.
The dependence of error on ε. In the calculation, we fixed h = 2.5e 2] . For the different choices of ε, the errors are showed in Table 5 .2. One can see that the smaller the parameter ε is, the larger the L 2 -error is. The error is caused by two factors: One is the reflected wave from boundary condition; the other is the small value of ε. Since the wave function becomes oscillatory of the wave length O(ε) when ε ≪ 1, we need to refine the mesh size to resolve the numerical solution. Fig. 5.1 shows the errors for the real and imaginary parts of the numerical solutions by fixing M = 1.6e5, K = 1.0e5, T = 1 andΩ e = [−2, 2] and changing ε from 1/256 to 1/2048. It also shows that smaller parameter ε gives larger error.
The dependence of error on spatial mesh size. We compute the error by refining the mesh grid size and fixing ε = 1/512, τ = 1.0e Table 5 .3, one can see that the error becomes smaller when the spacial mesh size is refined, and the convergence rate is about 1.5. To further test the effectiveness of Table  5 .4. In this case, the wave passes through the boundary quickly, hence it is reasonable to take smaller final time T = 0.7. In the computation, we fix τ = 1.0e − 5. From Table 5 .4, the error becomes smaller when the spatial mesh size is refined for fixed ε. This implies that we can capture the accuracy of numerical solution with smaller mesh sizes for small ε. The error becomes larger when ε gets smaller in iε ∂ψ
and the initial condition (1.2) as
where x = (x 1 , x 2 ) and x 0 = (0.5, 0.5).
In this example, we investigate the performance of FGA in two dimensions. The In this test, we simulate the numerical solution in a relatively short time such that the wave is out-going and reach the artificial boundaries. We take the artificial domain solution well, and the error is in the order of O(ε).
Conclusion.
In this paper, we studied the computation of the Schrödinger equation on unbounded domain in the semiclassical regime. First, we generalized the high-order local absorbing boundary conditions (LABCs) proposed in [48] to compute the Schrödinger equation, and analyzed the stability of the equation with LABCs and the convergence of the corresponding Crank-Nicolson scheme. The conclusion shows that when the rescaled Planck constant ε gets small, the accuracy deteriorates and the requirements on time step and mesh size become restricted. Then we propose the asymptotic method based on frozen Gaussian approximation for this case of ε ≪ 1, with the absorbing boundary condition dealt by a simple strategy that all the effects of the Gaussian functions which contribute to the outgoing waves will be eliminated by stopping the Hamiltonian flow of their centers when they get out of the domain of interest. We present numerical examples in both one and two dimensions to verify the performance of the proposed numerical methods. The extension of the method proposed in this paper to nonlinear Schrödinger equation in the semiclassical regime on unbounded domain will be discussed in the future. 
