The emergence of multimedia data has enriched people's lives and work and has penetrated into education, finance, medical, military, communications, and other industries. The text data takes up a small space, and the network transmission speed is fast. However, due to its richness, the multimedia data makes it occupy an ample space. Some high-definition multimedia information even reaches the GB level, and the multimedia data network transmission is relatively slow. Compared with the traditional scalar data, the multimedia data better describes the characteristics of the transaction, but at the same time, the multimedia data itself has a large capacity and must be compressed. Nodes of wireless multimedia sensor networks have limited ability to process data. Traditional data compression schemes require high processing power of nodes and are not suitable for sensor networks. Therefore, distributed video codec scheme in recent years becomes one of the hot multimedia sensor network technologies, which is a simple coding scheme, coding complexity of decoding performance. In this paper, distributed video codec and its associated knowledge based on the study present a distributed video coding scheme and its improvements. Aiming at the problem that the traditional distributed video coding scheme cannot accurately decode the motion severe region and the boundary region, a distributed video coding algorithm based on gradient-domain ROI is proposed, which can enhance the coding efficiency of the severe motion region and improve the decoded image while reducing the code rate and quality, ultimately reducing sensor node energy consumption.
Introduction
Modern science and technology have driven the rapid development of information technology. Since the birth of the first computer in the 1950s, information technology has experienced three typical leaps. In the 1960s, computer systems were cited in various fields, which promoted the progress of computer hardware and software, information processing, and storage technology. The second leap was based on the emergence and widespread application of the Internet. The third leap forward is marked by the introduction of the concept of wireless sensor networks and the promotion of applications. Wireless sensor networks (WSNs) [1, 2] appeared in the 1970s, and further research on it began in recent years in this century. Related technical research has attracted wide attention from scholars. Moreover, with the increase in people's attention, WSN technology is gradually closely related to real life. WSNs in industrial manufacturing [3, 4] , health care [5, 6] , environmental monitoring [7, 8] , intelligent transportation [9] , smart home [10, 11] , military investigation [12, 13] , and disaster relief and rescue [14] play an important role. Depending on the application environment and usage of the system, WSNs use a variety of different technologies. WSNs collect information on the monitoring area through sensor nodes, which are usually based on environmental parameters such as humidity, temperature, and light intensity. With the continuous advancement of human life, people are increasingly demanding to master comprehensive multimedia data (including multimedia information such as images, sounds, and videos). Obviously, the simple data provided by traditional WSNs can no longer meet the requirements of modern technology life. With the development of multimedia information acquisition devices such as camera nodes, portable audio and video equipment, and other related hardware devices, and the urgent need for multimedia information, traditional WSNs have gradually evolved into wireless multimedia sensor networks (WMSNs) [15, 16] .
Multimedia data [17] is abundant, and some have reached the GB level. If it is not effectively compressed, the transmission will be prolonged, and it will occupy a huge storage space when stored, which creates space and waste. Therefore, the compression processing of multimedia data has increasingly become the focus of attention. With the continuous development of computer multimedia technology, many high-performance image compression technologies are emerging. Multimedia data compression technology is one of the key technologies for network development and plays an important role. Multimedia data compression technology is one of the relatively fast development technologies. The so-called multimedia image compression refers to rendering as much original image information as possible with a minimum amount of data. There are various kinds of redundancy in the image. For example, a picture background has a large number of identical pixel values. It is entirely possible to use a particular strategy and algorithm to store large background information with a small amount of space to achieve the purpose of compression. In multimedia applications, the amount of digital information is quite large, and it has high requirements on the storage capacity of the memory, the network bandwidth, and the processing speed of the computer. It is impossible to meet the actual requirements by adding hardware facilities, and it must be effective-compression technology. Data compression technology [18, 19] can be divided into two development stages. One is the creation and research stage of the theory from 1977 to 1984. The fundamental theoretical research in this period has been significantly developed. After 1985, it developed into a practical stage, which was the second period. During the development of basic theory, Leempel2Ziv (LZ77) compression technology was mainly researched and developed. This technology can perform techniques for finding redundant strings and replacing them with shorter symbol marks. The stringbased compression technique has been experimentally tested, and this technology is a major milestone in data compression technology.
With the continuous development of wireless multimedia communication technology, more and more video application requirements have emerged, such as wireless multimedia sensor networks, mobile videophones, wireless video surveillance, and wireless PC cameras. Traditional video coding standards (such as MPEG, H.26X) use asymmetric coding. The coding uses motion estimation and motion compensation techniques to make full use of the temporal and spatial correlation of video sequences for predictive coding, which occupies a large number of resources. In general, the coding complexity is 5 to 10 times of decoding complexity. In these new video applications, traditional video coding standards are no longer applicable due to node computing power or node energy limitations. In recent years, a new video codec framework, distributed video coding (DVC) [20] [21] [22] , has received wide attention from scholars. At present, the more classical distributed codec solutions mainly include the Wyner-Ziv video coding proposed by Stanford University Girod and Aaron [10] [11] [12] [13] [14] [15] [16] [17] [18] , and PRISM video coding by Ramchandran et al., University of California, Berkeley [19] [20] [21] . The proposed layered Wyner-Ziv video coding [23] and the state-free distributed video coding proposed by Umar et al. [24] distributed video coding based on wavelet coding and multi-view distributed video coding.
Although many classic schemes have superior performance, there is still room for further research in reducing the code rate at the encoding end and fully exploiting the original source correlation to improve the coding efficiency. Many schemes, such as the spatial domain-based DVC scheme, fail to mine the correlation of image frames. Sex and most of the schemes are based on the encoding of the full frame [25] , which largely causes a large burden on the encoding end. Based on the Slepian-Wolf theory and Wyner-Ziv theory, the present study proposes a distributed video coding algorithm based on gradient-domain ROI to reduce the decoding rate and improve the decoding quality.
Proposed method

Multimedia sensor network
Since the birth of sensor network technology, it has not been for decades. Recently, it has received the attention of countries outside Europe, China, Japan, and South Korea. At present, its development frontier is also constantly expanding. In general, the development trend can be roughly divided into two categories: One is to design wireless sensor networks for special tasks, such as wireless multimedia sensor networks and wireless sensor execution networks. The second is to design for special applications. Wireless sensor networks work in environments, such as underwater and underground environments. Broadly speaking, "wireless multimedia sensor networks" include "traditional scalar sensor networks," "image sensor networks," "audio and video sensor networks," and "visual sensor networks," and a mix of the above types of sensor networks. WMSN is a new type of sensor network with cameras, microphones, and other sensors that collect multimedia information. These multimedia sensor nodes form a distributed sensing network through self-organizing, and the nodes cooperatively perceive, collect, process, and transmit multimedia information such as audio, video, still images, and numerical data in the network coverage area and then collect the data through multi-hop mode. Go to the aggregation node for comprehensive and effective environmental monitoring. As an exclusive sensor network, WMSNs have their common features, such as node processing capability and limited network resources (computing, communication capabilities, energy, storage, bandwidth resources, largescale, self-organizing, multi-hop communication, strong dynamics, application-related, data-centric, etc.), and also have distinct personality characteristics: (1) with multimedia, information processing capabilities. For example, audio, video, and images, and node and network processing capabilities are enhanced; (2) perceived media is rich, and there are a variety of heterogeneous data and (3) complex processing tasks, which (4) can fully and effectively perceive the environment. When designing wireless multimedia sensor networks, you need to consider the following: QoS requirements, high bandwidth requirements, energy consumption, multimedia information fusion, multimedia source coding technology, synchronization and positioning technology, multimedia coverage, network security, integration with the Internet (IP), and other wireless networks.
Compared with other traditional networks, wireless sensor networks have the following characteristics: (1) largescale, high-density. In order to obtain complete and accurate information, wireless sensor networks usually need to deploy a large number of sensor nodes in the monitoring area, and the number of nodes is large. A large number of nodes work together to improve the monitoring quality of the system, increase the coverage of the monitoring area, and make the system have strong fault tolerance, thus ensuring the fault tolerance and invulnerability of the entire system. (2) Node and network resources are limited due to the limitation of cost and volume; the power energy, calculation, storage, and communication capabilities of the sensor nodes are very limited. At the same time, due to the physical characteristics of the wireless channel itself, the network bandwidth is relatively wired. Therefore, the wireless sensor network has the limited node processing power and network resources. (3) Self-organizing, distributed wireless sensor network node deployment and establishment does not depend on fixed preset network facilities; each node has self-organizing capabilities and can automatically configure and manage, through distributed network protocols and algorithms automatically. From a multi-hop wireless network system, there is generally no control center in the strict sense in the formed network. Each node can join or leave the network at any time. The failure of any node will not affect the normal operation of the entire network.
WMSNs are roughly composed of three main levels: the first level is the bottom layer, and the bottom layer is mainly composed of multiple nodes with sensing and collecting multimedia information. Usually, level 1 is located in the actual environmental monitoring area, and the main function is to collect the scalar of the required environment and multimedia information. Level 2 is a collection node. These information aggregation nodes aggregate the information transmitted by the bottom layer and process it. After the information is processed by the aggregation node, the information is further transmitted to level 3. The main function of level 3 is to control the whole network according to the received information. It is composed of some nodes with control capabilities. These three levels work in harmony, and each level has important research significance. Our research is mainly oriented to level 1, and more attention is paid on how to reduce the energy loss problem of level 1.
Data compression
The carrier of information is data, which is used to record and transmit information. What can we use is information from the data, not the data itself. Information theory has become the theoretical basis of data compression, and data compression technology is based on information theory. As the limit of data compression theory, information entropy is paved with two basic concepts of information. Data compression technology is increasingly developed, and coding methods adapted to various applications are constantly being produced. There are different compression methods for different types of multimedia data redundancy. Data compression technology must follow two basic principles: based on the human visual and auditory physiological characteristics, the compression-encoded audio-visual signals still have satisfactory subjective quality in recurring; the original source data has excellent redundancy. Removing the redundancy does not reduce the amount of information, and the data can still be recovered as it is. In fact, data compression is based on a certain quality loss, and a simplified data expression is derived from a given source in a certain way; it reduces signal space, such as physical volume, space, time, and spectrum, so that the signal can be arranged into a given set of information data samples.
Multimedia data can be compressed because there are three forms of redundancy in the original data: coding redundancy, such as coding with the same length of code for pixels with very different frequencies; interpixel redundancy, such as temporal or spatial correlation between adjacent pixels; and visual information redundancy which means that the human vision is insensitive to sharp changes in image edges, is weak in color resolution, is sensitive only to the brightness of the image, and has little influence on the image distortion after compression and decompression. The redundancy of these data and the human sensory characteristics constitute the basis of multimedia data compression and also determine the direction of data compression research. Taking the image storage method of the currently used bitmap format as an example, in this form of image data, there is an excellent correlation between pixels in both the row direction and the column direction, and thus the overall data redundancy. The margin is very large; under the premise of allowing a certain degree of distortion, the image data can be compressed to a large extent. The compression of data is actually an encoding process that encodes and compresses the original data. The decompression of data is the inverse of data compression, i.e., the compressed code is restored to the original data. Therefore, the data compression method is also called the encoding method. Data compression technology is a series of re-encoding of the original data, which can eliminate the extra data in the original data and can reduce the amount of data to a minimum, so as to achieve various images, audio, and video on the computer, which is the purpose of media data.
Two basic principles of data compression technology are based on the human visual and auditory physiology; compression-encoded audiovisual signals still have satisfactory subjective quality when recurring original source data has great redundancy and eliminates redundancy. It does not reduce the amount of information, and data can still be recovered. In fact, data compression is based on a certain quality loss, and a simplified data expression is derived from a given source according to a certain method. It allows signals to be organized into a given set of information data samples by reducing signal space, such as physical volume, time, and spectrum. The four indicators that measure the quality of data compression technology are as follows: (1) the compression ratio is larger, (2) the ratio of information storage required before and after compression is larger, (3) the recovery effect is better, and (4) the original data should be restored as much as possible. The hardware overhead for implementing compression is small. Data compression technology with the development of communication technology and computer technology, and the coding methods adapted to different applications are continuously generated. Currently, the commonly used coding methods can be divided into two categories: one is a redundant compression method, also called lossless compression method; another is entropy compression, also known as lossy compression. Among them, the redundant compression method removes or reduces the redundancy in the data, but this redundancy can be re-inserted into the data, so there is no distortion. This method is generally used for the compression of text data, which guarantees the complete original data is restored. The disadvantage is that the compression is relatively small. The entropy compression method compresses the entropy, so there is a certain degree of distortion. It is mainly used to compress data such as sound, image, and dynamic video, and the compression is relatively high.
Interested area
In the image of complex scenes, the place where the human eye perceives is considered to be the region of interest. It follows the visual habits of human eye physiology. Generally speaking, the human eye has a more contrasting color, a more obvious image feature, and a gradient. The area where the texture is more obvious is more sensitive. Also for an image, the middle area is more concerned than the area at the edge of the image. In the field of security video surveillance, faces and moving objects are often used as areas of interest. The most interesting area in the field of intelligent transportation is the license of vehicles, especially in people's cities such as Beijing and Shanghai. The regulations require daily restrictions. If the police stare at the license plate number of each car every day, it is a very heavy task. As the giant's thing, now, this cumbersome task is handed over to the camera collection system to handle it much simpler. Nowadays, the driver's monitoring in the window of the car also becomes the area of interest, and it is determined whether the driver is making a call, and the driver's face analysis is used to determine whether the fatigue has been automatically reminded. The determination of the vehicle is also the area of interest for intelligent traffic monitoring. At present, many cities have already opened the analysis of road congestion conditions and analyzed the road condition information through the judgment analysis of the vehicle. In the medical field, the tuberculosis tumor plate was detected as a region of interest, and the particle thrombus in the vessel wall on the myocardial infarction was determined as the region of interest. For different application fields, the selection of regions of interest varies widely, and specific analysis of specific issues is required. The development of automated extraction technology in regions of interest will certainly promote the economic development and progress of society.
Currently, there are two main methods to extract the regions of interest. First, through manual calibration, the accuracy of extracting the regions of interest is high, but it is highly susceptible to subjective factors. For today's society, the transmission of massive image data is unrealistic, so this method is rarely used in today's applications. Secondly, the traditional image segmentation method is used to extract the region of interest. The method is simple and fast and has a good effect on the extraction of the interest area on a specific occasion. The downside is that it only works for a specific area and has no versatility.
Thirdly, the feature extraction method based on feature extraction is suitable for complex scenes, but the premise needs to train image feature templates. This process is extremely complicated. Currently, mature templates are only limited to human faces and human eyes. In recent years, there are more popular methods of extracting regions of interest based on the extraction method of human visual mechanism. According to the visual habits of the human eye, it automatically finds the sensitive area of the human eye in the image. This method is suitable for the extraction of the region of interest in complex scenes. However, the accuracy of extracting the region of interest in this way needs to be improved.
Distributed video coding
Distributed video coding is based on the Slepian-Wolf theory and Wyner-Ziv theory, independently encodes two or more independent and identically distributed sources, and then uses a single decoder to utilize the correlation between sources for all encoded sources, perform joint decoding. The difference between it and the traditional video coding technology is that traditional technical standards are usually used to fully exploit the redundant information of the video signal at the encoding end. The coding complexity is generally 5 to 10 times the decoding complexity, which is suitable for the case where the video signal is encoded once and multiple times (such as video broadcasting, video on demand, video disc storage), and the distributed video coding has an encoder complexity, low degree, low power consumption at the coding end, good fault tolerance, etc., which is suitable for some wireless video terminals (such as wireless video surveillance systems, video sensor networks) with limited computing power, memory capacity, and power consumption.
The distributed coding method can be regarded as the source information on the wood to generate the side information through a noise channel, thereby recovering the source information according to the information related to the source (for example, or together with the side information, through channel decoding). This produces the following coding methods: the idea of grid coding based on two-step quantization (fine quantization and coarse quantization) is to decompose the entire coding space into multiple coding sets (cosets), and the distance is twice the maximum distortion of the edge information. According to this, the coding cost of the source information is first determined, the index of the set is encoded and transmitted to the decoding end, and the value of the side information is also transmitted. Then, the coset in which it resides is restored, and the element closest to the edge information value is found in the set as the decoded value, which can be proved to be equal to the source information value.
Fine quantization and coarse quantization are contradictory in coding performance. The smaller the step size of fine quantization, the smaller the resulting noise, and the higher the signal-to-noise ratio is. However, the smaller the step size, the larger the set of code words generated. In the case of maximum distortion, the larger the number of cosets required, the higher the data rate that needs to be transmitted. Conversely, the larger the fine quantization step size, the greater the distortion of the decoded result. The size of the set generated by the fine quantization is fixed. The larger the step size of the coarse quantization, the more cosets generated, and the greater the distance between the elements of coset, the greater the probability of correct decoding, but the corresponding rate is also corresponding. Increasingly, the smaller the step size of rough quantization, the smaller the number of cosets and the lower the transmission rate required, but the unit interval decreases, which may be less than twice the maximum distortion interval, leading to decoding errors.
The Slepian-Wolf theorem belongs to the category of lossless coding, which mainly points out the range of code rates for distributed coding. The hypothesis and the two are independent and identically distributed infinitely long random sequences, and the entropies of X and Y are H (X) and H (Y), respectively, and the code rates are R X with R Y ; joint entropy is set H(X, Y), H(X| Y) with H(Y| X) conditional entropy. When using "entropy coding + decoding", R X with R Y , the value ranges R X ≥ H(X), R Y ≥ H(Y). Since there is a correlation between X and Y, it can be of relevance for the X and Y "individually encoded jointly decode +" use. This not only reduces the code rate, but also achieves the same information transmission rate as the joint coding. The lower bound of the distributed lossless information coding rate given by Slepain-Wolf theorem is:
The Slepain-Wolf coding theorem is a lossless visible, and Wyner-Ziv and its application to the field of lossy coding. When given the range of side information, bit rate is only available at the decoding end and the establishment of a lossy distributed source coding rate-distortion theory. In the encoding of X, Y prohibits side information used when encoding the encoding side of the X, and Y and only uses the X decoder when decoded. When decoded to get its reconstructed value, distortion D is defined as:
Rate-distortion function is R WZ XnY ðDÞ. The rate-distortion function specifies the lower bound of the bit rate when distributed encoding is used. Also using R X | Y (D), the rate-distortion function when the side information value Y is obtained at both the encoding end and the decoding end is shown. Wyner and Ziv proved: overhead of the coding end. The motion compensation of the decoding end can make full use of the redundant information in the frame, so as to obtain better.
Conclusions
With the continuous development of video surveillance applications, distributed video coding has attracted more and more attention. It minimizes the complexity of the encoder while ensuring compression performance. Although the performance of distributed video coding is somewhat different from traditional coding under the same operating conditions, it does not reduce the confidence of researchers. Researchers are trying to find a new coding framework to solve the problem. In addition, the researchers have improved the various modules of the original coding algorithm, in order to be able to play all the improvements and ask questions, resulting in a significant improvement in performance. The performance of data compression performance of multimedia video compression system depends largely on the compression method. The distributed video codec is a special coding scheme applied to WMSN network. It not only has the advantages of its own simple coding, but also has the traditional general characteristics of data compression. As a new type of wireless sensor network, wireless multimedia sensor networks have many new problems waiting to be solved. In current wireless multimedia sensor networks, not only are the node capabilities limited, but also are the network resources. The traditional distributed video coding scheme has the characteristics of simple coding end. Although it is very suitable for use in wireless sensor networks, it does not distinguish between motion and boundary regions at the coding end and uniformly encodes all regions. The decoding end causes a problem of distortion in motion and boundary region decoding estimation.
Although the current data compression technology has been dramatically developed and can be widely used in real life, the research on multimedia data compression technology needs further research, especially the principle and performance of various typical algorithms which need to be analyzed continuously. Comparison was performed in order to pursue a better compression effect to satisfy its main function of serving humanity. In turn, in the development of technology to achieve breakthrough progress, enabling rapid development of multimedia technology, this technology has a great significance for promoting the development of network technology, but also can further expand the application space of multimedia technology. In the research background of wireless multimedia sensor networks, this paper focuses on the multimedia data processing technology carried by multimedia sensor networks and determines the compression problem of multimedia data (audio and video) as the research direction of this paper. The main research content is distributed video codec technology, which is based on the Slepian-Wolf theory and Wyner-Ziv theory. Based on the traditional distributed codec scheme, this study proposes a distributed video coding algorithm based on gradient-domain ROI and proves the effectiveness of the algorithm.
