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Abstract
Two discrete point sets in Rn are said to be homometric if their difference sets coincide. Homometric
point sets were first studied in the 1930s in connection with the interpretation of x-ray diffraction patterns;
today they appear in many contexts. Open questions still abound, even for point sets on the line. Under what
conditions does a difference set S − S characterize S uniquely? If it does not, how can we find all the sets
Si , i = 1, . . ., that give rise to it, and how are these sets related?
c© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The “phase problem” of crystallography derives from the stubborn fact that x-ray diffraction
photographs record the intensities of scattered rays but not their phases; thus one cannot
“read” the structure of a complicated crystal directly from its diffraction patterns. The intensity
function is the Fourier transform of the autocorrelation function of the crystal structure and,
since autocorrelation measures the overlap of a function with itself, its peaks correspond to
vectors between atoms in the crystal. But the fundamental ambiguity persists: it is not always
possible to deduce crystal structures from their Patterson maps (the crystallographers’ name
for autocorrelation functions), because “deconvolution is ill-posed and will usually not have a
unique solution even in the absence of noise” [17]. Indeed, Linus Pauling and M. D. Shappell
were disconcerted to find, in 1930, that x-ray diffraction patterns of the mineral bixbyite are
consistent with two noncongruent atomic patterns [10].
By the end of that decade, the noise was very loud, particularly in the vicinity of the Oxford
mathematician Dorothy Wrinch, then studying x-ray diffraction photographs in connection with
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Fig. 1. Above: two six-point sets, S1 and S2. Below: S1− S1 and S2− S2. The two sets have the same difference vectors
but the points of their difference sets have unequal weights, so S1 − S1 6= S2 − S2.
her (later discredited) model for protein structure.1 “In the ensuing controversy, Wrinch’s impor-
tant contribution to the theory of the interpretation of the Patterson function was lost sight of, and
little attention was paid to it until parallel results were obtained ten years later” ([7]; for parallel
results see [3]). Though Wrinch’s formulation of the problem was independent of the crystallo-
graphic context in which it arose, her contributions have never been noted in the mathematical
literature. In fact, they were key: she substituted difference sets of discrete point sets for Pat-
terson’s complicated contour maps, thus reformulating the problem in the language of discrete
geometry, and she found an algorithm for retrieving a discrete point set from a difference set [19].
Today the problem of retrieving point sets from difference sets is studied in fields as apparently
diverse as Fourier analysis and phase retrieval, probability theory, geometric tomography,
computational geometry, music theory, crystallography, and quasicrystallography. Yet interesting
and obvious questions remain unsolved (or even unasked), and there is still a dearth of simple
examples. I will describe some of these questions and give a partial answer to one of them.
It is a pleasure to dedicate this note to Ludwig Danzer, to celebrate his 80th birthday and his
long and productive career. In the spirit of the adage “imitation is the sincerest form of flattery”, I
have tried to emulate the model he set for us in his many papers and lectures: framing definitions,
devising examples, and posing intriguing questions.
2. Difference sets and Wrinch’s algorithm
Let S be a discrete set {x1, x2, . . .} of points in Rn , with origin o. S may be finite or infinite;
if infinite, we require it to be Delone.2
Definition. The set S − S = {x − y; x, y ∈ S} is the difference set of S.
Notice (Fig. 1) that S − S is centrosymmetric.
Definition. The weight of x − y is the number of times it occurs in S − S.
If S is finite, say |S| = m, then |S − S| = m2; note that the origin o has weight |S|.
1 For more about Wrinch, see [14].
2 A point set in Rn is Delone if it is uniformly discrete and relatively dense.
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Fig. 2. Clockwise from upper left: a set S of four points; its complete geometric graph GS ; its difference set S− S (with
points joined to o to emphasize the star-like structure); its vector map S], comprising translates of GS by the points of S
(for clarity, the convex hulls of these translates are bounded by thick lines).
We will use the fact that S − S can be written as the union of translates of S by each of its
points xi in turn:
S − S = ∪xi∈S(S − xi ).
Definition. The graph of S is the complete geometric graph GS whose vertices are the points
of S.
We denote the edge of GS joining xi , x j ∈ S by [xi x j ].
Definition. The vector map S] is the superposition at o of GS − xi , i = 1, . . . .
The vertices of S] are the points of S − S. The sets S, GS , S − S, and S] are illustrated in
Fig. 2.
Let a, u, v ∈ S − S, with −→uv = −→oa, and let e = [uv] be the line segment joining
u and v. If e ∈ S], then it is a translate, by some xk ∈ S, of an edge [xi x j ] of GS .
Thus u = xi − xk, v = x j − xk , and (since it is complete) GS includes the triangle with
vertices xi , x j , xk . If, on the other hand, e 6∈ S], then −→uv = −−→xi x j for some xi , x j ∈ S but
u = xq − xr , v = xt − xs where xi , x j , xq , xr , xs and xt are distinct. Thus these six points are
the vertices of a hexagon in GS whose triplets of alternating edges sum to zero (Fig. 3). Indeed,
the complete subgraph induced by this hexagon includes six “disconnected triangles” and each
edge of the subgraph (except those of the two inscribed triangles with vertices {xi , xl , xs} and
{x j , xr , xt }) belongs to two of them. Thus S − S has two edges not in S] parallel to each of
xi − x j , x j − xq , xq − xr , xr − xs, xs − xt , xt − xi , xi − xr , x j − xs , and xq − xi . Wrinch called
such edges “spurious” for reasons that will become clear below.
Wrinch’s algorithm, for finite sets, begins with a given S− S and proceeds, one step at a time,
to deduce a point set S consistent with it by eliminating inversion images and spurious edges
(Fig. 4).
If |S − S| = m2, counting multiplicities, then we are looking for a set S of size m.
1. Choose any a 6= o in S − S; draw all translates of [oa] in S − S. Since S − S is a union of m
translates of the set S that we are looking for, we will find (at least) 2m − 2 copies of [oa]: m
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Fig. 3. Left, the graph GS of a six-point set S = {a, b, c, d, e, f }, where −→ab + −→cd + −→e f = 0 and (therefore)−→bc + −→de + −→f a = 0; Right, S], the superposition of translates of GS (for clarity, only their convex hulls are shown).
Exercise: find the four other disconnected triangles in GS and all the spurious edges in S].
in translates of GS , m in translates of G−S , less 2, since [oa] and [−ao] (and only these two)
appear in both vector maps S] and (−S)].
2. Choose, in S − S, a translate e′ of e that is not incident with o, say the one with endpoints p
and q, p, q ∈ S − S. Since [op] and [oq] correspond to edges in GS , every translate of GS
in S] contains a copy of the triangle ∆ = {o, p, q}. Draw ∆ and all its translates in S − S.
If there are at least m of them, proceed to the next step. If there are not, then e′ is spurious,
i.e., not in S]. Ignore this e′, backtrack to choose a different copy of e, and proceed as before.
3. Choose a translate ∆′ of ∆ that is not incident with o; join each of its vertices to o to
form a quadrilateral. Draw all translation-equivalent quadrilaterals (if there are not at least
m, backtrack and try again).
4. Continue in this manner until S − S is partitioned into m sets of m points. (A point of S − S
with weight k > 1 will be “used” k times.)
Wrinch’s algorithm can be applied in more complicated cases, including periodic point sets,
but I will not discuss those here.
Note that a difference set S − S is a plot of cS(x) := |S ∩ (S + x)|, x ∈ Rn , the discrete
covariogram of S. The covariogram is a geometric analogue of autocorrelation; in fact, it is
the autocorrelation of the characteristic function of S. So it is natural to ask how much the
covariograms tells us about S itself. I will show in the next section that almost all finite point
sets are completely determined by their discrete covariograms or, in geometric language, by their
difference sets.
3. Homometric sets
Wrinch’s algorithm always leads to a solution set S, but other choices (of e, ∆, etc) may lead
to other solutions.
Definition. Two point sets S and T in Rn are homometric if S − S = T − T .
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Fig. 4. Retrieving the four-point set S of Fig. 2 from its difference set by the Wrinch algorithm. Clockwise from upper
left: S − S; an edge [oa] of S] (thick line) and its translates in S − S; a triangle ∆ (shaded) joining the vertices of
one translate e′ to o, and the translates of this triangle; a quadrilateral (shaded) joining the vertices of ∆ to o, and its
translates. Since each point of S − S belongs to a quadrilateral, we have found the set S.
S and −S are always homometric, as are S and all translates S + x , x ∈ Rn , but we are not
interested in the “trivial homometry” of sets related by an isometry (or dilation). If S and T are
homometric and not isometric, then S] 6= T ]; that is, their common difference set S− S = T −T
can be partitioned into translates of complete geometric graphs in two different ways.
The Minkowski sum and difference U + V and U − V of any two point sets are homometric,
since (U + V )− (U + V ) = (U − V )− (U − V ), but U + V and U − V will be congruent if
either U or V is centrosymmetric. Since |U + V | = |U − V | = |U ||V | and every pair of points
is centrosymmetric, there can be no noncongruent homometric pairs of this type if |U | = 2 or
|V | = 2. Thus we cannot construct four-, six-, and eight-point homometric pairs this way, but
nine-point pairs abound.
Example 1. Let U = {(1, 1), (−3, 0), (2,−2)} and V = {(0,−3), (−2, 2), (−2,−3)}; then
U + V and U − V are homometric and noncongruent (Fig. 5).
Not all homometric pairs have a sum/difference structure:
Example 2. The pair A = {0, 1, 4, 10, 12, 17} and B = {0, 1, 8, 11, 13, 17} is not a Minkowski
sum/difference construction,
as I will show in the next section.
This pair A, B is famous as a counterexample [2] to Piccard’s “theorem” [11] that a finite
linear point set S for which every point of S− S (except o) has multiplicity 1 has no homometric
counterparts.3 However, under a slightly more restrictive condition the assertion is true in
Rn, n ≥ 2.
3 A − A = B − B = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 16, 17}.
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Fig. 5. Above: point sets U (left) and V (right) of Example 1, shown as triangles. (The fourth point in each of these two
figures is the origin o.) Below: U + V (left) and U − V (right) are homometric and noncongruent nine-point sets. Their
convex hulls are shown for clarity.
Definition. The points of a finite set S in Rn are in general position if every point of S − S is
visible.4
Note that the points of S are in general position if and only if GS has no parallel edges. This
excludes all sum/difference pairs, which have parallel edges by definition.
Theorem 1. Let S be a finite subset of Rn with points in general position. Then S is uniquely
determined by S − S.
Proof. We assume S is known, and try to construct a set T homometric to it. Let |S| = m and
a ∈ S − S. Let e be the edge in GS parallel to −→oa.
Assume first that e has no spurious copies in S − S. Then the number of copies is exactly
2m−2. We can distinguish the m translates of e ∈ GS from their images in o by inspecting local
neighborhoods; let these be ei = [uivi ], i = 1, . . . ,m, where ui , vi ∈ S − S.
The graph GT of any set T homometric with S must, like GS , contain a translate of e, and so
all m edges [uivi ] must belong to T ]. But then GT must contain all m triangles∆i = {ui , vi , o}.
Since GT , like GS , has no parallel edges, the m edges [u1, v1], . . . , [um, vm] all correspond to
the same edge in GT . But, for the same reason, these triangles share no other edges. Thus they
determine m − 2 additional points of T , all of which also belong to S. Thus T = S (Fig. 6).
Evidently, then, the only way to construct a set T homometric with S is to replace an edge
e ∈ S] with a spurious one. Such an edge e, spurious in S], will not be spurious in T ], that is,
the corresponding triangle, disconnected in GS , will be connected in GT . But, as we have seen,
if GS has one disconnected triangle, it has six, each corresponding to a (closed) triangle in S− S
with a spurious edge, and each of these six triangles in S − S determines the same six-vertex
subgraph of GS . Thus if one disconnected triangle of GS is closed in GT , all six must be. But (it
is easy to see) this is impossible. Thus the spurious edges can be ignored and T = S. 
4 That is, if each line through o contains, in addition to o, at most one pair ±p ∈ S − S.
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Fig. 6. (We continue the example of Figs. 2 and 4.) Counterclockwise, from upper left: e ∈ S] (thick line) and its
translates; the m − 2 translates of e and their mirror images can be distinguished by inspecting local neighborhoods;
each of these m − 2 edges, joined to o, corresponds to a triangle in GS and in the graph of any set homometric to S;
since GS has no translation-equivalent edges, these m− 2 triangles must share edge e in the graph. Thus S is completely
determined.
It follows that every simplex in Rn is uniquely determined by its discrete covariogram5:
Corollary 1. Let Pn+1 be a set {p1, . . . , pn+1} of n+ 1 independent points in Rn . Then Pn+1 is
determined by Pn+1 − Pn+1.
Corollary 2. A (finite) complete geometric graph G with vertices in general position is
completely determined by its abstract edge set.6
Corollary 3. There are no noncongruent homometric four-point sets.
Proofs. Corollary 1 follows immediately from the theorem; Corollary 2 is a restatement of the
theorem. To prove Corollary 3, note that a quadrilateral can have zero, one, or two pairs of
parallel edges. In the light of the theorem and the discussion preceding it, we need only establish
the middle case. But that is easily done using Wrinch’s algorithm. 
The converse to the theorem is false: every finite origin-symmetric subset S ⊂ Rn is
determined by its discrete covariogram [5]. These partial results leave the fundamental problems
open: characterize geometrically the point sets determined by their covariograms; characterize
geometrically the homometry classes of those that are not.
4. Relations among homometric sets
Wrinch conjectured in 1939 that a vector map “represents a set of structures which are in some
relation or other to one another. They must be transforms of one another in some way” [18]. In
5 This can be proved independently by induction.
6 The abstract edge set of a geometric graph G is the set of corresponding line segments with prescribed lengths and
orientations.
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1982, Rosenblatt and Seymour [12] found algebraic relations among finite homometric sets.
Associating a finite set S with a “generator polynomial” S(x) in a ring K [Rn], they proved
Theorem 2. Two point sets S and T in Rn are homometric if and only if there exist P(w) and
Q(w) and a unit c ∈ K such that S(w) = P(w)Q(w) and T (w) = cP(w)Q(1/w).
For example, writing w = (x, y), the generator polynomials for the homometric sets U + V
and U − V of Example 1 (Fig. 5) are
S(x, y) = x−5 y−3 + x−5 y2 + x−3 y−3 + x−1 y−2 + x−1 y3 + y−5 + 1+ xy−2 + x2 y−5
and
T (x, y) = x−3 y3 + x−1 y−2 + x−1 y3 + xy4 + x2 y + x3 y−1 + x3 y4 + x4 y−4 + x4 y;
factoring with the help of Mathematica, we find
P(x, y) = x−3 + xy + x2 y−2 and Q(x, y) = y3 + x2 y−2 + x2 y3.
Notice that P(x, y) and Q(x, y) are generator functions for U and V and their product
corresponds to the Minkowski sum.
But the linear homometric pair A and B of Example 2, whose generator polynomials are
A(x) = 1 = x + x4 + x10 + x12 + x17,
B(x) = 1+ x + x8 + x11 + x13 + x17,
has factors
P(x) = x11/2(1+ x + x6) and Q(x) = x−11/2(1+ x4 − x5 + x11).
The negative coefficient in Q(x) shows that this pair is not a sum/difference construction. The
Rosenblatt–Seymour theorem has no geometric interpretation in such cases (even if, following
these authors, we admit “negative multiplicities”). Yet some geometric relation, yet to be
determined, must exist.
5. Periodic point sets
In 1944, A. L. Patterson represented periodic sets in Z as subsets of N equispaced points
on a circle C [9]. In this “cyclotomic” representation, interpoint distances are measured by
chord length; chords of equal length correspond to translation-equivalent vectors on the line.
Patterson’s oft-quoted example of homometric periodic sets A + k and B + k, k ∈ Z , with
A = {0, 3/8, 1/2, 5/8} and B = {1/8, 1/4, 3/4, 7/8} is shown in Fig. 7. He stated, without
proof,
Theorem 3. Let A be a subset of N equally spaced points on a circle and Ac its complement.
(i) If N is even and |A| = N/2, then A and Ac are homometric.7
(ii) If A and B are homometric, then so are Ac and Bc.
7 Noncongruent A and Ac exist for N ≥ 8.
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Fig. 7. Patterson’s example of homometric periodic point sets. Not coincidentally (see Theorem 3), the sets are
complementary.
The following very simple proof of this theorem seems to be new (for references to more
complicated proofs, see [16]).8
Let V = {xo, x1, . . . , xN−1} be a set of N equispaced points on the circle C , indexed
counterclockwise, and let CN be the complete geometric graph with these N vertices.
Definition. For k = 1, . . . , bN/2c, a vector chord of length k is the directed edge of CN from xi
to x(i+k) mod N .
Although, when N is even, the vector chords from xi to x(i+N/2) mod N and from x(i+N/2) mod N
to xi coincide with the same edge of CN , they are distinct as vector chords. Thus CN has N
vector chords of length k for each k = 1, . . . , bN/2c.
Let A ⊂ V be a subset of size m for some m between 1 and N . Color the points of A red, and
the points of its complement Ac blue. Then every vector chord, of any length, is one of four color
types: red 7→ red, blue 7→ blue, red 7→ blue, or blue 7→ red. Letting nk(r, r), nk(b, b), nk(r, b)
and nk(b, r) denote the numbers of chords of length k of each type, we have
nk(r, r)+ nk(b, b)+ nk(r, b)+ nk(b, r) = N (1)
for each k = 1, . . . , bN/2c.
To prove (i), assume N is even and |A| = N/2. We want to show that, for each k,
nk(r, r) = nk(b, b). Each point p ∈ A (and each q ∈ Ac) is incident with two chords of length k,
one directed toward p (or q) and one directed away from it. Thus, counting the chords incident
with the points of A, two per point, we have
2nk(r, r)+ nk(r, b)+ nk(b, r) = N . (2)
Subtract (2) from (1) and we are done.
8 In music theory, the theorem is called the Hexachordal Theorem.
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To prove (ii), let |A| = |B| = m where A ⊂ V as above and B ⊂ V ′, a set of N equispaced
points on a circle C ′, also colored red and blue. Denote the numbers of vector chords of C ′N of
each color type by n′k(r, r), n′k(b, b), n′k(r, b) and n′k(b, r). Then, counting as above,
2nk(r, r)+ nk(r, b)+ nk(b, r) = 2m (3)
and
2n′k(r, r)+ n′k(r, b)+ n′k(b, r) = 2m. (4)
Since, by hypothesis, nk(r, r) = n′k(r, r), subtracting (4) from (3) gives
nk(r, b)+ nk(b, r) = n′k(r, b)+ n′k(b, r).
Thus nk(b, b) = n′k(b, b). 
Godfried Toussaint and colleagues use these point sets to study the geometry of musical
rhythm (see [16] and http://cgm.cs.mcgill.ca/˜godfried/).
Patterson [9] briefly discussed plane periodic homometric point sets, but apparently little has
been done with them.
6. Weakly homometric sets
In dimension 1, the problem of homometric sets coincides with the better-studied but still
porous problem of reconstructing point sets from their interpoint distances. The interpoint
distance problem, in its many variants, has a vast and still growing literature of its own, an
early example being Erdo¨s’s still-open problem of the minimum number of different distances
determined by n points in the plane [4].
To distinguish the star and distance problems, we will say that two point sets with the same
interpoint distances are weakly homometric.
Definition. Two finite or Delone sets S1 and S2 are weakly homometric if the sets {|x−y|, x, y ∈
S1} and {|x − y|, x, y ∈ S2} are equal.
For a simple example of weakly homometric point sets in the plane, we reinterpret the periodic
point sets of Fig. 7 as finite sets. The six edges of their graphs have the same lengths; if we give
the figure on the right a quarter-turn to the right, five pairs of edges have the same orientations!
This is as strong as weak homometry can get.
Skiena, Smith, and Lemke [15] defined Hn( j) to be the maximum number of weakly
homometric j-point sets in Rn and showed that
• H1( j) = 1 for j ≤ 5; H1( j) ≥ 2 for j ≥ 6.
• H1( j) is always a power of 2.
The few known facts for n ≥ 2 include:
• 3 ≤ H2(4) ≤ 30.
• H j ( j + 1) ≥ ( j)(( j + 1)/2)!/( j + 1)!.
• Hn( j) < j2nj .
Their algorithm for computing H1( j), which is essentially Wrinch’s, is O(2 j j log j)-time;
the more general distance reconstruction problem for Hn( j) is strongly NP-complete even for
n + 1 points in Rd .
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The analogous function Wn( j), the maximum number of homometric j-point sets in Rn ,
deserves further study (for first steps, see [13]). Evidently, its behaviour contrasts sharply with
that of Hn( j). For example, we have seen that:
• W j ( j + 1) = 1 for all positive integers j ,
• W2(4) = 1, W2(9) ≥ 2.
Of the many interesting and important questions we can ask about this function, perhaps the
simplest is: what is the smallest value of j for which W2( j) > 1?
7. Nonperiodic point sets
Nonperiodic Delone sets S would seem to lie outside the framework sketched here, but
recently Baake and Grimm have shown how to include Delone sets constructed by the cut and
project method [1].
Recall that this scheme requires a point lattice in L ⊂ Rn , a subset X ⊂ Rn of dimension
d < n, and a non-empty compact subset W of X⊥ called a window (for details, see [8]). Letting
Π and Π⊥ be orthogonal projectors onto X and X⊥, respectively, we project x ∈ L onto X if
and only if X⊥(x) ∈ W . That is, S = {Π (x)|Π⊥(x) ∈ W }.
The properties of the difference set S − S are encoded in the window. If W is Lebesgue-
measurable, it has a continuous covariogram cW (x) = vol(W ∩ (W + x)) and covariograms, as
mentioned above, measure overlap. Baake and Grimm show
1. Two point sets obtained from the same cut and project scheme (same L , same X ) are
homometric if and only if the continuous covariograms of their defining windows are equal.
2. Homometric sets from the same cut and project scheme have the same diffraction measure.
Thus the homometry problem returns full circle to crystallography – but in a guise that would
startle its founders.
And homometric sets escape even this multi-dimensional framework. Not every window is
tame [20]; nor do cut and project sets exhaust the possibilities. In [6], Ho¨ffe and Baake show that
the Rudin–Shapiro sequence (deterministic, nonperiodic) and the Bernoulli (coin-toss) sequence
have the same diffraction diagram!
Indeed, homometry is a point set puzzle that merits revisiting.
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