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Abstract
In this thesis, the concept of best approximation and best co-approximation
in normed linear spaces is studied. the concepts of ε−best approximation
and ε−best co-approximation and ε−orthogonality are introduced and the
relations between these concepts are obtained. Also the maps which preserve
approximation are discussed. Some results are studied. For example, if the
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B(x0, r) open ball with radius r and center x0
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span(A) set of all linear combinations of elements in A
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x ⊥s y x and y orthogonal in the sense of Singer
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Ĝ set, Birkhoff orthogonal to G
C2[−1, 1] space of all continuous function on the interval [−1, 1]
X∗ the conjugate space of X
〈(x, x), (y, y)〉 line segment spanned by (x, x) and (y, y)
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< y > subspace generated by y
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B(X) the unit ball of X
< g0, x > linear spanned by g0 and x
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Introduction
The theory of best approximation is an important topic in functional analysis. It is a very
extensive field which has various applications ([1],[2]).
What do we mean by “Best approximation” in normed linear spaces ?
To explain this, let X be a normed linear space, and let G be a nonempty subset of X.
An element g0 ∈ G is called a best approximation to x from G if g0 is closest to
x from among all the elements of G. That is, ‖ x− g0 ‖≤‖ x− g ‖ for all g ∈ G. The
set of all such elements g0 ∈ G that are called a best approximation to x ∈ X is denoted
by PG(x). If PG(x) contains at least one element, then the subset G is called a
proximinal set. If each element x ∈ X has a unique best approximation in G, then
G is called a Chebyshev set of X. The theory of approximation is mainly concerned
with the following fundamental questions:
(1) (Existence of best approximation ) Which subsets are proximinal?
(2) (Uniqueness of best approximation ) Which subsets are Chebyshev?
(3) (Characterization of best approximation) How to recognize when a given y ∈ G
is a best approximation to x or not?
(4) (Error of approximation ) How to compute the error of approximation d(x,G)?
(5) (Computation of best approximation ) How to describe some useful algorithms
for actually computing best approximation?
(6) (Continuity of best approximation ) How does the set of all best approximation
vary as a function of x or( G )?
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The term “Chebyshev set” goes back to Efimou and Stechken(1954), while the term
“ Proximinal”(combination of the words proximity and minimal) was coined by Killgrove
[11]. There are several books which include at least two chapters about best approxima-
tion. For examples, Achieser(1956), Davis(1963), Cheney(1966), Rivilir(1969) and Lau-
rent(1972). Singer(1970) wrote about best approximation in normed spaces. One can
see that in our days many mathematicians are interested in best approximation, such as,
Geetha S. Rao and R.Saravana and H.Mazaheri ([3],[4],[5],[6],[7]).
This thesis consists of three chapters. In the first one we summarize some of the essential
and basic concepts which will be needed in the following chapters. We define, metric,
normed, Banach, inner product and Hilbert spaces. Since orthogonality is essen-
tial for approximation, we define several kinds of orthogonality, in particular
“ Birkhoff orthogonality”, which will be used in this thesis. In chapter two, in the sense of
Birkhoff orthogonality, we define and discuss best approximation in normed spaces, Prox-
iminal sets and Chebyshev sets, and we study the existence of best approximation(which
sets are proximinal), and the uniqueness of best approximation (which sets are Cheby-
shev). We show that proximinal sets in normed spaces are closed, and every closed subset
of finite a dimensional is a proximinal set. The set of all best approximations PG(x) is
bounded and convex. And we show that every convex proximinal set is Chebyshev. We
discuss characterization of best approximation, i.e, how to find necessary and sufficient
conditions in order that g0 ∈ PG(x), and we discuss properties of convex Chebyshev sets.
We define ε−best approximation, and we deduce that the set of all ε−best approxi-
mation PG(x, ε) is convex and bounded. Finally, we introduce and discuss the concept of
maps that preserve approximation, we show that if the operator on a normed linear space
is an isometry then it preserves all approximation properties.
In chapter three, another kind of approximation (Best co-approximation)is given which
is introduced by Franchetti and Furi in 1972 [18]. It is considered a counterpart of best
approximation. We study some concepts of best co-approximation in normed spaces. We
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show that the map RG from X to the power set of G where G denotes a Zero hyper-
plane of the normed space X, is linear, continuous and convex.
Also ε−Best co-approximation is defined in the sense of ε−orthogonality [8], and we
show that the set of all ε−Best co-approximation RG(x, ε) is bounded and convex. We
further define and discuss the maps which preserve co-approximation. We show that every




In this chapter we introduce some basic definitions, theorems, and important concepts in
functional analysis that will be used in our thesis.
1.1 Metric Space.
Definition 1.1.1. [9] (Metric Space)
Let X be any nonempty set. A metric on X is a mapping d : X ×X −→ R which
satisfies the following axioms: for all x, y, z ∈ X,
(i) d(x, y) ≥ 0,
(ii) d(x, y) = 0 if and only if x = y,
(iii) d(x, y) = d(y, x),
(iv) d(x, y) ≤ d(x, z) + d(z, y).
The pair (X, d) is called a metric space.
Definition 1.1.2. [10] (Distance between sets and diameter of a set)
Let (X, d) be a metric space and let A,B be a non-empty subsets of X.
(1) The distance between a point x ∈ X, and the set A, denoted by d(x,A), is defined
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by
d(x,A) = inf{d(x, y) : y ∈ A}.
(2) The distance between the sets A,B, denoted by d(A,B), is defined as
d(A,B) = inf{d(x, y) : x ∈ A, y ∈ B}.
(3) The diameter of A, denoted by d(A), is defined as
d(A) = sup{d(x, y) : x, y ∈ A}.
Definition 1.1.3. [11] (Compactness)
A metric space X is said to be compact if every sequence in X has a convergent
subsequence. A subset G of X is said to be compact if G is compact when considered
as a subspace of X, that is, if every sequence in G has a convergent subsequence whose
limit is an element of G.
Definition 1.1.4. [12] (Direct sum)
A vector space X is said to be the direct sum of two subspaces Y and Z of X,
written X = Y ⊕Z if each x ∈ X has a unique representation x = y+z, y ∈ Y, z ∈ Z.
Then Z is called an algebraic complement of Y in X and vice versa, and Y, Z is
called a complementary pair of subspaces in X.
Definition 1.1.5. [12] (Strictly convex)
A subset G of a linear space X is strictly convex if, for all g1, g2 ∈ G,
g1 6= g2, the points {λg1 + (1− λ)g2 : 0 < λ < 1} are interior points of G .
The following two theorems are about invariance by translation and scalar multiplica-
tion.
Theorem 1.1.1. [1] Let G be a nonempty subset of a metric space X.Then:
(i) d(x + y,G + y) = d(x,G) for every x, y ∈ X.
(ii) d(αx, αG) =| α | d(x,G) for every x ∈ G and α ∈ R.
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Theorem 1.1.2. [1] Let G be a nonempty subspace of a metric space X.Then:
(i) d(x + y,G) = d(x,G) for every x ∈ X and y ∈ G.
(ii) d(αx, G) =| α | d(x,G) forevery x ∈ X and α ∈ R.
(iii) d(x + y,G) ≤ d(x,G) + d(y,G) for every x and y in X.
Theorem 1.1.3. [12] (Continuous mapping)
A mapping T : X → Y of a metric space (X, d) into a metric space (Y, d̃) is continuous
at a point x0 ∈ X if and only if xn → x0 in (X, d) implies T (xn) → T (x0) in (Y, d̃).
1.2 Normed Space.
Definition 1.2.1. [10](Normed space, Banach space).
A normed space X is a vector space with a norm defined on it.
A norm on a vector space X, is a real-valued function on X, whose value
at an x ∈ X is denoted by ‖ x ‖ and which has the properties
(1) ‖ x ‖ ≥ 0 for all x ∈ X,
(2) ‖ x ‖= 0 if and only if x = 0,
(3) ‖ αx ‖=| α | ‖ x ‖, (∀ ∈ X, ∀ α ∈ R)
(4) ‖ x + y ‖ ≤ ‖ x ‖ + ‖ y ‖ . (∀ x, y ∈ X)
A norm on X defines a metric d on X, which is given by d(x, y) =‖ x−y ‖ where
x, y ∈ X, and is called a metric induced by the norm ‖ . ‖ .
The normed space just defined is denoted by (X, ‖ . ‖).
Theorem 1.2.1. [12](Triangle Inequality)
In the normed space X, for every x, y ∈ X. We have, ‖ x + y ‖≤‖ x ‖ + ‖ y ‖, where
the equality sign holds if and only if y = 0 or x = cy (c real and ≥ 0).
Definition 1.2.2. [3] Let X be a normed linear space, the space X is strictly convex
if and only if whenever x, y are distinct unit vectors, all nontrivial convex combinations
of x, y have norm less than 1.
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Remark 1.2.1. [5] A normed space X is strictly convex, if and only if the relations,
‖ x + y ‖=‖ x ‖ + ‖ y ‖, 0 6= x, 0 6= y ∈ X, imply the existence of a 0 6= c ∈
X such that y = cx.
Definition 1.2.3. [10] Let (X, ‖ . ‖) be a normed space.
(1) The set { x ∈ X :‖ x− x0 ‖< r}, denoted by B(x0, r), is called the open ball of
radius r with center x0.
(2) The set { x ∈ X :‖ x− x0 ‖≤ r }, denoted by B̄(x0, r) is called the closed ball of
radius r with center x0.
Remark 1.2.2. [12]The closure B(x0, r) of an open ball B(x0, r) in a metric space can
differ from the close ball B̄(x0, r).
Proof.
In the discrete metric space, we have B̄(0, 1) = {x ∈ X : d(x, 0) ≤ 1} = X.
But B(0, 1) = {x ∈ X : d(x, 0) < 1} = {x} which is closed in X, so that
B(0, 1) = {x} 6= X = B̄(0, 1). ¤
Theorem 1.2.2. [1] (I) For all x, y in normed space X,
|‖ x ‖ − ‖ y ‖| ≤ ‖ x− y ‖ .
(II) If xn −→ x, yn −→ y, and αn −→ α,then:
(a) ‖ xn ‖−→‖ x ‖,
(b) xn + yn −→ x + y,
(c) αnxn −→ αx.
Definition 1.2.4. [12] Let X be a normed linear space and G ⊆ X. The boundary of a
set G, denoted by bd(G), is the closure minus the interior of G : bd(G) = cl(G)\int(G).
Definition 1.2.5. [10] Let A and B be two subspaces of a linear space X. Define
A + B = {a + b : a ∈ A, b ∈ B}. The sum A + B is a subspace of X.
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Definition 1.2.6. [10] Let (X, ‖ x ‖) be a normed linear space. Then:
(1) a sequence (xn) ⊂ X is said to be convergent if and only if there exists an x ∈ X such
that limn→∞ ‖ xn − x ‖= 0,
(2) a sequence (xn) ⊂ X is said to be a Cauchy sequence if for a given ε > 0, there
exists a positive integer N such that ‖ xn − xm ‖< ε, for all n,m ≥ N,
(3) The space X is said to be complete if every Cauchy sequence in X converges to an
element in X,
(4) A complete normed space is called a Banach space.
Theorem 1.2.3. [10] Let G be a subspace of a Banach space X. Then,
G is complete if and only if G is closed.
Definition 1.2.7. [12] Let G be a subset of vector space X. Then for x ∈ X we
define G + x = {y + x : y ∈ G}, and for a scaler α, αG = {αm : m ∈ G}.
Definition 1.2.8. [13] A sequence {xn} in a normed linear space X converges to
x ∈ X if given ε > 0 we can find N (depending on ε) such that ‖ x− xn ‖< ε for all
n > N. The point x is called the limit of the sequence.
Definition 1.2.9. [10] (Quotient space)
Let W be a subspace of a linear space V. The coset of an element x ∈ V with respect
to W, denoted by x + W is defined to be the set x + W = {x + w : x ∈ V }.
Define the linear operations on V/W by (x + W ) + (y + W ) = (x + y) + W,
α(x + W ) = αx + W, where x, y ∈ V and α ∈ R. V/W is a linear space over R.
This space is called the quotient space of V by W.
Definition 1.2.10. [10] (Hyperplane)
A hyperplane H in a vector space X is a set such that X can be expressed as the
direct sum of H and a one- dimensional subspace of X,
i.e., X = H ⊕ [x], for some x ∈ H.
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Theorem 1.2.4. [13] Let G be a compact subset of a normed linear space X. If {Fn} is
a decreasing sequence of non-empty, closed subsets of G, then
⋂∞
n=1 Fn is non-empty.
Theorem 1.2.5. [13] Let G be a subset of the normed linear space X.
(1) A point x ∈ X is in cl(G) if and only if x is the limit of some sequence of points
in G.
(2) The set G is closed if and only if, whenever {an} is a sequence of points in
G converging to x ∈ X, then x is also in G.
Theorem 1.2.6. [12] (Hahn-Banach Theorem(Normed space))
Let f be a bounded linear functional on a subspace Z of a normed space X. Then
there exists a bounded linear functional f̃ on X which is an extension of f to X and
has the same norm; that is,
‖ f̃ ‖X=‖ f ‖Z where ‖ f̃ ‖X= sup{| f̃(x) | , x ∈ X, ‖ x ‖= 1},
and ‖ f ‖Z= sup{| f(x) | , x ∈ Z , ‖ x ‖= 1}.
Corollary 1.2.7. [12] (Bounded linear functionals)
Let X be a normed space and let x0 6= 0 be any element of X. Then there exists a
bounded linear functional f̃ on X such that
‖ f̃ ‖= 1, and f̃(x0) =‖ x0 ‖ .
Corollary 1.2.8. [12] (Norm, zero vector) For every x in a normed space X, we
have
‖ x ‖= sup{ |f(x)|‖f‖ : f ∈ X∗, f 6= 0}
Hence if x0 is such that f(x0) = 0 for all f ∈ X∗, then x0 = 0.
Definition 1.2.11. [11] (Smooth normed Linear Space)
Let X be a normed linear space. By Hahn Banach theorem for each x ∈ X, we have
f ∈ X∗ such that ‖ f ‖= 1 and f(x) =‖ x ‖ .
X is said to be smooth normed linear space if such an f is unique for each x ∈ X.
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Theorem 1.2.9. [10] Let X be a normed space over the field K, let G be a subspace
of X and let x0 ∈ X be such that d(x0, G) = d > 0. Then, there exists f ∈ X∗ such
that
(1) f(x0) = 1,
(2) f(G) = 0, (i.e., f(g) = 0, ∀ g ∈ G),
(3) ‖ f ‖= 1
d
.
Corollary 1.2.10. [10] Let X be a normed space over the field K, G a linear subspace
of X and let x0 ∈ X be such that d(x0, G) = d > 0. Then, there exists f ∈ X∗ such
that
(1) f(x0) = d
(2) f(G) = 0, (i.e., f(g) = 0, ∀ g ∈ G) (3) ‖ f ‖= 1.
Corollary 1.2.11. [10] Let X be a normed space over the field K, G a closed linear
subspace of X and let x0 ∈ X\G. If d = d(x0, G), then there exist f ∈ X∗ such that
(1) f(x0) = 1
(2) f(G) = 0, (i.e., f(g) = 0, ∀ g ∈ G)
(3) ‖ f ‖= 1
d
.
Theorem 1.2.12. [12] Let G be a subset of a finite dimensional normed space X. Then
G is compact if and only if G is closed and bounded.
Theorem 1.2.13. [12] The closed unit ball of a normed space X is compact if and
only if X is finite dimensional.
Lemma 1.2.14. [9] Let G be a nonempty subset of X. Then for every pair x, y ∈ X,
| d(x, G)− d(y, G) | ≤ ‖ x− y ‖ .
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1.3 Inner Product Space
Definition 1.3.1. [1] (Inner product space, Hilbert space)
A real linear space X is called an inner product space if for each pair of elements
x, y in X, there is defined a real scaler 〈x, y〉 having the following properties
( for every x, y, z ∈ X and α ∈ R )
(1) 〈x, x〉 ≥ 0,
(2) 〈x, x〉 = 0 if and only if x = 0,
(3) 〈x, y〉 = 〈y, x〉,
(4) 〈αx, y〉 = α〈x, y〉,
(5) 〈x + y, z〉 = 〈x, z〉+ 〈y, z〉.
A Hilbert space is a complete inner product space.
Inner product spaces are normed spaces, with norm defined as ‖ x ‖2= 〈x, x〉.
Hilbert spaces are Banach spaces with norms induced by inner products.
Note that :not all normed spaces are inner product spaces.
Definition 1.3.2. [1] A set G of an inner product space X is called convex if
λx + (1− λ)y ∈ G whenever x, y ∈ G and 0 ≤ λ ≤ 1.
Geometrically, a set is convex if and only if it contains the line segment
{λx + (1− λy) : 0 ≤ λ ≤ 1} joining each pair of its points x, y.
The smallest closed convex set containing G is denoted by c̄o(G).
Theorem 1.3.1. [10] (Parallelogram Law)
For every x, y in an inner product space,
‖ x + y ‖2 + ‖ x− y ‖2 = 2(‖ x ‖2 + ‖ y ‖2).
Theorem 1.3.2. [10] (Pythagorean Theorem)
In an inner product space X, if x ⊥ y, then ‖ x + y ‖2=‖ x ‖2 + ‖ y ‖2 .
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More generally, if x1, x2, ..., xn are pointwise orthogonal vectors in X,then,
‖ ∑n1 xi ‖2=
∑n
1 ‖ xi ‖2 .
Theorem 1.3.3. [9] (Schwarz Inequality).
For any pair x, y in an inner product space X, | 〈x, y〉 |≤‖ x ‖‖ x ‖, where
the equality sign holds if and only if {x, y} is a linearly dependent set.
Definition 1.3.3. [14] (Orthogonal complement)
Let G be a subset of a Hilbert space H. The orthogonal complement of G is denoted
by G⊥ and is defined by G⊥ = {y ∈ H : 〈y, x〉 = 0 for all x ∈ G}.
Theorem 1.3.4. [12] (Minimizing vector)
Let X be an inner product space and G 6= ∅ a convex subset which is complete
(in the metric induced by the inner product) .Then for every given x ∈ X,
there exists a unique y ∈ G such that,
δ = infy0∈G ‖ x− y0 ‖=‖ x− y ‖ .
Definition 1.3.4. [1] (Convex cone, Subspace)
(1) A subset C of an inner product space X is called a convex cone if
αx + βy ∈ C, whenever x, y ∈ C, α ≥ 0, and β a scaler.
(2) A nonempty subset G of an inner product space X is called a (linear space)subspace
if αx + βy ∈ G, whenever x, y ∈ G and α, β ∈ R.
(3) If A is any nonempty subset of X, the subspace spanned by A, written span(A), is




αixi : xi ∈ A,αi ∈ R, n ∈ N}.
Equivalently, span(A) is the smallest subspace of X that contains A.
Definition 1.3.5. [1] The space of all continuous real functions x on the interval [a, b] is







Theorem 1.3.5. [2] Let G be a complete subspace of L2. Then given f ∈ L2,
there exists a unique g ∈ G such that
(i)‖ f − g ‖2= inf{‖ f − h ‖2: h ∈ G, }
(ii)(f − g) ⊥ z for all z ∈ G.
Theorem 1.3.6. [1] Let G be a finite-dimensional subspace of an inner product space
X .Then, the following are equivalent:
(1) Each bounded sequence in G has a subsequence that converge to a point in G ,
(2) G is closed ,
(3) G is complete.
Definition 1.3.6. [9]Two elements x, y in an inner product space X are said to be
orthogonal, denoted x ⊥ y, if 〈x, y〉 = 0.
Theorem 1.3.7. [15] (Properties of orthogonality in an inner product space)
If H is a real inner product space , then the relation of orthogonality has the following
properties:
1)Nondegeneracy: If λ, µ ∈ R and x, y ∈ H, then λx ⊥ µy if and only if
either λx = 0 or µy = 0.
2) Simplification : If x ⊥ y, then λx ⊥ λy for every λ ∈ R.
3) Continuity : If {xn} and {yn} are sequences in H such that xn → x, yn → y
and xn ⊥ yn(n ∈ N) ,then x ⊥ y.
4) Existence : For every x, y ∈ H there exists α ∈ R such that x ⊥ (αx + y).
5) Uniqueness :In the above property α is unique if x 6= 0.
6) Symmetry : If x ⊥ y then y ⊥ x.
7) Homogeneity : If x ⊥ y, then x ⊥ λy for every λ ∈ R.
8) Additivity : If x ⊥ y and x ⊥ z, then x ⊥ y + z.
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Definition 1.3.7. [14] (Semi-inner product)
Let X be a real linear space. A mapping [. , .] : X × X −→ R is called a semi-inner
product on X if it satisfies the following conditions:
(a) [x, x] ≥ 0 for all x ∈ X, and [x, x] = 0 =⇒ x = 0.
(b) [αx + βy, z] = α[x, z] + β[y, z] for all α, β ∈ R and all x, y, z ∈ X.
(c) [x, αy] = α[x, y] for all α ∈ R and all x, y ∈ X.
(d) | [x, y] |2 ≤ [x, x] [y, y] for all x, y ∈ X.
Theorem 1.3.8. [9] Let G be a subspace of an inner product space X, and x ∈ X. If
there is an element g0 ∈ G such that ‖ x− g0 ‖≤‖ x− g ‖ for all g ∈ G,
then g0 is unique. A sufficient condition that g0 ∈ G be a unique minimizing element in
G is that (x− g0) ⊥ G.
Theorem 1.3.9. [12] Let G be a nonempty closed convex subset of a Hilbert space
H. Then there exists a unique vector in G with the smallest norm.
Theorem 1.3.10. [15] If X is an inner product space, and x, y ∈ X, then the following
are equivalent:
(1) x ⊥ y
(2) < x, y >= 0.
(3) ‖ x + αy ‖≥‖ x ‖ (α ∈ R).
(4) ‖ x + y ‖=‖ x− y ‖ .
(5) ‖ x− αy ‖=‖ x + αy ‖ (α ∈ R).
(6) ‖ x‖x‖ − y‖y‖ ‖=‖ x‖x‖ + y‖y‖ ‖ .
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1.4 Birkhoff Orthogonality
In a real inner product space orthogonality of two vectors can be
expressed in different ways by means of the norm induced by the inner product;
that is, if (H, 〈., .〉) is a real inner product space with induced norm ‖ . ‖,
and x, y ∈ H, then 〈x, y〉 = 0 if and only if for example, ‖ x + y ‖=‖ x− y ‖ .
There are several definitions of orthogonality. So we introduce some of them, and the
first one (Birkhoff orthogonality) is what we need in our thesis.
Definition 1.4.1. [3] (Birkhoff orthogonality)
Two vectors x and y in a normed linear space are said to be orthogonal if and only if
‖ x + αy ‖≥‖ x ‖ for all scalar α.
Symbolically, x ⊥B y if and only if ‖ x + αy ‖≥‖ x ‖ for all scalar α.
Definition 1.4.2. [3] Two sets G1 and G2 are said to be orthogonal in the sense of
Birkhoff if g1 ⊥B g2 for all g1 ∈ G1 and g2 ∈ G2.
Definition 1.4.3. [16] (Isosceles orthogonality)
Let X be a real normed space, and let x, y ∈ X. Then x is isosceles orthogonal to y,
denoted by (x ⊥I y) if ‖ x + y ‖=‖ x− y ‖ .
Definition 1.4.4. [15] (Roberts orthogonality)
Let X be a real normed space, and let x, y ∈ X. Then x is orthogonal to y in the sense
of Roberts if and only if ‖ x− αy ‖=‖ x + αy ‖, for every α ∈ R.
Definition 1.4.5. [15] (Singer orthogonality)
Let X be a real normed space, and let x, y ∈ X. Then x is orthogonal to y in the sense
of Singer denoted by x ⊥s y if and only if x = 0, or y = 0, or ‖ x‖x‖− y‖y‖ ‖=‖ x‖x‖+ y‖y‖ ‖ .
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Now the following theorems discuss the properties of Birkhoff orthogonality in a
normed space.
Remark 1.4.1. [15] By [Theorem 1.3.10], all types of orthogonality are equivalent in inner
product space.
Theorem 1.4.1. [15] Birkhoff orthogonality is homogeneous,
that is, x ⊥B y, then x ⊥B λy, for all λ ∈ R.
Proof.
Let x ⊥B y. Then, ‖ x + αy ‖≥‖ x ‖ (α ∈ R).
Now ‖ x + µ(λy) ‖=‖ x + (µλ)y ‖ where µ ∈ R.
=‖ x + αy ‖ where α = µλ,
≥‖ x ‖ . Therefore x ⊥B λy (∀ λ ∈ R). ¤
Theorem 1.4.2. [18] If x and y are elements of a normed linear space X, and
x ⊥B (Ax + y) and x ⊥B (Mx + y) , then x ⊥B (ax + y) for any number a
between the two numbers A and M .
Proof.
Without lost of generality, assume A ≤ M.
If x ⊥B (Ax + y), and x ⊥B (Mx + y), then ‖ x + λ(Ax + y) ‖≥‖ x ‖ and
‖ x + λ(Mx + y) ‖≥‖ x ‖ for all λ ∈ R.
Let a be any number such that A ≤ a ≤ M .
Case(1): λ ≥ 0 ,then
‖ x + λ(ax + y) ‖=‖ [1 + λ(a− A)]x + λ(Ax + y) ‖≥‖ [1 + λ(a− A)]x ‖≥‖ x ‖.
This means that , ‖ x + λ(ax + y) ‖≥‖ x ‖; i.e, x ⊥B (ax + y).
Case: (2) λ ≤ 0 , then
‖ x + λ(ax + y) ‖=‖ [1 + λ(a−M)]x + λ(Mx + y) ‖ ≥‖ [1 + λ(a−M)]x ‖≥‖ x ‖ .
Hence ‖ x + λ(ax + y) ‖≥‖ x ‖; i.e, x ⊥B (ax + y). It follows from the two cases
that ‖ x + λ(ax + y) ‖≥‖ x ‖ for all λ ∈ R.
Therefore, x ⊥B (ax + y) where A ≤ a ≤ M. ¤
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Theorem 1.4.3. [17] Let x and y be any two nonzero elements of a normed linear
space. If x ⊥B (ax + y) and y ⊥B (by + x), then | ab | ≤ 1.
If the orthogonality is symmetric , then 0 ≤ ab ≤ 1 .
Proof.




and a 6= 0. Then ‖ x + −1
a
(ax + y) ‖ ≥ ‖ x ‖, this implies
| a | ≤ ‖ y ‖‖ x ‖ ........(1).




and b 6= 0 then ,
‖ y + −1
b
(by + x) ‖ ≥ ‖ y ‖, this implies ,
| b | ≤ ‖ x ‖‖ y ‖ ........(2)
Hence, | ab | ≤ 1,(from (1) and(2))
Now ,if the orthogonality is symmetric and x ⊥B (ax + y), then (ax + y) ⊥B x
this implies, ‖ (ax + y) + k1x ‖≥‖ ax + y ‖ for all k1 ∈ R.
If y ⊥B (by + x), then ‖ y + k2(by + x) ‖≥‖ y ‖ for all k2.
Letting k1 = −a gives ‖ y ‖≥‖ ax + y ‖,
and k2 =
a
(1−ab) gives ‖ ax + y ‖≥| (1− ab) |‖ y ‖ .
Hence ‖ y ‖≥| 1− ab |‖ y ‖ and ab ≥ 0. But | ab |≤ 1, therefore, 0 ≤ ab ≤ 1. ¤
Theorem 1.4.4. [17] If a normed space X is smooth, then the following property holds
x ⊥B y and x ⊥B z, implies x ⊥B y + z.
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Proposition 1.4.5. [14] Let (X, ‖ . ‖) be a real normed linear space
and x, y be two elements of X .Then the following are equivalent:
(1) x ⊥B y
(2) For every semi-inner product [., .] which generates the norm of X,
we have the inequalities
[y, x + uy] ≤ 0 ≤ [y, x + ty] for all u < 0 < t.
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Chapter 2
Best Approximation in a Normed
Space
This chapter consists of five sections, in the first one we discuss what do we mean by best
approximation in a normed space, and we define proximinal and chebyshev sets, and
some results introduced. In section two we study existence of best approximation, that is
when the set is proximinal. In section three we study uniqueness of best approximation,
i.e, when the set is Chebyshev. In section four we study ε−best approximation, and in
the last section we study the maps which preserve approximation.
2.1 Best Approximation
Definition 2.1.1. [3] Let G be a nonempty subset of a normed linear space X. An
element g0 ∈ G is called a best approximation to x ∈ X from G if for every
g ∈ G, we have, ‖ x− g0 ‖≤‖ x− g ‖ .
The set of all such elements g0 ∈ G that are called best approximations to x ∈ X is
denoted by PG(x); thus PG(x) = {g0 ∈ G :‖ x− g0 ‖≤‖ x− g ‖ for all g ∈ G}.
Hence PG defines a mapping from X into the power set of G called metric projection
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onto G (other names, nearest point mapping, proximity map).
Remark 2.1.1. [3] The set PG(x) of all best approximation to x ∈ X
can be written as:
PG(x) = {g0 ∈ G :‖ x− g0 ‖ = d(x,G)}
Definition 2.1.2. [3] If PG(x) contains at least one element, then the subset G is
called a proximinal set.
In other words, if PG(x) 6= ∅ then G called a proximinal set.
The term proximinal set (is a combination of proximity and maximal).
Definition 2.1.3. [3] Let X be a normed linear space, if each element x ∈ X has a
unique best approximation in G, then G is called a Chebyshev set of X.
In other words G is a Chebyshev set if and only if PG(x) is a singleton.
Theorem 2.1.1. [18] Let G be a subspace of a normed space X.
(i) If x ∈ G, then PG(x) = {x}.
(ii) If x ∈ cl(G)\G, then PG(x) = ∅. (cl(G) is the clouser of G).
Proof.
(i) Let x ∈ G. Then d(x, x) = 0, and so d(x,G) = 0. Hence,
PG(x) = {y ∈ G :‖ x− y ‖= d(x,G)} = {y ∈ G :‖ x− y ‖= 0} = {x}.
(ii) Let x ∈ cl(G)\G. Then there exists a sequence (xn) of elements in G such that
lim ‖ xn − x ‖= 0. Hence d(x,G) = 0. Therefore,
PG(x) = {y ∈ G :‖ x− y ‖= d(x,G)}
= {y ∈ G :‖ x− y ‖= 0}
= {y ∈ G : x = y} = ∅, because x /∈ G. ¤
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Lemma 2.1.2. [3] Let X be a normed linear space and G be a subspace of X.
Then, g0 ∈ PG(x) if and only if (x− g0) ⊥B G.
Proof.
(⇒) Suppose g0 ∈ PG(x).Put g1 = g0 − αg for any fixed g ∈ G and α ∈ R.
Since g0 ∈ PG(x) and g1 ∈ G, ‖ x− g0 ‖≤‖ x− g1 ‖ and so,
‖ x− g0 ‖≤‖ x− (g0 − αg) ‖ . Then ‖ x− g0 ‖≤‖ (x− g0) + αg ‖ .
Therefore, (x− g0) ⊥B G.
(⇐) Let (x− g0) ⊥B G. Then for all α ∈ R and g1 ∈ G we have,
‖ x− g0 ‖≤‖ x− g0 + αg1 ‖ .
Let g ∈ G be arbitrary and fixed and take g1 = g0− g and α = 1, in the last inequality
to get,
‖ x− g0 ‖≤‖ x− g ‖ . Therefore g0 ∈ PG(x). ¤
Notation 2.1.3. For a subset G of X, put
Ĝ = P−1G (0) = {x ∈ X :‖ x ‖= d(x,G)} = {x ∈ X :‖ x ‖≤‖ x− g ‖ ∀ g ∈ G}
Lemma 2.1.4. [4] Let X be a normed linear space, G be a subspace of X.
Then for all x ∈ X, g0 ∈ PG(x) if and only if x− g0 ∈ Ĝ.
Proof.
g0 ∈ PG(x) if and only if x− g0 ⊥B G by [Lemma 2.1.2]
if and only if x− g0 ∈ Ĝ (by definition of Ĝ, since G is a subspace) ¤
Corollary 2.1.5. [3]Let X be a normed linear space and G a subspace of X. Then,
(i) x ∈ Ĝ, implies αx ∈ Ĝ. (∀ ∈ R).
(ii) x ∈ P−1G (0) if and only if 0 ∈ PG(x).
Proof.
(i) Let x ∈ Ĝ, then x ⊥B G, so that ‖ x + λg ‖≥‖ x ‖ ∀λ ∈ R, then ∀α ∈ R,
‖ αx + αλg ‖≥‖ αx ‖, then we have, ‖ αx + µg ‖≥‖ αx ‖ where µ = αλ, this
implies that αx ⊥B g ∀ g ∈ G. Therefore, αx ⊥B G, and so αx ∈ Ĝ.
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(ii)This part follows from [Lemma 2.1.4] by taking g0 = 0. ¤
Theorem 2.1.6. [3] Let G be a subspace of a normed linear space X, and PG(x) be






(x − Ĝ) if and only if g0 ∈ G, and g0 ∈ (x − Ĝ) if and only if g0 ∈
G and g0 = x− ĝ, where ĝ ∈ Ĝ if and only if g0 ∈ G and ĝ = x− g0 ∈ Ĝ if and only if
g0 ∈ PG(x), [by Lemma 2.1.4].
Therefore, PG(x) = G
⋂
(x− Ĝ). ¤
Theorem 2.1.7. [18] For a linear subspace G of normed linear space X, the following
statement are equivalent,
(1) G is Proximinal,
(2) X = G + Ĝ = {g + x : g ∈ G, x ∈ Ĝ}.
Proof.
(1) =⇒ (2) If G is Proximinal, let x ∈ X, and g0 ∈ PG(x). Then
(x− g0) ∈ Ĝ and g0 ∈ G, [by Lemma 2.1.4].
Now, x = g0 + (x− g0) ∈ G + Ĝ, [since g0 ∈ G, x− g0 ∈ Ĝ]. Hence X = G + Ĝ.
(2) =⇒ (1) Let X = G + Ĝ = {g + x : g ∈ G, x ∈ Ĝ},and let x ∈ X. Then x = g0 + y,
for some g0 ∈ G, and some y ∈ Ĝ. Then by [corollary2.1.5] y ∈ P−1G (0), and so,
0 ∈ PG(y). But y = x− g0, so PG(y) = PG(x− g0), this implies that 0 ∈ PG(x− g0),
then for all g ∈ G, ‖ x− g0− 0 ‖≤‖ x− g0− g ‖, and so, ‖ x− g0 ‖≤‖ x− (g + g0) ‖,
for all g ∈ G. But g + g0 ∈ G, then ‖ x− g0 ‖≤‖ x− g1 ‖ for all g1 = g + g0 ∈ G.
This means that g0 ∈ PG(x). Therefore G is proximinal. ¤
Theorem 2.1.8. [2] Let G be a nonempty subset of a normed linear space X. Then
(i) PG+y(x + y) = PG(x) + y for every x, y ∈ X.
(ii) PαG(αx) = αPG(x) for every x ∈ X and α ∈ R.
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Proof.
(i) y0 ∈ PG+y(x + y) if and only if y0 ∈ G + y and
‖ x + y − y0 ‖≤‖ x + y − (g + y) ‖ ∀ g + y ∈ G + y if and only if (y0 − y) ∈ G and
‖ x − (y0 − y) ‖≤‖ x − g ‖ ∀ g ∈ G, if and only if (y0 − y) ∈ PG(x) if and only if
y0 ∈ PG(x) + y . Therefore, PG+y(x + y) = PG(x) + y.
(ii) If α = 0 the result trivially true, since PαG(αx) = P{0}(0) = 0
because 0 ∈ {0} and αPG(x) = 0PG(x) = 0.
Thus assume α 6= 0. Now, y0 ∈ PαG(αx) if and only if y0 ∈ αG and
‖ αx− y0 ‖≤‖ αx− αg ‖ ∀ g ∈ G, if and only if | α |‖ x− 1αy0 ‖≤| α |‖ x− g ‖
∀ g ∈ G if and only if 1
α
y0 ∈ G and ‖ x− 1αy0 ‖≤‖ x−g ‖ if and only if 1αy0 ∈ PG(x)
if and only if y0 ∈ αPG(x). Therefore, PαG(x) = αPG(x) ¤
2.2 Existence of Best Approximation
In this section we discuss the cases in which the set is proximinal.
Theorem 2.2.1. [2] Let G be a nonempty subset of a normed space X. Then
(i) G is proximinal if and only if G + y is proximinal for any given y ∈ X .
(ii) G is proximinal if and only if αG is proximinal for any given α ∈ R\{0}.
Proof.
(i) G is proximinal if and only if PG(x) 6= ∅ if and only if
PG(x) + y 6= ∅ if and only if PG+y(x + y) 6= ∅ [by theorem 2.1.8(i)] if and only if
G + y is proximinal.
(ii) G is proximinal if and only if PG(x) 6= ∅ if and only if αPG(x) 6= ∅
if and only if PαG(x) 6= ∅ [by theorem 2.1.8(ii)] if and only if
αG is proximinal . ¤
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Theorem 2.2.2. [3] (Proximinal Sets are closed.)
Let G be a proximinal subset of a normed linear space X. Then G is closed.
Proof.
Suppose that G be proximinal set, and the sequence {xn} ⊆ G be such that xn → x.
We show x ∈ G, to see this, since G is proximinal set, then PG(x) 6= ∅,
so there exist g0 ∈ PG(x) such that ‖ x− g0 ‖≤‖ x− xn ‖ for all n.
But lim xn = x implies ‖ xn − x ‖= 0. Thus x = g0 ∈ G, and so,
by [Theorem 1.2.5], G is closed ¤
The following example shows that the converse of [Theorem 2.2.2] need not be true in
general.
Example 2.2.1. [1]
Let G = {y ∈ C2[−1, 1] :
∫ 1
o
y(t)dt = 0} Then G is a closed subspace of C2[−1, 1]
that is not proximinal .
Proof.
First, G is a subspace by linearity of integration.
Now, we show that G is closed. To see this, let {yn} ⊂ G and yn → y. We show
y ∈ G. So by Schwarz’s inequality [Theorem 1.3.3], we have,
| ∫ 1
0
y(t)dt | = | ∫ 1
0
[y(t)− yn(t)]dt | ≤
∫ 1
−1 | y(t)− yn(t) | dt












y(t)dt = 0, which implies y ∈ G, and G is closed.
Next define x on [−1, 1] by x(t) = 1 for all t. Then x ∈ C2[−1, 1], and for each
y ∈ G,
‖ x− y ‖2= ∫ 1−1 | x(t)− y(t) |2 dt =
∫ 0
−1 | 1− y(t) |2 dt +
∫ 1
0
| 1− y(t) |2 dt
=
∫ 0
−1 | 1− y(t) |2 dt +
∫ 1
0
[1− 2y(t) + y2(t)]dt
=
∫ 0










1, −1 ≤ t < 0
0, 0 ≤ t ≤ 1
But such y is not continuous, so ‖ x− y ‖2> 1, and ‖ x− y ‖> 1.
Hence, d(x, G) = inf{d(x, y) : y ∈ G} = inf{‖ x− y ‖: y ∈ G} ≥ 1, because
‖ x− y ‖> 1 for all y ∈ G.
This proves that d(x,G) ≥ 1 and ‖ x− y ‖> 1 for all y ∈ G.





1, −1 ≤ t ≤ −ε
−ε−1t, −ε < t < 0
0, 0 ≤ t ≤ 1.
Clearly yε is continuous on [−1, 1], yε ∈ G, and
‖ x− yε ‖2= =
∫ 1
−1 | x(t)− yε(t) |2 dt
=
∫ −ε
−1 | 1− 1 |2 dt +
∫ 0
−ε | 1 + ε−1t |2 dt +
∫ 1
0
| 1− 0 |2 dt = 1 + ε/3.
Hence d(x,G) ≤ 1, and it followes that d(x,G) = 1 <‖ x− y ‖ for all y ∈ G.
Thus x has no best approximation in G. ¤
Theorem 2.2.3. [5] Let X be a normed linear space and G a subspace of X.
If G is closed and y0 ∈ G is a best approximation for x0 ∈ X\G, then y0 ∈ bd(G) .
Proof.
If y0 ∈ Int(G), then there exists r > 0 such that B(y0, r) ⊂ G.
Since y0 ∈ G is a best approximation for x0, then d(x0, G) =‖ x0 − y0 ‖= s > 0.






x0. Then we have
‖ y1−y0 ‖= rss+r < r and so y1 ∈ B(y0, r). Also ‖ y1−x0 ‖= s
2
s+r
< s =‖ x0−y0 ‖ .
Since y1 ∈ B(y0, r) ⊂ G, and ‖ y1 − x0 ‖<‖ x0 − y0 ‖,
25
it follows that y0 is not a best approximation of x0 .
Hence we have a contradiction. Therefore, y0 ∈ bd(G). ¤
Corollary 2.2.4. [13] Let X be a normed linear space and let G be a closed subspace
of X. If x0 ∈ X\G has a best approximation in G, then d(x0, G) = d(x0, bd(G)).
Proof.
Since G is closed, then bd(G) ⊂ G, and we have
d(x0, bd(G)) = inf{‖ x0 − z ‖: z ∈ bd(G)}
≥ inf{‖ x0 − z ‖: z ∈ G} = d(x0, G).
Therefore,
d(x0, bd(G)) ≥ d(x0, G)........(1)
Also, suppose that y0 ∈ G is a best approximation for x0 .Then
d(x0, G) =‖ x0 − y0 ‖ and thus by [theorem 2.2.3], y0 ∈ bd(G), and
d(x0, bd(G)) = inf{‖ x0 − z ‖: z ∈ bd(G)} ≤‖ x0 − y0 ‖= d(x0, G).
So we have,
d(x0, bd(G)) ≤ d(x0, G)........(2)
Now from (1) and (2), it follows that d(x0, bd(G)) = d(x0, G). ¤
Theorem 2.2.5. [5] Let X be a normed linear space . If X is a finite dimensional
space, then each non-empty closed subset of X is a proximinal sets.
Proof.
Suppose that G is a non-empty closed subset of X. We show that G is a proximinal
set. For any x0 ∈ X\G, since x0 /∈ G, put r0 = d(x0, G).
First we show d(x0, G) 6= 0 ∀ x0 /∈ G. to see this,
suppose, on the contrary, that d(x0, G) = 0 for some x0 /∈ G.
Since d(x0, G) = inf{d(x0, g) : g ∈ G}, then there exist a sequence {gn} in G such
that 0 = d(x0, G) = lim d(x0, gn). But G is closed, so there exists g ∈ G such that
lim gn = g, hence d(x0, g) = 0, which implies that x0 = g ∈ G, which is a contradiction.
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So r0 = d(x0, G) 6= 0. If r > r0 , then there exists y ∈ G such that
‖ x0 − y ‖< r.Therefore, y ∈ B(x0, r)
⋂
G. It follows that B(x0, r)
⋂
G 6= ∅.
If B(x0, r) = {y ∈ X :‖ y − xo ‖≤ r} and Bn = B(x0, r0 + 1/n)
⋂
G, then, Bn is closed
and bounded, because both B(x0, r0 + 1/n) and G are closed and bounded,
so [by theorem 1.2.12] we have Bn is a non-empty compact subset of X, and
Bn+1 ⊂ Bn for all n ≥ 1, [since if y ∈ Bn+1, then ‖ y − x0 ‖≤ r + 1n+1 ≤ r + 1n , so
y ∈ Bn]. Therefore there exists y0 ∈ X such that y0 ∈
⋂
∞ Bn, [by theorem 1.2.4].
Now we have ‖ y0 − x0 ‖≤ r0 + 1/n for all n ≥ 1. Since r0 = d(x0, G)
and y0 ∈ G, then ‖ y0 − x0 ‖≥ r0.
As n →∞, we have ‖ y0 − x0 ‖= r0 = d(x0, G).
Thus y0 is a best approximation for x0 and, therefore, G is a proximinal set . ¤
Theorem 2.2.6. [4] Let G be a subspace of a normed linear space X, and x ∈ X.
Then PG(x) is a convex set.
Proof.
Let g1, g2 ∈ PG(x).
So that ‖ x− g1 ‖ ≤ ‖ x− g ‖, for all g ∈ G, and
‖ x− g2 ‖ ≤ ‖ x− g ‖, for all g ∈ G.
Now, for 0 ≤ λ ≤ 1 and any g ∈ G, we have,
‖ x− [λg1 +(1−λ)g2] ‖ = ‖ x−λg1− g2 +λg2 ‖ =‖ x−λg1− g2 +λg2−λx+λx ‖
=‖ λ(x− g1) + (1− λ)(x− g2) ‖
≤ λ ‖ x− g1 ‖ +(1− λ) ‖ x− g2 ‖
≤ λ ‖ x− g ‖ +(1− λ) ‖ x− g ‖=‖ x− g ‖,
so we have, ‖ x− [λg1 + (1− λ)g2] ‖ ≤ ‖ x− g ‖ .
Therefore, λg1 + (1− λ)g2 ∈ PG(x), and hence PG(x) is convex. ¤
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Theorem 2.2.7. [5] Let G be a subspace of a normed linear space X. Then
PG(x) is a bounded set .
Proof.
Let g1, g2 ∈ PG(x). Then for all g ∈ G we have ‖ x− g1 ‖ ≤ ‖ x− g ‖, and
‖ x− g2 ‖ ≤ ‖ x− g ‖ .
Now, fix g0 ∈ G. Then ‖ g1 − g2 ‖=‖ g1 − x + x− g2 ‖
≤‖ g1 − x ‖ + ‖ x − g2 ‖≤ 2 ‖ x − g0 ‖= c, for some
constant c = 2 ‖ x− g0 ‖> 0. Therefore PG(x) is bounded set. ¤
Now we will know how does one recognize when a given element g ∈ G is a best
approximation to x?. The first main theorem of characterization of elements of a best
approximation by elements of a linear subspace in a normed linear space is the following:
Notation 2.2.8. Recall that X∗ denotes the conjugate space of X, i.e, the space of all
continuous linear functionals on X,with the usual vector operations and with the norm
‖ f ‖= sup {| f(x) |, x ∈ X, ‖ x ‖≤ 1}.
Theorem 2.2.9. [18] Let G be a subspace of a normed linear space X,
and let x ∈ X\ cl(G) (where cl(G) is the closure of G). Then g0 ∈ PG(x) if and only
if there exists f ∈ X∗ such that.
(a) ‖ f ‖= 1,
(b) f(g) = 0, for all g ∈ G,
(c) f(x− g0) =‖ x− g0 ‖ .
Proof.
Assume that g0 ∈ PG(x), since x ∈ X\Ḡ, we have d(x, G) =‖ x− g0 ‖ > 0 and hence
by [Theorem1.2.9] , there exists f0 ∈ X∗ such that
f0(x) = 1, ‖ f0 ‖= 1/ ‖ x− g0 ‖, f0(g) = 0 g ∈ G.
Let the functional f =‖ x− g0 ‖ f0. Then f ∈ X∗, and
‖ f ‖=‖ x− g0 ‖‖ f0 ‖=‖ x− g0 ‖ 1‖x−g0‖ = 1 and f(g) =‖ x− g0 ‖ f0(g) = 0. Moreover,
28
f(x− g0) =‖ x− g0 ‖ f0(x− g0) =‖ x− g0 ‖, since [f0(x− g0) = 1].
Hence f satisfies (a),(b) and (c).
Conversely, assume that there exists f ∈ X∗ satisfying (a),(b) and (c). Then for every
g ∈ G, we have
‖ x− g0 ‖=| f(x− g0) |=| f(x)− f(g0) |
=| f(x)− f(g) |=| f(x− g) |≤‖ f ‖‖ x− g ‖=‖ x− g ‖, [since ‖ f ‖= 1],
so we have, ‖ x− g0 ‖ ≤ ‖ x− g ‖ for any g ∈ G. Therefore, g0 ∈ PG(x). ¤
Note that: Any functional f ∈ X∗ satisfying (a),(b) and (c) in[ Theorem 2.2.9],
is called a maximal functional of the element (x− g0),
because ‖ x− g0 ‖= sup{| h(x− g0) |, ‖ h ‖= 1, h ∈ X∗}.
Corollary 2.2.10. [18] Let X be a normed linear space, G is a linear subspace of X,
x ∈ X\cl(G), g0 ∈ G and f ∈ X∗.
(1)If ‖ f ‖= 1, then f(x− g0) =‖ x− g0 ‖ if and only if Re f(x− g0) =‖ x− g0 ‖ .
(2) f(g) = 0, for all g ∈ G if and only if Re f(g) = 0, g ∈ G.
Proof.
(1) (⇒) Let ‖ f ‖= 1, and f(x− g0) =‖ x− g0 ‖ . Then
Re f(x− g0) =‖ x− g0 ‖, (since ‖ x− g0 ‖ is real).
(⇐) Suppose that ‖ f ‖= 1, and Re f(x− g0) =‖ x− g0 ‖, then
‖ x− g0 ‖= Re f(x− g0) ≤ | f(x− g0) | ≤ ‖ f ‖ ‖ x− g0 ‖=‖ x− g0 ‖,
this implies that Re f(x− g0) =| f(x− g0) | .
Hence f(x− g0) is a real number, therefore f(x− g0) =‖ x− g0 ‖ .
(2) (⇒) (trivial)
(⇐) Suppose that Re f(g) = 0, for all g ∈ G, then ig ∈ G and so
Re(f(ig)) = Re(if(g)) = −Imf(g).
Hence f(g) = Re(f(g)) + iIm(f(g)) = Re(f(g))− iRef(ig) = 0. ¤
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The following characterization of best approximation is by using Birkhoff orthogonality
and semi-inner product [., .].
Theorem 2.2.11. [14] Let (X, ‖ . ‖) be a normed space, G a linear subspace of X,
x ∈ X and g0 ∈ G. If g0 ∈ PG(x), then for any semi-inner product [., .] generating the
norm of X, g0 and x satisfy the inequality,
[x− g0, x− g0 + w] ≤ ‖ x− g0 + w ‖2 for all w ∈ G.
Proof.
Let g0 ∈ PG(x). Then (x− g0) ⊥B G which implies that (x− g0) ⊥B g for all g ∈ G,
then ,
[g, x− g0 + ug] ≤ 0 ≤ [g, x− g0 + tg] if u < 0 < t by[ Proposition 1.4.5].
But [g, x− g0 + tg] ≥ 0, t > 0, then [tg, x− g0 + tg] ≥ 0, t > 0.
As [tg, x− g0 + tg] = [x− g0 + tg − x + g0, x− g0 + tg]
=‖ x− g0 + tg ‖2 −[x− g0, x− g0 + tg] ≥ 0,
then we have for all g ∈ G, t > 0,
[x− g0, x− g0 + tg] ≤ ‖ x− g0 + tg ‖2 ........(1)
Similarly,the relation
[g, x−g0 +ug] ≤ 0, u < 0 implies [ug, x−g0 +ug] ≥ 0, u < 0, in view of the
linearity of [., .], and consequently to [ug, x− g0 +ug] = [x− g0 +ug−x+ g0, x− g0 +ug]
=‖ x− g0 + ug ‖2 −[x− g0, x− g0 + ug] ≥ 0
for all g ∈ G, u < 0 implies
[x− g0, x− g0 + ug] ≤ ‖ x− g0 + ug ‖2 ........(2)
Combining (1) and (2), and equality holds for t = 0, we conclude that
[x− g0, x− g0 + tg] ≤ ‖ x− g0 + tg ‖2 for all g ∈ G and t ∈ R.
As g ∈ G, tg ∈ G for t 6= 0, so if tg = w ∈ G, then
[x− g0, x− g0 + w] ≤ ‖ x− g0 + w ‖2 for all w ∈ G. ¤
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2.3 Uniqueness of Best Approximation
In this section we discuss the cases in which the set is Chebyshev.
Theorem 2.3.1. [19] let G be a subspace of a normed linear space X.
Then each x ∈ X has at most one best approximation in G. In particular,
every convex proximinal set is Chebyshev.
Proof.
Let x ∈ X and suppose g1 and g2 are in PG(x).Then (g1 + g2)/2 ∈ G by convexity
of G, and 1
2
(g1 + g2) ∈ PG(x), since PG(x) is convex,
d(x,G) =‖ x− 1
2
(g1 + g2) ‖ = ‖ 12(x− g1) + 12(x− g2) ‖
≤ 1
2
‖ x− g1 ‖ +12 ‖ x− g2 ‖= d(x,G), so
‖ 1
2
(x− g1) + 12(x− g2) ‖= 12 ‖ x− g1 ‖ +12 ‖ x− g2 ‖ .
Hence equality must hold throughout these inequalities . By the condition of equality in
the triangle inequality [theorem 1.2.1], x− g1 = ρ(x− g2) for some ρ > 0 .
But ‖ x− g1 ‖= d(x,G) =‖ x− g2 ‖ implies ρ = 1 and hence g1 = g2.
Therefore, G is a Chebyshev set. ¤
Definition 2.3.1. [3] (Quasi-orthogonal set.)
Let X be a normed linear space, and G a nonempty subset of X. Then we say that G is
quasi-orthogonal set if G ⊥B Ĝ, that is g ⊥B Ĝ for every g ∈ G.
where Ĝ = {x ∈ X :‖ x ‖= d(x,G)} = {x ∈ X : x ⊥B G}.
Remark 2.3.1. [3] In a Hilbert space, any closed subspace is quasi-orthogonal.
Proof.
Let H be a Hilbert space and G a closed subspace of H.
Then Ĝ = G⊥ = {y ∈ H : 〈x, y〉 = 0,∀x ∈ G}. Then G ⊥ Ĝ. Therefore G is
quasi-orthogonal subspace of H. ¤
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The following example shows that there exists a subspace G which is not quasi-
orthogonal.
Example 2.3.1. [3]
Let X = R2 equipped with the l1 − norm ‖ (x, y) ‖=| x | + | y | and
let G = {(x, y) ∈ R2 : y = x}. Then X is a normed linear space and Ĝ is Chebyshev
subspace of X, and G is not quasi-orthogonal.
Ppoof.
Ĝ = {(x, y) ∈ X : (x, y) ⊥ G}
= {(x, y) ∈ X : (x, y) ⊥ (a, a) ∀ (a, a) ∈ G} = {(x, y) ∈ X : xa + ya = 0},
then, we have Ĝ = {(x, y) ∈ R2 : (x ≥ 0 and y ≤ 0), or(x ≤ 0 and y ≥ 0)}.
We obtain PG((x, y)) = G
⋂
((x, y)− Ĝ) [by corolary 2.1.6]
= 〈(x, x), (y, y)〉,where 〈(x, x), (y, y)〉 is the line segment spanned by
(x, x) and (y, y). For (g, g) ∈ G,we have d((g, g), Ĝ) =| g |6=‖ (g, g) ‖ .
Hence G is not quasi-orthogonal and Ĝ is not convex. ¤





Let g ∈ Ĝ ⋂ G, so g ∈ Ĝ, and g ∈ G then g ⊥B G.
Therefor, ‖ g + αh ‖≥‖ g ‖ for all h ∈ G and all scaler α.
If we choose α = −1
2
and g = h, then ‖ 1
2
g ‖≥‖ g ‖, and hence g = 0.
Therefore Ĝ
⋂
G ⊆ {0}, but {0} ⊆ G ⋂ Ĝ, together we have G ⋂ Ĝ = {0}. ¤
Theorem 2.3.3. [3] Let X be a normed linear space and G be a proximinal
quasi-orthogonal subspace of X. If Ĝ is convex then the following properties
are equivalent:
(1) Ĝ is a Chebyshev set.
(2) G = {g ∈ X : d(g, Ĝ) =‖ g ‖}.
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Proof.
(1) =⇒ (2). Suppose that Ĝ is a Chebyshev set, and g ∈ G. Then g ⊥B Ĝ because G is
quasi-orthogonal, then g ⊥B ĝ for all ĝ ∈ Ĝ, this means that ‖ g + αĝ ‖≥‖ g ‖,
∀ α ∈ R, now we put α = −1, then ‖ g ‖≤‖ g − ĝ ‖, and so
‖ g ‖≤ inf{‖ g−ĝ ‖: ĝ ∈ Ĝ} ≤ d(g, Ĝ) ≤‖ g−0 ‖=‖ g ‖, where 0 ∈ Ĝ (because 0 ⊥B Ĝ),
this implies that d(g, Ĝ) =‖ g ‖, this means that g ∈ {g ∈ X : d(g, Ĝ) =‖ g ‖}, and so
G ⊆ {g ∈ X : d(g, Ĝ) =‖ g ‖}........(1)
Now, let g ∈ {g ∈ X : d(g, Ĝ) =‖ g ‖}. Then d(g, Ĝ) =‖ g ‖, since G is proximinal then,
by [Theorem2.1.7] X = G + Ĝ, so we have, x = g + ĝ where g ∈ G and ĝ ∈ Ĝ, then
ĝ = x−g ∈ Ĝ. Therefore, ‖ g ‖= d(g, Ĝ) = d(g+ ĝ, Ĝ) = d(x, Ĝ) =‖ x ‖=‖ g+ ĝ ‖, now
we have, ‖ g ‖=‖ g+ĝ ‖= d(g, Ĝ), this means that −ĝ, 0 ∈ PG(x), since Ĝ is Chebyshev,
then ĝ = 0, then x− g = 0, and so x = g ∈ G,
hence
{g ∈ X : d(g, Ĝ) =‖ g ‖} ⊆ G........(2)
(1) and (2) together implies G = {g ∈ X : d(g, Ĝ) =‖ g ‖}.
(2) =⇒ (1) Assume that G = {g ∈ X : d(g, Ĝ) =‖ g ‖}. First, we show that Ĝ is
proximinal. Since G is proximinal quasi-orthogonal, then by [ Theorem2.1.7] we have
X = G + Ĝ, and for x ∈ X, there exists g ∈ G such that ĝ = x− g ∈ Ĝ. So it follows
that d(g, Ĝ) = d(x − ĝ, Ĝ) =‖ x − ĝ ‖, and consequently ĝ ∈ PĜ(x), and this implies
that Ĝ is a proximinal set.
Now we show Ĝ is Chebyshev. To see this, suppose that for x ∈ X there exists
ĝ1, ĝ2 ∈ PĜ(x). We show that ĝ1 = ĝ2.
Then ‖ x− ĝi ‖= d(x− ĝi, Ĝ) for i = 1, 2.From (2), we obtain gi = x− ĝi ∈ G
for i = 1, 2. Since Ĝ is convex and G
⋂
Ĝ = {0} it follows that ĝ1 = ĝ2.
Hence, Ĝ is Chebyshev set. ¤
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Lemma 2.3.4. [2] Let G be a linear subspace of a normed linear space X. Then G
is Chebyshev subspace of X if and only if X = G⊕ Ĝ.
Proof.
(⇒) Suppose that G is Chebyshev subspace of a normed linear space X. Let x ∈ X. Then
by [ Theorem2.1.7] x = g + ĝ for some g ∈ G and ĝ ∈ Ĝ. Now, let x = g1 + ĝ1 =
g2 + ĝ2, where g1, g2 ∈ G and ĝ1, ĝ2 ∈ Ĝ. We show g1 = g2 and ĝ1 = ĝ2.
To see this: Since x = g1 + ĝ1, and x = g2 + ĝ2, then
x−g1 = ĝ1 ∈ Ĝ and x−g2 = ĝ2 ∈ Ĝ. This implies that g1, g2 ∈ PG(x). by [ Lemma2.1.4].
Now, since G is Chebyshev, then g1 = g2, it follows that ĝ1 = ĝ2.
Therefore, X = G⊕ Ĝ.
(⇐) Let X = G ⊕ Ĝ, and x ∈ X, suppose that g1, g2 ∈ PG(x), we show g1 = g2.
Now, since g1, g2 ∈ PG(x), then by [ Lemma 2.1.4], we have x − g1, x − g2 ∈ Ĝ and
so, x = g1 + ĝ1 = g2 + ĝ2. But X = G⊕ Ĝ, then g1 = g2. Therefore, G is Chebyshev. ¤
Theorem 2.3.5. [3] Let X be a normed linear space, and G a proximinal subspace
of X for which Ĝ is convex. Then
(1) G is chebyshev.
(2) If W is a proximinal subspace of X containing G, then the quotient space W/G
is a Chebyshev subspace of X/G .
Proof.
(1) Suppose g1, g2 ∈ PG(x) .Then ĝ1 = x− g1 , ĝ2 = x− g2 ∈ Ĝ. By[ Lemma 2.1.4].
Then 1
2
(ĝ1 − ĝ2) ∈ Ĝ, [since Ĝ is convex]. but 12(ĝ1 − ĝ2) = 12(g2 − g1) ∈ G, hence
1
2
(g1 − g2) ∈ G
⋂
Ĝ = {0}, by [ Lemma 2.3.2]
it follows that g1 = g2 .Hence PG(x) is singleton ,i.e G is Chebyshev.
(2) Note that π : X −→ X/G is a canonical map defined by π(x) = x + G. Then,
PW/G(x + G) = {y + G :‖ x + G− (y + G) ‖≤‖ x + G− (w + G) ‖, w ∈ W }
= {y+G :‖ x−y ‖≤‖ x−w ‖, w ∈ W} = {π(y) : y ∈ PW (x)} = π(PW (x)),
so we have, π(PW (x)) = PW/G(x + G)
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Now we have to show that (̂W/G) is convex. Suppose x + G, y + G ∈ (̂W/G) and
0 < λ < 1. Since G ∈ PW/G(x+G), then G ∈ π(PW (x)), then there exist g ∈ PW (x) such
that π(g) = G, and since G ∈ PW/G(y + G), then G ∈ π(PW (y)), then there exist
h ∈ PW (y) such that π(h) = G, so we have π(g) = G = π(h). Therefore
x− g, y − h ∈ Ŵ and Ŵ is convex, and so λ(x− g) + (1− λ)(y − h) ∈ Ŵ , then
(λx+(1−λ)y)− (λg+(1−λ)h) ∈ Ŵ . It follows that λg+(1−λ)h ∈ PW (λx+(1−λ)y),
also π(λg + (1− λ)h) = λg + (1− λ)h + G = G. Therefore
G ∈ PW/G(λx + (1− λ)y + G), that is , λ(x + G) + (1− λ)(y + G) ∈ (̂W/G), then
Ŵ/G is convex. Therefore, [by part (1)], the subspace W/G is Chebyshev. ¤
Theorem 2.3.6. [3] Suppose X is strictly convex real normed space and G is a
proximinal subspace of X. If Ĝ is convex, then G is chebyshev.
Proof.
Let x0 ∈ X and g1, g2 ∈ PG(x0). Then x0− g1, x0− g2 ∈ Ĝ. Since Ĝ is convex, then
λ(x0 − g2) + (1− λ)(x0 − g1) ∈ Ĝ, so we have, x0 − [(1− λ)g1 + λg2] ∈ Ĝ
for each 0 < λ < 1.
Therefore, (1− λ)g1 + λg2 ∈ PG(x0) for each 0 < λ < 1 by[ Lemma 2.1.4. ]
Now we have,
‖ [x0 − (12g1 + 12g2)] + (x0 − g1) ‖=‖ 2x0 − 32g1 − 12g2 ‖
= 2 ‖ x0 − 34g1 − 14g2 ‖
= 2 ‖ x0 − [(1− 14)g1 + 14g2] ‖= 2d(x0, G)
=‖ x0 − (12g1 + 12g2) ‖ + ‖ x0 − g1 ‖ .
Now, by equality of triangle inequality, [Theorem 1.2.1] there exists a c 6= 0 such that
x0 − (12g1 + 12g2) = c(x0 − g1). Now since
‖ x0 − (12g1 + 12g2) ‖=‖ x0 − g1 ‖, it follows that | c |= 1,and so we have
c = −1 or c = 1. But if c = −1 we have x0 = 34g1 = 14g2 and so x0 ∈ G, since G is a
subspace, and this is a contradiction. so c = 1 and this implies that g1 = g2.
Therefore, G is chebyshev. ¤
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2.4 ε-Best Approximation
The purpose of this section is to study the concept of ε−Best approximation. We find
that their properties are similar to the properties of best approximation.
Definition 2.4.1. [8] Let X be a normed linear space and G be a subset of X, and
ε > 0. A point g0 ∈ G is said to be ε−best approximation for x ∈ X if and only if
‖ x− g0 ‖≤‖ x− g ‖ +ε for all g ∈ G.
Remark 2.4.1. [8] For x ∈ X, the set of all ε − Best approximation of x in G is
denoted by PG(x, ε), in other words,
PG(x, ε) = {g0 ∈ G :‖ x− g0 ‖≤‖ x− g ‖ +ε for all g ∈ G}.
Theorem 2.4.1. [8] Let G be a subspace of a normed linear space X.
Then PG(x, ε) is bounded.
Proof.
Let g1, g2 ∈ PG(x, ε), then ‖ x− g1 ‖ ≤ ‖ x− g ‖ +ε ∀ g ∈ G, and
‖ x− g2 ‖ ≤ ‖ x− g ‖ +ε ∀ g ∈ G.
Now, ‖ g1 − g2 ‖=‖ g1 − x + x− g2 ‖ ≤ ‖ x− g1 ‖ + ‖ x− g2 ‖
≤‖ x− g ‖ +ε+ ‖ x− g ‖ +ε = 2 ‖ x− g ‖ +2ε = k,
so we have ‖ g1 − g2 ‖ ≤ k where k = 2d(x,G) + 2ε.
Therefor, PG(x, ε) is bounded. ¤
Theorem 2.4.2. [8] Let G be a subspace of normed linear space X, and x ∈ X.
Then PG(x, ε) is convex.
Proof.
Let g1, g2 ∈ PG(x, ε), and 0 ≤ λ ≤ 1, then ‖ x− g1 ‖ ≤ ‖ x− g ‖ +ε ∀ g ∈ G, and
‖ x− g2 ‖ ≤ ‖ x− g ‖ +ε ∀ g ∈ G.
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Now, ‖ x− (λg1 + (1− λ)g2) ‖=‖ x− λg1− g2 + λg2 ‖=‖ x− λg1− g2 + λg2 + λx− λx ‖
=‖ λ(x− g1) + (1− λ)(x− g2) ‖
≤ λ ‖ x− g1 ‖ +(1− λ) ‖ x− g2 ‖
≤ λ(‖ x− g ‖ +ε) + (1− λ)(‖ x− g ‖ +ε)
=‖ x− g ‖ +ε,
Thus, λg1 + (1− λ)g2 ∈ PG(x, ε). Hence PG(x, ε) is convex. ¤
Definition 2.4.2. [8] ( ε−orthogonality)
Let X be a normed linear space, ε > 0, and x, y ∈ X. We call x is ε− orthogonal to y
and is denoted by x ⊥ε y if and only if
‖ x + αy ‖ +ε ≥‖ x ‖ for all scaler α with | α |≤ 1.
For subsets G1, G2 of X, G1 ⊥ε G2 if and only if, g1 ⊥ε g2 for all g1 ∈ G1, g2 ∈ G2.
Theorem 2.4.3. [8] Let X be a normed linear space, G be a subspace of X, and
ε > 0. Then for all x ∈ X, g0 ∈ PG(x, ε) if and only if (x− g0) ⊥ε G.
Proof.
(⇒) Suppose g0 ∈ PG(x, ε). Put g1 = g0 − αg for g ∈ G and | α |≤ 1. Since
g0 ∈ PG(x, ε) and g1 ∈ G so, then, ‖ x− g0 ‖≤‖ x− g1 ‖ +ε, then
‖ x−g0 ‖≤‖ x−(g0−αg) ‖ +ε, and this implies that ‖ x−g0 ‖≤‖ (x−g0)+αg ‖ +ε.
Therefore, (x− g0) ⊥ε G.
(⇐) Let (x− g0) ⊥ε G, then for all α with | α |≤ 1 and g1 ∈ G we have,
‖ x− g0 ‖≤‖ x− g0 + αg1 ‖ +ε.
For any g ∈ G by putting g1 = g0 − g and α = 1, the last inequality implies,
‖ x− g0 ‖≤‖ x− g ‖ +ε.
Therefore, g0 ∈ PG(x, ε). ¤
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Notation 2.4.4. Let X be a normed linear space, and G a subspace of X, and for
ε > 0, let P−1G (0, ε) = {x ∈ X :‖ x ‖≤‖ x − g ‖ +ε ∀ g ∈ G} = {x ∈ X : x ⊥ε G}.
Then, Ĝε = {x ∈ X : x ⊥ε G}.
Lemma 2.4.5. [8]Let G be a subspace of a normed linear space X. Then for all
x ∈ X and all ε > 0, we have, g0 ∈ PG(x, ε) if and only if (x− g0) ∈ Ĝε.
Proof.
g0 ∈ PG(x, ε) if and only if by [Theorem 2.4.3 ], (x− g0) ⊥ε G if and only if
(x− g0) ∈ Ĝε. ¤
Corollary 2.4.6. [8] Let G be a subspace of a normed linear space X, and let






(x− Ĝε) if and only if g0 ∈ G, and g0 ∈ (x− Ĝε) if and only if
g0 ∈ G and g0 = x− ĝ, where ĝ ∈ Ĝε if and only if g0 ∈ G, ĝ = (x− g0) ∈ Ĝε
if and only if g0 ∈ PG(x, ε) by [ Lemma 2.4.5].
Therefore, PG(x, ε) = G
⋂
(x− Ĝε). ¤
Theorem 2.4.7. [8] Let G be a subspace of a normed linear space X, ε > 0, and
ε ≥ α. Then, Ĝ ⊆ Ĝα ⊆ Ĝε, and therefore
⋂
ε>0 Ĝε = Ĝ.
Proof.
Let x ∈ Ĝ, then ‖ x ‖≤‖ x− g ‖ for all g ∈ G.
Now ‖ x ‖≤‖ x− g ‖≤‖ x− g ‖ +α [α > 0], so, we have x ∈ Ĝα. Hence
Ĝ ⊆ Ĝα........(1)
Let x ∈ Ĝα, then ‖ x ‖≤‖ x − g ‖ +α ≤‖ x − g ‖ +ε [ε > α], this implies that
x ∈ Ĝε, and so,
Ĝα ⊆ Ĝε........(2)
(1) and (2) together imply that Ĝ ⊆ Ĝα ⊆ Ĝε,
Now, we show
⋂




conversely, let x ∈ ⋂ε>0 Ĝε. Then for all ε > 0, 0 ≤‖ x ‖≤‖ x− g ‖ +ε
for all g ∈ G, then for all n ∈ N, 0 ≤‖ x ‖≤‖ x− g ‖ + 1
n
∀ g ∈ G.
As n →∞, ‖ x ‖≤‖ x− g ‖ ∀ g ∈ G, then x ∈ Ĝ, and so, ⋂ε>0 Ĝε ⊆ Ĝ.
Therefore
⋂
ε>0 Ĝε = Ĝ. ¤
Lemma 2.4.8. [8] Let G be a subspace of a normed linear space X. Then:
(a) If ε > 0, x, g ∈ X and x ⊥ε g, then x ⊥δ g for all δ ≥ ε.
(b) If x, g ∈ X and x ⊥B g, then x ⊥ε g for all ε > 0.
(c) If x ∈ X, and ε > 0, then 0 ⊥ε x, x ⊥ε 0.
(d) If x ⊥ε g and | β |< 1, then βx ⊥ε βg.
Proof.
(a) Let ε > 0, x, g ∈ X and x ⊥ε g, then by[ Definition 2.4.2] we have
‖ x ‖≤‖ x + αg ‖ +ε, where | α |≤ 1 and ε > 0.
Then, ‖ x ‖≤‖ x + αg ‖ +ε ≤‖ x + αg ‖ +δ, [since δ ≥ ε].
Therefore, x ⊥δ g.
(b) Let x, g ∈ X and x ⊥B g, then ‖ x ‖≤‖ x + αg ‖ for all α ∈ R.
Since ε > 0, then ‖ x ‖≤‖ x + αg ‖≤‖ x + αg ‖ +ε for all | α |≤ 1. Hence
x ⊥ε g for all ε > 0.
(c) Let x ∈ X and ε > 0, then ‖ 0 ‖≤‖ 0 + αx ‖ +ε, and so 0 ⊥ε x. We have also
‖ x ‖≤‖ x ‖ +ε, then ‖ x ‖≤‖ x + α0 ‖ +ε, hence x ⊥ε 0.
(d) Let x ⊥ε g, and | β |< 1, then ‖ x ‖≤‖ x + αg ‖ +ε. Multiply both sides
by | β |, we get | β |‖ x ‖≤‖ βx + βαg ‖ + | β | ε ≤‖ βx + α1g ‖ +ε, and so
‖ βx ‖≤‖ βx + α1g ‖ +ε. Therefore, βx ⊥ε βg. ¤
Theorem 2.4.9. [8] Let G be a subspace of a normed linear space X. If x ∈ X, ε > 0
and δ ≥ ε, then PG(x, ε) ⊆ PG(x, δ).
Proof.
Let g0 ∈ PG(x, ε). Then by [ Definition 2.4.1], we have ‖ x− g0 ‖≤‖ x− g ‖ +ε
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for all g ∈ G and ε > 0. Then ‖ x − g0 ‖≤‖ x − g ‖ +ε ≤‖ x − g ‖ +δ
[since δ > ε], then, g0 ∈ PG(x, δ). Therefore PG(x, ε) ⊆ PG(x, δ). ¤
2.5 The Maps Preserving Best Approximation
Definition 2.5.1. [7] Suppose X, Y are two normed linear spaces. A map T : X → Y is
called preserving approximation if for all subspace G of X and all x ∈ X, we have,
T (PG(x)) = PT (G)(T (x)).
Definition 2.5.2. [10] Let X and Y be normed linear spaces over the field K.
(1) A mapping T : X → Y is said to be isometry if it preserves norms,
i.e. ‖ Tx ‖=‖ x ‖, ∀ x ∈ X.
(2) The spaces X and Y are said to be isometric if there exists a bijective isometry of
X to Y. The spaces X and Y are called isometric spaces.
Theorem 2.5.1. [7] Let X be a normed linear space. If T : X → X is an isometry
operator, then for all subspace G of X and all x ∈ X,
T (PG(x)) = PT (G)(T (x)).
Proof.
Since T is an isometry, we have for all x ∈ X, ‖ T (x) ‖=‖ x ‖ .
Note that, T (PG(x)) = {Tg : g ∈ G and g ∈ PG(x)}
= {Tg : g ∈ G and ‖ x− g ‖≤‖ x− y ‖ ∀ y ∈ G}, and
PT (G)(T (x)) = {T (g) : g ∈ G and ‖ T (x)− T (g) ‖≤‖ T (x)− T (y) ‖ ∀ y ∈ G}.
Now, T (g) ∈ T (PG(x)) if and only if g ∈ G and ‖ x− g ‖≤‖ x− y ‖ ∀ y ∈ G
if and only if g ∈ G, and ‖ T (x−g) ‖≤‖ T (x−y) ‖ ∀ y ∈ G [because T is an isometry].
if and only if g ∈ G and ‖ Tx− Tg ‖≤‖ Tx− Ty ‖ ∀ y ∈ G [because T is linear]
if and only if T (g) ∈ PT (G)(T (x)). Therefore, T (PG(x)) = PT (G)(T (x)). ¤
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Theorem 2.5.2. [7] Suppose X and Y are two normed linear spaces, T : X → Y is a
linear map which preserves approximation, and G is a subspace of X.
If G is proximinal of X then, T (G) is proximinal of Y.
Proof.
G is proximinal of X, then PG(x) 6= ∅, so there exist g0 ∈ PG(x),
then T (g0) ∈ T (PG(x)) = PT (G)(T (x)) [since T preseres approimation].
So T (g0) ∈ PT (G)(T (x)), then PT (G)(T (x)) 6= ∅. Therefore, T (G) is proximinal of Y. ¤
Theorem 2.5.3. [7] Suppose X and Y are two normed linear spaces, T : X → Y is a
linear map which preserves approximation and G is a Chebyshev subspace of X. Then,
T (G) is Chebyshev subspace of Y.
Proof.
Suppose that G is a Chebyshev subspace of X. Let g1, g2 ∈ PT (G)(T (x)),
we show g1 = g2. Since PT (G)(T (x)) = T (PG(x)), then g1 = Tx1 and g2 = Tx2,
for some x1, x2 ∈ PG(x). But G is Chebyshev, so x1 = x2. Since T is a function,
so Tx1 = Tx2, then g1 = g2. Therefore, T (G) is Chebyshev. ¤
Theorem 2.5.4. [7] Suppose X,Y are two normed linear spaces and T : X → Y is a
linear map which preserves approximation. For a subspace G of X, T (Ĝ) = T̂ (G).
Proof.
T (Ĝ) = {Tx : x ∈ Ĝ} = {Tx :‖ x ‖≤‖ x− g ‖ ∀ g ∈ G}
= {Tx :‖ Tx ‖≤‖ Tx−Tg ‖ ∀ g ∈ G} [because T preserves approximation]
= T̂ (G). ¤
Definition 2.5.3. [7] Suppose X and Y are two linear normed spaces and ε > 0. A
map T : X → Y is called ε−preserving approximation if and only if for all subspaces
G of X and all x ∈ X,
T (PG(x, ε)) = PT (G)(Tx, ε).
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Theorem 2.5.5. [7]Let X be a normed linear space and ε > 0. Then every isometry
operator T : X → X is ε−preserving approximation.
Proof.
Since T is an isometry, we have for all x ∈ X, ‖ T (x) ‖=‖ x ‖ .
Note that, T (PG(x, ε)) = {Tg : g ∈ G and ‖ x− g ‖≤‖ x− y ‖ +ε ∀ y ∈ G},and
PT (G)(T (x), ε) = {T (g) : g ∈ G and ‖ T (x)− T (g) ‖≤‖ T (x)− T (y) ‖ +ε ∀ y ∈ G}.
Now, T (g) ∈ T (PG(x, ε)) if and only if g ∈ G and ‖ x− g ‖≤‖ x− y ‖ +ε ∀ y ∈ G
if and only if g ∈ G, and ‖ T (x−g) ‖≤‖ T (x−y) ‖ +ε ∀ y ∈ G [because T is an isometry].
if and only if g ∈ G and ‖ Tx − Tg ‖≤‖ Tx − Ty ‖ +ε ∀ y ∈ G if and only if
T (g) ∈ PT (G)(T (x), ε). Therefore, T (PG(x, ε)) = PT (G)(T (x), ε). ¤
Theorem 2.5.6. [7] Suppose X and Y are two linear normed spaces, ε > 0 and
T : X → Y is surjection which is ε−preserves approximation. Then:
(1) If T is linear, then ∀ x, y ∈ X x ⊥ε y ⇒ T (x) ⊥ε T (y).
(2) For a subspace G of X, T (Ĝε) = T̂ (G)ε.
Proof.
(1) Suppose T is an ε−preserving approximation. If x, y ∈ X such that x ⊥ε y then
‖ x + αy ‖ +ε ≥‖ x ‖, | α |≤ 1.
So, ‖ x − 0 ‖≤‖ x − (−αy) ‖ +ε, αy ∈< y >, where < y > is subspace
generated by y. This implies 0 ∈ P<y>(x, ε), then 0 = T (0) ∈ T (P<y>(x, ε)) =
PT (<y>)(Tx, ε) [since T is lineaer].
Now, T (< y >) = {T (αy)} = {αT (y)} =< Ty >, then 0 ∈ P(<Ty>)(Tx, ε), this implies
‖ Tx− 0 ‖≤‖ Tx− αTy ‖ +ε, then ‖ Tx ‖≤‖ Tx− αTy ‖ +ε. Hence, T (x) ⊥ε T (y).
(2) T (Ĝε) = {Tx : x ∈ Ĝε} = {Tx :‖ x ‖≤‖ x− y ‖ +ε ∀ y ∈ G}
= {Tx :‖ Tx ‖≤‖ Tx− Ty ‖ +ε ∀ y ∈ G} = T̂ (G)ε. ¤
42
Definition 2.5.4. [7](Quasi-Chebyshev set)
Let G be a subspace of a normed linear space X. Then, a proximinal subspace G is
called quasi-Chebyshev if and only if PG(x) is compact, for all x ∈ X.
Definition 2.5.5. [9] Let X be a topological space. Then, X is said to be sequen-
tially compact if every sequence in X has a convergent subsequence converging to a
point of X.
Theorem 2.5.7. [7]Let X,Y be two normed linear spaces and T : X → Y is a linear
map, and G is a quasi-Chebyshev subspace of X. If T is continuous, onto, and preserves
approximation , then T (G) is quasi-Chebyshev.
Proof.
Suppose that G is quasi-Chebyshev, and let T : X → Y be a linear map preserves
approximation, and z ∈ Y, then z = T (x) for some x ∈ X [since T is onto], and
let {un} ⊆ PT (G)(T (x)), we have to show that there exists a subsequence of {un} that
converge. Since T preserves approximation, then {un} ⊆ PT (G)(T (x)) = T (PG(x)). But
T is onto, then there exists s sequence {vn} ⊆ PG(x) such that un = T (vn). Now, since
G is quasi-Chebyshev, then the set PG(x) is compact. Hence there exists a subsequence
{vnk}k≥1 of {vn} that converge, i.e, there exist v0 ∈ X such that vnk → v0. Since
T is continuous, then T (vnk) → T (v0) and we have T (vnk) = unk and T (v0) = u0,
that is unk → u0. So {unk} is a convergent subsequence of {un}, this means that
PT (G)(T (x)) is compact. Therefore T (G) is quasi-Chebyshev. ¤
Theorem 2.5.8. [7] Suppose that X and Y are two linear normed spaces and
T : X → Y is a linear map which preserves approximation. Then for every x, y ∈ X,
x ⊥B y ⇒ T (x) ⊥B T (y) [ T is called preserving orthogonality].
Proof.
Suppose T is preserving approximation, if x ⊥B y then ‖ x + αy ‖≥‖ x ‖ ∀ α ∈ R.
So, ‖ x − 0 ‖≤‖ x − (−αy) ‖, αy ∈< y >, where < y > is a subspace generated by
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y. This implies 0 ∈ P<y>(x), then 0 = T (0) ∈ T (P<y>(x)) = PT (<y>)(Tx)
[since T preserve approximation]. Now, T (< y >) = {T (αy)} = {αT (y)} =< Ty >, so
0 ∈ P(<Ty>)(Tx), implies ‖ Tx−0 ‖≤‖ Tx−αTy ‖, then ‖ Tx ‖≤‖ Tx−αTy ‖ . Hence,
T (x) ⊥B T (y). ¤
The following example shows that, there exists non-linear map which preserves or-
thogonality.
Example 2.5.1. [7] We define the non-linear map T : R2 → R2 by
T (x, y) = (x, y) if x, y 6= 0, T (x, y) = (1, 1) if y = 0, x 6= 0,
T (x, y) = (−1, 1) if x = 0, y 6= 0 and T (x, y) = (0, 0) if x = y = 0.
Then T is preserves orthogonality.
Proof.
We have four cases :
Case(1) x, y 6= 0.
Let (x, y) ⊥ (a, b). Then xa + yb = 0, and so a = (−y
x
)b, since x, y 6= 0, this means
that both a, b = 0 or a, b 6= 0. If a, b = 0, then T (x, y) = (x, y) ⊥ T (a, b) = (0, 0).
If a, b 6= 0, then T (x, y) = (x, y) ⊥ T (a, b) = (a, b).
Case (2) y = 0, x 6= 0.
Let (x, y) ⊥ (a, b). Then (x, 0) ⊥ (a, b), then xa = 0, but x 6= 0, so we have
a = 0. Hence T (x, y) = (1, 1) ⊥ T (a, b) = (−1, 1), in the case b 6= 0,
and T (x, y) = (1, 1) ⊥ T (a, b) = (0, 0), in the case b = 0.
Case (3) x = 0, y 6= 0.
Let (x, y) ⊥ (a, b), then (0, y) ⊥ (a, b), then yb = 0, but we have y 6= 0, so we
have b = 0. Now T (x, y) = (−1, 1) ⊥ T (a, b) = T (a, 0) = (1, 1), in the case a 6= 0,
and T (x, y) = (−1, 1) ⊥ T (a, b) = (0, 0), in the case a = 0.
Case (4) x = y = 0.
Let (x, y) ⊥ (a, b). Then T (x, y) = (0, 0) ⊥ T (a, b).
Therefore, T preserve orthogonality. ¤
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Chapter 3
Best Co-approximation in a Normed
Space
A new kind of best approximation was first introduced in 1972 by Franchetti and Furi[6].
This is called Best co-approximation in a normed space.
The purpose of this chapter is to introduce and discuss the concept of Best co-approximation
in a normed space. This new concept is employed to improve various characterizations of
proximinal and Chebyshev sets.
3.1 Best Co-approximation
Definition 3.1.1. [4] Let G be a nonempty subset of a normed linear space X. An
element g0 ∈ G is called a best co-approximation to x ∈ X from G if for every
g ∈ G, ‖ g0 − g ‖≤‖ x− g ‖ .
The set of all such elements g0 that called a Best co-approximation to x ∈ X, is
denoted by RG(x).
Remark 3.1.1. [4] The set RG(x) of all Best co-approximation to x ∈ X from G can be
written as RG(x) = {g0 ∈ G :‖ g0 − g ‖≤‖ x− g ‖ for all g ∈ G}.
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Definition 3.1.2. [4] If for every x ∈ X, RG(x) contains at least one element, then the
subset G of the normed space X is called a co-proximinal set.
In other words, if for every x ∈ X, RG(x) 6= ∅, then G is called a co-proximinal set.
Definition 3.1.3. [4] Let X be a normed linear space, if each element x ∈ X has a unique
Best co-approximation in G, then G is called a co-Chebyshev set of X.
In other words, G is a co-Chebyshev set if and only if RG(x) is a singleton.
Proposition 3.1.1. [11] Let G be a subspace of a normed linear space X, then:
(1) RαG(αx) = αRG(x) for any scaler α, and eery x ∈ X,
(2) RG+y(x + y) = RG(x) + y for every x, y ∈ X.
Proof.
(1) g0 ∈ RαG(αx), if and only if ‖ g0 − g ‖≤‖ αx − g ‖ ∀ g ∈ G, if and only if
‖ 1
α
g0 − 1αg ‖≤‖ x− 1αg ‖, ∀ 1αg ∈ G, if and only if ‖ 1αg0 − g1 ‖≤‖ x− g1 ‖
∀ g1 = 1αg ∈ G if and only if 1αg0 ∈ RG(x), and this is equivalent to g0 ∈ αRG(x).
Therefore, RαG(αx) = αRG(x). for any scaler α.
(2) g0 ∈ RG+y(x+y), if and only if ‖ g0−(g+y) ‖≤‖ x+y−(g+y) ‖ ∀ (g+y) ∈ G+y,
if and only if ‖ (g0−y)−g ‖≤‖ x−g ‖ for all g ∈ G, if and only if (g0−y) ∈ RG(x),
and this is equivalent to g0 ∈ RG(x) + y.
Therefore, RG+y(x + y) = RG(x) + y. ¤
Corollary 3.1.2. [11] Let G be a subspace of a normed linear space X. Then:
(1) G is co-proximinal if and only if αG is co-proximinal for any scaler α.
(2) G is co-proximinal if and only if G + y is co-proximinal for every y ∈ X.
Proof.
(1) G is co-proximinal if and only if RG(x) 6= ∅, if and only if αRG(x) 6= ∅, if and only
if RαG(αx) 6= ∅, [by proposition 3.1.1(1)]. Hence, αG is co-proximinal.
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(2) G is co-proximinal if and only if RG(x) 6= ∅, if and only if RG(x) + y 6= ∅, if and
only if RG+y(x + y) 6= ∅. Hence, G + y is co-proximinal. ¤
3.2 Characterization of Best Co-approximation
Theorem 3.2.1. [11] Let G be a zero hyperplane of a normed linear space X,
and RG be single valued. Then:
(1) RG is linear.
(2) RG is continuous and ‖ RG ‖= 1.
Proof.
(1) Since G is a zero hyperplane for any point x ∈ X. Then for a real α and k ∈ G
are uniquely determined such that x = αx0 + k, where x0 ∈ X.
For x1, x2 ∈ X, we have x1 = αx0 + k1,
x2 = βx0 + k2,
where α , β ∈ R and k1, k2 ∈ G.
Therefore,
RG(x1 + x2) = RG(αx0 + k1 + βx0 + k2)
= RG((α + β)x0 + k1 + k2),
= (α + β)RG(x0) + k1 + k2, from [proposition 3.1.1]
= αRG(x0) + k1 + βRG(x0) + k2,
= RG(αx0 + k1) + R(βx0 + k2),
= RG(x1) + RG(x2), from [proposition 3.1.1], then,
RG(x1 + x2) = RG(x1) + RG(x2).......(1)
Now, RG(βx) = RG(β(αx0 + k)) = RG(βαx + βx) = βαRG(x0) + βk = β(αRG(x0) + k)
= βRG(αx0 + k) = βRG(x), then,
RG(βx) = βRG(x).......(2)
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(1) and (2) together, implies that RG is linear.
(2) Let RG(x) = k. We show RG(x) continuous, we know that RG is linear .
As 0 ∈ G, ‖ 0− k ‖ ≤ ‖ 0− x ‖, [from the definition of Best co-approximation],
‖ k ‖ ≤ ‖ x ‖, then ‖ RG(x) ‖ ≤ ‖ x ‖, then RG is bounded and ‖ RG ‖ ≤ 1.
But RG is linear, then it is continuous, Again G 6= {0}, then ‖ RG( k‖k‖) ‖= 1, then
RG(k) = k for some k 6= 0,
then ‖ RG ‖= sup{‖ RG ‖:‖ x ‖= 1} ≥‖ RG( k‖k‖) ‖= 1. So ‖ RG ‖ ≥ 1.
together we have, ‖ RG ‖= 1. ¤
Theorem 3.2.2. [11] Let G be a convex subset in a normed linear space X. Then
RG(x) is a convex subset of G (for RG(x) 6= ∅).
Proof.
Let g1, g2 ∈ RG(x), then
‖ g − g1 ‖ ≤ ‖ x− g ‖, for all g ∈ G, and
‖ g − g2 ‖ ≤ ‖ x− g ‖, for all g ∈ G.
For α ∈ [0, 1], ‖ g − (αg1 + (1− α)g2) ‖=‖ αg − αg1 + g − αg − g2 + αg2 ‖
=‖ α(g − g1) + (1− α)(g − g2) ‖
≤ α ‖ g − g1 ‖ +(1− α) ‖ g − g2 ‖, [by triangle inequality ]
≤ α ‖ x− g ‖ +(1− α) ‖ x− g ‖=‖ x− g ‖, so we have
‖ g − (αg1 + (1− α)g2) ‖ ≤ ‖ x− g) ‖, then αg1 + (1− α)g2 ∈ RG(x),
Hence RG(x) is convex. ¤
Lemma 3.2.3. [8] Let G be a subspace of a normed linear space X.
Then for all x ∈ X, g0 ∈ RG(x) if and only if G ⊥B (x− g0).
Proof.
(⇒) Suppose g0 ∈ RG(x) and g ∈ G. For α ∈ R and α 6= 0,
put g1 = g0 − 1αg. Since g0 ∈ RG(x) so, ‖ g0 − g1 ‖≤‖ x− g1 ‖ .Therefore,
‖ 1
α
g ‖≤‖ x− g0 + 1αg ‖,
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or equivalently,
‖ g ‖≤‖ g + α(x− g0) ‖ .
Thus, g ⊥B (x− g0) and so G ⊥B (x− g0).
(⇐) Let G ⊥B (x− g0). Then for all α ∈ R and g1 ∈ G we have,
‖ g1 ‖≤‖ α(x− g0) + g1 ‖ . [by definition of Birkhoff orthogonality]
Let g ∈ G, by putting g1 = g0 − g and α = 1, it implies. that:
‖ g − go ‖≤‖ x− g ‖ .Therefore g0 ∈ RG(x). ¤
Theorem 3.2.4. [11] In a smooth normed linear space X, an element x ∈ X cannot
have more than one best co-approximations from a subspace G of X;
i.e, G is co-Chebyshev set ( in the case RG(x) 6= ∅).
Proof.
Let g1, g2 ∈ RG(x). Then
G ⊥B (g1 − x) and G ⊥B (g2 − x), by [Lemma 3.2.3], then we have,
g ⊥B (g1 − x) and g ⊥B (x− g2), for each g ∈ G.
Since X is smooth normed space, then g ⊥B (g1 − x) + (x− g2), by[ Theorem1.4.4].
Then g ⊥B (g1 − g2), for each g ∈ G, so, (g2 − g1) ⊥B (g1 − g2), this implies that
‖ (g2 − g1) + α(g1 − g2) ‖≥‖ g2 − g1 ‖ . Taking α = 1, then we have
‖ g2 − g1 ‖≤‖ g2 − g1 + g1 − g2 ‖, and so, ‖ g1 − g2 ‖≤ 0, then g2 − g1 = 0,
thus g1 = g2. Therefore G is co− Chebyshev. ¤
Definition 3.2.1. [8]Let X be a normed linear space, and let G and H be subsets
of X. Define: RG(H) =
⋃
h∈H RG(h).
Theorem 3.2.5. [8] Let X be a normed linear space, G, Ǵ be subspaces of X, such that
G ⊆ Ǵ, and let x ∈ X. Then:
RG(RǴ(x)) ⊆ RG(x).
Proof.
Suppose g0 ∈ RG(RǴ(x)), then g0 ∈ RG(ǵ0) for some ǵ0 ∈ RǴ(x),
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so Ǵ ⊥B (x− ǵ0), and G ⊥B (ǵ0 − g0) (by lemma 3.2.3).
Thus, ‖ ǵ + α(x− ǵ0) ‖≥‖ ǵ ‖ (α ∈ R, ǵ ∈ G),
and ‖ g + α(ǵ0 − g0) ‖≥‖ g ‖−→ (∗) (α ∈ R and g ∈ G),
Now since, g + α(ǵ0 − g0) ∈ Ǵ for α ∈ R and g ∈ G ⊂ Ǵ,
therefore, ‖ g + α(x− g0) ‖=‖ g + α(ǵ0 − g0) + α(x− ǵ0) ‖
≥ ‖ g + α(ǵ0 − g0) ‖≥‖ g ‖ by (∗),
since ‖ g + α(x− g0) ‖≥‖ g ‖, so, g ⊥B (x− g0) for some g ∈ G,
then G ⊥B (x− g0), i.e., g0 ∈ RG(x),
Hence RG(RǴ(x)) ⊆ RG(x). ¤
Definition 3.2.2. [6] Let G be a subspace of a normed linear space X. For x ∈ X, let
d(x,G) denote the distance between x and G, i.e., d(x,G) = inf{‖ x− g ‖ g ∈ G}.
Then the quotient space X/G is equipped with the norm ‖ x + g ‖= d(x,G).
Theorem 3.2.6. [6] Let G and H be subspaces of a normed linear space X such that
G ⊆ H and let x ∈ X\H and h ∈ H. If h is a best co-approximation to x from H,
then h + G is a best co-approximation to x + G from the quotient space H/G.
That is, h ∈ RH(x) then h + G ∈ RH/G(x + G).
Proof.
Assume that h + G is not a best co-approximation to x + G from H/G.
i.e, G /∈ RH/G(x + G)
Then there exists (h1 + G) ∈ H/G such that;
‖ (h1 + G)− (h + G) ‖>‖ (x + G)− (h1 + G) ‖ .
That is, ‖ h1 − h + G ‖>‖ x− h1 + G ‖ .
That is, d(h1 − h,G) > d(x− h1, G). This implies that there exists g ∈ G such that
‖ x− h1 − g ‖< d(h1 − h,G)
< ‖ h1 − h + g ‖ .
That is, ‖ (g + h1)− h ‖>‖ x− (g + h1) ‖ .
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Thus h is not a best co-approximation to x from H, which is a contradiction.
Therefore, h ∈ RG(x) implies that h + G ∈ RH/G(x + G). ¤
Theorem 3.2.7. [5] Let X be a normed linear space and G be a subset of X.
If g0 ∈ RG(x) and (1− λ)x + λg0 ∈ G, for some scaler λ,
then, (1− λ)x + λg0 ∈ RG(x).
Proof.
Since g0 ∈ RG(x), then we have:
‖ g − g0 ‖≤‖ x− g ‖ for all g ∈ G. −→ (∗),
Therefore,
‖ g − [(1− λ)x + λg0] ‖=‖ g − (1− λ)x− λg + λg − λg0 ‖
=‖ (1− λ)g − (1− λ)x + λ(g − g0) ‖
= ‖ (1− λ)(g − x) + λ(g − g0) ‖
≤ (1− λ) ‖ g − x ‖ +λ ‖ g − g0 ‖
≤ (1− λ) ‖ g − x ‖ +λ ‖ x− g ‖ by (∗)
≤ ‖ g − x ‖ for all g ∈ G.
Thus, (1− λ)x + λg0 ∈ RG(x). ¤
Theorem 3.2.8. [5] Let X be a normed linear space and G be a subspace of X.
If g0 ∈ RG(x), then g0 ∈ bd(G).
Proof.
Suppose that g0 /∈ bd(G), and x /∈ G, since g0 ∈ RG(x) then we have:
‖ g − g0 ‖≤‖ x− g ‖ for all g ∈ G. −→ (∗),
Therefore,
‖ g − [(1− λ)x + λg0] ‖=‖ g − (1− λ)x− λg + λg − λg0 ‖
=‖ (1− λ)g − (1− λ)x + λ(g − g0) ‖
≤ ‖ (1− λ)(g − x) + λ(g − g0) ‖
≤ (1− λ) ‖ g − x ‖ +λ ‖ g − g0 ‖
≤ (1− λ) ‖ g − x ‖ +λ ‖ x− g ‖ [by (∗)]
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≤ ‖ g − x ‖ for all g ∈ G.
That is, for all λ, (1− λ)x + λg0 ∈ RG(x), and so (1− λ)x + λg0 ∈ G. Since G is a
subspace, then x ∈ G which is a contradiction. Hence g0 ∈ bd(G). ¤
The following example shows that there is a point of G which is best co- approximation
but not in boundary of G.
Example 3.2.1. [5] Suppose X = R2 with the norm ‖ (x, y) ‖=| x | + | y | and
G = {(x, y) : x ≥ 0, y ≥ 0} is a subset of X. Then (1, 1) ∈ RG(−1, 1) but (1, 1) /∈ bd(G).
Proof.
First,note that, for any (g1, g2) ∈ G we have,
‖ (0, 1)− (g1, g2) ‖=‖ (−g1, 1− g2) ‖=| g1 | + | 1− g2 |
= g1+ | 1− g2 |≤ 1 + g1+ | 1− g2 |=‖ (−1− g1, 1− g2) ‖=‖ (−1, 1)− (g1, g2) ‖ .
Then g0 = (0, 1) ∈ RG(−1, 1).
By [Theorem 3.2.7, ] for λ = 2 we have, (1−λ)(−1, 1)+λ(0, 1) = (1−2)(−1, 1)+2(0, 1) =
(1, 1) ∈ RG(−1, 1). But it is clear that (1, 1) /∈ bd(G). ¤
Notation 3.2.9. [3]Let X be a normed linear space. For a subset G of X. Since
R−1G (0) = {x ∈ X :‖ g ‖≤‖ x− g ‖ ∀ g ∈ G} = {x ∈ G : G ⊥B x},
Ğ = {x ∈ G : G ⊥B x}.
Lemma 3.2.10. [3] Let G be a subspace of a normed linear space X. Then
for all x ∈ X, g0 ∈ RG(x) if and only if (x− g0) ∈ Ǧ.
Proof.
g0 ∈ RG(x) if and only if G ⊥B (x− g0) by[ Lemma 3.2.3], if and only if
(x− g0) ∈ Ǧ ¤
52
Corollary 3.2.11. [8] Let G be a subspace of a normed linear space X.






(x− Ǧ), if and only if g0 ∈ G, and g0 ∈ (x− Ğ), if and only if g0 ∈ G and
g0 = x− ğ, where ğ ∈ Ğ, if and only if g0 ∈ G and ğ = x− g0 ∈ Ğ if and only if
g0 ∈ RG(x), by[ Lemma 3.2.10]. Therefore, RG(x) = G
⋂
(x− Ǧ). ¤





Let g ∈ Ğ ⋂ G, we show that g = 0.
To see this, we have g ∈ Ğ, then G ⊥B g for all g ∈ G, this implies that
h ⊥B g for all h ∈ G.
Therefore, ‖ h + αg ‖≥‖ h ‖ for all h ∈ G, and all scaler α.
Now, If we choose α = −1
2
and h = g, then ‖ g − 1
2
g ‖≥‖ g ‖, and so,
‖ 1
2
g ‖≥‖ g ‖, and hence, g = 0, i.e., Ǧ ⋂ G ⊆ {0}. But {0} ⊆ Ğ ⋂ G,
together, we get Ǧ
⋂
G = {0}. ¤
Theorem 3.2.13. [4] If G is a subset of a normrd linear space X, then
d(g, Ǧ) =‖ g ‖ for every g ∈ G.
Proof.
If u ∈ Ǧ, then G ⊥B u and so, g ⊥B u for every g ∈ G, then
‖ g + αu ‖≥‖ g ‖ for all g ∈ G and all scaler α.
Now if α = −1, then ‖ g ‖≤‖ g − u ‖ for every g ∈ G.
Fixed g ∈ G, then we have ‖ g ‖≤‖ g − u ‖ for every u ∈ Ǧ.
Thus, ‖ g ‖≤ infu∈Ğ ‖ g − u ‖= d(g, Ğ) ≤‖ g − 0 ‖=‖ g ‖, where 0 ∈ Ĝ.
Therefore, d(g, Ğ) =‖ g ‖ . ¤
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Theorem 3.2.14. [4] Let G be a linear subspace of a normed linear space X. Then
(1) G is a co-proximinal subspace if and only if X = G + Ğ,
(2) G is a co-Chebyshev subspace if and only if X = G⊕ Ğ.
Proof.
(1) (⇒) Assume that G is co-proximinal, and let x ∈ X and g0 ∈ RG(x). Then,
x−g0 ∈ Ğ [by lemma3.2.10]. Now, x = g0+(x−g0) ∈ G+Ğ, [since g0 ∈ G, (x−g0) ∈ Ğ].
Hence, X = G + Ğ.
(⇐) Let X = G + Ğ = {g + y : g ∈ G, y ∈ Ğ}, and x ∈ X. Then x = g0 + y, where
g0 ∈ G, y ∈ Ğ. Since y ∈ Ğ = R−1G (0), then 0 ∈ RG(y). Since x = g0 + y, then
y = x− g0, so RG(y) = RG(x− g0), this implies that 0 ∈ RG(y) = RG(x− g0).
Then ‖ 0−(x−g0) ‖≤‖ g−(x−g0) ‖, so ‖ g0−x ‖≤‖ (g+g0)−x ‖ where (g+g0) ∈ G;
hence g0 ∈ RG(x). Therefore G is co-proximinal.
(2) Suppose that G is co-Chebyshev subspace and x ∈ X, x = g1 + ǧ1 = g2 + ǧ2,
where g1, g2 ∈ G and ğ1, ğ2 ∈ Ğ.
We show that g1 = g2, and ǧ1 = ǧ2, since x = g1 + ǧ1 = g2 + ǧ2, then
x− g1 = ǧ1, x− g2 = ǧ2 ∈ Ǧ, this implies that g1, g2 ∈ RG(x).
Therefore, g1 = g2 because G is co-Chebyshev, it follows that ğ1 = ğ2.
Thus X = G⊕ Ğ.
Conversely, let X = G⊕ Ǧ and suppose for x ∈ X, there exist g1, g2 ∈ RG(x).
We show g1 = g2.
Since g1, g2 ∈ RG(x), then x− g1, x− g2 ∈ Ǧ and therefore,
x = g1 + ǧ1 = g2 + ǧ2, where ğ1 = x− g1 and ğ2 = x− g2.
Since X = G⊕ Ǧ, then g1 = g2 and ğ1 = ǧ2. Hence G is co-Chebyshev. ¤
Theorem 3.2.15. [4] Let G be a co-proximinal subspace of a smooth Banach space
X. Then Ğ is a proximinal subspace of X.
Proof.
Now, suppose G is co-proximinal, then X = G + Ğ [by theorem 3.2.14(1)].
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Therefore, x = g1 + g2, where g1 ∈ G, and g2 ∈ Ğ. Then, x− g2 = g1, and so,
‖ x− g2 ‖=‖ x− (x− g1) ‖=‖ g1 ‖= d(g1, Ğ) by[ theorem 3.2.13].
Since ‖ x− g2 ‖= d(g1, Ğ), then g2 ∈ RĞ(x) for all x ∈ X.
Therefore, RĞ(x) 6= ∅ i.e., Ğ is proximinal. ¤
Theorem 3.2.16. [4] Let G be a co-Chebyshev subspace of a smooth Banach space
X. Then, Ğ is a Chebyshev subspace of X.
Proof.
Since G is a co-Chebyshev, then X = G⊕ Ğ by[ theorem 3.2.14(2)],
and by[ theorem 3.2.15 ], we get that Ğ is a proximinal subspace of X.
Now, it is sufficient to prove that the set PĞ(x) is singleton for every x ∈ X.
To see this, suppose that g1, g2 ∈ PĞ(x), then x− g1 = ğ1 ∈ Ğ and x− g2 = ğ2 ∈ Ğ.
Therefore, x = g1 + ğ1 = g2 + ğ2, so, ğ1 = ğ2 and g1 = g2.
Thus PĞ(x) is a singleton; i.e., Ğ is Chebyshev subspace of X. ¤
3.3 ε-Best Co-approximation
In this section we will study the ε-Best co-approximations and we introduce some results
of their properties.
Definition 3.3.1. [8] Let X be a normed linear space, G be a subset of X and
ε > 0. Then the point g0 ∈ G is said to be an ε-Best co-approximation for x ∈ X, if
‖ g0 − g ‖≤‖ x− g ‖ +ε for all g ∈ G.
Remark 3.3.1. [8] For x ∈ X, the set of all ε-Best co-approximations of x in G is denoted
by RG(x, ε), in other words,
RG(x, ε) = {g0 ∈ G :‖ g0 − g ‖≤‖ x− g ‖ +ε ∀g ∈ G}.
55
Theorem 3.3.1. [8] Let G be a convex subset of a normed linear space X,
and x ∈ X. Then RG(x, ε) is convex.
Proof.
Let g1, g2 ∈ RG(x, ε), then
‖ g − g1 ‖≤‖ x− g ‖ +ε, for all g ∈ G, and
‖ g − g2 ‖≤‖ x− g ‖ +ε, for all g ∈ G.
For any α ∈ [0, 1], ‖ g − (αg1 + (1− α)g2) ‖=‖ αg − αg1 + g − αg − g2 + αg2 ‖
=‖ α(g − g1) + (1− α)(g − g2) ‖
≤ α ‖ g − g1 ‖ +(1− α) ‖ g − g2 ‖
≤ α(‖ x− g ‖ +ε) + (1− α)(‖ x− g ‖ +ε)
=‖ x− g ‖ +ε.
Therefore, (αg1 + (1− α)g2) ∈ RG(x, ε). Hence RG(x, ε) is convex. ¤
Theorem 3.3.2. [8] Let X be a normed linear space, G be a subspace of X,
and ε > 0. Then for all x ∈ X,
g0 ∈ RG(x, ε) if and only if G ⊥ε (x− g0).
Proof.
(⇒) Suppose that g0 ∈ RG(x, ε) and g ∈ G. For | α |≤ 1 and α 6= 0,
put g1 = g0 − 1αg, g1 ∈ G. Since g0 ∈ RG(x, ε) so, ‖ g0 − g1 ‖≤‖ x − g1 ‖ +ε, then
‖ g0 − (g0 − 1αg) ‖≤‖ x− (g0 − 1αg) ‖ +ε.
Therefore, ‖ 1
α
g ‖≤‖ x− g0 + 1αg ‖ +ε, multiplying by α, this implies that
‖ g ‖≤‖ g + α(x− g0) ‖ + | α | ε ≤‖ g + α(x− g0) ‖ +ε, | α |≤ 1.
Thus g ⊥ε (x− g0) and so G ⊥ε (x− g0).
(⇐) Let G ⊥ε (x− g0), then for all α with | α |≤ 1 and g1 ∈ G we have,
‖ g1 ‖≤‖ α(x− g0) + g1 ‖ +ε.
Let g ∈ G, by putting g1 = g0 − g and α = 1, it implies that:
‖ g − g0 ‖≤‖ x− g ‖ +ε.
Therefore, g0 ∈ RG(x, ε). ¤
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Notation 3.3.3. [8] Let G be a subspace of a normed linear space X,
R−1G (0, ε) = {x ∈ X :‖ g ‖≤‖ x− g ‖ +ε ∀ g ∈ G} = {x ∈ X : G ⊥ε x}. Then we denote
Ğε = {x ∈ X : G ⊥ε x}.
Lemma 3.3.4. [8] Let G be a subspace of a normed linear space X.
For x ∈ X, and ε > 0, g0 ∈ RG(x, ε) if and only if (x− g0) ∈ Ğε.
Proof.
g0 ∈ RG(x, ε) by [Theorem 3.3.2]if and only if G ⊥ε (x − g0) if and only if (x − g0) ∈
Ǧε. ¤
Corollary 3.3.5. [8] let G be a subspace of a normed linear space X,






(x− Ğε) if and only if g0 ∈ G and g0 ∈ (x− Ğε) if and only if g0 ∈ G and
g0 = x− ǧ where ǧ ∈ Ğ if and only if g0 ∈ G and ğ = x− g0 ∈ Ğ if and only if
g0 ∈ RG(x, ε) [by lemma 3.3.4].
Therefore, RG(x, ε) = G
⋂
(x− Ǧε). ¤
Theorem 3.3.6. [8] Let G be a subspace of a normed linear space X,
ε > 0, and B(X) be the unit ball of X. Then,







(a) Let y ∈ εB(X). Then y = εu for some u ∈ B(X) and so ‖ u ‖≤ 1.
Now, ‖ g ‖=‖ g − u + u ‖≤‖ u − g ‖ + ‖ u ‖≤‖ u − g ‖ +1 (g ∈ G). By multiplying
this inequality by ε > 0, we have: ‖ εg ‖≤‖ εu − εg ‖ +ε. Let h = εg, then
‖ h ‖≤‖ εu − h ‖ +ε (h ∈ G), G ⊥ε εu = y, this implies y = εu ∈ Ğε. Therefore,
εB(X) ⊆ Ğε.
(b) Let g ∈ Ğε
⋂
G, then g ∈ G and g ∈ Ğε, then G ⊥ε g. This implies that ∀ h ∈ G,
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| α |≤ 1 we have, ‖ h+αg ‖ +ε ≥‖ h ‖ . By putting α = −n
n+1
for n ∈ N and h = g, it
implies, ‖ g − n
n+1
g ‖ +ε ≥‖ g ‖ . That is, ‖ g ‖≤ n+1
n
ε. Since the last inequality is
true for every n ∈ N, then as n → ∞ we have ‖ g ‖≤ ε. That is, ‖ 1
ε
g ‖≤ 1. Hence

















Theorem 3.3.7. [8] Let G be a subspace of a normed linear space X,
ε > 0, and α ≤ ε. Then, Ğ ⊆ Ğα ⊆ Ğε, and therefore
⋂
ε>0 Ğε = Ğ.
Proof.
Let x ∈ Ğ, then ‖ g ‖≤‖ x−g ‖ ∀ g ∈ G. Now, ‖ g ‖≤‖ x−g ‖≤‖ x−g ‖ +α. Hence
x ∈ Ğα, so
Ğ ⊆ Ğα........(1)
Let x ∈ Ğα, then ‖ g ‖≤‖ x− g ‖ +α ≤‖ x− g ‖ +ε since[ ε ≥ α].
Then x ∈ Ğε, and so
Ğα ⊆ Ğε........(2).
Together, we have Ğ ⊆ Ğα ⊆ Ğε.
Now we show
⋂
ε>0 Ğε = Ğ. From above, Ǧ ⊆
⋂
ε>o Ǧε.
Conversely, let x ∈ ⋂ε>0 Ǧ. Then for every ε > 0, x ∈ Ǧ, 0 ≤‖ g ‖≤‖ x − g ‖
+ε ∀ g ∈ G. Then for all n ∈ N, 0 ≤‖ g ‖≤‖ x− g ‖ + 1
n
∀ g ∈ G. As n → ∞,
‖ g ‖≤‖ x− g ‖ ∀ g ∈ G. Hence x ∈ Ǧ. Therefore, ⋂ε>0 Ǧε ⊆ Ǧ
Therefore,
⋂
ε>0 Ğε = Ğ. ¤
58
Theorem 3.3.8. [8] Let G be a subspace of a normed linear space X, and x ∈ X,
ε > 0, and δ ≥ ε. Then RG(x, ε) ⊆ RG(x, δ).
Proof.
Let g0 ∈ RG(x, ε). Then ‖ g0 − g ‖≤‖ x− g ‖ +ε (for all g ∈ G), then
‖ g0 − g ‖≤‖ x− g ‖ +ε ≤ ‖ x− g ‖ +δ [since δ ≥ ε]. Hence g0 ∈ RG(x, ε)
Therefore, RG(x, ε) ⊆ RG(x, δ) ¤
Theorem 3.3.9. [8] Let G be a subspace of a normed linear space X and









Let h ∈ ⋃g0∈G[
⋂
g∈G P[g0,x](g, ε)]. Then, h ∈ P[g0,x](g, ε) for some g0 ∈ G and for all
g ∈ G, then we have:
‖ g−h ‖≤‖ g− (αx+(1−α)g0) ‖ +ε (g ∈ G, α ∈ R), and α+(1−α)g0 ∈ [g0, x].
By putting α = 1 we obtain:





g∈G P[g0,x] ⊂ RG(x, ε)........(1)
Conversely,suppose h ∈ RG(x, ε), then G ⊥ε x−h, it follows that (g−h) ⊥ε x−h and
so, ‖ g − h ‖≤‖ g − h− α(x− h) ‖ +ε =‖ g − αx− (1− α)h ‖ +ε, (g ∈ G, | α |≤ 1).
Therefore h ∈ P[g0,x](g, ε) for all g ∈ G.





From (1) and (2) we get the result. ¤
Theorem 3.3.10. [8]Let G be a subspace of a normed linear space X
and x ∈ X\G. Then,
{g0 ∈ G :
⋂
g∈G P<g0,x>(g, ε)} ⊆ RG(x, ε), where < g0, x >= {αx+(1−α)g0 : α ∈ R} is




g∈G P<g0,x>(g, ε) then, g0 ∈ P<g0,x>(g, ε) for all g ∈ G. Then
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‖ g −m ‖ +ε ≥ ‖ g − g0 ‖ for all m ∈< g0, x > . Since m = αx + (1− α)g, then
‖ g − (αx + (1− α)g) ‖ +ε ≥ ‖ g − g0 ‖ (g ∈ G, α ∈ R).
By putting α = 1 we obtain :
‖ x− g ‖ +ε ≥ ‖ g − g0 ‖ (g ∈ G), then, g0 ∈ RG(x, ε).
Therefore, {g0 ∈ G :
⋂
g∈G P<g0,x>(g, ε)} ⊆ RG(x, ε). ¤
Definition 3.3.2. [8] Let X be a normed linear space, G and H are subsets of X, and
ε > 0. Define: RG(H, ε) =
⋃
h∈H RG(h, ε).
Theorem 3.3.11. [8] Let G and Ǵ be subspaces of a normed linear space X,
G ⊆ Ǵ, x ∈ X, and ε > 0. Then:
RG(RǴ(x, ε)) ⊆ RG(x, ε).
Proof.
Suppose g0 ∈ RG(RǴ(x, ε)), then g0 ∈ RG(ǵ0) for some ǵ0 ∈ RǴ(x, ε),
so Ǵ ⊥ε (x− ǵ0), and G ⊥B (ǵ0 − g0) [by lemma 3.2.3].
Thus, ‖ ǵ + α(x− ǵ0) ‖ +ε ≥ ‖ ǵ ‖ (| α |< 1, ǵ ∈ G),
and ‖ g + α(ǵ0 − g0) ‖≥‖ g ‖−→ (∗) (α ∈ R and g ∈ G).
Now, since g + α(ǵ0 − g0) ∈ Ǵ for | α |≤ 1 and g ∈ G,
therefore, ‖ g + α(x− g0) ‖ +ε =‖ g + α(ǵ0 − g0) + α(x− ǵ0) ‖ +ε
≥‖ g + α(ǵ0 − g0) ‖≥‖ g ‖ by [(∗)].
Since ‖ g + α(x− g0) ‖≥‖ g ‖, so, g ⊥ε (x− g0) for some g ∈ G,
then G ⊥ε (x− g0), i.e., g0 ∈ RG(x, ε).
Hence RG(RǴ(x, ε)) ⊆ RG(x, ε). ¤
Theorem 3.3.12. [8] Let G be a subspace of a normed linear space X,
f ∈ X\cl(G), and ε > 0. Then gf ∈ PG(f, ε) if and only if there exists h ∈ X∗
such that: ‖ h ‖= 1, h(g) = 0 (∀ g ∈ G), and h(f − gf ) ≥‖ f − gf ‖ −ε.
Proof.
(⇒) Let gf ∈ PG(f, ε), then ‖ f − gf ‖≤‖ f − g ‖ +ε ∀ g ∈ G.
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Now, by [theorem1.2.9], there exists f0 ∈ X such that, f0(f) = 1, ‖ f0 ‖= 1‖f−gf‖ , and
f0(g) = 0 ∀ g ∈ G. Now, let the functional h =‖ f − gf ‖ f0, then h ∈ X∗ and
‖ h ‖=‖ f − gf ‖‖ f0 ‖=‖ f − gf ‖ 1‖f−gf‖ = 1 and h(g) =‖ f − gf ‖ f0(g) = 0 ∀ g ∈
G, and h(f − gf ) =‖ f − gf ‖ f(f − gf ) =‖ f − gf ‖ because f(f − gf ) = 1.
Since ε > 0, then h(f − gf ) ≥‖ f − gf ‖ −ε.
(⇐) assume that there exists h ∈ X∗ such that: ‖ h ‖= 1, h(g) = 0 (g ∈ G),
h(f − gf ) ≥‖ f − gf ‖ −ε. We show gf ∈ PG(f, ε), to see this, we have,
‖ f − gf ‖ −ε ≤| h(f − gf ) |=| h(f)− h(gf ) |=| h(f)− h(g) |
=| h(f − g) |≤‖ h ‖‖ f − g ‖=‖ f − g ‖ [since ‖ h ‖= 1].
So, we have ‖ f − gf ‖ −ε ≤‖ f − g ‖ ∀ g ∈ G, then
‖ f − gf ‖≤‖ f − g ‖ +ε ∀ g ∈ G. Therefore, gf ∈ PG(f, ε). ¤
Theorem 3.3.13. [8] Let X be a normed linear space and G be a subspace of X,
f ∈ X\cl(G), and ε > 0. If for all g ∈ G there exists hg ∈ X∗ such that :
‖ hg ‖= 1, hg(g0) = hg(f), hg(g) ≥‖ g − g0 ‖ −ε.
Then g0 ∈ RG(f, ε).
Proof.
Suppose g ∈ G, let V =< g0, f > is a linear manifold spanned by g0 and f.
Let v ∈ V, then v = αf + (1− α)g0. Then hg(v) = hg(αf + (1− α)g0) = 0,
and hg(g − g0) ≥‖ g − g0 ‖ −ε, and we have ‖ hg ‖= 1. Then by [Theorem 3.3.12]
g0 ∈ P<g0,f>(g, ε). So, g0 ∈
⋂
g∈G P<g0,f>(g, ε). Then by [Theorem 3.3.10] we have
g0 ∈ RG(f, ε). ¤
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3.4 The Maps Preserving Best Co-approximation
Definition 3.4.1. [7] Suppose that X and Y are two normed linear spaces. A map
T : X → Y preserves co-approximation if for all subspaces G of X and all x ∈ X,
T (RG(x)) = RT (G)(T (x)).
Theorem 3.4.1. [7] Let X be a normed linear space. If T : X → X is an isometry
operator, then for all subspaces G of X and all x ∈ X, we have,
T (RG(x)) = RT (G)(T (x)). That is, every isometry operator T : X → X is preserves
co-approximation.
Proof.
Recall that, T (RG(x)) = {Tg : g ∈ G and ‖ g − y ‖≤‖ x− y ‖ ∀ y ∈ G},
and RT (G)(T (x)) = {T (g) : g ∈ G and ‖ Tg − Ty ‖≤‖ Tx− Ty ‖ ∀ y ∈ G}.
Now, Tg ∈ T (RG(x)) if and only if g ∈ G and ‖ g − y ‖≤‖ x− y ‖ ∀ y ∈ G if and
only if g ∈ G and ‖ T (g − y) ‖≤‖ T (x− y) ‖ ∀ y ∈ G [because T is an isometry].
if and only if Tg ∈ T (G) and ‖ Tg − Ty ‖≤‖ Tx − Ty ‖ ∀ y ∈ G if and only if
Tg ∈ RT (G)(T (x)). Therefore, T (RG(x)) = RT (G)(T (x)). ¤
Theorem 3.4.2. [7] Suppose that X and Y are two normed linear spaces and
T : X → Y is a linear map which preserves co-approximation and G is a co-proximinal
subspace of X. Then, T (G) is a co-proximinal subspace of Y.
Proof.
G is co-proximinal in X, then, RG(x) 6= ∅ then, there exist g0 ∈ RG(x),
so T (g0) ∈ T (RG(x)) = RT (G)(T (x)) [since T preserve co− approximation].
So, we have T (g0) ∈ TT (G)(T (x)), that is RT (G)(T (x)) 6= ∅.
Therefore, T (G) is co-proximinal of Y. ¤
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Theorem 3.4.3. [7] Suppose that X and Y are two normed linear spaces and
T : X → Y is a linear map which preserves co-approximation.
Then for a subspace G of X, T (Ǧ) = ˘T (G).
Proof.
T (Ǧ) = {Tx : x ∈ Ǧ} = {Tx :‖ g ‖≤‖ x− g ‖ ∀ g ∈ G}
= {Tx :‖ Tg ‖≤‖ Tx−Tg ‖ ∀ g ∈ G} [because T preserves co− approximation]
= ˘T (G). ¤
Theorem 3.4.4. [7] Suppose that X and Y are two normed linear spaces and
T : X → Y is a linear map which preserves co-approximation and G is a co-Chebyshev
subspace of X. Then T (G) is co-Chebyshev subspace of Y.
Proof.
Suppose that G is co-Chebyshev of X, Let y1, y2 ∈ RT (G)(T (x)).
We show y1 = y2. Since RT (G)(T (x)) = T (RG(x)), then, y1 = Tx1 and y2 = Tx2,
for some x1, x2 ∈ RG(x), but G is co-Chebyshev, then x1 = x2. Since T is a function
then, Tx1 = Tx2, that is y1 = y2. Therefore, T (G) is co-Chebyshev. ¤
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Conclusion
In this thesis, we have studied best approximation and best co-approximation
in normed linear spaces. Since orthogonality is essential in studying approxi-
mation, we used Birkhoff orthogonality, in our study. Since there are different
kinds of orthogonality such as Isosceles, Roberts, Singer orthogonality,
it would be interesting to study best approximation and best co-approximation
in normed spaces using any other kind of orthogonality.
The concept of 2-normed spaces has been investigated by Gahler in 1964. One
can study best approximation and best co-approximation in 2- normed spaces
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