Abstract-An innovative constant false alarm rate (CFAR) algorithm was studied for ship detection using synthetic aperture radar (SAR) images of the sea. Two advances were achieved. An alpha-stable distribution rather than a traditional Weibull or K-distribution was used to model the distribution of sea clutter. The distribution of sea clutter in a SAR image was typically heterogeneous, caused mainly by variable wind and current conditions. Image segmentation was carried out to improve the homogeneity of the distribution in each subimage or region. In comparison with ship detection using the CFAR algorithms based on the Weibull or K-distribution, our algorithm detected the most number of ships with the smallest number of false alarms.
I. INTRODUCTION

N
UMEROUS works have been done on how to detect ships in synthetic aperture radar (SAR) images of the sea. Some researchers focus on the identification of the ship's wake for the purpose of ship detection [1] , [2] . However, the wake of a slowly moving or nearly stationary ship is unlikely identifiable in a SAR image. Ship detection can also be directly achieved based on the difference of the radar cross section (RCS) of a ship from sea clutter by choosing an appropriate threshold. In general, the RCS of ships can be higher than the sea clutter due to the effect of multiple corner-reflector-like bounces between the ship and sea and among the ship's metallic structure. One of the common algorithms to compute the threshold adaptively is the constant false alarm rate (CFAR) algorithm. The algorithm is a simple clutter adaptive statistic that outputs a CFAR when the background clutter is of a Gaussian distribution. However, the Gaussian model is only appropriate if a large number of samples have been averaged [3] . Another major problem for the CFAR algorithm is how to determine an appropriate probability density function (pdf) that can model background clutter well. In addition to the Gaussian distribution, researchers previously applied a Weibull or K-distribution to model the sea clutter [4] . Because of the exponential tails of sea clutter, each distribution could sometimes fail to provide a reasonable fit to the amplitude statistics of the clutter. In this paper, we use the alpha-stable distribution [5] , [6] 
A. Alpha-Stable Distribution
Because of the finite spatial resolution of a SAR system, each resolution element in a SAR image is generally composed of a large number of scatterers from the sea surface. They produce random returns, and generate spiky characteristics in statistics. Thus, the distribution of the clutter tends to have a heavier tail. The spiky feature is difficult to model by using an analytic distribution whose tails fall quickly. However, an alpha-stable distribution is widely used in the processing of impulsive or spiky signals [5] , [6] , which has the potential to model the sea clutter well. The distribution is derived from the generalized central limit theorem (GCLT), which is a generalization of the Gaussian distribution. Because of the lack of closed form formula for its pdf, the alpha-stable distribution is often described by its characteristic function, which is the Fourier transformation of the pdf. A univariate distribution function is stable if and only if its characteristic function is [6] 
where
Here, α(0 < α ≤ 2) is called as the characteristic exponent that measures the "thickness" of the distribution tails. The smaller the α, the thicker the tail. Gaussian distribution. µ is the location parameter. When β = 0 and µ = 0, the distribution is a symmetric alpha-stable (SαS) distribution. Its characteristic function is then simplified as
It should be noted that the SαS distribution with α = 2 is a Gaussian distribution with a mean of 0 and one standard deviation of √ 2.
B. Modeling a SAR Image of Sea Using the Alpha-Stable Distribution
The alpha-stable distribution has two important properties. The linear combination of independently and identically distributed stable random variables is stable, and stable processes become the limiting processes of the sum of independent identically distributed random variables through the GCLT [6] , [7] . Thus, Nikias and Shao [6] adopted the SαS distribution for the real and imaginary parts of the received SAR signal by using the GCLT. Assuming the real part (x re ) and imaginary part (x im ) of a SAR image being of a joint SαS distribution, Kuruoglu and Zerubia [4] stated that the amplitude image followed a heavily tailed distribution, which is also a special kind of alphastable distribution. Therefore, the process using the alpha-stable distribution to model the SAR image of the sea can be given as follows. First, we assume that the marginal distribution of the real part (t 1 ) and imaginary part (t 2 ) of an amplitude SAR image is similar to (3) . Then, the joint distribution of the image, described by the characteristic function of t 1 and t 2 is
where t 1 and t 2 are the elements of vector t and |t| = t 2 1 + t 2 2 . After manipulations (such as inverse Fourier and polar coordinate transformations), the final pdf of the image is where X = x 2 re + x 2 im and J 0 ( ) is the zeroth-order Bessel function of the first kind [4] . Thus, the pdf is determined by α and γ. Because of the lack of a known closed-form for the pdf, numerical methods such as the maximum likelihood and sample fractiles have been studied to estimate α and γ [6] . Ma and Nikias [8] introduced the log |SαS| method to estimate them, and we will use it here.
III. METHODOLOGY FOR SHIP DETECTION
A. CFAR Algorithm
The algorithm includes the calculation of a pdf of sea clutter from an amplitude SAR image, and use of the pdf and CFAR to estimate a threshold T . Thus, a radar operating in a sea clutter environment works at a CFAR. To determine T , let p A (x) be the pdf of a region in the image, and P fa the false alarm rate. Solving the following equation: one obtains T . Within the region, each pixel or pixels whose values are higher than T is interpreted as an alarm or a possible detection of a ship.
B. Procedure for Ship Detection
The procedure is summarized as follows.
1) Image segmentation. The well-known K-means program was used to segment a SAR image into N subimages or regions such as high, median, and low backscatter regions. To initiate the segmentation, visual examination of the image was used to determine N . With N as the input, the program outputs a mask image that consists of N segmented regions. The mask was then used as a "cookie-cutter" to extract all pixels of each region from the original SAR image. Because of ship presence and speckles (enhanced ones or bright spots) in a low backscatter region, or speckles of low backscatter (dark spots) in a high backscatter region, there were some small holes or islands. They were a pixel or a few pixels in size in each region. We used morphological dilation and erosion operators iteratively to fill them in each region. The structuring element (analogous to the kernel in a focal operation) of morphological dilation and erosion operators was 3 × 3. 2) Parameters estimation. We used the log |SαS| method to estimate α i and γ i for each region. (i = 1, 2, . . . n). 3) PDF computation. Using (5), we computed the pdf i of alpha-stable distributions with parameters α i and γ i for each region. In this step, Simpson integration is used. 4) Calculation of threshold T i using (6) . T i is a positive quantity that satisfies the condition
5) Ship detection. For each pixel within region i, if its value was higher than the corresponding T i , then it was an alarm. Otherwise, it was a clutter. Finally, results in each region were presented as a binary map of alarms and sea clutter. 
IV. RESULTS
A. SAR Images
The sea surface near Victoria Harbor, Hong Kong, was used to evaluate our algorithm. The reasons for selecting the area included the presence of heavy ship traffic en route to the harbor, and the availability of the SLC data. In Fig. 2 , elongated bright spots were conspicuous features and could be ships. A visual examination suggested that there were two backscatter regions (of dark or gray tone) in the image. Thus, segmentation of the image was performed with N = 2 as the input to the K-means program to create the mask image.
B. Goodness-of-Fit of Different Distributions to the Sea Clutter
After the hole-filling and island removal, the mask image was of two regions (Fig. 3) . Regions in black (R 1 ) and in white (R 2 ) were areas with low and high backscatter in the original SAR image (Fig. 2) . Using the black (white) area as a "cookie-cutter," we extracted all pixels in R 1 (R 2 ) from the image (Fig. 2) . Then, a histogram in each region was derived. Fig. 4(a) shows the histogram, and the pdfs of the alpha-stable, Weibull and K-distributions in log-log scale of R 1 . The pdfs of the Weibull and K-distributions departed from the histogram. The difference could be mainly attributed to strong returns from ships. The pdf of the alpha-stable distribution fit the histogram well. The estimated parameters were α 1 = 1.7641 and γ 1 = 10.6416. Similarly, the histogram and pdfs of R 2 were shown [ Fig. 4(b) ]. The parameters of the alpha-stable distribution were α 2 = 1.8448 and γ 2 = 33.9524. In comparison, the alphastable distribution matched the histogram the best. Finally, the pdf of the alpha-stable distribution has a heavier tail than the Weibull or K-distribution (Fig. 4) .
To quantify the goodness-of-fit of different distributions to model sea clutter, we used the Akaike information criterion (AIC) [9] . A distribution yielding the smallest AIC value is the best [9] . The AIC values of three distributions are summarized in Table I . In each region, the AIC value of the alpha-stable distribution was the smallest or the distribution fits the amplitude statistics the best.
C. Ship Detection Performance
To illustrate the effectiveness of our algorithm, we detected ships from the SAR image. Fig. 5 shows the results of the CFAR algorithm using the alpha-stable distribution as well as Weibull and K-distributions, respectively. P fa was set as a constant of 5
• / •• . Each white feature or dot was an alarm or a possible detection of a ship. The CFAR algorithm using the alpha-stable distribution had the smallest number of alarms [ Fig. 5(a) ] as compared to the CFAR algorithm using the other two distributions [ Fig. 5(b) and (c)] . A visual examination on the shapes of the alarms might indicate that there were ten, nine, eight ship-like targets in Fig. 5(a)-(c) , respectively, as outlined by rectangular boxes. If each target within a box was interpreted as a correct detection of a ship, the CFAR algorithms using the alpha-stable, Weibull, and K-distributions detected ten ships out of a total of 14 alarms, nine ships out of 57 alarms, eight ships out of 24 alarms, respectively. Analyzing the locations of individual boxes (Fig. 5) , we can conclude that there were 13 ships. The identification rates of the CFAR algorithms using the alpha-stable, Weibull, and K-distributions were 10/13, 9/13, and 8/13, respectively. Therefore, our CFAR algorithm using the alpha-stable distribution not only had the least number of alarms, but also the most number of ships detected. Finally, Fig. 6 shows the receiver operating characteristic curves that represent the detection probabilities versus false alarm rate per unit area (in square kilometers) of the CFAR algorithms using three sea clutter distributions. Our algorithm provides the lowest false alarms at a given probability of detection, and the highest probability of detection at a given false alarm rate. To test the applicability of our algorithm further, an Environmental Satellite (ENVISAT) Advanced Synthetic Aperture Radar (ASAR) image near Hong Kong (Fig. 7) was analyzed. The data were C-VV, with an incidence angle ∼23
• . The pixel resolution was 4.1 m in azimuth direction and 7.8 m in range direction. The data were acquired on November 2, 2004. By visual inspection of the image, we also segmented the image into two regions using the K-means program. The AIC values of each region based on three distributions are also summarized in Table I . Again, the AIC value of individual alpha-stable distribution was the smallest. The ship detection results using a CFAR of 5
• / •• and three sea clutter models are shown in Fig. 8 . The CFAR algorithms using the alpha-stable, Weibull, and K-distributions detected two, one, and one ship-like target, respectively.
Analyzing the locations of the targets, we may conclude that there were two ships in the image. Comparing the two results in ship detection, there were much more alarms using the ASAR image than ERS-1 image [ Fig. 8(a) As an example, the result of the CFAR algorithm using the alpha-stable model is shown (Fig. 9) . Our algorithm detected two ships out of three alarms.
V. CONCLUDING REMARKS
Of the probability distribution functions of the alpha-stable, Weibull, and K-distributions, the alpha-stable distribution fits the sea clutter the best. CFAR algorithms based on the three distributions were then studied and compared for ship detection using two SAR images near Hong Kong. The algorithm using the alpha-stable distribution detected the most number of ships but created the least number of alarms. The value of the CFAR impacted the output. The lower the value, the less the number of alarms (and most-likely false alarms). Finally, ships generally appear as bright point targets as compared to sea clutters. However, the sea state (low or high waves), nature of a ship (metallic versus nonmetallic structure, shape, size, and hull), and ship's orientation relative to the radar look direction, as well as radar system parameters can greatly affect the success of the ship detection.
