Introduction A new deconvolution algorithm, the Bayesian estimation algorithm, was reported to improve the precision of parametric maps created using perfusion computed tomography. However, it remains unclear whether quantitative values generated by this method are more accurate than those generated using optimized deconvolution algorithms of other software packages. Hence, we compared the accuracy of the Bayesian and deconvolution algorithms by using a digital phantom. Methods The digital phantom data, in which concentrationtime curves reflecting various known values for cerebral blood flow (CBF), cerebral blood volume (CBV), mean transit time (MTT), and tracer delays were embedded, were analyzed using the Bayesian estimation algorithm as well as delay-insensitive singular value decomposition (SVD) algorithms of two software packages that were the best benchmarks in a previous cross-validation study. Conclusions Quantitative analysis using a digital phantom revealed that the Bayesian estimation algorithm yielded CBF, CBV, and MTT maps strongly correlated with the true values and MTT maps with better agreement than those produced by delay-insensitive SVD algorithms.
Introduction
Perfusion computed tomography (PCT) is widely used to estimate the extent of the hypoperfused area with ischemic penumbra in patients with acute stroke [1] . However, software packages and algorithms have been reported to yield substantially different PCT maps and quantitative values for acute stroke patients; such differences should be minimized [2] [3] [4] [5] . To resolve this issue, the Stroke Imaging Repository (STIR) Consortium examined the accuracy and reliability of various post-processing programs by using a sophisticated digital phantom [6] . The study revealed strong correlations between values generated from some delay-insensitive singular value decomposition (SVD) deconvolution algorithms implemented in some software packages and true values embedded in the phantom with respect to cerebral blood flow (CBF), cerebral blood volume (CBV), and mean transit time (MTT) maps. Even with these algorithms, however, agreement between true values and CBF and/or MTT values was imperfect. Recently, another new algorithm, based on commonly used Bayesian probabilistic approach to parameter estimation, has been introduced as more accurate than deconvolution methods for estimating CBF and MTT maps [7, 8] . This method can directly estimate the residue function of brain tissues, R(t), by applying Bayesian probability theory on the intravascular tracer model and can calculate other perfusion metrics by reconvoluting R(t). Hence, this technique is inherently delay insensitive and can robustly estimate hemodynamic parameters so that it can potentially overcome known limitations of the SVD algorithm family, such as non-physiological oscillation of estimated R(t) and vulnerability to the image noise that is characteristic of PCT [7] [8] [9] [10] . However, it remains unclear whether this algorithm can improve the precision of quantitative values compared with other optimized algorithms of software packages that have been identified as the best benchmarks.
Aims
We compared the accuracy of the Bayesian estimation algorithm with that of other optimized deconvolution programs by using the digital phantom to determine advantages of the Bayesian estimation algorithm in terms of correlations and agreements with ground truth values.
Materials and methods

Digital phantom
We used the digital phantom that was introduced in a previous study [6] . Briefly, concentration-time curves for the artery [arterial input function (AIF)], vein [venous output function (VOF)], and brain tissue were created using a round robin of variable parameters, as follows: three kinds of R(t) (exponential, linear, and box shaped), seven MTT values All curves were then sampled with a time interval of 2 s and a duration of 60 s (30 phases) after converting to Hounsfield units to mimic PCT source data. These values were embedded in the digital phantom data set that contained 16 slice locations; slice 1 contained the AIF and VOF, and slices 2-16 contained tissue curves within 7×7 quadratic tiles of 32×32 pixels that were located in a real brain CT image (Fig. 1) . These data were exported to Digital Imaging and Communication in Medicine (DICOM) format after Gaussian noise was added for a signal-to-noise ratio (SNR) of 5.0, which is roughly equivalent to the SNR in clinical PCT data scanned with 80 kVp and 200 mAs.
Data analysis
These phantom data were post-processed using a development version of Olea Sphere (Olea Medical; La Ciotat, France) with the Bayesian estimation algorithm [7] as well as with a commercially available software package (CBP Study Ph8; Toshiba Medical Systems; Tokyo, Japan) and a program developed by an academic institution [Perfusion Mismatch Analyzer (PMA); Acute Stroke Imaging Standardization Group Japan (ASIST-Japan); http://asist.umin. jp/index-e.htm]. We selected CBP Study Ph8 and PMA among various commercial and academic software packages because these programs formed the best benchmark in a previous digital phantom validation study [6] . The former implemented a reformulated SVD (rSVD) algorithm, called as SVD+, that can allow the perfusion metrics to be calculated with insensitivity to tracer delay by shifting AIF [11] , while the latter implemented a block-circulant SVD (bSVD) algorithm that can minimize the sensitivity of tracer arrival difference between AIF and brain tissue by using a blockcirculant matrix [9] . CBF, CBV, and MTT maps generated by each software program were exported to DICOM format and were then loaded and displayed in the PMA software for further analyses because PMA enabled to perform automated multiple ROI measurements. The average pixel value for each tile within the maps was automatically measured with Results CBF, CBV, and MTT maps were successfully generated using all of the programs (Fig. 2) . The color maps of CBF and MTT showed distinct gradients, and color maps of CBV were nearly consistent in the horizontal direction, which is generally comparable to the true values. In addition, all the maps showed no gradient in the vertical direction, indicating that all the algorithms are independent of the tracer delay.
Bayesian, rSVD, and bSVD algorithms resulted in strong correlation with the true values of CBF (r=0.91, 0.92, and 0.92, respectively), CBV (r=0.99, 0.97, and 0.98, respectively), and MTT (r=0.96, 0.95, and 0.91, respectively; Table 1 and Fig. 3 ). In addition, the ICCs of CBV values were 0.99, 0.97, and 0.98 for the Bayesian, rSVD, and bSVD algorithms, respectively, indicating good agreement with true values. CBF and MTT values generated with the Bayesian algorithm also showed good agreement (ICC=0.90 and 0.96, respectively). However, agreement of CBF and MTT values generated with rSVD (ICC=0.87 and 0.81, respectively) and agreement of MTT values generated with bSVD (ICC=0.82) were insufficient (Table 1 and Fig. 3) .
Regarding the regression lines, the slopes (a) and intercepts (b) of CBV were nearly ideal (y=x) with Bayesian, rSVD, and bSVD algorithms (a=1.02, 1.04, and 0.92; b=−0.04, −0.31, and −0.23, respectively). However, the slopes and intercepts of CBF and MTT in rSVD (a=0.64 and 0.54, b=3.44 and 4.09, respectively) and bSVD (a=1.07 and 0.58, b=7.37 and 4.74, respectively) algorithms were suboptimal, and the values were overestimated in the lower ranges and/or underestimated in the higher ranges. In contrast, the slopes and intercepts of CBF and MTT in the Bayesian algorithm were close to 1 and 0, respectively (a=1.12 and 0.86, b=−1.00 and 1.26, respectively; Table 1 and Fig. 3 ). Bayesian and bSVD algorithms showed no significant differences in CBF, CBV, and MTT values among the different delay values (p=0.38-054 and 0.10-0.70, respectively; repeated-measures ANOVA) indicating being insensitive to the tracer delay, while rSVD algorithm showed significant differences in CBF and MTT values (p<0.001; Table 1 ). Fig. 2 Perfusion maps of the digital phantom generated by different algorithms. Slices with cerebral blood volume (CBV) of 5.0 mL/100 g and exponential R(t). Color maps of cerebral blood flow (CBF), CBV, and mean transit time (MTT) generated by the Bayesian algorithm, reformulated singular value decomposition (rSVD) algorithm, and block-circulant singular value decomposition (bSVD) algorithm appear to be roughly comparable to the true values, although subtle differences between the maps and true values can be seen. No distinct gradation in the vertical direction is found in any of the algorithms, indicating insensitivity to the tracer delay
Discussion
Bolus-tracking cerebral perfusion imaging such as PCT and perfusion-weighted magnetic resonance imaging (PWI) is widely utilized to evaluate the extent of ischemic penumbral areas in acute stroke patients who are candidates for recanalization therapies, particularly beyond 4.5 h after onset. However, a recent trial using PCT or PWI as one of the entry criteria could not determine the efficacy of a thrombolytic agent 3-9 h after stroke onset [12] . This failure can in part be attributed to unexpectedly large differences in the perfusion metrics and their quantitative values between the PCT/PWI analysis programs, due to errors mainly caused by delay in tracer arrival [2] [3] [4] [5] . To minimize this grave issue, STIR Consortium developed a sophisticated digital phantom and cross-validated various algorithms of all present software packages with the phantom [6] . The study found that with the majority of PCT and PWI software, CBF and MTT values showed substantial delay-induced errors and/or insufficient correlation with true values, although CBV was generally accurate. In addition, the correlation between PCT and true values tended to be inferior to the correlation between PWI and true values, presumably because of an inherent disadvantage of PCT, such as a low SNR due to the need to reduce radiation exposure. Nevertheless, two programs with delay-insensitive SVD algorithms had good results of r>0.9 for CBF, CBV, and MTT values. Even with these programs, however, agreement of CBF and MTT with true values was less accurate than agreement of CBV and true values.
The accuracy of CBF and MTT calculations is affected by many factors related to data acquisition and processing. Injection rate and amount, concentration of contrast agents, cardiac output of patients, scanning parameters, temporal resolution, and scan duration should be considered in analyses of patient data but can be optimized in phantom analyses. Delay in tracer arrival can lead to underestimation of CBF and overestimation of MTT in delay-sensitive algorithms; delay-insensitive algorithms yielded better results in previous studies [2] [3] [4] [5] [6] [7] [8] [9] [10] . Delayinsensitive SVD algorithms, which are now commonly used as the most reliable methods, still yield inherent errors with regard to estimating R(t) of hypoperfused tissue due to oscillation, resulting in inaccuracies in CBF and/or MTT calculations [9, 10] . In addition, an unavoidably low SNR in PCT source images can cause further deterioration in the precision of CBF and MTT estimates. In PCT, CBF and/or MTT, but not CBV, is frequently used to estimate the extent of the penumbral area; hence, it is crucial for this purpose to improve the accuracy of CBF and MTT calculation algorithms.
Recently, the Bayesian estimation algorithm was introduced as an accurate method for estimating R(t) and various perfusion metrics [7, 8] . In this algorithm, by applying commonly used Bayesian probabilistic approach to estimate R(t) of the intravascular tracer model, we can minimize effects of oscillation, tracer delay, and low SNR during estimating R(t) when compared with SVD methods. In addition, quantification of various perfusion metrics such as CBF and MTT becomes more accurate because these parameters are calculated after reconvolution of estimated R(t) with AIF. Although results of simulations suggest potential advantages of Bayesian methods of perfusion imaging analysis, direct comparisons with other algorithms under various perfusion conditions have not been achieved. Thus, in this study, the sophisticated digital phantom that was introduced for benchmark study of various analysis programs [6] was applied to further validate the algorithm. Using the phantom, we have objectively shown the accuracy of the Bayesian method for estimating CBF and MTT, in contrast with optimized delayinsensitive SVD programs. In particular, the Bayesian method resulted in an independency on the delay in tracer arrival and a remarkable improvement in the agreement of absolute MTT values with true values. MTT values estimated by the There are several limitations of this study. First, the phantom we used included three kinds of R(t), i.e., exponential, linear, and box shaped, because true shapes of R(t) in the healthy and hypoperfused human brain are unknown. However, these shapes are all nonrealistic and can induce substantial errors or biases in estimation of CBF and MTT with Bayesian and deconvolution methods. Splitting tendencies into three ways of Bayesian CBF values which are shown in Fig. 3 can be mainly attributed to this issue. Second, this study did not consider errors induced by AIF and dispersion effect, which are known to affect the accuracy of CBF/MTT estimation [13, 14] . The phantom used in this study provides only global AIF with the size and shape being suitable for automatic detection. Hence, the difference between algorithms in performance of AIF detection and in errors induced by dispersion effects remains unknown. Third, we did not investigate the dependence of the algorithms on SNR, which is a major constraint on optimization of PCT analysis. Although the phantom included substantial noise equivalent to that of a standard low-dose scan, SNR varies among scanners and scanning parameters. In addition, susceptibility of the algorithms to the noise depends on denoising methods implemented in the programs. Further studies are needed to elucidate advantages of the Bayesian method for low-dose PCT over SVD methods. Another limitation is that this study did not include a comparison of the time-of-maximum of R(t) (Tmax). In PWI, Tmax is considered one of the most reliable of various perfusion parameters [15] and has been used in recent major clinical trials [16] [17] [18] . However, only a few PCT analysis programs can calculate Tmax. In addition, the Bayesian method cannot generate Tmax directly because Tmax is a nonrealistic perfusion parameter. Tmax generated by SVD algorithms is considered to include several parameters such as tracer delay, dispersion, and MTT [19] . For direct comparison of Tmax among algorithms, it is necessary to establish methods for calculating Tmax from other perfusion parameters that can be obtained using the Bayesian algorithm. Finally, we did not compare PCT data of acute ischemic stroke and other neurological disorders such as brain tumors because that is beyond the scope of this study. Our forthcoming investigations using data from animal models, patients with acute stroke, and those with brain tumors are necessary to establish the clinical significance of the Bayesian estimation method.
In conclusions, quantitative analyses using a digital phantom revealed that only the Bayesian estimation algorithm generated CBF and MTT values that agreed well with the true values, whereas those generated by the delay-insensitive SVD algorithms were substantially different from the true values. The Bayesian estimation algorithm can generate more accurate PCT maps than SVD algorithms and is considered promising in quantitative analyses of ischemic penumbra in acute stroke patients.
