(1) We consider Schr odinger operators with a spectral gap, perturbed by either a decreasing electric potential or a decreasing magnetic eld. The strength of these perturbations depends on a coupling parameter . With growing, eigenvalues may move into the gap or out of the gap. Most of our results concern (lower) bounds for the number of eigenvalues that cross a xed energy level E in the gap, as the coupling parameter increases from 0 to . Using the currently available technology, the rst case (electric perturbations) can be handled in reasonable generality | even if the unperturbed reference operator H contains magnetic terms. In contrast, the second case (magnetic perturbations) resists virtually all attempts to adapt the methods that are so e ective in the rst case. It is one of the aims of the present paper to point out the di erences between these two apparently similar situations.
Introduction
(1) We consider Schr odinger operators with a spectral gap, perturbed by either a decreasing electric potential or a decreasing magnetic eld. The strength of these perturbations depends on a coupling parameter . With growing, eigenvalues may move into the gap or out of the gap. Most of our results concern (lower) bounds for the number of eigenvalues that cross a xed energy level E in the gap, as the coupling parameter increases from 0 to . Using the currently available technology, the rst case (electric perturbations) can be handled in reasonable generality | even if the unperturbed reference operator H contains magnetic terms. In contrast, the second case (magnetic perturbations) resists virtually all attempts to adapt the methods that are so e ective in the rst case. It is one of the aims of the present paper to point out the di erences between these two apparently similar situations.
To be more precise, we take for the unperturbed operator H a Schr odinger operator H = H(ã; V ) = (?ir ?ã(x)) 2 + V (x) in R n , with a real electric potential V 2 L 1 (R n ) and a magnetic potentialã 2 C 1 (R n ; R n ). Our basic assumption is that H has a gap in the essential spectrum; for instance, this is the case for many periodic potentials V , for some periodic magnetic elds, and also for combinations of electric and magnetic potentials. We also x some energy level E inside the gap.
(2) In the rst part of the paper (Sections 1 and 2) we suppose that H is de ned as a relatively compact perturbation of H by an electric potential W, H = H(ã; V ) ? W; 2 R; where 2 R is a coupling constant and W 2 L 1 (R n ) goes to zero at in nity.
As grows, some eigenvalue branches of the family H may cross E, and it is a natural question to determine for which perturbations such crossings will occur. This question arises, for instance, in the quantum mechanical theory of impurities in insulators and semiconductors -see e.g. the bibliography in DH], H1], GHKSV].
In a second step, one would like to nd the asymptotics of the corresponding counting functionÑ The case of W changing sign is more di cult since the corresponding Birman-Schwinger kernel is non-symmetric and does not yield useful spectral information. Still, an approach developed in DH], ADH] and H2] made it possible to investigate the existence of eigenvalue branches crossing E and to obtain lower bounds for several types of decay; in L2], the ideas of ADH] and H2] were modi ed and all cases of polynomial decay were investigated.
So far, perturbations by a potential W with changing sign have been considered in the case ofã = 0 only, and the rst aim of the paper is to obtain similar results for perturbations of magnetic Schr odinger operators. We nd that only minor changes in the scheme of ADH], H2], L2] are needed, and we state and prove the corresponding results in Sections 1 and 2. Since the magnetic case is quite similar to the non-magnetic one, we con ne ourselves to the most typical cases.
(3) The second { and main { aim of the paper is to nd out what the same ideas will accomplish in the case of perturbations by a magnetic potentialã that decays at in nity (Section 3). Here we study magnetic Schr odinger operators of the form H = H( ã; V ) = (?ir ? ã(x)) 2 + V:
Since a magnetic perturbation is never positive de nite in the sense of quadratic forms, it is clear that the situation is di cult from the very beginning. A rather restricted class of perturbations (where the magnetic potential has compact support) was considered in HL]. Here the perturbation was given by a constant eld in a ball of radius R, with the support of the vector potential being contained in a ball of radius R + 1, say. It was shown that, for R su ciently large, cR n eigenvalue branches cross E, as the coupling goes to 1; here c is some positive constant. The intuition behind this result is based on the \repulsive" e ect of a strong magnetic eld, expressed in terms of a well-known quadratic form bound ( AHS] ). This bound suggests that a su ciently strong (and not too localized) magnetic eld should push eigenvalues up, so that at least some of them have to cross a given E. Further discussion of this intuition can be found in HH]. In the present paper, we show that the technique of ADH], H2] and L2] leads to an asymptotic lower bound for the counting functionÑ(E; H ) , similar to the case of perturbations by an electric potential, under the {rather strong{ assumption that the eld and the vector potential decay rapidly, whereas one might conjecture that only some decay of the magnetic eld is needed. We state the corresponding result in Theorem 3.1, and indicate which parts of the proof fail if we try to relax our assumption of rapid decay.
We are thus lead to the following alternative: either the basic intuition is correct and it is only the inadequacy of our methods which prevents us from proving a stronger result, or there may be counterexamples.
To provide a partial answer, we discuss a closely related model problem at the end of Section 3 which admits separation of variables in polar coordinates, and show that in this case, under natural and rather general conditions, eigenvalue branches behave according to our intuition. Still, in the general case, the question remains open. is constant and non-degenerate (this requires n to be even) and V is small, or H(0; V ) has a gap in the spectrum and the vector potential a is small (in the case of the constant B, it su ces to require that B be small S]). There are also situations where a periodic magnetic eld creates a structure of \wells and barriers" that lead to gaps in the essential spectrum ( HH]); this works for any dimension 2.
If W decays slowly at in nity, we will have to assume in addition that ( ; H), the integrated density of states for H, exists:
where Q R are expanding cubes, and H(Q R ) is the operator of the Dirichlet problem for H in Q R .
We suppose that W 2 L 1 decays at in nity as jxj ?m with some m > 0: 
and jv n j is the volume of the unit ball of R n .
We next discuss the borderline case where m = 2 in (2), (3 
We nally have the case of slow decay where m 2 (0; 2): Theorem 1.3 Let (2) and (3) hold with m 2 (0; 2), and let a limit (1) 
Note that the integral in (9) converges if and only if m 2 (0; 2).
In L3], formulas for the principal term of the asymptotics for W not changing sign are obtained. The results of L3] and formulas (4), (6) and (8) We also set N((a; b); A) = dimP (a;b) (A), where P (a;b) (A) is a spectral projection of A, and we set N( ; A) = N((?1; ); A).
Letã 2 C 1 (R n ; R n ) with bounded derivatives, and let U R n be an open domain. Set
This is a Hilbert space, and C 1 0 (R n ) is a dense subspace. Denote by H 1 a (U) the closure of C 1 0 (U) in H 1 a (R n ). As usual, we will not distinguish in the notation between a function in H 1 a (U) and its trivial extension by 0 to all of R n .
It is a standard fact that H(ã; V ) : C 1 0 (R n ) ! L 2 (R n ) is essentially self-adjoint under the above assumptions; the closure is denoted by H(ã; V ), too.
The proof of the following lemma is a variant of standard arguments in the theory of elliptic operators | only the part of the operator r is now being played by its magnetic analogue r + iã(x), and usual Sobolev spaces are being replaced by magnetic ones.
Let U be a bounded domain with the su ciently smooth boundary, and let H(U) be the operator of the Dirichlet problem for H in U.
Lemma 2.1 Let be a bounded operator in L 2 (U) such that H(U) + is invertible. Then there exists a constant C (depending only on the norms of the operators and (H(U)+ ) ?1 , such that
Some bounds for counting functions
Denote by B l an open ball of radius l, centered at the origin, and let (R; R 1 ) stand for any of the sets Q R ; B R ; Q R ; B R , B R n B R 1 ; Q R n Q R 1 , and 0 (R; R 1 ) for any of the sets B R ; Q R ; B R n B R 1 ; Q R n Q R 1 :
The following lemma (even in a more general form) is well-known{ see e.g. RSS].
Lemma 2.2 Let s > 0 be an integer.
Then there exists C = C s;n such that for any > 0 and any R=2 > R 1 > 1 N( ; (? ) s ; C 1 0 ( 0 (R; R 1 ))) C n=2s meas 0 (R; R 1 );
N( ; k k 2 H s; C 1 0 ( (R; R 1 ))) C(1 + n=2s )meas (R; R 1 ):
Lemma 2.3 Let a and V be as above, so that, in particular, V and ra are bounded.
Then there exists C such that for any > 0; any R=2 > R 1 > 1, and any x 0 2 R n , N( ; H(ã; V ); C 1 X k2I(R;R 1 ;r) N(C 3 (1 + ); H(ã; V ); C 1 0 (U + r;k ));
where U + r;k = r k + (?r 1=2 =4; r + r 1=2 =4) n , and I(R; R 1 ; r) = fk j U + r;k \ (x 0 + 0 (R; R 1 )) 6 = ;g; C 3 is independent of k, of course.
H(ã; V ) is unitarily equivalent to H(ã ?ã(rk);V k ), where V k ( ) = V (rk + ), therefore N(C 3 (1 + ); H(ã; V ); C 1 0 (U + r;k )) = N(C 3 (1 + ); H(ã ?ã(rk);V k ); C 1 0 (U + r;0 ));
and since V k and (ã ?ã(rk))j U + r;k are uniformly bounded with respect to k, we deduce from (13) an estimate N(C 3 (1 + ); H(ã; V ); C 1 0 (U + r;k )) C 4 (1 + n=2 )measU + r;k ; (22) with C 4 independent of k. By substituting (22) into (21), we obtain (13). (14) is proved similarly, (12) 
where H = ? + V and R is the characteristic function of the ball of radius R, centered at the origin, for n 2R 1, with suitable constants C and > 0. We now have to work with the magnetic Sobolev spaces H 1 a and H 1 a instead of H 1 and H 1 , respectively, but it is easy to see that the \boosting argument" used in DH] in the proof of (23) for Schr odinger operators ? + V can be adapted to the magnetic case. In particular, if U R n is open, and H(U) denotes the operator H = H(ã; V ) acting in L 2 (U) with (homogeneous) Dirichlet boundary conditions, the above estimate and Lemma 2.1 show that eigenfunctions of H(B n ) that are associated with eigenvalues 2 a 0 ; b 0 ] are localized in a boundary region fn=2 < jxj < ng, up to exponentially small errors. We may thus obtain the \magnetic analogues" of two basic results from ADH] and H2] which are formulated below.
Fix functions l 0 with the properties supp l R n n B l=4 ; l j R n nB l=2 = 1; jD l j C l ?j j ; 8 ; 
supp + R R n n B R?R 1=2 ; supp ? R B R ; (25) jD R j C R ?j j=2 ; 8 :
(26) We may apply Theorem 2.5 with l >> R, and we shall obtain bounds for N(E;H l ) and for N(E;H l ? W) by using the cut-o functions R .
Due to (24) and (26) where ! 0 as C ! +1. If 2 2 + is small enough, the rst term in the RHS of (32) is zero because E is in a gap ofH l , due to Lemma 2.4. Thus, it su ces to estimate the second term, and one can easily deduce from Lemma 2.3 an upper bound via C 2 (C)R n?1 = o(R n ).
Thus, we may rewrite (31) 
One can compute the asymptotics of N(E 1 ; H(B R R 1=2)) and that of N(E; (1 1 )H(B R R 1=2 ) ? W) using the IMS-localization formula ( CFrKS]). On the region where j Wj is not too large, we use the crude estimates provided by Lemma 2.3 (and the corresponding terms can be included in the o-term of the asymptotics); the region where j Wj is large can be partitioned into subregions such that on each subregion, ja ? a(x j )j is small with respect to j Wj 1=2 (here x j is a point from the subregion). By making an appropriate gauge transformation, we may deal with a (relatively) small magnetic potential. This means that the proof of Lemma 2.3 and the classical Weyl formula for the Laplacian now give the principal term of the asymptotics (the same as in the Weyl formula) where W >> 1; where ? W >> 1, we see that the corresponding \local counting function" is zero. In the result, we obtain N(E 1 ; H(B R R 1=2 )) = O(R n );
N(E; ( 1 1 
Proof of Theorem 1.2
Set R = C 0 1=2 and argue as in the previous subsection. We obtain (31) with ! 0 as C 0 ! +1. Hence, if we x C 0 > 0 su ciently large, the rst term in the RHS in (32) will be zero and we will obtain (33). Once again we have (34) 
with c int (W + ) given by (7). (33), (34) and (36) give (6). For the sake of completeness, we recall why (35) and (36) are di erent. In both cases it can be shown that the principal term of the asymptotics is given by 3 Perturbations by Decaying Magnetic Potentials.
Rapidly Decreasing Magnetic Potentials
In this section, we start again from the assumption that V 2 L 1 (R n ) and that H = H(0; V ) has a gap in its (essential) spectrum. We x E in a gap, and consider H := H( ã; V ) with a magnetic potential a 2 C 1 (R n ; R n ) rapidly decaying at in nity. As before, our basic strategy is to consider an approximating problem on large balls, B l , and to compare the number of eigenvalues below E for the perturbed problem with the corresponding number for the unperturbed problem. We expect that there should be three regions which have to be treated in a di erent fashion:
(1) there is a region B R where the eld produced by ã eliminates all (or at least almost all) eigenvalues below E, by the Avron-Herbst-Simon bound for the quadratic forms;
(2) there is a \transition region" B R 0 nR where the eld drops in strength and is too weak to move the in mum of the spectrum above E. Under the assumption of exponential decay, however, this transition region will be small, and we can employ a trace estimate for the magnetic Schr odinger semi-groups; (3) nally, in the region between the radii R 0 and l, the perturbation ã will be so small that it can be neglected.
As it turns out, all this works if we link an exponential upper bound for a with a suitable lower bound for the strength of the eld B. The rates of decay of the vector potential and the eld are governed by a monotonic function q : 0; 1) ! R + such that q(r) ! +1 as r ! +1; (37) and , the inverse of q, enjoys the property
( 1 " )= ( ) = 1:
We assume that for any " > 0 there exist positive constants c " ; C " such that c " q(jxj) ?1?" b ij (x); 8 jxj C " ; (39) for at least one xed pair of indices i; j 2 f1;:::;ng, and kã(x) k C " q(jxj) ?1+" :
It is essential for our result to make sense that we require the lower bound of eqn. (39) for jxj > C only (instead of for all x 2 R n ). In a two-dimensional situation, any (non-trivial) exponentially decreasing vector potential gives rise to a eld with total magnetic ux zero and we see that the eld has to change sign somewhere.
Theorem 3.1 Let (36) ? ? ? (39) Then (37) - (40) hold with the indicated q and ( ) = (ln ) 1=s .
The setup for the proof of Theorem 3.1 is similar to the one for Theorem 1.1. For l 1, we de ne a function l and an operator l as in Section 2, and we introduce operators H ;l = H (B l ) + c l l l , where the constant c > 0 is the same as in Section 2.
Our proof of Theorem 3.1 is based on the following variant of Theorem 2.5 which can be proved by the same arguments as in ADH] and H2] since the magnetic potential decays at in nity. To estimate the functions in the RHS of (42), we x " > 0 and set R = R( ; ") = ( 1+" ). Outside a ball B 1+", a is small due to (40); therefore the same arguments as in Section 2 allow us to deduce an estimate jN(E;H l; )?N(E;H l;0 )j ?C ( 1+" ) n?1=2 +N(E ? ; H(B R ))?N(E + ; H (B R )); (43) where ! 0+ as ! +1. The asymptotics of N(E ? ; H(B R )) is evident: N(E ? ; H(B R )) jv n j (E; H(0; V ))R n ; as ! +1:
Suppose, we have proved that
Then we gather (42) - (45), take (38) into account and obtain (41). To prove (45), we use a partition of unity and the IMS-localization formula as we did in Section 2, with the supports U j of the functions involved being of diameter less than M 1 >> 1. Without loss of generality we may also assume that @U j has measure 0, for all j. Fix M > 1 and set (using the pair of indices i; j from condition (39)) I + = fj j b ij (x) M; 8 x 2 U j g; I ? = fj 6 2 I + j U j \ B R 6 = ;g:
It follows from (39) that X j2I? measU j C(volB R ? volB ( 1?" ) ); (46) where the constant is independent of M 1 and " > 0.
Set U j = int U j . We have
where ! 0 as M 1 ! +1. If j 2 I + and M is large enough, the rst eigenvalue of H (U j ) is greater than E + -see AHS]. Hence the rst group of summands is equal to zero and may be dropped. By Lemma 3.3, given below, there exists a constant C such that all the terms in the second sum admit a uniform bound N(2E; H (U j )) CvolU j :
Then, by gathering (46) - (48) and using (38), we obtain (45); this concludes the proof of Theorem 3.1.
The following Lemma uses trace class estimates of Si] to establish the estimate claimed in Eqn. (48). Note that the assumptions onã and V are far more general than our standard conditions. Lemma 3.3 Let R n be a bounded, open set such that @ has measure zero. Let a 2 C 1 (R n ; R n ), 0 V 2 L 1;loc (R n ) and let H (ã; V ) = (?ir ?ã(x)) 2 + V (x) and H = H (0; 0) denote Schr odinger operators in L 2 ( ) with Dirichlet boundary condition on @ .
Then for any 2 R there exists a constant C which is independent of such that N( ; H (a; V )) Cmeas :
Proof. For all t > 0 the semigroups obey the trace estimate ( Si] Remark. A careful inspection of the proof of Theorem 3.1 shows that it is enough to produce an estimate N(2E; H(U j )) C; with a constant C depending only on a bound for the diameter of the sets U j . The corresponding variant of Lemma 3.3 is then slightly simpler to prove since Tre Q can be easily estimated for a cube Q.
Remark. Finally, we wish to comment on why our method seems to require the strong assumptions made in Theorem 3.1.
The main problem stems from the incompatibility of gauge transformations with the very construction of our approximating problems involving the operatorsH R;l acting in the region where the eld is small. If we wish to go beyond the assumptions made in Theorem 3.1, we can no longer assume that the vector potential ã is small in the entire region B l n B R 0. It would seem natural to split this region into \cones" by suitable cut-o functions. Due to the non-local part l l l in the operatorH R;l even this splitting is problematic. Moreover, as increases, any attempt at changing to a di erent gauge on such a cone will lead to uncontrollable uctuations in the l l l -terms.
3.2 A separable example.
For Schr odinger operators of the type H = ? + V ? W; > 0 , where V is a (non-constant) periodic potential, and W a potential which decays at in nity, separation of variables seems to be impossible. There is, however, a related separable model involving purely magnetic Schr odinger operators: this model consists of a Schr odinger operator H 0 in R 2 with a constant magnetic eld, perturbed by a decreasing, radially symmetric magnetic eld. As is well known, the spectrum of H 0 is given by a discrete set of points (the Landau levels), each Landau level being an eigenvalue of in nite multiplicity. We may consider this as a case of band-gap structure, where the bands are degenerated into points.
Let us now x the notation. To de ne the operators H 0 and H , we use the radial gauge and let for (x; y) 2 R 2 a 0 (x; y) := (y; ?x);ã 1 (x; y) := (yf(r); ?xf(r))
andÃ (x; y) :=ã 0 (x; y) + ã 1 (x; y); where r = p x 2 + y 2 , and f 2 C 1 ( 0; 1)) satis es rf(r) ! 0; r ! 1: (49) We de ne the Schr odinger operators We begin with a few remarks.
(1) The magnetic eld associated with the perturbationã 1 is easily computed to be B 1 (r) = 2f(r) + rf 0 (r); and the total magnetic ux through the circle B(0; R), associated withã 1 , is 2 R 2 f(R). In particular, the ux through the plane R 2 will be zero if r 2 f(r) ! 0, as r ! 1.
(2) Obviously, (49) impliesã 1 (x; y) ! 0, as r ! 1; it is well-known that under this condition the resolvent di erence (H + i) ?1 ? (H 0 + i) ?1 is compact and thus ess (H ) = ess (H 0 ) 2 R: (50) Since ess (H 0 ) consists of isolated points, it is also clear that the continuous spectrum of H is empty. (As proved in Iw], (50) also holds if the magnetic eld decays at in nity.)
We will now try to determine whether eigenvalues of H move through the gaps of H 0 , as ! 1. As in CFrKS], we start from the observation that the angular momentum operator L z commutes with H , for all 2 R. The spectrum of L z is given by Z, and the m-th eigenspace is spanned by the funtions u(r)e im# , with u 2 L 2 (0; 1;rdr). Let r 2 + r 2 + 2r 2 f(r) + 2 r 2 f 2 (r) + 2m + 2m f(r): The operators h ;m andh ;m are unitarily equivalent. We recall thath ;m is essentially selfadjoint on C 1 0 (0; 1) for all 0 6 = m 2 Z; in the special case m = 0, we take the Friedrichs extension starting from the form domain C 1 0 (0; 1). It is evident thath ;m has compact resolvent for all 0 6 = m 2 Z and all 2 R. In the case m = 0 one can convince onself that h 0;0 has compact resolvent by various arguments. E.g., ifh 0;0 had some essential spectrum, then the operator ? + jxj 2 in L 2 (R 2 ), the harmonic oscillator in 2 dimensions, would have to possess some essential spectrum too, as may be seen by arguing backwards in our above decomposition of a spherically symmetric operator. 
provided f(r) > 0, for all r 2 (0; 1). Proof. We have to show that inff(h ;m ; ); 2 C 1 0 (0; 1);k k= 1g ! 1; ! 1:
We may henceforth restrict our attention to real-valued functions.
We rst consider the case m 6 = 0. Since k u 0 k 2 ? Z 1 0 1 4r 2 u 2 0 it is enough to look at the potential coming from the remaining terms. Here we rst note that m 2 r 2 + 2m f(r) + 2 r 2 f 2 (r) = m r + rf(r) 2 0;
and we are left withW ;m (r) := r 2 + 2r 2 f(r) + 2m: Clearly, for any " > 0, we havẽ W ;m (r) ! 1; uniformly on "; 1); as ! 1;
and (52) follows.
The case m = 0 is more delicate. If we make the assumption that (52) is not true for m = 0, then there exists a nite number c such thath k ;0 has an eigenvalue E k c, for a sequence of k ! 1. As before, we nd thatW k ;0 tends to in nity, uniformly on any xed interval "; 1). Hence the eigenfunctions k ofh k ;0 which are associated with the eigenvalues E k have the property that their part in ("; 1) tends to 0, as k ! 1. Hence the sequence ( k ) tends weakly to 0. At the same time (h 0;0 k ; k ) (h k ;0 k ; k ) c; implying that ess (h 0;0 ) 6 = ;; this, however, is incompatible with the fact thath 0;0 has compact resolvent.
In conclusion, we have proved the following properties of our example.
Theorem 3.5 Suppose f 2 C 1 ( 0; 1)) satis es f(r) > 0 on (0; 1), and rf(r) ! 0, as r ! 1. Let H be de ned as above. Then (i) ess (H ) = ess (H 0 ) (= the set of Landau levels for H 0 ), (ii) Each (non-trivial) spectral gap of H 0 is crossed by an in nite number of eigenvalues of H , as increases from 0 to 1.
Proof. In view of eqn. (50) we only have to say something about the second statement.
Each Landau level j being an eigenvalue of in nite multiplicity, it follows that there exists an in nite number of m 2 Z such that j is an eigenvalue ofh 0;m . By eqn. (51) however, all eigenvalues ofh ;m will eventually move out to in nity, as we let increase from 0 to 1.
Remark. We do not expect that the discrete eigenvalues of H are monotonically increasing with ; eventually, however, all of them move up towards +1.
