Abstract. In this paper, we prove a conjecture by T. Suzuki, which says if a smooth Fano manifold satisfies some positivity condition on its Chern character, then it can be covered by rational N -folds. We prove this conjecture by using purely combinatorial properties of Bernoulli numbers.
Introduction
For a Fano manifold X i.e., a smooth projective variety whose anti-canonical line bundle −K X is ample, the following result by S. Mori is well-known ( [Mo] ): every smooth Fano manifold X is covered by rational curves. Thus, if we take a general point x, we can consider families of rational curves on X through the point x. Among such families, one can consider minimal family H 1 , which parametrizes rational curves whose intersection with −K X is minimal, and we write X ⊢ H 1 . Since one can obtain some geometric properties of X from H 1 , many authors studied H 1 extensively ( [Ko] , [Ke] , [Dr] , and so on).
If H 1 is also a Fano manifold, one can consider minimal family H 2 of rational curves on H 1 through a general point. In [Su] , Suzuki defined higher order minimal families of rational curves as a chain X ⊢ H 1 ⊢ · · · ⊢ H N such that H i is Fano manifold for each 1 ≤ i ≤ N − 1 and H i ⊢ H i+1 . He also introduced two crucial invariants N X (resp. N X ) which are the minimum (resp. maximum) length N of higher order minimal families of rational curves X ⊢ H 1 ⊢ · · · ⊢ H N such that H N is not a Fano manifold. Suzuki studied these invariants and proved the following higher dimensional generalization of S. Mori's result in the case 2 ≤ N ≤ 100. Our main result is to prove this theorem for a general N (cf. [Su, Conjecture 4.9] ). following; [Su, Definition 2.12] ). From this expression, he showed that the positivity of b (i,j,k) (1 ≤ i < N , j = 1, 2, and 1 ≤ k ≤ i + j) implies Theorem 1.1 (cf. Theorem 2.5). Actually, he checked this positivity for 2 ≤ N ≤ 100 by a computer and deduced the above theorem for 2 ≤ N ≤ 100. We determine b (i,j,k) explicitly and prove its positivity for all N ≥ 2 as the following. Consequently, we have the above theorem. Theorem 1.2. (cf. Corollary 4.7 and Theorem 5.1) For i, j ≥ 1 and 1 ≤ k ≤ i + j, we have the explicit formula for b (i,j,k) as the following.
( In particular, for i ≥ 1, j = 1, 2 and 1
This paper is organized as follows. In Section 2, we explain some basic notions and review Suzuki's work. In Section 3, for later convenience, we extend the range of the definition of b (i,j,k) and define d (i,j,k) . In Section 4, we compute the generating function of d (i,j,k) and determine b (i,j,k) very explicitly. In Section 5, we prove b (i,1,k) > 0, b (i,2,k) > 0, and deduce Theorem1.1. Definition 2.1. We define RatCurves n (X, x) as the normalization of the scheme of all rational curves on X passing through x (see [Ko, I, II] ). An irreducible component H of RatCurves n (X, x), which parameterize rational curves whose intersection number with −K X minimal, is called a minimal family of rational curves through x. In this case, we write X ⊢ H, and H is known to be smooth and proper (cf. [Su] ).
If we write
If X ⊢ H 1 ⊢ · · · ⊢ H N is a chain of families, then we call this N its length.
Definition 2.2. Let X be a smooth algebraic variety. If X is Fano manifold, we define N X (resp. N X ) as the minimum (resp. maximum) length of families
For a projective manifold Z, we denote by N r (Z) (resp. N r (Z)) the group of cycles of dimension r (resp. codimension r) on Z modulo numerical equivalence.
Definition 2.3. For a projective manifold Z, we say that α ∈ N r (Z) R is nef if α · β ≥ 0 for every nonzero effective integral cycle β ∈ N r (Z) R .
To define b (i,j,k) , we recall the Bernoulli numbers.
Definition 2.4. (Bernoulli numbers)
We define the Bernoulli numbers {B n } n≥0 by the following generating function;
Theorem 2.5. (Conjecture 4.9 and Theorem 5.1 in [Su] ) If b (i,j,k) > 0 for i ≥ 1, j = 1, 2, and 1 ≤ k ≤ i + j, then Theorem 1.1 holds.
We will prove the positivity of b (i,j,k) for i ≥ 1, j = 1, 2, and 1 ≤ k ≤ i + j by a combinatorial method and deduce the main theorem.
In particular, Theorem 1.1 holds.
The extension of b (i,j,k)
For later convenience, in this section, we extend the definition of
Lemma 3.2. For our b (i,j,k) defined as above, we have
In particular, for i ≥ 1, j ≥ 1, and
Proof. We prove the former claim by the induction on i. When i = 1, the claim is clear. For i ≥ 2, by definition, we have
For the latter claim, we note b (i,0,k) doesn't affect on the recurrence relation for i ≥ 2. Thus, we only have to show if i ≥ 2, k ≤ i+j, and min{j,
by the former claim. This proves (**).
For the later convenience, we set
and we will mainly consider the generating function and explicit formula for d (i,j,k) in the subsequent sections. By definition, the following is clear. j,k) satisfies the following recurrence relation;
4. The generating function of d (i,j,k) In this section, we consider the generating function
Lemma 4.1.
As a consequence,
Then, we can compute D (1,k) (t) as the following;
On the other hand, for i ≥ 2, we note
Then, we can compute D (i,k) (t) as the following;
In addition, we use the recurrence relation above repeatedly; then D (i,k) (t) can be computed as follows.
These complete the proof.
For i > k, by using the lemma above and the fact t = log(1 − (1 − e t )), we have
is well-defined since 1 − e t doesn't have constant term). In this setting, as shown in the following general lemma, we can prove
c n s n be the generating function of sequence {c n } n≥0 .
For a finite sequence d 0 , d 1 , . . . , d ℓ−1 , we consider the following formal Laurent series
The followings are equivalent;
Proof. To find the negative leading term of F ℓ (t) (i.e., a 0 ( = 0) if F m (t) = a0 t m + a1 t m−1 + · · · for some m > 0, and 0 otherwise), we can compute:
Since we have
and 1 − e t = −t − 
.
Proof. The first claim follows from Lemma 4.1 if we take f and d r as the following;
For the second claim, we note
is the multinomial coefficient. This completes the proof. 
is defined by the following generating function (cf. [Kim] );
Using this corollary and Lemma 4.1, we can compute the explicit formula for d (i,j,k) as the following. To represent it explicitly, we recall that the Stirling numbers of the second kind j p (j ≥ 0, 0 ≤ p ≤ j) is defined by the following generating function;
(1) As noted in Lemma 4.1, for k ≥ i we have
Thus, we can compute the explicit formula for d (i,j,k) as the following
This completes the proof.
(2) For k < i, by Lemma 4.1 and Corollary 4.3, we have
Thus we obtain
Finally, by Corollary 4.3, we obtain the following; d (i,j,k) can be expressed by the higher order Bernoulli number B (i) n as the following (cf. [Kim] ).
where
n is defined by the following generating function.
From the above Proposition, we obtainan explicit formula for b (i,j,k) 
Corollary 4.7. (An explicit formula for b (i,j,k) ) For i, j ≥ 1 and 1 ≤ k ≤ i + j, we have an explicit formula for b (i,j,k) as the following;
(1) When i ≤ k ≤ i + j,
In the next section, we will prove the main theorem.
The proof of b
In this section, we complete the proof of the main result.
Theorem 5.1. When i ≥ 1, j = 1, 2, and 1 ≤ k ≤ i + j, we have
Proof. As in the last corollary, we divide the proof into two cases: (1) i ≤ k and (2) k < i.
By the above corollary, we know
Since 0 ≤ i + j − k ≤ j and j = 1 or 2, each of all ℓ 1 , . . . , ℓ i is 0, 1, or 2 in the sum part of the above equation. Now, by definition, we note B 0 = 1,
By definition, we note 
