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Resum
El Business Process Modeling s’ha convertit en una eina molt important per
controlar canvis estructurals o requisits de software en els u´ltims anys i te´
com a objectiu millorar l’efica`cia i l’eficie`ncia de les empreses analitzant i
millorant processos de negoci dins de l´ımits departamentals.
Per aconseguir models formals d’aquests processos s’apliquen temps i
recursos que es podrien estalviar aprofitant la gran quantitat d’informacio´
disponible en forma de textos informals.
En aquest treball s’intenta implementar i estudiar un me`tode de gen-
eracio´ automa`tica de models en format Business Process Model and Notation
(BPMN), una representacio´ gra`fica similar a un diagrama de flux utilitzada
per representar processos de negoci.
Aquests models es generen a partir de textos escrits en llenguatge infor-
mal, sobre els quals s’apliquen te`cniques de Natural Language Processing
(NLP), que permeten a l’ordinador comprendre els textos de manera au-
toma`tica i faciliten la informacio´ representada en el text de forma estruc-
turada.
Aprofitant la informacio´ obtinguda a trave´s de NLP, aquesta es comple-
menta amb la definicio´ d’unes regles sinta`ctiques mitjanc¸ant les quals esdeve´
possible la deteccio´ de patrons sinta`ctics rellevants en el text.
Finalment, emprant les eines i serveis oferts per la plataforma de serveis
web utilitzada i l’aplicacio´ desenvolupada que refina la informacio´, s’estudia
la precisio´ dels models generats.
Resumen
Business Process Modeling se ha convertido en una herramienta muy im-
portante para controlar cambios estructurales o requisitos de software en
los u´ltimos an˜os y tiene como objetivo mejorar la eficacia y la eficiencia de
las empresas analizando y mejorando procesos de negocio dentro de l´ımites
departamentales.
Pera conseguir modelos formales de estos procesos se aplican tiempo y
recursos que podr´ıan ahorrarse aprovechando la gran cantidad de informacio´n
disponible en forma de textos informales.
En este trabajo se intenta implementar y estudiar un me´todo de gen-
eracio´n automa´tica de modelos en formato Business Process Model and No-
tation (BPMN), una representacio´n gra´fica similar a un diagrama de flujo
utilizada para representar procesos de negocio.
Estos modelos se generan a partir de textos escritos en lenguaje informal,
sobre los que se aplican te´cnicas de Natural Language Processing (NLP), que
permiten al ordenador entender los textos de manera automa´tica i facilitan
la informacio´n representada en el texto de forma estructurada.
Aprovechando la informacio´n obtenida a trave´s de NLP, esta se com-
plementa con la definicio´n de unas reglas sinta´cticas mediante las cuales es
posible la deteccio´n de patrones sinta´cticos relevantes en el texto.
Finalmente, usando las herramientas y servicios ofrecidos por la plataforma
de servicios web utilizada y la aplicacio´n desarrollada que refina la infor-
macio´n, se estudia la precisio´n de los modelos generados.
Abstract
Business Process Modeling has become a tool of utmost importance for man-
aging structural changes or software requirements in the latest years. It’s
primary objective is to improve the performance and efficiency of companies
by analysing and improving business processes inside departmental limits.
In order to obtain formal models of these processes, companies employ
time and resources which could be reduced if the huge amount of information
available as informal texts were used.
This project tries to implement and study a method for automatically gen-
erating Business Process Model and Notation (BPMN) models, that graphi-
cally represents business processes in a similar way to a flowchart.
These models are generated from texts written in informal language, on
which Natural Language Processing(NLP) techniques are applied. NLP al-
lows a computer to automatically comprehend and understand texts and
provides the information the text represents in a structured way.
Taking advantage of the information obtained from NLP, this informa-
tion is complemented by defining syntactical rules which allow significant
syntactic pattern detection in texts.
Finally, employing the tools and services provided by the used web ser-
vices platform and the developed software which refines the information, a
study of the models precision is carried out.
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Cap´ıtol 1
Introduccio´
1.1 Motivacio´
La idea de realitzar aquest projecte va sorgir de la cerca d’un punt de con-
flue`ncia entre les especialitats dels directors que el supervisen. Per tant,
la rao´ principal per que` es va plantejar aquest projecte e´s que presenta la
necessitat d’aplicar coneixements relacionats amb Process Mining i Natural
Language Processing.
El Process Mining e´s una te`cnica que permet analitzar processos de negoci
a partir de logs d’esdeveniments, mentre que el Natural Language Processing
consisteix en un me`tode de traduccio´ entre el llenguatge huma` i el llenguatge
dels ordinadors.
Aix´ı doncs, mitjanc¸ant l’aplicacio´ dels coneixements sobre aquests camps
a la generacio´ de models Business Process Model and Notation que repre-
sentin gra`ficament els processos de negoci objecte d’ana`lisi i millora per part
de les empreses; la principal motivacio´ del projecte e´s poder aportar una
millora a les eines de modelatge actuals, reduir la ca`rrega de treball que
comporta crear un model i en definitiva aconseguir augmentar l’eficie`ncia de
les empreses.
1
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Com a motivacio´ personal, la rao´ per la qual vaig escollir aquest treball
d’entre les ofertes disponibles e´s que jo buscava un projecte que supose´s un
repte i aquest treball em va cridar l’atencio´, doncs aconseguir la generacio´
automa`tica de models a partir de textos prometia ser u´til, interessant i lluny
de tenir una solucio´ trivial.
Aquest projecte es basa en gran part en l’article “Process Model Genera-
tion from Natural Language Text” [1], ja que els objectius que s’hi defineixen
so´n forc¸a similars als que prete´n assolir aquest treball. No obstant aixo`, han
estat definides diverses variacions i extensions per tal d’estudiar la quali-
tat assolible en la generacio´ de models en funcio´ a les te`cniques emprades.
Destaquen l’u´s d’eines de processament de llenguatge natural, l’aplicacio´ de
regles sinta`ctiques per detectar patrons i la generacio´ d’un model abstracte
de proce´s propi.
1.2 Context
L’administracio´ de processos de negoci o Business Process Managment es pot
definir com: “un enfocament sistema`tic per a fer que el flux de treball d’una
organitzacio´ esdevingui me´s eficac¸, eficient i capac¸ d’adaptar-se a un entorn
en canvi constant. Un proce´s de negoci e´s una activitat o conjunt d’activitats
que aconseguiran un objectiu organitzacional espec´ıfic” 1.
Aquesta disciplina s’ha convertit en una eina molt important per contro-
lar canvis estructurals o requisits de software en els u´ltims anys i te´ com a
objectiu millorar l’efica`cia i l’eficie`ncia de les empreses analitzant i millorant
processos de negoci dins de l´ımits departamentals. Tot i les millores signi-
ficatives que es poden obtenir amb l’aplicacio´ del BPM, abans de poder dur a
terme una ana`lisi esdeve´ necessari cert nivell de comprensio´ del proce´s que es
vol examinar, aquest nivell de comprensio´ es pot assolir mitjanc¸ant la creacio´
d’un model que formalitzi el proce´s que es vol analitzar.
Tanmateix, a causa de la manca d’habilitat per generar models formals
per part de les entitats involucrades en el proce´s [2], sovint s’opta per la con-
1http://searchcio.techtarget.com/definition/business-process-management.
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tractacio´ d’experts en modelatge. Aixo` implica una necessitat d’intercanvi
d’informacio´ entre ambdues parts i, en consequ¨e`ncia el proce´s de creacio´ del
model acaba requerint un temps i costos tangibles a causa d’ambigu¨itats i
malentesos que solen sorgir entre les entitats implicades [3].
Davant d’aquesta situacio´ i com que sovint la informacio´ necessa`ria per
generar un model formal ja es troba en possessio´ de l’empresa en forma de tex-
tos informals, resulta natural estalviar-se la contractacio´ d’entitats externes
i utilitzar aquests textos per extreure informacio´ rellevant, comparar-la i
generar el model formal automa`ticament a partir del processament d’aquesta
informacio´.
La informacio´ a processar pero`, es troba en especificacions informals
del proce´s escrites en llenguatge natural. El proce´s d’aquesta informacio´
s’anomena processament de llenguatge natural o Natural Language Pro-
cessing (NLP) i es defineix com a “me`tode per traduir entre llenguatges
d’ordinador i llenguatges humans, aconseguint que un ordinador sigui capac¸
de llegir de manera entenedora una l´ınia de text sense cap mena de pista
o ca`lcul de manera automa`tica” 2. Aix´ı doncs, esdeve´ necessari l’u´s de
te`cniques de processament de llenguatge natural en el proce´s de generacio´
del model formal.
1.3 Formulacio´ del problema
Havent introdu¨ıt els conceptes pertinents, en aquesta seccio´ s’explica detal-
ladament en que` consisteix el problema a resoldre i s’exposen els objectius
principals del projecte.
En relacio´ al context del treball, aquest projecte se centra a buscar una
solucio´ al fet que les empreses necessitin reco´rrer a la contractacio´ de mod-
eladors experts. Dit d’altra forma, el problema plantejat consisteix a reduir
el temps i recursos que comporta la formalitzacio´ de processos de negoci per
part d’entitats externes a l’empresa.
2https://www.techopedia.com/definition/653/natural-language-processing-nlp.
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Per tal de solucionar el problema plantejat, s’han establert els segu¨ents 5
objectius:
1. Reduir el temps i recursos que requereix formalitzar un proce´s de ne-
goci desenvolupant una aplicacio´ capac¸ de, mitjanc¸ant el processament
de textos escrits en llenguatge natural, extreure informacio´ rellevant
sobre el proce´s de negoci que s’hi descriu i generar finalment de forma
automa`tica un model formal que representi de forma precisa aquest
proce´s en una notacio´ concreta (BPMN 2.0 3).
2. Implementar un llenguatge de programacio´ que permeti la definicio´
de regles amb les quals cercar patrons sinta`ctics a diferents nivells
d’abstraccio´ i que un cop aplicades configurin l’aplicacio´ i augmentin
la precisio´ dels models generats.
3. Millorar l’aplicacio´ per tal que sigui capac¸ de generar models BPMN
a partir de textos escrits en 3 llengu¨es diferents: Catala`, Castella` i
Angle`s.
4. Desenvolupar una pa`gina web, per tal d’oferir una interf´ıcie amb la que
l’usuari pugui interactuar amb l’aplicacio´ i observar els models generats.
5. Desenvolupar una aplicacio´ mo`bil amb reconeixement de veu per tal
d’oferir l’aplicacio´ en un format me´s portable i co`mode per als usuaris.
Cal destacar que els objectius 1 i 2 s’han definit com a objectius principals
per la seva relleva`ncia, mentre que els objectius 3,4 i 5 s’han considerat com
a opcionals.
1.4 Actors implicats
Seguidament es descriuen les diferents entitats implicades en el desenvolupa-
ment del projecte:
3http://www.bpmn.org
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1.4.1 Desenvolupador del projecte
L’encarregat de dur a terme les tasques de desenvolupament de codi, redaccio´
de documentacio´, planificacio´ de projecte i cerca d’informacio´. En aquest cas
totes les anteriors responsabilitats recauen sobre una u´nica entitat: l’autor
del projecte.
1.4.2 Directors del projecte
Els directors del projecte so´n en Llu´ıs Padro´ Cirera, expert en processament
de llenguatge natural, i en Josep Carmona Vargas, expert en mineria de
processos. El seu paper consisteix a garantir que el projecte segueixi la plan-
ificacio´ estipulada i que s’assoleixin els objectius fixats del projecte. A causa
dels coneixements que posseeixen sobre els camps relacionats amb el projecte
una de les seves funcions consisteix a guiar i ajudar al desenvolupador durant
el transcurs del treball.
1.4.3 Usuaris
Qualsevol persona que es benefici¨ı directament de les funcionalitats del pro-
grama desenvolupat, e´s a dir, que vulgui obtenir un model BPMN a partir
d’un text en llenguatge natural. Probablement un cop finalitzat, el programa
sigui utilitzat com a servei en una plataforma de serveis web, permetent a
qualsevol entitat amb acce´s a la pa`gina poder fer-ne u´s.
1.5 Estat de l’art
No existeixen gaires treballs d’investigacio´ que tractin expressament el prob-
lema de generar models BPMN a partir del processament de llenguatge nat-
ural, de fet despre´s d’una cerca extensiva sobre el tema nome´s ha sigut pos-
sible trobar un projecte amb entitat suficient per ser considerat un treball
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d’investigacio´.
El treball en qu¨estio´ te´ per t´ıtol “Process Model Generation from Natural
Language Text” [1] i de fet, aquest projecte pren com a font d’inspiracio´ i punt
de partida diverses idees exposades en el document citat, aplicant variacions
en les te`cniques, eines i metodologies emprades.
Aix´ı doncs, l’objectiu principal del document esmentat e´s el mateix que
el d’aquest projecte: generar models BPMN a partir de textos escrits en
llenguatge natural. A partir d’una ana`lisi sinta`ctica i sema`ntica dels textos
aix´ı com una resolucio´ d’ana`fores, s’extreu un model conceptual anomenat
World Model en que` es troben definides totes les accions del proce´s descrit i
seguidament aquest model conceptual es tradueix a BPMN.
L’estudi revela uns resultats notables, ja que donat un set de 47 parelles
[text, model validat] van ser capac¸os de generar correctament una mitjana
de 77% dels models correctament.
Tot i tractar-se de resultats positius, un 77% de precisio´ encara dista
de l’ideal 100%. Oferint encara la possibilitat de millora d’un 23% es pot
observar que val la pena estudiar variacions de l’enfocament aplicat en el tre-
ball citat per intentar augmentar la qualitat dels resultats i consequ¨entment
reduir encara me´s el temps i recursos que les empreses dediquen a generar
models BPMN.
1.5.1 Altres investigacions en relacio´ a BPMN i NLP
Per altra banda pero`, existeixen diversos projectes d’intere`s que prenen mod-
els BPMN o NLP com a objecte d’estudi i que consequ¨entment val la pena
exposar en aquesta seccio´.
Un primer treball d’especial intere`s e´s aquell que busca resoldre el prob-
lema contrari al que es vol solucionar en aquest projecte, e´s a dir la generacio´
automa`tica de textos en llenguatge natural a partir de models BPMN. Aquest
treball, titulat “Generating Natural Language Texts from Business Process
Models” [4] defensa que la generacio´ de textos en llenguatge natural a partir
de models BPMN e´s u´til no u´nicament quan es vol obtenir un text corre-
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sponent al model, sino´ que tambe´ pot utilitzar-se per validar processos de
negoci.
De manera similar a aquest projecte, en cas de no utilitzar-se la gen-
eracio´ automa`tica seria necessa`ria la comunicacio´ entre experts i els actors
del proce´s, i per tant sorgirien malentesos i contratemps entre les dues en-
titats implicades. Despre´s d’utilitzar una te`cnica concreta discutida en el
document citat, quan es generen textos es procedeix a avaluar el grau de
fiabilitat d’aquests amb un dataset de 53 models BPMN.
El segu¨ent treball d’intere`s tracta la manca de suport a l’hora de mantenir
un nivell consistent de granularitat per a les persones que es dediquen a crear
models o modeladors. Per tal d’abordar aquest problema es proposa l’u´s del
processament de llenguatge natural per generar unes me`triques que indiquin
la granularitat de models de processos, d’aqu´ı prove´ el t´ıtol del treball: “To-
wards Measuring Process Model Granularity via Natural Language Analysis”
[5]. Les me`triques generades s’avaluen a partir de dues col·leccions de models
de proce´s organitzades jera`rquicament i, mitjanc¸ant tests estad´ıstics l’estudi
revela que aquestes me`triques posseeixen un poder expressiu considerable.
Un altre treball a tenir present e´s el document que porta per t´ıtol “De-
tecting Inconsistencies Between Process Models and Textual Descriptions”
[6]. L’estudi dut a terme en aquest treball parteix de la base que no e´s
inusual trobar descripcions d’un mateix proce´s tant en forma de model com
en forma textual i que en ser utilitzades per diferents persones el risc que les
descripcions es desaline¨ın e´s elevat. Amb la finalitat de resoldre de manera efi-
cient aquesta situacio´, es proposa l’enfocament d’identificar automa`ticament
inconsiste`ncies entre un model i una descripcio´ textual corresponent. Per
aconseguir-ho s’utilitza el processament de llenguatge per detectar activitats
no mencionades en el text o una difere`ncia d’ordre en les activitats. A partir
d’una avaluacio´ amb un dataset de 46 parells de text-model l’estudi conclou
que amb el me`tode proposat s’aconsegueix millorar la rapidesa i l’eficie`ncia
a l’hora de detectar inconsiste`ncies.
Finalment, l’u´ltim treball presentat en aquesta seccio´ es titula “Support-
ing Process Model Validation through Natural Language Generation” [7].
En aquest treball es pren com a objectiu la generacio´ de textos en llen-
guatge natural per tal d’utilitzar els textos generals per validar els models
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corresponents. Per tal de generar aquests textos s’usen te`cniques com ara la
verbalitzacio´, en combinacio´ amb les te`cniques proposades per l’estudi.
L’avaluacio´ d’aquests textos generats es duu a terme mitjanc¸ant una com-
paracio´ amb textos escrits manualment, i segons les conclusions de l’estudi,
els textos generats so´n entenedors i permeten al lector inferir les sema`ntiques
del proce´s en qu¨estio´.
1.6 Estructura de la memo`ria
La resta de la memo`ria esta` estructurada en els segu¨ents cap´ıtols:
1. Exemple: Presenta un exemple pra`ctic de generacio´ d’un model a partir
d’un text donat i s’aporten explicacions detallades del resultat.
2. Gestio´ del projecte: Explica el treball previ al desenvolupament del
projecte, tal com la planificacio´ temporal, l’estimacio´ de costos i un
estudi de sostenibilitat d’aquest.
3. Justificacio´ d’adequacio´ a l’especialitat de Computacio´: Explica perque`
aquest projecte pertany a l’especialitat de computacio´ mitjanc¸ant la
justificacio´ de les compete`ncies i la profunditat en que` es treballen.
4. Base teo`rica: Abarca tots els conceptes teo`rics necessaris per fer possi-
ble el desenvolupament del projecte, relacionats amb processament de
llenguatge natural i els models BPMN.
5. Desenvolupament del projecte: Explica els obstacles que s’han trobat,
com s’han resolt i les decisions que s’han pres al llarg del desenvolupa-
ment del projecte.
6. Resultats : Presenta les puntuacions de semblanc¸a resultants obtin-
gudes en aplicar l’algoritme de comparacio´ a cada model generat amb
la solucio´ corresponent, aix´ı com una comparacio´ entre els resultats
obtinguts i els resultats del treball “Process Model Generation from
Natural Language Text” [1].
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7. Conclusions : Exposa les conclusions que s’han extret del projecte, els
objectius assolits i com es podria ampliar el treball realitzat.
Cap´ıtol 2
Exemple
Seguidament es presenta un exemple en que` es mostra clarament que` e´s capac¸
de fer l’aplicacio´ desenvolupada per tal de generar un model BPMN compe-
tent a trave´s d’un text que descrigui un proce´s de negoci. Es proporcionen
explicacions detallades sobre les diferents funcionalitats rellevants, aix´ı com
la qualitat obtinguda i assolible del model generat.
En primer lloc, e´s necessari definir el text a utilitzar com a input de
l’aplicacio´ i sobre el qual aplicar les te`cniques de NLP. El text proposat e´s el
segu¨ent:
“The process starts when the client sends the petition, to the company.
Then, the company processes the petition. When processed, the company
estimates the project costs. Finally, the company accepts the request or it is
rejected. Then, a report is sent to the client, who checks the content.”
Un cop s’ha definit el text d’exemple aquest e´s processat i analitzat per
l’aplicacio´ principal, que despre´s d’abstreure un model de la informacio´ anal-
itzada genera el model BPMN visible a la figura 2.1.
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Exemple 12
A primer cop d’ull, podem afirmar que l’aplicacio´ ha sigut capac¸ de de-
tectar la prese`ncia de dos actors en el proce´s: el “client” i la “company”.
Aquests actors es representen mitjanc¸ant l’element BPMN anomenat Pool.
A part de la deteccio´ dels actors presents en el proce´s, es pot veure que
l’aplicacio´ ha detectat les interaccions/comunicacions entre actors. En aquest
cas, hi ha 2 interaccions presents en el model i so´n representades per Message
Flows que connecten una tasca “send” amb una tasca “receive”.
Finalment, cal notar que les regles sinta`ctiques han perme`s generar cor-
rectament la Exclusive Gateway (XOR) de dues branques, situada a la pool
“company”.
Tot i la quantitat notable d’elements que s’han generat correctament, el
model generat presenta alguns errors.
L’aplicacio´ hauria d’haver proporcionat el recurs “petition” que el “client”
envia a “company” i n’hauria de quedar consta`ncia a les tasques “send” i
“receive”. La causa d’aixo` pot trobar-se en un error dels parsers empleats en
el processament del llenguatge natural, com ara referenciar com a recurs el
frame impl´ıcit de demanar “petition” en comptes de l’entitat “petition”.
De manera similar a les tasques “process”, “estimate” i “accept” no s’han
detectat els recursos “petition”, “project costs” i “request” respectivament
per la mateixa rao´. Idealment “petition” i “request” haurien de detectar-se
com a un u´nic recurs.
La tasca “process company” prove´ de la tercera frase del text, concreta-
ment de la part inicial “When processed, ...”. L’aplicacio´ detecta l’accio´ de
processar i per tant s’inclou en el model tot i ser una refere`ncia a una accio´
anterior. Addicionalment s’indica que el recurs processat e´s “company” a
causa d’un error en la corefere`ncia que hauria de referenciar a “petition”
i no a l’actor de l’accio´. Una possible solucio´ podria ser definir una regla
sinta`ctica que ignore´s els verbs situats abans de la coma.
En la figura 2.2 es pot observar un model o`ptim modelat manualment
que representa el proce´s descrit en el text d’exemple.
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En aquest exemple s’ha vist que poden succeir equivocacions per part dels
parsers en les corefere`ncies i en la seleccio´ correcta d’actors d’una accio´/frame.
De fet, hi ha casos en que` no es detecten correctament els actors que inter-
venen en un frame d’interaccio´ (enviar, informar, reportar...) i per tant no
es genera cap Message Flow.
Aix´ı doncs, tot i que normalment l’aplicacio´ e´s capac¸ de generar models
propers al model o`ptim s’ha de tenir en compte que aquesta depe`n dels
parsers emprats per analitzar els textos i que no so´n perfectes.
Cap´ıtol 3
Gestio´ del projecte
3.1 Abast del projecte
Donat que el per´ıode de desenvolupament d’aquest projecte en principi esta`
pensat per tenir una durada d’aproximadament 4 mesos, e´s necessari tenir en
compte que no s’aspira a un projecte cient´ıfic pro`piament dit ni a una con-
tribucio´ teo`rica a la literatura del problema. El que es prete´n e´s desenvolupar
una aplicacio´ competent i eficient que resolgui el problema proposat. Per tal
d’assolir aquestes caracter´ıstiques e´s necessari un estudi de la literatura del
problema i l’u´s d’una eina de processament de llenguatge natural.
S’ha de tenir present que l’abast del projecte e´s aquell d’un treball re-
alitzat per un estudiant de grau i que el nivell de profunditat i complexitat
pot variar en funcio´ de l’evolucio´ seguida pel projecte respecte al calendari
estipulat, sempre dins del marc d’un treball de final de grau.
El desenvolupament de l’aplicacio´ consisteix en la implementacio´ de les
diferents funcionalitats relacionades amb els objectius del projecte. En un
primer lloc es desenvolupara la funcionalitat de generacio´ dels models BPMN
a trave´s de NLP, seguida per la implementacio´ d’un llenguatge de progra-
macio´ que permeti establir regles que configurin l’aplicacio´ i augmentin la
15
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precisio´ dels models generats. Addicionalment, es planteja implementar al-
guna de les funcionalitats addicionals d’oferir l’aplicacio´ com a servei web,
aplicacio´ mo`bil i aconseguir que aquesta generi models a partir de textos en
catala`, castella` i angle`s.
Concretament els models seran generats en l’especificacio´ BPMN 2.0, ja
que e´s la me´s recent i e´s la que compta amb me´s suport actualment.
La rao´ per la qual s’ha escollit BPMN d’entre altres opcions e´s la quan-
titat de recursos disponibles per generar automa`ticament models a trave´s de
llenguatges de programacio´, aix´ı com l’avantatge que suposa en ser intu¨ıtiva
pels usuaris i alhora capac¸ de representar sema`ntiques complexes de proces-
sos.
Un cop implementades les funcionalitats, el segu¨ent pas consisteix a aval-
uar la qualitat de l’aplicacio´ desenvolupada mitjanc¸ant un estudi de la pre-
cisio´ presentada pels diversos models generats dins del dataset del que es
disposa.
Si no suposa un allargament de la programacio´ temporal i es considera
factible, es procedira` al desenvolupament de noves funcionalitats addicionals
o a la refinacio´ de les te`cniques utilitzades en la funcionalitat principal.
En el cas que el ritme del projecte no es vegi afectat o avanci me´s de
pressa del previst s’explorara` la possibilitat d’implementar la totalitat de les
funcionalitats addicionals, des d’oferir la generacio´ de models com a servei
en una pa`gina web o fins i tot en una aplicacio´ mo`bil.
3.2 Riscos i obstacles
E´s important tenir present que durant el transcurs del projecte e´s altament
probable que sorgeixin diversos obstacles o contratemps que causin un de-
sajust entre el ritme de desenvolupament real i el calendari establert inicial-
ment.
El principal obstacle que pot presentar-se so´n els errors de codi, ja siguin
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originats pel codi desenvolupat per l’alumne o errors originats per eines ex-
ternes com les llibreries o programes utilitzats. Per tal de reduir el nombre
d’errors es fara` u´s de testing cada vegada que es modifiqui el codi i es desen-
volupi nova versio´.
Un altre possible obstacle que es pot presentar a causa del temps limitat
de que` es disposa per acabar el projecte e´s el sorgiment de dificultats a l’hora
de cenyir-se al calendari proposat inicialment i s’endarrereixi el ritme de
treball esperat. Contra`riament pero`, tambe´ existeix la possibilitat d’haver
realitzat un calendari pessimista i avanc¸ar-se a la programacio´ esperada.
3.3 Programa Inicial
El desenvolupament del projecte esta` estructurat en les segu¨ents 5 etapes
principals:
• Familiaritzacio´ amb conceptes del projecte
• Planificacio´ del projecte
• Desenvolupament de l’aplicacio´ principal
• Desenvolupament de funcionalitats addicionals (opcional)
• Revisio´ de la memo`ria
En les properes seccions s’explica detalladament en que` consisteix cada etapa
i quines mesures es prenen per assegurar la seva finalitzacio´ en els 3 mesos i
mig estipulats.
3.3.1 Familiaritzacio´ amb conceptes del projecte
Abans de procedir al desenvolupament de l’aplicacio´ es requereix cert coneix-
ement sobre te`cniques de NLP i models BPMN. Per tal d’assolir aquest nivell
Gestio´ del projecte 18
de coneixement esdeve´ necessari fer una cerca en profunditat i raonar quin
enfocament a seguir e´s el me´s adequat.
Aquesta etapa no te´ depende`ncies amb la tasca de planificacio´ del pro-
jecte, pel que es poden sobreposar sense cap problema. Les hores assignades
a aquesta etapa haurien de ser suficients per cobrir qualsevol contratemps,
pero` com a mesura de prevencio´ es deixen aproximadament dues setmanes
de marge entre la finalitzacio´ d’aquesta etapa i l’etapa de desenvolupament
de l’aplicacio´ principal.
3.3.2 Planificacio´ del projecte
La planificacio´ del projecte esta` compresa del temari que engloba el mo`dul
GEP. Les diferents parts o tasques que formen la fita inicial so´n les segu¨ents:
1. Abast del projecte i contextualitzacio´ (Estat de l’art inclo`s)
2. Planificacio´ temporal
3. Gestio´ econo`mica i sostenibilitat
4. Presentacio´ preliminar
5. Plec de condicions (Bloc d’especialitat: Computacio´)
6. Presentacio´ oral i document final.
Cada tasca compta amb un corresponent lliurament i entre totes suposen
una duracio´ d’un mes aproximadament. Com que la planificacio´ del projecte
no te´ cap depende`ncia amb les altres etapes i els lliuraments estan fixats no
e´s necessari prendre mesures per prevenir contratemps durant aquesta etapa.
3.3.3 Desenvolupament de l’aplicacio´ principal
Aquesta etapa consisteix al desenvolupament de l’aplicacio´ encarregada de
generar models BPMN a partir de NLP. De totes les etapes e´s la me´s extensa
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amb una durada d’aproximadament 40 dies i esta` formada per 4 tasques
principals diferents:
1. Traduccio´ de Text a World Model
2. Traduccio´ de World Model a BPMN Model
3. Implementacio´ Llenguatge de programacio´ auxiliar
4. Validacio´ dels resultats
En primer lloc s’ha de convertir la informacio´ del text a un model ab-
stracte anomenat World Model que representi el proce´s. Per tal d’extreure
informacio´ del text es fa u´s de TextServer, i la informacio´ obtinguda de
l’ana`lisi s’analitza gramaticalment i s’adapta al World Model. Aquest model
esta` format per Actions que tenen un o me´s Actors, un Resource i que estan
relacionades entre elles per Flows sequ¨encials.
Un cop aconseguida una representacio´ valida de World Model es voldra`
generar un model BPMN, per tal d’aconseguir-ho es fara` u´s de les llibreries
per adaptar la informacio´ del World Model i traduir cada un dels seus ele-
ments al corresponent element BPMN.
Obtingut ja un prototip funcional s’ha d’oferir algun me`tode per re-
cone`ixer accions no sequ¨encials, per assolir tal objectiu es prete´n desenvolu-
par un llenguatge de programacio´ per definir regles sobre la informacio´ pro-
porcionada per TextServer. La definicio´ d’aquestes regles comporta un cert
temps d’estudi per obtenir els millors resultats possibles.
Finalment, es procedira` a l’avaluacio´ i estudi dels models generats per
l’aplicacio´. L’avaluacio´ es realitzara` a partir d’un test dataset de parells
[model, text] i l’estudi es fara` amb altres datasets.
Abans s’ha indicat que la durada d’aquesta etapa so´n 40 dies pero` es pot
observar que al diagrama de Gantt hi han assignats 50 dies al seu desenvolu-
pament. Aixo` e´s degut al fet que s’han tingut en compte 10 dies addicionals
per precaucio´. Pot semblar molt de temps, pero` cal recordar que e´s la part
me´s extensa de codi i on me´s llibreries externes s’utilitzen oferint un risc molt
me´s elevat que la resta d’etapes.
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3.3.4 Desenvolupament de funcionalitats addicionals
Aquesta etapa consisteix a desenvolupar les segu¨ents funcionalitats:
• Web com a servei
• App com a servei
• Diferents idiomes
E´s possible que a causa d’imprevistos esdevingui impossible el desen-
volupament d’alguna d’aquestes funcionalitats. Des d’un inici no es prete´n
desenvolupar les tres opcions i nome´s es proposen com a obligato`ries dues de
les funcionalitats: la d’oferir com a servei el software en una pa`gina web i la
d’oferir el software en diferents idiomes: catala`, castella` i angle`s.
3.3.5 Revisio´ de memo`ria
Tot i que part de la redaccio´ de la memo`ria es fara` paral·lelament a la
resta d’etapes, un cop aquestes hagin finalitzat sera` necessa`ria una revisio´ i
s’hauran de reescriure algunes parts per garantir la cohere`ncia en el text. Les
hores assignades a aquesta etapa so´n suficients per a cobrir els imprevistos
que puguin sorgir i com que no te´ cap mena de depende`ncia entre tasques es
pot anar revisant el text a mesura que avanc¸a el projecte.
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3.3.6 Duracio´ de les etapes
Etapa Hores Hores
Reals Assignades
Familiaritzacio´ amb conceptes del projecte 40 50
Planificacio´ del projecte 80 150
Desenvolupament de l’aplicacio´ principal 150 240
Desenvolupament de funcionalitats addicionals 70 80
Revisio´ de la memo`ria 80 100
Total 420 620
3.3.7 Valoracio´ de les alternatives
En l’apartat de descripcio´ de les etapes s’han exposat les diferents alternatives
que se seguiran en cas que succe´ıs algun contratemps. Segons la planificacio´
establerta el projecte finalitzara` a finals de desembre, pero` la data l´ımit
d’entrega de la memo`ria e´s entre el 18-22 de gener. Aquest per´ıode de temps
addicional evitara` que no es pugui fer l’entrega a temps en cas de retard en
el projecte, garantint aix´ı la finalitzacio´ del projecte a temps.
3.3.8 Recursos
Els recursos necessaris per poder-se dur a terme el projecte es poden dividir
en humans i materials. Els diferents recursos humans estan relacionats amb
les tasques del diagrama de Gantt i so´n els segu¨ents:
• Cap de projecte
• Programador
• Analista
• Beta tester
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Els recursos materials necessaris que s’utilitzen en el projecte so´n els
segu¨ents:
• TextServer: una plataforma de serveis web que ofereix acce´s a eines
de processament de llenguatge natural.
• Llibreria Camunda 1: una llibreria que permet generar models BPMN
mitjanc¸ant un llenguatge de programacio´.
• Llibreria Activiti 2: una llibreria que permet, donat un model BPMN
reposicionar-ne els elements i presentar un layout ordenat.
• intellijIDEa: un IDE per programar de forma eficient en java.
• Dataset: un conjunt de dades per poder validar la qualitat dels models
generats
• Software visualitzacio´: un software capac¸ de visualitzar models BPMN.
• Antlr 3: una eina de generacio´ de parsers a partir de grama`tiques.
1https://camunda.org
2http://activiti.org
3http://www.antlr.org/
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3.4 Identificacio´ i estimacio´ de costos inicial
Per poder estimar el pressupost total del projecte e´s necessari trobar i fer un
ca`lcul aproximat dels costos que aquest comporta.
Per tal d’identificar aquests costos s’utilitza com a base la planificacio´
temporal, el diagrama de Gantt, els possibles costos derivats d’imprevistos i
els costos generats pels recursos empleats.
En les segu¨ents subseccions es presenten en forma de taules els costos
identificats, amb les respectives estimacions en funcio´ de les hores assignades
per la planificacio´.
3.4.1 Costos de recursos
Els costos de recursos poden ser generats per recursos humans o materials.
Recursos humans
Cada rol desenvolupat durant les diferents tasques del projecte comporta el
pagament d’un sou (¤/hora).
Recurs Sou Temps estimat Cost estimat
Cap de projecte 45 ¤/h 242.67 h 10.920,00 ¤
Programador 30 ¤/h 280 h 8.400,00 ¤
Analista 25 ¤/h 77.33 h 1.933,40 ¤
Beta tester 20 ¤/h 20 h 400,00 ¤
Total - 620 h 21653.40 ¤
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Recursos materials
Els recursos materials utilitzats poden dividir-se en dues classes: hardware i
software.
Hardware Per tal de calcular el cost amortitzat s’ha tingut en compte
que les hores u´tils so´n 4 hores els 365 dies d’un any. Sabent aixo`, el cost
amortitzat es calcula a partir de la segu¨ent formula: preu * hores u´tils /
hores totals.
Recurs Preu Vida u´til Cost amortitzat
Ordinador porta`til 800,00 ¤ 5 anys 133,33 ¤
Total 800,00 ¤ 5 anys 133,33 ¤
Software Cap del software usat requereix una llice`ncia amb caducitat, pel
que no hi haura` cap cost d’amortitzacio´.
Recurs Preu Vida u´til Cost Amortitzat
intelliJ IDEA 0,00 ¤ - 0,00 ¤
Software camunda 0,00 ¤ - 0,00 ¤
Software activiti 0,00 ¤ - 0,00 ¤
Ubuntu 14.04 LTS 0,00 ¤ - 0,00 ¤
Bitbucket 0,00 - 0,00 ¤
Trello 0,00 ¤ - 0,00 ¤
Total 0,00 ¤ - 0,00 ¤
3.4.2 Costos indirectes
A part dels costos directes, l’u´s dels recursos poden comportar uns costos
indirectes que tambe´ s’han de tenir en compte.
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Nom Preu Unitat Temps Cost
Electricitat 0.144 ¤/kwh 0.65 kwh 520 hores 48,60 ¤
Internet 25 ¤/mes 1 4 mesos 100,00 ¤
Lloguer 300 ¤/mes 1 4 mesos 1.200,00 ¤
Total - - - 1.348,60 ¤
3.4.3 Cost total del projecte
El cost total del projecte e´s el segu¨ent:
Nom Cost Valor Cost
Recursos humans 21.653,40 ¤
Recursos materials hardware 133,33 ¤
Recursos materials software 0,00 ¤
Costos indirectes 1.348,60 ¤
Cost total 23.135,33 ¤
El pressupost del projecte e´s, com era d’esperar, viable i competitiu.
Addicionalment s’ha de tenir en compte que el pressupost no s’ha calculat
segons les hores reals estimades que comporten les tasques a desenvolupar,
sino´ que s’ha calculat segons les hores assignades a la planificacio´ temporal.
En consequ¨e`ncia s’inclouen les hores extres que asseguraven la finalitzacio´ del
treball, essent el pressupost ideal considerablement menor a l’exposat amb
una difere`ncia d’un mı´nim de 4000 ¤.
3.4.4 Costos de les etapes
El pressupost associat a cada etapa del projecte, tal com es pot observar en
el diagrama de Gantt de la planificacio´ temporal, e´s el segu¨ent:
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Etapa Cost
Familiaritzacio´ amb conceptes del projecte 2.456,39 ¤
Planificacio´ del projecte 6.656,39 ¤
Desenvolupament de l’aplicacio´ principal 7.196,39 ¤
Desenvolupament de funcionalitats addicionals 2.696,39 ¤
Revisio´ de la memo`ria 4.129,79 ¤
Total 23.135,33 ¤
3.4.5 Control de desviacions
El cost de les desviacions que puguin esdevenir-se no es pot saber actual-
ment, pero` en el material de GEP queda consta`ncia del mecanisme de ca`lcul
d’aquestes desviacions. Siguin HE les hores o dies d’amortitzacio´ estimats,
CE el cost estimat, HR les hores o dies d’amortitzacio´ reals i CR el cost real.
Les diferents desviacions es calculen de la segu¨ent manera:
Desviacio´ en preu (DP): (CE - CR) * HR Desviacio´ en consum (DC):
(HE - HR) * CE Desviacio´ total: DP + DC
Per tal de controlar el pressupost durant el projecte s’aniran aplicant
aquestes fo´rmules a cada etapa i en cas que s’observi que s’excedira` el pres-
supost estipulat es procedira` a un replantejament de les pro`ximes etapes per
tal de reduir la desviacio´ d’aquestes.
3.5 Metodologia i rigor
Per tal de poder mantenir un seguiment del treball i poder atenir-se a la
planificacio´ temporal proposada es fara` u´s de les reunions de seguiment amb
els directors, establertes cada 7 dies. En cada reunio´ es discutira` l’estat del
projecte i es definiran els objectius a assolir per la segu¨ent setmana, resultant
en “sprints” de 7 dies.
Per altra banda, per garantir que el software a desenvolupar sigui ro-
bust es prete´n seguir un me`tode de treball a partir de tests i mantenir una
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versio´ funcional del software al final de cada sprint. Aixo` implica iniciar el
desenvolupament de cada funcionalitat amb la creacio´ de tests, seguir amb
la implementacio´ del codi i finalment refactoritzar la implementacio´ resul-
tant. Addicionalment, de forma paral·lela al desenvolupament del codi, es
redactara` la documentacio´ corresponent per a facilitar-ne la llegibilitat.
Aix´ı doncs, encara que el desenvolupament sigui dut a terme per un sol
individu i no es duguin a terme reunions dia`ries o “daily”, es pot concloure
que les metodologies utilitzades durant el transcurs del projecte so´n una
variant de la metodologia Scrum i desenvolupament a partir de tests.
En relacio´ a les metodologies mencionades, les eines utilitzades per poder
aplicar-les exitosament i garantir un seguiment constant de l’estat del pro-
jecte so´n les segu¨ents:
• Control de versions (Git)
• Tauler Scrum (Trello)
• Revisions de codi
• Reunions setmanals
Pel que fa el me`tode de validacio´ es poden discernir dues parts a compro-
var.
En primer lloc la llibreria que s’usa per generar el model BPMN disposa
d’un me`tode encarregat de validar la correctesa del format del model i en el
cas que es detecte´s un error de format es notificaria proporcionant informacio´
detallada.
Finalment, respecte a la validesa conceptual dels models generats, es dis-
posa d’un dataset amb insta`ncies compostes per un text que descriu un proce´s
i un model BPMN creat per una persona corresponent al proce´s mencionat.
Actualment e´s molt complicat valorar la similitud entre models: dues ac-
cions equivalents poden ser anomenades de forma similar pero` no igual (ex:
comenc¸ar i iniciar) o en alguns casos una accio´ pot ser equivalent a dues ac-
cions relacionades (ex: enviar, enviar i rebre). A causa d’aquesta complicacio´
e´s necessari que la valoracio´ del grau de similitud entre cada model generat
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per l’aplicacio´ i el corresponent model pertanyent al data set sigui duta a
terme aplicant el criteri d’una persona capacitada.
3.6 Sostenibilitat i compromı´s social
3.6.1 Sostenibilitat econo`mica
Els costos dels recursos del projecte so´n els estrictament necessaris. Es con-
tracten els recursos humans necessaris per desenvolupar cada una de les
tasques del projecte, el software utilitzat e´s programari lliure gratu¨ıt i el
hardware e´s un u´nic ordinador amb que` es desenvolupa la totalitat del pro-
jecte.
Tot i que aquest u´ltim genera un cost energe`tic indirecte inevitable, es pot
reduir mitjanc¸ant mesures com l’optimitzacio´ de codi. Per altra banda, com
ja s’ha comentat anteriorment s’ha prioritzat sempre que ha estat possible la
utilitzacio´ de software existent per realitzar tasques secunda`ries, estalviant
temps i costos.
A causa del cost redu¨ıt del projecte no hi hauria cap problema en el cas
que hague´s de ser competitiu, nome´s dependria de la qualitat mitjana dels
models BPMN generats.
3.6.2 Sostenibilitat social
Actualment no nome´s en aquest pa´ıs sino´ arreu del mo´n no s’acostuma a
reco´rrer a la formalitzacio´ automa`tica de processos de negoci, per aquesta rao´
aquest projecte prete´n millorar el rendiment en l’a`rea de Business Process
Managment.
Tot i que actualment no esta` gaire este`s reco´rrer a un enfocament similar
a l’aplicat, e´s innegable que existeix la necessitat d’una reduccio´ en el temps
de formalitzacio´ dels processos de negoci. Aquesta reduccio´ en el temps
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tambe´ comporta una disminucio´ de costos important pel principal usuari:
les empreses.
No obstant aixo`, el projecte tambe´ esdeve´ perjudicial per un col·lectiu
concret. Com que la generacio´ de models passaria a ser automa`tica no seria
necessa`ria la contractacio´ d’experts i aquests es veurien en una situacio´ poc
favorable.
3.6.3 Sostenibilitat ambiental
Aquest projecte, en implicar nome´s desenvolupament de software no rep-
resenta un gran impacte en el medi ambient. Les u´niques despeses amb
incide`ncia ambiental so´n les indirectes, en especial la despesa energe`tica. En
qualsevol cas la planificacio´ del projecte esta` pensada per minimitzar aquest
cost energe`tic i no suposa una amenac¸a com a contaminant.
3.6.4 Taula de sostenibilitat
L’avaluacio´ de la primera fila de la matriu de sostenibilitat e´s la segu¨ent:
Sostenibilitat Econo`mica Social Ambiental
Puntuacio´ 8 6 8
3.7 Desviacions
La planificacio´ inicial del projecte es va realitzar amb l’objectiu de presentar
el treball de final de grau en el torn de lectura de gener del 2016, no obstant
la presentacio´ va ser ajornada fins al torn de lectura d’abril del 2016.
En aquesta seccio´ es menten els imprevistos me´s destacables d’entre els
succe¨ıts durant el desenvolupament del projecte, s’indiquen les variacions
causades per aquests i es presenta la planificacio´ definitiva.
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3.7.1 Imprevistos
La rao´ d’aquest canvi en la planificacio´, tot i les mesures preventives es-
tablertes en la fase inicial per a evitar que succe¨ıssin imprevistos, consisteix
en no poder preveure que el temps dedicat cada setmana al projecte seria
menor al plantejat a causa de l’augment de ca`rrega de treball en a`rees per-
sonals i laborals, alentint el progre´s del projecte fins al punt de causar el
retra`s de torn de lectura.
Per altra banda, va sorgir un altre imprevist d’impacte no negligible en
el compliment de la planificacio´. Concretament l’avaluacio´ de la similitud
entre dos models BPMN va resultar me´s complicada del previst en un primer
moment, ja que requeria la implementacio´ de diferents algoritmes i formules
no trivials.
Addicionalment, s’ha hagut de dedicar una certa quantitat d’hores a la
cerca de patrons i desenvolupament de regles sinta`ctiques per tal d’oferir una
mı´nima qualitat en els resultats obtinguts per l’aplicacio´ desenvolupada.
3.7.2 Impacte en programa i costos
Com a consequ¨e`ncia, es va haver de proposar una nova planificacio´ tenint en
compte aquests factors per presentar el projecte en la nova data establerta
amb tots els objectius proposats assolits. Aix´ı doncs, els objectius no han es-
tat afectats i el desenvolupament del projecte ha augmentat principalment en
duracio´, pero` totes les parts que es van proposar inicialment s’han mantingut
presents i les hores dedicades nome´s augmenten a causa de la nova tasca
d’implementacio´ d’un sistema d’avaluacio´ propi.
De la mateixa manera, els costos tambe´ es veuen afectats relativament,
doncs les hores dedicades a noves tasques afecten l’extensio´ i duracio´ del
projecte.
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Cap´ıtol 4
Justificacio´ d’adequacio´ a
l’especialitat de Computacio´
L’especialitat de computacio´ aporta els fonaments cient´ıfics i te`cnics pel dis-
seny de solucions eficients als reptes de computacio´ en diferents a`mbits en
constant desenvolupament, com ara la intel·lige`ncia artificial. El tret me´s
caracter´ıstic d’aquesta especialitat e´s que capacita per dissenyar sistemes in-
forma`tics complexos tenint en compte criteris cr´ıtics d’eficie`ncia, fiabilitat i
seguretat.
A partir d’aquesta definicio´, e´s raonable argumentar que el projecte en-
caixa perfectament dins d’aquesta especialitat, ja que prete´n aportar una
solucio´ eficient i de qualitat a un repte complex en una a`rea d’intere`s com el
Business Process Management des del camp de la informa`tica.
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4.1 Compete`ncies te`cniques del projecte i niv-
ell d’assoliment
La llista de compete`ncies te`cniques del projecte i el corresponent nivell d’assoliment
e´s la segu¨ent:
1. CCO1.2: Demostrar coneixement dels fonaments teo`rics dels llenguat-
ges de programacio´ i les te`cniques de processament le`xic, sinta`ctic i
sema`ntic associades, i saber aplicar-les per a la creacio´, el disseny i el
processament de llenguatges. [En profunditat]
Justificacio´: Aquesta e´s una de les compete`ncies me´s treballades en
el projecte, ja que es vol desenvolupar un llenguatge de programacio´
capac¸ de recone`ixer regles i aplicar-les a la informacio´ extreta de textos
mitjanc¸ant te`cniques de processament de llenguatge natural.
2. CCO1.3: Definir, avaluar i seleccionar plataformes de desenvolupa-
ment i produccio´ hardware i software per al desenvolupament d’aplicacions
i serveis informa`tics de diversa complexitat. [Bastant]
Justificacio´: Aquesta compete`ncia es justifica pel fet que l’entorn es-
collit per a desenvolupar el projecte s’ha triat tenint present l’eficie`ncia
i aprofitar software lliure de tercers sempre que sigui possible i suficient
qualitat.
3. CCO2.1: Demostrar coneixement dels fonaments, dels paradigmes i
de les te`cniques pro`pies dels sistemes intel·ligents, i analitzar, dissenyar
i construir sistemes, serveis i aplicacions informa`tiques que utilitzin
aquestes te`cniques en qualsevol a`mbit d’aplicacio´. [Bastant]
Justificacio´: Un sistema intel·ligent e´s un programa que reuneix car-
acter´ıstiques i comportaments semblants als de la intel·lige`ncia humana
Aquest e´s el cas d’aquest projecte, que a partir dels textos que l’usuari
introdueixi, podria formalitzar el proce´s que descriuen en forma de
model de manera similar a les que ho farien uns experts millorant aix´ı
un proce´s de negoci.
4. CCO2.2: Capacitat per a adquirir, obtenir, formalitzar i represen-
tar el coneixement huma` d’una forma computable per a la resolucio´
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de problemes mitjanc¸ant un sistema informa`tic en qualsevol a`mbit
d’aplicacio´, particularment en els que estan relacionats amb aspectes
de computacio´, percepcio´ i actuacio´ en ambients o entorns intel·ligents.
[En profunditat]
Justificacio´: Aquesta es podria dir que e´s la compete`ncia principal
del projecte, ja que precisament el problema que es planteja en aquest
treball e´s mitjanc¸ant coneixement huma` en forma de textos escrits en
llenguatge natural obtenir-ne informacio´ rellevant, transformar-la en
un format computable i formalitzar-la en forma de models BPMN.
5. CCO2.3: Desenvolupar i avaluar sistemes interactius i de presentacio´
d’informacio´ complexa, i la seva aplicacio´ a la resolucio´ de problemes
de disseny d’interaccio´ persona computador. [Bastant]
Justificacio´: Un dels objectius del projecte e´s permetre als usuaris
introduir textos de forma interactiva i mostrar els models BPMN cor-
responents generats a partir d’aquests textos.
6. CCO2.4: Demostrar coneixement i desenvolupar te`cniques d’aprenentatge
computacional; dissenyar i implementar aplicacions i sistemes que les
utilitzin, incloent-hi les que es dediquen a l’extraccio´ automa`tica d’informacio´
i coneixement a partir de grans volums de dades. [Bastant]
Justificacio´: Aquest projecte e´s possible gra`cies al fet que l’aplicacio´
principal fa u´s d’una eina per processar llenguatge natural que ha ne-
cessitat un entrenament per a aprendre a parsejar correctament textos
en llenguatge natural.
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Base teo`rica
En aquesta seccio´ s’expliquen els conceptes necessaris per al desenvolupament
del projecte dels que s’ha fet una breu introduccio´ a la part inicial d’aquest
document.
5.1 NLP
El processament de llenguatge natural e´s una part essencial del projecte.
Gra`cies a l’ana`lisi que es duu a terme a textos plans dels quals volem generar
un model BPMN equivalent al proce´s que descriuen, podem aspirar a au-
tomatitzar el proce´s de generacio´ dels models.
Existeix una varietat important de me`todes per abordar el processament
automa`tic de textos. En alguns algoritmes s’opta per definir un conjunt de
regles esta`tiques que detecten patrons per extreure una representacio´ estruc-
turada i entenedora de la informacio´ present en els textos.
Tot i aixo`, la majoria d’algorismes actuals de NLP estan basats en ma-
chine learning, especialment en machine learning estad´ıstic. Dit d’altra man-
era, no intenten detectar uns patrons ja definits als textos, sino´ que a base
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d’entrenament aprenen patrons de forma automa`tica. Aixo` permet aspirar a
millorar gradualment la qualitat de la informacio´ extreta.
En aquest projecte s’utilitza una llibreria que compta amb parsers entre-
nats mitjanc¸ant machine learning anomenada FreeLing, propietat del grup
TALP de la UPC. Tot i que FreeLing no e´s accedida directament, s’utilitza
indirectament a trave´s de la plataforma webservices TextServer.
Tot i que la llibreria ofereix moltes possibilitats, per assolir els objec-
tius del projecte nome´s esdeve´ necessari l’u´s d’un servei que proporciona
u´nicament la informacio´ que necessita l’aplicacio´.
5.1.1 Semantic Graph
El servei de TextServer especialment creat per a la realitzacio´ d’aquest pro-
jecte s’anomena semantic graph, i proporciona informacio´ sinta`ctica ba`sica
aix´ı com informacio´ sema`ntica complexa.
Per tal de poder comprendre les caracter´ıstiques i el format de la infor-
macio´ que serveix com a punt d’inici de l’aplicacio´, seguidament s’explica
l’estructura de les diferents parts que componen l’arxiu XML proporcionat
pel servei un cop aquest ha finalitzat d’analitzar un text. Amb l’objectiu de
simplificar la interioritzacio´ d’aquests conceptes totes les figures aportades es
refereixen a un mateix text d’exemple:
“The client sends the request, to the company. Then, the company pro-
cesses the request.”
La informacio´ detallada sobre els tags i atributs que componen les parts
explicades en aquesta seccio´ es pot trobar en la documentacio´ de FreeLing.1
1http://nlp.lsi.upc.edu/freeling
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5.1.2 Informacio´ a nivell de frase
Un text esta` format per para`grafs, i cada para`graf esta` compost per frases.
La informacio´ que s’ofereix per cada frase no so´n nome´s les seves paraules,
sino´ que tambe´ estan presents les relacions entre elles. A la figura 5.1 es
poden observar les diferents parts que formen un para`graf.
Figure 5.1: Arbre XML d’una frase
Tokens
El camp anomenat token equival a una paraula d’una frase. Textserver
s’ocupa d’associar els diferents camps d’intere`s d’una paraula al token cor-
responent. Els atributs de me´s importa`ncia per aquest projecte so´n els
segu¨ents:
• form: Equival a la paraula tal com esta` escrita en el text analitzat
• pos (Part of Speech): Representa la categoria gramatical de la paraula
• lemma: La paraula sense aplicar conjugacio´, persona ni numero
• id: L’identificador del token
• num: Indica el nombre de la paraula (singular/plural)
• person: Indica la persona d’un verb (1a/2a/3a)
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Constituents
El camp Constituents representa l’arbre de constituents. Aquest arbre resulta
de dividir el text en subfrases. Els nodes no terminals de l’arbre so´n el tipus
de frases i sintagmes, mentre que els nodes terminals so´n les paraules en si
(l’atribut form del token corresponent).
En la figura 5.2 es pot observar un arbre XML de constituents amb l’arbre
gra`fic equivalent a la figura 5.3.
Figure 5.2: Arbre XML de Constituents
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Figure 5.3: Arbre gra`fic de Constituents
Dependencies
El camp Dependencies representa l’arbre de depende`ncies. Les connexions
de l’arbre de depende`ncies representen les relacions entre les paraules d’una
frase. Tots els nodes (terminals i no terminals) corresponen a una paraula,
i els nodes fill so´n dependents de la paraula que correspon al node pare.
Addicionalment, les arestes de l’arbre representen el tipus de relacio´ entre
pare i fill.
En la figura 5.4 es pot observar un arbre XML de Dependencies amb
l’arbre gra`fic equivalent a la figura 5.5.
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Figure 5.4: Arbre XML de Dependencies
Figure 5.5: Arbre gra`fic de Dependencies
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Predicates
El camp Predicates representa totes les accions impl´ıcites i explicites que es
troben en una frase. Cada predicat compta amb un verb/nom que representa
una accio´ i diversos arguments amb el seu corresponent rol.
En la figura 5.6 es pot observar un arbre XML de Predicates amb l’arbre
gra`fic equivalent a la figura 5.7.
Figure 5.6: Arbre XML de Predicates
Figure 5.7: Arbre gra`fic de predicates
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5.1.3 Informacio´ a nivell de document
A part de la informacio´ proporcionada a nivell de frase tambe´ s’ofereix in-
formacio´ a nivell global per a tot el document. Aquests camps so´n de gran
utilitat per tal de donar cohesio´ a la informacio´ extreta.
Coreferences
En el camp Coreferences es plasmen les diferents mencions a “entitats” detec-
tades. Si es detecta que un mateix concepte e´s referenciat en me´s d’una ocasio´
al llarg del text, aquest fet quedara` registrat en el camp de corefere`ncies.
En la figura 5.8 es pot observar un arbre XML de Correferences.
Figure 5.8: Arbre XML de Coreferences
Semantic graph
Aquest e´s el camp de me´s importa`ncia per a aquest projecte. Per poder
entendre la importa`ncia de la informacio´ que aporta, e´s necessari mencionar
que e´s una mescla entre el camp Correferences i el conjunt de camps Predi-
cates de totes les frases d’un text. Per una banda proporciona totes les enti-
tats presents al llarg del text que s’han detectat, deixant consta`ncia tambe´
de les diferents mencions a aquestes entitats. Pero` addicionalment, propor-
ciona totes les accions detectades en el text, aix´ı com els diferents argu-
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ments/complements de cada accio´, indicant quina entitat exerceix cada rol
present.
En les figures 5.9 i 5.10 es poden observar un arbre XML de Entities i
un arbre XML de Frames respectivament. Junts componen el camp seman-
tic graph, representat a la figura 5.11.
Figure 5.9: Arbre XML d’entities en un semantic graph
Figure 5.10: Arbre XML de frames en un semantic graph
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Figure 5.11: Representacio´ gra`fica d’un semantic graph
5.2 BPMN
Per poder generar correctament els models i revisar que el grau d’equivale`ncia
amb els textos sigui acceptable e´s indispensable entendre quina estructura
i elements presenta un model BPMN. Un model BPMN consisteix en un
diagrama compost per un conjunt limitat d’elements gra`fics que ajuda a
simplificar la tasca d’entendre el proce´s i flux d’activitats de negoci. En
aquesta seccio´ s’expliquen les principals categories dels elements presents en
un model.
5.2.1 Participants
Els elements que pertanyen a la categoria de Participants corresponen als
actors del model que prenen part en les diferents accions, representats de
forma directa (Subjecte) o indirecta (Complement indirecte). Aix´ı doncs, la
seva utilitat e´s la de categoritzar i organitzar les accions presents en el model.
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Pools i Lanes
Nome´s dos tipus d’elements so´n considerats Participants: les Pools i les
Lanes. Ambdues subcategories so´n forc¸a similars, pero` la difere`ncia me´s
destacable e´s que la granularitat de les Pools e´s major que la dels Lanes.
Una Pool sol equivaldre a entitats grans com ara organitzacions i pot estar
composta per diversos Lanes, que solen representar departaments d’una or-
ganitzacio´ me´s gran. Per tant, un element Lane mai contindra` un element
Pool.
Figure 5.12: Participant Pool compost per dos participants lane
5.2.2 Nodes
Els principals elements descriptius d’un model BPMN so´n els seus nodes,
altrament coneguts com a Flow Objects. Poden ser de tres tipus: Events,
Activities i Gateways.
Events
Els Events so´n accions que passen i no so´n realitzades per cap actor, pero`
serveixen per controlar el flux d’un proce´s. Les subcategories d’Events me´s
rellevants so´n les segu¨ents:
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• Start Event: Marca l’inici d’un proce´s.
• Intermediate Event: Marca qualsevol accio´ impersonal entre els
events Start i End. Solen ser events d’interaccio´ amb altres proces-
sos (throw/catch).
• End Event: Marca el final d’un proce´s.
Figure 5.13: Start Event, Intermediate Throw Event i End Event
Activities
Les Activities so´n accions realitzades per un actor del model, i estan con-
sequ¨entment relacionades amb la Pool/Lane de l’actor que n’e´s subjecte.
Existeixen diverses classes d’Activities:
• Tasks: Representa una accio´ feta per un actor que no es pot reduir
per obtenir me´s detall del proce´s.
• Subprocess: Utilitzat per amagar o revelar nivells addicionals de de-
tall d’un proce´s de negoci.
• Call activity: S’utilitza quan es reutilitza una tasca global.
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Figure 5.14: Les Activities de tipus Task, Subprocess i Call Activity
Gateways
Les Gateways so´n semblants a les portes lo`giques i representen la divisio´ d’un
camı´ en diferents opcions en funcio´ de les condicions expressades en la porta.
Existeixen molts tipus de portes lo`giques, tot i que algunes so´n molt poc
comunes:
• Exclusive (XOR): S’usa per crear fluxos alternatius en el proce´s,
nome´s un camı´ pot ser seleccionat.
• Inclusive (OR): Utilitzat per crear fluxos alternatius on tots els camins
possibles so´n avaluats.
• Parallel (AND): Usat per crear camins alternatius sense avaluar cap
condicio´.
• Complex: S’utilitza per modelar comportaments complexos de sin-
cronitzacio´.
• Event Based: No avalua dades com a condicio´, sino´ que avalua en
funcio´ de quin sera` el pro`xim event en succeir.
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Figure 5.15: Les Gateways inclusiva, exclusiva, complexa i basada en events.
5.2.3 Flows
En els models BPMN els elements que uneixen dos nodes i indiquen la pro-
gressio´ del proce´s so´n anomenats Connecting Objects i so´n representats com
a arestes. Poden ser de tres tipus: Sequences, Messages i Associations.
Sequence Flows
Els Sequence Flows so´n els objectes de connexio´ que indiquen l’ordre de les
Activities dintre d’una Pool/Lane i es representen amb una l´ınia continua. No
hi pot haver cap Activity que no tingui almenys un Sequence Flow relacionat.
Figure 5.16: Un sequence flow entre dos nodes
Message Flows
Els Message Flows plasmen la interaccio´ entre dues Pools/Lanes. Poden estar
relacionats amb una Activity o directament amb una Pool i es representen
amb una l´ınia discontinua.
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Figure 5.17: Un message flow entre dos nodes de pools diferents
Associations
Una Association e´s utilitzada per associar un Artifact o text a un Flow Object
i es representa amb una l´ınia de punts.
Figure 5.18: Una Association que uneix un text amb un Flow Object
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Desenvolupament del projecte
En aquesta seccio´ s’explica el funcionament de les diferents parts que compo-
nen l’aplicacio´ desenvolupada. Des de l’arquitectura, el proce´s de generacio´
de models, fins al sistema d’avaluacio´ utilitzat, passant per les diferents parts
que componen el proce´s.
6.1 Arquitectura
Com es pot observar a la figura 6.1, el proce´s de generacio´ de models a partir
de textos es pot dividir en els segu¨ents passos:
• Processament de llenguatge natural mitjanc¸ant TextServer.
• Deteccio´ de patrons mitjanc¸ant regles sinta`ctiques.
• Generacio´ d’un model abstracte del proce´s.
• Generacio´ del model BPMN equivalent al model abstracte del proce´s.
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Figure 6.1: Proce´s de generacio´ de models BPMN a partir de NLP
6.2 Regles sinta`ctiques
En aquest projecte les regles anomenades “Regles sinta`ctiques” so´n unes
regles de deteccio´ de patrons a nivell de frase que permeten augmentar signi-
ficativament el grau de precisio´ dels models generats i s’apliquen un cop s’ha
dut a terme el processament i ana`lisi dels textos per mitja` de TextServer.
Aquestes regles so´n definides mitjanc¸ant fitxers de text interpretats per
un parser propi generat a partir d’una grama`tica utilitzant l’eina antlr, que
permet llegir, processar, executar i traduir text estructurat o fitxers binaris.
L’objectiu d’aquesta seccio´ consisteix a explicar els tipus de patrons que
es pretenen detectar amb aquestes regles, com so´n definides i processades, i
mostrar sobre quina informacio´ s’apliquen.
6.2.1 Tipus de regles
Per als objectius d’aquest projecte s’han desenvolupat me´s d’un tipus de
regles, concretament les regles sinta`ctiques es divideixen en dos grups a partir
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de la informacio´ sobre la qual s’apliquen.
Aquelles regles que s’apliquen sobre el text pla, sense fer u´s de la infor-
macio´ proporcionada per TextServer s’anomenen “Regles sinta`ctiques planes”.
Aquestes regles solen tenir me´s facilitat per trobar patrons en el text, pero` a
canvi so´n poc estrictes.
Per altra banda, les anomenades “Regles sinta`ctiques d’arbre” s’apliquen
sobre l’arxiu XML que proporciona TextServer depenent de l’estructura de
frase que els parsers proporcionen i e´s me´s complicat trobar patrons en casos
concrets i poc comuns. Aixo` implica un grau important de rigorositat.
Aix´ı doncs, els dos tipus de regles es complementen entre elles. Per cada
frase del text primer s’intenten aplicar les regles me´s estrictes (arbre) i en cas
que no es produeixi matching es procedeix a aplicar les regles me´s simples
(planes).
6.2.2 Definicio´ de regles
Com que les regles s’apliquen a diferents tipus d’estructures (text pla i ar-
bre xml) el seu format de definicio´ tambe´ e´s diferent. En el projecte les
regles so´n extretes d’un fitxer extern (un arxiu per cada tipus de regla) i es
processen mitjanc¸ant un llenguatge de programacio´ desenvolupat expressa-
ment en el context d’aquest treball. Tant la grama`tica utilitzada per parsejar
l’arxiu d’entrada amb les regles escrites, com l’inte`rpret que determina com
es processara` la informacio´ que ha fet matching amb una regla han sigut
programades per l’autor d’aquest document.
* <process> [!V]* <start> * $s1.V *
=>
STD $s1 DEFAULT
Figure 6.2: Exemple de regla plana
El format que presenten les regles planes e´s relativament simple, una
regla esta` formada per una CONDICIO´, el s´ımbol “=>” i una ACCIO´ a dur
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a terme si la condicio´ es compleix. Una condicio´ esta` composta per patrons
que poden correspondre a: qualsevol paraula (*), la lemma d’una paraula
(<>) i el Part Of Speech d’una paraula (MAYUS). Algunes paraules poden
ser seleccionades per ser referenciades en l’ACCIO´ de la regla mitjanc¸ant el
format ($NOM).
A l’inici d’una ACCIO´ s’indica l’element que es vol generar, seguit de les
paraules que formaran part d’aquest element (paraules referenciades amb
$NOM) i finalment s’indica el mode de creacio´, e´s a dir si tots els ele-
ments seran nodes (DEFAULT), si un sera` la condicio´ del Gateway (CONDI-
TION) o si tots els elements seran les condicions corresponents a cada branca
(BRANCH).
[$s1.{ROOT}]:[{SBJ}], [$s2.{VC}]
[$s2]:[$s3.<or>]
[$s3]:[$s4.V]
=>
XOR $s2 $s4 DEFAULT
Figure 6.3: Exemple de regla d’arbre
El format presentat per les regles d’arbre e´s me´s complicat, ja que la
condicio´ d’una regla esta` dividida en nivells de profunditat de l’arbre sinta`ctic.
Aix´ı doncs, les regles d’arbre presenten el mateix format que les regles planes
(CONDICIO => ACCIO´), pero` varien en el format de la condicio´.
Cada nivell d’una CONDICIO´ esta` format per un patro´ PARE, un s´ımbol
“:” i un llistat de PATRONS que s’apliquen als fills del node que fa match-
ing amb el patro´ PARE. Per poder referenciar un node a l’ACCIO´ o indicar
que un node fill e´s el PARE d’algun nivell s’empra el format $NOM. Addi-
cionalment, les regles d’arbre permeten aplicar patrons de relacio´ gramatical
({}).
Les grama`tiques completes dels llenguatges desenvolupats poden trobar-
se en l’ape`ndix d’aquest document.
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6.2.3 Processament de regles
Un cop s’ha detectat una frase que encaixa amb un patro´ definit per una
regla, l’inte`rpret del llenguatge avalua quina ACCIO´ esta` associada a la regla
i genera la RuleBox corresponent. Normalment en el projecte s’utilitzen cinc
tipus de RuleBox diferents, cada una associada amb un element BPMN.
• XOR: Frase associada amb una Gateway de tipus XOR.
• OR: Frase associada amb una Gateway de tipus OR.
• AND: Frase associada amb una Gateway de tipus AND.
• STD: Comportament esta`ndard, s’associa a les frases en que` es vol
descartar algun Frame o en no es detecta cap patro´.
• BLANK: Comportament nul, s’associa a frases de les quals no es vol
tenir en compte cap dels seus Frames en el model.
Es podria dir que les regles definides per aquest projecte doncs, tenen
l’objectiu de detectar patrons caracter´ıstics que defineixen Gateways o de de-
tectar patrons que permetin seleccionar u´nicament les parts rellevants d’una
frase.
Un cop s’han generat totes les Rule Boxes pertinents l’aplicacio´ ja disposa
de la informacio´ necessa`ria per definir el model abstracte del proce´s descrit
en el text d’entrada.
Processament de regles planes
Per tal d’explicar de manera entenedora el processament de les regles planes
s’utilitza un exemple el qual s’explica detalladament a mode complementari
de l’explicacio´ general. L’exemple utilitzat correspon a la regla definida a la
figura 6.2.
El me`tode de processament de les regles planes e´s bastant directe: Donada
una frase es procedeix a intentar aplicar el primer patro´ a la primera paraula
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de la frase, en cas que es pugui aplicar es repeteix el proce´s amb el pro`xim
patro´ i les segu¨ents paraules, i en cas que no sigui aplicable es realitza un
backtrack i s’escull una paraula diferent per a aplicar-hi el patro´ anterior.
Aquest proce´s es repeteix fins a esgotar les possibilitats o poder aplicar la
totalitat dels patrons que es troben a la regla.
Aix´ı doncs, la regla de la figura 6.2 faria matching amb qualsevol frase
que: Tingue´s una paraula amb lemma “process” (<process>) seguida d’una
o me´s paraules que no siguin un verb ([!V]*) i despre´s una paraula amb
lemma “start” (<start>), despre´s marcaria la pro`xima paraula que fos un
verb com a refere`ncia per a ser utilitzada a l’accio´ ($s1.V).
Un cop trobada una frase que compleixi la regla, es procediria a realitzar
l’accio´ definida: Es generaria un element RuleBox anomenat STD, pel que
no es generaria cap Gateway i es marcaria com a Frame de la frase el verb
referenciat com a $s1.
Ba`sicament la regla comentada s’utilitza per eliminar Frames innecessaris
en frases com per exemple “The process starts when..”. Mentre que e´s natural
trobar aquest tipus de frases en un text per guiar al lector, l’accio´ de comenc¸ar
el proce´s no te´ cap mena de relleva`ncia per al model i per tant e´s descartable.
Processament de regles d’arbre
De forma similar a les regles planes, s’utilitza un exemple de regla per comple-
mentar l’explicacio´ general del processament de les regles d’arbre. L’exemple
utilitzat correspon a la regla definida a la figura 6.3.
El me`tode de processament de les regles d’arbre e´s similar al de les regles
planes, pero` com que la condicio´ esta` dividida en nivells pot semblar una
mica me´s complicat: Donada una frase es procedeix a intentar aplicar el
primer nivell de la regla al primer node de l’arbre de Dependencies. E´s a
dir, es comprova que el patro´ del node i dels fills coincideixin amb els del
nivell. En cas que es pugui aplicar es repeteix el proce´s amb el pro`xim nivell
de regla i el node de Dependencies corresponent al node pare del nivell, en
cas que no sigui aplicable es realitza un backtrack i s’escull un node diferent
per a aplicar-hi el nivell anterior. Aquest proce´s es repeteix fins a esgotar les
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possibilitats o poder aplicar la totalitat dels nivells que es troben a la regla.
Aix´ı doncs, la regla de la figura 6.3 faria matching amb qualsevol frase
que: Tingue´s un node pare marcat com a refere`ncia que fos el nucli verbal
($s1.{ROOT}) i presente´s com a nodes fill un subjecte que no es referencia
({SBJ}) i un complement del verb referenciat com a pare del segon nivell
($s2.{VC}). El node pare del segon nivell hauria de presentar com a fill un
node amb lemma “or” ($s3.<or>) que al seu torn seria referenciat com a
pare del tercer nivell. Finalment, el pare del tercer nivell tindria un verb
com a fill que seria guardat com a refere`ncia per a l’accio´ ($s4.V).
Un cop trobada una frase que compleixi la regla, es procediria a realitzar
l’accio´ definida: Es generaria un element RuleBox de tipus XOR, pel que es
crearia una Exclusive Gateway i es consolidarien com a les seves branques
els Frames de la frase, referenciats com a $s1 i $s4.
Per tant, la regla comentada s’utilitza per detectar patrons caracter´ıstics
que descriguin una Inclusive Gateway que d’altra manera no seria represen-
tada en el model a generar.
6.3 Aplicacio´
L’aplicacio´ s’encarrega d’emetre les peticions a TextServer, parsejar la in-
formacio´ del text rebuda i crear una estructura de dades, que anomenem
TextData, que prete´n simular l’estructura del text afegint-hi la informacio´
extreta per NLP.
Sobre aquesta estructura de dades e´s tambe´ on s’afegeixen les Rule Boxes
pertinents. Un cop les Rule Boxes han estat generades, l’aplicacio´ s’encarrega
d’extreure un model abstracte a partir de la TextData. Aquest model ab-
stracte e´s referit com a WorldModel i en la figura 6.4 es pot observar un
esquema descrivint l’estructura caracter´ıstica d’aquest.
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Aix´ı doncs, els diferents elements del WorldModel so´n els segu¨ents:
• Actors
• Resources
• Actions
• Flows
Figure 6.4: Representacio´ del World Model
En aquest punt es pot comenc¸ar a veure certa similitud amb un model
BPMN, pero` encara resulta complicat generar un fitxer BPMN va`lid a partir
del model World Model obtingut. E´s per aixo` que esdeve´ necessa`ria una
traduccio´ addicional a una estructura que guardi relacions directes entre els
seus elements i els elements d’un fitxer BPMN.
Finalment, a partir d’aquesta estructura es genera el fitxer BPMN cor-
responent. En un primer pas s’utilitza una llibreria de camunda que ofereix
una API de creacio´ de models, de tal manera que es garanteix la validesa del
fitxer BPMN generat. No obstant aixo`, aquesta llibreria no ofereix l’opcio´
de generar un layout adequat automa`ticament pel diagrama del model.
Per tal de resoldre aquesta qu¨estio´ s’utilitza una llibreria de Activiti que
s´ı que ofereix la possibilitat de generar un diagrama este`ticament satisfactori
per a l’usuari.
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6.3.1 Web
Un dels objectius del projecte e´s proporcionar la funcionalitat de generacio´
de models a partir de textos com a web service, pel que resulta necessari
integrar l’aplicacio´ com a servei web de la plataforma ja existent TextServer
o desenvolupar una nova pa`gina web simple que s’encarregui de llegir l’input
introdu¨ıt i mostrar com a output el model generat de forma entenedora.
Donat el temps que suposa realitzar la integracio´, l’opcio´ que s’ha escollit
e´s la de desenvolupar una web des del principi.
La web ha estat desenvolupada en Java Script i jQuery, utilitzant un con-
junt de mo`duls disponibles que faciliten la implementacio´ del servei desitjat
(Grunt, Browserify, ...). La pa`gina accedeix a l’arxiu jar que conte´ la fun-
cionalitat de generacio´ de models i proporciona una interf´ıcie que permet la
interaccio´ entre l’usuari i l’aplicacio´ desenvolupada.
El disseny d’aquesta e´s bastant intu¨ıtiu: Com a input presenta un camp
on s’ha d’introduir text, i una dropdown list amb els diferents idiomes que
accepta l’aplicacio´. Per altra banda l’output consisteix en una imatge a la
qual se li pot fer zoom i desplac¸ar-la, aix´ı com una llista de les diferents
accions que ha pogut detectar l’aplicacio´, aixo` permet donar un feedback a
l’usuari en cas que el model generat no sigui prou similar a l’esperat.
La figura 6.5 representa el disseny de la pa`gina d’introduccio´ de les dades
d’un text donat, mentre que a la figura 6.6 es mostra el de la pa`gina que
ofereix la representacio´ gra`fica del model corresponent al text introdu¨ıt.
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Figure 6.5: Disseny de la pa`gina d’input de la web implementada
Figure 6.6: Disseny de la pa`gina d’output de la web implementada
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6.4 Sistema d’avaluacio´
Per tal de poder validar i comparar els resultats obtinguts amb els presen-
tats per la investigacio´ en que` esta` inspirat aquest projecte, els autors van
facilitar-nos un subconjunt del dataset que van fer servir. Aquest subconjunt
consisteix en 47 parelles [text, model], on cada parella inclou una descripcio´
textual del proce´s i un model BPMN corresponent creat per un modelador
huma`. De forma similar al dataset complet, el subconjunt seleccionat esta`
format per descripcions de processos de diverses a`rees: Academics (12), In-
dustrials (8), Llibres de text (6), Sector Public (3).
En la taula de la figura 6.7 s’indiquen les difere`ncies dels models.
ID Origen Tipus Models originals Models proporcionats
1 HU Berlin Academic 4 4
2 TU Berlin Academic 2 0
3 QUT Academic 8 8
4 TU Eindhoven Academic 1 0
5 Vendor Tutorials Industrial 4 4
6 inubit AG Industrial 4 4
7 BPM Practicioners Industrial 1 0
8 BPMN Prac. Handbook Llibre de text 3 0
9 BPMN M&R Guide Llibre de text 6 6
10 FNA - Metrology Processes Sector pu´blic 14 3
Total 47 29
Figure 6.7: Taula de models proporcionats
Queda consta`ncia que per evitar possibles errors en el parseig dels tex-
tos es van aplicar correccions menors en els textos que aix´ı ho requerien,
pero` a part d’aquestes correccions ja aportades en el primer estudi no s’han
modificat en cap cas durant el transcurs d’aquest projecte.
Els resultats del projecte estan basats en la semblanc¸a que hi ha entre el
model BPMN creat manualment i el model que genera l’aplicacio´ de forma
automa`tica. El sistema d’avaluacio´ e´s forc¸a similar al paper original, tot i
que no es pot assegurar que siguin exactament iguals, ja que no s’especifica
concretament fins a quin nivell simplifiquen la representacio´ en forma de
graph d’un model BPMN donat.
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En un primer pas, s’extreu la representacio´ en forma de graph dels dos
models BPMN a comparar. Entenem que un model BPMN esdeve´ un graph
en el moment en que` es descarta qualsevol informacio´ que no sigui un node
(tasca, event, gateway) o una aresta (sequential flow, message flow). Un cop
s’han extret els dos graphs es crea un mapping o`ptim entre parelles de nodes
i d’arestes equivalents utilitzant un algoritme greedy de graph matching [8].
En la figura 6.8 es deixa consta`ncia del pseudocodi de l’algoritme greedy.
Figure 6.8: Captura del pseudocodi de l’algoritme greedy de graph matching.
[8]
Aquest algoritme ha estat seleccionat pel fet que el seu temps d’execucio´
O(n3) e´s suficient per satisfer les necessitats d’aquest projecte. Aquest algo-
ritme crea un mapping o`ptim de forma incremental, escollint en cada iteracio´
la parella de nodes d’entre les que queden per assignar la que me´s permeti
augmentar la semblanc¸a del mapping en construccio´. Un cop tractades totes
les parelles o en arribar a una semblanc¸a ma`xima l’algoritme finalitza.
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A partir del mapping obtingut esdeve´ possible calcular la graph edit dis-
tance (semblanc¸a) entre els dos models, seguidament es defineixen les nota-
cions utilitzades per referir-se als conceptes relacionats amb la GED:
• Ni: El conjunt de nodes del model mi.
• Ei: El conjunt d’arestes del model mi.
• Ni: El conjunt de nodes del model mi que no han estat relacionats.
• Ei: El conjunt d’arestes del model mi que no han estat relacionades.
• M : El mapping o conjunt de parelles relacionades entre els nodes dels
models m1 i m2.
Seguidament es defineix un indicador m* per donar valor a la difere`ncia
entre els models de la segu¨ent manera:
m∗ =
{∑|M |
i=1 1− sim(Mi) if |M| > 0
1.0 otherwise
(6.1)
E´s important destacar que la funcio´ sim utilitzada consisteix en una com-
binacio´ entre la funcio´ de similitud sinta`ctica i la de tipus [9], ja que queda
consta`ncia del tipus d’element en el label dels elements presents en els models
BPMN generats per l’aplicacio´.
Donat un model mi, tal que la representacio´ dels seus nodes e´s Ni i la
notacio´ de les seves arestes e´s Ei. La segu¨ent fo´rmula pot ser aplicada per
obtenir la semblanc¸a (sim) final entre dos models qualsevol m1 i m2:
sim(m1,m2) =
{
1− (wmap ∗ m∗|M | + wuN ∗ |N1|+|N2||N1|+|N2| + wuE ∗
|E1|+|E2|
|E1|+|E2|) if |M| > 0
0 otherwise
(6.2)
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Tenint en compte que els termes de dins del pare`ntesi s’entenen com a:
diferencia models
parelles de nodes relacionats
,
nodes no relacionats
nodes relacionats
i
arestes no relacionades
arestes relacionades
No e´s complicat adonar-se que com me´s semblanc¸a existeixi entre els dos
models, tots els termes que estan multiplicats pels seus corresponents pesos
wmap,wuN i wuE tendiran a ser nuls. Tambe´ e´s necessari aclarir que aquest
terme mai podra` prendre valors superiors a 1. A causa d’aixo`, es garanteix
que el valor de la similitud estara` sempre en el rang [0,1] i que esdeve´ una
quantificacio´ justificada de la semblanc¸a entre els dos models.
Cap´ıtol 7
Resultats
Un cop establert el sistema d’avaluacio´ que s’utilitzara` per mesurar el grau
de semblanc¸a, nome´s resta aplicar-lo sobre els resultats generats i els models
originals per obtenir els resultats del projecte i aix´ı procedir al seu estudi.
Els resultats de l’avaluacio´ obtinguts es poden trobar en la taula de la
figura 7.1. En els casos en que` no han estat proporcionades les parelles
[text, model] s’ha indicat una semblanc¸a de valor 0, en cas contrari el valor
de la semblanc¸a correspon a la mitja del percentatge d’elements generats
correctament.
ID Origen Tipus Semblanc¸a original Semblanc¸a
1 HU Berlin Academic 77,94 47,37
2 TU Berlin Academic 70,79 0
3 QUT Academic 78,78 47,95
4 TU Eindhoven Academic 41,54 0
5 Vendor Tutorials Industrial 63,63 53,31
6 inubit AG Industrial 60,93 48,08
7 BPM Practicioners Industrial 74,35 0
8 BPMN Prac. Handbook Llibre de text 77,49 0
9 BPMN M&R Guide Llibre de text 71,77 46,65
10 FNA - Metrology Processes Sector pu´blic 89,81 46,49
Total 76,87 48,30
Figure 7.1: Taula de resultats obtinguts
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Tenint en compte que d’acord amb la informacio´ disponible s’ha procurat
mantenir una me`trica el me´s similar possible a la utilitzada en l’article origi-
nal i partint de la suposicio´ que efectivament hauria d’existir una semblanc¸a
significativa entre el me`tode d’avaluacio´ emprat en el paper “Process Model
Generation from Natural Language Text” [1] i el me`tode d’avaluacio´ que s’ha
implementat en aquest projecte es pot concloure que, tot i que els resultats
obtinguts so´n suficientment precisos com per satisfer els objectius definits en
l’abast del projecte, no arriben a superar els resultats presentats a l’estudi
original.
No obstant aixo`, el resultat no e´s sorprenent, ja que l’estudi original
consisteix en una tesi doctoral i els recursos que s’hi han dedicat no so´n
comparables als destinats a un treball de final de grau.
En observar me´s detingudament la taula de resultats es pot veure que els
resultats me´s prometedors es troben en els textos proporcionats per “Vendor
Tutorials” i “inubit AG”. Aixo` do´na indicis que amb la configuracio´ utilitzada
en el moment de la generacio´ dels resultats, l’aplicacio´ genera models de
tipus industrial amb me´s precisio´ que la resta. De fet, la semblanc¸a original
i l’obtinguda no disten tant com en els altres casos estudiats.
Per altra banda, es podria arribar a la conclusio´ que l’aplicacio´ genera
els textos del sector pu´blic amb la menor precisio´ d’entre les obtingudes. En
cas que fos aix´ı, resulta interessant veure com els models en que` me´s precisio´
va obtenir l’estudi original so´n en els que menys precisio´ s’ha aconseguit i
com els me´s precisos del treball corresponen als menys precisos de l’estudi
original. Tot i aixo`, cal destacar que el nombre de mostres de textos del
sector pu´blic e´s molt me´s redu¨ıt (3) que els de l’estudi original (14) i no es
pot extreure cap conclusio´ definitiva.
Els resultats presentats han estat obtinguts mitjanc¸ant l’aplicacio´ d’un
nombre redu¨ıt de regles sinta`ctiques i, a causa de la implementacio´ del llen-
guatge de programacio´ que permet definir-ne, el nombre de regles pot ser
augmentat fa`cilment per tal d’assolir uns resultats me´s precisos.
Aix´ı doncs, els resultats estan dintre dels valors esperats i amb dedicacio´
i recursos addicionals es podrien assolir uns resultats de major qualitat als
generats en aquest projecte.
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Conclusions
La realitzacio´ d’aquest projecte ha estat una experie`ncia molt interessant
i enriquidora. Quan vaig iniciar el projecte no tenia cap coneixement re-
specte al processament de llenguatge natural ni la mineria de processos, pero`
durant el transcurs del treball he pogut adquirir les nocions ba`siques so-
bre ambdo´s camps i he tingut l’oportunitat de realitzar un projecte que els
compre`n. Resulta molt motivador veure com se segueixen cercant millores
independentment de l’a`rea. La generacio´ automa`tica de models de proce´s a
partir de textos plans e´s un enfocament innovador que pot beneficiar a moltes
organitzacions.
8.1 Objectius assolits
Tot i no obtenir unes puntuacions elevades, so´n suficientment bones com per
poder afirmar que depenent dels processos descrits es poden reduir substan-
cialment el temps i els recursos dedicats a formalitzar-los en forma de fitxers
BPMN. Encara me´s si l’aplicacio´ fos ampliada en el futur.
Tambe´ s’ha assolit l’objectiu de definir un llenguatge de programacio´
propi per a definir diferents regles sinta`ctiques amb les quals millorar la
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precisio´ dels models generats, de fet en cas que no s’apliquessin la puntuacio´
obtinguda es veuria redu¨ıda considerablement.
Aix´ı doncs, tots els objectius que fan refere`ncia a les funcionalitats princi-
pals plantejades han estat assolits. Per altra banda, dels objectius relacionats
amb les funcionalitats opcionals nome´s se n’han pogut realitzar dos. S’ha
aconseguit oferir l’aplicacio´ desenvolupada com a servei en una plataforma
web i s’han generat models a partir de textos escrits en catala`, castella` i angle`s
(definint les respectives regles sinta`ctiques). Malauradament l’aplicacio´ mo`bil
no s’ha arribat a desenvolupar a causa dels imprevistos sorgits en el projecte
tot i que ja s’havia tingut en compte aquest fet en la planificacio´ inicial.
8.2 Treball futur
Una de les tasques necessa`ries per millorar la compete`ncia i la precisio´ del
software desenvolupat seria la de dedicar-se a cercar extensament regles
sinta`ctiques de me´s qualitat per detectar patrons no tan trivials. Aixo`
s’hauria de fer per cada una de les llengu¨es suportades, donades les car-
acter´ıstiques u´niques de cada idioma.
Tambe´ seria interessant estendre el software de tal manera que fos capac¸
de generar models a partir de textos escrits en me´s idiomes dins dels que
poden ser processats pels parsers de TextServer empleats en l’ana`lisi del
llenguatge natural.
Un altre punt a ser millorat podria ser l’organitzacio´ del layout dels mod-
els generats. Actualment s’utilitza el me`tode autolayout de la llibreria Ac-
tiviti, pero` aixo` causa la pe`rdua dels elements de tipus Participant que eren
presents en el model original i s’hauria de solucionar en cas d’optar a la
generacio´ de models realment fidels al proce´s de negoci descrit.
Finalment, tot i no ser concretament d’aquest projecte seria recomanable
no deixar de cercar millores en el processament de llenguatge natural que
ofereix TextServer. Per exemple una millora que s’esta` duent a terme i que
seria capac¸ de millorar significativament els resultats obtinguts e´s la deteccio´
i proce´s de relacions temporals entre paraules.
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Ape`ndix
Grama`tica de les regles sinta`ctiques planes
// Imaginary tokens to create some AST nodes
tokens { LIST RULES; RULE; COND; STR; }
// Basic tokens
STAR : ‘*’;
THEN : ‘=>’;
DOLLAR : ‘$’;
NOT : ‘!’;
POINT : ‘. ’;
ACUTE : ‘\u00C1 ’.. ‘\u00FC ’;
ID : (‘a ’.. ‘z ’| ‘A ’.. ‘Z ’| ‘ ’| ‘/ ’| ACUTE | ‘, ’) (‘a ’.. ‘z ’| ‘A ’.. ‘Z ’| ‘ ’|
‘/ ’| ‘0 ’.. ‘9’| ACUTE)* ;
INT : ‘0 ’.. ‘9 ’+ ;
LB : ‘[ ’;
RB : ‘] ’;
// A program is a list of rules
prog : rule* EOF -> ˆ(LIST RULES rule*) ;
// A rule checks a condition: if pattern found, action is done
rule : condition a=THEN action mode -> ˆ(RULE[$a,$a.text] condition ac-
tion mode) ;
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//The condition grammar
condition : patternList -> ˆ(COND patternList) ;
patternList : (pattern)* (backtrack patternList)? ;
backtrack : (LB! pattern RB!)? STARˆ ;
pattern : NOT? atomˆ ;
atom : (match POINTˆ)? (ID | string) ;
string : ‘<’ ID ‘>’ -> ˆ(STR ID) ;
//The action grammar
action : IDˆ matchList | ‘BLANK’;
matchList: match+ ;
match : DOLLAR! ID ;
//The mode grammar
mode : ‘DEFAULT’ | ‘BRANCH’ | ‘CONDITION’;
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// Imaginary tokens to create some AST nodes
tokens { LIST RULES ; RULE ; COND ; POS ; FUNC ; LEMMA ; }
// Basic tokens
STAR : ‘*’ ;
COMA : ‘,’ ;
TP : ‘:’ ;
THEN : ‘=>’ ;
DOLLAR : ‘$’ ;
NOT : ‘!’ ;
POINT : ‘. ’ ;
ACUTE : ‘\u00C1 ’.. ‘\u00FC ’ ;
ID : (‘a ’.. ‘z ’| ‘A ’.. ‘Z ’| ‘ ’| ‘/ ’| ACUTE | ‘, ’) (‘a ’.. ‘z ’| ‘A ’.. ‘Z ’| ‘ ’|
‘/ ’| ‘0 ’.. ‘9’| ACUTE)* ;
INT : ‘0 ’.. ‘9 ’+ ;
LB : ‘[ ’ ;
RB : ‘] ’ ;
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// A program is a list of rules
prog : rule* EOF -> ˆ(LIST RULES rule*) ;
// A rule checks a condition: if pattern found, action is done
rule : condition a=THEN action mode -> ˆ(RULE[$a,$a.text] condition ac-
tion mode) ;
//The condition grammar
condition : firstLevel levelList? -> ˆ(COND firstLevel levelList?) ;
firstLevel : (node | STAR) TPˆ childList ;
levelList : level levelList? ;
level : LB! matchˆ RB! TPˆ childList ;
childList : node (COMA! node)* ;
node : LB! pattern RB! ;
pattern : (match POINTˆ)? atom (POINT! atom)* ;
atom : (NOTˆ)? (lemma | pos | func) ;
pos : ID -> ˆ(POS ID) ;
lemma : ‘<’ID ‘>’ -> ˆ(LEMMA ID) ;
func : ‘{’ID ‘}’ -> ˆ(FUNC ID) ;
//The action grammar
action : IDˆ matchList | ‘BLANK’ ;
matchList: match+ ;
match : DOLLAR! ID ;
//The mode grammar
mode : ‘DEFAULT’ | ‘BRANCH’ | ‘CONDITION’ ;
