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Setor de Ciências Exatas, Universidade Fe-
deral do Paraná.
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A comunicação por difusão seletiva, ou multicast, permite que uma única transmissão seja
feita para um grupo de destinatários. Aplicações de distribuição de conteúdo em larga
escala na Internet demandam este tipo de comunicação. Por não haver amplo suporte
à comunicação multicast na camada de rede da Internet, alguns protocolos (chamados
protocolos ALM Application Layer Multicast) simulam a camada de rede através de redes
sobrepostas na camada de aplicação, permitindo o uso da comunicação multicast sobre
essas redes. Neste trabalho apresentamos o PALMS, um protocolo ALM voltado para a
distribuição de conteúdo cont́ınuo proveniente de uma única fonte. Os objetivos principais
do PALMS são a distribuição de conteúdo utilizando poucas mensagens de controle e a
possibilidade de implantação na estrutura atual da Internet. A arquitetura do PALMS
consiste de um servidor responsável pela geração de conteúdo, um tracker responsável
pelo aux́ılio à entrada de nós na rede e pelos peers, que além de consumirem o conteúdo
também são responsáveis por propagá-lo pela rede. Os peers se organizam em grupos, e
acordos de compartilhamento nos grupos determinam de quem o peer recebe e para quais
peers o fluxo deve ser transmitido.O PALMS conta com um mecanismo que permite aos
peers realizarem trocas de acordos a fim de diminuir o tempo de recebimento do conteúdo.
Este mecanismo utiliza o round-trip-time (RTT) entre os peers, e baseia-se no conceito
de desigualdades triangulares. Quando um peer atesta que, ao trocar os acordos de rece-
bimento e transmissão com seu peer transmissor, o tempo de recebimento das mensagens
diminui, os acordos são trocados assim como e as posições dos peers no grupo. O proto-
colo foi implementado no simulador PeerSIM utilizando a linguagem Java, e comparado
a outros protocolos de distribuição de conteúdo. Experimentos demonstram que, além
do PALMS apresentar-se como uma solução fact́ıvel na Internet hoje, ele também utiliza
menor largura de banda para mensagens de controle que as alternativas apresentadas.
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Abstract
Multicast communication allows a single transmission to be received by a group of nodes.
Large-scale content distribution applications running on the Internet demands this kind
of communication. As there is no broad support to multicast at the Internet network
layer, some protocols (called ALM protocols) simulate the network layer through over-
lay networks created at the application layer, allowing the use of multicast over those
networks. This paper presents PALMS, an ALM protocol focused on single-sourced con-
tinuous content distribution. The main objectives of PALMS are the distribution of
content using fewer control messages than other protocols and the ability of deployment
in the current structure of the Internet. PALMS architecture consists of a server, respon-
sible for content generation, a tracker responsible for peer joining bootstrap mechanism
and the peers, the final clients of the network and also response for content propagation.
Peers are organized into groups, and sharing agreements in groups determines who the
peer should receive from and to which peers it should propagate the content. This pa-
per also proposes a mechanism that allows peers to swap agreements in order to reduce
the content receiving delay. This mechanism uses the round-trip-time (rtt) among pe-
ers, and is based on the concept of triangular inequalities. When a peer verifies that,
upon agreement swap with it’s sending node, the content receiving delay is lower to all
nodes involved in the process,their agreements are changed and so their positions in the
group. The protocol was implemented in the PeerSIM simulator using JAVA language,
and compared to other content distribution protocols. Experiments show that, besides
PALMS presents a solution that can be implemented on the Internet today, it also incurs




A distribuição de fluxo (do inglês stream) vem ganhando espaço na Internet à medida
que as redes permitem a transferência de conteúdo a taxas de transmissão cada vez mai-
ores. Atualmente, é posśıvel assistir a v́ıdeos online ou ouvir uma rádio com qualidade
considerável, sendo o conteúdo solicitado sob demanda ou transmitidos em tempo real.
Há diversas aplicações para a distribuição de conteúdo, variando desde portais de dis-
tribuição a redes totalmente descentralizadas. Entretanto, a estrutura atual da Internet
impõe algumas restrições no envio e recebimento de mensagens. Este trabalho apresenta
um novo protocolo de distribuição de conteúdo cont́ınuo utilizando multicast em ńıvel
de aplicação. O protocolo é descrito, especificado e foi implementado no ambiente de
simulação PeerSim.
Esta introdução descreve a motivação e os conceitos básicos necessários ao trabalho,
estando organizada da maneira a seguir. A seção 1.1 descreve métodos utilizados para a
distribuição de conteúdo. A seção 1.2 descreve a importância da comunicação multicast.
A seção 1.3 apresenta multicast utilizado na camada de aplicação. A seção 1.4 apresenta
os objetivos e a contribuição esperada deste trabalho. A seção 1.5 apresenta a organização
do restante deste trabalho.
1.1 Distribuição de Conteúdo
A distribuição de conteúdo é uma das principais atividades na Internet, sendo responsável
por grande parte de seu tráfego [1]. O modelo mais básico constitui-se na distribuição de
conteúdo através de um servidor [2], que se encarrega de transmitir o conteúdo a cada
cliente que o requisita. Para distribuições maiores que envolvam um maior número de
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usuários, o modelo cliente-servidor passa a não ser uma boa alternativa, sendo necessário
um modelo mais escalável. Desta demanda, surgiu o modelo Peer-to-Peer (P2P) [3],
que utiliza-se dos nós presentes na rede para auxiliar na transmissão e propagação do
conteúdo, diminuindo a carga imposta ao servidor.
Outra abordagem utilizada para categorizar sistemas de distribuição de conteúdo diz
respeito ao tipo conteúdo distribúıdo. Conteúdo estático diz respeito a distribução de
conteúdo dispońıvel desde o ińıcio da transmissão. Quando o conteúdo não encontra-se
dispońıvel no ińıcio da transmissão, sendo compartilhado a medida que é gerado [4], dá-se
o nome de conteúdo cont́ınuo. Este trabalho apresenta uma nova solução para distribuição
de conteúdo cont́ınuo, considerando um sistema com caracteŕısticas do modelo P2P.
1.2 Comunicação Multicast
Nas redes de computadores, é posśıvel classificar a comunicação de acordo com a forma de
roteamento das mensagens e quantidade de destinatários. Na comunicação ponto-a-ponto
(do inglês, unicast), um transmissor envia uma mensagem para apenas um receptor. Na
difusão (do inglês, broadcast), um transmissor envia uma mensagem a todos os outros
nós da rede. Já na difusão seletiva [5] (do inglês, multicast), um transmissor envia uma
mensagem para um grupo de receptores.
Para a distribuição de conteúdo cont́ınuo, a transmissão unicast pode não ser a mais
eficiente, quando empregada de maneira arbitrária. Em transmissões de conteúdo cont́ınuo
ao vivo, por exemplo, diversos receptores requisitam o mesmo conteúdo à fonte. Utilizando
comunicações unicast, o transmissor envia múltiplos pacotes idênticos, um para cada
receptor. No multicast, o transmissor enviaria apenas uma mensagem, sendo esta replicada
apenas quando necessário.
Uma alternativa apresentada reside na transmissão multicast presente no IP (Internet
Protocol) Multicast [6], onde a replicação das mensagens ocorre apenas quando necessário
a critério dos roteadores. Roteadores experimentais pertencentes ao Multicast Backbone
(MBone) [7] suportam IP Multicast, mas sua implantação hoje se resume a uma pequena
escala de organizações e instituições.
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1.3 Multicast em Nı́vel de Aplicação
No modelo da Internet [2], a camada responsável pelo roteamento das mensagens é a
camada de rede. Como na Internet a maioria dos roteadores possui suporte apenas à
comunicação unicast, resta buscar alternativas à comunicação multicast.
Na camada de aplicação, podem ser implementadas todas as lacunas das outras ca-
madas. É posśıvel simular o comportamento de outras camadas neste ńıvel, inclusive o
modelo de transmissão de mensagem multicast. Uma série de protocolos utiliza a ca-
mada de aplicação para simularem a comunicação multicast (que serão apresentados no
caṕıtulo 3). Estes protocolos, chamados protocolos ALM (Difusão Seletiva em Nı́vel de
Aplicação, do inglês Application Layer Multicast), criam uma rede sobreposta na camada
de aplicação, criando conexões virtuais entre os nós como as encontradas em [8]. Com
essa rede, é posśıvel aos nós simularem transmissões multicast, sem a necessidade de su-
porte da camada de rede. Este trabalho utiliza os conceitos de ALM para a criação do
protocolo, assim como apresenta algumas abordagens na área.
1.4 Objetivos e Contribuição deste Trabalho
O objetivo deste trabalho é criar um protocolo escalável que permita a distribuição de
conteúdo cont́ınuo na Internet, mas que utilize poucas mensagens de controle. Para o
refinamento da topologia, utiliza-se de um mecanismo baseado em desigualdades triangu-
lares. Esse conceito é baseado no fato que, dado um triângulo qualquer, o comprimento
da aresta formada por dois vértices quaisquer é inferior à soma dos comprimentos das
outras duas arestas.
Nas redes de computadores, a topologia de uma rede pode ser representada por um
grafo com peso nas arestas. Neste trabalho os pesos representam o tempo de ir-e-vir(RTT,
do inglês round-trip-time) entre nodos da rede, sendo posśıvel aplicar resultados da geo-
metria sobre eles. Um conjunto de três arestas num grafo podem não formar um triângulo,
e o mecanismo apresentado neste trabalho procura este conceito para o refinamento da
topologia da rede.
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Além da definição do protocolo proposto, é objetivo deste trabalho sua implementação
em um ambiente de simulação que permita sua comparação com outras alternativas.
1.5 Organização do Trabalho
O restante deste trabalho está organizado da seguinte maneira. O caṕıtulo 2 descreve al-
guns dos principais modelos de distribuição de conteúdo na Internet, assim como apresenta
uma distinção entre os modelos utilizados para fins semelhantes. O caṕıtulo 3 apresenta
a comunicação multicast, sua condição atual na Internet e alguns protocolos relaciona-
dos. O caṕıtulo 4 apresenta um novo protocolo ALM para distribuição de conteúdo na
Internet, o PALMS, assim como um protótipo e sua avaliação experimental. O caṕıtulo 5
conclui este trabalho, apresentando algumas considerações sobre a avaliação experimental




A distribuição de conteúdo diz respeito ao fornecimento e disponibilização de conteúdo
na rede. Em relação ao tipo de conteúdo, podemos divid́ı-los em conteúdo estático ou
conteúdo cont́ınuo [9]. Conteúdo estático é aquele que se encontra previamente dispońıvel
e que pode, a priori, ser acessado de maneira asśıncrona, sendo sua distribuição realizada
sob demanda pelos usuários. Conteúdo gerado à medida que a transmissão ocorre é
chamado de conteúdo cont́ınuo, e sua distribuição se dá por difusão para os usuários. Há
grandes diferenças entre as duas categorias, sobretudo na disponibilidade do conteúdo,
nas técnicas utilizadas para a melhoria da distribuição e em suas restrições.
Neste caṕıtulo, são apresentados as duas categorias de conteúdo, estático e cont́ınuo,
assim como dois modelos empregados para sua distribuição, o modelo cliente-servidor e o
modelo Peer-to-peer.
2.1 Distribuição de Conteúdo Estático
A distribuição de conteúdo estático refere-se à transmissão onde o conteúdo encontra-
se totalmente dispońıvel no ińıcio da transmissão. Sendo assim, ao menos o distribuidor
inicial do conteúdo precisa ter disponibilidade do conteúdo na ı́ntegra. Essa asserção, caso
não haja restrições espećıficas da aplicação, faz com que o conteúdo possa ser recebido fora
de ordem, permitindo até a manipulação do conteúdo recebido pelo receptor. Um exemplo
de manipulação por parte do receptor está presente na distribuição de v́ıdeo sob demanda,
onde é posśıvel ao receptor manipular e controlar o fluxo recebido, de forma similar ao
controle existente na reprodução de um DVD [10]. Estes controles podem incluir, por
exemplo, pausar a reprodução, comandos de avançar e retroceder, dando maior liberdade
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ao receptor quanto ao conteúdo recebido. Entretanto, essa liberdade pode resultar em um
aumento na complexidade de transmissão do conteúdo.
Como os receptores possuem controle total sobre o conteúdo, qualquer mudança de
conteúdo pelo receptor deve ser atendida pela fonte de dados. Um problema que surge na
distribuição sob demanda que não está presente na distribuição de conteúdo cont́ınuo é a
disparidade do conteúdo reproduzido por diferentes usuários. Na distribuição de conteúdo
cont́ınuo todos os usuários estão interessados no mesmo conjunto de dados sendo dispo-
nibilizados pela fonte de dados. Em sistemas de distribuição sob demanda, cada usuário
é livre para escolher a janela de conteúdo que o convém (através das funções descritas
no parágrafo anterior). No pior caso, cada usuário estará interessado em uma janela es-
pećıfica, sendo necessário responder a cada uma das requisições de forma independente.
Em grande parte dos casos, há uma parcela de usuários interessados na mesma janela,
ou em janelas próximas. Algumas técnicas, como o Batching [11] e o Bridging [12] foram
criadas para tirar vantagens dessas situações.
2.2 Distribuição de Conteúdo Cont́ınuo
A distribuição de conteúdo cont́ınuo refere-se a transmissão onde o conteúdo não se en-
contra totalmente dispońıvel no ińıcio da transmissão. Para sua distribuição, uma fonte
de dados gera o conteúdo de forma cont́ınua, como um fluxo de dados, disponibilizando o
conteúdo a medida que ele é gerado. Sendo assim, os receptores que recebem o conteúdo
podem apenas consumi-lo, sem grandes possibilidades de manipulação ou controle de
playback como na distribuição de conteúdo sob demanda, apenas sobre o conteúdo pre-
viamente recebido [9]. Esta técnica requer menor complexidade de transmissão e enca-
minhamento das mensagens, uma vez que os receptores estarão interessados no mesmo
conteúdo, tendo apenas uma pequena diferença de tempo (janela) no conteúdo reprodu-
zido devido ao atraso ocasionado pela rede.
Caso um receptor conecte-se na rede após o ińıcio da transmissão, vários cenários
podem ocorrer. Trivialmente, assim como ocorre em transmissões de TV por difusão, o
receptor passa a receber o conteúdo gerado a partir do momento de sua inserção, sem
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ter acesso ao conteúdo previamente transmitido. Outra alternativa é o receptor passar
a receber o conteúdo gerado a partir do momento de sua inserção, mas também receber
toda a transmissão anterior à sua entrada, permitindo assim a reprodução do conteúdo
como um histórico. Uma alternativa pouco utiliza, mas fact́ıvel, é o ińıcio da transmissão
do zero, onde o receptor, ao entrar na rede, começa a receber o conteúdo do ińıcio da
transmissão.
Nos casos em que o receptor adquire conteúdo previamente transmitido, a distribuição
assemelha-se a distribuição de conteúdo estático até que o receptor alcance o ponto de
transmissão atual (através de pulos na execução, por exemplo), onde passa então a receber
o conteúdo corrente.
Apesar de não possibilitar a manipulação em tempo real do conteúdo, o receptor pode
armazenar o conteúdo em um buffer, que pode ser utilizado posteriormente para mani-
pulação do conteúdo em histórico. O emprego do buffer é importante pois quase todas as
redes, em especial a Internet, estão sujeitas a falhas e oscilações. Não é posśıvel garantir
que o conteúdo recebido será cont́ınuo e entregue em peŕıodos constantes, podendo haver
variações entre a entrega de um pacote e outro [13]. Sendo assim, a existência de um
buffer é importante não apenas para uma posśıvel manipulação do conteúdo, mas para
prover maior robustez ao protocolo [14].
Quando a transmissão é puramente cont́ınua, sem mecanismos espećıficos para uma
posśıvel distribuição sob demanda, a complexidade do sistema tende a diminuir. Como
visto anteriormente, quando há apenas a distribuição por difusão todos os receptores
encontram-se no mesmo ponto de execução e estão interessados em receber o mesmo
conteúdo, facilitando a distribuição pela fonte. Este é o cenário ideal para a utilização da
comunicação multicast, vista em detalhes no próximo caṕıtulo.
2.3 Modelo Cliente-Servidor
O modelo cliente-servidor é um modelo de comunicação onde os integrantes da rede, cli-
entes e servidores, possuem papéis bem definidos e distintos entre si [2, 15]. Neste modelo,
cabe ao servidor a tarefa de receber requisições e enviar dados aos clientes. Ao cliente,
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cabe a tarefa de requisitar dados do servidor e consumi-los. Sua grande utilização deve-se
principalmente a baixa complexidade na implementação de uma rede de distribuição. Seu
funcionamento baseia-se na manipulação de cada cliente individual e independentemente.
Por independente, entende-se que cada cliente recebe o conteúdo completo, em conexão
direta com o servidor. Essa independência garante que cada cliente receba o conteúdo na
ı́ntegra e de maneira confiável, já que ele é enviado diretamente do servidor para o cliente
sem intermediários. Essa independência por parte dos clientes permite que diferentes
tipos de clientes, com diferentes capacidades de processamento e banda, conectem-se na
rede, ao contrário do modelo P2P (visto a seguir) onde os clientes necessitam de certa
capacidade de processamento e banda adicionais.
A estrutura lógica de uma rede baseada no modelo-cliente servidor é bem simples,
sendo constitúıda por um (ou mais) servidores, distribuindo conteúdo a diversos clientes.
Um exemplo da estrutura lógica criada para a distribuição de conteúdo no modelo cliente-
servidor está exemplificada na figura 2.1.
Figura 2.1: Estrutura de distribuição de conteúdo no modelo cliente-servidor.
Em diversas aplicações comerciais, essas caracteŕısticas são interessantes, pois o obje-
tivo é que não haja grandes atrasos no recebimento do conteúdo pelos clientes. Entretanto,
essa independência também impõe uma grande carga ao servidor, uma vez que cada novo
cliente significa uma nova transmissão. Quando o limite da capacidade de processamento
ou banda do servidor são atingidos, novos clientes não poderão obter o conteúdo, ou a
transmissão aos clientes conectados na rede será afetada.
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Diversas técnicas foram propostas para diminuir a carga de transmissão imposta ao
servidor no modelo cliente-servidor sem perder suas caracteŕısticas. Uma das técnicas que
mais se destaca envolve o uso de servidores proxy [16], onde além do servidor central, há
diversos outros servidores secundários que armazenam temporariamente o conteúdo dis-
tribúıdo. Caso um cliente requisite um conteúdo presente em um dos proxy cache, este fica
responsável por transmitir a informação, desonerando assim o servidor. Vários sistemas
utilizam esta técnica, que possui como principais desvantagens o custo de implantação
de novos servidores e o overhead na busca e redirecionamento de conteúdo por parte dos
próprios servidores proxy.
2.4 Modelo Peer-to-Peer
O modelo Peer-to-Peer (P2P) foi criado para a distribuição de conteúdo na rede, visando
o aumento da escalabilidade das redes de distribuição de conteúdo [3, 4, 17, 1, 18]. O
prinćıpio básico dessas redes é utilizar recursos dispońıveis nos receptores, chamados pares
ou peers, para retrasmitirem o conteúdo a outros receptores. Esta técnica permite que
peers conectem-se na rede sem necessariamente imporem ao servidor o ônus de uma nova
conexão, podendo o conteúdo ser obtido tanto do servidor quanto de outros peers, que
já possuem o conteúdo desejado. A figura 2.2 exemplifica uma rede de distribuição de
conteúdo no modelo P2P.
Figura 2.2: Estrutura de distribuição de conteúdo no modelo P2P.
Embora mais escalável que o modelo cliente-servidor, este modelo possui algumas
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desvantagens. A adição de peers no caminho da transmissão adiciona pontos adicionais de
falhas que podem ocasionar no não recebimento de mensagens caso não hajam mecanismos
de tolerância a falhas.
Em relação ao desempenho, a comparação entre os dois modelos depende das confi-
gurações da rede. Para redes com um número reduzido de receptores, uma rede cliente-
servidor pode obter maior taxa de entrega de pacotes para cada receptor, dependendo da
largura de banda do servidor. Já em uma rede P2P, a dependência em relação a banda do
servidor tende a ser menor, mas há dependência de disponibilidade tanto de banda como
de processamento por parte dos peer [15]. Apesar disso, redes P2P vêm sendo responsável
por grande parte do tráfego da Internet [19].
Em relação à organização da rede, as redes P2P distribuem as tarefas realizadas ex-
clusivamente pelo servidor no modelo cliente-servidor, sendo altamente dependente do
comportamento dos mesmos para funcionar corretamente. Por serem dependentes dos
peers, protocolos que implementam o modelo P2P precisam avaliar as consequências das
sáıdas dos peers ou do comportamento errôneo de algum deles, sendo necessária a inclusão
de mecanismos de tolerância a falhas que não estão presentes no modelo cliente-servidor.
Um problema que surge nas redes P2P devido à descentralização da rede é a orga-
nização dos peers. No modelo cliente-servidor, a organização da rede se dá diretamente
com o servidor, e requisições de qualquer espécie ocorrem do sentido cliente para servidor
ou servidor para cliente. No modelo P2P, descentralização da rede faz necessária a adoção
de métodos de organização dos peers, pois para um peer realizar uma requisição qualquer
é necessário descobrir para qual peer essa requisição deve ser feita. Sobre os modelos
utilizados para a organização dos peers, podemos distinguir as redes P2P em estruturadas
e não-estruturadas.
Em redes P2P estruturadas, a organização dos peers é feita utilizando como apoio ta-
belas hash. Para permitir a implementação de forma distribúıda, a tabela é implementada
como uma DHT (Tabela Hash Distribúıda, do inglês Distributed Hash Table), onde cada
peer fica responsável por um conjunto de chaves. O desafio dos protocolos que utilizam
uma arquitetura estruturada é implementar um método eficiente de distribuição da DHT
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e um método eficiente de mapeamento e descobrimento dos peers e suas chaves. Soluções
como [20, 21, 22] implementam mecanismos de atribuição e descoberta de chaves em redes
P2P.
Em redes P2P não estruturadas, a organização dos peers se dá de maneira arbitrária.
Por não possuir um processo determińıstico, não é posśıvel, na maior parte dos casos, pre-
ver a organização dos peers resultante. Quando há a necessidade de buscas de conteúdo
nessas redes, utilizam-se usualmente processos semelhantes a inundações na rede ou pro-
pagação epidêmica [23]. Por serem menos complexas que as redes P2P estruturadas, o
modelo não-estruturado é normalmente utilizado quando há uma entidade de apoio, como





A comunicação por difusão seletiva ou multicast é um dos diversos métodos de comu-
nicação utilizados nas redes de computadores, e consiste na entrega de uma mesma men-
sagem para um grupo de receptores. Seu nome deriva de outro método de comunicação
chamado difusão ou broadcast, que consiste no envio de uma mesma mensagem a todos
nós da rede. Como o próprio nome sugere, o multicast seleciona um grupo de receptores
e envia a mensagem a este grupo espećıfico.
Este caṕıtulo é organizado da seguinte maneira. A seção 3.1 apresenta uma com-
paração entre a comunicação unicast e a comunicação multicast. A seção 3.2 apresenta o
protocolo baseado em IP para comunicação multicast. A seção 3.3 apresenta os conceitos
sobre multicast em ńıvel de aplicação (ALM, do inglês Application Layer Multicast), que
simulam a comunicação multicast utilizando a camada de aplicação, assim como alguns
protocolos que o implementam. A seção 3.4 apresenta outros protocolos relacionados a
este trabalho.
3.1 Unicast vs. Multicast
A comunicação unicast é a única suportada por todos os roteadores da Internet [24]. Seu
uso se deve principalmente à simplicidade no redirecionamento das mensagens, permitindo
o roteamento rápido das mensagens pelos roteadores. A comparação entre o unicast e
o multicast é importante pois mostra os principais desafios para a implementação do
multicast em ńıvel de rede.
A principal diferença entre a comunicação unicast e multicast diz respeito à distri-
buição da carga de envio e ponto de replicação das mensagens. Quando há o envio de
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uma mesma mensagem a múltiplos receptores, no unicast há a replicação das mensagens
na origem pelo transmissor, enquanto no multicast essa replicação só ocorre quando ne-
cessário pelos roteadores. Em relação à distribuição da carga de envio, ao considerarmos
um mesmo conjunto de nós transmissores, intermediários e receptores, a comunicação uni-
cast, por enviar uma mensagem diferente a cada receptor, impõe carga de n mensagens a
cada nó intermediário, onde n é o número total de receptores. Já a comunicação multi-
cast, por adiar a replicação das mensagens, impõe carga de no máximo n, igualando-se à
comunicação unicast apenas quando cada nó receptor não possui nós intermediários em
comum.
A figura 3.1 mostra a diferença de carga imposta a um nó intermediário r1 na utilização
do unicast e multicast para o envio de uma mensagem de s1 para os nós c1, c2 e c3. Como
na comunicação unicast uma mensagem espećıfica deve ser enviada a cada destinatário,
s1 deverá enviar 3 mensagens. Caso a comunicação multicast seja utilizada, s1 enviará
apenas 1 mensagem, cabendo a r1 a tarefa de replicar estas mensagens aos destinatários.
Figura 3.1: Comparação da comunicação unicast (à esquerda) e multicast (à direita),
possuindo nós intermediários na transmissão.
É posśıvel inferir que, a medida que mais nós intermediários são inseridos no caminho a
diferença de utilização de banda entre a comunicação unicast e multicast tende a aumen-
tar, apenas comprovando a superioridade no uso do multicast para o envio simultâneo
à múltiplos destinatários. No restante deste caṕıtulo são apresentadas soluções para o
desenvolvimento de protocolos multicast compat́ıveis com a Internet.
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3.2 IP Multicast
O IP Multicast é um conjunto de regras adicionais ao protocolo IP, de modo a permitir
a comunicação para múltiplos destinos simultâneos. Cada versão possui uma maneira
distinta de suporte à comunicação multicast.
Na versão 6, especificada pelo RFC 2460 [25], o multicast é suportado nativamente
através de um block especial no datagrama, chamado multicast block. O identificador
de um multicast block corresponde a 1/256 do espaço destinado ao endereçamento das
máquinas, onde todos os valores correspondem a 1 (1111 1111 ou FF em hexadecimal).
Sendo assim, todos os endereços IPv6 iniciados por esses valores são endereços multicast.
Embora nativamente suportado pela versão 6, o termo IP Multicast usualmente refere-
se à implementação da comunicação multicast sobre a versão 4 do protocolo, por esta ser
a versão atualmente suportada pelos roteadores na Internet.
Na versão 4, o RFC 1112 [26] propõe um método de endereçamento dos grupos mul-
ticast. Os identificadores de grupos multicast utilizam 1/16 do espaço destinado ao en-
dereçamento IP e correspondem aos endereços iniciados por 1110, os endereços da antiga
Classe D [27]. Endereços IPv4 para grupos multicast são atribúıdos de acordo com o RFC
5771 [28], dependendo principalmente de seu escopo de utilização.
A inserção ou remoção de membros em um grupo multicast é especificada pelo proto-
colo IGMP (Internet Group Management Protocol), que atualmente encontra-se em sua
versão 3 [6]. Quando posśıvel, é utilizado um mapeamento especial de endereço IP para
endereço MAC (Medium Access Control), definido pelo RFC 1112 [26]. Isso evita o envio
de múltiplas mensagens unicast até mesmo na camada de enlace.
Embora fact́ıvel, a comunicação multicast não é implementada nos roteadores da In-
ternet por diversos problemas. Problemas como o envio de mensagens de destinatários
não solicitados já possuem solução [6], mas ainda há diversos problemas em aberto [24].
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3.3 Protocolos ALM
Os protocolos ALM são protocolos voltados à comunicação multicast utilizando apenas re-
cursos da camada de aplicação da Internet e sendo independentes da camada de rede. Essa
independência se dá através da simulação de transmissões multicast no ńıvel de aplicação
para mensagens unicast em ńıvel de rede. Para simular uma transmissão multicast, usa-se
a capacidade de envio dos membros participantes, de forma semelhante ao modelo P2P
visto anteriormente, que são responsáveis por propagarem a mensagem. Diversos proto-
colos [29, 30, 31, 32, 33, 34, 35, 36] utiliza esta técnica, como veremos a seguir. A figura
3.2, mostra um exemplo de funcionamento dos protocolos ALM, onde uma mensagem
enviada por w1 deve alcançar todos os nós presentes na rede. Para isso, w1 transmite à
w2, que recebe a mensagem e propaga-a para n1, que ao recebê-la propaga à n2, e assim
por diante. A figura 3.3 mostra como a mesma transmissão seria efetuada utilizando-se
apenas comunicações unicast. Por último, a figura 3.4 demonstra o cenário ideal onde
a comunicação multicast é implementada pela camada de rede, onde a replicação ocorre
apenas quando estritamente necessária pelos roteadores.
Figura 3.2: Exemplo de propagação de mensagem em protocolos ALM.
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Figura 3.3: Exemplo de propagação de mensagem utilizando exclusivamente comunicações
unicast.
Figura 3.4: Exemplo de propagação de mensagem utlizando comunicação multicast com
suporte da camada de rede.
Por não necessitar do suporte da camada de rede, os protocolos ALM podem ser
utilizados na estrutura atual da Internet sem a necessidade de modificações. Apesar
disso, os protocolos ALM usualmente modificam ou adicionam elementos à camada de
aplicação. Esses elementos constituem-se de camadas sobrepostas às camadas existentes
na Internet, responsáveis por proverem informações sobre os nós conectados à rede e
também por distribuir o conteúdo.
As métricas comumente utilizadas para a comparação de protocolos ALM dizem res-
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peito à qualidade da rede sobreposta criada, como por exemplo stress e stretch [37]. O
stress mede a replicação de pacotes transmitidos por um mesmo nó na rede, sendo sempre
de valor 1 para os membros de uma rede cujo multicast é suportado à nivel de rede. O
stretch é a razão entre o tamanho do caminho percorrido pelo pacote no protocolo ALM
sobre o tamanho do caminho de uma mensagem unicast entre os nós, sendo sempre de
valor 1 nas mensagem unicast. Embora muito utilizadas, essas métricas dependem de in-
formações da camada de rede nem sempre dispońıveis. Outras métricas mais subjetivas,
como a sobrecarga imposta aos nós e a diferença entre a latência fim-a-fim e utilizando
o caminho ALM, são mais comumente utilizadas por poderem ser avaliadas em ńıvel de
aplicação.
Nesta seção, são apresentados os funcionamentos dos protocolos EMMA [32], YOID
[30], NICE [31] e Narada [29].
3.3.1 EMMA/EMMA-QoS
O protocolo EMMA [32] (Multicast em ńıvel de usuários para aplicações multilaterais, em
inglêsEnd-user Multicast for Multi-party Applications) é um protocolo ALM destinado a
aplicações com diversas fontes de conteúdo. Apesar de funcionar em sistemas com apenas
uma fonte de conteúdo, os recursos providos pelo protocolo são melhores utilizados em
aplicações que efetivamente utilizem várias fontes, como por exemplo uma reunião virtual
ou uma v́ıdeo conferência.
Funcionamento Básico
O funcionamento básico do EMMA consiste em manter uma topologia de controle capaz de
derivar árvores de abrangência espećıficas para cada membro da rede. Tendo conhecimento
de todos os nós, uma entidade chamada lobby server mantém informações como IP e porta
dos nós, assim como informações sobre o conteúdo produzido por cada uma delas (taxa
de bits, codificação, por exemplo). Utilizando alguns mecanismos preemptivos, os peers
ficam encarregados de escolherem quais conteúdos ele ficará responsável por propagar.
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Inserção na Rede
A entrada de nós na rede é dado através de um lobby server, que mantém informações de
todos os nós presentes na rede. Essas informações compreendem IP, porta, identificação
do conteúdo produzido, entre outros. O lobby server se assemelha ao rendezvous point
encontrado em outros protocolos ALM.
Comunicando-se com o lobby server, um nó que deseja conectar-se à rede requisita a
lista de nós presentes na rede, verificando o tempo de ir-e-vir das mensagens para cada
um desses nós e requisitando conexões com os nós com os tempos mais baixos. Para
uma requisição ser aceita, duas limitações (grau e capacidade) não podem ser violadas.
Limitação de grau restringe quantas conexões um nó pode ter, e limitação de capacidade
diz respeito a quantas propagações de fluxo um nó pode realizar. Essas limitações são
determinadas pelos próprios nós, e não havendo violação de nenhuma delas, a requisição
de inserção é aceita.
Manutenção e Gerenciamento das Camadas
Para o roteamento das mensagens, cada nó possui sua própria árvore de abrangência,
constrúıda a partir da camada de controle cuja única restrição é um valor máximo (em
número de saltos ou atraso médio) que não pode ser excedido. Mensagens de atualização
periódicas são utilizadas para a manutenção ou reconstrução da árvore quando necessário,
sendo propagadas via inundação da rede. Essa técnica não apenas notifica a inserção de
um novo nó a partir de seus vizinhos como também permite a descoberta de caminhos
diferentes para os nós, podendo ser útil na sáıda ou falha de um nó.
Como no EMMA é posśıvel a transmissão multilateral, é necessária uma poĺıtica de
gerenciamento de conteúdo para auxiliar os nós na escolha em relação à retransmissão
do conteúdo de diversas fontes. Cada nó mantém uma tabela de prioridades, que contém
informações sobre a origem do conteúdo recebido e qual sua respectiva prioridade de
recebimento. Após um nó decidir sobre a prioridade do conteúdo, este valor é então
transmitido até o nó transmissor utilizando-se do caminho inverso da transmissão original.
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Caracteŕısticas Espećıficas
Por se tratar de uma rede interligada de vários nós, um nó intermediário do caminho
pode ser responsável pela retransmissão de mais de um conteúdo. Caso a capacidade de
retransmissão desse nó intermediário seja excedida, ele compara a soma das preferências
de todos os nós que estão recebendo o conteúdo em questão à soma das preferências de
todos os nós requisitando o novo conteúdo. Caso a segunda seja maior que a primeira, o
nó cessa a propagação do conteúdo corrente e o novo conteúdo passa a ser transmitido.
A figura 3.5 mostra um exemplo do sistema de propagação de mensagens com pri-
oridade. Nesta figura, têm-se inicialmente os transmissores SA e SB transmitindo os
conteúdos A e B, respectivamente. A partir do transmissor SA, os nós C1 e C2 recebem
o conteúdo A, com prioridade 5 cada um. Esta transmissão passa por C5, que possui
um limite de envio equivalente a um único conteúdo. Sendo assim, o nó C3, requisitante
do conteúdo B com prioridade 6, cuja transmissão obrigatoriamente passa por C5, terá
sua requisição negada pois as prioridades de C1 e C2 somam 10 no total. Entretanto,
na entrada do membro C4, requisitante do conteúdo B com prioridade 5, a soma das
prioridades do conteúdo B (11) no nó C5 ultrapassa a coma das prioridades do conteúdo
A (10). Neste caso, C5 interrompe a propagação de A e passa a retransmitir B.
Figura 3.5: Sistema de propagação de mensagens com prioridade.
A tolerância a falhas no EMMA se restringe à correção de falhas resultantes de um nó
falho. Caso um nó n deixar a rede, ou simplesmente deixar de repassar seus conteúdos
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correspondentes, cada nó f ligado ao nó n que depende de n para receber conteúdo liga-se
a outro nó que também possui o conteúdo em questão, mantendo a redistribuição. Este
processo é posśıvel devido às atualizações proativas do estado da camada de controle.
3.3.2 YOID
YOID [30] (Seu próprio distribuidor de internet, do inglês Your Own Internet Distribu-
tion), é na verdade um conjunto de protocolos, que provêem meios de distribuição de
conteúdo pela Internet utilizando a capacidade de compartilhamento natural dos clientes.
Adotando regras de funcionamento bastante versáteis, o YOID permite, mas não se li-
mita a, utilização de servidores de distribuição de conteúdo e a utilização do IP Multicast
[6]. Foi um dos primeiros protocolos que utilizaram a comunicação multicast em ńıvel de
aplicação, e é formado pelos protocolos YTMP, protocolo de gerenciamento da árvore,
YDP, protocolo de distribuição e YIDP, protocolo de identificação. Uma rede YOID
pode compreender um ou mais grupos de distribuição multicast, e iremos considerar o
comportamento das entidades envolvidas em apenas um grupo.
Funcionamento Básico
O conjunto de protocolos YOID, chamados daqui em diantes apenas de YOID, utiliza-se
de um rendezvous Point que possui informações de nós presentes na rede para auxiliar
a entrada de nós na rede. O YOID procura criar inicialmente uma rede sobreposta em
forma de árvore, criando uma rede sobreposta mesh para recuperação de eventuais falhas
ou sáıdas de nós. Essa abordagem traz algumas vantagens como a escolha expĺıcita de
quais nós serão responsáveis por transmistir o fluxo e o controle da quantidade de envios
que um nó deve realizar (calculado a partir de seu número de filhos na árvore).
Inserção na Rede
A inserção na rede YOID se dá através do rendezvous point, que mantém uma lista de
alguns membros da rede. O endereço e porta do rendezvous point deve ser de conhecimento
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geral dos nós a priori de sua entrada. Para ser inserido na rede, um nó x requisita sua
entrada ao rendezvous point, recebendo uma lista de nós arbitrários. Para que um nó
y, presente na lista, possa aceitar x como filho, este precisa possuir capacidade livre
de compartilhamento e a inserção de x não pode criar loops na rede. A capacidade de
compartilhamento é determinada por cada nó, e caso o nó x não encontre nenhum nó
dispońıvel, ele pode requisitar outra lista ao rendezvous point, ou declarar-se o nó raiz de
uma árvore, processo visto a seguir. Caso o nó x encontre mais de um posśıvel pai, ele
escolherá o melhor entre eles utilizando métricas pré-definidas.
Manutenção e Gerenciamento das Camadas
Com o passar do tempo, vários nós que não conseguiram ligar-se a um pai no momento
de sua inserção na rede criam novas árvores. Ainda neste cenário, nós que deixam de
receber informações sobre seus pais e não conseguem ligar-se a outro pai na rede também
criam novas árvores. Devido à volatilidade e dinamicidade das redes de distribuição de
conteúdo [1], este cenário possui bastante semelhança com a utilização real, necessitando
de um mecanismo para evitar o particionamento da árvore.
De maneira proativa, todo membro da rede busca por alguns outros membros que
não são vizinhos/parentes seus na árvore, e tenta estabelecer conexões entre eles. Essas
conexões, juntas com as conexões da árvore, formam a rede mesh, responsável pela recu-
peração das partições na árvore. Ainda de maneira proativa, o rendezvous point busca
por partições da árvore e gerencia o intercalamento das mesmas, transformando a raiz de
uma árvore no filho de um nó existente em outra árvore, da mesma maneira que ocorre a
inserção de um novo nó.
Cada nó mantém uma lista (chamada de rootpath) que contém o caminho entre o nó
raiz (que realiza a transmissão) até o nó em questão. Sempre que há mudanças, essa lista
é retransmitida a todos os nós ao longo da árvore.
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Caracteŕısticas Espećıficas
Devido a inserção do nó pelo rendezvous point diretamente na árvore de compartilha-
mento, o YOID possui informações suficientes para gerenciar a estrutura da árvore de
forma direta, uma vez que o rendezvous point possui conhecimento global de todos os nós
ligados à rede. Devido à aleatoriedade dos nós enviados pelo rendezvous point na inserção
dos nós, a estrutura resultante da árvore pode não ser a mais otimizada, podendo ser
melhorada através de mecanismos de balanceamento ou redistribuição de nós.
Para melhorar o desempenho da distribuição de conteúdo, os nós periodicamente bus-
cam por outros posśıveis pais que beneficiariam a distribuição de acordo com métricas
estabelecidas como latência, vazão, entre outros, simulando sua inserção em outros pontos
da árvore e conectando-se a novos pais quando for vantajoso.
Como a lista recebida é arbitrária, um nó pode escolher outro nó para o qual ele
indiretamente envia o fluxo (um nó abaixo dele na mesma árvore de compartilhamento).
Em grande parte dos casos a lista de rootpath detectará esse laço e a inserção não será
efetuada. Entretanto, devido ao paralelismo das mensagens, ainda assim laços podem
ser formados. Para a detecção tardia de laços, mensagens de atualização de rootpath
contém ainda uma informação sobre os saltos presentes no caminho, chamado switchstamp.
Quanto maior o switchstamp, mais alta sua posição na árvore. Ao detectar a existência
de um laço através de uma mensagem de rootpath, caso o switchstamp maior da lista seja
o seu, ele será o responsável por quebrar o laço.
Outro ponto importante no YOID é seu suporte nativo ao IP Multicast. Para isso,
o YOID cria um cluster englobando todo o grupo Multicast, promovendo um dos inte-
grantes do grupo a cabeça do grupo. Para a rede YOID, apenas a cabeça do grupo está
efetivamente conectada à rede, e toda transmissão de algum nó do grupo Multicast para
a rede YOID precisa, necessariamente, ser transmitida pela cabeça da rede, assim como
todo recebimento da rede YOID para o grupo.
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3.3.3 NICE
O NICE [31] (NICE é o Ambiente de Cooperação na Internet, do inglês NICE is the Inter-
net Cooperative Environment), é um projeto desenvolvido pela universidade de Maryland
com o intuito de criar um framework cooperativo para a implementação escalável de
aplicações distribúıdas pela Internet. A idéia geral do projeto é permitir a criação de
aplicações que compartilhem recursos das máquina dos cliente pelos demais clientes pre-
sentes na rede. Este framework não necessita de nenhum recurso adicional da camada de
rede, permitindo o compartilhamento de conteúdo utilizando a estrutura atual da rede.
Este projeto inclui diversos protocolos, entre eles o protocolo para comunicação multicast
em ńıvel de aplicação, chamado neste trabalho apenas de protocolo NICE.
O protocolo NICE é um protocolo de aplicação, que tem como idéia principal a redução
de complexidade e o ganho de desempenho (stress e stretch, definidos no ińıcio desta
seção). O protocolo utiliza uma estrutura hierárquica para sua rede, organizada em ńıveis.
Uma das caracteŕısticas principais do NICE é justamente essa estrutura hierárquica, que o
difere dos demais protocolos previamente vistos. No NICE, a camada adicional de controle
não constitui uma rede mesh, mas sim uma rede estruturada em clusters, utilizada tanto
para o controle quanto para a transmissão de conteúdo. Sendo assim, cria-se apenas uma
camada adicional, e não duas como na maioria dos outros protocolos.
Funcionamento Básico
O funcionamento básico do protocolo NICE depende em grande parte da estrutura hierár-
quica de sua rede. Esta rede, composta pos diversos ńıveis hierárquicos, tem em cada ńıvel
um conjunto de clusters. Esses clusters são formados por nós da rede, a partir de métricas
de aproximação dos nós, como por exemplo baixa latência entre os nós. Para estabeler a
hierarquia da rede, têm-se a prinćıpio que todos os nós presentes na rede estejam inclusos
em um, e apenas um, cluster do ńıvel mais baixo da hierarquia. O tamanho desse cluster
varia entre k e 3k -1, onde k é uma constante que determina a quantidade de nós próximos
uns aos outros. De cada cluster no ńıvel mais baixo, escolhe-se, através de métricas de
distância, o integrante mais equidistante de todos os nós, chamado cluster leader. O
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conjunto de cluster leaders de um ńıvel mais baixo são promovidos a um ńıvel hierárquico
maior, embora continuem fazendo parte do ńıvel hierárquico inferior. Esses cluster leaders
então formam um novo cluster na hierarquia superior, escolhem-se os cluster leaders do
novo cluster e cria-se uma nova hierarquia, até haver um ńıvel hierárquico com apenas
um integrante.
Da definição acima, temos que (i) se um nó está presente em um determinado ńıvel
hierárquico, ele estará presente em todos os ńıveis hierárquicos inferiores. (ii) um nó só
está presente em um cluster por ńıvel hierárquico. (iii) Se um nó não está presente em
um ńıvel hierárquico j, ele não estará presente em nenhum ńıvel hierárquico acima de j.
(iv) Há, no máximo, logkn ńıveis hierárquicos. Utilizando estas regras, cada nó mantém
informações sobre cada um de seus vizinhos de cluster, assim sobre o cluster um ńıvel
hierárquico acima de seu maior ńıvel. Este modelo é exemplificado na figura 3.6, onde
todos os nós A’s estão no primeiro ńıvel, os nós B’s são os ĺıderes de seus respectivos
clusters, e fazem parte do primeiro e segundo ńıvel, e o nó C0 (único, neste exemplo), é
o ĺıder do cluster superior, e pertence ao primeiro, segundo, e terceiro ńıvel. Esta figura
ainda exemplifica o método de propagação de uma mensagem enviada por C0, que é
propagada através dos ĺıderes de clusters para seu cluster inferior, e assim por diante.
Figura 3.6: Exemplo ilustrativo das redes sobrepostas do protocolo NICE.
Inserção na Rede
O protocolo NICE, assim como outros protocolos ALM, utilizam uma unidade centraliza-
dora conhecida por todos os nós. Esta unidade, normalmente a origem do conteúdo a ser
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distribúıdo, é responsável pela entrada dos nós na rede, iniciando o processo de inserção
do nó.
A inserção do nó se dá através da busca de uma posição em um cluster do ńıvel
mais baixo, iniciando a busca pelo ńıvel mais alto. Como os cluster leader possuem
caracteŕısticas semelhantes aos clusters aos quais pertencem, a busca têm por objetivo
procurar um cluster leader que mais se assemelhe ao novo nó. Para isso, um nó que deseja
entrar na rede primeiramente contacta a unidade centralizadora, que envia uma lista do
cluster do primeiro ńıvel hierárquico. Desta lista, o nó verifica qual mais se assemelha a
ele, requisitando uma lista de membros do cluster inferior no qual o nó semelhante é um
cluster leader, e assim recursivamente até o ńıvel mais baixo.
Manutenção e Gerenciamento das Camadas
Devido ao fato do cluster leader ser sempre o centro equidistante de todos os membros
do cluster, mudanças nos membros do cluster podem ocasionar a demoção de um cluster
leader. Quando um cluster leader é demovido, ele retira-se de todos os clusters hierarqui-
camente superiores ao qual ele foi efetivamente demovido, e novos cluster leaders devem
ser promovidos em cada cluster afetado. Iniciando pelo menor ńıvel hierárquico onde
houve mudança de cluster leader, promove-se um novo cluster leader, que toma o lugar
do antigo cluster leader também no cluster de ńıvel imediatamente superior, que poderá
ter seu cluster leader modificado e assim sucessivamente. A figura 3.7 mostra a mudança
ocorrida na rede quando, devido á sáıda do nó A3 e a entrada de A4, o cluster leader
do cluster passa a ser o membro A2. Neste caso, o antigo cluster leader A1 remove-se
do cluster superior (A1-B1-C1), sendo substitúıdo por A2. Na entrada de A2 no cluster
superior, verifica-se que ele é o maior indicado a ser o novo cluster leader deste cluster
também, sendo B1 substitúıdo por A2 no primeiro cluster.
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Figura 3.7: Exemplo de alteração na rede na troca de um cluster leader.
Periodicamente, cada nó envia uma mensagem, chamada Heartbeat, da distância esti-
mada entre e seus vizinhos no cluster, para todos os vizinhos do cluster. O cluster leader
envia ainda uma lista de todos os membros do cluster, para auxiliar na integração do
cluster caso um novo nó tenha sido adicionado. Ainda, o cluster leader envia uma lista de
todos os participantes do cluster hierárquico superior, ao qual ele mesmo pertence, para
auxiliar na recuperação da rede caso o cluster leader venha a falhar.
Ainda periodicamente, o cluster leader verifica o tamanho de seu cluster. Caso o
tamanho do cluster seja superior ao limite de 3k-1, o cluster leader reparte o cluster
atual em dois clusters de modo que a distância máxima entre os nós do mesmo cluster
seja minimizada, e ainda determina os novos nós centrais dos dois clusters através de
mensagens de transferência de liderança. Esta pode ser uma operação recursiva, já que
cada metade do cluster anterior pode vir a ser maior que 3k-1, e neste caso, o processo
continua. No outro oposto, caso o tamanho do cluster for inferior a k, seu cluster leader
busca, no cluster de ńıvel superior, pelo vizinho mais próximo. O cluster leader requisita
a este vizinho, que é um cluster leader no ńıvel inferior, que receba os novos nós em seu
cluster, através de uma mensagem de requisição de união de clusters. Após isso, ambos os
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cluster leaders enviam mensagens de atualização sobre os novos componentes do cluster.
O antigo cluster leader é demovido e retirado do ńıvel hierárquico superior, pois não é
mais um cluster leader.
Caracteŕısticas Espećıficas
Ao iniciar o processo de inserção, pode-se levar algum tempo para que o nó encontre um
cluster adequado para se inserir. Enquanto o processo não é completo, o nó temporaria-
mente inclui-se na rede como membro direto do cluster de maior hierarquia, que recebe
o conteúdo diretamente da origem do conteúdo, ou do nó presente no ńıvel hierárquico
mais alto. Este mecanismo pode aumentar a sobrecarga no nó de maior ńıvel hierárquico,
mas é particularmente útil quando a inserção de um nó encadeia a divisão e criação de
vários clusters em diferentes ńıveis hierárquicos.
Tolerância a Falhas
Um mecanismo de Tolerância a Falhas está presente na manutenção dos clusters. Quando
um novo cluster leader é escolhido, ele pode não conseguir ingressar no cluster superior
por diversos motivos. Quando isto ocorre, o novo cluster leader inicia um processo de
inserção em algum cluster no ńıvel especificado. Este processo envolve percorrer o ńıvel
hierárquico superior e modificá-lo caso necessário, dependendo da atuação da unidade
centralizadora.
Um nó pode deixar de funcionar sem antes poder informar aos outros membros de
sua sáıda. Caso o nó não seja um cluster leader, sua sáıda é detectada através da não-
entrega das mensagens de HeartBeat e o cluster se estabiliza como visto anteriormente.
Entretanto, quando o nó faltante é um cluster leader, todos os outros nós do cluster
devem escolher, de maneira independente, quem é o novo cluster leader, baseado nas
informações de distância das mensagens de Heartbeat. Quando dois ou mais cluster leaders
forem promovidos no mesmo cluster, eles devem entrar em consenso utilizando um campo
espećıfico das mensagens dos cluster leaders, até que o nó mais equidistante dos outros
torne-se o único cluster leader.
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3.3.4 Narada
O Narada é um protocolo ALM voltado à distribuição de conteúdo, cuja rede de distri-
buição funciona de forma descentralizada. Sua rede sobreposta é dividida em duas, sendo
uma delas uma rede mesh, responsável pela transmissão de informações de controle, e a
outra delas representada uma árvore de abrangência, criada a partir das ligações existentes
na rede mesh. Cada nó possui sua própria árvore de abrangência, que deve possuir todos
os nós presentes na rede. A figura 3.8 demonstra a rede mesh (mais clara), assim como a
árvore de abrangência de C1. Os objetivos principais do Narada são a auto organização
das camadas de maneira distribúıda, a eficiência dessas camadas, a auto-otimização das
mesmas utilizando quebras e inserções de ligações entre nós existentes e a adaptatividade
à dinamicidade das redes P2P.
Figura 3.8: Exemplo ilustrativo das redes sobrepostas criadas pelo protocolo Narada.
Funcionamento Básico
O Narada pressupõe a existência de um mecanismo para a obtenção de uma lista parcial
de peers ativos na rede, comumente implementado como um rendezvous point ou por listas
dispońıveis fora do contexto do protocolo. O Narada constrói primeiramente a rede mesh
de controle, derivando a partir desta uma árvore de abrangência espećıfica para cada nó.
Esta abordagem é especialmente importante para o desempenho de aplicações com várias
fontes de conteúdo, uma vez que a rede mesh dá mais robustez à arvore de abrangência.
Como a árvore de abrangência é constrúıda a partir da rede mesh, o caminho da
transmissão está diretamente ligada à qualidade das ligações existentes na camada de
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controle, que deve ser balanceada para que não haja sobrecarga de nós na rede. Para
isso, o Narada utiliza alguns mecanismos de refinamento da rede mesh, vistos nas seções
a seguir.
Inserção na Rede
Quando um nó deseja entrar na rede, ele deve obter uma lista de membros ativos de
alguma forma (seja através de um rendezvous point ou uma lista externa). O nó envia
requisições de inserção a todos os membros presentes na lista. Apenas uma aceitação é
necessária para o processo ser bem sucedido, tornando o nó vizinho do membro que o
aceitou na rede. Assim que ele é adicionado, o novo nó envia mensagens de atualização
para seu vizinho, que irá repassar essa atualização aos demais nós da rede. O mecanismo
de atualização dos nós é visto na seção seguinte.
Manutenção e Gerenciamento das Camadas
No Narada, o gerenciamento da camada de controle é feita de maneira distribúıda. Para
isto, cada nó mantém uma lista atualizada contendo todos os outros nós conhecidos da
rede. Para cada nó k, são guardadas informações sobre o endereço de k , o último número
de sequência sk enviado por k e o timestamp em que sk foi recebido. De maneira pró-
ativa, cada nó envia para seus vizinhos sua lista completa de nós conhecidos contendo
inclusive a si mesmo, incrementando seu próprio número de sequência. Ao receber a
mensagem, um vizinho j pode prosseguir de duas maneiras. Caso não haja uma entrada
de k na lista, j adiciona k à sua própria lista, adicionando um campo correspondente ao
timestamp local em j quando este recebeu a mensgem de atualização de k. Caso haja uma
entrada, seja i o vizinho de j que enviou a lista, j então verifica o número de sequência
ski. Caso o campo ski da mensagem seja menor que skj (último número de sequência de
k recebido por j ), então a mensagem é descartada, caso contrário o número de sequência
skj recebe o valor de ski e o timestamp é atualizado para o timestamp local. Para evitar
problemas de loops infinitos nas atualizações, o Narada utiliza-se de uma estratégia similar
à empregada no protocolo [38] sobre a rede mesh. Cada membro mantém uma tabela de
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custo de roteamento para todos os membros, e também o caminho relacionado a aquele
custo, sendo a atualização feita sobre esses dois campos. Também periodicamente, cada
nó envia a todos os seus vizinhos suas tabelas de roteamento, contendo o custo relacionado
à cada nó e o caminho utilizado para chegar até ele.
Para o encaminhamento dos dados, o Narada utiliza um mecanismo igual ao DVMRP
[5]. Um nó m que recebe uma mensagem de n, cujo transmissor inicial foi s, irá propagar a
mensagem apenas se n for o próximo salto na árvore de roteamento de m para s, e enviará
a mensagem apenas para os nós que utilizarem m como próximo salto para s. Para isso,
além de manter uma tabela de roteamento com custos e caminhos para cada outro nó da
rede, ele deve também manter uma tabela de roteamento com custos e caminhos de cada
vizinho para cada nó da rede, atualizas periodicamente.
Caracteŕısticas Espećıficas
Uma das caracteŕısticas espećıficas do protocolo Narada é que os nós periodicamente
buscam por novas conexões vantajosas na rede mesh, além de derrubar conexões inúteis.
De maneira proativa, cada nó busca por nós aleatórios aos quais ainda não é vizinho e
calcula, no caso de uma conexão entre os dois nós existir, quais outros nós presentes na
rede terão seu desempenho com o nó iniciador do processo melhorado. Para determinar
a melhora no desempenho, utiliza-se uma função de utilidade. Esta função de utilidade
é definida a partir de métricas e do objetivo da otimização da malha, seja ela latência,
tamanho do caminho, etc. O valor da função de utilidade de um nó é dado em relação ao
tamanho total da rede, e a adição de uma nova conexão é feita caso esse valor exceda um
limite (dado como parâmetro do protocolo).
De modo semelhante, o nó verifica o custo de consenso das arestas existentes. Para o
cálculo do custo, utiliza-se uma superestimação da utilidade da conexão. Dado um nó i,
que esteja testando o custo de consenso com um vizinho atual j. O custo de consenso é
o valor máximo entre quantos outros nós i utiliza j como próximo salto e quantos outros
nós j, a partir da tabela de roteamento local de i, utiliza i como próximo salto. Para
a conexão ser desfeita (e os vizinhos serem separados), esse custo deve ser inferior a um
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limite em relação ao tamanho total da rede, determinado como parâmetro do protocolo.
Como exemplo, caso j tenha como único vizinho na rede o nó i, o custo da conexão de i
para o nó j será máximo (pois j utiliza i como próximo salto para todos os demais nós),
sendo mı́nimo para i (pois i utiliza j apenas para alcançar o próprio j ). Neste caso, o
custo de consenso da conexão ij é máximo.
É importante notar que o custo de consenso entre dois nós deve ser pequeno o suficiente
para não acarretar a re-adição da conexão pelo mecanismo de utilidade.
Tolerância a Falhas
Quando um nó deixa a rede sem aviso prévio, o principal problema para a rede é a
possibilidade de seu particionamento. Para contornar esse problema, cada nó possui
um tempo de espera máximo de mensagem de atualização tm que, quando expirado,
adiciona o nó cujo tm expirou em uma fila de membros de tm expirado. O nó então
executa um algoritmo probabiĺıstico e periódico para remover o nó cabeça da fila, que
tem sua existência sondada, resultando na adição de uma conexão entre os nós ou a
confirmação de que destino deixou a rede. A importância do algoritmo ser executado de
forma probabiĺıstica se dá devido à prevenção da adição de diversas conexões para o mesmo
nó, uma vez que uma conexão entre dois nós de partições diferentes reestabelece o contato
entre todos os nós das duas partições. A checagem por mensagens de atualizações perdidas
se dá de maneira periódica, sendo o intervalo de tempo entre as checagens um parâmetro
do protocolo, cujo valor é relacionado à taxa de envio das mensagens de atualização.
Outro mecanismo de tolerância a falhas faz com que nós saindo de maneira não es-
pontânea permaneçam na rede até nenhum outro nó utilizá-lo como rota. Esse resultado
é obtido atribuindo-se um custo elevado para qualquer rota utilizando o nó que irá sair,
até que as rotas seram atualizadas para outras rotas de menor custo.
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3.4 Outros Protocolos
Vários protocolos ALM propostos recentemente procuram descobrir informações da topo-
logia de rede para melhorar seu desempenho [33, 34, 35, 36]. Esses protocolos necessitam
de uma arquitetura mais complexa, comumente envolvendo peers confiáveis ou então land-
marks para definir a posição de um peer na rede. O problema principal nesta abordagem
é a dependência dessas entidades (além do rendezvous point presente na maioria dos pro-
tocolos ALM), criando mais pontos cŕıticos de falhas. Outro problema secundário se deve
ao fato da informação sobre a topologia de rede se basear no RTT entre os peer. Em
uma rede dinâmica como a Internet, onde o RTT entre diversos nós pode mudar durante
a execução do protocolo, esses protocolos estão sujeitos à picos de variaçoes na rede,
resultando em um processo ineficiente de localização.
Alguns protocolos possuem asserções incomuns em um ambiente dinâmico (como a
Internet). Em alguns casos, utiliza-se a asserção de que todos os nós possuem banda de
envio suficiente para os parâmetros do protocolo, mas segundo [39] nem todos os peers
contribuem de modo eficaz para a rede, não havendo portanto garantias de banda de envio
dispońıvel em todos os nós.
Nesta seção, são apresentados os protocolos Highways [34] e o Sistema Hı́brido Cliente-
Servidor Assistido por Peers Não-Confiáveis [40]. O Highways é um exemplo de protocolo
que utiliza em sua rede overlay super-peers como landmarks para definir a posição de um
peer na rede. Já o sistema h́ıbrido cliente-servidor assistido por peers não-confiáveis é um
sistema que, apesar de não implementar explicitamente o multicast em ńıvel de aplicação,
possibilita a distribuição de conteúdo na estrutura atual da Internet, baseando-se no
conceito de peers não confiáveis, servindo como exemplo de um sistema cujas asserções
encontram-se presentes no comportamento dos nós na Internet.
3.4.1 Highways
O protocolo descrito em [34] baseia-se no uso de overlay hierárquico geométrico utilizando
super-peers e peers, proposto em [41]. Nesta rede, utiliza-se um grupo de super-peers para
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criar um overlay confiável, simulando a infraestrutura de um backbone. Utilizando os
super-peers como landmarks, todos os peers e super-peers são mapeados em um espaço
geométrico euclidiano, de acordo com a medição de seus RTT’s. Uma eleição de um
super-peer leva em consideração não somente a quantidade de recursos dispońıveis no
peer, informação facilmente obtida, mas também a confiabilidade do peer. Caso um peer
esteja apenas em trânsito na rede, saindo e entrando frequentemente, ele não poderá ser
um super-peer. Entretanto, a confiabilidade de um peer é de dif́ıcil detecção, pois no
momento da inserção não é posśıvel afirmar se um peer será confiável ou não.
Esse protocolo impõe alta carga nos super-peers, pois eles estão presentes num grafo
altamente conexo, sendo cada super-peer conectado a outros 6 super-peers. Os super-
peers são divididos em 3 clusters (simulando os continentes das Américas, África/Europa
e Ásia) de acordo com seus RTT’s entre si. Um peer encontra sua posição geométrica na
rede calculando seu RTT em relação a todos os super-peers. Além disso, cada peer possui
uma posição local (referente ao seu cluster) e uma posição global (referente à medições
inter-cluster). Internamente, os peers calculam suas distâncias entre si através de seus
RTT’s, e a partir desta informação derivam uma matriz de transição entre o cálculo do
RTT e a posição geométrica de cada nó presente em seu cluster. Para peer presentes
em outros clusters, utiliza-se essa matriz de transição de algum peer presente no cluster
externo, e a partir desta matriz têm-se a posição global dos peers pertencentes a clusters
externos.
O processo utilizado para encontrar a posição geográfica de um peer através de land-
marks é conhecido como triangulação, e depende apenas de que os landmarks não sejam
colineares para as coordenadas (dimensões) a serem trianguladas.
3.4.2 Hybrid Client-Server Multimedia Streaming Assisted by
Unreliable Peers
O sistema de streaming multimı́dia h́ıbrido cliente-servidor assistido por peers não confiáveis
apresentado em [40] é um sistema voltado à distribuição de conteúdo cont́ınuo proveniente
de uma única fonte na Internet. Utilizando o modelo h́ıbrido, este sistema possui tanto
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um servidor quanto peers.
O servidor é responsável pela geração e distribuição inicial do fluxo, armazenando-
o temporariamente em um buffer local. Diferente da maioria dos protocolos vistos até
agora, neste sistema cabe ao servidor a tarefa de atender a requisições de entrada dos
peers, distribuir uma lista de peers bem como informar a todos os peers quando o conteúdo
encontra-se dispońıvel.
À medida que o fluxo é gerado, ele é dividido em fatias (de tamanhos iguais), que por
sua vez são divididos em blocos também de tamanhos iguais, sendo então enviados aos
peers. Esta implementação permite que durante uma janela de tempo, especificada pela
frequência com que o conteúdo é consumido, os blocos possam ser recebido em qualquer
ordem. Utilizando as informações de sequência de produção das fatias, os peers realizam
acordos de compartilhamento entre si (ou entre o servidor). A divisão das fatias em
blocos permite a descentralização do recebimento (um peer pode receber blocos diferentes
de peers diferentes). No caso de falha, apenas os blocos faltantes são requisitados.
Os acordos de compartilhamento possuem um peŕıodo de duração fixo em número
de fatias, que determinam quais peers irão receber e transmitir quais blocos das fatias
compreendidas na duração do acordo. Os acordos são feitos com uma duração máxima
pois prevê-se que a rede é dinâmica, e os peers nela presentes não são confiáveis podendo
subitamente deixar a rede. Como os blocos e fatias precisam ser recebidos completamente
no momento de execução do conteúdo, os acordos são feitos a priori do recebimento dos
mesmos. Quando um peer alcança o tempo limite (através do número de sequência das
fatias recebidas) de recebimento de uma fatia sem recebê-la completamente, os blocos
faltantes são requisitados diretamente ao servidor, não comprometendo a execução do
conteúdo. Durante a vigência de um acordo, o servidor realiza acordos espontâneos iniciais
com alguns peers. Após um intervalo de tempo fixo,o servidor informa a todos os peers
que novos acordos estão dispońıveis. Ao receber a notificação, cada peer verifica quais
blocos do próximo acordo ele ainda não possui, buscando entre seus peers vizinhos por
acordos de compartilhamento. Caso um peer não consiga acordos até o prazo limite de
realização de acordos, ele requisita a transmissão daquele bloco para o servidor, pela
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duração do acordo em questão. A duração do acordo, o intervalo entre o ińıcio do acordo
e a realização de acordos espontâneos para o acordo seguinte,a quantidade de acordos
espontâneos realizados, o intervalo para a notificação de novos acordos e o prazo limite
de realização de acordos são parâmetros do protocolo.
Cada peer mantém uma lista de outros peers para os quais possa requisitar acordos
quando notificado pelo servidor. Periodicamente, os peers verificam se possuem conheci-
mento de outros peers suficientes para haver uma grande chance de realizar um acordo
com sucesso. Também periodicamente, os peers verificam o tempo de ida e vinda (RTT)
entre os peers, e calculam também o tempo de ida e vinda em relação ao servidor. A esco-
lha dos acordos espotâneos realizados pelo servidor e a escolha dos peers para requisição
de acordos se dá em ordem crescente dessas estimativas.
Por este ser um sistema completo, há a implementação de um buffer para o arma-
zenamento do conteúdo, normalmente não incluso nos protocolos ALM por serem de
responsabilidade de uma aplicação consumidora superior ao protocolo. Este buffer é uti-
lizado para amenizar a perda de pacotes proveniente da sáıda de um peer da rede. Um
peer cujo acordo de recebimento foi rompido só perceberá a falha quando seu buffer de
consumo estiver vazio, quando ele irá então requisitar o conteúdo ao servidor.
Esse sistema não implementa detectores de falhas em ńıvel de aplicação, sendo res-
ponsabilidade do socket a detecção de falha em um peer. Sendo assim, faz-se necessária
a implantação deste sistema utilizando protocolos da camada de rede que suportem a
detecção de falhas, como o TCP [2].
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Caṕıtulo 4
O Protocolo ALM Proposto
Com o rápido aumento da utilização de sistemas de distribuição de conteúdo na Internet,
diversos protocolos para esta tarefa vêm surgindo, como os descritos no caṕıtulo 3. Esse
aumento se deve em grande parte devido à popularização das redes P2P que são utilizadas
para a distribuição de conteúdo, já sendo responsáveis por grande parte do tráfego de
dados na rede [19, 1]. Em grande parte dos sistemas P2P, principalmente em sistemas
P2P estruturados, há uma grande sobrecarga imposta aos peers devido à utilização de
mensagens de controle. Projetando protocolos mais eficientes, é posśıvel diminuir a carga
imposta aos peers.
O protocolo desenvolvido neste trabalho é um protocolo ALM voltado a redes de dis-
tribuição de conteúdo cont́ınuo que utiliza desigualdades triangulares para refinar sua
topologia. O protocolo tem por objetivo a distribuição de fluxo cont́ınuo proveniente de
uma única fonte inicial através de uma árvore de fonte espećıfica, reduzindo as tarefas
de controle e utilizando a desigualdade triangular para auxilixar no refinamento da to-
pologia. Este caṕıtulo é organizado da seguinte maneira. A seção 4.1 descreve como o
conteúdo é produzido e distribúıdo no sistema. A seção 4.2 descreve a arquitetura do
sistema, descrevendo cada entidade e suas funções. A seção 4.3 descreve o mecanismo de
desigualdade triangular utilizado para refinamento da topologia. A seção 4.4 apresenta
os resultados da avaliação experimental realizada.
4.1 Organização do Conteúdo
A organização do conteúdo compreende o seu mecanismo de geração e distribuição. À
medida que o conteúdo é gerado, ele é dividido em pedaços (fatias) de tamanho fixo, dado
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como parâmetro do sistema ao servidor. Denomina-se um acordo de envio o acordo que
um peer realiza para enviar uma fatia a outros peers, e acordo de recebimento o acordo que
um peer realiza para receber uma fatia de outro peer. Um peer pr que possui um acordo
de recebimento com outro peer ps recebe os dados de ps, sendo que ps possui um acordo de
envio para pr. Os acordos possuem duração indeterminada, sendo interrompidos apenas
quando uma das partes falha ou quando há o dispardo do mecanismo de desigualdade
triangular. O conjunto de acordos de compartilhamento forma a rede P2P. A priori, cada
peer possui quantos acordos de envio quanto permite sua largura de banda, e um acordo
de recebimento. A Figura 4.1 demonstra um exemplo desse conjunto de acordo entre os
peers. Nesta figura, pode-se observar a propagação da fatia 1, transmitida pelo servidor
aos peers p1.1 e p2.1. Os peers p1.1, p1.2 e p1.3 pertencem ao grupo g1, enquanto os peers
p2.1 e p2.2 pertencem ao grupo g2. Quando p1.1 recebe a fatia 1, ele a propaga para p1.2,
que por sua vez propaga para p1.3. O mesmo ocorre no grupo g2, onde p2.1, ao receber a
fatia 1, propaga-a para p2.2.
Figura 4.1: Distribuição de fluxo segundo acordos realizados.
4.2 Arquitetura do Sistema
O PALMS configura-se como um protocolo h́ıbrido em relação aos modelos P2P e cliente-
servidor, possuindo tanto a figura de um servidor quanto a figura dos peers. A arquitetura
do PALMS é composta por três entidades, servidor, tracker e peer. Ao servidor, cabe a
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tarefa de gerar e transmitir os dados que serão distribúıdos no sistema. Ao tracker, cabe
a tarefa de permitir a entrada organizada de novos peers na rede. Aos peers, cabe a tarefa
de recepção, execução e propagação do conteúdo a outros peers. A Figura 4.2 mostra
a estrutura geral da arquitetura do protocolo. A seguir, cada um dos componentes da
arquitetura é descrito.
Figura 4.2: Arquitetura do protocolo PALMS.
4.2.1 O Servidor de Fluxo
O servidor, também chamado de fonte, é a entidade responsável pela produção e disponi-
bilização do conteúdo na rede. O conteúdo é gerado como um fluxo cont́ınuo (em inglês,
stream), e é descrito em detalhes na seção 4.1.
É função do servidor determinar o intervalo de tempo em que cada novo elemento do
fluxo será disponibilizado. Este intervalo é fixado no ińıcio da transmissão, mantendo-se
constante até seu término.
Em relação à distribuição de conteúdo, o servidor desempenha a função de seeder das
redes torrent [18], que diferencia-se de um peer comum tanto por não precisar receber
conteúdo de nenhum outro peer como por não consumi-lo. O servidor pode enviar o
conteúdo produzido a qualquer peer requisitante, respeitando seu limite de banda. As
requisições de conteúdo são descritas na seção 4.2.3.
Em relação à topologia da rede, o servidor não possui conhecimento de todos os nós
presentes na rede, como também não participa da organização dos peers. Apenas peers
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que recebem conteúdo diretamente do servidor são conhecidos por ele.
4.2.2 O Tracker
O tracker desempenha funções semelhantes às encontradas nos trackers das redes torrent
[18] e aos rendezvous Point de alguns protocolos ALM [31, 29]. No PALMS, o tracker
desempenha duas funções: (i) auxiliar na inserção de peers na rede e (ii) auxiliar na
organização da rede.
É função do tracker disponibilizar o endereço do sistema na rede, possibilitando a
entrada de novos peers a partir deste endereço. Ou seja, um novo peer conecta-se ao
sistema através do tracker, e não através do servidor como nos sistemas baseados no
modelo cliente-servidor. Essa mudança retira a carga de inserção de novos peers do
servidor, permitindo que ele execute apenas a função de distribuição de conteúdo.
O tracker mantém uma lista de peers ativos na rede, com informações em relação
à disponibilidade de retransmissão de cada peer. Informações sobre disponibilidade de
retransmissão podem ser enviadas pelo próprio peer ou por outros peers que detectem
essa condição. Um peer é adicionado à lista quando ele é inserido com sucesso na rede
(descrito em detalhes na seção 4.2.3), sendo responsabilidade do peer reportar o sucesso de
sua inserção. Um peer é removido da lista quando informa sua sáıda ao tracker. Um peer
pode também ser marcado como indispońıvel quando reportado por si mesmo ou através
de outro peer. O tracker não realiza verificações ativas nos peers, distribuindo essa função
para os peers presentes na rede. Essa implementação pode causar uma inconsistência
temporária na lista de peers do tracker, que se aproximará mais do estado real da rede a
medida que os peers ativos reportarem inconsistências.
Para auxiliar a inserção de novos peers, o tracker envia a cada novo peer três in-
formações iniciais: o endereço do servidor, informações sobre o fluxo e um conjunto de
peers. O endereço do servidor faz-se necessário pois na ocorrência de falhas na transmissão
entre os peers, é feita uma requisição do conteúdo diretamente ao servidor, visando evitar
interrupções significantes na execução do conteúdo. As informações sobre o fluxo visam
auxiliar os peers no correto recebimento do conteúdo e na detecção de problemas relaci-
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onados ao seu recebimento. Informações sobre o fluxo compreendem a taxa do conteúdo
(relevante quando o conteúdo é um v́ıdeo ou áudio, por exemplo) e o intervalo de produção.
O conjunto de peers é um subconjunto da lista de peers mantida pelo tracker. Esse sub-
conjunto é composto apenas por peers que o tracker considera dispońıveis na rede, e seus
integrantes são escolhidos aleatoriamente dentre todos os peers da lista. A escolha por
um subconjunto aleatório baseia-se na premissa otimista que haverá pelo menos um peer
dispońıvel que consiga propagar o conteúdo ao novo peer e, como a cada requisição um
subconjunto aleatório diferente é escolhido, a carga de propagação fica distribúıda entre
um grande número de peers na rede. O tamanho do conjunto de peers enviado pelo tracker
é um parâmetro do sistema.
Para auxiliar na organização da rede, o tracker mantém um contador de número de
grupos (groupID), que é incrementado sempre que um novo grupo é formado (os grupos
são descritos na seção 4.2.3). Quando um peer inicia sua inserção na rede, ele pode
não conseguir se conectar a nenhum peer do conjunto de peers enviado pelo tracker (ou
o conjunto pode estar vazio ou todos os peers estão indispońıveis). Neste caso, o peer
requisita ao tracker a criação de um novo grupo. Esse processo assegura a distinção entre
os grupos, sem a necessidade de atualizações constantes pelo tracker.
A escolha pelo desenvolvimento do tracker foi feita para não haver riscos de erros
de inserção de peers na rede. Caso este papel seja desempenhado por um outro peer, a
complexidade do sistema aumentaria pois cada peer precisa ter uma visão consistente da
rede. Uma das vantangens da existência do tracker é a possibilidade de implementar novas
funções sobre o tracker, que não poderiam ser desempenhadas por peers num sistema
totalmente distribúıdo. Um exemplo de funcionalidade que pode, caso necessário, ser
implementada são as funções de atravessamento de NAT [42].
4.2.3 Os Peers
Os peers são os processos dos usuários finais do sistema, e são responsáveis não somente
por consumir, mas também por auxiliar na propagação do conteúdo na rede. Há duas
maneiras de um peer receber o conteúdo, diretamente do servidor ou de outro peer. Em
41
ambas as situações o peer poderá enviar o conteúdo recebido à outro peer caso possua
disponibilidade de banda, formando assim a rede P2P. Nesta seção, são apresentados
todos os mecanismos compreendidos em um peer.
Mecanismo de Entrada
Quando um peer requisita sua entrada na rede, ele inicialmente recebe do tracker as
informações tanto sobre o servidor (endereço IP e porta) quanto sobre o fluxo(intervalo de
produção do conteúdo e stream rate), como também recebe uma lista de peers, descrita na
seção 4.2.2. O peer então dispara simultaneamente mensagens de requisição de inserção
a todos os peers da lista. A aceitação ou não da requisição de inserção depende da
disponibilidade de banda para retransmissão do conteúdo por parte dos peers receptores
da mensagem. Apenas uma única resposta positiva é necessária para completar a inserção
do peer na rede, sendo as demais descartadas. O disparo simultâneo paralelo se justifica
pois, o peer que aceitar mais rapidamente a requisição será o peer mais indicado para
a propagação do conteúdo ao novo peer naquele momento, pois apresenta o menor RTT
(round-trip-time) dentre os peers da lista recebida.
Quando o peer pi dispara requisições a todos os peers da lista recebida pelo tracker,
aqueles que se encontram dispońıveis enviam seus respectivos identificadores de grupos a
pi. A primeira resposta recebida por pi, proveniente do peer pj pertencente ao grupo gx,
informa a pi que há um peer pj dispońıvel no grupo gx. pi então requisita sua inserção ao
peer pj, que informa a pi o sucesso de sua inserção no grupo gx e passa a retransmitir as
fatias do conteúdo ao peer pi.
Após receber cada fatia, o peer determina o timeout para o recebimento da próxima
fatia. Esse timeout é baseado no intervalo de produção do servidor (enviado pelo tracker
na inserção do peer) e é atribúıdo como um parâmetro do protocolo. Ao receber a próxima
fatia, o timeout para a fatia recebida é suspenso e um novo timeout é disparado para a
próxima fatia.
Periodicamente, os peers atualizam os tempos de ir-e-vir com os peers com os quais
possui acordos, através de mensagens de atualização. A taxa de atualização periódica
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determina a periodicidade em que essas atualizações acontecem e é dada como parâmetro
do protocolo.
Mecanismo de Sáıda
Quando um peer pk pretende deixar a rede, ele pode fazê-lo de duas maneiras distintas,
de modo súbito ou não. De maneira não súbita, pk informa sua sáıda a todos os peers com
os quais possuem acordos. Os peers cujos acordos de recebimento com pk foram rompidos
reiniciam seus processos de descobrimento de um novo grupo, criando um novo quando
necessário. O peer cujo acordo de envio foi rompido apenas remove pk de sua lista de
acordos e libera a banda utiliza para o envio, permitindo a realização de um novo acordo
de envio.
Caso um peer deixe a rede sem prévia notificação, caracterizando uma sáıda súbita,
inicialmente nenhum integrante do sistema é informado de sua sáıda. Um parâmetro do
protocolo indica quantas mensagens de atualização um peer deve deixar de receber até
considerar outro peer falho. Caso um peer pf seja considerado por outro peer px, px então
encerra todos os acordos existentes com pf . Caso px possúısse um acordo de envio para
pf , o acordo é simplesmente desfeito por px, liberando-o para realização de novos acordos
de envio. Caso px possúısse um acordo de recebimento de pf , esse acordo é encerrado e px
torna-se temporariamente órfão. Um peer órfão não possui ID de grupo válido (visto em
detalhes na seção 4.2.3), e portanto não aceita requisições de acordo para envio. Apesar
disso, um peer órfão mantém seus acordos de envio, recebendo o fluxo temporariamente
do servidor.
Assim que detectada a condição de órfão, um peer busca entre sua lista de peers
conhecidos (enviado pelo tracker) por um novo acordo (de recebimento). Para um peer
desta lista ser candidato a realização deste acordo, além de todas as restrições presentes
em um acordo inicial (quando um novo peer entra na rede), ele deve também ser de
um grupo diferente do último grupo ao qual pertenceu o peer órfão (motivado pela não
formação de laços, explicados mais adiante nesta seção). Caso não haja peers pasśıveis de
acordo, um novo grupo é criado. A criação de novos grupos pelos peers agora órfãos faz
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com que eles recebam conteúdo diretamente do servidor (ver seção 4.2.3 para detalhes). A
atualização para um novo grupo ocorre do peer orfão a todos com os quais possui acordos
de envio, e cada um destes peers por sua vez enviam a atualização a todos os peers com
os quais possuem acordos de envio. Essa técnica permite a rápida recuperação do sistema
a uma sáıda súbita de um peer.
Para não haver perdas no recebimento do conteúdo quando um peer deixa a rede entre
os intervalos de atualização dos tempos de ir-e-vir, foi desenvolvido um mecanismo cha-
mado notify-emergency que utiliza o timeout de recebimento das mensagens descrito na
seção anterior. Caso o timeout dispare, o peer requisita a fatia diretamente ao servidor, in-
forma a todos os peers com os quais possui acordos de envio que aquela fatia será entregue
com atraso, e identifica-se como o peer que notificou o atraso através de uma mensagem
de notificação de atraso (notify). Além disso, o peer se coloca em estado de emergência
(emergency). Ao receber um notify, caso o peer não se encontre em emergência, ele adia
seu disparo de timeout para a fatia em questão e propaga a mensagem de notify aos peers
com os quais possui acordos de envio. Caso ele se encontre em estado de emergência, esse
estado é removido. Caso o timeout estoure e ele se encontre em estado de emergência por
mais de x estouros de timeout (sendo x um parâmetro do protocolo), ele considera que
seu transmissor direto não se encontra apto a retransmitir o fluxo, mudando seu estado
para órfão. A recepção de uma fatia retira o peer do seu estado de emergência.
Em todos os casos, a detecção de um peer falho (através dos mecanismos descritos
acima e dos limites de não recebimento) ocasiona na notificação ao tracker da falha de
um peer. A utilização de buffer é fundamental para acomodar oscilações no desempenho
do sistema. O dimensionamento desses buffer está fora do escopo deste trabalho.
Organização dos Peers em Grupos
Os grupos são utilizados para separarem os peers em árvores de compartilhamento distin-
tas. A relação pai-filho corresponde a um acordo de envio de pai para filho (e consequente
acordo de recebimento do filho com o pai). Cada grupo possui um peer que recebe os
dados diretamente do servidor (o primeiro peer do grupo), responsável por propagá-los
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aos seus peers receptores, que por sua vez propagam para seus próprios peers receptores.
Quando um peer px deseja criar um novo grupo, por exemplo o primeiro peer de todo
o sistema, ele envia uma requisição ao tracker. O tracker então incrementa seu contador
de id de grupos, anteriormente gidx, para gidx+1 e envia esse novo valor a px. Ao receber
a resposta, px muda seu próprio id de grupo para gidx+1. A modificação de id de grupo
é propagada para qualquer peer em sua lista de acordos de envio. Após a modificação,
qualquer outro peer que se conectar a px será pertencente ao grupo gidx+1.
Quando um peer conecta-se a um grupo já existente, ele se conecta a apenas um único
peer do grupo (ao qual ele enviou a requisição), firmando um acordo de recebimento
diretamente com esse peer. O peer recém inserido pode possui banda suficiente para a
propagação de conteúdo, informando ao tracker de sua disponibilidade e possibilitando a
realização de acordos de envio a novos peers. A topologia da rede resultante desse processo
forma uma árvore interna aos grupos para o compartilhamento de conteúdo. A topologia
de compartilhamento em árvore é apresentada na Figura 4.3. As setas incidentes nos
grupos indicam quais peers recebem fluxo diretamente do servidor, sendo estes os únicos
peers conhecidos pelo servidor. Internamente aos grupos, o peer p2.1 está conectado
diretamente ao servidor, e não está conectado nem possui informações sobre nenhum
outro peer. Já o peer p1.1 possui acordos de envio com os peers p1.5 e p1.3. p1.3 possui um
acordo de recebimento de p1.1 e um acordo de envio para p1.2. p1.5 possui um acordo de
recebimento com p1.1 e dois acordos de envio, um com p1.6 e outro com p1.4.
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Figura 4.3: Topologia interna ao grupo.
Como os grupos representam as árvores de transmissão do conteúdo, a ocorrência de
laços deve ser evitada ou detectada e resolvida. O PALMS procura evitar a ocorrência
de laços através da não aceitação de requisições de acordos provenientes de um mesmo
grupo. Quando ocorre o cenário incomum de um peer cujo identificador de grupo está
desatualizado realizar um acordo de envio com um peer do mesmo grupo (mas cujo iden-
tificador está atualizado), um laço pode ser formado. A formação de laços resulta em
falha na entrega do conteúdo, ocasionando o estouro do timeout de recebimento de men-
sagens de peers afetados pela formação do laço. Ao transmitir a mensagem de notificação
(proveniente do mecanismo de notify-emergency), um peer detectará a formação de um
laço ao receber sua própria notificação. Este peer encerra seu acordo de recebimento e o
processo de inserção (ou criação de grupo) é iniciado, interrompendo o laço.
4.3 Desigualdade Triangular
A aleatoriedade na inserção de um novo peer possibilita a rápida alocação e recebimento
do fluxo, além de garantir que o melhor peer dentre os enviados pelo tracker foi escolhido.
Entretanto, à medida que os grupos vão crescendo, um peer inserido em um grupo pode
ter melhores condições de propagação do conteúdo que o peer com o qual possui o acordo
de recebimento. A natureza dinânima das redes P2P impede o uso eficiente de estratégias
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que utilizem a visão global do sistema. Outro problema da dinamicidade é a variação
de comportamento (como por exemplo a ocorrência de jitter) dos peers. Processos de
refinamento da topologia que são disparados apenas na inserção de um peer podem ser
influenciados por anomalias temporárias da rede, tornando a topologia resultante inefici-
ente.
O mecanismo desenvolvido para este protocolo visa o refinamento cont́ınuo da topolo-
gia, utilizando o conhecimento local dos peers. Este mecanismo realiza trocas de posições
no grupo entre os peers que enviam e recebem fluxo, utilizando um conceito baseado na
desigualdade triangular geométrica presente no cálculo do RTT entre os peers. A figura
4.4 mostra um exemplo de como as arestas com peso representado pelos RTT dos peers
podem formar um triângulo.
Figura 4.4: Arestas representando um triângulo.
A desigualdade triangular diz que dado um triângulo qualquer, um lado é menor que
a soma dos outros dois lados. Na topologia em árvore do PALMS, considere o cenário
onde três peers p1, p2 e p3 possuem acordos de envio e recebimento entre si (p1 envia para
p2 que envia para p3), formando duas arestas no caminho dos dados (de p1 para p2 e de
p2 para p3). É dado o nome de peer transmissor inicial a p1, peer intermediário a p2 e
peer receptor final a p3. A latência entre os peers envolvidos no processo representam os
pesos nas arestas. Utilizando essas informações, a desigualdade triangular é verificada.
Caso a desigualdade não se apresente, e a aresta maior for a correspondente ao acordo
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de p1 para p2, a troca é realizada, não sendo mais utilizada a aresta de p1 para p2 na
propagação dos dados. No caso de troca, os acordos entre os três peers são modificados.
No mesmo cenário, p1 passa a enviar para p3, e p3 passa a enviar para p2. A inexistência
da desigualdade triangular entre esses três pontos (e a exclusão da aresta maior da figura
4.4) faz com que mesmo com um peer intermediário entre p1 e p3 (que agora recebe de
p2), p3 passe a receber o conteúdo mais rapidamente. A condição que deve ser satisfeita
para a troca ser efetuada corresponde a RTT(p1,p2) > RTT(p1,p3) + RTT(p3,p2).
A figura 4.5 (1) mostra um exemplo de acordos antes do mecanismo ser disparado. A
figura 4.5 (2) mostra que, após as medições de RTT, não há desigualdade triangular entre
as três arestas. A figura 4.5 (3) mostra os acordos resultantes do disparo do mecanismo.
Figura 4.5: Execução do mecanismo de desigualdade triangular por p3.
O mecanismo baseado na desigualdade triangular compreende várias etapas entre os
três peers, dadas pelo pseudo-código abaixo. É importante notar que antes do ińıcio
do processo, o peer inicialmente receptor da mensagem (no cenário anterior, p3) deve
certificar-se que possui banda suficiente para uma transmissão nova (para p2 no caso do
mecanismo ser disparado), caso contrário o processo não é iniciado. O pseudo-código
abaixo apresenta as ações tomadas por todos os peers envolvidos.
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Se p3 não possuir capacidade de envio adicional então





Se (RTT(p1,p2) > RTT(p1,p3) + RTT(p3,p2)) então
p1 troca o acordo de envio de p2 para p3;
p2 cancela acordo de envio para p3;
p3 realiza acordo de envio para p2.
Algoritmo 1: Pseudo-código do mecanismo de desigualdade triangular.
Quando um peer possui vários acordos de envio, múltiplas requisições de realização de
troca podem ocorrer em um curto peŕıodo de tempo. A realização de múltiplas trocas si-
multâneas, utilizando um mesmo peer intermediário ou envolvendo um peer receptor pode
resultar em acordos inválidos ao término das trocas de acordos. O método adotado para
garantir a exclusividade temporária dos peers é através de mecanismos de travamento dos
peers enquanto estiverem com trocas de acordos pendentes. Quando a verificação ocorre,
antes das requisições de troca ocorrerem, o peer receptor e intermediário verificam se não
se encontram travados (ou seja não possuem acordos pendentes), recusando pedidos de
troca de acordos em caso afirmativo. Um peer travado cumpre todos os acordos estabe-
lecidos, apenas negando a realização de novos acordos (sejam eles devido ao mecanismo
de desigualdade triangular ou inserção de novos peers). Como o processo envolve diversas
etapas, falhas entre os peers podem ocorrer antes que o processo se finalize. No caso de
falha, os peers restantes permanecem travados por um peŕıodo fixo de tempo (determi-
nado por um parâmetro do protocolo), que deve ser grande o suficiente para permitir que
um processo completo possa ser finalizado caso os peers não falhem. O tempo máximo
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de travamento é dado em função da taxa de atualização periódica dos peers (descrito
na seção 4.2.3), e caso o destravamento ocorra com o estouro do tempo e haja acordos
inválidos, a atualização periódica detectará essa situação e novos acordos serão feitos
(quando cab́ıveis).
O mecanismo de desigualdade triangular pode ser executado em diversos momentos.
Duas versões foram desenvolvidas, reativa e proativa, sendo explicadas e comparadas a
seguir.
A versão reativa é disparada continuamente até que o peer encontre um peer inter-
mediário com o qual o mecanismo baseado em desigualdade triangular não é executado.
Nesta versão, um peer testa a desigualdade triangular quando; (i) seu transmissor direto
mudar ou (ii) quando seu transmissor direto notificar que seu próprio transmissor direto
foi modificado.
Considere o mesmo cenário descrito acima, onde p3 é o peer receptor final, p2 o peer
intermediário e p1 o peer transmissor inicial. Quando p3 mede seu RTT com p2 e p1
e confirma a não existência da desigualdade triangular, p3 passa a receber o fluxo de
p1 e enviar o fluxo para p2. p3 imediatamente mede seu RTT em relação a p1 e o peer
com o qual p1 possui acordo de recebimento (p0). p2, por sua vez, informa a todos os
peers com os quais possui acordos de envio que agora possui um acordo de recebimento
com p3, permitindo a todos eles a medição de seus RTT com p3. Além disso, quando p3
realizar um acordo de recebimento com um peer onde a desigualdade triangular esteja
presente, p3 informa a todos os peers com os quais possui um acordo de recebimento que
seu transmissor mudou.
É posśıvel perceber que a condição para o mecanismo reativo ser disparado é uma
consequência do sucesso de troca envolvendo seu transmissor direto. Sendo assim, um peer
realiza sucessivas trocas de acordos até encontrar uma posição estável no grupo (quando
a condição de desigualdade triangular estiver presente), não executando o mecanismo
baseado em desigualdade triangular até que o peer com o qual possui um acordo de
recebimento mude.
A versão proativa é uma versão que dispara medições periodicamente durante a execução
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do protocolo. Ao invés de executar o mecanismo sempre que um nó transmissor é subs-
titúıdo por outro, na versão proativa cada peer checa os peers com os quais possui acordos
de recebimento em intervalos de tempo (determinados como parâmetro do sistema).
Enquanto na versão reativa a convergência é rápida, na versão proativa essa mesma
convergência pode levar vários intervalos de tempo. Esta caracteŕıstica é um ponto po-
sitivo para a implementação reativa caso em algum momento a rede se estabilize, mas
caso o desempenho dos peers varie à medida que a transmissão ocorra, a versão proativa
é mais eficiente. Na existência de variações constantes na rede, o algoritmo reativo irá
realizar trocas sempre que uma modificação for detectada, podendo submeter os peers a
diversas trocas influenciadas por anomalias na rede. Caso a rede se estabilize, então a
versão proativa irá submeter os peers a verificações iniciais desnecessárias, uma vez que a
estabilidade da rede foi encontrada e qualquer tentativa de troca será negada.
Neste trabalho, propõe-se que seja utilizada uma combinação da versão reativa com
a versão proativa. Para não incorrer em grande sobrecarga na inserção ou no momento
imediato após uma troca, peers que realizam trocas não informam aos receptores, cabendo
a esses peers, ao dispararem sua própria versão proativa, a detecção de mudanças. Esta
abordagem permite uma convergência rápida inicial (quando um novo acordo é estabele-
cido), sem impactos muito grandes devido a anomalias da rede.
4.4 Avaliação Experimental
Esta seção descreve a avaliação experimental realizada através de simulação do protocolo
proposto. As simulações foram realizadas utilizando o simulador Java PeerSim [43], no
qual as entidades do sistema são representadas por objetos Java. As simulações ocorreram
no modelo de disparo de eventos, onde uma mensagem enviada de uma entidade a outra é
representada como um evento escalonado no simulador. Essa abordagem garante que não
há perdas de mensagens durante o transporte. A topologia da rede aplica os conceitos
de redes small world apresentados em [44]. Como falhas durante o transporte foram
desconsideradas, a rede de roteadores gerada apenas auxilia na medição de latência entre
os nós terminais.
51
Em todas as simulações, o comportamento dos nós foi simulado baseando-se em estudos
sobre distribuição de fluxos presente em [45]. Sobre esse estudo, foi considerado que grande
parte dos peers se conectam no ińıcio da transmissão, grande parte deles permanecem
durante toda a transmissão e as inserções ocorrem segundo o efeito flash crowd. Esse
efeito descreve o comportamento de inserções de peers em rajadas, e não linearmente
no decorrer da simulação. As sáıdas dos peers se deram de maneira arbitrária durante
a execução, e foram consideradas falhas do tipo crash, onde um nó deixa de funcionar
permanentemente e sem notificação prévia.
Em relação à capacidade de recebimento, foi estipulada banda suficiente para os nós
receberem o fluxo integralmente, assim como foi atribúıdo a cada nó banda suficiente para
o recebimento e envio das mensagens de controle. Já a capacidade de envio foi definida
de acordo com medições presentes em [39], atribuindo o limite máximo de 8 envios (pois
uma conexão cujo upload é 512kbps (kilobits por segundo) suporta no máximo 8 envios de
fluxo a 64kbps (kilobits por segundo)). Esse cenário incluiu também peers que contribuem
pouco ou não contribuem para a propagação do conteúdo, e são muito comuns em redes
Torrent [46]. Estes peers apresentam pouca capacidade de upload, não apresentando, no
entanto, comportamento malicioso.
As mesmas redes foram simuladas para execução de todos os protocolos avaliados,
sendo também as mesmas caracteŕısticas consideradas em todas as medidas para os di-
versos protocolos, por exemplo banda de envio, latência entre os nós, e entrada e sáıda
da rede. Essa abordagem permite a avaliação do comportamento dos protoolos sujeitos
às mesmas condições da rede.
Os protocolos escolhidos para as avaliações experimentais em relação ao PALMS foram
os protocolos Narada [29] (descrito na seção 3.3.4) e o sistema proposto em [40], através
do Streaming POTS (descrito na seção 3.4.2). A escolha pelo protocolo Narada se deve
ao fato de ser um dos pioneiros na utilização de multicast em ńıvel de aplicação, além de
representar de forma mais fiel a camada de rede na camada de aplicação (simulando cada
peer como um roteador da camada de rede). O Streaming POTS foi escolhido por permitir
a disseminação de conteúdo para peers não confiáveis, e apesar de não ser explicitamente
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um protocolo ALM, mantém uma rede mesh (acoplada) para tolerância a falhas. Nos
protocolos PALMS e Narada, o papel do tracker/rendezvous point foi desempenhado por
uma entidade separada do servidor, embora sua junção seja posśıvel.
Nos experimentos, o mesmo membro da rede que desempenha a função de servidor de
um protocolo desempenha também a função de servidor nos outros protocolos (o mesmo
ocorrendo com o tracker e o rendezvous point). Isso permite a sincronização de ações
concomitantes dos diferentes protocolos, como por exemplo a produção do fluxo. Quando
uma fatia é criada no servidor do Streaming POTS, uma fatia é criada pelo servidor do
PALMS assim como um fluxo é distribúıdo pelo servidor do Narada. Como o protocolo
Narada não é voltado especificamente para a distribuição de conteúdo proveniente de uma
única fonte, o servidor é implementado em um peer, cuja banda de envio foi modificada
para permitir o envio ilimitado de conteúdo, sendo ele o único transmissor inicial de men-
sagens. O experimento 1 comparou o comportamento do PALMS com e sem o mecanismo
de desigualdade triangular. O experimento 2 comparou o comportamento do PALMS em
relação ao NARADA. O experimento 3 comparou o comportamento do PALMS em relação
ao Streaming POTS.
4.4.1 Experimento 1
Este experimento teve como objetivo atestar a efetividade do mecanismo utilizando a
desigualdade triangular no PALMS. Para isso, foi desenvolvido um protótipo do protocolo
sem o mecanismo de troca [47], e seus resultados foram comparados. Como visto na seção
4.3, na versão com o mecanismo de desigualdade triangular foi utilizada uma combinação
das versões proativa e reativa.
Cada simulação teve duração de 1 hora, sendo executadas 10 simulações no total. Os
resultados do experimento correspondem aos valores médios (juntamente com os intervalos
de confiança) dessas execuções. As medições ocorreram em intervalos de 6 segundos.
Quando cab́ıvel, os valores representados resultam na soma dos valores durante o intervalo
de 6 segundos posteriormente divididos por 6, resultando em uma estimativa de valores
por segundo.
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Como parâmetros da rede, foram utilizados 1024 nós (incluindo servidor e tracker).
Entre 0 e 200 segundos, foram inseridos 128 peers em rajadas em intervalos de tempo de
8 segundos até a capacidade da rede ser atingida (1022 peers). 300 segundos após o ińıcio
da simulação, 128 peers arbitrários foram removidos, e a simulação continuou com os 894
peers restantes.
Em relação aos parâmetros do PALMS com e sem o mecanismo de desigualdade tri-
angular, ambos utilizaram os mesmos parâmetros (exceto os parâmetros utilizados no
mecanismo de desigualdade triangular). Cada lista de peers enviada pelo tracker conteve
32 peers, sendo este tamanho suficiente para não serem necessárias reenvios da lista de pe-
ers na maioria dos casos. A taxa de atualização periódica dos RTT foi de 6 segundos; após
2 atualizações consecutivas sem resposta os acordos com o peer são encerrados. O tempo
máximo de recebimento de uma fatia foi fixado em 1.5 segundos, dando aos peers tempo
suficiente para a detecção e requisição das fatias antes da produção de uma nova fatia
na maioria dos casos. Em relação ao mecanismo de travamento presente na desigualdade
triangular, o tempo máximo para a finalização de uma troca de acordo foi fixado em 10
segundos, embora não foram detectados casos do estouro deste tempo. Estes parâmetros
foram definidos experimentalmente visando o balanceamento entre a sobrecarga nos peers
e a manutenção da rede em tempo hábil, sem que ocorresem perdas de conteúdo. Para
os gráficos a seguir, considere PALMS SDT a versão do PALMS sem o mecanismo de
desigualdade triangular, e PALMS CDT a versão com o mecanismo proposto.
A figura 4.6 mostra a distribuição do tempo de inicialização dos peers. O tempo de
inicialização compreende o intervalo de tempo decorrido desde o primeiro contato do peer
com o tracker até o recebimento da primeira fatia. A figura representa curvas de dis-
tribuição kernel, que são representações cont́ınuas de um histograma, representando a
frequência com que os diferentes intervalos tempos de inicialização ocorreram. No gráfico,
é posśıvel perceber que grande parte dos peers teve seu tempo de inicialização próximo
de 600 milisegundos. Observando as duas curvas, é posśıvel perceber uma pequena va-
riação entre os tempos de inserção, ocasionados pela execução inicial do mecanismo de
desigualdade triangular.
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Figura 4.6: Tempo de inicialização média dos peers.
A figura 4.7 mostra o tempo médio e o intervalo de confiança no recebimento das
fatias, do momento em que o servidor distribui as fatias ao momento em que elas são
recebidas pelos peers. Tanto o CDT quanto o SDT são representado por três curvas cada.
O valor da média, apresentado pelas linhas pontilhadas, e seus respectivos intervalos de
confiança. Devido às trocas de acordos periódicas dos peers, é posśıvel notar que há um
ganho na presença do mecanismo de desigualdade triangular pois este permite pequenas
adequações às variações da rede. Como a rede é dinâmica, a tendência é o aumento da
diferença entre os dois protocolos. A figura 4.7 ainda mostra o comportamento dos peers
na ocorrência de falha súbita de um peer. No momento em que há a sáıda, na fatia 300,
há um aumento temporário subito no tempo de recebimento, em decorrência do estouro
do timeout de atraso. A falha na entrega é rapidamente solucionada, em ambos os casos.
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Figura 4.7: Tempo médio de recepção de fatias.
O ganho obtido no recebimento das fatias visto na figura 4.7 tem um custo que pode
ser medido através das mensagens de controle adicionais utilizadas pelo mecanismo de
desigualdade triangular. A figura 4.8 demonstra a sobrecarga de controle em kilobytes
enviados por segundo. A diferença apresentada pelo gráfico, decorrente do mecanismo
de desigualdade triangular, é mı́nima se comparada ao overhead imposto pelos outros
protocolos, como é observado nos experimentos a seguir. É importante lembrar que, como
as medições ocorreram a cada 6 segundos, oscilações presentes durante os 6 segundos foram
amenizados pela média dos valores no intervalo. Pela figura, é posśıvel observar que em
ambas versões do protocolo, o uso de banda para mensagens de controle se mantém quase
constantes. Isso se deve ao fato de cada peer manter atualizações apenas dos peers com os
quais possui acordo, além da sobrecarga adicional devido ao mecanismo de desigualdade
triangular.
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Figura 4.8: Uso de banda no envio de mensagens de controle pelos peers.
A figura 4.9 mostra o acréscimo na banda utilizada pelo servidor para o envio de
mensagens de controle. Um acréscimo semelhante ocorre por parte do servidor, uma vez
que ele pode ser o transmissor final em uma processo de troca de acordos que envolva seu
receptor direto. Entretanto, como o transmissor final participa apenas do último estágio
da troca de acordos, o impacto no servidor é menor que nos demais peers. O intervalo
de confiança deste experimento foi de aproximadamente 1 kilobyte/segundo para mais e
para menos, e não foi representado no gráfico para facilitar sua visualização.
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Figura 4.9: Uso de banda em mensagens de controle enviadas pelo servidor.
Como não houve restrições em relação à quantidade de banda de envio do servidor,
toda requisição de criação de grupo foi aceita. Em um cenário real, após o servidor
atingir sua capacidade máxima, requisições de acordo posteriores seriam negadas, e ao
invés de criar um novo grupo os peers requisitantes buscariam por grupos existentes.
Como houveram diversas falhas simultâneas 300 segundos após o ińıcio da simulação,
diversos novos grupos foram formados.
A figura 4.10 demonstra o aumento do número de grupos na ocorrência de falhas
quando não há restrição de banda no servidor. Após a falha dos peers, podem ser ne-
cessárias a criação de novos grupos para acomodar os peers órfãos. É posśıvel notar que
a quantidade de envios realizados pelo servidor ficou bem próximo, não sendo influenci-
ado de maneira significativa pelo mecanismo de desigualdade triangular. O intervalo de
confiança presente neste experimento foi de 5 acordos para mais ou para menos, e não foi
representado para facilitar a visualização do gráfico.
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Figura 4.10: Acordos de envio mantidos pelo servidor.
Este experimento demonstrou o ganho obtido pelo mecanismo de desigualdade tri-
angular a um baixo custo em mensagens de controle. Em ambientes dinâmicos como a
Internet, podem haver trocas de acordos influenciadas por estados temporários na rede,
que serão desfeitas quando o mecanismo de desigualdade triangular for testado após re-
tomada da normalidade.
4.4.2 Experimento 2
Este experimento tem como objetivo comparar o comportamento do PALMS em relação
ao protocolo Narada. As métricas utilizadas foram o tempo médio de inserção de um
nó, tempo médio de recebimento do conteúdo, overhead causado pelas mensagens de con-
trole, quantidade de transmissões realizadas pelo servidor e quantidade de fluxo perdido.
Neste experimento, o tempo de inserção de um nó compreende o tempo decorrido entre a
requisição de inserção ao tracker ou rendezvous e a primeira parte do fluxo recebida.
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Cada simulação teve duração de 10 minutos, sendo executadas 10 simulações no total.
Os resultados do experimento correspondem aos valores médios e intervalos de confiança
de 95% entre essas execuções. As medições ocorreram em intervalos de 5 segundos, sendo
os valores representados iguais às somas dos valores obtidos durante esse intervalo e pos-
teriormente divididos por 5, resultando em uma estimativa de valores por segundo.
Como parâmetros gerais da rede, foram utilizados 128 nós (incluindo servidor e tracker
ou rendezvou). O número baixo de nós, bem como o tempo reduzido de simulação,
devem-se ao fato das trocas de mensagens entre os peers do Narada resultarem em O(N2)
mensagens de controle agregadas [31], cada uma delas contendo uma lista quase completa
dos peers presentes na rede. Para este experimento, foi atribúıdo um tempo inicial de até
150 segundos para a inserção dos 128 peers, em rajadas de 16 peers. Após esse tempo,
os peers puderam convergir suas tabelas de roteamento e informações de atualização de
outros peers até 200 segundos do ińıcio da simulação, onde 16 peers arbitrários falharam.
A simulação foi encerrada 600 segundos após seu ińıcio.
Em relação aos parâmetros dos protocolos, os seguintes valores foram utilizados. Tanto
no PALMS quanto no Narada, a lista de peers de tamanho 16 foi suficiente para para não
incorrer em grandes re-envios da lista pelo tracker. A taxa de atualização periódica
de RTT no PALMS foi de 5 segundos, mesmo intervalo utilizado para as mensagens
de atualização de RTT no Narada. O tempo máximo de finalização do mecanismo de
desigualdade triangular foi estipulado em 5 segundos, mas não houve destravamentos
devido ao estouro do timeout. O tempo máximo de recebimento das fatias no PALMS
foi estipulado em 1.3 segundos, estipulado de modo a restringir o tempo de recebimento
máximo dos peers, permitindo até mesmo o cancelamento de acordos caso um dos peers
não entregue a fatia em tempo hábil. A quantidade de mensagens de atualização não-
recebidas para um peer ser considerado falho foi estipulada em 1, pois a taxa de atualização
de 5 segundos é grande o suficiente para não exceder a latência entre dois peers arbitrários.
Em relação ao Narada, foram considerados 3 atualizações não recebidas para que
um peer seja considerado falho (pois na ocorrência de uma partição uma atualização
será perdida, sendo outra atualização necessária para o reparo da partição, restanto um
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intervalo para a mensagem de atualização após o reparo ser recebida). O tempo de
permanência de peers falhos nas tabelas de atualização foi de 12 intervalos de atualização.
Como nesta rede não há reinserções de peers após o peŕıodo de entrada, esse valor foi
grande o suficiente para não haver reinserções errôneas de peers já considerados falhos.
Para haver uma rápida convergência entre as tabelas de roteamento, foi considerado um
intervalo de atualização das tabelas igual ao de atualização dos peers, sendo portanto 5
segundos. Em relação à checagem de particionamento, um peer realiza a checagem a cada
2 atualizações, podendo detectar e unir partições antes do estouro do timeout (que é de
3 atualizações). Para não sobrecarregar os peers, o intervalo de refinamento da rede foi
de 60 segundos, onde um peer descarta outro quando o utiliza para alcançar menos de
10% da rede (cerca de 6 nós). O grau de utilidade foi estipulado de modo a não permitir
a imediata re-inserção do último peer cuja conexão foi suspensa. A cada intervalo de
verificação de utilidade (que ocorre ao mesmo tempo que o refinamento), um peer realiza
a verificação em outros 10 peers, que ainda não fazem parte de sua vizinhança.
Com intervalos de produção de fluxo de 1 segundo, quando um peer é inserido na rede
ele não passa a receber o fluxo imediatamente após sua inserção, pois depende pelo menos
da produção da próxima fatia. No PALMS, como visto no experimento 1, é necessária
apenas a inserção com sucesso do peer em um grupo, e a fatia subsequente à essa inserção
já será repassada ao peer. No Narada, a recepção do fluxo depende da inserção do peer
na rede mesh de controle e da atualização das tabelas de roteamento de seus vizinhos.
O cálculo de uso de banda de envio no Narada não é direto como no PALMS (pois
no PALMS a árvore de propagação é expĺıcita), e a quantidade de envios de um peer
depende do remetente da mensagem e da tabela de roteamento de outros peers. Como
o único transmissor de dados é o servidor (embora hajam transmissões de mensagens de
controle provenientes de outros peers), um peer pode aceitar outro peer como vizinho na
rede quando, no momento da requisição de inserção, ele não esteja enviando mensagens
provenientes do servidor a mais peers que sua capacidade máxima. Isso pode ocasionar a
aceitação de um peer e posterior recusa (quando for detectado que o peer deveria enviar
mais mensagens que sua capacidade). A figura 4.11 mostra um histograma de frequência
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de tempo de inserção, onde grande parte dos peers recebe uma fatia em até 2 intervalos
de produção após sua entrada na rede, enquanto alguns peers do Narada têm a recepção
atrasada devido ao intervalo de atualização das tabelas. O comportamento do PALMS se
assemelha ao do experimento 1. No caso do Narada, alguns peers demoraram a receber
o conteúdo devido ao tempo de convergência das tabelas de roteamento (definido como
5 segundos). Por haver inserções em rajadas, alguns peers necessitaram de até duas
atualizações nas tabelas de roteamento, recebendo o conteúdo após cerca de 10 segundos
(2 intervalos de atualização de tabelas de roteamento) de sua inserção.
Figura 4.11: Tempo de inicialização média dos peers.
A figura 4.12 apresenta um gráfico de tempo de recebimento das fatias. As linhas
mais fortes representam o tempo médio, sendo representados seus intervalos de confiança
(de mesma cor). É posśıvel notar que o tempo médio de recepção dos dois protocolos é
bastante semelhante, embora o mecanismo de adição de rotas por utilidade do Narada
resultar em uma menor variação entre os experimentos. Além disso, na ocorrência da
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sáıda de peers aos 200 segundos não aumentou a latência média dos peers no Narada.
Esse comportamento é explicado na figura 4.13.
Figura 4.12: Tempo médio de recepção de fatias.
Como é posśıvel observar na figura 4.12, no momento da falha dos peers há um pico
no tempo de recebimento no PALMS. Isso se deve à quebra dos acordos de envio pelos
peers faltosos, assim como no experimento 1, e o atraso de 1 ou 2 fatias para os peers
dependentes deles nos grupos. Esse pico não ocorre no Narada, pois a falha nos peers
não é detectada até o estouro do tempo limite de recebimento de atualização, quando o
processo de verificação de peers é iniciado. Enquanto as tabelas de roteamento não forem
atualizadas para refletir as falhas, há perda de mensagens por parte dos peers. A figura
4.13 mostra o número de peers que não receberam a fatia.
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Figura 4.13: Quantidade de fatias não recebidas.
A figura 4.14 mostra a utilização de banda devido às mensagens de controles. O Narada
foi um dos protocolos escolhidos para a comparação por melhor representar a topologia
de rede na camada de aplicação, onde cada peer corresponde a um roteador na camada
de rede. Entretanto, o envio das tabelas de roteamento e as mensagens de atualização de
todos os demais membros da rede podem gerar um tráfego considerável, como pode ser
observado na figura 4.14, onde mesmo após a estabilidade da rede, o consumo de banda
devido às mensagens de controle no Narada se manteve alto, enquanto o PALMS manteve
seu comportamento semelhante ao encontrado no experimento 1.
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Figura 4.14: Uso de banda no envio de mensagens de controle pelos peers.
Em relação ao servidor, foi atribúıda uma capacidade de banda ilimitada para envio
de fluxos. A figura 4.15 demonstra o número de envios diretos do servidor por fatia.
Percebe-se que o PALMS tem o mesmo comportamento do Experimento 1, criando novos
grupos na sáıda de peers e realizando novos acordos com o servidor. No Narada, a sáıda
de peers só é detectada pelo servidor caso os peers faltosos influenciem em sua tabela de
roteamento (seja pelo servidor enviar fluxo diretamente para esses peers ou pela falha deles
ocasionar a adição de novos vizinhos ao servidor). A defesagem de tempo entre a falha nos
peers e sua repercusão nos envios do servidor deve-se à estimativa de tempo máximo que
um peer deva ser considerado falho antes de sua remoção da rede. Enquanto a falha não é
detectada, rotas inválidas podem estar em funcionamento ocasionando a perda de fatias
(visto na figura 4.13). Além disso, os mecanismos de checagem de utilidade e consenso
dos peers pode ocasionar aumento ou decréscimo nas transmissões diretas do servidor,
como visto nos instantes finais da simulação.
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Figura 4.15: Número de envios do servidor por fatia.
Pelo fato do servidor ser representado como um peer qualquer no Narada, a utilização
de banda em mensagens de controle segue o mesmo comportamento. Entretanto, pelo
servidor possuir banda de envio infinita, a requisição de inserção por um peer arbitrário
sempre será aceita, resultando em um maior número de vizinhos do servidor que a média
dos demais peers. A figura 4.16 mostra uma comparação de uso de banda em mensagens de
controle pelo servidor no PALMS e no Narada, tendo grande variação entre as simulações
no último caso mas sendo sempre superior ao PALMS.
66
Figura 4.16: Uso de banda em mensagens de controle enviadas pelo servidor.
Este experimento permitiu demonstrar que, apesar de semelhantes no tempo de re-
cebimento médio das fatias, o PALMS consegue utilizar a rede de maneira mais eficaz
não submetendo os peers e o servidor a um alto consumo de banda pelas mensagens de
controle. O tempo de recuperação de falhas no Narada depende da taxa de atualização
dos nós. Uma taxa de atualização alta resulta em menor tempo de recuperação, mas
ocasiona alto consumo de banda em mensagens de controle, sendo o oposto é verdadeiro.
No PALMS, o tempo de recuperação dura em média 2 a 3 fatias (através do mecanismo
de notify-emergency). Uma implementação do Narada sugere a transmissão de uma men-
sagem pelo peer falho inviabilizando seu uso em qualquer rota, mas como o tipo de falha
adotado nas simulações foi o de falha súbita, essa abordagem não pode ser utilizada.
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4.4.3 Experimento 3
O experimento 3 visa demonstrar o comportamento do PALMS em relação ao Streaming
POTS do trabalho apresentado em [40]. As métricas utilizadas foram o tempo de inserção
de um nó (tempo decorrente entre o primeiro contato com servidor, tracker ou rendezvous
point, e o primeiro fluxo recebido), tempo médio de recebimento do fluxo em relação ao
servidor, o overhead causado pelas mensagens de controle, a carga imposta ao servidor
(controle e dados) e a quantidade de fluxo perdido.
Cada simulação teve duração de 20 minutos, sendo executadas 10 simulações com
sementes aleatórias diferentes. Os resultados obtidos são valores que representam a média
(com o respectivo intervalo de confiança) dos experimentos, quando cab́ıveis. As medições
ocorreram em intervalos de 5 segundos, sendo os valores representados iguais às somas
dos valores obtidos durante esse intervalo e posteriormente divididos por 5, resultando em
uma estimativa de valores por segundo.
Em relação às configurações da rede, os estágios foram divididos entre peŕıodo de
inserção, quebra e reestabelecimento/normalização. Este cenário permite avaliar o com-
portamento dos nós quando os eventos pré-definidos ocorrem. No peŕıodo de inserção,
que durou do instante 0.5 segundos até 3 minutos, 128 peers arbitrários foram inseridos
na rede em intervalos de 8 segundos, até atingir-se a capacidade máxima de 1024 peers na
rede. No instante de 6 minutos, 128 nós arbritrários foram removidos da rede de maneira
abrupta, sendo então iniciada a fase de reestabelecimento e normalização com os peers
restantes até o final da simulação.
Em relação às configurações dos protocolos, admitiu-se 16 peers enviados a cada lista
do tracker. Para as janelas de recepção de fatias do POTS, foram consideradas 20 fatias.
Em relação às taxas de atualização, o PALMS teve sua taxa de atualização imposta em 6
segundos (com timeout de 2 intervalos), enquanto no POTS essa taxa foi de 30 segundos
para a atualização de RTT e 60 segundos para a atualização do tamanho da vizinhança.
O tamanho mı́nimo da vizinhança de um peer no Streaming POTS foi de 16 peers (o
tamanho da lista enviada pelo tracker), enquanto o tamanho máximo foi estipulado em
128 nós, próximo de 10 por cento da rede. O tempo máximo de espera no PALMS foi de
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1.3 segundos, assim como o intervalo de consumo do bloco no Streaming POTS. O tempo
de espera máximo do Streaming POTS no esvaziamento do buffer foi de 0.5 segundos,
para possibilitar o recebimento da fatia em tempo hábil. O tempo máximo de finalização
do mecanismo de desigualdade triangular foi estipulado em 5 segundos, mas não houve-
ram destravamentos devido ao estouro do timeout. No Streaming POTS, foram utilizados
216 acordos espontâneos (para se igualar ao número de grupos obtidos no PALMS ex-
perimentalmente). Acordos espontâneos foram concedidos na fatia 10, notificações de
novos acordos ocorreram na fatia 20, e o tempo máximo para finalização dos acordos foi
de 90 segundos após o ińıcio dos acordos. A duração dos acordos foi de 120 fatias. Os
parâmetros foram definidos experimentalmente para refletir o comportamento esperado
dos protocolos, sendo explicados nos gráficos a seguir.
Em ambos os protocolos, os servidores produziam fatias a cada 1 segundo. No Strea-
ming POTS, cada fatia foi composta por apenas um bloco.
A figura 4.17 mostra a distribuição do tempo de inicialização dos peers. A métrica é
a mesma adotada no primeiro experimento. Como pode-se notar pelo histograma, todos
os peers no Streaming POTS possuem tempo de inicialização entre 500 milisegundos e 1
segundo. Isso se explica pois no Streaming POTS a entrada dos peers se dá pelo servidor, e
ao receber a primeira requisição de entrada um acordo temporário (de vigência igual a um
acordo espotâneo) é estabelecido. Já no PALMS, é posśıvel ver uma pequena porcentagem
de peers têm a inicialização entre 1,5 e 2 segundos, devido ao atraso ocasionado pela
necessidade de descoberta de um grupo dispońıvel. A solução adotada pelo Streaming
POTS diminui substancialmente o tempo de inserção de um peer, mas na ocorrência de
inserções em rajadas pode haver sobrecarga temporária no servidor.
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Figura 4.17: Tempo de inicialização média dos peers.
A figura 4.18 apresenta um gráfico de tempo médio e intervalo de confiança de recebi-
mento das fatias. No peŕıodo de inserção a latência média de recebimento no Streaming
POTS é semelhante ao de um sistema cliente-servidor, até o encerramento dos acordos
vigentes. No peŕıodo de falha, é posśıvel notar o mesmo pico de atraso presente no ex-
perimento 1. No Streaming POTS, esse pico não ocorre pois há perda de algumas fatias,
devido à configuração de janela de slice e buffer interno de consumo dos peers. Com a
configuração utilizada, os peers no Streaming POTS não detectam a falha nos peers até o
esvaziamento de seu buffer, quando irão então requisitar o bloco ao servidor. Além disso,
o PALMS teve um tempo médio geral menor devido ao mecanismo de troca, enquanto
no Streaming POTS a árvore de distribuição era modificada (não necessariamente para
melhor) a cada intervalo de acordo.
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Figura 4.18: Tempo médio de recepção de fatias.
A janela de fatias de tamanho 5 foi suficiente para entregar o conteúdo a todos os
requisitantes no PALMS. Inicialmente, foi executada uma simulação com janelas de 5
fatias para o Streaming POTS, mas verificaram-se várias perdas em momentos espećıficos
da simulação (após o peŕıodo de inserção, por exemplo). A janela foi então modifcada
para 20 fatias. Entretanto, um intervalo de consumo menos restritivo (2 segundos nas
simulações em [40]) pode criar uma defasagem entre o tempo de recebimento do fluxo
(levado em consideração para o tempo médio de recebimento) e o consumo do mesmo.
Quando o peer verifica que seu buffer encontra-se vazio, o bloco/fatia requisitado pode
não estar mais dispońıvel no servidor. O aumento na janela de tempo diminuiria o número
de perdas, mas aumentaria consideravelmente o tempo de recebimento das fatias.
A figura 4.19 demonstra quantidade total de fatias perdidas devido ao recebimento
fora da janela.
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Figura 4.19: Quantidade de fatias recebidas fora da janela de prazo.
A taxa de acerto na obtenção de fatias é bastante senśıvel aos parâmetros destinados à
fatia de realização de acordos espontâneos, notificação de novos acordos e limite de acordo.
Quando os acordos espotâneos são realizados próximo da fatia-base do acordo, peers que
são inseridos na rede após esse tempo certamente não terão acordos espontâneos. Caso
um peer seja inserido após a notificação de novos acordos, ele receberá todas as fatias do
acordo corrente, mas como não houve notificação de um novo acordo, ao término do acordo
corrente, o peer irá requisitar ao servidor emergencialmente todas as fatias do acordo
seguinte, normalizando seu comportamento no acordo posterior (ao receber a notificação
de novos acordos). Esse problema seria solucionado atrasando a realização e notificação
de acordos para o término do acordo vigente. Entretanto, isso daria aos peers menos
tempo hábil para a realização de acordos com outros peers, resultando em uma maior
taxa de requisição ao servidor. Os parâmetros utilizados neste experimento foram os que
permitiam a entrada de peers o mais tardar posśıvel e ainda assim permitindo aos peers a
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realização de acordos. As configurações utilizadas tiveram como intuito uma aproximação
da realização dos acordos com o tempo de refinamento do PALMS, permitindo um maior
intervalo de tempo aos peers do Streaming POTS para a negociação de acordos com outros
peers para não ser necessário a negociação direta com o servidor.
Para atestar a realização de acordos temporários e verificar a utilização do servidor
na transmissão de dados, foi realizado um teste sobre a carga de envio de dados imposta
no servidor. A figura 4.20 demonstra quantos envios de uma determinada fatia o servidor
efetuou. Pode-se notar que durante o peŕıodo de inserção a carga imposta ao servidor
no Streaming POTS foi elevada, enquanto se manteve relativamente estável no PALMS.
Pode-se notar também que no peŕıodo de falha o número de envios no POTS se manteve
constante, pois os peers não haviam consumido todo o buffer recebido.
Figura 4.20: Número de envios do servidor por fatia.
Para selecionar os melhores acordos entre os peers dispońıveis, cada peer do Streaming
POTS mantém uma lista de outros peers presentes na rede, cujos tempos de ir-e-vir
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(RTT) são atualizados periodicamente. No PALMS, essa atualização ocorre apenas nos
dois conjuntos descritos em 4.2.3. Além das mensagens de atualização, o Streaming
POTS possui ainda o overheah causado pelas requisições de acordo. O PALMS possui
também overhead ocasionado pelo mecanismo de troca. A figura 4.21 apresenta a carga
de transmissão de mensagens de controle provenientes de todos os tipos de mensagem por
peŕıodo de tempo.
Figura 4.21: Uso de banda no envio de mensagens de controle pelos peers.
Apesar de taxas de atualização 10 vezes maiores para o PALMS, há quase o mesmo
overhead de controle imposto pelo Streaming POTS e PALMS. Apesar disso, a diferença
maior no uso de mensagens de controle se dá por parte do servidor. A figura 4.22 mostra o
uso de banda em mensagens de controle. Enquanto no PALMS as mensagens se restringem
a atualizações dos ĺıderes de grupo (peers com os quais o servidor mantém acordos de
envio) e respostas a requisições de troca provenientes do mecanismo de desigualdade
triangular, no Streaming POTS, além de respostas de mensagens de atualização, o servidor
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precisa também enviar mensagens de acordos espontâneos a alguns peers e notificações
de novos acordos a todos os peers presentes na rede.
Figura 4.22: Uso de banda em mensagens de controle enviadas pelo servidor.
Este experimento demonstrou que o PALMS pode entregar fatias com latência seme-
lhante e até menor que o sistema descrito em [40]. Além disso, pode-se observar um menor
uso do servidor, tanto para mensagens de controle quanto para a propagação dos dados.
Pode-se argumentar que o servidor do Streaming POTS desempenha também o papel de
tracker, mas esta entidade é utilizada apenas na entrada dos peers e no caso de falhas no




Neste trabalho foi apresentado um novo protocolo para distribuição de conteúdo cont́ınuo
proveniente de uma única fonte utilizando difusão seletiva em ńıvel de aplicação. Foram
apresentadas diversas alternativas para a utilização da comunicação multicast para dis-
tribuição de conteúdo na Internet, incluindo alguns dos principais protocolos ALM, que
implementam multicast na camada de aplicação.
O protocolo proposto no trabalho, PALMS, utiliza uma rede sobreposta com topolo-
gia em árvore. O objetivo foi desenvolver um protocolo simples com baixa sobrecarga em
termos de mensagens de controle. O protocolo adota um mecanismo, baseado em desigual-
dade triangular para reorganizar a topologia de forma a aumentar a eficiência no sistema.
O PALMS foi implementado no simulador PeerSim, comparando os comportamentos da
versão com e sem o mecanismo de desigualdade triangular e comparando também a versão
final do protocolo com o protocolo Narada e o sistema proposto em [40], utilizando como
métricas tempo de inserção de peers, sobrecarga causada pelas mensagens de controle nos
peers e no servidor, tempo de recebimento do conteúdo na rede simulada e carga imposta
ao servidor no envio do conteúdo. Experimentos realizados mostram que o mecanismo
de desigualdade triangular necessita de poucas mensagens de controle, mostrando que
PALMS consegue atingir um desempenho semelhante aos demais protocolos analisados
utilizando menos mensagens de controle
Trabalhos futuros incluem a aplicação de outras métricas no refinamento dos peers
(como banda de envio e participação na rede), a implantanção de um mecanismo para
permitir a entrada de nós por trás de NAT no tracker e a realização de experimentos em
um ambiente real, utilizando também as métricas dependentes da topologia da rede.
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