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1. Introduction 
Let n, k and A be positive integers such that there exists a symmetric 
(v, k, A)-design D = (P, B), where P and B denote the sets of points and blocks 
respectively. Further let us assume that there exists a bijection T from B to P 
satisfying the following two conditions: 
(i) For every block a, T(a) 4 (Y. 
(ii) If T(a) E p, then T(P) $ a. 
Now we define a digraph D = (V, A), where V and A denote the sets of 
vertices and arcs respectively, as follows: V = P, and (a, b) is an arc if and only if 
b E T-‘(a). 
By properties (i) and (ii) of T, if (a, 6) is an arc then b #a and (6, u) is not an 
arc. Namely D is asymmetric. 
For a vertex a put N+(u) = {b E V such that (a, b) E A} and N-(u) = {b E V 
such that (b, a) E A}. Then N+(u) = (Y where T(a) = a, and N-(u) = {T(a) such 
that u E a}. Since D is a symmetric design, we have that IN+(u)1 = IN-(a)[ = k, 
and IN+(u) rl N’(b)/ = IN-(u) fl N-(b)1 = A, where a, b E V with a # 6. Namely 
D is regular of valency k and doubly regular of double valency A. 
For brevity we call D a DRAD with parameters V, k and A. 
In this paper we show some basic properties of DRADs and consider the 
existence and non-existence of an above mentioned bijection T for given 
symmetric designs. 
Notation. For a finite set S, ISI denotes the number of elements of S. 
2. Some basic properties of DRADs 
Proposition 1. v 2 2k + 1 and hence k 2 2A. + 1. 
Proof. If v <2k + 1, then N+(u) n N-(u) #O, a E V, This destroys the asym- 
metryofD. 0 
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Remark. The case where the equality holds in Proposition 1 corresponds to the 
case of’ Hadamard tournaments. For this see [ 1,4 and 61. 
Proposition 2. D is strongly connected. 
Proof. Let a be any vertex and C(a) the set of vertices to which there exist 
(directed) paths from a. By the definition of a DRAD it is easy to see that (i) 
there exists a vertex a such that C(u) = V and (ii) V = {a E V; C(a) = V}. Ei 
Proposition 3. Let a be any vertex, N:(u) the set of vertices whose distance from a 
equals two and N;(u) the set of vertices whose distance to a equals two. Then 
IN:(a)1 und IN;(u)1 are not fess than (n2/2A) + (in) - (3W3), where n = k - A. 
Proof, Let N+(u) = cy= {b,, bz, . . . , bk} and bi = T(/$), 1 fink. Then we 
have that N:(u) = lJIGisk pi - (Y. Clearly it holds that (lJlsisX pi - (Y( awn - 
(;)A. Put F(x) = xn - (;)A. Then F(x) takes the largest value at x = (n/n) + (4). 
So we have that IN:(a)1 2 (n/A) - (?))n - @((n/A) - (i))((n/A) - ($))A = 
(n2/2A) + (5) - (3A/8). The proof for (N;(u)1 is similar. 0 
Proposition 4. The girth g of a DRAD is equal to at most four. 
Proof. Take any vertex a. We show that NT(u) II (N-(u) UN;(u)) # 0. In fact, 
by Proposition 3 we have that ]{a}] + IN’(a)1 + JN:(u)J + IN-(a)! + IN;(u)] - 
v b 1 + 2k + (n2/h) + n - (3A/4) - v = (n/A) + n + (A/4) + 1 > 0. If N:(a) rl 
(N-(a) U N;(u)) = 0, then N+(u) n N;(u) # 0. If b E N+(u) fl N;(u), then there 
exists a vertex c such that (6, c) and (c, a) are arcs. This means that 
c E N;(u) n N-(u), which is a contradiction. 0 
Proposition 5. The diameter d of a DRAD equals at most four. 
Proof. Suppose that d > 5. Then there exist six vertices a,, 0 G i G 5, such that 
a,--, aI+ a2* u3-, u4+ a5 is a shortest path from a, to u5. This implies that 
{a,}, N+(a,), N:(aJ, N;(a&, N-(a,) and {us} are pairwise disjoint. However, 
as in the proof of Proposition 4 we have that 
I{aJl + lN+(adl + IWdl + Ii41 + IN-WI + INT(4I >v. 
This is a contradiction. 0 
Question. Does there exist a DRAD with g = 4 or d = 4? 
3. An existence theorem for DRADs 
Proposition 6. Let D = (P, B) be a cyclic projective plane given as follows: 
P = Z/(v), where Z denotes the ring of rational integers and v = IPI and 
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B = {(Y + i, i E P}, where a is any block (line) of D. Then we can define a 
bijection T from B to P satisfying (i) and (ii) in Section 1 and 
(iii) T(a: + i) = T(a) + i, i E P. 
We call such a bijection T cyclic. 
Proof. We have that v = lP] = n* + n + 1 and k = [a[ = n + 1. Hence we have 
that (&++[cn+l+(“:‘)<n*forn 2 4. So if n 3 4 let a be any point outside 
a: such that 2a is outside a + cr. Then define T as follows: T(CY + i) = a + i, i E P. 
Apparently T satisfies (i) and (iii). If there exist two distinct elements i and j of P 
such that T(CY + i) E cx + j and T(a + j) E a + i, then we have that 2T(a) E (Y + (Y. 
This is a contradiction. If n = 2 and a = (0, 1, 3}, then define T as follows: 
T(CV f i) = 6 + i, i E P. If n = 3 and a = (0, 1, 3, 9}, then define T as follows: 
T(cu+i)=4+i, iEP. 
Proposition 7. Let D = (P, B) be a cyclic symmetric design given as in Proposi- 
tion 6. (We do not assume that h = 1). Let a block a satisfy the following 
condition: 0 f: LY and 0 f a + a. Then we can define a cyclic bijection T as follows: 
T(a+i)=i, iEP. 
Proof. Obviously T satisfies (i) and (iii). If there exist two distinct elements i and 
j of P such that T( LY + i) E LY + j and T(a + j) E CY + i, then we have that 
O=(i-j)+(j- ) i E (Y + a, which is against the assumption. 
In general, a symmetric design has more than one bijections T satisfying the 
assumptions in Section 1. 
Example 1. Let us consider a cyclic projective plane with n = 3 and u = 13. Let 
cx = (0, 1, 3, 9) b e a line. Then define T as follows: T(a) = 2, T(a + 1) = 5, 
T(a+2)=8, T(IY+~)=~, T(IY+~)=~, T(cr+5)=12, T(&+6)=10, T(a+ 
7)=1, T(a+8)=6, T(a+9)=11, T(a+lO)=3, T(a+ll)=O and T(LY+ 
12) = 4. It is easy to check that T satisfies (i) and (ii) in Section 1. Obviously T is 
not cyclic. 
On the other hand, not every symmetric design has a bijection T satisfying the 
assumptions in Section 1. 
Example 2. Let D = (P, B) be a cyclic symmetric design with parameters 
v = 15, k = 7 and A = 3 such that (0, 1,2,4,5,8, lo} is a block. Then there exists 
no bijection T for D satisfying (i) and (ii) in Section 1, though it is slightly 
laborious to check this fact by hand. We notice that D is a Hadamard design and 
that the corresponding Hadamard matric of order 16 is of the group type. For this 
see [2]. 
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4. Remarks on adjacency and incidence matrices 
Proposition 8. Let D = (P, B) be a symmetric design, where P = {al, a2, . . . , a,} 
and B = {aI, (Y~, . . . , a;}, and let A be the incidence matrix of D. If A can be 
chosen so that A + A’ + I is a (0, 1) matrix, where t denotes the transposition and I 
is the identity matrix, then D admits a bijection T defined in Section 1 and vice 
versa. 
Proof. Suppose that D admits T. Then we may choose A so that the (i, j)-entry 
of A equals 1 if and only if T(aj) belongs to ai. Now the property (i) of T implies 
that the diagonal entries of A equal 0, and the property (ii) of T implies that if the 
(i, j)-entry of A equals 1 then the (i, j)-entry of A’ equals 0 for i # j. It is easy to 
prove the converse, too. q 
Now it is well known that A is normal. See, for instance, [5]. However, we 
would like to remark that it is more than that, namely PAQ is normal for any 
permutation matrices P and Q. We call such a matrix n-normal. 
Proposition 9. Let A be a real square matrix of order v. Then A is Jc-normal if 
and only if A is normal and AA* = al + bj, where a and b are real numbers, and J 
denotes the all one matrix. 
Proof. If A is normal and AA’ = al + bJ, then PAQQ’A’P’ = PAA’P’= P(aZ + 
bJ)P’ = al + bJ = Q’(aI+ bJ)Q = Q’A’AQ = QtAtP’PAQ. 
Let S = (s~,~) be a permutation matrix corresponding to a permutation o, 
namely the (i, j)-entry of S equals 1 if and only if j = u(i), 1 <i < v. If A is 
n-normal then S’A’AS = ASS’A’ = AA’ = A’A. Put B = A’A = (b,i). Then the 
(i, /)-entry of S’BS equals Cj,ksj,ibj,ksk,t = b,-l(i),oml(t). SO we have that bi= 
b,-lCi),,-lCr) for any permutation o. 
Now we return to the situation of Proposition 8 and assume that A has the 
property that A + A’ + Z is a (0, 1)-matrix. Then define T by T(cY~) = al, 1 G 16 u. 
Then we get a DRAD D and A can be regarded as the adjacency matrix of D. 
Clearly k is a simple eigenvalue of A and the remaining v - 1 eigenvalues of A 
lies on the circle 1x1 = (k - A)% 
Finally we would like to mention the following question which is well known in 
the case of Hadamard designs. 
Question. Suppose that a symmetric (v, k, A) design D1 exists, where v > 
2k + 1. Then does there exist a symmetric design D2 with the same parameters 
such that D2 admits a bijection T satisfying the assumptions in Section l? 
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