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Sommario
Un liquido sottoraﬀreddato è caratterizzato da una forte eteroge-
neità dinamica, ossia i costituenti il ﬂuido hanno comportamenti
cinetici e dinamici profondamente diversi anche in regioni molto
vicine tra loro.
Lo scopo della presente tesi è quello di caratterizzare queste
eterogeneità a tempi brevi e capire se, ed in quale misura, esse
possano contribuire al rilassamento strutturale del sistema.
Lo strumento di indagine è la simulazione molecolare, mediante
la quale vengono simulati i monomeri e le interazioni tra essi ai
ﬁni di seguire l'evoluzione del sistema.
La tesi si articola in 6 capitoli:
Capitolo 1 breve introduzione ai liquidi sottoraﬀreddati ed alla
transizione vetrosa
Capitolo 2 caratterizzazione dell'eterogeneità dinamica dei liqui-
di sottoraﬀreddati sulla base dei risultati già ottenuti e pre-
sentati in letteratura
Capitolo 3 qui sarà presentata la simulazione molecolare ed i
principi sui quali si basa, in conclusione verranno spiegate le
funzioni implementate ad hoc per il lavoro di tesi
Capitoli 4, 5 e 6 in questi capitoli saranno caratterizzate e stu-
diate le eterogeneità dinamiche per il sistema polimerico si-
mulato per la presente tesi e tratte le conclusioni sulla base
dei dati simulativi raccolti
In deﬁnitiva, la parte originale del lavoro di tesi si concentra negli
ultimi 3 capitoli e nella parte ﬁnale del capitolo 3 con la spiega-
zione dei programmi e delle funzioni realizzate per la raccolta dei
dati.
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Capitolo 1
Introduzione ai liquidi
sottoraﬀreddati
Comunemente il raﬀreddamento di un liquido al di sotto della tem-
peratura di cristallizzazione, viene associato ad un processo (ap-
parentemente) inevitabile, ossia la sua solidiﬁcazione e tale tran-
sizione di fase richiede il raggiungimento di un ordine posizionale
ed orientazionale a lungo raggio.
Nel processo di solidiﬁcazione si creano dei nuclei di cristalliz-
zazione (regioni localmente cristallizzate) che fungono da superﬁ-
cie di appoggio per altre molecole che vi si adagiano incastrandosi
come pezzi di un puzzle; il processo è dinamico, ossia, così come
molecole di liquido in prossimità del nucleo cristallizzato entrano
a farne parte, anche molecole sulla superﬁcie del nucleo di cri-
stallizzazione tendono a passare nel liquido. Se il nucleo diventa
suﬃcientemente grande, il rate di molecole che passano nella fase
cristallina supera quello delle molecole che abbandonano il nucleo
ed il sistema cristallizza.
Ne consegue che due sono le condizioni fondamentali per la
cristallizzazione di un liquido:
• deve essere costituito da molecole strutturalmente identiche:
condizione necessaria aﬃnché si veriﬁchi l'ordine a lungo rag-
gio
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• il raggiungimento della temperatura di fusione/cristallizzazione
Tm, nonché di una T < Tm, deve avvenire rispettando i tempi
di risposta del sistema
Entrambe le condizioni suddette possono essere violate
1. raﬀreddando liquidi polimerici polidispersi, ossia costituiti da
catene eventualmente identiche nella composizione dei singo-
li monomeri (omopolimeri), ma con lunghezza diversa, co-
sì come liquidi omopolimerici monodispersi con catene lun-
ghe: entrambe queste condizioni impediscono (o inibiscono)
il raggiungimento di un ordine a lungo raggio
2. raﬀreddando un ﬂuido molecolare ﬁno a T < Tm in tempi che
non permettano al sistema di rispondere, ossia di arrangiarsi
nella conﬁgurazione energeticamente più favorita (i.e. quella
cristallina)
Per battere sul tempo il processo di cristallizzazione è neces-
sario raggiungere una velocità di raﬀreddamento cosiddetta cri-
tica fortemente dipendente dal materiale in esame, come risulta
evidente dalla tabella 1.1.
Sostanza dT
dt
∣∣
c
[K · s−1] (o.d.g)
Liquidi organici 1÷ 10
GeO2 10
2
H2O 10
7
SiO2 10
4
Ag (monoat.) 1010
Tabella 1.1: Ordini di grandezza delle velocità di raﬀreddamento critiche per al-
cune sostanze; le sostanze con velocità critiche elevate sono quelle
con maggiore tendenza alla cristallizzazione.
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1.1. LA TRANSIZIONE VETROSA
1.1 La transizione vetrosa
Qualunque sia la tecnica adottata per evitare la cristallizzazione, il
risultato che si ottiene al termine del raﬀreddamento è un sistema
ancora liquido, ma in equilibrio metastabile piuttosto che termodi-
namico, i.e. sottoraﬀreddato. Un ulteriore raﬀreddamento porta
il ﬂuido ad avere tempi di risposta alle sollecitazioni esterne che
sono dell'ordine di 102sec rendendo il sistema macroscopicamente
bloccato e fuori dall'equilibrio: questa condizione va sotto il nome
di transizione vetrosa.
Sebbene si parli di transizione, quella vetrosa non è un vero e
proprio cambiamento di fase: non presenta calore latente (quin-
di non è del primo ordine secondo Ehrenfest), bensì una discre-
panza tra i calori speciﬁci tra la fase vetrosa e quella liquida
sottoraﬀreddata (v. ﬁg.1.1); questo porterebbe alla classiﬁcazione
della transizione vetrosa come un processo del II ordine, ma non
è veriﬁcata l'unità del rapporto di Prigogine-Defay [1].
Figura 1.1: andamenti qualitativi per entalpia H(T ) e calore speciﬁco a pressione
costante cp(T ) nelle transizioni vetrosa e solido-liquido [1].
Ulteriore conferma dell'anomalia della transizione vetrosa è l'i-
steresi del processo, dato che l'equilibrio metastabile può essere
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abbandonato a diverse temperature a seconda della rapidità con
cui viene ridotta T .
La ﬁgura 1.2 mostra come quanto detto si ripercuota sul volume
speciﬁco v (del Selenio, nel caso in esame).
Figura 1.2: Volume speciﬁco v del Selenio e coeﬃciente di espansione termica
(inserto) al variare di T: il graﬁco mostra come sia possibile sotto-
raﬀreddare un liquido e raggiungere valori di T (TF1 e TF2 nel caso
speciﬁco) tali da impedire al sistema di rispondere, comportamento
che si evidenzia con il discostamento del volume speciﬁco dalla linea
di equilibrio metastabile; la possibilità di ottenere qualitativamente lo
stesso comportamento a diverse T con diﬀerenti v è indice di isteresi
[2].
1.1.1 La relazione di Maxwell
La fase bloccata può essere raggiunta sotto diverse condizioni di
T e v, sussiste tuttavia una deﬁnizione univoca di transizione ve-
trosa basata sul tempo di rilassamento di Maxwell τM , tempo che
individua un cambiamento di regime nella risposta del sistema ad
uno sforzo di taglio (da elastica a viscosa)
τM =
η
G
Relazione di Maxwell (1.1)
essendo G il modulo elastico di taglio, legato alla risposta a tempi
brevi, e η la viscosità di taglio, legata alla risposta di tipo ﬂuido
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conseguente al riarrangiamento dei costituenti il sistema per lo
sforzo prolungato.
Un sistema viene considerato alla transizione vetrosa se la sua
viscosità di taglio raggiunge il valore η ∼ 1012Pa · s = 1013poise;
dato che il modulo elastico di taglio risulta G ∼ 1010Pa per la
maggior parte dei materiali, la condizione η ∼ 1013poise si tra-
duce in un tempo di rilassamento τM ∼ 100s. Questa univocità
permette una mappatura della temperatura di transizione vetrosa
Tg al variare della pressione P (v. ﬁg. 1.3).
Figura 1.3: Andamento della temperatura di transizione vetrosa Tg per diﬀerenti
liquidi al variare della pressione [1].
Per avere un'idea quantitativa di quanto possa risultare bloc-
cato un sistema alla transizione vetrosa possiamo ricorrere ad un
semplice esempio [2]: consideriamo una scatola cubica di lato
l = 0.1m entro la quale è contenuto m = 1kg d'acqua, quan-
to tempo impiegherebbe a svuotarsi sotto l'eﬀetto della sola forza
di gravità?
Per rispondere dobbiamo ricordarci che un ﬂuido contenuto tra
due superﬁci di area A distanti tra loro d e soggetto ad una forza
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F si muove con una velocità v data da
v =
ηA
Fd
Ponendo v ∼ l/t, ricordando che la scatola è cubica e che η =
1012Pa · s si ottiene t ∼ 109s ossia circa 30 anni!
1.1.2 Fragilità dinamica dei sistemi vetrosi
Una classiﬁcazione dei sistemi vetrosi è stata proposta da Angell
[3] basandosi sull'alterazione delle proprietà dinamiche dei liquidi
sotto l'eﬀetto della riduzione della temperatura ﬁno a quella di
transizione vetrosa Tg.
Per alcuni sistemi l'innalzamento della temperatura oltre Tg
provoca dei cambiamenti radicali nella viscosità e conseguente-
mente nella loro dinamica, in altri casi le variazioni di η, seppure
sensibili, sono meno repentine: i primi sono detti vetri fragili, i
secondi vetri forti.
Quantitativamente questo comportamento viene misurato con
m =
d log(η)
d
(
T
Tg
)
∣∣∣∣∣∣
Tg
Fragilità (1.2)
che, ricordando la 1.1, risulta
m =
d log(τ)
d
(
T
Tg
)
∣∣∣∣∣∣
Tg
(1.3)
Nel plot di Angell (ﬁg. 1.4) la fragilità è immediatamente os-
servabile come la pendenza della tangente alla curva in corrispon-
denza di Tg/T = 1.
Si può osservare dal graﬁco di Angell che è presente un limite
in cui log(η) ∝ log(T/Tg), i vetri forti sono quelli che meglio si
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Figura 1.4: Plot di Angell per diﬀerenti liquidi molecolari [3]
avvicinano a tale comportamento1 e due rappresentanti di que-
sta categoria sono, ad esempio, la silica (SiO2) ed il biossido di
Germanio (GeO2). Tra i vetri fragili si inquadrano i polimeri ed i
liquidi organici.
Sostanza m Tg [K]
Toluene 107 126
OTP 81 241
Glicerolo 53 190
B2O3 32 554
SiO2 20 1500
GeO2 20 818
Tabella 1.2: Tabella riassuntiva della fragilità m e della temperatura di tran-
sizione vetrosa Tg per alcune sostanze organiche (Toluene, OTP e
Glicerolo) ed altre inorganiche.
Come detto, per i vetri forti vale (anche se in forma approssi-
mata)
η = η0e
∆E
KT (1.4)
1Il limite è m = 17.
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con ∆E pressoché indipendente dalla temperatura.
Questo andamento è detto di tipo Arrhenius ed è tipico di
processi che richiedono un'energia di attivazione ∆E il cui supe-
ramento avviene mediante ﬂuttuazioni termiche. In un liquido
a temperatura T0 esistono infatti delle regioni più calde (ove
l'energia cinetica media eccede KT ) ed altre più fredde che con-
trobilanciano, portando mediamente la temperatura del liquido a
T0.
Per i vetri fragili l'energia di attivazione appare dipendere dal-
la temperatura, in particolare essa cresce col tendere della tem-
peratura a Tg (v. ﬁg. 1.4); questo tipo di andamento è detto
super-Arrhenius e, ﬁnché il liquido si mantiene in equilibrio me-
tastabile, la viscosità può essere ﬁttata con l'equazione di Vogel-
Fulcher-Tamman
η = η0e
A
T−T0 (VFT) (1.5)
La 1.5 prevede una divergenza a T0 che, per sistemi fragili,
risulta
T0 =' Tg − 55K
ed è pertanto fuori dal range di temperature considerato nel graﬁco
di Angell (Tg 6 T <∞).
Dato che al raggiungimento di tale temperatura η → ∞, il
sistema richiede un tempo inﬁnito per evolvere verso l'equilibrio
termodinamico =⇒ l'esistenza di tale temperatura non può essere
veriﬁcata sperimentalmente.
1.2 I polimeri
Come anticipato i liquidi costituiti da macromolecole hanno una
maggiore tendenza alla vetriﬁcazione rispetto ai ﬂuidi molecolari;
in questo contesto si inquadrano i fusi polimerici, ossia dei liquidi
costituiti totalmente da catene molecolari (i polimeri) a loro volta
formate da unità modulari ripetute (i monomeri).
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A seconda della conﬁgurazione (i.e. disposizione dei monome-
ri all'interno della stessa catena) i polimeri si suddividono in 5
macro-famiglie:
1. lineari, a loro volta suddivisi in
(a) omopolimerici, ossia catene costituite da un'unica unità
ripetuta (tipo ...− A− A− A− ...)
(b) eteropolimerici (o copolimerici)
i. statistici, ossia costituiti da un numero ﬁnito di mo-
nomeri disposti casualmente
ii. a blocchi, del tipo
...− A−A−A−B−B − A−A−A−B−B − ...
2. a pettine, costituiti da una catena centrale da cui dipartono
catene laterali
3. a stella, con catene che convergono verso uno stesso punto
4. dendrimeri, con un nucleo a stella alle terminazioni del quale
si originano ulteriori ramiﬁcazioni
5. a rete, catene saldate da ponti chimici (legami covalenti) a
formare una rete
Il numero N di ripetizioni del monomero nella catena è detto
grado di polimerizzazione: sistemi polimerici costituiti da catene
identiche sono detti monodispersi, se, al contrario, il grado di
polimerizzazione dei costituenti un fuso non è costante si parla di
sistemi polidispersi. Per i sistemi polimerici monodispersi sussiste
una relazione tra la viscosità ed il peso molecolareM delle catene
(M ∝ N):
η ∝
{
M seM > 100
M 3.5 seM ? 105
9
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In generale non è possibile creare fusi polimerici monodispersi
ed il grado di polimerizzazione di un fuso non esiste in senso as-
soluto, piuttosto si parla di grado medio di polimerizzazione, per
il quale sussiste ancora la precedente relazione [4].
Questi risultati sono mostrati in ﬁgura 1.6 per il polistirene
(C8H8)n.
Figura 1.5: Molecola di stirene (a sinistra) e catena di polistirene.
Figura 1.6: Andamento della viscosità del polistirene al variare del peso mole-
colare, le linee continue seguono le relazioni η ∝ M e η ∝ M3.5
[5].
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Capitolo 2
Eterogeneità dinamica dei sistemi
sottoraﬀreddati
Lo stato di fuso polimerico sottoraﬀreddato, ed in generale lo sta-
to di liquido sottoraﬀreddato, è caratterizzato dalla presenza di
strutture dette gabbie: ogni monomero è circondato da un recinto
di primi vicini che ne limita lo spostamento.
L'esistenza delle gabbie si palesa in primis nello spostamento
quadratico medio, o MSD, che presenta 4 regimi (v. ﬁg. 2.1):
0,01 1 100 10000
t
0,0001
0,001
0,01
0,1
1
M
SD
Figura 2.1: Spostamento quadratico medio al variare del tempo per un siste-
ma con τα ∼ 1340; si possono individuare il regime balistico, la
transizione al regime di plateau e l'inizio della fase subdiﬀusiva.
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1. a tempi brevi (> 1ps) i monomeri si spostano con velocità
v ∼ vth senza incontrare ostacoli: siamo nel range del libero
cammino medio e si parla di regime balistico
MSD(∆t) = v2th∆t
2 (2.1)
2. successivamente inizia una fase di urti con i monomeri primi
vicini che mantiene il MSD costante nel tempo, tale regime
è detto di gabbia e lo spostamento compiuto dà una misura
delle distanze che caratterizzano la dinamica vibrazionale: il
MSD si assesta attorno ad un valore, il fattore di Debye-
Waller (〈u2〉), che contiene importanti informazioni anche
sulla dinamica di rilassamento [6]
3. a seguito degli urti la conﬁgurazione che si è venuta a creare
attorno a ciascun monomero viene progressivamente alterata
permettendo a questo di uscire ed inizia la tendenza ad un
moto di tipo diﬀusivo frenato però dalla presenza dei legami
intramolecolari: si instaura, pertanto, una fase sub-diﬀusiva
(∆t ∼ τα) =⇒
MSD(∆t) ∝ ∆tν 0 < ν < 1 (2.2)
4. quando anche tutti i monomeri della medesima catena si
sono deﬁnitivamente liberati dalla gabbia che li circondava
all'istante iniziale, il moto diviene propriamente diﬀusivo =⇒
MSD(∆t) = 6D∆t (2.3)
Questi regimi si inquadrano in due fasi di rilassamento:
• fase-β in cui si rilassano i gradi di libertà vibrazionali (com-
prende il regime balistico e quello di gabbia)
• fase-α seconda fase che porterà al rilassamento strutturale
del sistema in cui quest'ultimo risulta decorrelato dalla sua
conﬁgurazione iniziale
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2.1. LA FUNZIONE DI VAN HOVE
2.1 La funzione di Van Hove
Per monitorare la statistica degli spostamenti dei singoli mono-
meri in un arco di tempo ﬁssato si ricorre alla funzione di auto-
correlazione di Van Hove Gs(r, t) che, per un sistema con N
monomeri, è data da [7]
Gs(r, t) =
〈
1
N
N∑
i=1
δ [r−∆r(t)]
〉
(2.4)
In un liquido isotropo, la dipendenza da r si riduce al solo modulo
e, pertanto, Gs(r, t) = Gs(r, t).
Gs è uno dei due contributi alla più generale funzione di corre-
lazione di Van Hove [7]:
G(r, t) =
〈
1
N
N∑
i=1
N∑
j=1
δ [r− (rj(t)− ri(0))]
〉
(2.5)
Essa può essere scissa nella parte self (i = j) già analizzata ed in
quella distinta con i 6= j
Gd(r, t) =
〈
1
N
N∑
i=1
N∑
j=1;j 6=i
δ [r− (rj(t)− ri(0))]
〉
(2.6)
Fisicamente questo secondo contributo dà la probabilità che la
particella j (atomo o monomero) occupi, all'istante t, una posi-
zione a distanza r da quella assunta dalla i all'istante 0 (v. ﬁgura
2.2) ed è una misura di quanto le particelle interagiscano tra loro
condizionandosi reciprocamente negli spostamenti.
Le componenti della funzione di correlazione contengono molte
informazioni sulla struttura e sulla dinamica del sistema; lo stesso
MSD è ottenibile sulla base della Gs〈
r2(t)
〉
=
∫
r2 ·Gs(r, t)d3r (2.7)
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i r
j t = t0 + ∆tt = t0
Figura 2.2: Il vettore r indicato in rosso è quello che rientra in Gd(r,∆t).
e la funzione di distribuzione radiale di coppia (o pair radial corre-
lation function) g(r) (v. ﬁg. 2.3) è strettamente legata alla parte
distinta [1]
g(r) =
V
N
Gd(r, 0) (2.8)
Anche la funzione di scattering intermedio F (k, t)
F (k, t) =
∫
G(r, t)e−ik·rd3r (2.9)
è legata alla funzione di Van Hove e contiene importanti informa-
zioni sulla decorrelazione strutturale del sistema: la componente
self (o incoerente) permette di determinare la correlazione strut-
turale su scale di lunghezza ` ∼ 2pi/k al variare del tempo (v. ﬁg.
2.4).
2.2 Eterogeneità dinamica dei sistemi sottoraf-
freddati
Caratteristica peculiare dei liquidi sottoraﬀreddati, che si esalta
in prossimità della transizione vetrosa, è la discrepanza tra i tempi
di evoluzione dinamica di regioni diverse dello stesso ﬂuido.
In generale il rilassamento di un liquido non avviene ovunque
nel medesimo tempo, è piuttosto un succedersi di rilassamenti lo-
cali più o meno simultanei e di durata diﬀerente; qualora il ﬂuido
si trovi ad elevata temperatura, i tempi caratteristici di tali eventi
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Figura 2.3: In questa ﬁgura è rappresentato il tipico andamento della funzione di
distribuzione radiale di coppia per un sistema disordinato isotropo. I
picchi individuano i gusci dei monomeri vicini (primi, secondi, ecc...),
il picco che si osserva per r < 1 è dovuto ai monomeri primi vicini
legati a quello di interesse; si osservi inoltre che la distribuzione tende
a perdere caratteristiche per l'aumento di omogeneità che si veriﬁca
su vasta scala di lunghezza.
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Figura 2.4: Tipico andamento della funzione di scattering incoerente (o self-
intermediate scattering function) per uno stesso sistema a diﬀerenti
temperature T . Dato che si è interessati alle ﬂuttuazioni di densi-
tà su scale di lunghezza delle dimensioni della gabbia, il valore di k
viene scelto sulla base del picco principale k∗ del fattore di struttura
statico (i.e. S(k) = F (k, 0)): esso ha intensità k∗ ' 2pi/σ, quindi
è il vettore d'onda associato alle dimensioni delle particelle e, dalla
ﬁg. 2.3, a quelle della gabbia. La funzione di scattering intermedio
incoerente è legata a doppio ﬁlo al MSD (si vedano le equazioni 2.9 e
2.7); il secondo plateau è dovuto al regime di gabbia e dura sempre
meno al crescere di T , così come si riduce la vita media delle gabbie.
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possono essere considerati pressoché identici e le eterogeneità tra-
scurabili. Se però il liquido viene portato a temperature prossime
a quelle della transizione vetrosa queste discrepanze possono farsi
sentire maggiormente e l'eterogeneità può permanere per tempi
sensibilmente elevati [8].
Per avere un riscontro quantitativo delle precedenti considera-
zioni possiamo osservare la funzione di Van Hove (ﬁg. 2.5) ed il
graﬁco dello spostamento quadratico medio (ﬁg. 2.6) per il sistema
polimerico simulato nella presente tesi.
0
1
2
3
4
5
6
∆t=1.197 ∆t=1.596
0 0,1 0,2 0,3 0,4 0,5
r
0
1
2
3
4
5
4pi
r2
·
G
s(r
;∆
t)
∆t=1.995
0 0,1 0,2 0,3 0,4 0,5
r
∆t=3.192
Figura 2.5: Contributo self alla funzione di Van Hove (linee continue) e sua ap-
prossimazione gaussiana (linee puntinate) per il sistema che verrà
studiato nella presente tesi.
Dalla ﬁgura 2.5 si evince che anche per tempi t ∼ 1 esiste
una frazione di monomeri, seppure esigua, che compie spostamenti
superiori a 0.5 unità (circa un raggio molecolare); dalla ﬁg. 2.6
è evidente che, mediamente, uno spostamento simile richiede un
tempo τ ∼ 103!
Come sarà chiarito in seguito, una regione soggetta ad una
dinamica veloce non permane necessariamente in tale condizio-
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Figura 2.6: Andamenti temporali dello spostamento quadratico medio (graﬁco
superiore) e del coeﬃciente di non gaussianità per il sistema si-
multato nella presente tesi; la linea verticale tratteggiata individua
(approssimativamente) il tempo t∗ corrispondente al picco di α2.
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ne, subirà in generale un rallentamento ed altre regioni potranno
essere soggette al processo inverso.
È opportuno ricordare che le evidenze dell'eterogeneità dinami-
ca non si limitano alle osservazioni simulative, la risonanza magne-
tica nucleare (NMR) applicata all'orto-terfenile (C18H14) [9] ed al
glicerolo (C3H8O3) [10] ha permesso di confermarne l'esistenza.
2.2.1 Il coeﬃciente α2 e la funzione φ
Si può mostrare che per tempi brevi (i.e. nel regime balistico) e
per tempi lunghi (i.e. nel regime diﬀusivo) la probabilità che un
monomero si sia spostato ad una distanza r dall'origine dopo un
tempo ∆t è ben descritta dall'approssimazione gaussiana della 2.4
[7], ossia
Ggs(r,∆t) =
(
3
2pi〈r2(∆t)〉
) 3
2
· exp
{
− 3r
2
2〈r2(∆t)〉
}
(2.10)
Per valutare se e quanto il comportamento del fuso polimeri-
co si discosta da quello gaussiano si ricorre al parametro di non
gaussianità α2(t) [11]
α2(t) =
3
〈
(r(t)− r(0))4
〉
5
〈
(r(t)− r(0))2
〉2 − 1 (2.11)
che, in regime di risposta gaussiana, risulta identicamente nullo.
L'andamento tipico di α2 è mostrato nelle ﬁgure 2.6 e 2.7: esso
assume valori sensibilmente diversi da zero verso il termine del
regime balistico con un picco (a t∗) nella fase di rottura della
gabbia, per poi decrescere progressivamente con il realizzarsi del
regime diﬀusivo.
Il tempo t∗ è pertanto indice della transizione dalla fase-β alla
fase-α [12] e nella ﬁgura 2.6 questa caratteristica è ben osservabile:
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oltre la linea tratteggiata
log(MSD) ∝ log(t) =⇒ MSD ∝ tν
Con un ﬁt è stato possibile stimare l'esponente
ν = (6.89± 0.01) · 10−1
il cui valore è un chiaro indice del processo sub-diﬀusivo.
Dal graﬁco 2.7 si può inoltre notare che il comporamento non
gaussiano diventa sempre più accentuato quanto più il sistema
risulta bloccato e che il tempo impiegato in media per uscire
dalla gabbia si allunga notevolmente.
Figura 2.7: Andamento tipico del coeﬃciente α2(t) per diversi valori della
temperatura per un medesimo bulk polimerico [13].
Un confronto diretto traGs(r, t) e la sua approssimazione gaus-
siana è dato dalla funzione
φ(r; ∆t) =
Gs(r,∆t)−Ggs(r,∆t)
Ggs(r,∆t)
(2.12)
il cui andamento tipico è mostrato in ﬁgura 2.8.
In tale graﬁco è possibile individuare tre regioni:
1. r < r1, in cui φ > 0
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Figura 2.8: Andamento tipico di φ(r; ∆t) (eq. 2.12) per ∆t = t∗ alle temperature
T = 0.55 (linea tratteggiata), T = 0.48 (linea continua) e T = 0.451;
nel graﬁco interno è presentata la φ in scala logaritmica [13].
2. r1 < r < r2, in cui φ < 0
3. r > r2, in cui φ torna nuovamente ad assumere valori positivi
nella prima rientrano i monomeri a ridotta mobilità perché bloc-
cati nelle gabbie, nell'ultima quelli che hanno elevata mobilità e
il fatto che φ risulti positiva è indice di un sovrapopolamento di
tali famiglie rispetto alle previsioni della teoria gaussiana.
Dalle precedenti osservazioni consegue che, quanto maggiore è
lo scostamento dellaGs(r, t) daGgs(r, t), tanto più accentuata sarà
l'eterogeneità dinamica del sistema, pertanto φ (così come α2) può
essere considerata una misura dell'entità di tale comportamento
[12].
In conclusione, la presenza del picco di α2 si ripercuote sulla
discrepanza tra Gs(r, t) e Ggs(r, t) che risulta massima proprio a
t∗ ed è quindi a tale istante che il grado di eterogeneità dinamica
raggiunge il suo apice.
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2.3 Mobilità e salti
Il secondo zero della φ(r; ∆t) individua un limite naturale per
deﬁnire la mobilità di un monomero ad una distanza temporale
∆t da un istante iniziale di riferimento: essendo r∗ tale valore è
possibile caratterizzare il monomero i come mobile a ∆t se
|∆ri(∆t)| > r∗
La frazione di monomeri mobili è debolmente dipendente da T e
risulta approssimativamente il 5 ÷ 6% del totale [13]; di contro,
come mostra il graﬁco 2.8, la soglia r∗ non è invariante.
È opportuno osservare che la mobilità non è una proprietà
esclusiva di un singolo sottoinsieme M di monomeri invariante
nel tempo, bensì cambia =⇒M =M(t) [14] come si può notare
nel graﬁco 2.9.
All'interno dell'insiemeM(t) è possibile individuare dei gruppi
di monomeri che compiono spostamenti superiori ad una ulteriore
soglia Jdr > r∗: sono i monomeri saltanti. A diﬀerenza della
mobilità, la deﬁnizione di salto non è universale ed in alcuni testi
la mobilità è condizione necessaria e suﬃciente per etichettare
un monomero come saltante. Nella maggior parte degli studi su
mobilità e/o salti il tempo sul quale è stata posta l'attenzione è
comparabile (o coincidente) con t∗ [12, 13, 15, 16, 17, 18]; nella
presente tesi ci occuperemo di studiare il problema dei salti a
tempi t ben minori di questa scala, ossia entro il regime di gabbia
(t ∼ 10−2t∗).
2.3.1 Densità di probabilità dei tempi di attesa
Una delle quantità di interesse nello studio della dinamica a sal-
ti, che verrà analizzata anche nella presente tesi, è il tempo che
intercorre tra due salti consecutivi di uno stesso monomero.
La funzione densità di probabilità (PDF) dei tempi di attesa, la
Waiting PDF o Ψ(τ), permette di caratterizzare completamente
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Figura 2.9: In questa ﬁgura viene rappresentato il MSD per l'insieme di tutti i
monomeri (g0) e per i soli monomeri mobili (g0,m); la linea tratto-
punto evidenzia come lo spostamento, se valutato solo sull'insime dei
soli monomeri mobili, sia naturalmente superiore a quello dell'intero
campione (ﬁno ad un ordine di grandezza per t = t∗), ma soprattutto
è possibile osservare che esso è dato dall'inviluppo delle cuspidi delle
linee continue: queste sono gli spostamenti quadratici medi per i mo-
nomeri mobili a tµ (corrispondente al tempo in cui capita la cuspide);
nel graﬁco interno si può osservare che la mobilità è una proprietà che
viene progressivamente persa col tempo allineando il comportamento
dei monomeri a quello generale [14].
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questa quantità. In un precedente articolo sullo studio dei salti a
tempi lunghi (tempo di salto Jdt = t∗) l'andamento delle Ψ era sta-
to ﬁttato con una legge a potenza combinata con un decadimento
esponenziale (v. ﬁg. 2.10) [17]
ΨJdt,Jdr(τ) = ατ
−βe−
τ
τ∗ (2.13)
La coda esponenziale indica un processo di tipo poissoniano, ossia
eventi scorrelati ed indipendenti con bassa frequenza di successo;
l'iniziale andamento a potenza suggerisce che i salti sono proces-
si attivati [17]. Sono stati condotti studi sui salti incentrati sul
potential energy landscape (PEL) ed è risultato che i processi a
salto sono collegati a transizioni tra metabacini, ossia tra regioni
di minimo del potenziale circondate da barriere energetiche e ciò
dà ulteriore conferma della natura attivata dei salti [19, 20].
int
jum
ve
an
pin
tur
tha
tha
sti
Tϭ
wa
F
ing
tim
F
CRISTIANO De MICHELE AND DINO LEPORINI
Figura 2.10: Waiting PDF per un tempo di salto pari a t∗ a diﬀerenti
temperature, le linee grigie sono i ﬁt con la legge 2.13 [17].
Come già precedentemente suggerito [17] l'interpretazione del-
la legge a potenza può essere ottenuta dalla combinazione tra la
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PDF associata alla distribuzione di Gumbel (che governa i processi
stocastici rari)
F (E) = exp
{
−e−E−〈E〉E0
}
Distribuzione di Gumbel(2.14)
P(E) = 1
E0
e−
E−〈E〉
E0 exp
{
−e−E−〈E〉E0
}
PDF di Gumbel (2.15)
ed un andamento tipo Arrhenius per il tempo di attesa
τ = τ0e
E
KT ⇒ E = KT ln
(
τ
τ0
)
(2.16)
che caratterizza un processo di tipo attivato.
Assumendo E0  〈E〉 la 2.15 si riduce a
F (E) = e−e
− E
E0 (2.17)
P(E) = 1
E0
e−
E
E0 e−e
− E
E0
Per la 2.16
e−
E
E0 = exp
{
−KT
E0
ln
(
τ
τ0
)}
=
(
τ
τ0
)KT
E0
Combinando l'equazione precedente con la 2.15 si ha
P(τ) = P(E(τ))dE
dτ
=
1
E0
e
−KTE0 ln
(
τ
τ0
)
· KT
τ
=
=
(
τ
τ0
)KT
E0
e
−
(
τ
τ0
)KT
E0 · KT
E0τ
=
=
1
τ0
· KT
E0
(
τ
τ0
)−(1+KTE0 )
e
−
(
τ
τ0
)KT
E0
(2.18)
È opportuno notare, tuttavia, che questa spiegazione non è
del tutto esauriente: sebbene infatti dia ragione dell'andamento a
potenza, prevede un esponente negativo e maggiore di 1 in valore
assoluto; gli esponenti determinati sulla base dei ﬁt in ﬁgura 2.10
risultano negativi, ma in valore assoluto non più grandi di 0.51
[17].
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2.4 I moti a stringa
In alcuni casi è possibile che i salti si manifestino come moti con-
certati di monomeri: assumendo che m1, m2, ... ,mn siano una
parte dei monomeri saltanti, si possono veriﬁcare delle circostanze
per le quali essi saltano simultaneamente e
ri(t0 + Jdt) = ri+1(t0)
entro una tolleranza stabilita (v. ﬁg 2.11). Si creano quindi delle
strutture mono-dimensionali costituite da sequenze di monomeri
saltanti che si rimpiazzano reciprocamente: le stringhe.
Figura 2.11: Esempio di moto a stringa: in ﬁgura a sono rappresentate le posi-
zioni iniziali dei monomeri, in b quelle al termine del salto quan-
do il monomero verde si è sovrapposto alla posizione iniziale del
monomero arancione.
Il problema delle stringhe è stato aﬀrontato in numerosi arti-
coli in quanto sembra preludere ed essere parte integrante di un
fenomeno di maggiore portata che corrisponde alla clusterizza-
zione (democratic clusters) dei monomeri mobili [12], evento che
apporta un contributo signiﬁcativo al rilassamento strutturale del
sistema.
I moti a stringa sono ovviamente sintomo dell'eterogeneità di-
namica del sistema ed è stato naturale studiarli in condizioni favo-
revoli, ossia, ricordando quanto detto nella sezione 2.2, per t ∼ t∗
[12, 14, 15, 18, 19, 21].
2.4.1 Il modello di Adam-Gibbs
Per quanto un liquido sottoraﬀreddato possa manifestare compor-
tamenti tipici di un solido, esso non è un cristallo e ciò signiﬁca
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che esiste, a temperatura ﬁssata, un numero elevato di possibili
conﬁgurazioni (i.e. disposizioni dei costituenti nel volume V ).
Nella trattazione microcanonica, quale è la NV E, il numero
di conﬁgurazioni possibili di un sistema (i.e. i suoi microstati) è
legato alla sua entropia dalla relazione
S = k ln(# di possibili microstati)
Per un liquido sottoraﬀreddato l'entropia complessiva può essere
spezzata in due contributi:
S = Svib + Sconf
in cui Svib è l'entropia vibrazionale e Sconf quella cosiddetta con-
ﬁgurazionale e legata alla molteplicità dei minimi locali di energia
che si presentano nel liquido a temperatura T ﬁssata [22].
L'entropia conﬁgurazionale è il fulcro del modello di Adam-
Gibbs, il quale prevede l'esistenza di regioni a riarrangiamento
cooperativo (CRR) che, mediante moto concertato di un insieme
di monomeri (o molecole), sono in grado di rendere la transizione
tra le conﬁgurazioni più facilmente perseguibile.
Precedenti analisi hanno messo in luce due tipi di moto coope-
rativo [23]:
1. moti a stringa, ovvero strutture monodimensionali costituite
da un treno si elementi sensibilmente più mobili della media
(∼ 10 elementi)
2. moti concertati su più vasta scala in cui un elevato numero
di particelle (∼ 40) si sposta cooperativamente (sono detti
clusters democratici)
I clusters suddetti sono potenziali candidati ad essere quelle
regioni a riarrangiamento cooperativo previste da Adam e Gibbs
[24] e le stringhe appaiono esserne l'unità costituente [25].
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Capitolo 3
Tecnica simulativa e procedure di
analisi dei dati
La simulazione computistica di sistemi molecolari può essere con-
dotta con diﬀerenti livelli di approfondimento vincolati sia agli
scopi da raggiungere, che alla potenza di calcolo degli strumenti a
disposizione.
In generale la dinamica molecolare (MD) può essere aﬀrontata
con tre diﬀerenti approcci [26]:
• quantistico: le interazioni tra gli atomi vengono determinate
sulla base delle distribuzioni elettroniche nei legami
• atomistico: le interazioni tra gli atomi sono simulate con
campi di forza semi-empirici nei quali si tiene conto della
lunghezza dei legami, dell'angolo che formano e della torsione
del legame, inoltre le interazioni tra atomi non legati vengono
simulate con un potenziale di tipo Lennard-Jones
• coarse-grained : i siti di interazione sono costituiti da una
o più molecole, simulate con sfere che interagiscono con un
potenziale più semplice
L'approccio quantistico è chiaramente il più dispendioso in ter-
mini di potenza di calcolo ed è eccessivo per la simulazione di bulk
atomici signiﬁcativamente estesi. Quello atomistico è più leggero
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anche se non sempre conveniente, il modello coarse-grained è quel-
lo più adatto a simulare sistemi estesi con un giusto compromesso
di precisione e potenza di calcolo.
La trattazione dei sistemi polimerici con il metodo coarse-grained
richiede particolare attenzione: solitamente i materiali polimeri-
ci contengono Carbonio legato ad altri elementi (principalmente
Idrogeno e Carbonio) con legami ibridi tipo sp, sp2 e sp3 (v. ﬁg.
3.1). L'ibridazione comporta angoli di legame ben determinati
Figura 3.1: Rappresentazione schematica degli orbitali ibridi sp (ﬁg. a), sp2 (ﬁg.
b) e sp3 (ﬁg. c), gli orbitali colorati in blu non sono ibridati con
l'orbitale s.
che non possono essere alterati senza un considerevole dispendio
energetico, inoltre i legami di tipo pi (v. ﬁg 3.2) introducono una
resistenza alla torsione; quest'ultima, tuttavia ha costi energetici
più bassi rispetto all'alterazione degli angoli di legame.
I potenziali di torsione e quelli relativi agli angoli di legame
dovrebbero essere presi in considerazione, tuttavia, per rendere
più rapida la simulazione, essi sono generalmente trascurati.
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Figura 3.2: Legami pi da due atomi con ibridazione sp.
3.1 Il modello considerato
La simulazione condotta nella presente tesi si basa sul modello
bead-spring [27] sviluppato da Bennemann, molto versatile per la
simulazione di sistemi polimerici.
In un simile modello i monomeri sono rappresentati come sfere
con il potenziale Lennard-Jones (LJ) parametrico
ULJ(r; p, q) =
∗
q − p
[
p
(
σ∗
r
)q
− q
(
σ∗
r
)p]
(3.1)
che ammette minimo in r = σ∗ e ULJ(σ∗; p, q) = −∗
Per rendere più semplice la simulazione dell'interazione tra i
monomeri, il potenziale è stato troncato oltre una certa distanza:
si parla di potenziale a sfera soﬃce (o soft-sphere):
U(r; p, q) =

ε∗
q−p
[
p
(
σ∗
r
)q − q (σ∗r )p]+ Ucut se r 6 rcut
0 altrove
(3.2)
con Ucut tale da rendere U(rcut; p, q) = 0 e non introdurre discon-
tinuità.
σ∗ individua ancora il minimo del potenziale, ma per la trasla-
zione verticale introdotta il minimo dell'energia non coincide più
con −∗, bensì, ovviamente, U(σ∗; p, q) = −∗ + Ucut
Per il sistema simulato in questa tesi i parametri sono stati posti
pari a q = 12 e p = 6, ossia U coincide con il classico potenziale
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Lennard-Jones, a meno del cut-oﬀ ed il taglio del potenziale è
stato imposto in rcut = 2.5σ essendo σ = σ∗/
6
√
2.
Il taglio per un simile potenziale viene convenzionalmente ﬁs-
sato a tale distanza essendo [28]
U12,6(rcut)
U12,6(σ∗)
' 1
60
0,5 1 1,5 2 2,5 3
r [σ*]
-2
-1
0
1
2
3
4
5
U
12
,6
[ε*
]
Figura 3.3: Potenziale soft sphere.
Per quanto riguarda il legame intra-molecolare, esso è simulato
con il potenziale FENE (Finitely Extendible Nonlinear Elastic
potential)
VFENE(r; k0, R0) = −1
2
k0R
2
0 ln
{
1−
(
r
R0
)2}
potenziale FENE
(3.3)
per il quale
• se r  R0
UFENE(r) ' 1
2
k0r
2 + o(r2)
• se r → R0 ⇒ VFENE →∞
Mediante questo potenziale è possibile simulare un legame semi-
rigido con risposta elastica per modeste alterazioni (r  R0) ed
elongazione massima ﬁssata R0.
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Non sono presi in esame potenziali di torsione, né relativi agli
angoli di legame.
I valori utilizzati per la costante elastica e per la massima
elongazione del legame sono k0 = 30∗/(σ∗)2 e R = 1.5σ∗.
3.1.1 Le unità ridotte
Nelle simulazioni sono trattate quantità quali, temperatura, pres-
sione, energia e non solo, che vengono convenientemente espresse
in unità di comodo dette unità ridotte.
Data l'espressione del potenziale, σ∗ e ∗ individuano natural-
mente le unità di misura delle distanze e delle energie rispettiva-
mente e da queste discendono automaticamente le unità di misura
per temperatura, forza, pressione e densità (v. tabella riassunti-
va 3.1). Per quanto riguarda le massa, l'unità di misura scelta
è la massa del singolo monomero mM e l'introduzione di questa
quantità permette di risalire all'unità di misura del tempo.
Grandezza Unità ridotta
lunghezza r∗ = σ∗
energia E∗ = ∗
forza f ∗ = ∗/σ∗
pressione P ∗ = ∗/σ∗3
densità ρ∗ = 1/σ∗
temperatura T ∗ = ∗/kB
massa m∗ = mM
tempo t∗ = (m∗σ∗2/∗)1/2
Tabella 3.1: Unità ridotte per le grandezze ﬁsiche coinvolte nella simulazione.
Per avere un'idea quantitativa, in tabella 3.2 sono presentati i
corrispettivi reali delle unità ridotte per l'Argon.
Di seguito tutte le quantità, anche laddove non speciﬁcato, sono
misurate in unità ridotte.
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Unità Corrispettivo reale
r∗ 3.87
E∗ 1.5 · 10−21J
P ∗ 2.6 · 10−53Pa
ρ∗ 1.7 · 10−32m−3
m∗ 6.64 · 10−25kg
t∗ 8.14ps
Tabella 3.2: Unità ridotte per l'Argon [28].
3.2 Il programma di simulazione
Le simulazioni di dinamica molecolare sono condotte con un pro-
gramma sviluppato dal Dott. Cristiano De Michele che, data una
conﬁgurazione iniziale del sistema come ﬁle di input (con posizio-
ni e velocità dei monomeri), è in grado di seguirne l'evoluzione
temporale.
Qualora sia necessario creare una conﬁgurazione dalla quale
far partire l'evoluzione del sistema, il programma è in grado di
generarla organizzando i centri di massa di ogni catena in un re-
ticolo cubico a facce centrate (fcc) e posizionando i monomeri
sulla base del random-walk con attenzione ad evitare fenomeni di
compenetrazione.
Una volta terminata l'esecuzione della simulazione, il program-
ma produce un ﬁle con la conﬁgurazione raggiunta ed un rapporto
relativo alla simulazione stessa (esito, durata e riavvii).
È inoltre possibile comunicare al programma di salvare su dif-
ferenti ﬁle le informazioni istantanee del bulk simulato a passi
regolari ∆tsave, oltre che i valori delle grandezze termodinami-
che quali temperatura, energia e pressione, utili per monitorare il
sistema durante la sua evoluzione. I salvataggi rallentano il pro-
gramma e devono essere opportunamente calibrati per avere una
descrizione suﬃcientemente accurata delle quantità di interesse,
senza inﬁciare eccessivamente sul tempo di esecuzione.
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3.2.1 Algoritmo di Verlet e velocity Verlet
La simulazione molecolare si basa su algoritmi in grado di integra-
re l'equazione diﬀerenziale del moto f = ma per ogni particella
che costituisce il sistema.
Uno dei metodi più semplici e suﬃcientemente accurati per
l'integrazione è l'algoritmo di Verlet.
Consideriamo le equazioni che si originano da uno sviluppo in
serie della posizione:
r(t+ ∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2 +O(∆t3) (3.4)
r(t−∆t) = r(t)− v(t)∆t+ 1
2
a(t)∆t2 +O(∆t3) (3.5)
Sommando le due equazioni e ricordando che a = f/m si può
determinare la posizione ﬁnale senza ricorrere alla velocità
r(t+ ∆t) = 2r(t)− r(t−∆t) + f(t)
m
∆t2 +O(∆t4) (3.6)
che può tuttavia essere calcolata dalla diﬀerenza delle medesime
v(t+ ∆t) =
r(t+ ∆t)− r(t−∆t)
2
+O(∆t2) (3.7)
ed utilizzata, ad esempio, per il calcolo dell'energia.
Dato che la posizione è l'unica quantità necessaria per risalire
alla forza, l'algoritmo di Verlet permette di integrare l'equazione
del moto con un errore dell'ordine di ∆t4 a partire esclusivamente
da
• posizione ad un istante iniziale r(t−∆t)
• posizione dopo un passo di integrazione r(t)
Ovviamente sarebbe più utile partire dai dati relativi ad un
unico istante temporale, i.e. un'unica conﬁgurazione di partenza
completamente descritta; per questo esiste un algoritmo ﬁglio del
precedente che va sotto il nome di velocity Verlet e che parte dalla
conoscenza di
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• r(t) (quindi f(f))
• v(t)
infatti
r(t+ ∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2 +O(∆t3) (3.8)
v
(
t+
∆t
2
)
= v(t) +
∆t
2m
f(t) +O(∆t2) (3.9)
v(t+ ∆t) = v
(
t+
∆t
2
)
∆t
2m
f(t) +O(∆t2) (3.10)
Questo algoritmo è meno preciso del precedente, dato che l'er-
rore sulla traiettoria è dell'ordine di ∆t3, ma ha il vantaggio di
richiedere la conoscenza totale del sistema ad un unico istante.
Il programma di simulazione del Dott. De Michele utilizza-
to per far evolvere il sistema studiato in questa tesi si basa sul
secondo algoritmo.
È evidente che, data la precisione ﬁnita del calcolatore e l'accu-
ratezza dell'algoritmo, la traiettoria simulata divergerà da quella
reale e così il comportamento del sistema. La scelta del passo
di integrazione diventa cruciale per il processo: esso deve ga-
rantire una buona attinenza con l'evoluzione reale del sistema e,
contemporaneamente, non appesantire eccessivamente il calcolo1.
Tipicamente, per un sistema microcanonico, le soglie di tolle-
ranza sulla costanza dell'energia (∆E/E) e del volume (∆V/V )
sono dell'ordine di 10−4 nell'arco dell'intera simulazione: nel ca-
so qui trattato ∆t ∼ 10−3t∗ (con t∗ introdotto nella tabella 3.1),
suﬃcientemente breve da garantire la tolleranza richiesta per si-
mulazioni dell'ordine del tempo di rilassamento strutturale del
sistema.
1Chiaramente, se si fa evolvere il sistema per un lasso temporale ﬁssato τ , il numero di
iterazioni dell'algoritmo di Verlet cresce con l'inverso di ∆t.
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3.2.2 Le condizioni periodiche
Per esigenze di calcolo, le simulazioni di MD vengono spesso ese-
guite con un numero di monomeri (o molecole) relativamente esi-
guo (10 > N > 105) racchiuso in una cella di simulazione. Per i
bulk questa tecnica non è soddisfacente, in quanto la frazione di
monomeri a bordo scatola risulta troppo elevata; si passa pertan-
to ad un sistema con condizioni periodiche nel quale la cella (con
N ' 2000, in questo caso) viene replicata e per ogni monomero
che esce dalla cella ne è presente un altro (la sua immagine) che
vi entra (ﬁg. 3.4)
Figura 3.4: Schematizzazione delle condizioni periodiche e dell'eﬀetto della
fuoriuscita di un elemento dalla cella.
Questo garantisce che la densità dei monomeri resti costante
ma ha degli eﬀetti collaterali che devono essere analizzati: ogni
monomero interagisce principalmente con quelli a lui più vicini,
il che signiﬁca che interagisce con le immagini periodiche meno
distanti (si parla di minimum image convention) e, se il numero
di monomeri è troppo piccolo, la frazione di questi in grado di
interagire con le proprie immagini risulterebbe troppo elevato.
3.2.3 Tecniche di velocizzazione della simulazione
L'interazione tra monomeri lontani, i.e. ad una distanza r >
σ∗ in cui il potenziale è prossimo allo 0, è solitamente debole:
le interazioni principali tra i monomeri, in grado di modiﬁcare
sensibilmente la cinetica in tempi brevi, sono quelle a corto range.
36
3.2. IL PROGRAMMA DI SIMULAZIONE
In quest'ottica si inquadrano due metodi in grado di sempliﬁ-
care sensibilmente l'esecuzione del programma di simulazione ri-
ducendo il numero dei calcoli svolti mediamente in ogni iterazione
e sono:
• il metodo RESPA
• le linked lists
Il metodo RESPA
Il metodo RESPA (reference system propagator algorithm) è stato
sviluppato da Tuckerman [29, 30] e si basa sulla decomposizione
del potenziale di interazione φ(r) in due componenti
φ(r) = φs(r) + φl(r)
una a corto range (φs), l'altra a lungo raggio (φl). Come anti-
cipato, l'interazione a lungo raggio inﬂuenza la dinamica in mo-
do meno repentino di quanto non faccia l'altra: si può pertanto
utilizzare due scale temporali diﬀerenti per far evolvere il sistema.
Prendendo un passo di integrazione δt che garantisca un buon
compromesso tra accuratezza ed eﬃcienza, si stabilisce un multi-
plo nR di tale tempo che individua il periodo di aggiornamento
della forza a lungo raggio, mentre la forza a corto raggio viene
valutata ad ogni step di integrazione.
Assumendo che, mediamente, il numero di monomeri contenuti
entro il range di interazione di φs sia Ns, il metodo RESPA per-
mette in un tempo τ = nrδt di eﬀettuare nrN · Ns + N(N − 1)
valutazioni della forza anziché nrN(N − 1) con un considerevole
risparmio di tempo al momento dell'esecuzione.
Le linked lists
Per il potenziale adottato è stato introdotto un taglio, sulla base
di questo è possibile costruire una ulteriore tecnica per ridurre la
complessità del programma.
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La cella di simulazione di volume V = L3 viene suddivisa in
M 3 celle di lato ` = L/M con ` > rcut, essendo rcut la distanza
massima per l'interazione. Mediamente ogni cella conterrà Nc =
N/M 3 monomeri ed il numero totale di interazioni sarà Ni =
NNc.
La frazione N/M 3 è molto più piccola di N ed è pertanto
quest'ultimo a dominare nella complessità del programma.
Questa considerazione vale anche se il potenziale non presenta
un taglio, purché sussista isotropia a lungo raggio: le interazioni a
lungo raggio possono ragionevolmente essere considerate nulle per
il principio di sovrapposizione, pertanto esisterà un raggio eﬃcace
reff entro il quale si troveranno quei monomeri che interagiscono
in modo signiﬁcativo con uno di interesse.
Per rendere eﬃciente questa tecnica è necessario tenere aggior-
nate le liste dei monomeri contenuti nelle varie sotto-celle, ma
questo può essere fatto in modo oculato: se la somma dei massimi
spostamenti compiuti in un arco di tempo ∆t (viene selezionato
il massimo spostamento compiuto ad ogni passo di interazione)
supera la metà della dimensione della sotto-cella le liste vengono
aggiornate.
3.3 Ensamble statistici
Il programma di simulazione permette di seguire l'evoluzione degli
ensamble statistici:
• microcanonico (NVE)
• canonico (NVT)
• isotermo-isobaro (NPT)
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Ensamble microcanonico
Quello microcanonico è un sistema che evolve mantenendo co-
stanti (oltre al numero di particelle N) anche il proprio volume
e la propria energia (da cui NVE). Ne consegue che l'insieme di
particelle evolve sotto l'eﬀetto delle sole forze interne.
La Hamiltoniana del sistema è
H =
N∑
i=1
p2i
2mi
+ U({qi}) (3.11)
dalla quale discendono le equazioni del moto
q˙i =
∂H
∂qi
=
pi
mi
(3.12)
p˙i = −∂H
∂qi
= −∂U({qi})
∂qi
(3.13)
Ensamble canonico
L'ensamble canonico è un insieme di N particelle racchiuse in un
volume costante V immerso in un bagno termico che ne mantiene
costante la temperatura T (da cui NVT). In questo caso, oltre alle
interazioni interne è necessario tener conto anche dello scambio di
calore col termostato.
Il programma di simulazione per rendere tale eﬀetto ricor-
re al metodo di Nosé, illustrato in [31] e che qui richiamiamo
brevemente.
Il metodo si basa sull'introduzione di un grado di libertà s, il
relativo momento coniugato pis ed un parametro Qs che svolge il
ruolo della massa per il nuovo elemento virtuale introdotto [31]
che chiameremo pistone termico. La Hamiltoniana del sistema
viene espressa in termini delle coordinate e dei momenti virtuali
q˜ e p˜
q˜i = qi (3.14)
p˜i = pis (3.15)
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H =
N∑
i=1
p˜2i
2mis2
+ U({q˜i}) + pis
2Qs
+ gkbT ln s (3.16)
in cui g individua il numero di gradi di libertà del sistema [31].
Le equazioni del moto chiariscono gli eﬀetti del pistone termico:
˙˜qi =
∂H
∂p˜i
=
p˜i
mis2
(3.17)
˙˜pi = −
∂H
∂q˜i
= −∂U({q˜i})
∂q˜i
(3.18)
s˙ =
∂H
∂pis
=
pis
Qs
(3.19)
p˙is = −∂H
∂s
=
1
s
(
N∑
i=1
p˜2i
mis2
− gkBT
)
(3.20)
tornando alle variabili reali
q˙i =
pi
mi
(3.21)
p˙i = −1
s
(
∂U({qi})
∂qi
+ pi
pis
Qs
)
(3.22)
s˙ =
pis
Qs
(3.23)
p˙is =
1
s
(
N∑
i=1
p2i
mi
− gkBT
)
(3.24)
L'energia cinetica media istantanea del sistema è
1
N
N∑
i=1
p2i
2mi
=
3
2
kBTist
da cui
N∑
i=1
p2i
mi
= 3N︸︷︷︸
g
kBTist
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essendo Tist la temperatura istantanea. L'equazione 3.24 può
dunque essere scritta nella seguente forma
p˙is =
gkB
s
(Tist − T ) (3.25)
Quando Tist supera T , pis cresce nel tempo ﬁno ad assumere
valori positivi, rendendo frenante il secondo contributo nella 3.22;
conseguentemente si ridurranno progressivamente gli impulsi e Tist
tornerà pari a T . Per inerzia, però, la temperatura istantanea
continuerà a diminuire rendendo negativa la 3.25 e portando pis
su valori minori di 0. A questo punto il secondo contributo alla
3.22 assume carattere accelerante e Tist continuerà ad oscillare
attorno a T .
L'inerzia del pistone Qs è fondamentale in questo processo, in
quanto determina l'entità della forzante nella 3.22: se è troppo
piccola le oscillazioni di p sono eccessivamente intense, viceversa,
se Qs assume valori troppo grandi esse risultano troppo lente e per
il raggiungimento della temperatura richiesta occorrerebbe troppo
tempo. Un valore ottimale per Qs è di circa 1000 unità ridotte.
Ensamble isotermo-isobaro
La simulazione di un sistema a pressione costante viene condotta
con il metodo di Andersen [32] che introduce nella Hamiltoniana
del sistema il volume V della cella simulativa come nuova variabile
e ad essa sono associati un'inerzia QP ed un momento coniugato
piP .
Il principio di funzionamento è analogo a quello del metodo di
Nosé e per ulteriori dettagli si rimanda a [32, 33]
3.4 Protocollo di simulazione
Tutte le quantità che ci interessano in questa tesi sono state stu-
diate su un sistema isolato, ovvero su un sistema microcanonico
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NVE.
La simulazione viene condotta secondo la sequenza:
1. generazione della conﬁgurazione iniziale secondo i criteri pre-
sentati a pagina 3.2 (centri di massa delle catene su reticolo
fcc e monomeri disposti secondo il random-walk)
2. eliminazione della regolarità nelle disposizioni dei centri di
massa con una prima fase di evoluzione NVT a temperatura
elevata (nel caso in esame T = 2, a fronte di una temperatura
ﬁnale di 0.5 unità ridotte)
3. mediante una simulazione NVT il sistema viene fatto equili-
brare e portato progressivamente verso la temperatura ﬁnale
desiderata (T = 0.5 nel caso in esame); questa fase deve ecce-
dere il massimo tempo di decorrelazione, per garantire che il
sistema abbia perso memoria delle sue condizioni iniziali: tale
tempo è quello relativo alla distanza tra i monomeri di coda
Tee la cui funzione di correlazione è presentata nell'equazione
3.26
4. terminata l'equilibratura viene eseguita viene eseguita una
ulteriore simulazione NVT con un salvataggio più ﬁtto del-
le conﬁgurazioni e dei dati relativi alla temperatura; questo
permette di individuare la conﬁgurazione che meglio si av-
vicina alla temperatura richiesta entro un errore relativo di
10−4
5. a questo punto viene condotta una simulazione NVE: il si-
stema è quindi staccato dal termostato e libero di evolvere
adiabaticamente (da intendersi con ﬂuttuazioni energetiche
relative inferiori a 10−4)
Per completezza è necessario ricordare che il programma di
simulazione è in grado di simulare anche sistemi con NPT: per
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questa via è possibile cambiare la densità del sistema mantenen-
dolo termalizzato, ma non vi è stato fatto ricorso per il lavoro di
tesi.
3.5 L'analisi dei dati
Le conﬁgurazioni salvate dal programma di simulazione sono suc-
cessivamente lette ed interpretate dal programma di analisi svilup-
pato dal Dott. Larini e, con l'inclusione delle opportune routine
in un header ﬁle, è possibile analizzare le quantità di interesse.
Come già anticipato, per poter considerare conclusa l'equilibra-
tura è necessario attendere che la distanze Ree tra i monomeri di
coda delle P catene che costituiscono il sistema siano sensibilmen-
te cambiate; questo viene misurato con la funzione di correlazione
Cee(t)
Cee(t) =
1
P
P∑
i=1
〈
R
(i)
ee (t)−R(i)ee (0)
〉
〈R2ee〉
(3.26)
già implementata nel programma di analisi.
Già presenti erano inoltre la funzione per la determinazione
della distribuzione delle distanze tra coppie di particelle (v. eq.
2.8) e quella relativa allo spostamento quadratico medio al variare
del tempo
Altre routine sono create ad hoc e sono presentate nei paragraﬁ
seguenti.
3.6 Il ﬁle SelfVanHove.h e phi.c
Per poter determinare le caratteristiche dinamiche del sistema ed
il valore r∗ che individua la condizione di mobilità (v. paragrafo
2.2.1) è stata inclusa nel programma di analisi la routine contenuta
nel header ﬁle SelfVanHove.h.
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Valutando gli spostamenti compiuti dai monomeri tra l'istante
di inizio della simulazione ed un tempo ﬁssato ∆t, è possibile
catalogarli in un istogramma con ﬁnezza arbitraria δr (0.01 unità
ridotte, nella presente tesi) in modo tale che se
∆r ∈ [nδr, (n+ 1)δr)
esso incrementa le occorrenze nel bin n-esimo. Con una opportuna
normalizzazione, l'output della routine dà la densità di probabilità
che un monomero compia uno spostamento entro un guscio sferico
di spessore δr centrato sulla sua posizione iniziale.
Per la funzione φ (v. eq. 2.12) è stato realizzato un programma
(phi.c) che, dato l'output della funzione sopra menzionata, valuta
l'appossimazione gaussiana della parte self della funzione di Van
Hove e ne valuta lo scarto rinormalizzato.
3.7 Il ﬁle JumpsAndStrings.h
Per poter studiare la dinamica a salti è innanzi tutto necessario
capire come deﬁnire un salto e quali sono le implicazioni di tale
deﬁnizione.
Come già anticipato un salto è uno spostamento superiore (o
pari) ad una soglia minima Jdr da eﬀettuarsi in un tempo Jdt; la
rigidità di tale deﬁnizione, necessaria per stabilire un criterio uni-
voco ed utilizzata già in precedenti articoli [14, 17, 18], comporta
conseguenze importanti:
• a parità di Jdr un salto che avviene in un tempo J (1)dt , può
essere in realtà un salto su una scala temporale più breve
J
(2)
dt < J
(1)
dt seguito da una eventuale latenza nella nuova po-
sizione assunta, così come un evento non classiﬁcabile come
salto su tali tempi =⇒ diventa necessaria una analisi del
problema al variare delle soglie Jdt
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• a parità di Jdt un salto sotto uno spostamento minimo J (1)dr
può essere classiﬁcato come tale anche con una soglia mag-
giore J (2)dr , ma può anche essere vero il contrario =⇒ diventa
necessaria una analisi del problema al variare delle soglie Jdr
• salti consecutivi vengono visualizzati come salti diversi, seb-
bene a posteriori sia possibile classiﬁcarli come un unico salto
• un salto dura necessariamente un multiplo di Jdt, che diviene
dunque anche una misura dell'accuratezza del tempo di volo
• durante la fase di salto il monomero deve essere eclissato
da ogni analisi di mobilità e salti, dato che l'evento ha una
durata ben precisa e non termina che dopo Jdt
Quest'ultimo punto è cruciale anche per alcune considerazioni che
verranno fatte riguardo ai graﬁci in ﬁgura 5.3.
Il ﬁle JumpsAndStrings.h contiene la routine ﬁndJumps che,
sulla base degli spostamenti compiuti dai singoli monomeri nel
tempo ﬁssato, controlla se essi veriﬁcano le condizioni di salto. In
tal caso li etichetta come saltanti e ne monitora:
• il tempo che manca al termine del salto, così da lasciar com-
pletare l'evento prima di studiare nuovamente le caratteristi-
che dinamiche del monomero
• il numero di salti compiuti consecutivamente da ogni mono-
mero (raccolti poi in un istogramma)
• il tempo che intercorre tra due salti successivi dello stesso
monomero (anche in questo caso raccolti in un istogramma
che darà la Waiting PDF)
• il numero di salti compiuti da ogni monomero saltante (nuo-
vamente raccolto in un istogramma per risalire alle probabi-
lità)
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L'insieme dei monomeri saltanti S individuato viene analizzato
per ricercare le stringhe
1. per ogni monomero m0 ∈ S si cerca, se c'è, m1 ∈ S che ne
prende la posizione al termine del salto entro la tolleranza
spaziale imposta; se più di un monomero veriﬁca questa con-
dizione viene selezionato quello che più vi si avvicina (si noti
che ∀m0 ∃!m1, oppure non ne esiste alcuno)
2. la coppia individuata viene opportunamente inserita in una
lista di stringhe, controllando se m0 rientra già come coda di
una stringa, o se m1 è già presente come testa di un'altra (in
tal caso il monomero mancante viene inserito rispettivamente
in testa od in coda alla stringa esistente)
3. la tecnica di inserimento garantisce che ogni monomero m0
è seguito da uno ed un solo monomero, ma è possibile che
esso segua più di un monomero: se è così siamo in presenza
di una biforcazione, allora
(a) viene registrata la presenza della biforcazione
(b) in base alle richieste la biforcazione può essere soppressa,
risolta, o causare la totale soppressione della stringa (con
lo scopo di capire se e quanto possano essere inﬂuenti)
4. le stringhe vengono confrontate con quelle presenti Jdt unità
temporali prima2 per vedere se tra quelle alcune sono so-
pravvissute, o, in caso contrario, registrarne la durata; per le
stringhe nuove viene registrata la lunghezza
Durante l'esecuzione la funzione registra anche quali monomeri
sono entrati in stringa e quante volte, in output stampa questa
2Il motivo di ciò è da ricercare nell'ultima conseguenza della deﬁnizione di salto sopra
citata: le stringhe nate a t0 saranno originate da monomeri che iniziano un processo di
salto, non da monomeri per i quali tale evento è in pieno svolgimento (quali saranno quelli
delle stringhe nate a tempi t0 −∆t con 0 < ∆t < Jdt).
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lista, un ﬁle contenente le frazioni di stringhe che hanno vissuto
per n > 1 salti, le frazioni di stringhe lunghe l > 2 ed il numero
di biforcazioni osservate.
La stampa della lista dei monomeri in stringa viene poi presa
come input in un secondo tempo per poter studiare le caratteri-
stiche della dinamica a salti ristrette a questo sottoinsieme.
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Capitolo 4
Caratterizzazione della dinamica
a salti per il sistema simulato
Il sistema polimerico preso in esame per questa trattazione è un
fuso di trimeri omopolimerici le cui caratteristiche di densità ρ,
temperatura T , tempo di rilassamento strutturale τα e fattore di
Debye-Waller 〈u2〉 sono riassunte nella tabella 4.1 in unità ridotte.
Numero di monomeri ρ [monomeri
volume
] T τα
√〈u2〉
2001 1.052 0.5 1340 0.19
Tabella 4.1: Caratteristiche principali del cluster esaminato: il numero di mo-
nomeri è quello contenuto nella cella di simulazione, τα è stato sti-
mato sulla base del graﬁco della funzione di scattering incoerente
(Fs(k
∗, τα) = e−1).
In ﬁgura 4.1 sono mostrati i graﬁci dello scarto della parte self
della funzione di Van Hove dalla sua approssimazione gaussiana
per gli intervalli temporali studiati. Dalla lettura di questo graﬁco,
nonché di quelli relativi alla parte self della funzione di Van Hove
presentati in ﬁgura 2.5, risulta evidente che la soglia di mobilità r∗
per il sistema in esame rientra nel range 0.3÷0.35, molto prossimo
al fattore di Debye-Waller (v. tabella 4.1).
Per ridurre il rumore derivante da oscillazioni intra-gabbia, le
soglie di salto sono state considerate superiori a 0.5 unità.
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Figura 4.1: φ(r; ∆t) relativa al bulk simulato, per gli intervalli temporali studiati;
il graﬁco interno rappresenta la medesima funzione su un range più
ampio di distanze,lo shift verticale di una unità è stato apportato per
rendere possibile il plot.
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Tutti i risultati sono ottenuti come media su 16 sistemi indi-
pendenti con simulazioni NVE della durata di circa τα.
4.1 I salti
La prima fase dello studio dei monomeri saltanti si è concentrata
sulla determinazione delle distribuzioni dei tempi di attesa e dei
tempi di volo, ossia sulle distribuzioni del tempo che intercorre
tra due salti successivi e della durata dei salti di ogni singolo
monomero.
4.1.1 Frazione di monomeri saltanti e coda della Van
Hove
L'aver spinto la soglia di salto a valori ben superiori ad r∗ com-
porta che la frazione ϕ di monomeri saltanti per unità di tempo
risulta molto minore di quel 5 ÷ 6% corrispondente alla frazione
di monomeri mobili: i graﬁci in ﬁgura 4.2 mostrano i valori di ϕ
per le diﬀerenti soglie spaziali e temporali adottate. Un'analisi di
tali plot evidenzia un decadimento esponenziale di ϕ al crescere
della soglia di salto ed i coeﬃcienti dei ﬁt secondo l'espressione
ϕfit(r, Jdt) = γ · e−
r
R0 (4.1)
sono riportati in tabella 4.2.
Ogni punto del graﬁco individua la quantità
ϕ(Jdr, Jdt) =
4pi
V
∫ ∞
Jdr
Gs(r, Jdt)r
2dr (4.2)
Dato che la funzione esponenziale resta tale anche se integrata,
questo permette di ricavare un'espressione precisa per la coda della
Gs(r, t), infatti
4pir2 ·Gs(r, t) ∝ e−
r
R0(t)
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quindi, per gli intervalli temporali considerati, vale
Gs(r, t) ∼
(
ζ(t)
r
)2
e−
r
R0(t) (4.3)
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Figura 4.2: Frazione di monomeri saltanti per unità di tempo al variare delle
soglie di salto Jdr a tempo di salto Jdt ﬁssato: Jdt = 1.197 (ﬁg. a),
Jdt = 1.596 (ﬁg. b), Jdt = 1.995 (ﬁg. c) e Jdt = 3.192 (ﬁg. d).
Jdt γ R0
1.197 (1.40± 0.01) · 103 (6.41± 0.01) · 10−2
1.596 (6.9± 0.1) · 102 (7.18± 0.02) · 10−2
1.995 (4.5± 0.2) · 102 (7.73± 0.04) · 10−2
3.192 (2.1± 0.1) · 102 (8.9± 0.1) · 10−2
Tabella 4.2: Coeﬃcienti dei ﬁt per i graﬁci in ﬁgura 4.2
4.1.2 Funzione distribuzione della probabilità dei tempi
di attesa
La prima parte del lavoro di tesi si è concentrato sulla determi-
nazione della funzione distribuzione della probabilità dei tempi di
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attesa ΨJdt,Jdr(τ) e sulla probabilità dei tempi di volo (i.e. durata
dei salti) ΣJdt,Jdr
(
τ
Jdt
)
.
I graﬁci in ﬁgura 4.3 mostrano le ΨJdt,Jdr(τ) per le diverse soglie
analizzate ed è opportuno notare che il minimo tempo di attesa os-
servato è vincolato alla periodo di salvataggio delle conﬁgurazioni
(circa 0.4 unità temporali).
Dalle ﬁgure 4.4 - 4.6 si può osservare che per tempi brevi l'anda-
mento segue ancora la legge a potenza già evidenziata per Jdt ∼ t∗
(v. ﬁg. 2.10) e pertanto la natura di processo attivato per il salto
è ancora una buona ipotesi, ma per tempi lunghi il decadimento
è più vicino ad un esponenziale stirato (sebbene non lo sia del
tutto), dunque gli eventi non sono scorrelati.
Il disaccordo tra le Waiting PDF ed il ﬁt secondo la 2.13 si
origina presumibilmente per la discrepanza tra i tempi di salto
considerati nella presente tesi e t∗ (adottato per i graﬁci in ﬁgura
2.10). Il tempo di attesa è il tempo che intercorre tra il termine di
un salto e l'inizio del successivo, assumendo che un salto avvenga
all'istante t0 e che dopo ∆τ unità temporali dalla ﬁne del medesi-
mo se ne veriﬁchi un altro (sia t1 tale istante), il lasso temporale
∆t = t1 − t0 è
∆t = Jdt + ∆τ
I graﬁci in ﬁgura 4.2 evidenziano che maggior parte dei salti non
permette ai monomeri di abbandonare il guscio dei primi vicini,
il cui raggio, di circa una unità, è individuato dal picco principale
della g(r) riportata in ﬁgura 2.3; se il tempo di salto è suﬃcien-
temente elevato, nel percorso tra la posizione pre-salto e quella
ﬁnale è possibile che il sistema subisca una prima sensibile fase
di riarrangiamento locale. Se anche ∆τ è elevato la conﬁgurazio-
ne della regione attorno al monomero saltante ha tempo di essere
ulteriormente alterata così da perdere completamente la memoria
delle condizioni che hanno permesso il salto.
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Figura 4.3: Waiting PDF al variare del tempo di salto: Jdt = 1.197 (a, b),
Jdt = 1.596 (c, d), Jdt = 1.995 (e, f), Jdt = 3.192 (g, h). I graﬁ-
ci sono presentati in scala bi-log e semi-log per esaltare i due regimi
di comportamento a tempi brevi ed a tempi lunghi.
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Figura 4.4: Confronto tra Waiting PDF, ﬁt con coda esponenziale (linea blu con-
tinua) e ﬁt con coda esponenziale stirata (linea blu tratteggiata) per
soglia spaziale di salto ﬁssata (Jdr = 0.5) al variare del tempo di
salto: Jdt = 1.197 (ﬁg. a), Jdt = 1.596 (ﬁg. b), Jdt = 1.995 (ﬁg. c),
Jdt = 3.192 (ﬁg. d); nei riquadri interni ai graﬁci sono presentati i ﬁt
con la legge a potenza per tempi brevi.
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Figura 4.5: Figura analoga alla 4.4; in questo caso è stato ﬁssato il tempo di salto
a Jdt = 3.192, mentre è stata cambiata la soglia spaziale: Jdr = 0.5
(ﬁg. a), Jdr = 0.6 (ﬁg. b) e Jdr = 0.7 (ﬁg. c).
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Figura 4.6: Fit con legge a potenza della Waiting PDF a tempi brevi e relativi
residui; la soglia di salto è mantenuta costante a Jdr = 0.5, i tempi
di salto sono 1.197 (ﬁg. a), 1.596 (ﬁg. b), 1.995 (ﬁg. c) e 3.192 (ﬁg.
d)
56
4.1. I SALTI
Ne consegue che un nuovo salto non avrà correlazione con il
precedente, o comunque essa sarà estremamente bassa, viceversa
se Jdt è breve
∆t ' ∆τ
pertanto il livello di decorrelazione tra la conﬁgurazione a t0 e
quella a t1 sarà meno elevato per tempi di salto ridotti.
I graﬁci in ﬁgura 4.6 sono relativi alla prima parte della Waiting
PDF ﬁttata con una legge a potenza
Ψ˜(τ) = 10−βτ−α
i.e. una retta per quanto riguarda log(Ψ˜) vs log(τ) ed i risultati
dei ﬁt sono riportati nelle tabelle 4.3 e 4.4.
Anche in questo caso gli esponenti hanno le medesime carat-
teristiche di quelli riportati nell'articolo [17], ossia sono negativi,
ma ancora minori di 1 in valore assoluto.
Dalla tabella 4.3 si deduce che un innalzamento del tempo
di salto, ﬁssata la soglia spaziale Jdr, non va ad inﬂuenzare l'e-
sponente di τ , è piuttosto β a subire variazioni rilevabili che si
ripercuotono sul tempo medio di attesa (v. tab. 4.5).
In deﬁnitiva, al crescere del tempo di salto, la frequenza media
dei salti aumenta e ciò è ragionevole: se un monomero ha più
tempo per coprire la medesima distanza di soglia, l'evento salto
sarà più facilmente conseguibile e, di conseguenza, più facilmente
ripetibile =⇒ il tempo che intercorre mediamente tra un salto ed
il successivo tende a ridursi.
Dalla tabella 4.4 si osserva che l'aumento della soglia spaziale
di salto, a parità di tempo impiegato per superarla, ha eﬀetti
più radicali: altera β e contemporaneamente aumenta il valore
dell'esponente α del ﬁt.
Gli eﬀetti macroscopici sono due:
• il tempo medio di attesa tende ad aumentare al crescere della
soglia spaziale di salto, eﬀetto che può essere spiegato con un
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ragionamento analogo a quello condotto per il caso Jdr ﬁssato
e Jdt variabile
• il tempo di attinenza al regime a potenza tende ad aumentare
al crescere di Jdr
Per quanto riguarda il secondo punto, dai graﬁci in ﬁgura 4.5 si
possono stimare i tempi τ˜ di abbandono del regime a potenza con
τ˜(Jdr = 0.5; Jdt = 3.192) ' 4
τ˜(Jdr = 0.6; Jdt = 3.192) ' 20
τ˜(Jdr = 0.7; Jdt = 3.192) ' 30
Dato che tale regime è associato ad eventi correlati, ne consegue
che al crescere della soglia spaziale un secondo salto è sempre più
vincolato al primo, i.e. alle condizioni che lo hanno permesso,
essendo tali eventi rari e diﬃcilmente conseguibili.
Jdr Jdt α β
0.5
1.197 (4.23± 0.09) · 10−1 1.383± 0.006
1.596 (4.22± 0.08) · 10−1 1.326± 0.005
1.995 (4.11± 0.09) · 10−1 1.296± 0.005
3.192 (3.9± 0.1) · 10−1 1.252± 0.006
0.6
1.197 (4.7± 0.1) · 10−1 1.55± 0.01
1.596 (5.0± 0.2) · 10−1 1.47± 0.01
1.995 (4.9± 0.1) · 10−1 1.41± 0.01
3.192 (4.77± 0.09) · 10−1 1.36± 0.01
Tabella 4.3: Risultati per il ﬁt con legge a potenza 10−βτ−α della Waiting PDF
a tempi brevi al variare della soglia di salto Jdr e del tempo di salto
Jdt.
Per avere un quadro più preciso degli eventi, è stata studia-
ta la probabilità relativa al numero n di salti eﬀettuati da ogni
monomero saltante nell'arco della simulazione (circa 1350 unità
simulative) e che denoteremo ΠJdr,Jdt(n). Essa rivela una tenden-
za ad eﬀettuare complessivamente pochi salti e quest'ultima si
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Jdt Jdr α β
0.5 (4.0± 0.1) · 10−1 1.252± 0.006
3.192 0.6 (4.77± 0.09) · 10−1 1.36± 0.01
0.7 (5.3± 0.2) · 10−1 1.43± 0.01
Tabella 4.4: Risultati per il ﬁt con legge a potenza 10−βτ−α della Waiting PDFa
tempi brevi per un tempo di salto Jdt = 3.192 al variare della soglia
di salto.
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Figura 4.7: Fit con legge a potenza della Waiting PDF per un tempo di salto
di 3.192 unità; le funzioni sono state riscalate per poter osservare il
confronto diretto tra gli esponenti; le linee tratteggiate delimitano la
massima e la minima inclinazione della curva, conseguenza dell'errore
sull'esponente.
Jdr Jdt 〈τ〉
0.5
1.197 91.5± 0.5
1.596 81.0± 0.4
1.995 76.3± 0.3
3.192 69.7± 0.3
0.6
1.197 173± 2
1.596 148± 1
1.995 133± 1
3.192 115± 1
0.7 3.192 161± 2
Tabella 4.5: Valori di aspettazione dei tempi di attesa al variare della soglia di
salto Jdr e del tempo di salto Jdt; i risultati sono stati ottenuti sulla
base delle Waiting PDF.
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esalta sempre più quanto maggiore è la soglia spaziale Jdr (come
è naturale attendersi per eventi rari con sotto condizioni sempre
più restrittive): i risultati al riguardo sono riassunti nei graﬁci in
ﬁgura 4.8. In ﬁgura 4.9 si può osservare che questo eﬀetto si veri-
ﬁca anche al decrescere del tempo di salto per una soglia spaziale
ﬁssata.
Come già anticipato, la deﬁnizione adottata di salto non per-
mette di conteggiare salti multipli (i.e. consecutivi) come un uni-
co salto e in Π(n) vengono trattati alla stregua di singoli eventi;
d'altro canto vederli come salti unici avrebbe portato ad un ac-
corpamento di processi profondamente diversi tra loro: un salto
di durata ∆t = n · Jdt (n > 1) non può essere equiparato ad un
singolo salto di durata Jdt.
Restano quindi in sospeso due domande:
• qual'è il peso dei salti multipli rispetto ai salti totali?
• quanto contribuiscono tali eventi ad innalzare il numero me-
dio di salti per singolo monomero?
I graﬁci in ﬁgura 4.10 mostrano le probabilità ΣJdr,Jdt(n) che
un monomero compia n salti consecutivi al variare delle soglie Jdr
e Jdt. Già dai graﬁci si evince che, tipicamente, i monomeri eﬀet-
tuano singoli salti temporalmente separati tra loro, piuttosto che
2 o più consecutivi e tale tendenza diventa sempre più accentuata
quanto più è restrittiva la condizione di salto.
Nella griglia 4.6 sono riportati i valori di Σ(2)/Σ(1) al varia-
re delle soglie di salto ed i valori ottenuti sono in accordo con le
attese: spostandosi verso l'alto nella tabella, così come verso si-
nistra, si rende sempre più restrittiva la condizione di salto ed i
salti doppi, già poco probabili, si presentano sempre meno.
Per avere un'idea di quanto i salti doppi vadano ad inﬂuenzare
il conteggio di un numero n > 1 di salti nella Π(n) è stata fatta
un'ipotesi radicale applicabile soltanto in alcuni casi, ossia che
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HHHHHHJdt
Jdr 0.5 0.6 0.7 0.8 0.9 1
1.197 0.08 0.05 0.03 0.01 0.005 −
1.596 0.10 0.06 0.03 0.02 0.01 −
1.995 0.11 0.07 0.04 0.02 0.01 0
3.192 0.12 0.09 0.08 0.03 0.02 0.01
Tabella 4.6: Nella griglia sono riportati i valori del rapporto tra il numero di salti
doppi osservati e quello dei salti singoli al variare delle soglie di salto;
laddove mancano i dati ciò è legato alla scarsa rilevanza statistica
dei medesimi a causa dell'eccessiva riduzione del campione eﬃcace
(i.e. esiguo numero di monomeri saltanti che hanno compiuto salti
doppi).
ogni monomero eﬀettui esclusivamente 1 o 2 salti. Questa ipotesi
è ragionevole soltanto nei casi:
• Jdt = 1.197 → Jdr = 0.7÷ 0.9
• Jdt = 1.596 → Jdr = 0.7÷ 0.9
• Jdt = 1.995 → Jdr = 0.8÷ 1
• Jdt = 3.192 → Jdr = 0.9÷ 1
Se il peso dei salti doppi relativamente ai monomeri che hanno
eﬀettuato 2 salti fosse elevato, i.e. se una buona parte dei mo-
nomeri ad aver eﬀettuato due salti ne avesse in realtà eﬀettuato
uno solo di durata doppia, il rapporto tra Π(2) e Π(1) dovrebbe
essere molto prossimo a quello tra Σ(2) e Σ(1), ossia al rapporto
tra salti doppi e salti singoli osservati.
Dalla tabella 4.7 si evince che i salti doppi non sono determi-
nanti per il compimento di due salti da parte del medesimo mono-
mero, pertanto, nella maggior parte dei casi, i salti di uno stesso
monomero tendono ad essere temporalmente spaziati; tuttavia,
salvo ﬂuttuazioni, il peso dei salti doppi cresce con la severità
della deﬁnizione di salto.
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Il risultato può essere qualitativamente spiegato osservando
che, con il rendere più restrittive le condizioni di salto, un mono-
mero saltante ha poca probabilità di ripetersi in uno spostamento
superiore a Jdr nel tempo richiesto Jdt, pertanto ci saranno pochi
monomeri a compiere due salti; per quanto i salti doppi tendano
a ridursi in numero, essi andranno a contribuire ad un insieme
di eventi sempre più esiguo indipendentemente dalla loro presen-
za ed è quindi lecito attendersi che il loro peso in Π(2) tenda ad
aumentare.
Quest'ultima conclusione non deve essere vista in contrasto con
la precedente: prima lo studio era limitato a raﬀrontare i salti dop-
pi con i salti singoli (eventualmente ripetuti), adesso l'attenzione
è posta sull'inﬂuenza dei salti multipli sul numero totale di salti
eﬀettuati da ogni singolo monomero.
Jdt Jdr a = Π(2)/Π(1) b = Σ(2)/Σ(1) b/a
1.197
0.7 0.31 0.03 0.10
0.8 0.11 0.01 0.10
0.9 0.03 0.005 0.17
1.596
0.7 0.42 0.03 0.07
0.8 0.17 0.02 0.12
0.9 0.06 0.01 0.17
1.995
0.8 0.25 0.02 0.08
0.9 0.09 0.01 0.11
1 0.02 0 0
3.192
0.9 0.21 0.02 0.09
1 0.09 0.01 0.11
Tabella 4.7: Rapporto tra la frazione di monomeri che hanno eﬀettuato 2 sal-
ti e quella dei monomeri che ne hanno eﬀettuato uno (colonna
Π(2)/Π(1)) e rapporto tra numero di salti doppi (due salti conse-
cutivi) e di salti singoli (colonna Σ(2)/Σ(1)); nell'ultima colonna
è riportato il rapporto tra i dati tabulati.
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Figura 4.8: Probabilità che ogni monomero saltante eﬀettui un numero totale n
di salti, consecutivi o meno, dell'arco di 1350 unità simulative, la
scala logaritmica è stata adottata per esaltare le discrepanze tra le
diﬀerenti PDF; in ogni graﬁco il tempo è ﬁssato ed è pari a 1.197 (ﬁg.
a), 1.596 (ﬁg. b), 1.195 (ﬁg. c) e 3.192 (ﬁg. d).
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Figura 4.9: Graﬁco analogo a quelli riportati in ﬁgura 4.8, in questo caso la soglia
spaziale di salto è stata ﬁssata a 0.6 mentre il tempo di salto varia
da 1.197 a 3.192.
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Figura 4.10: Probabilità di eﬀettuare n salti consecutivi al variare della soglia
spaziale Jdr per tempi di salto ﬁssati: 1.197 (ﬁg. a), 1.596 (ﬁg. b)
1.995 (ﬁg. c) e 3.192 (ﬁg. d); i riquadri mostrano un ingrandimento
delle funzioni per i salti di durata più elevata, i.e. là dove la funzione
è estremamente prossima allo 0.
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4.2 Conclusioni
Dall'analisi della dinamica a salti condotta sul sistema
Numero di monomeri ρ [monomerivolume ] T τα
√〈u2〉
2001 1.052 0.5 1340 0.19
si possono trarre le seguenti conclusioni:
• il processo a salti è un processo attivato
• la frazione di monomeri soggetta ad una dinamica a salti
decresce esponenzialmente con il crescere della soglia spaziale
di salto (v. ﬁg. 4.2)
• dall'andamento esponenziale sopra citato è stato possibile de-
terminare la coda della parte self della funzione di Van Hove
per il sistema in esame
• lo studio delle Waiting PDF Ψ mostra una maggiore correla-
zione tra salti consecutivi a tempi brevi, che per eventi con
soglie temporali elevate (Jdt ∼ t∗) e ciò può essere spiegato
sulla base del tempo impiegato nel moto: se troppo breve il si-
stema non può iniziare una signiﬁcativa fase di decorrelazione
strutturale
• sono stati determinati i tempi medi di attesa tra due salti
consecutivi e si è osservato che, quanto più sono restrittive
le soglie di salto adottate, tanto più breve è il tempo me-
dio di attesa, in accordo con la correlazione temporale sopra
evidenziata
• dalle probabilità Σ che un monomero eﬀettui n salti conse-
cutivamente, emerge la spiccata tendenza ad eﬀettuare un
singolo salto che diventa sempre più accentuata, quanto più
restrittive sono le condizioni che caratterizzano i salti
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• lo studio congiunto della Σ con la probabilità del numero di
salti per singolo monomero saltante Π ha permesso di capi-
re se i monomeri che compiono n salti, hanno in realtà la
tendenza a compierne uno unico della durata di nJdt: que-
sti ultimi sono risultati una frazione trascurabile, pertanto
i salti si caratterizzano prevalentemente come eventi singoli,
temporalmente separati
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Capitolo 5
Le stringhe a tempi brevi
Come anticipato nel paragrafo 2.4, le stringhe sono strutture uni-
dimensionali costituite da monomeri saltanti che si scambiano la
posizione durante il moto (v. ﬁg. 2.11). Nella presente tesi ci si
è posti il problema di capire se e quanto le stringhe a tempi bre-
vi possano contribuire all'origine dei clusters democratici e, per
averne un'idea, il primo passo è stato quello di determinarne la
lunghezza ed il tempo di vita.
Come vedremo dai risultati, le stringhe saranno mediamente
molto corte (2÷3 monomeri) e di vita breve, tipicamente qualche
unità simulativa su un tempo di rilassamento strutturale τα '
1340 unità; il loro contributo al rilassamento strutturale potrà
pertanto essere trascurato.
5.1 Criteri di individuazione delle stringhe
Per la deﬁnizione stessa di stringa, i monomeri che la costituisco-
no devono essere saltanti, pertanto, una volta ﬁssate le condizioni
di salto, resta solo da stabilire la tolleranza sulla sovrapposizione
dei centri di massa dei monomeri rtol e capire in che modo que-
st'ultima e i parametri del salto Jdr e Jdt vadano ad inﬂuenzare le
stringhe stesse.
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Per cominciare consideriamo rtol: se la sovrapposizione non
è suﬃcientemente accurata c'è il rischio di osservare biforcazioni
(un monomero rimpiazzato da altri due, o viceversa) in strutture,
per deﬁnizione, unidimensionali; d'altronde se non viene data una
tolleranza ragionevolmente grande, il numero di stringhe osservate
diventa troppo esiguo per poter fare una statistica signiﬁcativa.
In alcuni studi già condotti sui moti a stringa, le soglie di tol-
leranza adottate oscillavano tra 0.45 e 0.6 unità [14, 15] e le strin-
ghe che presentavano biforcazioni erano circa lo 0.2% del totale
[14]. Dopo alcuni tentativi in questo range di tolleranza, rtol è
stato posto pari a 0.3 unità: più rigido rispetto a quello adot-
tato negli articoli sopra citati ed in grado di eliminare comple-
tamente le biforcazioni nelle stringhe osservate (senza impoverire
signiﬁcativamente la statistica).
Gli eﬀetti dell'alterazione della soglia spaziale di salto Jdr sono
più delicati. Il graﬁco 5.1 mostra la funzione di distribuzione
radiale di coppia g(r) (v. ﬁg. 2.3) per un ristretto range di valori
di r.
Dal graﬁco risulta evidente che i monomeri sono vicini, al più,
0.9 unità; ne consegue che, data la tolleranza imposta, soltan-
to monomeri che nel salto superano le 0.6 unità di spostamen-
to possono essere candidati ad entrare in una stringa e ciò è
schematizzato nella ﬁgura 5.2.
La soglia di salto, sotto questo aspetto, non dovrebbe inﬂuen-
zare le caratteristiche dinamiche interne delle stringhe, i cui corpi
sono costituiti sempre da monomeri che compiono spostamenti
superiori a 0.6 unità; tuttavia ha eﬀetti radicali sui monomeri di
testa i quali, non dovendo rimpiazzare nessuno, hanno come unico
vincolo quello di essere saltanti. Le conseguenze delle variazioni di
Jdr e Jdt sulle stringhe saranno ampiamente trattate nei prossimi
paragraﬁ.
Lo studio delle stringhe è stato aﬀrontato in letteratura ponen-
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0 0,3 0,6 0,9 1,2 1,5 1,8
r
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g(r
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Figura 5.1: Questo è un particolare del graﬁco della funzione di distribuzione
radiale di coppia per il sistema studiato, il range di escursione delle
ascisse è stato ridotto per mettere in evidenza la distanza minima
tra monomeri adiacenti che è circa di 0.9 unità (individuabile perché
g(r) inizia ad essere maggiore di 0).
rtol rtol
∆rmin ∆rmin
(a) (b)
Figura 5.2: I due disegni evidenziano che, una volta nota la distanza minima
tra i monomeri ∆rmin e ﬁssata la tolleranza rtol, non c'è più alcun
parametro libero per garantire la sovrapposizione, lo spostamento
deve essere di almeno ∆rmin − rtol anche se la soglia di salto ﬁssata
è inferiore a tale valore.
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do particolare attenzione alla loro lunghezza [14, 15, 25]; nella
presente tesi anche il tempo di vita delle stringhe è stato og-
getto di indagine, per capire quanto esse possano contribuire al
rilassamento strutturale del sistema.
Sia la lunghezza che il tempo di vita delle stringhe richiedono
una rigorosa deﬁnizione, in quanto i moti cooperativi dei monome-
ri generano strutture che, potenzialmente, si spezzano, si fondono
e (sicuramente) si disgregano.
Per la natura mutevole delle stringhe, viene naturale deﬁnirne
la lunghezza al momento in cui le si osservano per la prima volta,
ma la nascita e la morte di una stringa sono concetti delicati.
Le deﬁnizioni di genesi e morte di una stringa adottate in questa
tesi sono le seguenti:
genesi di una stringa: una stringa nasce
1. se si forma ex novo
2. se si allunga per aggiunta individuale di monomeri, co-
sì come per fusione di stringhe; la fusione di 2 strin-
ghe non comporta la morte delle stesse, semplicemente
continuano a vivere in una nuova stringa
morte di una stringa: una stringa S0 vive ﬁnché esiste almeno
una coppia di monomeri che l'hanno originata che si muovono
nella medesima stringa
Tali deﬁnizioni necessitano di una breve discussione.
La genesi delle stringhe ex novo è ovvia: se due (o più) mo-
nomeri saltanti non in stringa iniziano a t0 un salto che porta il
monomero che segue ad occupare la posizione iniziale di quello che
lo precede, possiamo dire che a t0 è nata una stringa che ha vissuto
ﬁno a t0 + Jdt. Da questa prima considerazione deriva un'impor-
tante conseguenza: Jdt è una misura dell'accuratezza della vita
della stringa e quest'ultima sarà necessariamente un multiplo di
tale tempo.
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Altra considerazione da fare è che se tutti i monomeri che co-
stituiscono la stringa interrompono il loro moto a salti essa muore,
essendo costituita da monomeri saltanti per deﬁnizione; fenomeni
di latenza non possono essere dunque individuati, tuttavia, con
opportune osservazioni, sarà possibile inferire se queste situazioni
si presenteranno con un peso signiﬁcativo.
Assumendo che una stringa S0 nata a t0 continui il proprio
moto anche tra t0 + Jdt e t0 + 2Jdt e che ad essa si accodi un
altro monomero (o una stringa S1), non è possibile identiﬁcare
la nuova stringa con S0, né si può asserire che quest'ultima sia
morta (stessa considerazione è valida per S1), pertanto dobbiamo
concludere che la stringa S0 (ed eventualmente S1) è viva in una
nuova stringa S nata a t0 + Jdt.
Come anticipato, è possibile che una stringa S0 si spezzi du-
rante la propria vita e che permangano dei nuclei di due o più
monomeri che la costituivano in origine; ﬁn tanto che almeno uno
di questi nuclei si mantiene entro le medesima stringa, S0 viene
considerata viva.
5.2 Eﬀetti di Jdr sul numero di stringhe osser-
vate
Il primo risultato interessante riguardo gli eﬀetti della soglia di
salto sui moti cooperativi lo si osserva sul numero di stringhe
individuate per unità di tempo νJdt(Jdr) al variare della soglia
spaziale di salto, ﬁssata quella temporale.
I graﬁci in ﬁgura 5.3 evidenziano due caratteristiche per ν
• la frazione di stringhe osservate per unità di tempo non ha
un andamento monotono
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Figura 5.3: Graﬁco della numero di stringhe osservate nell'unità di tempo al va-
riare delle soglie di salto (ﬁg. a), in ﬁgura b sono riportati i medesimi
graﬁci opportunamente riscalati (valgono 1 sul picco osservato) per
mettere in evidenza lo spostamento del vero picco delle ν.
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• per ogni Jdt studiato si evidenzia un picco di rivelazioni di
stringhe che tende a spostarsi verso soglie spaziali di salto
più elevate al crescere del tempo Jdt
Sarebbe stato lecito attendersi che, a parità di tempo di salto, le
stringhe osservate per Jdr = J
(1)
dr > J
(0)
dr fossero in numero minore
rispetto a quelle rivelate alla soglia più bassa J (0)dr : l'insieme S1
delle stringhe osservate a J (1)dr era atteso essere contenuto, almeno
in parte, in quello determinato con soglia J (0)dr , da cui sarebbe
conseguito un andamento monotono per ν.
L'origine di questa apparente anomalia deve essere ricercata
nel paragrafo 3.7, in cui sono state deﬁnite le caratteristiche del
processo di moto a salto con particolare attenzione ad una con-
seguenza: se un monomero inizia un salto a t0, viene eclissato da
ogni ulteriore controllo sulla sua mobilità ﬁno t0 + Jdt.
Supponiamo che un monomero m compia uno spostamento
∆r(0) tra t0 e t0 + Jdt e che tra t1 e t1 + Jdt, con t1 ∈ (t0, t0 + Jdt),
ne compia uno pari a ∆r(1).
Se la soglia di salto fosse Jdr 6 ∆r(0), m verrebbe etichettato
come saltante a t0 e sospeso da ogni controllo ﬁno a t0 + Jdt, i.e.
il salto che si veriﬁcherebbe a t1 verrebbe ignorato.
La formazione delle stringhe è un evento raro, al più ne è sta-
ta osservata una ogni 10 unità temporali ca. (v. ﬁg. 5.3 a), la
cui importanza diventa sempre maggiore quanto più ampi sono gli
spostamenti1. È pertanto presumibile che, se ∆r(0) è basso, tale
spostamento non richieda un moto concertato di altri monomeri
per essere compiuto, pertanto è lecito attendersi che non compor-
ti un moto a stinga. Viceversa, è possibile che lo spostamento
∆r(1) sia troppo elevato per essere compiuto individualmente e
che necessiti di un moto cooperativo di più monomeri (i.e. una
1Raﬀrontati con il tempo impiegato per compierli, i.e. Jdr = 0.6 è uno spostamento
elevato se compiuto in un tempo di 1 unità, ma può risultare meno diﬃcile da conseguire
individualmente se il tempo a disposizione viene triplicato.
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stringa) che, se la soglia di salto fosse troppo bassa, sfuggirebbe
al controllo.
L'andamento monotono che si osserva dopo il picco, potrebbe
essere indice della bontà del criterio di salto adottato per l'indi-
viduazione dei moti concertati: se le stringhe che si osservano a
J
(1)
dr > J
(0)
dr sono meno di quante ne vengono rivelate alla soglia
più bassa, allora si veriﬁca la condizione S1 ⊂ S0 con la possibile
eccezione di una frazione di eventi, sempre più rari, che risulterà
trascurabile2
Questa conclusione trova ulteriore conferma nel comportamen-
to del picco della ν: al crescere del tempo di salto esso si sposta
su Jdr più elevati perché, con l'aumentare di Jdt, spostamenti che
risultano diﬃcili da compiere a tempi brevi (come Jdr = 0.6 per
Jdt = 1.197), possono essere conseguiti indipendentemente dai
singoli monomeri in archi temporali maggiori; una selezione più
accurata dei monomeri saltanti mette dunque in risalto i moti
concertati ed aumenta il numero di stringhe osservate.
Il picco della ν potrebbe essere, pertanto, un indicatore della
soglia spaziale discriminante per l'individuazione delle stringhe
genuine e le analisi condotte e presentate in seguito appaiono
convergere verso questa conclusione.
5.3 Lunghezza delle stringhe
I graﬁci 5.4 mostrano la probabilità ΛJdr,Jdt(L) di osservare strin-
ghe di lunghezza L al variare delle soglie spaziali e temporali
richieste per i salti.
A prescindere dalle condizioni imposte (Jdr e Jdt), le stringhe
appaiono strutture corte, ma che esaltano la loro natura coopera-
tiva quanto più i salti diventano diﬃcili da compiere: dagli inserti
2Questo fatto sarà evidente dallo studio delle lunghezze delle stringhe: in ﬁg. 5.4 si
evidenziano nuove strutture cooperative al crescere Jdr, tuttavia sono una frazione ridotta
del totale.
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Figura 5.4: Probabilità di osservare stringhe di lunghezza L al variare delle soglie
di salto, i tempi di salto sono stati ﬁssati per ogni graﬁco (1.197 in
ﬁg. a, 1.596 in ﬁg. b, 1.995 in ﬁg. c e 3.129 in ﬁg. d) e negli inserti
sono evidenziate le curve i cui valori, prossimi allo 0, non sono ben
osservabili nel graﬁco completo.
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nei graﬁci in ﬁgura 5.4 si può notare che, tendenzialmente, un
aumento della soglia spaziale di salto va a sollevare la coda della
Λ e, come si può ben osservare dalle ﬁg. 5.4 c-d, porta anche al-
l'individuazione di stringhe con lunghezze non rilevate per soglie
spaziali più basse.
Quest'ultimo eﬀetto appare ragionevole, più ingenti sono gli
spostamenti, maggiore deve essere la cooperatività.
5.3.1 Struttura interna delle stringhe
Dato che, tipicamente, le stringhe sono costituite da pochi mono-
meri, è naturale chiedersi se questi siano legati tra loro o se i moti
cooperativi coinvolgano principalmente monomeri primi vicini non
appartenenti alla medesima catena.
Per poter rispondere a questa domanda, è stata analizzata la
distanza tra i monomeri consecutivi in stringa e confrontata con
la distribuzione radiale di coppia g(r).
Dai graﬁci in ﬁgura 5.5 emerge che le stringhe sono per la quasi
totalità costituite da monomeri primi vicini in catena e solo una
minima parte, che cresce con Jdr ed anche con Jdt, coinvolge i
primi vicini della gabbia.
Ricordando che le stringhe sono presumibilmente i costituenti
elementari delle regioni a riarrangiamento cooperativo, i risultati
non devono sorprendere: i monomeri sono vincolati a muoversi
nella gabbia, ma se essa si rompe, permettendo loro di compiere
ampi spostamenti (i.e. salti), il freno maggiore è costituito dal
legame che essi hanno con i primi vicini in catena. D'altro canto,
al crescere di Jdr un monomero saltante tende a portarsi ai conﬁni
della gabbia e questo spostamento può essere favorito se uno dei
suoi primi vicini libera lo spazio inizialmente occupato per migrare
in un altra posizione.
Entrambi i risultati avvalorano quindi l'ipotesi che le stringhe
rappresentino la forma più elementare delle CRR: per eﬀetto di
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Figura 5.5: PDF delle distanze tra monomeri consecutivi in stringa al variare
delle soglie spaziali di salto Jdr per tempi di salto ﬁssati 1.197 (ﬁg.
a), 1.596 (ﬁg. b), 1.995 (ﬁg. c) e 3.192 (ﬁg. d); la curva nera è la
funzione di distribuzione radiale di coppia ed esalta una caratteristi-
ca fondamentale delle stringhe a tempi brevi: sono prevalentemente
costituite da monomeri primi vicini in catena, dato che il picco della
Θ coincide con quello dei primi vicini della g(r) (ﬁg. 2.3).
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un moto concertato la conﬁgurazione locale del sistema cambia in
tempi estremamente ridotti.
5.4 Tempi di vita delle stringhe
Sulla base dei criteri stabiliti per vita e morte delle stringhe, sono
stati studiati i tempi di vita di queste ultime: nei graﬁci in ﬁgura
5.6 sono riportate le probabilità che le stringhe vivano per un
multiplo n del tempo di salto ΞJdr,Jdt(n).
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Figura 5.6: Nei graﬁci sono riportate le probabilità che una stringa viva per un
multiplo di Jdt al variare delle condizioni di salto; in ﬁg. a il tempo
di salto è ﬁssato a 1.197, in ﬁg. b a 1.596, in ﬁg. c a 1.995 ed in ﬁg.
d a 3.192.
I risultati non appaiono mostrare alcun trend signiﬁcativo, l'u-
nico risultato che si evince dai graﬁci è che, nella quasi totalità dei
casi, le stringhe sono strutture che non vivono per più di un tempo
di salto (vita minima per deﬁnizione) ed è pertanto improbabile
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che esse possano apportare un signiﬁcativo contributo al rilassa-
mento strutturale del sistema. Ad avvalorare ciò ci sono anche lo
scarso numero di stringhe osservate nell'unità di tempo (ﬁg. 5.3
a) e le esigue frazioni f di monomeri che sono entrati a far parte
delle stringhe nell'arco delle 1350 unità simulative (' τα), i cui
valori sono riportati nella tabella 5.1.
Jdt Jdr f
1.197
0.5 (3.1± 0.2) · 10−2
0.6 (4.2± 0.2) · 10−2
0.7 (3.3± 0.2) · 10−2
1.596
0.5 (4.5± 0.3) · 10−2
0.6 (6.9± 0.4) · 10−2
0.7 (6.5± 0.4) · 10−2
0.8 (2.1± 0.1) · 10−2
1.995
0.5 (4.8± 0.3) · 10−2
0.6 (8.3± 0.5) · 10−2
0.7 (9.0± 0.5) · 10−2
0.8 (3.6± 0.2) · 10−2
3.192
0.5 (5.6± 0.3) · 10−2
0.6 (1.11± 0.07) · 10−1
0.7 (1.35± 0.09) · 10−1
0.8 (7.7± 0.5) · 10−2
0.9 (2.9± 0.2) · 10−2
Tabella 5.1: Frazione f di monomeri che sono entrati a far parte delle stringhe
nell'arco dell'intera simulazione (circa τα) al variare delle soglie di
salto.
Può tuttavia sorgere il dubbio se queste stringhe possano en-
trare in una fase di latenza prima di palesarsi nuovamente tempo
dopo, allungando in tal modo la loro vita eﬀettiva ed aumentando
così il loro peso nel processo di rilassamento del sistema (se la loro
vita divenisse comparabile con τα).
Il problema della latenza non è stato investigato direttamente,
dato che tutti i dati raccolti portano a pensare che le stringhe a
tempi brevi non siano in realtà determinanti per il rilassamento
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strutturale; si può comunque inferire quale frazione di esse entri
in una fase di latenza sulla base di semplici ipotesi:
• le stringhe si suppongono costituite da monomeri diversi e
nessun monomero prende parte a due stringhe, se non alla
medesima dopo una fase di latenza (ipotesi più forte e meno
giustiﬁcabile)
• la latenza si presenta una sola volta per stringa (questo ci
porterà ad una stima per eccesso delle stringhe latenti)
• le stringhe sono costituite esclusivamente da 2 o 3 monomeri
(v. ﬁg. 5.4)
Siano f2 la frazione di stringhe binarie (costituite da due mono-
meri) e f3 la rimanente (costituita da 3 monomeri). Supponiamo
che le stringhe entrino in latenza una sola volta, indipendentemen-
te dalla loro lunghezza, e che siano ϕ2 e ϕ3 le frazioni di stringhe,
binarie e ternarie rispettivamente, che attraversano una fase di
latenza.
Assumiamo inoltre che, così come sussiste un rapporto f2 : f3
tra le stringhe, il medesimo rapporto vi sia tra quelle in latenza,
i.e.
ϕ2 =
f2
f3
ϕ3 (5.1)
Sia N il numero totale di monomeri entrati nelle stringhe, ri-
cordando che se queste ultime entrano in latenza per poi ripartire
vengono etichettate come nuove, possiamo aﬀermare che:
• degli Nf2 monomeri entrati nelle stringhe binarie:
1. Nf2(1−ϕ2) avranno originato 12Nf2(1−ϕ2) stringhe (2
monomeri per ogni stringa ⇒ 2:1)
2. Nf2ϕ2 avranno dato vita per due volte alle medesime
1
2Nf2ϕ2 stringhe ⇒ in totale a Nf2ϕ2 stringhe
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• degli Nf3 monomeri entrati nelle stringhe ternarie
1. Nf3(1−ϕ3) avranno originato 13Nf3(1−ϕ3) stringhe (3
monomeri per ogni stringa ⇒ 3:1)
2. Nf3ϕ2 avranno dato vita per due volte alle medesime
1
3Nf3ϕ3 stringhe ⇒ in totale a 23Nf3ϕ3
In totale il rapporto R tra il numero di monomeri in stringa e
le stringhe osservate risulta
R =
1
f2
(
ϕ2 +
1
2(1− ϕ2)
)
+ f3
(
ϕ3 +
2
3(1− ϕ3)
)
ricordando l'ipotesi fatta su ϕ (eq. 5.1) si ha
ϕ2 =
f3
3f 22 + 2f
2
3
(
6
R
− (2 + f2)
)
(5.2)
I valori per R sono riportati nel graﬁco in ﬁgura 5.7 e sulla
base di tali dati è stato possibile stimare le frazioni ϕ2 e ϕ3 (v.
tab 5.2).
Le frazioni che si ricavano sono basse e ciò conferma nuovamen-
te la scarsa inﬂuenza delle stringhe a tempi brevi sul rilassamento
strutturale del sistema.
5.5 Dinamica dei monomeri in stringa
Per terminare la caratterizzazione delle stringhe sono state studia-
te le proprietà del moto a salti dei monomeri che le costituiscono.
I graﬁci in ﬁgura 5.8 mostrano il confronto tra la Waiting PDF
relativa l'ensamble dei monomeri saltanti e quella per i soli mono-
meri in stringa: si evidenzia una tendenza a collimare per le PDF
al crescere della soglia di salto.
Questo risultato lo si evince anche dalla tabella 5.3: al crescere
della restrittività delle condizioni del salto, si riduce lo scarto tra
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Figura 5.7: Rapporto tra numero totale di monomeri entrati in stringhe e numero
di stringhe osservate nell'arco della simulazione.
Jdt Jdr f2 f3 R ϕ2 ϕ3
1.197
0.5 0.965 0.035 1.97 0.03 0.001
0.6 0.966 0.034 1.93 0.05 0.002
0.7 0.96 0.4 1.95 0.04 0.01
1.596
0.5 0.98 0.02 1.91 0.05 0.001
0.6 0.97 0.03 1.82 0.11 0.003
0.7 0.95 0.05 1.86 0.10 0.005
0.8 0.92 0.08 2.03 0.01 0.001
1.995
0.5 0.98 0.02 1.86 0.08 0.002
0.6 0.97 0.03 1.75 0.16 0.005
0.7 0.94 0.06 1.78 0.15 0.01
0.8 0.93 0.07 1.93 0.06 0.005
3.192
0.5 0.97 0.02 1.86 0.09 0.002
0.6 0.97 0.03 1.71 0.18 0.006
0.7 0.94 0.06 1.66 0.24 0.01
0.8 0.91 0.09 1.84 0.13 0.01
0.9 0.91 0.09 1.99 0.04 0.004
Tabella 5.2: Stima della frazione di stringhe che entrano in fase di latenza per il
caso binario (ϕ2) e ternario (ϕ3).
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Figura 5.8: Confronto tra le Waiting PDF dell'insieme dei monomeri saltanti (in
rosso) e quelle dei soli monomeri in stringa (in azzurro). Le soglie
spaziali considerate sono le minime e le massime per i graﬁci in ﬁg.
4.3: 0.5 e 0.6 per Jdt = 1.197 (ﬁgg. a-b), 0.5 e 0.7 per Jdt = 1.596,
Jdt = 1.995 e Jdt = 3.192 (ﬁgg. c-d, e-f, g-h rispettivamente).
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il tempo medio di attesa tra due salti consecutivi 〈τ〉 per l'intero
sistema dei saltanti e 〈τstringa〉, relativo ai soli monomeri in strin-
ga ﬁnché essi coincidono nell'ambito dell'errore: si osservi che lo
scarto relativo si riduce sensibilmente in prossimità del picco della
ν (ﬁg 5.3).
Jdt Jdr 〈τ〉 〈τ〉stringa
1.197
0.5 91.5± 0.5 60± 1
0.6 173± 2 137± 5
0.7 218± 6 210± 10
1.596
0.5 81.0± 0.4 54± 1
0.6 148± 1 120± 3
0.7 200± 4 184± 7
0.8 230± 10 220± 30
1.995
0.5 76.3± 0.3 45.9± 0.9
0.6 133± 1 103± 2
0.7 184± 3 174± 5
0.8 204± 8 220± 10
3.192
0.5 69.7± 0.3 47.5± 0.8
0.6 115± 1 92± 2
0.7 161± 2 148± 3
0.8 195± 5 187± 8
0.9 210± 10 220± 20
Tabella 5.3: Confronto tra i tempi medi di attesa dell'insieme di tutti i monomeri
saltanti (〈τ〉) e dei soli monomeri in stringa (〈τstringa〉) al variare del
tempo di salto Jdt e della soglia spaziale Jdr.
Per capire il motivo dell'uguaglianza di 〈τ〉 e 〈τstringa〉 al cresce-
re della soglia spaziale di salto è opportuno considerare la frazione
σ1 dei monomeri che entrano in stringa una sola volta nell'arco
dell'intera simulazione.
Dalla tabella 5.4 emerge che la quasi totalità dei monomeri
partecipa ad una sola stringa nell'arco dell'intera simulazione, la
Waiting PDF è relativa ai tempi che intercorrono tra due salti
consecutivi: se solo uno di essi avviene per eﬀetto di un moto
collettivo, non c'è motivo di pensare che esso possa andare ad
inﬂuire sensibilmente sul tempo di attesa.
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Jdt Jdr σ1
1.197
0.5 (97.0± 0.7)%
0.6 (95± 1)%
0.7 (95± 1)%
1.596
0.5 (94.6± 0.8)%
0.6 (90.3± 0.8)%
0.7 (90± 1)%
0.8 (90± 1)%
0. (97± 1)%
1.995
0.5 (92± 1)%
0.6 (87± 1)%
0.7 (86.8± 0.9)%
0.8 (93± 1)%
3.192
0.5 (92± 1)%
0.6 (84.7± 0.8)%
0.7 (81± 1)%
0.8 (87± 2)%
0.9 (92± 1)%
Tabella 5.4: Frazione σ2 dei monomeri saltanti che prendono parte una ed una
sola volta ad un moto collettivo (i.e. stringa) nell'arco dell'intera
simulazione (circa τα).
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Ad ulteriore conferma di questa conclusione si presentano in
ﬁgura 5.9 i graﬁci relativi alle probabilità di eﬀettuare n salti
consecutivamente: oltre una certa soglia di salto le discrepanze
tra le due probabilità si perdono.
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Figura 5.9: I graﬁci mostrano le probabilità di eﬀettuare n salti consecutivamente
per l'intero insieme dei monomeri saltanti (righe continue) e per i soli
monomeri in stringa (righe tratteggiate); negli inserti sono mostrati
gli ingrandimenti nella regione n = 1. Al crescere della soglia di salto,
le due famiglie di graﬁci tendono a collimare e ciò è ben osservabile
per Σ(1): al crescere di Jdr le probabilità relative ai salti singoli (i
pallini vuoti sui graﬁci tratteggiati sono per i monomeri in stringa)
coincidono nell'ambito dell'errore.
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5.6 Conclusioni
Dallo studio delle stringhe per tempi caratteristici del regime di
gabbia si è potuto concludere che:
• le dinamiche interne alle stringhe, ossia le caratteristiche di-
namiche dei monomeri che le costituiscono, non dipendono
dalla soglia spaziale di salto adottata, bensì dal tempo di sal-
to Jdt e dalla tolleranza imposta sulla sovrapposizione: la tol-
leranza, unitamente alla distanza minima tra due monomeri
individuata dal minimo r per il quale la funzione di distribu-
zione radiale di coppia assume valore non nullo, determina
in modo univoco gli spostamenti minimi dei monomeri che
seguono il monomero di testa
• dai graﬁci in ﬁg. 5.4 si evince che le stringhe sono princi-
palmente costituite da due monomeri ed i graﬁci in ﬁg. 5.5
mostano che essi sono tipicamente primi vicini in catena, o
al più, coppie monomero-monomero primo vicino
• la soglia spaziale di salto Jdr inﬂuenza il numero medio di
stringhe osservato nell'unità di tempo ν (ﬁg. 5.3): per bassi
valori di Jdr sembra che le stringhe osservate siano in realtà
spurie, ossia costituite da monomeri che non necessitano di
un vero e proprio moto cooperativo per compiere un salto,
al crescere di Jdr si osserva un picco per ν che può essere
considerato un indicatore delle condizioni di salto migliori
per individuare le stringhe genuine
• le stringhe a tempi brevi sono moti cooperativi di breve dura-
ta, tipicamente della durata di un salto (ﬁg. 5.6), e non sem-
bra che possano veriﬁcarsi considerevoli fenomeni di latenza
(stringhe che scompaiono prima di palesarsi nuovamente)
• i monomeri che partecipano al moto cooperativo nell'arco di
un tempo di rilassamento strutturale sono una frazione estre-
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mamente ridotta del totale (v. tab. 5.1) e ciò, unitamen-
te alla breve vita delle stringhe, permette di aﬀermare con
ragionevole certezza che esse non apportino un signiﬁcativo
contributo al rilassamento strutturale del sistema
• tipicamente i monomeri partecipano al più ad una sola strin-
ga nell'arco di un tempo di rilassamento strutturale (v. tab.
5.4)
• il moto cooperativo dei monomeri non altera in modo apprez-
zabile le caratteristiche dinamiche dei costituenti: sebbene
renda più facile il conseguimento di un salto, la sporadicità
di tali strutture non cambia in modo signiﬁcativo né i tempi
medi di attesa tra due salti consecutivi, né la durata dei salti
(si vedano i graﬁci nelle ﬁgg. 5.3 e 5.9)
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Capitolo 6
Conclusioni
In questa tesi sono stati studiati i comportamenti dinamici di una
peculiare frazione di monomeri: quelli che si spostano considere-
volmente di più rispetto alla media, ossia i monomeri saltanti.
Per poter condurre l'indagine sono stati simulati 16 bulk indi-
pendenti con le caratteristiche riportate nella seguente tabella
Numero di monomeri ρ [monomerivolume ] T τα
√〈u2〉
2001 1.052 0.5 1340 0.19
e l'analisi si è articolata su due livelli:
1. studio delle caratteristiche dinamiche dei singoli monomeri
saltanti
2. studio dei moti concertati
La prima parte ha permesso di capire che:
• i salti sono presumibilmente processi attivati e la frazione
di monomeri che si muove secondo questa dinamica decresce
esponenzialmente al crescere della soglia spaziale di salto Jdr
(ﬁssata quella temporale Jdt)
• tipicamente un monomero compie pochi salti temporalmente
ravvicinati (ﬁgg. 4.3 e 4.8)
90
• la probabilità che un monomero eﬀettui più salti in succes-
sione è estremamente bassa, questo caratterizza i salti come
eventi isolati (ﬁg. 4.10)
• i tempi medi di attesa tra due salti consecutivi aumentano
con la restrittività delle condizioni di salto (tab. 4.6), in
accordo col fatto che sono eventi rari di sempre più diﬃcile
conseguimento
L'analisi dei moti cooperativi (le stringhe) ha messo in evidenza
le seguenti caratteristiche:
• le stringhe sono tipicamente delle strutture costituite da cop-
pie di monomeri primi vicini in catena (ﬁgg. 5.5 e 5.4)
• per soglie di salto poco restrittive pare che si originino strin-
ghe spurie, ossia costituite da monomeri per i quali il moto
concertato non è una condizione determinante per compiere
lo spostamento richiesto; i graﬁci in ﬁgura 5.3 possono for-
nire un metro per stabilire quali siano le stringhe genuine:
dato che, ragionevolmente, al crescere della soglia di salto si
dovrebbero intercettare sempre meno strutture cooperative,
il picco del numero di stringhe osservate nell'unità di tempo
sembra essere un buon indicatore della soglia limite
• i moti cooperativi sono di breve durata e diﬃcilmente si
protraggono oltre un tempo di salto Jdt (ﬁg. 5.6)
• i monomeri che partecipano ai moti concertati nell'arco di un
tempo di rilassamento strutturale sono una piccola frazione
del totale e buona parte di questi non entra in più di una
stringa
• i moti cooperativi non alterano le proprietà dinamiche dei
monomeri che li costituiscono e ciò è stato evidenziato nei
graﬁci 5.8 e 5.9, così come nella tabella 5.3
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• sulla base di tutte le precedenti considerazioni appare plau-
sibile che i moti cooperativi su brevi scale temporali non ap-
portino contributi signiﬁcativi al rilassamento strutturale del
sistema
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