Fourier and Non-Fourier Motion
also distinguished between Fourier and non-Fourier apparent motion stimuli. If the space-time plots of one-dimensional spatial patterns contain oriented intensity contours, then their spatiotemporal signal is said to be Fourier in nature. Fourier stimuli can be detected by linear lters followed by half-wave recti cation and standard motion analysis. If the plots do not contain oriented energy, then the stimuli are said to contain non-Fourier motion. They can be detected with nonlinear lters followed by full-wave recti cation and standard motion analysis. Chubb and Sperling 1989 argued that, for some second-order stimuli, the short-range and long-range mechanisms can produce di erent results. For example, the perceived direction of motion reverses as the observer moves closer or farther from their , display, which i s a v ariant o f the reverse phi illusion of Anstis and Rogers 1975 . In this stimulus, a grating of vertical bars are displaced to the left by an amount equal to 1 4 of the distance between two consecutive bars and the contrast of the bars is reversed. Subjects perceive motion to the left when observing the , display from nearby Figure 1a and motion to the right when observing the , display from afar Figure  1b . In both cases, the strength of the perception is considerably weaker when compared to those produced by the rst-order and second-order stimuli described above. Chubb and Sperling 1989 argued that the far-view motion of , is detected by the short-range system and can be processed by a rst-order Fourier mechanism, whereas the near-view motion of , is detected by a second-order mechanism and requires non-Fourier analysis and full-wave recti cation. The model proposed herein utilizes a single processing stream to process both rst-order and second-order motion stimuli. The model also suggests that various third-order motion stimuli e.g., Lu and Sperling, 1995a are due to a form-motion interaction between two o r e v en three processing streams Baloch and Grossberg, 1997; Francis and Grossberg, 1996a; Grossberg, 1991. FIGURE 1
The present model analyses how monocular ON and OFF cells, at an early stage of magnocellular processing, respond through time to luminance increments and decrements before combining their outputs at lightening cells and darkening cells that the present modeling study predicts to exist. These two t ypes of cells, which are predicted to exist early in the motion processing stream, play a role in the model similar to that of simple cells in the form processing stream. The lightening and darkening cells, in turn, input to spatially short-range lters which accumulate evidence for motion in a given direction. The pooled outputs from both lightening and darkening cells in a given direction mimmick h uman percepts of rst-order and second-order motion in a variety o f conditions. These results are consistent with recent experiments of Gellatly and Blurton 1996 showing that the spatiotemporal patterning of luminance increments and decrements through time determines these percepts, rather than distinct types of mechanisms. Our analysis hereby suggests that various second-order properties that have been attributed to a second processing stream are due to interactions between ON and OFF cells within a single processing stream. Enroth-Cugell and Robson 1966 found two distinct type of ganglion cells in the cats retina ganglia and classi ed them into into X and Y cells. The X cell small receptive elds about 3 times smaller than the Y cells and linear summation of spatial inputs are used in high-acuity vision and the processing of visual form. The Y cell larger receptive elds, nonlinear summation of spatial inputs, and rapidly conducting axons are used to process motion Tolhurst, 1973 . The sustained responses of X cells and the transient responses of Y cells lead to the alternate names sustained and transient cells, respectively Clelland et al., 1971 . In macaque monkeys, ganglion cells have an analogous organization and the two major categories are labeled M and P cells. M cells respond more transiently than P cells to step changes in contrast, and the center of M cell receptive elds has a diameter 2-3 times larger than those of P cells.
Responses from the ganglion cells are projected to the LGN. In primates, the LGN is comprised o f 6 l a yers numbered 1-6 from ventral to dorsal. Cells in the magnocellular layers 1 and 2 are larger, and respond faster and more transiently than cells in the parvocellular layers 3-6. M ganglion cells project mainly to the magnocellular layers of the LGN and to a small portion of superior colliculus Schiller and Malpeli, 1977 . Cells at the parvocellular layers receive their inputs from P ganglion cells and respond in a more sustained way than the cells at magnocellular layers. Livingstone and Hubel 1988 have reported further di erences between the magnocellular and parvocellular cells in terms of features like color, acuity, speed and contrast sensitivity.
Axons from LGN project primarily to layer 4C of cortical area V1. Layer 4C is subdivided in layers 4C and 4C . Projections from magnocellular layers of LGN contact layer 4C while those from parvocellular layers of LGN contact layer 4C , The segregation between parvocellular and magnocellular pathways found in LGN is thus maintained in V1.
From layer 4C , magnocellular pathways involved in motion perception project to layer 4B, which then projects to cortical area MT, which is specialized to process visual motion Albright, 1984; Maunsell and van Essen, 1983a; Newsome and Par e, 1988; Newsome et al., 1985; Orban and Gulyas, 1988; van Essen, 1979; van Essen et al., 1981; Zeki, 1974 . Cells in MT thus have a predominantly magnocellular visual input Maunsell et al., 1990 . Albright 1984 tested direction and orientation selectivity of V1 and MT cells, observing that virtually all cells in area MT were directionally selective and responses to rst-order moving stimuli were stronger at area MT than at area V1. Albright 1992 showed that nearly all cells 99 tested at area MT were selective t o rst-order motion and 87 of the same cells were also selective to second-order motion.
Cortical Responses to Motion After Parvocellular or Magnocellular Lesions
Schiller et al. 1990 tested the visual capacities of the magnocellular and parvocellular pathways and their projections. Seven rhesus monkeys were trained to perform visual detection discrimination tasks. In a control phase of the experiment, the animals were tested for contrast sensitivity, icker detection, brightness discrimination, color, texture, pattern discrimination same stimulus presented at di erent spatial frequency, shape perception, stereopsis, and motion. After the control phase, some monkeys had their parvocellular layers of LGN lesioned while some others had their magnocellular layers of LGN lesioned. The tests used during the control phase were repeated to observe the di erences in their performance after lesions.
For the motion detection tasks, the monkeys were asked to xate a point in the center of a screen. After xation, a random array of spots lled the screen. In one small region out of eight possible regions, the dots moved coherently. Detection was indicated by a direct saccade to the location of coherent motion. The results showed pronounced degradation in the performance of monkeys with magnocellular lesions while there was no change in the performance of monkeys with parvocellular lesions. Motion discrimination was further tested by c hanging the velocity o r t h e direction of motion at one of the eight possible locations. Once again, monkeys with magnocellular lesions showed degradation in their performance. These results suggest that directional selectivity for continuous motion requires input from magnocellular transient cells, but not from parvocellular sustained cells.
Some other experiments have used the reversible inactivation of either magnocellular or parvocellular layers to examine their contribution to visual responses recorded in other areas of the visual cortex Ferrera et al., 1992; Maunsell et al., 1992 . In these experiments, inactivation was achieved by injecting either lidocaine or GABA. Results were quanti ed using a blocking index to compare responses before and after blocking: 0 corresponding to no e ect and 1 to elimination of cortical response. In area MT, the blocking index after blocking the magnocellular layers of LGN was 0.75, while after blocking the parvocellular layers of LGN was 0.11. Slaughter and Miller 1981 showed that injection of 2-amino-4-phosphonobutyrate APB produces prolonged hyperpolarization in retinal ON bipolar cells, making them unresponsive to light stimulation. Injection of APB had no e ect on OFF cells. Schiller 1992 tested the e ect of APB injection on the responses of directionally selective motion cortical cells Figure 2 . As a control, Schiller used a wide bright bar moving on a dark background over the receptive eld of a directionally selective cortical cell before APB injection Figure 3 . The cell red at the passage of both edges of the bar. After APB injection, the same cell red only at the passage of the trailing edge of the bar. These results suggest that motion of the leading edge of a moving bright bar over a dark background is processed by the ON channel.
FIGURE 2
The model described herein simulates the psychophysical and neural data summarized above. In addition, the model predicts that monkeys with lesions in parvocellular layers, but not magnocellular layers, of the LGN should be able to detect and discriminate the correct direction of motion for second-order stimuli. Before describing the model, it is placed into a larger context by noting how it compares with other relevant motion models in the literature. Most motion models fall into two categories: gradient models or correlational models. Gradient models detect data collected at single locations Fennema and Thompson, 1979; Hadani et al., 1980; Horn and Schunck, 1980; Limb and Murphy, 1975; Marr, 1982; Marr and Ullman, 1981 and employ a gating operation between a spatially oriented edge detector and a temporal luminance detector. If a cell representing a dark bright edge i.e., dark on the left side, bright on the right side is activated when the temporal unit detects an increment of luminance at the edge location, the gating operation detects that the dark bright edge is moving leftward rightward in case of a bright dark edge. Conversely, if the temporal unit detects a decrement of luminance at the dark bright edge, the corresponding gating operation detects that the dark bright edge is moving rightward leftward in case of a bright dark edge. Correlational models combine data that are separated both in space and time Adelson and Bergen, 1985; Reichardt, 1961; Sperling, 1984, 1985; Watson and Ahumada, 1985 . In the original Reichardt 1961 detector, the delayed response from the left right lter is correlated with the response from the right left lter, and the output is the di erence between these correlated responses. The Motion Boundary Contour System motion BCS model incorporates aspects of both gradient and correlational models Grossberg, 1991; Grossberg and Mingolla, 1993; Rudd, 1989, 1992; see Figure 4 . In the motion BCS, the spatiotemporal visual signal is preprocessed by sustained and transient cells that elaborate properties of gradient models. The sustained cells have oriented receptive elds that generate responses to either dark light or light dark oriented stimuli, but not both. The activities of these simple cells are time-averaged and half-wave recti ed to generate output signals. The transient cells have unoriented receptive elds that generate transient temporal responses in response to the onset or o set of stimuli, but not both. Their activities are also time-averaged and half-wave recti ed to generate output signals. The outputs of these sustained and transient cells are then multiplied, or gated, at each position, as in the gradient models, to derive a local estimate of direction-of-motion. Outputs from gated cells sensitive to the same orientation and direction-of-contrast that lie along a given direction-of-motion are then combined via short-range spatial lters the analog of D max to accumulate evidence of motion in that direction. This correlational operation results in four types of cells, from all the gated combinations of light dark or dark light sustained cells and ON or OFF transient cells. All of these gated cells are sensitive to a particular direction-of-contrast as well as a particular direction-of-motion. A longrange spatial lter then correlates signals again by pooling outputs of gated cells that are sensitive to the same direction-of-motion. Long-range ltering pools signals from both directions-of-contrast, all orientations, and from both eyes. By combining the half-wave recti ed output of simple cells that are sensitive to opposite contrast polarities, these motion complex cells" carry out a full-wave recti cation of the input. A contrast-enhancing competition then selects the cell or cells which receive the largest total inputs. The competition hereby v otes for which direction has the most evidence. These competitively-sharpened long-range lter cells are the rst true direction-of-motion cells in the model because they combine signals from all previous cell types that are sensitive t o a particular direction-of-motion. FIGURE 4 Rudd 1989, 1992 used this model to simulate many data about short-range and long-range apparent motion, including beta motion, gamma motion, delta motion, split motion, Ternus and reverse-contrast Ternus motion, brief ash speed-up, and aspects of Kort e's laws Bartley, 1941; de Silva, 1926; Giaschi and Anstis, 1989; Kolers, 1972; Kort e, 1915; Pantle and Picciano, 1976; Ternus, 1926 1950 extended the model to two-dimensions to simulate how m ultiple moving orientations could all be pooled into a single direction-of-motion. Grossberg 1996a, 1996b modeled how a V 2 ! MT pathway linking form processing in the V1 ! V2 cortical stream and motion processing in the V1 ! MT cortical stream could be used to provide a complete simulation of Kort e's laws and related data about form-motion interactions Kolers, 1972; Kort e, 1915; Mather, 1988; Neuhaus, 1930; Ramachandran, 1985; von Gr unau, 1979 . This motion BCS model has thus been used to simulate a large set of data about short-range and long-range motion perception.
The data of Schiller et al. 1990 suggest, however, that the model needs to be re ned. This is true because motion perception is spared when oriented sustained cells that are activated by the parvocellular layers of the LGN are blocked by APB. If oriented sustained cells are not needed for e ective motion perception, then one needs to explain how processing that is based on the responses of transient cells alone can be used to generate precise estimates of object speed and direction without undermining the other explanations of the model. An initial e ort to do this was reported in Nogueira et al. 1993. These results were followed by further model development in Chey et al. 1994 Chey et al. , 1997 who simulated how a coherent representation of object direction and speed could be generated by signals contaminated by aperture ambiguities. By using a multiple-scale short-range lter whose larger scales tend to process higher speeds, Chey et al. 1994 simulated how speed estimates are in uenced by input contrast, duration, dot density, and spatial frequency. Chey et al. 1997 showed how the addition of competition, long-range lters, and a directional grouping and attentive priming network can provide a solution to the aperture problem in which unambiguous feature tracking signals capture ambiguous aperture signals and attention can selectively prime a desired direction-of-motion. A schematic of this modi ed motion BCS is given in Figure 5 , which indicates that oriented sustained cells are no longer used.
FIGURE 5
The present extension of the motion BCS in Figure 6a elaborates the design of the transient cells and how they activate the short-range lters. A key advance is that contributions from opponent pairs of ON cells and OFF cells are modeled. Antagonistic rebounds, whereby o set of ON or OFF cell activity generates a transient onset of OFF or ON cell activity, play a central role in simulating data about second-order motion. These direct and rebound ON and OFF responses go through center-surround networks whose outputs are combined at lightening cells and darkening cells. These latter cells play a role much like that of simple cells in the form processing stream, in that they pool input from both ON cells and OFF cells to form responses that are sensitive t o a prescribed polarity o f c hange Ferster, 1988; Gove et al., 1995; Liu et al., 1992 . The outputs from these lightening and darkening cells then activate short-range lters which pool evidence for motion in a given direction.
Pooling the short-range lter contributions to a given direction from both lightening and darkening cells generates the motion directions that humans perceive in response to rst-order and second-order stimuli under a variety of conditions. These results are simulated in Figures 10-14 . More, however, is required of the model. It needs to be consistent with the larger motion BCS theory of Figure 5 . In particular, the perceived motion directions need to survive the e ects of long-range ltering. For this to happen in all cases, including the case when the , display i s viewed from afar, it is su cient to process the lightening and darkening cell outputs according to the same mechanisms in Figure 5 that were originally derived to explain other data, notably data about motion capture and long-range apparent motion; namely, the darkening and darkening cells outputs go through directional short-range lters to accumulate evidence for a given direction before competing across directions and then activating the long-range lters. The results of these simulations are shown in Figures 16-20 . The remainder of the article explains in greater detail how these mechanisms generate the simulated percepts.
The Proposed Role of Lightening and Darkening Cells
The model will be described in two stages. First the stages through the lightening and darkening cells will be described in order to emphasize their key role in tracking the temporal pattern of luminance increments and decrements. Their outputs are then pooled to show all the simulated e ects in the simplest possible framework. Then their outputs will be embedded into the larger motion BCS model to show h o w all these percepts emerge in a model that can also explain a wide variety of other motion data, including data about global motion capture, motion speed and direction, long-range apparent motion, and directional attentive priming. Figure 6b shows more mechanistic details of the simpler version of the model that is schematized in Figure 6a . Level 1 of the model represents the visual input as bright or dark signals. These signals are fed to unoriented transient cell lters at Level 2. These lters detect temporal changes in the input and represent them at opponent ON and OFF transient cells. ON OFF cells re at the onset of a bright dark stimulus or at the o set of a dark bright stimulus.
FIGURE 6
ON and OFF cells input to Level 3 via on-center o -surround kernels where they are organized into lightening and darkening cells. In Figure 6b , lightening cells are represented on the left and darkening cells on the right. Both ON and OFF cells contribute to the activation and deactivation of the lightening and darkening channels so that the segregation between ON and OFF channels is broken. This is in accord with neurophysiological evidence that the ON and OFF systems remain largely segregated up to the lateral geniculate nucleus and then converge in the striate cortex Schiller, 1992 . A lightening cell is excited by the ON cells in its center and the OFF cells in its surround and inhibited by the OFF cells in its center and the ON cells in its surround. Similarly, a cell in the darkening channel is excited by the OFF cells in its center and the ON cells in its surround and inhibited by the ON cells in its center and the OFF cells in its surround. For example, the onset a bright spot in the absence of other signals makes a location appear brighter and as a consequence the area in its immediate neighborhood appears darker. This is represented by the cells in lightening channel at the spatial location corresponding to the stimulus center and by the cells in the darkening channel at the spatial locations corresponding to its surround. Therefore, the cells in lightening channel represent a local increase in brightness while the cells in the darkening channel represent a local increase in darkness.
It is important to distinguish the functions of two t ypes of cross-talk in the model; namely, the cross-talk between ON and OFF cells in the lightening and darkening channels at Level 3 and and the cross-talk between the opponent ON and OFF channels at Level 2 Figure 
FIGURE 7
Figure 7b, shows the rst three Frames of a segment of , display when seen from afar. As discussed above, when the bright spots are presented in Frame 1, the ON cells at the locations of the spots re and in turn activate the lightening cells at those locations and the darkening cells in their surround. In Frame 2, the bright spots are removed and dark spots are presented to their left. The OFF cells in this case re due to two di erent kind of processes: rst, due to antagonistic rebound at the o set of the bright spots and, second, due to the onset of the dark spots. These OFF cells excite the lightening cells to the right of removed bright spots and to the left of dark spots. The lightening cells to the left of removed bright spots and to the right of dark spots, in addition to the excitatory signals from OFF cells in the surround, also receive inhibitory signals from OFF cells at those locations and therefore remain inactive. Hence, if the , display is viewed from a far enough distance, it allows the activities due to o set of bright spots and onset of dark spots to fall close to each other, and the subsequent processing stages of the model time-average and threshold these activities to represent rightward direction-of-motion. Similar arguments apply to the activities of darkening cells and subsequent time frames.
When the , display is viewed from nearby Figure 7c , the lightening darkening cell activations due to antagonistic rebound of bright dark spots and the onset of dark bright spots fall some distance away from each other how far depends on the size of surround regions of lightening and darkening cells. These activities when time-averaged, thresholded, and pooled by subsequent processing stages represent leftward direction-of-motion.
The outputs from lightening and darkening cells are then fed to their respective short-range spatial lters at Level 4. These spatially averaged activities are thresholded and pooled at Level 5 in the simple version of model in Figure 6b . The mathematical equations of the model are given in Section 5. The reader who wishes to study simulations of model performance rst can skip to Sections 6 and 9, where we use the model to simulate neurophysiological data about the e ects of anatomical lesions and APB injections on motion processing, and psychophysical data about the reversal of perceived motion direction with distance from the stimulus Chubb and Sperling, 1989 . Sections 11 and 12 discuss other data and models which suggest that various rst-order and secondorder motion percepts are processed by a single processing stream. In particular, experiments of Lu and Sperling 1995a, among others, on second-order motion can naturally be explained by the model. The model also indicates at what neurophysiological stages these explanations can be tested by subsequent experiments. ON OFF cells re either at the onset of an increase decrease in luminance or, via antagonistic rebound, at the o set of a decrease increase in luminance. A gated dipole circuit is used to represent these opponent transient c hanges Grossberg, 1972 . Such a circuit has previously been used to model transient responses to visual cues under a variety of conditions Carpenter and Grossberg, 1981; Francis et al., 1994; Francis and Grossberg, 1996b; Gaudiano, 1994; Grossberg, 1976; Ogmen and Gagn e, 1990 . In both the ON and OFF channels, chemical transmitters gate signals in their pathways in such a w ay as to attempt to maintain unbiased transduction. Their slow rates of habituation and recovery determines antagonistic rebounds in the circuit. Figure 8 illustrates the functioning of such a gated dipole circuit. Initially, when no phasic inputs are present, both channels receive equal tonic arousal signals u . Therefore, activities u 1 and u 2 are equal. They cancel each other due to opponent i n teraction and both channels remain subthreshold. When a phasic input, s + , due to presentation of bright stimulus is turned on, u 1 receives both tonic and phasic inputs. Activity u 1 gets larger than activity u 2 and neurotransmitter v 1 habituates, or inactivates, slowly. Since u 1 responds faster than v 1 , initially u 3 becomes larger than u 4 and u 5 starts ring above threshold, resulting in u ON signal. When neurotransmitter v 1 is su ciently habituated, u ON becomes subthreshold although the stimulus remains on. When the bright stimulus is removed, u 1 and u 2 receive only tonic input. Since neurotransmitter v 1 was inactivated during presentation of the bright stimulus s + , its value is now less than that of the neurotransmitter v 2 . Therefore u 4 becomes larger than u 3 . This results in a positive response at u 6 and an OFF response u OFF is generated via an antagonistic rebound. Signal u OFF becomes zero after v 1 accumulates back to its equilibrium value. Similar arguments apply for the onset of a dark stimulus. In summary, an ON cell res at the onset of a bright stimulus and at the o set of a dark stimulus, whereas an OFF cell res at the o set of a bright stimulus and the onset of a dark stimulus.
FIGURE 8
The ON-channel of the dipole responds to a net increase s + i in the luminance, as in 1, while the OFF-channel responds to a net decrease s , i , as in 2: For simplicity, the Gaussian spatial lter is chosen to be of a single-scale and isotropic. This is su cient for the cases where the stimuli generate motion in one dimension. Time-averaging followed by thresholding arranges data in the direction-of-motion. Multiscale short-range anisotropic spatial lters that accumulate evidence for motion in a particular direction are essential for a two-dimensional motion grouping system to detect object speed and direction Chey et al., 1995.
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Level 5: Lightening-Darkening Pooling
The thresholded outputs from the short-range spatial lter are combined at Level 5. Let z i be the activity o f t h e i th node. Then There were 100 nodes at each l a yer, 11 time frames and each frame lasting 50 units of time. The equations were solved using a fourth-order Runge-Kutta algorithm on a Sun Sparcstation 5 computer. The results are shown as space-time plots. The horizontal axis corresponds to space while the vertical axis corresponds to time. Time evolves in the upward direction. When representing stimuli, white spots in the plot indicate bright stimuli, black spots indicate dark stimuli and grey spots indicate that no stimuli is present. When plotting cell responses at various levels of the model, brighter locations indicate higher cell activation with black indicating zero activity.
Simulation of Antagonistic Rebound
Before discussing simulations using space-time plots, we clarify how a n tagonistic rebounds look by describing two simulations of a Level 2 cell's transient ON and OFF responses: 1 a stimulus is presented and switched o ; 2 it is replaced by a stimulus of opposite contrast when it is switched o . Figure 9a shows the results for the rst case. Since ON and OFF channels are symmetric, presentation of a bright s + i or a dark stimulus s , i yields the same result in their respective channels. The time sequence of stimulus presentation is shown at the bottom of the plot. The ON and OFF transients have approximately the same maximum level of activation in this case. Figure 9b shows the results of the second case in which a stimulus is replaced by the stimulus of opposite contrast. In this case the OFF ON response for a bright dark stimulus is larger. In our simulation examples discussed next, the second situation is applicable only in case of second-order motion stimulus when bright locations are replaced by dark locations and vice versa. In all other cases, the bright and dark locations are simply switched o . respectively. At the start of the experiment a t F rame 1, a motion signal is seen at the bright locations in the lightening channel and the dark locations in the darkening channel. When a bar switches from bright to dark, its transient response is captured at the location of the bar in the lightening channel and in its surround in the darkening channel, and vice versa. These responses are pooled at Level 5, as shown in Figure 12h . This output tracks the motion from left to right. The model also predicts that, as in rst-order motion, macaque monkeys with lesions in the parvocellular layers of LGN should be able to detect second-order motion. This was not tested by S c hiller et al.
1990.
Harris and Smith 1992 also used this stimulus to test if it would evoke optokinetic nystagmus OKN in an attempt to localize the site of detection of second-order motion. They found that, although the detection of correct direction of motion in this case was strong, it did not evoke OKN. As the rst-order stimuli evoke OKN they concluded that the rst-order and second-order stimuli are processed by t wo di erent c hannels. Our simulation results of this experiment suggest that the signal for OKN is perhaps tapped before the long-range ltering stage. For example, for rst-order stimulus, the signals before the long-range lter stage already show correct directional preference Figure   13h shows the pooled response z i a t L e v el 5. The output tracks motion to the left; i.e., in the direction of the motion of the grating.
FIGURE 13
6.7 Simulation of , Display Motion -Far View Figure 14a shows the spatiotemporal plot of the , display as seen from afar. The display i s shrunk 4 times relative to the display when seen from nearby Chubb and Sperling, 1989 . Each segment of the grating dark or bright is therefore 5 units wide and the distance between the centers of the two consecutive segments now equals 20 units. Figure 14b shows the ON cell activity u ON i and Figure 14c the OFF cell activity u OFF i . Figures 14d and 14e show the response at lightening channel w L i and darkening channel w D i o f L e v el 3, respectively. Although the grating is shifting to the left, the cells at this stage already begin to prefer the rightward direction of motion. This is due to the cross-talk between ON and OFF cells as described in Section 4. Figures 14f and 14g show the thresholded recti ed responses of the short-range spatial lter Level 4 for lightening y L i , , y + and darkening y D i , , y + c hannels, respectively. Since the activities due to o -surround contributions in a channel now fall within the e ective bandwidth of the Gaussian short-range lter, their average over time is now organized to become sensitive to the rightward direction of motion and is further contrast-enhanced by thresholding. Figure 14h shows the pooled response z i at Level 5. The output detects the motion to the right which is in the opposite direction of the motion of the grating.
FIGURE 14 7 Additional Motion BCS Model Mechanisms
The results in Figures 10-14 highlighted the role of lightening and darkening cells. We n o w e m bed these cells in the full motion BCS model of Figure 5 to show h o w they give rise to directionally sensitive motion output cells. When the opponent ON and OFF channels and the lightening and darkening cells of Figure 6a are embedded within the more comprehensive motion BCS model, all of the above percepts can again be simulated despite the smoothing e ects of the long-range lter. The long-range lter is the stage at which contributions from lightening and darkening cells are nally pooled. These long-range lter cells are also the ones at which sensitivity to direction-ofmotion and insensitivity to direction-of-contrast is nally achieved by pooling signals of opposite contrast polarity Chey et al., 1997; Rudd, 1989, 1992 . Before that stage is reached, the undirectional transient cell responses are progressively transformed into directional cells that are capable of using unambiguous feature tracking motion signals to capture ambiguous motion signals that arise due to the aperture problem and to thereby generate global representations of an object's speed and direction Chey et al., 1997. The relevant processing stages are as follows.
An early stage in the transformation of undirectional transient responses uses an inhibitory veto mechanism Emerson and Gerstein, 1977; Ganz, 1984; Goodwin et al., 1975 , Heggelund, 1984 . Barlow and Levick 1965 rst showed that inhibition was crucially involved in the function of directionally selective ganglion cells in the rabbit retina. They concluded that the directional selectivity of these cells was brought about through inhibitory lateral connections, probably mediated by retinal horizontal cells. These directionally-speci c inhibitory connections veto responses in nearby cells, implementing a kind of logical NOT operation. The ganglion cells responded to single light ashes with much the same threshold as paired ashes presented in the direction that was not vetoed by inhibition. Gamma-aminobutyric acid GABA mediates inhibition in directional rabbit retina cells. Introduction of a GABA antagonist into the rabbit retina eliminates the selectivity o f the previously directionally selective cells, causing them to respond equally well to both directions of movement Ariel and Daw, 1982. Evidence for inhibitory processes involved in directional selectivity has also been found in cat cortical cells. Wiesel 1959, 1962 suggested that directional selectivity of simple cells could be explained by summation of responses from adjacent ON and OFF regions of the cell, where an ON region responded to the luminance increment and an OFF region responded to a luminance decrement. Such ON and OFF responses have been demonstrated in two classes of retinal ganglion cells Ku er, 1953 that converge at the simple cells in cortex Schiller, 1982 . However, a number of studies have later rejected the hypothesis that the temporal coincidence of these ON and OFF responses can explain directional selectivity Emerson and Gerstein, 1977; Ganz, 1984; Goodwin et al., 1975 , Heggelund, 1984 . For example, Goodwin et al. 1975 studied simple cells in cat striate cortex which showed ON and OFF receptive eld regions for both stationary ashed stimuli and moving edges. The majority of these cells could not be correlated with the spatial arrangement of their receptive elds and were independent of the width of the moving bar used as a stimulus, invalidating the spatial summation hypothesis. Like Barlow and Levick 1965, they concluded that inhibition in the non-preferred direction was primarily responsible for the direction selectivity.
Both Barlow and Levick 1965 and Goodwin et al. 1975 found directional selectivity t o be contained within small sub-units of observed cell receptive elds. For example, Goodwin et al. reported that one cell was divided into 22 sub-units, each of which demonstrated the same directional selectivity of the cell as a whole. In fact, Goodwin et al. were unable to nd nondirectionally-selective subregions within the receptive eld down to a displacement threshold of 1 minute of arc.
In summary, early directional selectivity appears to be based on inhibitory veto processing, as opposed to facilitatory or correlational operations. These processes seem to operate at a small scale in comparison to the size of individual receptive elds of directionally selective cells in either rabbit retina or cat cortical cells.
At what processing stage does such a directional veto mechanism operate? Chey et al. 1997 suggested why it occurs as part of transient cell processing prior to the short-range lter. It can here set up local directional estimates at directional transient cells before evidence for these estimates is spatially accumulated across a moving trajectory by directionally-sensitive short-range lter cells. We suggest herein that these directional transient cells operate upon the outputs of the lightening and darkening channels before the outputs are, in turn, processed by the short-range lters.
Competition across direction within each c hannel then acts to enhance the outputs of directional short-range lter cells that have few directional competitors at a given position, while attenuating outputs of directional cells with many directional competitors, without disrupting speed estimates. A divisive, or shunting, competition across direction and scale accomplishes this by computing the ratio of competing activities Grossberg, 1980 Grossberg, , 1983 Unambiguous feature tracking signals are hereby boosted relative t o a m biguous signals, and ambiguous signals are biased towards a direction of motion that is perpendicular to a line's orientation.
The long-range motion lter then pools signals from multiple orientations and contrast polarities in a prescribed direction-of-motion. It is the model processing stage that generates cells that are truly directional selective, and is proposed to occur in cortical area MT where cells with similar receptive eld properties have been reported Albright et al., 1984; Maunsell and van Essen, 1983a; Newsome et, 1983; Zeki, 1974 . This processing stage also pools signals from both eyes Grossberg and Rudd, 1992 . It hereby a c hieves the depth selectivity of MT cells Bradley et al., 1995; Maunsell and van Essen, 1983b and helps to explain how long-range apparent motion can occur with dichoptically presented stimuli Gengerelli, 1948; Spigel, 1968. The directional grouping and attentional priming stage of Figure 5 was not simulated because its role is not important in processing the displays that are being simulated. Extensive simulations showed that the ordering of directional transient cells, competition, and short-range ltering could be varied without disrupting the main qualitative results. They are quite robust. A n umber of researchers have suggested that rst-order and second-order motion stimuli are processed by independent pathways. The psychophysical evidence for these arguments include scaledependent direction of motion reversal in the , display Chubb and Sperling, 1989, rst-order and second-order motion percepts in a multi-frame motion sequence Ledgeway and Smith, 1994; Mather and West, 1993 , di erent temporal sensitivities for rst-order and second-order motion stimuli Derrington, 1994; Derrington and Badcock, 1985; Derrington et al, 1993; Holliday and Anderson, 1994; Smith and Ledgeway, 1997a , rst-order but not second-order motion detection at the absolute detection threshold Smith and Ledgeway, 1997b; Watson et al., 1980 , rst-order but not second-order motion activation of the optokinetic eye m o vement system Harris and Smith, 1992 , and a small phase-dependence during direction judgment experiments on superimposed Fourier and non-Fourier stimuli Lu and Sperling, 1995a . Nevertheless, psychophysical experiments on adaptation and sensitivity studies provide evidence that rst-order and second-order stimuli are processed by single processing stream Ledgeway and Smith, 1995; Turano, 1991; Turano and Pantle, 1989. Taub et al. 1997 have conducted experiments with varying degrees of nonlinearity in non-Fourier motion stimuli and compared velocity discrimination judgments for rst-order and second-order stimuli. Their ndings are consistent with a single processing stream.
There is also neurophysiological evidence in support of single processing stream. Albright 1992 found that 87 of the cells in area MT that respond to the rst-order stimuli also respond to the second-order stimuli. The model proposed herein utilizes a single processing stream to process both rst-order and second-order motion stimuli. The model hereby clari es why cells in area MT can respond to both rst-order and second-order motion stimuli Albright, 1992 . In particular, both rst-order and second-order motion stimuli are processed monocularly Lu and Sperling, 1995a, whereas cells in MT are already binocularly sensitive. The model mechanisms that process these stimuli occur prior to the binocular fusion of information that is proposed to occur at a long-range spatial lter that converges on model MT cells.
Johnston and Cli ord 1995 have convincingly argued that a single processing stream is sucient to simulate a number of motion percepts that others have used to argue for multiple processing channels. Their model is based upon formal Taylor series expansions of image brightness around a point o f i n terest. These expansions are used in conjunction with integral operations to provide a least squares estimate of image speed based on measures of how the image brightness and its derivatives are changing with respect to space and time" p 1123. The present approach directly develops a neural model of the magnocellular brain mechanisms that subserve motion perception. It is not yet clear how the two approaches can be linked.
The Motion BCS model that is developed herein has shown that various second-order properties that have been attributed to a second processing stream may be due to interactions between ON and OFF cells within a single processing stream. We wish to emphasize the logical force of this demonstration. It suggests that various earlier arguments about the existence of di erent rstorder and second-order streams are logical nonsequitors. Di erent motion properties do not imply di erent motion processes. Given that our analysis is also linked to known thalamocortical ON and OFF cell properties, which h a ve not been incorporated into earlier models, the question of whether separate processing streams process rst-order and second-order motion needs to be approached with renewed caution.
To make these demonstrations, the present study proposes a model of lightening and darkening cells and re nes the rst few processing stages of a neural architecture, called the Motion BCS, that has previously been used to simulate many other data about visual motion perception Chey et al., 1994 Chey et al., , 1997 Grossberg and Mingolla, 1993; Rudd, 1989, 1992 . For example, by the time signals in the motion BCS are processed by the short-range lters, they can do pre-attentive feature tracking. Subsequent stages of the motion BCS model include a long-range spatial lter at which m ultiple orientations, contrast polarities and inputs from both eyes converge to achieve true directionally selective cells. These cells feed on attentive directional grouping stage that uses the directional feature tracking signals to achieve global motion capture and attentive grouping of motion signals Chey et al., 1997. These attentive mechanisms were not needed to simulate the data considered herein.
We wish to emphasize that, although only one motion processing stream is needed to explain the rst-order and second-order motion percepts that are analyzed herein, these results are not meant to imply that multiple processing streams do not operate in other situations, or that interactions between these streams cannot in uence motion percepts. On the other hand, these other processing streams are often devoted to the processing of stimulus form, not motion. Various modi cations of motion stimuli can cause di erent combinations of motion, as well as form, mechanisms to be engaged. Thus the question of whether multiple streams in uence rst-order and second-order motion percepts needs to carefully address the functional role of these streams from the broader perspective of visual perception, not only their possible immediate in uence on a relatively narrow set of motion percepts.
For example, Sperling 1995a, 1995b have provided experimental evidence for a thirdorder motion system that requires feature tracking. A number of other experimentalists have also emphasized the role of feature tracking signals Bowns, 1996; Castet et al., 1993; Wallach, 1976. Lu and Sperling 1995a noted that this system is slower than the rst-order and second-order motion systems, operates interocularly as well as monocularly, requires much more stimulus contrast than rst-order and second-order stimuli, and requires both bottom-up processing including interactions between form and motion pathways and top-down attentional priming. We h a ve elsewhere argued that such third-order motion" percepts are, in reality, form-motion interactions that help to join complementary processing properties of the form and motion processing streams Baloch and Grossberg, 1997; Francis and Grossberg, 1996a; Grossberg, 1991 . Namely, the form stream uses precise orientational estimates to form emergent 3-D boundary and surface representations at precisely calibrated depths from an observer, but exhibits poor directional tracking properties. The motion system sacri ces precise orientational and stereo estimates to achieve good directional tracking. The form-motion interaction between cortical areas V2 and MT is proposed to help the motion system better track emergent forms in depth. Our model of this form-motion interaction has been used to simulate motion percepts that occur when two spatially overlapping shapes that are presented discretely in time appear to transform smoothly from one shape to another, such as the line motion illusion Hikosaka et al., 1993a , 1993b , motion induction Faubert and von Gr unau, 1992 von Gr unau and Faubert, 1994 and transformational apparent motion Tse et al., 1996. Thus the fact that only one stream is needed to process some rst-order and second-order motion percepts is not meant to imply that more than one stream may not be engaged to process other motion percepts. On the other hand, these streams may not all be motion processing streams, and their interaction may be aimed at functionally compensating for complementary weaknesses of the form and motion processing streams.
How Multiple-Scale ON and OFF Processing Help to Explain
Other Second-Order Motion Data
The cross-talk between ON and OFF cells in lightening and darkening channels, competition between directional cells, and short-range and long-range lter stages can be used to explain other data that have previously been proposed to imply the existence of separate processing streams for processing Fourier and non-Fourier stimuli Chubb and Sperling, 1989; Ledgeway and Smith, 1994; Lu and Sperling, 1995a . Arguments for separate streams are often based upon an elaborated Reichardt model as the main processing stage for motion processing. For example, Sperling 1995a, 1995b have reported data to identify three separate processing streams or systems for motion processing: a rst-order system for Fourier stimuli such a s m o ving luminance modulations, a second-order system for non-Fourier stimuli such a s m o ving texture-contrast modulations, and a third-order system that tracks features. The rst-order and second-order streams are identi ed to be monocular and bottom-up while the third-order stream is both monocular and binocular and can be in uenced by top-down attentional priming Sperling, 1995a. Lu and Sperling 1995a mainly dealt with four kinds of motion stimuli: luminance stimuli that are rst-order; texture stimuli that are second-order; depth stimuli that are presented interocularly stereo; and motion-motion modulated stimuli that require feature tracking. In some experiments, these motion stimuli were modulated with a pedestal a stationary sine wave. The main purpose of modulating luminance and texture stimuli with a pedestal was to remove features, thereby preventing these stimuli from being processed by a third-order tracking system. Their temporalfrequency sensitivity tests Experiment 1 for these four kinds of stimuli show that both rst-order and second-order systems are fast while the third-order system for depth and motion modulated stimuli is comparatively slow. The pedestaled stimuli tests Experiments 2 and 3 further con rmed the results from Experiment 1. These data agree with a single processing stream model for rstorder and second-order motion stimuli such as ours. The third-order system is slow as it tracks features in the stimuli and requires interstream interactions such a s b e t ween V2 and MT Baloch and Grossberg, 1997; Chey et al., 1997; Francis and Grossberg, 1996a; Grossberg, 1991. The relative phase dependence test Experiment 4 examined directional judgments for superimposed Fourier and non-Fourier gratings as a function of relative spatial phase. If pedestaled luminance modulated and texture modulated stimuli moved in opposite directions pedestaled motion transparency test, then no motion was observed. This result is consistent with a single stream system for processing of both rst-order and second-order stimuli. In particular, it agrees with our model's proposal that competition between opponent direction cells occurs no later than the longrange lter stage. This model property is supported by neurophysiological data suggesting the opponent motion direction cells compete no later than cortical area MT Albright et al., 1984 .
The main evidence suggesting that rst-order and second-order systems utilize separate channels came from the tests in which luminance-modulated and texture-modulated stimuli were presented together drifting in the same direction Experiment 4. In one case, both stimuli had the same spatial frequency and temporal frequency. This case tested the hypothesis that both texture-modulated and luminance-modulated stimuli are computed by a rst-order system with linear processing and half-wave recti cation. In the other case, the parameters of the contrast-modulated stimulus remained the same, but the spatial and the temporal frequency of the luminance-modulated stimulus were only half that of the rst case. This case tested the hypothesis that both stimuli are processed by a second-order system with nonlinear processing and full-wave recti cation. The full-wave recti cation would double the frequency of the luminance-modulated stimulus, thereby matching it to the texture-modulated stimulus. Interestingly, the stimuli in these cases were not modulated by the pedestal. The percent of correct direction-of-movement judgments of both stimuli together was determined for eight relative spatial phases. The test hypothesis was that, if both stimuli were processed by a single channel before the motion is computed, then their combined magnitude would depend on their relative phase. For example, stimuli with the same frequency but with opposite phase would cancel each other. Therefore, absence of any phase dependence would mean that these stimuli are processed by separate systems. To a good rst approximation, they found no relative phase dependence in the rst case, and a slight phase dependence in the second case, which they attributed to sine-wave luminance-modulated stimuli leaking into the second-order system. They concluded that separate channels compute motion for luminance-modulated and texture-modulated stimuli and these two streams are combined at a higher-level to arrive at a single-valued represen-tation of motion direction.
These conclusions are generally true for motion energy models based on elaborated Reichardt motion detectors, including those where the spatio-temporal signal is preprocessed by nonlinear lters followed by full-wave recti cation. Taub et al. 1997 nonetheless were able to successfully challenge the Lu and Sperling 1995a conclusion that their data imply that separate rst-order and second-order processing streams necessarily exist. Taub et al. 1997 proposed a single processing stream model and used psychophysical experiments to estimate a functional form of its nonlinear processing to handle a large number of data, including the phase-dependence data of Lu and Sperling 1995a . They proposed the nonlinear processing to be compressive and asymmetric; i.e., it treats positive and negative contrasts di erently. They also observed that if a large spatial lter was used before the nonlinear transformation, then the function appears to be more nearly linear. Taub et al. 1997 also noted that Lu and Sperling 1995a measured the fraction of correct judgments, not motion energy, and the measurements were made in the range of 86-90-correct performance. In this range, the fraction correct is likely to be a compressive function of motion energy", thus further reducing the likelihood of observing the phase dependence psychophysically.
A k ey di erence between our model and the elaborated Reichardt model, among others, is that our model predicts the existence of lightening and darkening cells that transiently respond to local increases in brightness or darkness, respectively. W e n o w note similarities between the way lightening and darkening cell process their inputs and the nonlinear transformation proposed by Taub et al. 1997 . In our model, on-center o -surround processing in the lightening and darkening channels allows the information from both ON and OFF cells in the center to interact with ON and OFF cells in the surround. The shunting competition causes spatial distribution of activity. The motion directions are computed independently in the lightening and darkening channels before they are pooled at the long-range lter stage. The inhibitory inputs are shunted at a value that is less than the excitatory inputs, thereby leading to asymmetric processing of excitatory and inhibitory signals. Also, the surround Gaussian lter is proposed to be spatially large, which allows the inputs to be presented linearly. Mathematical details and parameter values are given below. Thus, the neural architecture of our model is supported by the experimental ndings of Taub et al. 1997. They do not identify the existence of lightening and darkening cells. Nor do they propose the nonlinearity to occur at ON and OFF cells stage. On the other hand, Taub et al. 1996 do note that the nonlinear transformation could happen in two pathways that are mirror-images of each other. The lightening and darkening cells of our model does support approximately mirror-image processing due to ON and OFF processing. Taub et al. 1997 also noted that the Fourier and non-Fourier gratings were presented in alternate rows of raster display; this spatial separation would reduce interactions among the two kinds of gratings simply because they might tend to stimulate separate detectors". In our model, the anisotropic spatial lters tuned in the direction-of-drift, which w as the same for both the luminance-modulated and texture-modulated stimuli in the phase-dependence test, can detect the motion much more independently than could isotropic spatial lters, thus also helping to keep the phase-dependence small. All of these factors conspire to generate small phase dependence without necessarily processing rst-order and second-order stimuli independently. Finally, if luminance and texture stimuli have di erent spatial and temporal frequencies, the di erent selectivities of multiple spatial scales and interscale competition would allow the system to compute the correct direction and speed of motion Chey et al., 1997.
Lu and Sperling 1995a also performed interocular tests Experiments 5 and 6 and observed that rst-order and second order motion were monocular processes, while depth and modulated motion stimuli required feature tracking and were not e ected by i n terocular presentations. If this is true, then rst-order and second-order processing must be handled before MT. This is consistent with our model's hypothesis that lightening and darkening cells exist at an early stage before the long-range lter that converges on model MT cells. As per feature tracking to be both monocular and binocular, this is obvious in our model because feature tracking occurs before the long-range lter stage at which binocular fusion occurs. A n umber of studies have used interleaved rst-order and second-order motion stimuli Ledgeway and Smith, 1994; Mather and West, 1993 . In these experiments, one frame of rst-order stimulus is replaced by a frame of a second-order stimulus and the subjects are asked to report the direction of perceived motion. For example, Ledgeway and Smith 1994 used luminance-modulated bit noise as rst-order stimulus and contrast-modulated bit noise as a second-order stimulus. They varied the spatial displacement as a fraction of spatial period of the modulating sine wave b e t ween frames and subjects were asked to report the direction of perceived motion. The results became ambiguous when the spatial shift between the frames was equal to quarter of the wave-length; i.e., the e ective phase shift between the stimuli of same type equaled half of wavelength. They argued that, if rst-order and second-order stimuli were processed by separate channels, the e ective phase shift of 0.5 wavelength within the independent c hannels would cause ambiguous motion direction perception.
The authors noted that, because the two stimuli are not alike, their di erence could result in motion cancellation in single channel models that use some sort of nonlinearity at an early stage of processing. Such a nonlinearity, which exists in essentially all motion models today, could also explain their data without requiring the assumption of two separate channels. In order to eliminate this possibility, they tried to make the two stimuli close in appearance and alter their modulation depth and intensity. H o wever, these modi cations in uence the global nature of the second-order signal, making it similar to the rst-order signal e.g., they become similar in their global visibility.
The model described here is capable of capturing these di erences at spatially local levels. In particular, these local di erences in image intensities, though small, are captured by the lightening and darkening cells, which process information from surround as well as center, and can capture the transient e ects of relative c hanges in the local brightness levels see Section 4. This is qualitatively similar to our explanation of the , display when seen from near and far Chubb and Sperling, 1989 . In those experiments, the grating shift was accompanied by a n i n tensity contrast reversal. In interleaved experiments, the phase shift between frames is accompanied by replacing a contrastmodulated stimulus with a luminance-modulated stimulus, or vice versa. The local changes between these two t ypes of stimuli are captured by the lightening and darkening cells. When the shift equals a quarter of the wavelength, as in the , display, it generates equivalent signals for both directions at the long-range lter stage, where the global motion signals are processed. Similarly, Mather and West 1993 used intensity kinematograms as rst-order stimuli and texture kinematograms as second-order stimuli in their version of interleaved experiments. The same arguments apply in those cases as well.
A n umber of studies have reported that temporal sensitivity i s w orse for second-order motion than rst-order motion and therefore suggest that two processing streams are necessary Derrington, 1994; Derrington and Badcock, 1985; Derrington et al, 1993; Holliday and Anderson, 1994; Smith and Ledgeway, 1997a . However, selective adaptation studies strongly suggest a single-processing channel Turano, 1991; Turano and Pantle, 1989. Turano 1991 reported that the results support the view that signals generated from luminance-domain stimuli and from contrast-domain stimuli are processed by a common motion mechanism" p 455. Holliday and Anderson 1994 also found that adaptation tuning curves for rst-order and second-order stimuli are similar at high temporal frequencies more than 4 Hz with maximal post adaptation near 12 Hz. For example, they concluded the results are consistent with the hypothesis that fast second-order motion is detected by F ourier-type mechanisms, preceded by a nonlinearity, and slow second-order motion is detected by a process involving a comparison of local luminance features" p 165. Lu and Sperling 1995a have classi ed these data into three types of motion. They noted that the rst-order and second-order are fast, while the third-order system is slow. As discussed above, these so called third-order stimuli may require more processing time because the percept requires form-motion interstream interactions such a s b e t ween V2 and MT Baloch and Grossberg, 1997; Chey et al., 1997; Francis and Grossberg, 1996a; Grossberg, 1991. Other experiments such as those by C h ubb and Sperling 1988 on drift-balanced stimuli and Harris and Smith 1992 on OKN were discussed above in the light of model simulations.
12 Summary A neural model of motion perception based upon magnocellular dynamics is developed to provide a uni ed explanation of key rst-order and second-order motion percepts. This motion Boundary Contour System model does not invoke parallel Fourier and non-Fourier pathways. A single processing stream is su cient if opponent ON and OFF channels exist that are capable of antagonistic rebound and that combine their results at suitably de ned lightening and darkening cells whose outputs are pooled to derive a motion percept. The model thus does not require separate channels, with one detecting only rst-order motion while the other detects only second-order motion. This result is in agreement with the data of Albright 1992 showing that most of the cells at area MT are selective to both rst-order and second-order motion stimuli. In addition:
1. The model explains why monkeys with lesions of the parvocellular but not magnocellular layers of the lateral geniculate nucleus are capable of detecting the correct direction of rstorder motion Schiller et al., 1990 . The model also predicts that such selective blocking would not e ect the detection of the correct direction of second-order motion. 2. The model computes the correct direction of motion of a contrast-reversing noise eld as an example of a second-order motion stimulus Chubb and Sperling, 1988. 3 . The model computes the opposite directions of motion for the , display when it is seen from near and far Chubb and Sperling, 1989. 4 . The model computes the correct direction of motion and tracks both edges of a moving bright bar moving on a background. The model tracks only the trailing edge of a moving bright bar if its ON channel is blocked Schiller, 1992 . The model predicts that blocking OFF bipolar cells would make direction-selective cortical cells insensitive to the trailing edge. Moreover, if a dark moving bar was used instead of a bright bar, then blocking ON OFF cells should make the direction-selective cells insensitive to the trailing leading edge. 5. The model qualitatively explains the data of Lu and Sperling 1995a on how directional judgments depend upon relative spatial phase, or spatial and temporal frequency. 6. The model predicts the existence of two testable classes of cells in the magnocellular processing stream, lightening and darkening cells, that transiently respond to local increase in brightness and darkness, respectively, no later than cortical area MT.
The present v ersion of the motion Boundary Contour System incorporates transient OFF cell rebounds and lightening and darkening cells into a neural theory of motion perception that has earlier simulated a wide variety of data about short-range and long-range apparent motion Rudd, 1989, 1992 , percepts of object speed and direction Chey, et al., 1994, 1997, and  form-motion interactions Grossberg, 1996, 1997; Francis and Grossberg, 1996a . The present results hereby show h o w a small set of properly con gured neural mechanisms can be used to unify the explanation of a diverse set of motion data. Figure 3: E ect of APB on cortical directionally selective cells. a A wide bright bar slides to the right through a cell's receptive eld RF, which is represented by the small circle. Bar edges are coded according to their spatial contrast i.e., dark side on the left indicates a dark-light o r D L edge, while dark side on the right indicates a light-dark or LD edge. b Luminance at the receptive eld increases as the leading edge of the bar reaches the receptive eld. Luminance decreases as the trailing edge reaches the receptive eld. Before APB injection, the cell res to both edges. Edge LD is the rst one to cross the receptive eld. After APB injection, the cell res only at the passage of the trailing edge that indicates a decrease in luminance. c The bright bar now m o ves from right to left. d Now the rst edge to cross the receptive eld is the DL edge instead. Before APB injection, the cell again res at passage of both edges. Responses are not as strong as when the bar was moving to the right, indicating that this cell is more selective to rightward motion than to leftward motion. After APB injection, the cell res only at the passage of the trailing edge. Adapted from Schiller, 1992 Figure 4: Schematic of the Grossberg-Rudd motion model Rudd, 1989, 1992. Variable Z R i represents the rightward motion of the far , display.
