Abstract. We generalize Condition (K) from directed graphs to Boolean dynamical systems and show that a locally finite Boolean dynamical system (B, L, θ) with countable B and L satisfies Condition (K) if and only if every ideal of its C * -algebra is gauge-invariant, if and only if its C * -algebra has the (weak) ideal property, and if and only if its C * -algebra has topological dimension zero. As a corollary we prove that if the C * -algebra of a locally finite Boolean dynamical system with B and L are countable either has real rank zero or is purely infinite, then (B, L, θ) satisfies Condition (K). We also generalize the notion of maximal tails from directed graph to Boolean dynamical systems and use this to give a complete description of the primitive ideal space of the C * -algebra of a locally finite Boolean dynamical system that satisfies Condition (K) and has countable B and L.
1. Introduction 1.1. Background. C * -algebras associated to Boolean dynamical systems were introduced in [7] as a generalization of graph C * -algebras. The class of C * -algebras of Boolean dynamical systems also contains the class of ultragraph C * -algebras, the class of C * -crossed products of Cantor minimal systems, C * -algebras of second countable zero-dimensional topological graphs, C * -algebras of shift spaces, as well as many labelled graph C * -algebras.
One of the merits of C * -algebras of Boolean dynamical systems is that many of the results about graph C * -algebras can be generalized to C * -algebras of Boolean dynamical systems. In [7] , the K-theory of the C * -algebra of a Boolean dynamical system was computed, the set of gauge-invariant ideals of the C * -algebra of a Boolean dynamical system was determined, Condition (L) for a Boolean dynamical system was introduced as a generalization of Condition (L) for directed graphs, and it was shown that a Boolean dynamical system (B, L, θ) with countable B and L satisfies Condition (L) if and only if its C * -algebra satisfies the Cuntz-Krieger uniqueness theorem.
Condition (K) for directed graphs was introduced in [14] . A directed graph satisfies Condition (K) if and only if every ideal of its C * -algebra is gauge-invariant [1, Corollary 3.8] , and if and only if its C * -algebra has real rank zero [9, Theorem 3.5] . If a C * -algebra has real rank zero, then it has the ideal property ([18, Remark 2.1]) and is K 0 -liftable ([18, Definition 3.1]). It is proven in [18, Proposition 2.11 and Theorem 4.2] that converse holds for a separable purely infinite C * -algebra. The weak ideal property was introduced in [16] where it was also shown that the ideal property implies the weak ideal property. It was proven in [17, Theorem 2.8 ] that a C * -algebra with the weak ideal property has topological dimension zero.
In [3] , the notion of a maximal tail of a row-finite directed graph with no sinks was introduced, and it was shown that if a row-finite directed graph E with no sinks satisfied Condition (K), then there is a bijective correspondence between the primitive ideals of the C * -algebra of E and the maximal tails of E. In addition, a topology on the set of maximal tails was introduced, and it was proved that the previously mentioned bijective correspondence becomes a homeomorphism if the set of maximal tails is equipped with this topology and the set of primitive ideals of the C * -algebra of E is equipped with the hull-kernel topology.
equivalent to a C * -algebra of a Boolean dynamical system. The authors therefore plan in another paper to enlarge the class of C * -algebras of Boolean dynamical systems (see [6] ) such that any gauge-invariant ideal of a C * -algebra of a Boolean dynamical system is Morita equivalent to a C * -algebra in this class, and use this to prove that the C * -algebra of a locally finite Boolean dynamical system (B, L, θ) with countable B and L that satisfies Condition (K) is K 0 -liftable.
If it is true that the C * -algebra of a locally finite Boolean dynamical system (B, L, θ) with countable B and L that satisfies Condition (K) is K 0 -liftable, then it would follow that if the C * -algebra of a locally finite Boolean dynamical system (B, L, θ) with countable B and L is purely infinite, then it has real rank zero.
1.4. The organization of this paper. The rest of the paper is organized in the following way: In section 2 we recall some preliminary results about Boolean dynamical systems and their C * -algebras. In section 3 and 4, we introduce a notion of ultrafilter cycles and maximal tails, respectively. In section 5 we define Condition (K) of Boolean dynamical systems. In section 6, we prove that a necessary and sufficient condition to Condition (K) of a locally finite Boolean dynamical system (B, L, θ) with countable B and L is that every ideal of C * (B, L, θ) is gauge-invariant. In section 7 we completely characterize the primitive ideal space of the C * -algebras of Boolean dynamical system. In section 8 we show that a locally finite Boolean dynamical system (B, L, θ) with countable B and L satisfies Condition (K) if and only if its C * -algebra has the (weak) ideal property, if and only if its C * -algebra has topological dimension zero We also illustrate some of the introduced concepts with a recurring example throughout the paper.
Preliminaries
For the convenience of the reader, we shall in this section briefly recall the definition of a Boolean dynamical system and the C * -algebra of a Boolean dynamical system as well of some basic results about C * -algebras of a Boolean dynamical systems from [7] .
We let N denote the set of positive integers. An ideal I of a Boolean algebra B is a Boolean subalgebra. For A ∈ B, the ideal generated by A is defined by I A := {B ∈ B : B ⊆ A}.
If I is an ideal of a Boolean algebra B then the relation 
A filter [7, Definition 2.6] ξ in a Boolean algebra B is a non-empty subset ξ ⊆ B such that
If in addition ξ satisfies F3 if A ∈ ξ and B, B ′ ∈ B with A = B ∪ B ′ , then either B ∈ ξ or B ′ ∈ ξ, then it is called an ultrafilter [7, Definition 2.6] of B. A filter is an ultrafilter if and only if it is a maximal element in the set of filters with respect to inclusion. We write B for the set of all ultrafilters of B. Notice that if A ∈ B \ {∅}, then {B ∈ B : A ⊆ B} is a filter, and it then follows from Zorn's Lemma that there is an ultrafilter η ∈ B that contains A. For A ∈ B, we let Z(A) := {ξ ∈ B : A ∈ ξ} and we equip B with the topology generated by {Z(A) : A ∈ B}. Then B is a totally disconnected locally compact Hausdorff space, {Z(A) : A ∈ B} is a basis for the toplogy, and each Z(A) is compact and open.
We now give a simple example of a Boolean algebra and illustrate some of the concepts introduced above. We shall return to this example throughout the paper.
Example 2.1. Let A := {1, 2, 3} and let X := A N be the full one-sided shift space on A. Equip X with the product topology. Then X is a Cantor set (i.e. it is a second countable compact Hausdorff space with no isolated points and with a basis of compact open sets). Let B be the set of compact open subsets of X. Then B is a Boolean algebra with unit X where ∪, ∩ and \ are the usual set operations, and ∅ is the empty set.
The map U → I U := {A ∈ B : A ⊆ U } is a bijection between the set of open subsets of X and the set of ideals of B. If U ∈ B, then the map A → [A] is a Boolean isomorphism from I X\U to the quotient B/I U .
The map C → F C := {A ∈ B : C ⊆ A} is a bijection between the set of non-empty compact subsets of X and the set of filters in B, and x →x := {A ∈ B : x ∈ A} is a bijection from X to B. If Λ is a subset of B, then the family {A} A∈Λ has a least upper-bound if and only if ∪ A∈Λ A ∈ B (i.e., if and only if ∪ A∈Λ A is compact), in which case ∪ A∈Λ A is the least upper-bound of {A} A∈Λ . Given a set L and any n ∈ N, we define
. . , β m ) ∈ L * , we will usually write α 1 . . . α n instead of (α 1 , . . . , α n ) and use αβ to denote the word α 1 · · · α n β 1 . . . β m (if α = ∅, then αβ := β; and if β = ∅, then αβ := α). For k ∈ N, we let α k := αα . . . α where the concatenation on the right has k terms. Similary we let α 0 := ∅. For 1 ≤ i ≤ j ≤ |α|, we denote by
A Boolean dynamical system [7, Definition 3.3 ] is a triple (B, L, θ) where B is a Boolean algebra, L is a set, and {θ α } α∈L is a set of actions on B such that for α = α 1 · · · α n ∈ L * \ {∅}, the action θ α : B → B defined as θ α := θ αn • · · · • θ α 1 has compact range and closed domain. Given any α ∈ L * \ {∅}, we write R α := R θα . We also define θ ∅ := Id.
For B ∈ B, we define
We say that A ∈ B is a regular [7, Definition 3.5] set if for any ∅ = B ∈ I A , we have 0 < λ B < ∞. If A ∈ B is not regular, then it is called a singular set. We write B reg for the set of all regular sets. Notice that ∅ ∈ B reg . A Boolean dynamical system (B, L, θ) is locally finite [7, Definition 3.6] if for every ξ ∈ B there exists A ∈ ξ such that λ A < ∞. Notice that if L is finite, then (B, L, θ) is locally finite. Example 2.2. Let A, X and B be as in Example 2.1. If x = (x k ) k∈N ∈ X and a ∈ A, then we denote by ax the element of X with (ax) 1 = a and (ax)
2.3. C * -algebras associated with Boolean dynamical systems. A CuntzKrieger representation [7, Definition 3.7] of a Boolean dynamical system (B, L, θ) is a family of projections {P A : A ∈ B} and partial isometries {S α : α ∈ L} in a C * -algebra such that for A, B ∈ B and α, β ∈ L, (i) P ∅ = 0, P A∩B = P A P B , and
It is shown in [7, Theorem 5.8] that if (B, L, θ) is a Boolean dynamical system, then there exists a universal representation {s α , p A } of (B, L, θ). We let C * (B, L, θ) denote the C * -algebra generated by a universal representation of (B, L, θ) and call it the Cuntz-Krieger Boolean C * -algebra, or just the C * -algebra, of the Boolean dynamical system (B, L, θ).
Let (B, L, θ) be a Boolean dynamical system and let α ∈ L * \{∅} and A ∈ B \{∅}.
has an exit (in [7] , this condition is called Condition (L B )).
Example 2.4. We continue Example 2.1 and Example 2.2. A pair (α, A) is a cycle if and only if α = i n for some n ∈ N and A ⊆ {x ∈ X : x 1 = 3}. Since ∆ A = {i, t} for any A ⊆ {x ∈ X : x 1 = 3}, every cycle in B has an exit, and (B, L, θ) satisfies Condition (L).
We need the following easy strengthening of [7, Theorem 9.9] .
(ii) π is injective.
It follows from [7, Theorem 9.9] that it suffices to show that π(s α p A s * α ) = 0 for all α ∈ L * and all ∅ = A ∈ B with A ⊆ R α . Suppose for contradiction that π(s α p A s * α ) = 0 for some α ∈ L * and some ∅ = A ∈ B with A ⊆ R α . Then
. We now recall the characterization given in [7] of the gauge-invariant ideals of the C * -algebra of a locally finite Boolean dynamical system. Let (B, L, θ) be a Boolean dynamical system. An ideal H of B is said to be hereditary if θ α (A) ∈ H for A ∈ H and α ∈ L, and saturated if A ∈ H whenever A ∈ B reg and
We call it a quotient Boolean dynamical system of (B, L, θ). Example 2.6. We continue Example 2.1, Example 2.2 and Example 2.4. Recall that the map U → I U := {A ∈ B : A ⊆ U } is a bijection between the set of open subsets of X and the set of ideals of B. If U is a non-empty open subset of X, then I U is hereditary if and only if {x ∈ X : x 1 ∈ {1, 2}} ⊆ U in which case I U is also saturated.
If we for an open subset U of X with {x ∈ X : x 1 ∈ {1, 2}} ⊆ U let B U be the set of compact and open subsets of X \ U (where the latter is equipped with the subspace topology), then B U equipped with the usual set operations is a Boolean algebra, and the map
For an open subset U of X with {x ∈ X :
) is a cycle with no exits. So if U is an open subset of X with {x ∈ X :
For a hereditary saturated ideal H of B, we denote by I H the ideal of C * (B, L, θ) generated by the projections {p A : A ∈ H}. Given an ideal I of C * (B, L, θ), we let
It is shown in [7, Proposition 10.11] that if (B, L, θ) is a locally finite Boolean dynamical system, then the maps I → H I and H → I H define a one-to-one correspondence between the set of all nonzero gauge-invariant ideals of C * (B, L, θ) and the set of all non-empty hereditary saturated ideals of (B, L, θ).
Ultrafilter cycles
Our definition of Condition (K) for Boolean dynamical systems relies on the notion of ultrafilter cycles which we now define.
Definition 3.1. Let (B, L, θ) be a Boolean dynamical system. We say that a pair (α, η), where α ∈ L * \ {∅} and η ∈ B, is an ultrafilter cycle if θ α (A) ∈ η for all A ∈ η.
If η ∈ B and α ∈ L * , then θ α (η) := {A ∈ B : θ α (A) ∈ η} is either empty or an ultrafilter. In fact, θ α (η) ∈ B if and only if R α ∈ η or α = ∅. Let 
which implies that θ α (B) ∈ η. Thus (α, η) is an ultrafilter cycle.
Example 3.3. We continue Example 2.1, Example 2.2, Example 2.4, and Example 2.6. Recall that x →x is a bijection from X to B. We have that
and that the maps θ a : R a → B are given by
Moreover, (i,x) is an ultrafilter cycle for anyx ∈ R i , and (α,x) is an ultrafilter cycle if α is a finite word with letters from {1, 2} and x := αα . . . is the infinite word we get by concatenating α with itself infinitely many times.
Maximal tails
We now generalize the notion of maximal tails from directed graphs (see [3] ) to our setting. We write A ≥ B for A, B ∈ B if there exists an α ∈ L * such that B ⊆ θ α (A).
Remark 4.2. In the above definition, (T1) and (T4) are equivalent to (T1') and (T4'), respectively. Proof. Suppose T is a maximal tail. Then B \ T is non-empty because ∅ / ∈ T . It follows from Property (T2) that if A, B ∈ B \ T , then A ∪ B ∈ B \ T ; and it follows from Property (T3) that if A ∈ B \ T and B ∈ B, then A ∩ B ∈ B \ T . This shows that B \ T is ideal of B. It follows from Property (T1) that B \ T is hereditary, and from Property (T4) that B \ T is saturated. Proposition 4.4. Let (B, L, θ) be a Boolean dynamical system. Suppose (α, η) is an ultrafilter cycle and A ∈ η is such that if β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈ η, then B ∈ η and β = α k for some k ∈ N. Then
Proof. It is straightforward to check that T satisfies (T0)-(T4). To show it satisfies (T5), we choose
is an ultrafilter cycle. It then follows that
Let π : B → B/(B \ T ) be the quotient map given by π(B) = [B]. We claim that (α, [A] ) is a cycle with no exit in (B/(B \ T ), L, θ). We first show that B \ θ α (B) / ∈ T and θ α (B) \ B / ∈ T for any B ∈ I A . For contradiction, suppose B \θ α (B) ∈ T . Then θ β (B)\θ αβ (B) ∈ η for some β ∈ L * . It follows that θ β (B) ∈ η, and thus that β = α k for some k ∈ N. But then θ αβ (B) = θ α k+1 (B) = θ α (θ β (B)) ∈ η, and
which is not the case. Thus, we must have that B \ θ α (B) / ∈ T . Similarly, if θ α (B) \ B ∈ T , then θ αβ (B) \ θ β (B) ∈ η for some β ∈ L * , and then θ αβ (B) ∈ η, which implies that B ∈ η, and thus that θ β (B) ∈ η and
which is not the case. Thus, we must have that θ α (B) \ B / ∈ T . Now for any [B] ⊆ [A], we see that
This shows that (α,
for some β = α t+1 , and then θ α 1 ···αtβ (A) ∈ T . Thus there is a γ ∈ L * such that θ γ (θ α 1 ···αtβ (A)) = θ α 1 ···αtβγ (A) ∈ η, and hence α 1 · · · α t βγ = α k for some k ∈ N, which means that β = α t+1 , a contradiction. Therefore, (α, [A] ) is a cycle with no exits.
Definition 4.5. Let (B, L, θ) be a Boolean dynamical system. A maximal tail T of (B, L, θ) is cyclic (cf. [8] ) if there is an ultrafilter cycle (α, η) such that T := {B ∈ B : θ β (B) ∈ η for some β ∈ L * } and an A ∈ η such that if β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈ η, then B ∈ η and β = α k for some k ∈ N. Example 4.6. We continue Example 2.1, Example 2.2, Example 2.4, Example 2.6, and Example 3.3. Recall that x →x is a bijection from X to B. Then {x : x ∈ X, x 1 = 3} is the set of all maximal tails of (B, L, θ).
In the example above, each maximal tail is an ultrafilter. In general, a maximal tail is not necessarily a filter.
Next, we show a converse to Proposition 4.4. Before we give the proof of Proposition 4.7, we first introduce the following two lemmas which we shall use in the proof of Proposition 4.7 and again later in the paper.
Lemma 4.8. Let (B, L, θ) be a Boolean dynamical system and suppose (α, A) is a cycle with no exits. Fix 1 ≤ k < |α| and let α ′ = α [1,k] . Suppose that B ∩ θ α ′ (B) = ∅ for every non-empty subset B of A, and let A ′ := A ∩ θ α ′ (A). Then (α ′ , A ′ ) is a cycle with no exit.
Proof. It suffices to show that B = θ α ′ (B) for all subset B ⊆ A ′ . Choose a nonempty subset B in A ′ . Then
From the assumption that B ′ ∩ θ α ′ (B ′ ) = ∅ for every non-empty subset B ′ of A, we thus get that B \ θ α ′ (B) = ∅. It follows that B ⊆ θ α ′ (B).
Since (α, A ′ ) is a cycle with no exit and B ′ ∩ θ α ′ (B ′ ) = ∅ for every non-empty subset B ′ of A, it follows that α k+i = α i for every i, where the indices are computed modulo |α|. We thus have that (α ′ ) |α| = α k , and hence [1,j] .
Proof. Let j := min{1 ≤ k ≤ |α| : ∃B ∈ I A such that (α [1,k] , B) is a cycle}.
Choose A j ∈ I A such that (α [1,j] , A j ) is a cycle. By applying Lemma 4.8 inductively on (α [1,j] , A k+1 ), where k = j − 1, j − 2, . . . , 1, we see that there are non-empty sets
Proof of Proposition 4.7. It follows from Lemma 4.9 that there is a cycle (α,
Then η is an ultrafilter in B and A ∈ η.
) ∈ η ′ , and hence θ α (B) ∈ η. This shows that (α, η) is an ultrafilter cycle. Suppose β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈ η. Then
, we thus have
Using that (α, [A]) is a cycle with no exits and [A]
This shows that B ∈ η. We thus have that T := {B ∈ B : θ β (B) ∈ η for some β ∈ L * } is a cyclic maximal tail. Suppose B ∈ T ∩ H. Since B ∈ T , we have that θ β ([B]) ∈ η ′ for some β ∈ L * . On the other hand, since B ∈ H we also have that [B] = ∅, a contradiction. Thus, T ∩ H = ∅.
Condition (K)
Motivated by Proposition 4.4 and Proposition 4.7 we make the following definition.
Definition 5.1. We say that a Boolean dynamical system (B, L, θ) satisfies Condition (K) if there is no pair ((α, η), A) where (α, η) is an ultrafilter cycle and A ∈ η such that if β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈ η, then B ∈ η and β = α k for some k ∈ N. Example 5.2. We continue Example 2.1, Example 2.2, Example 2.4, Example 2.6, Example 3.3, and Example 4.6. We saw in Example 2.6 that there are quotients of (B, L, θ) that do not satisfy Condition (L). It therefore follows from Proposition 4.7 that there is an ultrafilter cycle (α, η) in (B, L, θ) and an A ∈ η such that if β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈ η, then B ∈ η and β = α k for some k ∈ N. Thus, (B, L, θ) does not satisfy Condition (K).
It is not difficult to construct such an ultrafilter cycle (α, η) and A ∈ η. Let x be an element of X such that x 1 = 3. We saw in Example 3.3 that (i,x) is then an ultrafilter cycle. Let A := {y ∈ X : y 1 = 3}. Suppose β ∈ L * \ {∅}, B ∈ I A , and θ β (B) ∈x. Since θ α (B) / ∈x for α ∈ {1, 2, t} (see Example 2.2), it follows that β = i k for some k ∈ N, and thus that B = θ β (B) ∈x.
We shall in Theorem 6.3 see that a locally finite Boolean dynamical system with countable B and L satisfies Condition (K) if and only if every ideal in C * (B, L, θ) is gauge-invariant, but we shall first look at how our Condition (K) for Boolean dynamical systems is related to Condition (K) for directed graphs.
We refer the reader to [3, 13, 19, 14] among others for the definitions of directed graphs and their C * -algebras. Let E = (E 0 , E 1 , r, s) be a directed graph. We shall define two Boolean dynamical systems (B E , L E , θ E ) and (B ∂E , L ∂E , θ ∂E ), both of which have the same C * -algebra as E.
We let L E := E 1 , let B E be the set of finite subsets of E 0 , and define for each e ∈ L E a map (θ E ) e : B E → B E by (θ E ) e (A) = {r(e)} if s(e) ∈ A, ∅ if s(e) / ∈ A.
Then (B E , L E , θ E ) is a Boolean dynamical system, and C * (B E , L E , θ E ) is isomorphic to C * (E) by a map that maps s e to s e and p {v} to p v . Moreover, the map
is a bijection between E 0 and B E such that
for v ∈ E 0 and e ∈ L E . Let E 0 sing := {v ∈ E 0 : s −1 (v) is empty or infinite} be the set of singular vertices. For n ∈ N, let
and define E * = ∪ n≥0 E n to be the set of all finite paths, where we regard a vertex in E 0 as a path of length 0. Similarly, we let
The range and source mapse r and s extends to E * in the obvious way, and s extends to E ∞ . We write |u| = n if u ∈ E n . The boundary path space of E is the space 
2]).
We let L ∂E := E 1 , define B ∂E the set of clopen subsets of the boundary path space ∂E, and define for each e ∈ L ∂E a Boolean homomorphism (θ ∂E ) e : B ∂E → B ∂E by setting (θ ∂E ) e (A) := {x ∈ ∂E : ex ∈ A}. Then (B ∂E , L ∂E , θ ∂E ) is a Boolean dynamical system, and C * (B ∂E , L ∂E , θ ∂E ) is isomorphic to C * (E) by a map that maps s e to s e and p Z(v\∅) to p v . Moreover, the map x ∈ ∂E →x := {A ∈ B ∂E : x ∈ A} is a bijection between ∂E and
Recall that the graph E satisfies Condition (K) if and only if whenever v ∈ E 0 , α ∈ E * \ E 0 , and s(α) = r(α) = v, then there is a β ∈ E * \ E 0 such that s(β) = r(β) = v and β = α k for any k ∈ N. 
Proof. (a) and (b) easily follow from Lemma 3.2(2). (c):
Suppose first that (B E , L E , θ E ) satisfies Condition (K), and assume that v ∈ E 0 , α ∈ E * \ E 0 , and s(α) = r(α) = v. Then (α,v) is an ultrafilter cycle and {v} ∈v. Since we are assuming that (B E , L E , θ E ) satisfies Condition (K), it therefore follows that there is a B ∈ I {v} and a β ∈ L * \{∅} such that (θ E ) β (B) ∈v, and either B / ∈v or β = α k for any k ∈ N. The conditions B ∈ I {v} and (θ E ) β (B) ∈ v together imply that B = {v} and s(β) = r(β) = v. We therefore have that β = α k for any k ∈ N which shows that E satisfies Condition (K).
Conversely, suppose E satisfies Condition (K), and assume that (α,v) is an ultrafilter cycle in (B E , L E , θ E ) and A ∈v. Then s(α) = r(α) = v. Since we are assuming that E satisfies Condition (K), it follows that there is a β ∈ E * \ E 0 such that s(β) = r(β) = v and β = α k for any k ∈ N. Then β ∈ L * E \ {∅}, {v} ∈ I A , (θ E ) β ({v}) = {v} ∈v, and β = α k for any k ∈ N; which shows that (B E , L E , θ E ) satisfies Condition (K).
(d): Suppose first that (B ∂E , L ∂E , θ ∂E ) satisfies Condition (K), and assume that v ∈ E 0 , α ∈ E * \ E 0 , and s(α) = r(α) = v. Then x := α ∞ ∈ ∂E and (α,x) is an ultrafilter cycle in (B ∂E , L ∂E , θ ∂E ). Let A := Z(α \ ∅). Then A ∈x. Since we are assuming that (B ∂E , L ∂E , θ ∂E ) satisfies Condition (K), it therefore follows that there is a B ∈ I A and a β ∈ L * \ {∅} such that (θ ∂E ) β (B) ∈x, and either B / ∈x or β = α k for any k ∈ N. It follows from (θ ∂E ) β (B) ∈x that βx ∈ B, and thus that r(β) = s(x) = s(α) = v. Since B ∈ I A , we also have that βx ∈ B ⊆ A = Z(α \ ∅) and thus s(β) = s(α) = v. If β = α k for some k ∈ N, then x = βx ∈ B, so that cannot be the case. Thus, β = α k for any k ∈ N. This shows that E satisfies Condition (K).
Conversely, suppose E satisfies Condition (K), and assume that (α,x) is an ultrafilter cycle in (B ∂E , L ∂E , θ ∂E ) and A ∈x. Then s(α) = r(α) and x = α ∞ . Since we are assuming that E satisfies Condition (K), it follows that there is a β ∈ E * \ E 0 such that s(β) = r(β) = v and β = α k for any k ∈ N. Since A ∈x, we have that A is an open neighbourhood of x in ∂E. There is therefore an n ∈ N such that Z(α n \ ∅) ⊆ A. Let γ := α n β and B := Z(γ \ ∅). Then γ ∈ L * ∂E \ {∅}, B ∈ I A , (θ ∂E ) γ (B) ∈x, and γ = α k for any k ∈ N. This shows that (B ∂E , L ∂E , θ ∂E ) satisfies Condition (K). (1) If (α, η) is an ultrafilter cycle, then there exists β ∈ L * such that (β, η) is an ultrafilter cycle and β = α k for all k ∈ N. (2) If α ∈ L * \ {∅}, η ∈ B, and η = θ α (η), then there exists β ∈ L * \ {∅} such that η = θ β (η) and β = α k for all k ∈ N.
Proof. Follows from Lemma 3.2(2).
Proof. Assume (1) in Lemma 5.4 holds and let (α, η) be an ultrafilter cycle and A ∈ η. Then there is a β ∈ L * \ {∅} such that (β, η) is an ultrafilter cycle and β = α k for all k ∈ N. Since (β, η) is an ultrafilter cycle and A ∈ η, it follows that θ β (A) ∈ η. This shows that (B, L, θ) satisfies Condition (K). 
Boolean dynamical systems in which all ideals are gauge-invariant
In this section, we show that a Boolena dynamical system (B, L, θ) satisfies Condtion (K) if and only if (B, L, θ) has no cyclic maximal tails, and if and only if the quotient Boolean dynamical system (B/H, L, θ) satisfies Condition (L) for every hereditary saturated ideal H of B. We also show that each of them is a necessary condition to that every ideal of C * (B, L, θ) is gauge-invariant, and that if moreover (B, L, θ) is locally finite and has countable B and L, each of them is also a sufficient condition to that every ideal of C * (B, L, θ) is gauge-invariant.
We start with two technical results.
Lemma 6.1. Let (B, L, θ) be a Boolean dynamical system and suppose (α, A) is a cycle with no exits. Then we have θ α [1,i] 
Proof. Let (α, A) be a cycle with no exits. By Lemma 4.9, we may assume that A ∩ θ α [1,j] (A) = ∅ for 1 ≤ j < |α|. Let n := |α|. We claim that then
To see that the claim holds, suppose
Since (α, A) has no exit, we then have that α i+k = α j+k for any k (where the indices are computed module n). Thus,
contains an ideal that is not gauge-invariant, and there is a B ∈ T such that
Proof. Choose a cyclic maximal tail T in (B, L, θ). Then there is an ultrafilter cycle (α, η) such that T = {B ∈ B : θ β (B) ∈ η for some β ∈ L * } and an A ∈ η such that if β ∈ L * \ {∅}, B ∈ I A and θ β (B) ∈ η, then B ∈ η and β = α k for some k ∈ N. By Remark 4.3, B \ T is a hereditary saturated ideal of B. We first show that for any B ∈ I A , we have
(or equivalently, either A\B ∈ B \T or B ∈ B \T .) Since A = B ∪(A\B) ∈ η, either B ∈ η or A \ B ∈ η. First, if B ∈ η, then A \ B / ∈ η. We then have θ β (A \ B) / ∈ η for all β ∈ L * . If not, θ β (A \ B) ∈ η for some β ∈ L * , and thus A \ B ∈ η. This is not the case. Thus A \ B / ∈ T . Second, if A \ B ∈ η, it follows that θ β (B) / ∈ η for all β ∈ L * with the same reason. Thus, B / ∈ T . Put B := ∪ n k=1 θ α [1,k] (A) where n = |α|. We now claim that
In the proof of Proposition 4.4, we proved that (α, [A] ) is a cycle with no exit in (B/(B \ T ), L, θ). By (2), we see that [A] is minimal in the sense that for any non-
We also have by Lemma 6.1 that
Then, for 
for some i, j, l, m ≥ 0 and 1 ≤ k, k ′ ≤ n since (α, [A] ) is a cycle with no exit. Then
Thus by (3), k = k ′ . It then follows that
is generated by the elements s α i p [θα [1,i] (A)] for 1 ≤ i ≤ n. Let γ be the restriction of the gauge action on C * (B/(B \ T ), L, θ) to the hereditary subalgebra
which is obviously gauge-invariant, and let β be the gauge action of the universal (graph) C * -algebra C(T) ⊗ M n generated by the partial isometries t 1 , . . . , t n satisfying the relations t * i t i = t i+1 t * i+1 , t * n t n = t 1 t * 1 , and n j=1 t * j t j = 1 for 1 ≤ i ≤ n − 1. But the partial elements s α i p [θα [1,i] (A)] , 1 ≤ i ≤ n, satisfy the above relations with p [B] in place of 1, hence there exists a homomorphism
such that π(t i ) = s α i p [θα [1,i] (A)] for 1 ≤ i ≤ n. It is then immediate to have π(β z (t i )) = γ z (π(t i )) for all i and thus the gauge-invariant uniqueness theorem ( [7, Theorem 5.10] ) proves that π is an isomorphism. It then follows that C * (B/(B \ T ), L, θ) contains an ideal that is not gauge-invariant.
We can now prove our main theorem. We show that (4) =⇒ (2): Assume to the contrary that (B, L, θ) has a cyclic maximal tail T . It then follows by Proposition 6.2 that there is a B ∈ T such that
is isomorphic to M n (C(T)) for some n ∈ N. Thus C * (B, L, θ) has a quotient containing a corner that is isomorphic to M n (C(T)) for some n ∈ N and contains an ideal that is not gauge-invariant, a condtradiction. Now assume that (B, L, θ) is locally finite and B and L are countable and prove (3) =⇒ (4): Let I be an ideal of C * (B, L, θ). Then H I = {A ∈ B : p A ∈ I} is a hereditary saturated ideal of B and the ideal I H I generated by the projections {p A : A ∈ H I } is gauge-invariant. Since I H I ⊆ I, the quotient map
given by q(s + I H I ) := s + I for s ∈ C * (B, L, θ), is well-defined. From [7, Proposition 10 .11], we have an isomorphism π : C * (B/H I , L, θ) → C * (B, L, θ)/I H I which maps the canonical generators to the canonical generators. Then the composition map
is a nonzero projection. Since the quotient Boolean dynamical system (B/H I , L, θ) satisfies Condition (L), we see that the map q • π is injective by the Cuntz-Krieger Uniqueness Theorem 2.5. Thus q is injective, so that I must coincide with the gauge-invariant ideal I H I .
Note that if I is an ideal such that H I = {∅}, then I H I = {0}, and q • π is the quotient map q : C * (B, L, θ) → C * (B, L, θ)/I. Then the family {p A + I, s α + I} is a representation of the Boolean dynamical system (B, L, θ) in the C * -algebra C * (B, L, θ)/I such that p A + I = 0 and s α + I = 0 for each A ∈ B and α ∈ L. Since (B, L, θ) satisfies Condition (L), the Cuntz-Krieger Unique Theorem 2.5 again says that q is injective. Thus we have I = {0}.
7.
The primitive ideal space of C * (B, L, θ)
In this section, we describe the primitive ideal space of the C * -algebra of a locally finite Boolean dynamical system that satisfies Condition (K) and has countable B and L. The notion of a maximal tail plays a crucial role to characterize primitive gauge-invariant ideals of C * (B, L, θ). We analysis the topology on the set all maximail tails M in B and then show that M is homeomorphic to the primitive ideal space of C * (B, L, θ). 
Proof. It is obvious that
Then A 1 , A 2 ∈ T , and thus there exists C ∈ T such that A 1 ≥ C and A 2 ≥ C by (T5). So there are α i ∈ L * so that C ⊆ θ α i (A i ) for i = 1, 2. Hence by (T3), we see that θ α i (A) ∈ T for i = 1, 2. Therefore, A 1 , A 2 ∈ T by (T1). Thus it follows that
Thus, {U A : A ∈ B} forms a basis of a topology of M. To show U A is compact, consider the injective map ι : M → {0, 1} B given by
for A ∈ B. Equip {0, 1} B with the product topology. Then {0, 1} B is compact. Since
is a bijective open map, and hence ι −1 :
We shall now characterize the closed subsets of M. For a subset S of M, denote by S the closure of S in M. Lemma 7.2. Let (B, L, θ) be a Boolean dynamical system and S a subset of M. Then S = {T ∈ M : T ⊆ ∪ S∈S S}.
Proof. We have
7.2. The primitive ideal spaces. If a locally finite Boolean dynamical system (B, L, θ) with countable B and L satisfies Condition (K), then every ideal has the form I H for some hereditary saturated ideal H of B by Theorem 6.3. So, we only need to determine when the gauge-invariant ideal I H is primitive. We start with the following lemma that holds true without assuming locally finiteness of (B, L, θ) and countability of B and L.
Proof. The set H := {A ∈ B : p A ∈ I} is a proper hereditary saturated ideal of B (see for example, [10, Lemma 3.5]). So, T = B \ H satisfies (T0), (T1), (T2), (T3), and (T4). To show (T5), choose A 1 , A 2 ∈ T and take an irreducible representation
we have p A 1 / ∈ I, and hence π(
Thus there exist µ, ν ∈ L * and C ⊆ θ µ (A 1 ) ∩ θ ν (A 2 ) such that π(s µ p C s * ν ) = 0. One can also shows that π(p C ) = 0, giving p C / ∈ I. So C ∈ T satisfies A 1 ≤ C and A 2 ≤ C. Therefore, T is a maximal tail. By Prim(C * (B, L, θ)) we mean the set of primitive ideals in C * (B, L, θ). We now obtain a complete list of primitive ideals of C * (B, L, θ) and a description of the hull-kernel topology of Prim (C  *  (B, L, θ) ). This shows that φ is a homeomorphism.
Topological dimension zero
A C * -algebra A is said to have topological disemsion zero if the primitive ideal space of A endowed with the hull-kernel topology has a basis of compact open sets ( [5] ). Proposition 7.4 and Theorem 7.5 say that if a locally finite Boolean dynamical system (B, L, θ) satisfies Condition (K) and has countable B and L, then the topological dimension of C * (B, L, θ) is 0. We show in Theorem 8.1 that the converse is also true. We also show that this is equivalent to C * (B, L, θ) having the (weak) ideal property.
To begin with, we recall that a C * -algebra A is said to have the ideal property (5): Since the property of having topological dimension zero passes to ideals, quotients and full corners, C * (B, L, θ) that has topological dimension zero never has quotients containing a corner that is isomorphic to M n (C(T)).
