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ABSTRACT 
We give some exact formulas and some estimates for the distance to a polyhedron 
in a normed linear space E. We show that in the case when E = R”, endowed with 
the l--norm, these estimates are, in general, better than a recent estimate by Cook, 
Gerards, Schrijver, and Tardos [2]. 
0. INTRODUCTION 
Recently, Cook, Gerards, Schrijver, and Tardos have proved the following 
result (see [lo, p. 126, Theorem 10.5, case c = 01; see also [2, Theorem 5(i), 
case w = 0; p. 258, remark (211): 
THEOREM 0.1. Let A be an m x n matrix, and let @ be the least number 
such that fw each nonsingular submatrix B of A all entries of B-l are at most 
p in absolute value. Furthermore, let b’ E R”. Then fw each b” E R” and 
xOeR” suchthut 
Ax,<bO (0.1) 
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(where < is the usual partial order on R’“, defined componentwise), there 
exists x’ E R” satisfying 
Ad < b’, (0.2) 
IIxg - dllm< npllb’ - b’llm, (0.3) 
where 11. Ilrn denotes the I,-norm (i.e., the maximum of the absolute values of 
the components). 
This is a result of “sensitivity analysis,” since it gives a bound for the 
change of the solution of a system of linear inequalities in terms of the 
change of the right-hand side. For related results, see also Rosenbloom [9, 
p. 14, Lemma 41, Hoffman [4], Ky Fan [3], Mangasarian [7], Robinson [8], and 
Auslender [l], and the references therein. 
Theorem 0.1 may be also expressed as a result on the distance (in the 
Z,-norm) from x0 to the polyhedron 
G=(xER”Ih<b’}. (0.4) 
Indeed, since G is closed, it is proximinal, i.e., the distance dist(x,,G), from 
any x0 E R” to G, in the I,-norm ]]*]lm, is attained for some x’ E G (see e.g. 
[ll]), so Theorem 0.1 means that for each b” E R’” and x0 E R” satisfying 
(0.1) we have 
Wx,,G),< npllb’- b’ll,,,. (0.5) 
In the present paper we shall give some results on the distance to a 
polyhedron and some improvements of the constant np of (0.3) and (0.5). 
In Section 1 we shall give some exact formulas for the distance to a 
polyhedron in an arbitrary (finite- or infinite-dimensional) normed linear 
space E = (E, 11.11) and, for the “nondegenerate” case or the case when E is 
finite-dimensional, an estimate of the type (0.3) with [lx0 - x’]], and np 
replaced by ]]r” - ~‘11 and a certain constant C, respectively. Our proofs will 
be more geometric than those of the papers mentioned above. 
In Section 2, for the space R” endowed with the Z,-norm 11. llm, we shall 
introduce a constant K, in terms of the norms of certain inverse operators, 
and we shall show that C < K (for C of Section 1). Nevertheless, K is more 
convenient for computations than C. 
Finally, in Section 3, we shall compare K and np (of Theorem 0.1). We 
shall show that K < np and that, in general, K is better than n/3. We shall 
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also give a necessary and sufficient condition for K = np, which shows that 
the cases when K = n@ are rather rare. 
1. THE DISTANCE TO A POLYHEDRON IN A NORMED LINEAR 
SPACE. THE CONSTANT C 
For a normed linear space E = (E, I(* II), we shall denote by E* = (E*, II* 11) 
the conjugate space of E, i.e., the linear space of all continuous linear 
functionals on E, endowed with the usual norm II@11 = supx E E, llxll G ,INx)l 
(@ E E*). We recall that a subset D of a normed linear space E is called a 
closed half space if there exist @ E E* \ (01 and b’ 
D = {x E E)@(x) < b’). 
PROPOSITION 1.1. Let D be a closed half space 
space E, and let x0 E E \ D. Then 
dist( x0, D) = 
@(x0) - b’ 
llal 
Proof. For the hyperplane 
H= (r E El@(x) = b’} (1.3) 
E R such that 
(1.1) 
(1.1) in a normed linear 
(1.2) 
we have, by a well-known theorem of Ascoli (see e.g. [ll, p. 24, Lemma 1.21) 
dist( x0, D) = dist( x,,, N) = 
IWo) - b’i 
ll@ll . (1.4) 
But, since x0 P D, we have @(x0) > b’, whence, by (1.4) we obtain (1.2). n 
We recall that a subset G of a normed linear space E is called a 
polyhedron if G is an intersection of a finite number of closed half spaces, 
i.e., if there exist Q1,. . , @,,, E E* \{O) and b’,, . . , b:,, E R (where 1~ m < 
+m) such that 
G = {x E Elai(x) < bl (i = l,...,m)}. (1.5) 
We shall denote by max (respectively, min) a sup (an inf) which is attained. 
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THEOREM 1.1. Let G be a polyhedron (1.5) in a nmmed linear space E, 
and let x0 E E \ G. Then 
dist(x,,G) = A ,my>a .$ A,[@&)-bll. (1.6) 
I]$,;;,{[= 1 I- l 
Proof. By a result of Laurent and Martinet ([6, p. 167, formula (13)1, 
applied to the function f(r) = Ilx,, - XII, x E E), we have 
dist(x,,G) = r=axxdist(x,, D), 
DzG 
(1.7) 
where 9 denotes the collection of all closed half spaces of E. Let 
D,={x~E~@,(x)<b~} (1.8) 
(where @a E E* \{O}, bb E R) be any closed half space for which the 
maximum in (1.7) is attained. Then D, 2 G, so the inequality @a(x) < bb is 
a consequence of the inequalities @Jr) < bi (i = 1,. . . , m), whence, by the 
theorem of Farkas (see e.g. [3, Theorem 4]), there exist A:, . . . , A: B 0 such 
that 
Q. = E /iqq, bb 2 2 Ayb;. (1.9) 
i=l i=l 
Then, by Proposition 1.1, we obtain 
dist( x0, G) = dist( x0, Da) = 
@0(x0) - 4 
II@poll 
(1.10) 
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On the other hand, for any A,, . . . , 
r E G we have, by (1.51, 
A,, > 0 with I&?IAi@jjll = 1 and any 
whence, by (l.lO), we get (1.6), with the max being attained for 
W (1.12) 
REMARK 1.1. 
(a) From (1.10) and (1.11) it follows that, instead of the inequality > in 
(1.9), we have actually the equality 
b; = 5 Aci’b;. 
i=l 
(1.13) 
(b) Theorem 1.1 can be also deduced from a result of Ky Fan on systems 
of linear inequalities [3, Theorem 13(u); remark, p. 1321. Our proof, given 
above, is more geometrical. 
Under some additional assumptions, Theorem 1.1 can be strengthened. 
To this end, let us introduce some notation. 
For G of (1.5), let 
~=(Z~{l,...,m)~{@i)iE, islinearlyindependent}, (1.14) 
c?= .&b’) = {I E &I x E G, Qi(x) = b: (i E I)}. (1.15) 
Furthermore, for each r E G, let 
(1.16) 
We shall say that the system (aj, bi)y= 1 is non&generate if 
Z,E.Y (xEG), (1.17) 
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i.e., if for each x E G, the set 
{@i E {@l,...,@~~~} l@i(x) = bl) (1.18) 
is linearly independent. 
THEOREM 1.2. Let G be a polyhedron (1.5) in a normed linear space E, 
and let x0 E E \ G. 
(a) Zf there exists in G a nearest point to x0 and if (Qi, bi)yL, is 
nondegenerate, then 
dist(x,,,G) = max max C ‘i[@i(“O) - bI1. 
~~~ h,~O(iEI) ill 
II E, E ,A$, II = 1 
(1.19) 
(b) If dim E < + CO, then (1.19) holds (without any additional assumption 
on G or (Qj, bi):“,). 
Proof. (a): Assume that there exists x’ E G satisfying 
dist( x,,G) = 11x0 - ~‘11, ( 1.20) 
and that (oi, b:)& is nondegenerate. Then, by (1.20) and Theorem 1.1, 
there exist i1,. . . , i,,, > 0 such that 
/I II 5 /Qq = 1, i=l (1.21) 
/Ix0 - x’ll = c &(q( x0) - b:). 
i=l 
(1.22) 
Then, by (1.11) applied to Ai = ii (i = 1,. . ., m) and IX = x’, and by (1.221, 
it follows that 
F &b; = 2 ,$@i(x’), 
i=l i=l 
( 1.23) 
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whence, by x’ E G, (1.5), and i,,. . ., i,,, > 0, we obtain 
/ii=0 (i P lxl). ( 1.24) 
But, by (1.171, x’ E G, and ai = 13: (i E I,,), we have I,f E 3 [of (1.15>1. 
Hence, by (1.20)-(1.22), (1.24), and (1.6) we get (1.19) with the maxima 
being attained for I,, E 3 and (Xi)i E ,,, respectively. 
(b): Assume that dim E < +m. Then, since G is closed, there exists 
x’ E G satisfying (1.20), and hence, as in the proof of part (a), there exist 
i,,. ..,i,,, > 0 satisfying (1.21)-(1.24). Furthermore, since dim E < +~a and 
Cir I ,A~@~ E cone{ai 1 i E I,,} (where cone M denotes the smallest convex 1 
cone with vertex 0 containing M), there exist, by Caratheodory’s theorem 
(see e.g. [ 10, p. 97, corollary 7.lil), a linearly independent subset I of Z,f and 
Ai > 0 (i E i) such that 
c &a$ = c hia+. ( 1.25) 
i E I,, iEi 
Then, by (1.20), (1.221, (1.241, (1.16), 3~’ E G, and (1.25) we obtain 
= C Ai[@i(Xo)-Qj(X’)] = C Aj[@j(xj)-bl]’ (l-26) 
iEi iei 
But, by i E 3, i c I,?, x’EG, and o&x’)= bi (i E i), we have TE 3. 
Hence, by (1.25) (1.24) (1.21) (1.26), and (1.6) we get (1.19) with the 
maxima being attained for i E 3 and (XL>i E I respectively. n 
C0ROLL”4RY 1.1. If dim E < +w, then for G of (1.5) and x,, E E \ G, 
there exists i E 2 such that 
dist( x0, G) = dist( rO, Gr) , (1.27) 
where 
Gi= {x E EIQi(x) B b’ (i E i)). (1.28) 
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proof. Choose any j E $_ for which the first max in (1.19) is attained. 
Then, applying Theorem 1.2(b) to G and CT, we obtain 
IICi,iA,@,II= 1 
< max max C A,[Q,(x,>-b!] =dist(x,,Gj), 
IEQ A,>O(iEI) iEl 
rzi IIL,,hi*,II=l 
which, since G c Gf [by (1.5) and (1.28)1, yields (1.27). n 
THEOREM 1.3. Under the assumptions of Theorem 1.2(a) or (b), let 
by,. . . , bz E R be such that 
(i = l,...,m). ( 1.29) 
Then 
dist( xo,G) < Cllb’ - b’llm, ( 1.30) 
where b” = (by,. . , bz,) E R”‘, b’ = (b;, . . . , b:,,) E R”‘, and 
C= max max C *i. 
lEQ h,aO(iEI) iEl 
II c, E ,A,qII = 1 
(1.31) 
Proof. (a): Let x’ E G and /I,,.. ., II,,, > 0 be as in the above proof of 
Theorem 1.2(a). Then, by (1.20), (1.22), (1.24), 1, ,,.., I,,, > 0, and (1.29), 
dist(x,,G) = C Xi[Qi(xo) - bi] < C Xi(bo - bi) 
i E 1,~ i E I,, 
( 1.32) 
But, by the above proof of Theorem 1.2(a), we have I,1 E $: Hence, by 
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(1.211, (1.241, and (1.31), we obtain 
c /i&C. (1.33) 
i E 1~ 
;h;ui by maxi E I,lby - &I < [lb0 - &IL.,, (1.32), and (1.331, there follows 
. . 
(b): In case (b), the proof is similar, replacing I,, and Xi by i and Ai of 
the above proof of Theorem 1.2(b) and replacing (1.32) by 
dist(r,,G) = C Xi[@i(Xo)-bI] = C Ai[@i(xo)-h:] 
i E I,, iEi 
[where the second equality holds by (1.2611. W 
REMARK 1.2. 
(a) Let us denote 
( 1.35) 
Then (1.31) becomes 
C = max C,. 
IEQ 
(1.36) 
(b) Example 2.1 b 1 e ow shows that, in general, the set 3 yields better 
constants than the set 3. 
2. THE CONSTANT K 
From now on [with the exception of Remark 2.1(c)], we shall consider 
only the case when E is the finite-dimensional space R”, endowed with the 
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l,-norm, i.e., 
E=(R”,IIk). (2.1) 
Then, each @‘i E E* is of the form 
Qi(X) = k aijxj [*=(Xj);tH’“], (2.2) 
j=l 
with suitable ai,, . , a,, E R. Hence, (1.5) and (1.29) can be written, respec- 
tively, in the form 
G={~ER”IA~<~‘}, (2.3) 
Ax” < bO, (2.4) 
where A is the (nonzero) real m X n matrix 
A=(aij)i= I ,..., m, j=l,. .,n’ (2.5) 
and b’ = (b;,. . ., bk) E R’“, b” = (b” b”) E R”‘. Furthermore, E* is 
canonically linearly isometric to (R”,\/*‘ll ‘i “‘h 1 , w ere ll.lll denotes the I,-norm 
(i.e., the sum of the absolute values of the components), whence, by (2.2), 
and thus the constants C, of (1.35) become 
c, = max izIhi tz E s)’ 
A, a 0 (i E I) 
E;=,lE,t,Aiut,I=l 
(2.7) 
Now we shall introduce some constants K, (I E .Y> and K, in terms of 
the norms of certain inverse operators, which are more convenient for 
computations than C, (I E 3) and C. Namely, denoting 
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(where det B is the determinant of the matrix B), we define 
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(IES), (2.9) 
K= max K,= max min I]B 
IEQ IE_$BE@I) 
where ]]B-~]], is the norm of the linear operator 
‘ll.w, (2.10) 
B-‘:(R’,II+) +(R',II%) (2.11) 
(induced by the matrix B-l). Note that 
III < 12, B(Z) #0 (IES). (2.12) 
In the sequel, we shall show that K is intermediate between C of (1.36) 
[with C, of (2.7)] and the constant n@ of Theorem 0.1. In the present section, 
we shall prove the first part of this statement, namely: 
THEOREM 2.1. We have 
C, < K, (IE.-q, (2.13) 
and hence 
C<K. (2.14) 
Proof. Let ZeS, hi>0 (~EI) with ](~iEzhi@i]]~=l and B= 
(aij)icZ, jGJ E S(I) be arbitrary. Let 
hz=(Ai)iEz~(R’,Il.II~)~(R’,II.II,)*, (2.15) 
a, = c Aiai]~~ E (R’, II- IL)*. (2.16) 
iEZ 
Then 
@, = B*(A,), (2.17) 
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where B* =(ajiIjE,, iEl :(R’, II-III) -+ CR-‘, 11.111) is the adjoint of the operator 
~:~R’,II~II~~~~R’,II~II,~; indeed, for each x,=(x~)~~,E RJ, we have 
@J(Xj) = C Ai@i(Xj) = C hi C aijxj 
iEZ iEZ .iel 
= c ( ~hiaij)xj=B*(hz)(x,). 
jEJ iEZ 
By (2.17), we get 
A,=(B*)-‘(Q,), (2.18) 
whence, by (2.16) and IICi, IAi@iIIl= 1, 
< llBplII~~~~zAi@i~~l = II’-‘IIm, (2.19) 
which proves (2.13) [by (2.7) and (2.911. Finally, (2.14) follows from (2.m 
(1.36), and (2.10). n 
From Theorems 1.3 and 2.1, there follows 
COROLLARY 2.1. Let A = (aij) be a nonzero real m X n matrix, b’ E R’“, 
and G the set (2.3). Then, fm every b” E R” and x0 E R” \ G satisfying 
(2.4), there exists x’ E G such that 
Iho - x’llm < Kllb” - b’llm, (2.20) 
where K is the constant (2.10). n 
REMARK 2.1. 
(a) One give the following alternative proof of Corollary 2.1. Let 
I= TE 3and G, >G beas in Corollary 1.1, andlet B =(aij)irz,jE, E S(Z) 
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be arbitrary. Let x, = (x~)~ El E (RJ, 11. II-) be the solution of the system of 
linear equations 
c aijxj = &a - b; (i E I) (2.21) 
_i=J 
(where b:, bi are the ith components of b”, b’), or, in matrix form, 
B(x,)=b,O-b;, (2.22) 
where 
~,O~(~~)~~~~~~~(~~)~~~~(~~~II~II~)~ (2.23) 
Then 
x,=B-’ b;-b’ ( I>’ (2.24) 
whence 
Let 
lix,llm Q II B- ‘llmllb,o - b;ll,. 
rj = 0 (.F{L...J4\J). 
Then, for x = (xj); E (R”, II* IIJ we have, by (2.21) and (2.4), 
(2.25) 
(2.26) 
‘i(‘O - x) = a+( x0) - q(x) = Qi( x0) - (b: - b;) 
=[Oi(xO)-b,!‘]+b;<b; (ill), (2.27) 
so x0 - r E G, [of (1.28)]. Hence, by (1.27), (2.26), and (2.25), 
dist( x0, G),=dist(xo,G,),~Ilxo-(xO-T)II, 
= llxllm = llx,llm =G llB-lll,llb,o - b;ll,. (2.28) 
Thus, since BE .&J(Z) has been arbitrary, from (2.28), (2.10), and the 
proximinality of G we obtain (2.20). Note also that this proof and the initial 
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proof of Corollary 2.1 (via Theorem 2.1) are “dual” to each other, in the 
sense that the matrix B* in (2.17) is the transpose of the matrix B of (2.22), 
and (2.19) evaluates the I,-norm of the “dual” variables A,, while (2.25) 
evaluates the Z,-norm of the “primal” variables x,. 
(b) As shown by the above proofs, for each xg E E \ G there exists 
Z E 2 (depending on xc,) such that 
dist( xo,G), < C,llb,O - b;ll, G cllb’ - h’ll, G Kllh” - b’lL, (2.29) 
dist(x,,G) m < C,lk’,o - &II, < K,k: - bill, < Kllb” - b’ll,, (2.30) 
with the constants C,, C, K,, and K of (2.7), (1.36), (2.9), and (2.10) 
respectively, and by, b; of (2.23). Thus, if 
dist( x,,G), = Kl(b” - h’ll,, (2.31) 
then we have, necessarily, 
C,=C=K,=K, lb,0 - b;ll, = llbO - b’ll,. (2.32) 
(c) Theorem 2.1 and Corollary 2.1 remain also valid, with the above 
proofs, if we replace the norm II* Jim by other norms, satisfying certain 
“consistency” conditions, provided that one modifies the definitions 
(2.9) (2.10) of K, and K accordingly. However, we consider here only the 
norm II. IL. 
Finally, we note that the use of 2 in the definition (2.10) of K gives a 
better constant than the one obtained by using only 3 (i.e., in general, 
K<max IEJK,), as shown by 
EXAMPLE 2.1. Let m = 3, n = 2, and 
Then 
(2.33) 
(2.34) 
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whence 
~m~~~K,=max{~,~,a,5,3,7)=7, (2.35) 
which is attained for I, = {2,3}. However, by (2.331, we have 
G = {X = (zl,xz) E R”lx, +2x, < 6,2x, +3x, < 10, -3x, -4r, < -12}, 
(2.36) 
whence 
G n {x E R"IQi( x) = b; (i E I,)} 
= G n((x& E R212x, +3x, = 10, -3x, -4~~ = - 12) 
=Gn((-4,6)) =0, 
so I, 4 2. On the other hand, it is easy to see that 
K=maxK,=5, 
z=s 
attained for i,={l,2)~2, so K <maxl,#K,. 
(2.37) 
3. COMPARISON WITH THE CONSTANT np 
Let A be an m X n matrix, and, for Z E 3 [of (1.14)] and B = 
(aij)iEI, jEj E 37(Z) [of (2.811, let 
B-‘=(Pji)jEj,iEI. (3.1) 
Then the constant /3 occurring in Theorem 0.1 is 
p=max max max IPjil. 
IESBE@(Z)~EZ,~EI 
(3.2) 
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In the present section, we shall compare the constants K and n@ of 
Corollary 2.1 and Theorem 0.1. 
PROPOSITION 3.1. For any m x n matrix A, we have 
K(nj3. (3.3) 
Proof. Let fE2 and B=(aijjiEi, j,~~.9(i) be such that K= 
IIB-‘(l,, and let 
B-l= (Bji)j,i,i,i. 
Then, by (3.2), 
(3.4) 
(3.5) 
(the second equality is well known; see e.g. [5, Chapter V, $2.8(a)]). W 
REMARK 3.1. By (2.20) and (3.3) we have 
dist(x,,G),< KllbO- b’llm~ n/?llbO - b’J[,, (3.61 
which shows that Corollary 2.1 implies Theorem 0.1 and that the constant K 
is, in all cases, at least as good as the constant n/3 of Theorem 0.1. In general, 
the constant K is better than n/3, as shown by 
EXAMPLE 3.1. Let m = n, and let A be the n X n identity matrix. Then 
Qi [of (2.2)] is the ith-coordinate functional, whence 9 is the family of all 
nonempty subsets of {l, . . . , n) and, for each Z E 3, .99(Z) is the singleton 
{B}, where B is the ]ZlX ]I] identity matrix on the index set Z X 1. Hence 
K = 1, p = 1, and thus K is rz times smaller than the constant np of Theorem 
0.1. 
By (3.6), the equality 
dist(x,,G),= nPllb” - b’llm (3.71 
holds if and only if 
dist( xo,G), = Kllb’ - b’llm = npllb’ - b’ll,, (3.8) 
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and hence, in this case, K = n/S. In fact, the cases when K = np are rather 
rare, as shown by 
PROPOSITION 3.2. For an m x n matrix A we have K = np if and only if 
there exist i~2 with lil=n, B=(aijli,i, j,J~~(i) (whence J= 
u,..., n}> and j, E j, such that 
lpjoil =P - (iEZ)> (3.9) 
where Bj,, are those of (3.4). 
Proof. Necessity: Assume K = np, and choose i E 3 and B = 
(oij)iEZ jEZ E a(Z), with inverse (3.4, as in the proof of Proposition 3.1. 
Then, by (3.5), we must have 
whence Ii1 = n. Let j, E j be such that 
C IpjoiI = max 
iEi 
j~I _C,‘“,il; 
IE- 
(3.10) 
(3.11) 
then, by (3.11) and (3.101, 
C l@joil = lflh (3.12) 
iei 
whence, since Ipj,il < p for all i E i [by (3.2)1, we obtain (3.9). 
Suficiency: Assume that the condition is satisfied. Then, by Ijl = III = n, 
we must have J={l,..., n), and hence &B(Z) is the singleton (B}. Conse- 
quently, by (3.3) (2.10) and (3.9) 
2 C Ipj,iI = lilp = nfl, 
iEi 
and thus K = n/3. 
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EXAMPLE 3.2. Let m = n > 2 and 
’ 1 00 .** oo\ 
-1 1 0 *** 0 0 
A= 0 -1 1 .** 0 0 
. . . . . . . . . . . . . . . . . . . . . . . 
\ 0 0 0 ... -1 11 
(3.13) 
Then 
A-‘= i 
1 0 0 ... 0 o\ 
1 1 0 ... 0 0 
1 1 1 . . . 0 0 , (3.14) 
i. ‘i . ‘i . . . . . . . . .i . ‘1 I 
and /3 = 1. Therefore, A satisfies the condition of Proposition 3.2, with 
i={l ,..., n}, B=A,and j,=n,andhence K=np. 
REMARK 3.2. 
(a) In [lo] it has been observed that for the matrix A of (3.13) and for 
b’ = (0,. . .,O), b’ = (1,. . , l), and x,, = (1,. . .,n) we have (3.7) (see [lo, pp. 
127- 128]>. 
(b) If we interchange the roles of A and A-’ of Example 3.2 [i.e., we let 
(3.14) play the role of A], the equality K = n/3 fails; in fact, we have then 
K = 2 and p = 1, so K = (2/n)n/3 < n@ whenever n > 3. 
Note added in proof. By (1.32) and (1.24) we have, for any norms ]I. 11 on 
E and ]]*]]p on R” (with dual norm ]l.]]p*), 
dist(x,,G) < 
II II 
EAiClji =l 
,=1 
which improves a result of [I2]; for the particular case E = R”, II. II = II- IL, see 
also [I3]. We thank Professor Wu Li for these references. 
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