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ABSTRACT
Context. The globular cluster NGC 6388 is one of the most massive clusters in our Milky Way and has been the subject of many
studies. Recently, two independent groups found very diﬀerent results when measuring its central velocity-dispersion profile with
diﬀerent methods. While we found a rising profile and a high central velocity dispersion (23.3 km s−1), measurements obtained by
Lanzoni et al. (2013, ApJ, 769, 107) showed a value lower by 40%. The value of the central velocity dispersion has a serious eﬀect
on the mass and possible presence of an intermediate-mass black hole at the center of NGC 6388.
Aims. The goal of this paper is to quantify the biases arising from measuring velocity dispersions from individual extracted stellar
velocities versus the line broadening measurements of the integrated light using new tools to simulate realistic observations made
with integral field units (IFU).
Methods. We used a photometric catalog of NGC 6388 to extract the positions and magnitudes from the brightest stars in the central
three arcseconds of NGC 6388 and created a simulated SINFONI and ARGUS dataset. The IFU data cube was constructed with
diﬀerent observing conditions (i.e., Strehl ratios and seeing) reproducing the conditions reported for the original observations as
closely as possible. In addition, we produced an N-body realization of a ∼106 M stellar cluster with the same photometric properties
as NGC 6388 to account for unresolved stars.
Results. We find that the individual radial velocities, that is, the measurements from the simulated SINFONI data, are systematically
biased towards lower velocity dispersions. The reason is that the velocities become biased toward the mean cluster velocity as a result
of the wings in the point spread function of adaptive optics (AO) corrected data sets. This study shows that even with AO supported
observations, individual radial velocities in crowded fields do not reproduce the true velocity distribution. The ARGUS observations
do not show this kind of bias, but they were found to have larger uncertainties than previously obtained. We find a bias toward higher
velocity dispersions in the ARGUS pointing when fixing the extreme velocities of the three brightest stars, but these variations are
within the determined uncertainties. We reran Jeans models and fit them to the kinematic profile with the new uncertainties. This
yielded a black-hole mass of M• = (2.8 ± 0.4) × 104 M and M/L ratio M/L = (1.6 ± 0.1) M/L, consistent with our previous
results.
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1. Introduction
The measuring of the central velocity-dispersion profiles in
Galactic globular clusters aims at detecting the crucial rise
that would reveal the presence of an intermediate-mass black
hole (IMBH) in the center. In the past years, several techniques
have been established to derive the central velocity-dispersion
profile in globular clusters. Starting with long-slit observations
(e.g., Peterson et al. 1989) employed to measure individual ve-
locities and integrated light, integral field units (IFUs) soon
became a valuable tool for measuring the central kinematics.
Dubath et al. (1994) performed extensive numerical simulations
of the velocity-dispersion determination from integrated light for
the globular cluster M15. They found that integrated light mea-
surements over small areas (∼1 arsec2) suﬀer from large statis-
tical errors that are due to shot noise of a few massive stars,
but that a larger coverage of the region of interest reproduces
the underlying velocity distribution well. In addition to using
the integrated spectra of an IFU to determine the velocity dis-
persion, it is also possible to obtain individual velocities of the
stars in the field of view. This has been done using adaptive op-
tics (AO) supported observations and extracting the spectra from
the central spaxel of each star (e.g., Lanzoni et al. 2015) or by
extracting individual spectra using a sophisticated deconvolution
technique developed by Kamann et al. (2013).
The first detection of an IMBH in a globular cluster using
IFU spectroscopy was reported by Noyola et al. (2008), who
studied the central region of the globular cluster ω Centauri
and found the velocity dispersion to be rising toward the cen-
ter. This detection, however, was challenged by van der Marel
& Anderson (2010), who did not observe such a rise in their
velocity-dispersion profile when using proper motions and a
diﬀerent photometric center. After this, many IFU observa-
tions of globular clusters followed (Lützgendorf et al. 2011,
2013; Feldmeier et al. 2013), which showed signatures of an
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IMBH in the center in some Galactic globular clusters. However,
contradictory results using individual radial velocities instead of
IFUs (Lanzoni et al. 2015) or proper motions (McNamara et al.
2012) kept the discussions going on whether or not IMBHs in the
centers of globular clusters exist. Furthermore, X-ray and radio
observations of the central regions of globular clusters result in
no detection and low upper limits on the black-hole mass (e.g.,
Maccarone et al. 2005; Strader et al. 2012). To date, there is
no evidence of accreting IMBHs in globular clusters. The up-
per limits on black-hole masses from these observations are,
however, very dependent on the knowledge of gas densities and
accretion variability.
The source NGC 6388 is an excellent example of contradict-
ing measurements with diﬀerent techniques. Noyola & Gebhardt
(2006) found a shallow cusp in the central region of the surface
brightness profile of NGC 6388. N-body simulations showed
that this is expected for a cluster hosting an intermediate-mass
black hole (Baumgardt et al. 2005; Noyola & Baumgardt 2011).
However, Vesperini & Trenti (2010) argued that shallow cusps
can also be produced by clusters that are in the process of core
collapse and do not exhibit IMBHs, and the interpretation of the
cusp is therefore still divided. Lanzoni et al. (2007) investigated
the projected density profile and the central surface brightness
profile with a combination of HST high-resolution and ground-
based wide-field observations. They found that the observed pro-
files are well reproduced by a multimass, isotropic, spherical
King (1966) model, with an added central black hole with a mass
of ∼5.7 × 103 M. Our group presented the first central kine-
matic measurements of NGC 6388 in Lützgendorf et al. (2011)
and found the velocity dispersion profile rising in the center by
up to 23.3 km s−1, indicating the presence of an IMBH with
a mass of ∼104 M. However, Lanzoni et al. (2015) recently
claimed the velocity dispersion in the center of NGC 6388 to be
lower by 40%. Using individual radial velocities extracted from
the AO supported IFU of the SINFONI instrument, they found
the velocity dispersion to be 13.2 km s−1 using 52 individual ve-
locities instead of 23.3 km s−1 from the ARGUS measurements.
This high discrepancy is worrisome, as it aﬀects the measure-
ment on the existence and mass of a possible intermediate-mass
black hole in the center.
Our group has therefore set out to investigate the eﬀect on the
velocity dispersion measurement when using individual veloci-
ties and integrated light. In Sect. 2 we introduce the two diﬀerent
observations and data sets. Section 3 describes the simulations
we conducted to reconstruct the two diﬀerent IFU observations,
and Sect. 4 presents the extraction of the kinematics. The re-
sults of the Monte Carlo simulations and a summary are given in
Sects. 5 and 6, respectively.
2. Data sets
Two independent data sets provide central velocity disper-
sions for NGC 6388. The first one was observed with
the GIRAFFE spectrograph of the Fiber Large Array Multi
Element Spectrograph (FLAMES) instrument at the Very Large
Telescope (VLT) using the ARGUS mode (Large Integral Field
Unit, Pasquini et al. 2002). The second observation covered a
smaller area in the center using the high spatial resolution capa-
bilities of SINFONI (Eisenhauer et al. 2003; Bonnet et al. 2004),
a near-IR (1.1–2.45 μm) integral field spectrograph fed by an
AO module also mounted on the VLT. In this section we briefly
describe the two observations and their conditions.
The ARGUS observations were performed during two nights
(2009-06-14/15, ESO proposal ID: 083.D-0444; PI: Noyola)
with an average seeing of 0.8′′ (FWHM). The IFU unit was set to
the 1:1 magnification scale (pixel size: 0.3′′, 14× 22 pixel array)
with the LR8 filter (820–940 nm, R = 10 400) and pointed to
three diﬀerent positions to cover the central area of NGC 6388.
The kinematics were obtained from the analysis of the calcium
triplet (∼850 nm), which is a strong absorption feature in the
spectra. To compute the velocity dispersion profile, we divided
the pointing into six independent angular bins. In each bin, all
spectra of all exposures were combined with a sigma-clipping
algorithm to remove any remaining cosmic rays. Velocity and
velocity-dispersion profiles were computed using the penal-
ized pixel-fitting (pPXF) program developed by Cappellari &
Emsellem (2004).
The SINFONI observations were carried out between 2008
April and June (ESO proposal ID: 381.D-0329(A); PI: Lanzoni)
under an average seeing of ∼0.8′′ (FWHM). The instrument was
set to the 100 mas plate scale (pixel size: 0.05′′, 3.2′′ × 3.2′′ field
of view) using the K-band grating (1.95–2.45 μm, R = 4000).
The AO were performed using an R = 12 mag star located ∼9′′
away from the cluster center. This resulted in a Strehl ratio
(the amount of light contained in the diﬀraction-limited core of
the point spread function (PSF), with respect to the total flux)
of ∼30%. Velocities were extracted individually for each star
by matching the SINFONI pointing with high-resolution HST
observations, obtaining an accuracy of better than 0.2 spaxel.
The spectra for the individual stars were extracted from the
centroid positions of each star. The radial velocities were mea-
sured from the CO band-heads using a Fourier cross-correlation
method (Tonry & Davis 1979) as implemented in the fxcor
IRAF task. The velocity dispersion for the central region was
then determined using these 52 individual velocities and us-
ing the maximum likelihood method described in Walker et al.
(2006).
Figure 11 in Lanzoni et al. (2015) clearly shows the large
discrepancy between the two results from the diﬀerent data
sets. In their study they found a central velocity dispersion of
σp = 13.2 ± 1.3 km s−1, which is 40% lower than the result
of the ARGUS observations (23.3 ± 3.1 km s−1). Both mea-
surements seem to agree with the outer kinematics obtained
from Lanzoni et al. (2015) and Lapenna et al. (2015) using
GIRAFFE/FLAMES data, however.
A concern is that the individual velocities as measured in
Lanzoni et al. (2015) may be biased toward the cluster mean,
which would result in a lower velocity dispersion. We addressed
this by measuring the velocity dispersion in magnitude bins from
their published data. There should be no diﬀerence in the veloc-
ity dispersion in these magnitude bins since the covered mass
range is insignificant. If there is contamination from unresolved
cluster light and light from the wings of nearby stars, we expect
the eﬀect to be larger for fainter stars, resulting in a lower dis-
persion value. Figure 1 plots the velocity dispersion measured in
three magnitude bins from their published data. It is clear that
there is a trend to lower dispersion with magnitude, which signi-
fies a potential bias. It is likely that even the brightest magnitude
bin is also biased. By running a Spearman correlation test, using
the IDL routine r_correlate, on the absolute values of the indi-
vidual velocities vs. magnitude, we find a Spearman coeﬃcient
of R = −0.29 ± 0.04, which indicates a slight anticorrelation
with a two-sided significance of 2.1σ. Thus, it appears that the
central velocity dispersion of Lanzoni et al. (2015) is biased low.
This trend raises a concern, but is no proof for a bias. For this
reason, we set out to test for a possible bias in both datasets
in detail. Contamination from neighboring and unresolved stars
A1, page 2 of 8
N. Lützgendorf et al.: Re-evaluation of the central velocity-dispersion profile in NGC 6388
has been studied in detail in Dubath et al. (1994). We employed a
similar analysis to understand this bias, specified to NGC 6388.
3. Simulated IFU observations
We created a tool for simulating IFU observations for arbi-
trary weather conditions, instrument setups, and objects. A de-
tailed description and verification of the code can be found in
Lützgendorf et al. (in prep.). Here we describe the concept of
the code and its specific application to NGC 6388 and the two
observing techniques.
Before creating the IFU dataset, a suitable star catalog is
needed. To stay as close to NGC 6388 as possible, we used the
information on the brightest stars from a photometric catalog
obtained in Lützgendorf et al. (2011) from an image taken with
the Advanced Camera for Surveys (ACS) on the Hubble Space
Telescope (HST). We used an N-body realization to add the in-
fluence of faint, unresolved stars to the catalog of NGC 6388.
The model was set up by fitting an isochrone to the photomet-
ric catalog of NGC 6388. The best agreement is found with an
age of 12 Gyr and a metallicity of z = 0.002 (Bressan et al.
2012; Chen et al. 2014). The isochrone was used to create an
evolved mass function and to obtain the stellar luminosity of in-
dividual stars. Using an isotropic King (1966) model, the dis-
tribution function with a central potential of W0 = 7 (values
taken from McLaughlin et al. 2012) was integrated to retrieve
the density profile ρ(r), the enclosed mass M(< r), and the po-
tential φ(r). The stars were distributed in space using ρ(r) and a
half-mass radius of rh = 1.5 pc (Harris 1996). As a final step, the
distribution function and the potential were used to assign veloc-
ities to the individual stars in a way that the cluster fulfills virial
equilibrium (see Hilker et al. 2007). We adjusted the number
of stars in the simulated cluster such that we obtained the same
number of bright stars in the central pointing as measured in the
observations, to ensure that we did not overestimate the num-
ber of the fainter stars. The final cluster mass is 6.8 × 105 M,
slightly lower than stated in the literature (∼106, McLaughlin &
van der Marel 2005; Lützgendorf et al. 2011). To add the ob-
served stars to the catalog, we interpolated their positions to the
isochrone to obtain temperatures, surface gravities, and K mag-
nitudes. We also removed all stars from the catalog that were
brighter than the faintest star from the SINFONI sample. In each
step we assigned new velocities to the stars by drawing randomly
from a velocity distribution centered around 0 km s−1 with a
given velocity dispersion that we varied.
To construct a realistic data cube from the simulated data, we
used a set of synthetic spectra from the high-resolution synthetic
stellar library (Coelho et al. 2005) obtained from the VIZIER
archive1 for the ARGUS observations and synthetic spectra from
Husser et al. (2013) for the infrared observations with SINFONI.
These libraries include spectra that cover the calcium triplet re-
gion that is used for the ARGUS observations and the CO band
heads to simulate SINFONI spectra. The spectra were first con-
volved with the spectral resolution of the respective instrument
(ARGUS: R = 10 400, SINFONI: R = 4000) and were then
resampled to the wavelength range to match a number of spec-
tral elements of a typical observed spectrum from each instru-
ment. With this grid of parameters each star in the cluster was
assigned a spectrum with a spectral shift according to its radial
velocity. As mentioned in Lanzoni et al. (2015), the unresolved
background is in general featureless because of the weakening
1 Available at: http://vizier.cfa.harvard.edu/viz-bin/
VizieR?-source=VI/120
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Fig. 1. Velocity dispersion as a function of magnitude for the sample of
Lanzoni et al. (2015). The sample shows a trend of decreasing velocity
dispersion with increasing magnitude, which cannot be explained by
mass segregation.
SINFONI OBSERVATIONS SINFONI SIMULATIONS
Fig. 2. Observed (left) and simulated (right) 3.2′′ × 3.2′′ field of view of
the SINFONI IFU. The Strehl ratio of the simulated data cube is chosen
to be the same as the observed one, 30%. Red crosses in the left panel
mark the stars that were detected in the SINFONI observations, while
green circles depict the stars that were not used in the final analysis of
Lanzoni et al. (2015) because of their low signal-to-noise ratio.
of the CO band-heads with lower temperatures. This eﬀect is
also visible in our data, since the stars were assigned a spectrum
according to their temperature and surface gravity. However, for
completeness, we decided to keep the unresolved background
even if it will not have a strong eﬀect on the measurements.
The IFU construction was done by a C program that eﬃ-
ciently parallelizes the tasks of taking each star, finding a spec-
tral match for it, taking its position and flux to construct a
Moﬀat PSF
f (x, y;α, β) = (β − 1)
(
πα2
)−1 [
1 +
(
x2 + y2
α2
)]−β
, (1)
with β = 2.5 and α = FWHM/(2
√
21/β − 1) on the IFU grid and
combines the spectra of all stars in each spaxel weighted by their
luminosity.
For the AO observations we used the combination of two
Moﬀat functions, one with an intrinsic FWHM of 0.15′′ and one
with the native seeing (i.e., the observed seeing, 0.8′′) weighted
by the measured Strehl ratio. The construction of the final PSF
for AO observations therefore follows the equation
f (x, y;αi, αo, β) = S ∗ f (x, y;αi, β) + (1 − S ) ∗ f (x, y;αo, β), (2)
where S is the Strehl ratio and αi and αo are derived from the
inner (intrinsic) and outer (native) FWHM. Furthermore, the
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Fig. 3. Observed (left) and simulated (right) 7.2′′ × 8.1′′ field of view
of the combined ARGUS IFU. The seeing of the simulated data cube is
chosen to fit the observed data cube, 1.10′′.
routine applies noise to each spaxel. We requested a minimum
S/N of 10 for the faintest spaxel and applied noise to the remain-
ing spaxels accordingly. Figure 3 compares the central pointing
of the SINFONI observations with the simulated data cube. The
visual similarity of the two data sets gives confidence in the per-
formance of the IFU simulation routine. The value for the in-
trinsic FWHM agrees well with the values found in Rusli et al.
(2013). In addition, we selected the 11 brightest isolated stars
from the SINFONI cube and analyzed their PSF. For each star we
extracted a 1D PSF profile and fit a two-component Moﬀat func-
tion. The free parameters are the FWHM of the inner compo-
nent (FWHMi), the FWHM of the outer component (FWHMo),
the Strehl ratio (i.e., the ratio of these two components), and
the scale. The fits show that the intrinsic FWHM does vary be-
tween 0.13′′ and 0.15′′. The Strehl ratios range from 0.1 to 0.5,
with the very brightest stars having the highest values. In gen-
eral, this shows that the parameters that we used are a good rep-
resentation of the observed data. Furthermore, we directly com-
pared the 1D profiles of our simulated SINFONI data cube and
the observed one and found that they agree very well with the
chosen values.
The simulated PSFs assume two simplifications: spherical
symmetry and no variability across the field of view. The ellip-
ticity that is observed in the measured datacube is diﬃcult to re-
produce in the simulations and would introduce even more free
parameters. We concluded, however, that the eﬀect of the ellip-
tic shape of the PSF will be weak on the overall analysis. The
ellipticity will cause some of the stars (that are aligned with the
minor axis of the ellipse) to be less contaminated by bright stars,
while other stars (aligned with the major axis) will be more con-
taminated. This would have an eﬀect if we were to make a star-
by-star analysis. However, since we compute the velocity disper-
sion of the system, these eﬀects will cancel each other out. The
same argument holds for possible variability of the PSF across
the field of view. The 1D fits of the PSF show that our models
are compatible with the observations and that the fitted PSF pa-
rameters scatter around the parameters that we used for the final
simulations.
4. Extraction of kinematics
We extracted the kinematics in a similar way as with the ob-
served data. For SINFONI we used the star position from the
catalog to extract the spectrum of the central spaxel of each star
from the IFU. We note that by skipping the process of cross cor-
relating with an independent catalog we neglected the errors that
might arise from mismatches with the catalogs, but we consider
them to be marginal since the IFU data cube is constructed using
the same catalog. From the extracted spectra we then measured
the velocities of each star using fxcor from the IRAF package
and a list of templates with the same stellar parameters as the
stars. We assumed that the internal parameters of the stars are
perfectly known and that we used the perfect template for each
star. The final velocity dispersion was then computed by using
the maximum likelihood method introduced by Pryor & Meylan
(1993) to account for the individual uncertainties on the velocity
measurements. We repeated this measurement for IFU simula-
tions with diﬀerent Strehl ratios ranging from 10% to 100%. The
results are discussed in the following section.
For the simulated ARGUS observations we adopted the po-
sition of the center and the radial bins from Lützgendorf et al.
(2011). We then combined all spectra in each bin by applying
an iterative sigma-clipping scheme. The velocity dispersion was
derived by performing fits with pPXF on the combined spec-
trum, but this time not measuring the centroid (i.e., the velocity),
but directly the velocity dispersion from the broadening of the
lines. For both SINFONI and ARGUS simulations we repeated
the procedure described above for 100 iterations in which we
assigned new velocities to all the stars in each step. This was
performed for four diﬀerent input velocity dispersions (10, 15,
20, and 25 km s−1) and ten diﬀerent values for seeing and Strehl
ratios. The final values and their uncertainties were taken from
the mean and the standard deviation of all iterations.
5. Results
5.1. Velocity measurements
Figure 4 shows the result of the two IFU simulations. For the
SINFONI observations we show the obtained velocity disper-
sion as a function of Strehl ratio and for diﬀerent input velocity
dispersions. For the ARGUS observations the same is shown,
but for diﬀerent seeing values of. The figure shows that despite
large uncertainties, the ARGUS measurements closely resemble
the input velocity dispersions (dashed lines of the same color).
The SINFONI observations, however, are strongly biased toward
lower velocity dispersions. This can be explained by individ-
ual and especially faint stars being contaminated by the wings
of their neighboring stars. This pushes the measured velocities
closer to the mean velocity of the cluster and therefore lowers
the velocity dispersion. As shown in Fig. 4, this eﬀect is espe-
cially severe for low Strehl ratios, but the bias persists even with
a perfect Strehl ratio of 100%. We find that a measured veloc-
ity dispersion of about 13 km s−1 (as measured in Lanzoni et al.
2015 with a Strehl ratio of 30%) requires an input velocity dis-
persion of ∼25 km s−1. This excellently agrees with the measure-
ments obtained in Lützgendorf et al. (2011) and would explain
the discrepancy between the two measurements.
5.2. Discussion of the bias
The bias toward a lower velocity dispersion in the SINFONI
dataset raises concerns. To investigate this in more detail, we
plotted the measured velocities versus the input velocities of the
SINFONI stars for a set of ten Monte Carlo runs. We also color
coded the stars by their magnitudes. Figure 6 shows the mea-
sured velocities. It is obvious that the bias depends on the magni-
tude of each star and that for the very bright stars (dark red – red)
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Fig. 4. IFU simulations for SINFONI and ARGUS (central bin) with diﬀerent input velocity dispersions as a function of Strehl ratio and seeing.
The input velocity dispersions are shown as dashed lines, the measured velocity dispersions as dots in the corresponding color.
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Fig. 5. Same as Fig. 4 while fixing the velocities of the three brightest stars to their measured velocities and diﬀerent input velocity dispersions as
a function of Strehl ratio and seeing.
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Fig. 6. Measured velocities versus input velocities for 100 Monte Carlo
runs on the SINFONI dataset. The stars are color coded according to
their magnitudes.
the velocities are measured well, while for the faint stars (blue)
the bias is always directed to a lower velocity.
The reason for this bias cannot be explained by the unre-
solved background, since, as discussed in the previous sections,
this is featureless. However, the influence of the neighboring
stars and the contamination of the faint stars by the wings of
the bright stars must not be underestimated. To quantify this
eﬀect, we computed a contamination map for each spaxel in the
SINFONI pointing. Figure 7 shows the maximum contribution
to each spaxel by any star in the left panel. From this map we
created the contamination map in the right panel, where we ex-
amined the spaxel of the measured stars in the SINFONI point-
ing and determined to which level these spaxel (that were used
to derive the velocity) are contaminated. To give an example,
we selected two stars close to the brightest star (A) with diﬀer-
ent magnitudes and stated their contamination. While star B is
already moderately contaminated (30%) by the bright star and
other stars around it, star C is highly contaminated by the wing
of the very bright star A by a value of ∼60%, which means that
it contributes less than half of the light to this spaxel. This shows
the importance of the PSF wings even in AO observations and
the contaminating eﬀect of the bright stars. For a Gaussian ve-
locity distribution, the contamination from the neighboring stars
will bias the velocities of the faint stars to the mean velocity.
We note that we also reran the simulations using a lower value
for the outer FWHM (FWHMo = 0.5′′) to test the eﬀect of
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the native PSF. We find the bias reduced by 10–15%, but still
present, and argue that a seeing of 0.5′′ is not representative of
average VLT observations and much lower than the observed
seeing of 0.8′′.
Compared to the SINFONI data set, the simulated ARGUS
data in the right panel of Fig. 4 do not show such a bias.
However, the simulations of the innermost bin result in a very
large scatter and an uncertainty of more than 20%. Similar re-
sults have also been reported by Bianchini et al. (2015). The
highest values forσ also show a slight trend toward lower values,
but are still consistent with the input velocity dispersion when
taking the large uncertainties into account. These lower values
most probably arise because the innermost bin is dominated by
one or two single stars with narrow absorption lines. We do not
show in Fig. 4 the results for the five other bins of the ARGUS
IFU that were also included in the simulations. The resulting un-
certainties are smaller than for the central bin and are shown in
Fig. 8.
To follow the argument by Lanzoni et al. (2015) that the
brightest stars might bias the velocity dispersion toward higher
values for this specific case of velocity distributions, we ran
the same simulations as before, but this time fixed the veloc-
ities of the three brightest stars to the measured velocities of
v1 = −23.2 km s−1, v2 = 18.4 km s−1 (measured by Lanzoni
et al. 2015, the two brightest stars in the sample) and v3 =
−46.6 km s−1 (measured from the ARGUS pointing and absent
in the dataset used by Lanzoni et al. 2015). The velocities of the
remaining stars were again drawn from a velocity distribution
with diﬀerent input velocity dispersion. Figure 5 shows the re-
sult of these runs. While the SINFONI dataset is only slightly
aﬀected (compared to Fig. 4), the impact of the three bright stars
that have opposite velocities is visible in the ARGUS simula-
tion. For low-velocity dispersions the three stars drive the ve-
locity dispersion up to 20 km s−1, but for high-velocity disper-
sions there is barely a diﬀerence (while the bias in the SINFONI
data is visible for all velocity dispersions). The reason for this
directed bias lies in the fact that adding two very fast stars on
top of a velocity distribution with a low-velocity dispersion for
all simulation runs is an incorrect representation of this dis-
tribution. Furthermore, we stress that a velocity dispersion as
low as 18 km s−1 is still allowed by the uncertainties. As a last
point, it is worth mentioning that only the central point is heavily
aﬀected by this specific constellation of stars, but not the bins
farther out. As we show in the next section, only the bins farther
out have an eﬀect on the black-hole mass in the Jeans modeling
because of the large error bars on the central point.
We therefore conclude that even excluding the central region
where the bright stars are, there still is a rise in the dispersion
at larger radii where these bright stars have no influence. The
observed rise in the dispersion is therefore not dependent on
the bright stars. Second, one cannot remove the stars from the
sample unless there are reasons for them not to be in dynamical
equilibrium. Our simulations are designed to measure the uncer-
tainties on the dispersion, including the brightness of the stars.
We must include them when measuring the dispersion, and then
we determine the uncertainty from the simulations. Their veloc-
ity distribution is irrelevant for the simulations. Furthermore, the
possible rotation signature in the center of NGC 6388 is most
likely not due to three bright stars, but to a group of stars, as al-
ready stated in Lützgendorf et al. (2011). The reason why this is
not seen in the dataset of Lanzoni et al. (2015) is probably the
bias of the fainter stars towards the mean velocity, which leads to
a weakening of the rotation amplitude. While any possible rota-
tion is interesting for the cluster kinematics, it must be included
in a dynamical analysis for the enclosed mass. The second mo-
ment we measure from the integrated light naturally includes
both the ordered and hot components of the stellar kinematics.
5.3. New dynamical models
As mentioned in the previous paragraph, we simulated the re-
maining five bins of the ARGUS observations in the same way as
described above and found that the uncertainties in Lützgendorf
et al. (2011) are underestimated (see Fig. 8). The diﬀerence
might arise from the more advanced IFU modeling compared to
the method used in Lützgendorf et al. (2011) where, for exam-
ple, only one spectral type of star was used. We therefore reran
our Jeans models as described in Lützgendorf et al. (2011) and
Cappellari (2008), using the same, but slightly smoothed surface
brightness profile in addition to an M/L profile obtained from
N-body simulations shown in Fig. 9. The M/L profile was ob-
tained by fitting a grid of N-body models to the photometric
and kinematic data of NGC 6388 and computing the M/L for
the best-fit model. The models were computed with 10% stellar-
mass black holes and neutron star retention fraction and an ini-
tial Kroupa (2001) mass function. More details about the N-body
models are presented in McNamara et al. (2012).
For completeness we also added the most recently published
outer datapoints from Lanzoni et al. (2015) and Lapenna et al.
(2015, squares) and the corrected datapoint from Lanzoni et al.
(2015, triangle, correction is indicated with the dashed arrow,
not included in the fit). Figure 8 shows Jeans models with diﬀer-
ent black-holes masses, the projected M/L profile and its Multi-
Gaussian Expansion parametrization, and the χ2 values for each
model are shown in Fig. 9. We note that our Jeans models dif-
fer from those of Lanzoni et al. (2015) by the M/L profile and
result in a higher model central velocity dispersion even with-
out a black hole. Furthermore, models used by Lanzoni et al.
(2015) are the results of parametric multimass King (1966) and
Wilson (1975) models, while our models only take the mea-
sured and smoothed surface brightness profile and a M/L pro-
file as input. Furthermore, it should be stated that the inner-
most datapoint does not influence the black-hole measurement
because of its large uncertainty. However, the bins farther out
still show the clear rise and cannot be the result of contam-
ination by the innermost bright stars. The models result in a
black-hole mass of M• = (2.8 ± 0.4) × 104 M and a to-
tal M/L = (1.6 ± 0.1) M/L. We note that the uncertainties
on the black-hole mass might be underestimated in this case
since we did not perform Monte Carlo simulations on the sur-
face brightness profile as in Lützgendorf et al. (2011). Both
the black-hole mass and the M/L agree well within their uncer-
tainties with the results from Lützgendorf et al. (2011) (M• =
(1.7 ± 0.9) × 104 M,M/L = (1.6 ± 0.3) M/L).
We note that we used simplified models to obtain the black-
hole mass. By using isotropic Jeans models, we neglected the
fact that a globular cluster most likely shows anisotropy in its
outer regions. In Lützgendorf et al. (2011) we demonstrated that
in the central regions of a globular cluster anisotropy quickly
disappears due to relaxation processes. By fitting the entire clus-
ter profile, however, we include regions that can be aﬀected
by anisotropy (Zocchi et al. 2015). This can aﬀect the overall
shape of the model velocity dispersion. More sophisticated mod-
els such as fν (e.g., Zocchi et al. 2012, 2015) or Schwarzschild
models (e.g., van den Bosch et al. 2006; Jardel & Gebhardt 2013)
would therefore be a better representation of such a complex
system, but are beyond the scope of this paper.
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Fig. 7. Contamination map for the SINFONI pointing. Left panel shows the maximum contribution of a single star to each spaxel. From this map
the right panel is constructed, which shows for each star that is measured in the SINFONI pointing the percentage of contamination by other stars.
All stars above the dark blue region are contaminated by more than 20%.
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Fig. 8. Jeans models for the velocity dispersion profile of NGC 6388
using the profile obtained in Lützgendorf et al. (2011, dots), the un-
certainties on these measurements obtained in this work, the corrected
value from Lanzoni et al. (2015, triangle), and the outer points obtained
by Lanzoni et al. (2015) and Lapenna et al. (2015, squares).
6. Summary
We performed IFU simulations of observations with two dif-
ferent IFUs for the particular case of the globular cluster
NGC 6388. Using a combination of synthetic spectra, N-body
realizations, and observational data, we reproduced observations
of the central region of NGC 6388 as close to reality as possi-
ble. The kinematics were extracted in similar ways as was done
for the observed data. This allowed a direct comparison of the
biases associated with the technique of measuring individual ve-
locities and line broadening of integrated light. The results were
evaluated for diﬀerent observing conditions and input velocity
dispersions.
We showed that both measurements feature large uncertain-
ties, but only the SINFONI datasets are clearly biased toward
lower velocity dispersions depending on the Strehl ratio of the
observations. The bias toward lower velocities can be explained
by the contamination of neighboring stars, which shifts the ve-
locities of the individual stars closer to the mean velocity. For
a measured velocity dispersion of about 13 km s−1, an input ve-
locity dispersion of about 25 km s−1 is required. This agrees well
with our measurements presented in Lützgendorf et al. (2011).
In the integrated light method, on the other hand, stars and back-
ground light are both valuable signals that are used to derive the
velocity dispersion. However, we noted a bias toward higher ve-
locity dispersions using integrated light when fixing the extreme
velocities of the three brightest stars regardless of the input ve-
locity dispersion. The bias is included in the large uncertainties
of the innermost datapoint and disappears for high-velocity dis-
persions. We ran Jeans models on the whole kinematic dataset
including the outer points derived in Lanzoni et al. (2015) and
Lapenna et al. (2015), and including the newly derived uncer-
tainties for our points measured with the ARGUS IFU. The fits
result in a black-hole mass of M• = (2.8 ± 0.4) × 104 M and
M/L ratio M/L = (1.6 ± 0.1) M/L, which agrees well with the
previous results on this data set.
This analysis is specific for NGC 6388, for which there
are many observations and photometric data to compare with.
However, biases for measurements with individual velocities are
most likely present in all of the data sets that have been obtained
so far. NGC 6388 belongs to the densest globular clusters in our
Milky Way. Therefore it is understandable that blending eﬀects
are severe in this environment. However, even with sparse clus-
ters, one has to be careful when taking individual velocities, and
tests for their reliability are always needed. For core-collapsed
clusters with densities even higher than NGC 3688, we do not
recommend to use this technique at all. One solution to the prob-
lem might arise from a new deconvolution technique developed
by Kamann et al. (2013). The precise extraction method reduces
the overblended eﬀects of neighboring and background stars to
a minimum and allows analyzing data with much lower spectral
resolution than the integrated method.
For NGC 6388 and other nearby clusters, there are other
methods available to measure the velocity dispersion. Proper
motions for a large sample of Galactic globular clusters have
been obtained in the frame of the ACS survey of Galactic glob-
ular clusters (Sarajedini et al. 2007). Using proper motions
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Fig. 9. Input M/L profile obtained from N-body simulations (left) and χ2 for the diﬀerent Jeans models from Fig. 8 (right) with a best-fit black-hole
mass of M• = (2.4± 0.4) × 104 M. While the rise in the M/L in the central region is due to stellar remnants, the rise at larger radii originates from
low-mass stars.
together with discrete Jeans modeling (e.g., Watkins et al. 2013)
brings a vast advantage to globular cluster modeling. By includ-
ing M/L profiles and anisotropy, these models do not just ap-
ply the physics needed to the models, but also do not need to
make assumptions for binning. Watkins et al. (2015) published
the kinematic profiles of a large set of globular clusters including
NGC 6388. Unfortunately, their profile does not extend farther
inside than 1 arcsec and therefore does not cover the critical re-
gion that was discussed here. When there are enough usable data
points on the central parts of NGC 6388 measured in the future,
proper motions might help to solve the discrepancies in radial
velocity measurements.
A detailed and more general study on the influence of IFU
measurements for semi-resolved objects such as globular clus-
ters as a function of cluster properties and observing conditions
is crucial to produce reliable results. In terms of non-AO sup-
ported observations similar to the ARGUS data set and the de-
convolution extraction technique by Kamann et al. (2013), we
have performed detailed studies on the reliability of velocity
dispersion measurements with IFUs and their eﬀect on the de-
termination of the total mass and the black hole mass in the
center, if present. The results of this study will soon be pub-
lished in Lützgendorf et al. (in prep.). This provides a valuable
tool for future and present observations and a key for calibrating
measurements performed with IFU instruments.
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