This paper investigates the processing of Frequency Modulated-Continuos Wave (FM-CW) radar signals for vehicle classification. In the last years deep learning has gained interest in several scientific fields and signal processing is not one exception. In this work we address the recognition of the vehicle category using a Convolutional Neural Network (CNN) applied to range Doppler signature. The developed system first transforms the 1-dimensional signal into a 3-dimensional signal that is subsequently used as input to the CNN. When using the trained model to predict the vehicle category we obtain good performance.
Introduction
The automatic processing of real-time traffic information is an important feature to analyze the traffic. The number of traffic sensors is quickly growing as well as the amount of useful information available for traffic monitoring applications [1] . As we are moving towards Smart Cities, traffic monitoring becomes an important topic to address in order to improve the safety of traveling and to help the police monitoring work.
The previous mentioned peculiarities are required to build one intelligent transportation system where one important part is vehicle detection and classification. Vehicle classification is an important task also for police activities in order to prevent potential criminal behaviors. Many solutions have been adopted to detect or classify vehicles based on different types of sensors ( [2] , [3] , [4] ). The traffic sensors produce a large quantity of data which can be useful as input to various machine learning techniques to address the vehicle detection and classification tasks. In particular, in this work we use deep learning to analyze signals coming from radars.
Deep learning addresses neural network architectures that are composed by several transformation layers which learn representations of the input data. These architectures compute multiple levels of abstraction which learn directly on the row data irrespective of application contexts. These methods have dramatically improved the state-of-the-art in speech recognition, visual object recognition, and many other application research fields.
One example of detection vehicles from camera videos is proposed for the automatic car counting. Using the OverFeat [5] framework (Convolutional Neural Network and SVM) and the Background Subtraction Method, the authors have demonstrated to be able to count cars. Another solution for a low-cost vehicle detection and classification system is based on a radar FM-CW [6] . The radar, unlike video sensors, is less vulnerable to weather and is able to work with the same performances in any light condition. In particular, the latter is a remarkable feature to build a reliable traffic control system.
In this paper, we address the vehicle classification in highway context by using information coming from a continuous wave radar. The Italian Traffic Law provides six categories of vehicles which can run on the highways. It is important to check the speed of running vehicles because each category has different speed limit. At present, the continuous wave radar is used by the major Italian highway company to monitor the speed of traveling motor vehicles on highway. We want to discover the right vehicle category using the radar sensor signal already employed to check the speed limit in order to help the police monitoring.
The rest of the paper is organizes as follows. In Section ?? we describe the main feature of the radar that provides the data used for vehicle classification. In Section ?? we analyze the overall system organization and the neural network architecture. The experiments performed are presented in Section ??, while concluding remarks are in the Conclusions (Section 2).
Conclusions
In this preliminary work we wanted to investigate the capability of Convolutional Neural Networks to recognize vehicle categories analyzing a FM-CW radar signal. In particular, we have proposed one technique to transform a 1-dimensional signal to a 3-dimensional tensor based on Short Time Fourier Transformation. The computed tensors are then used to train our convolutional architecture named DeepRadarNet.
Using transfer learning technique it is possible to initialize the model weights moving the learned parameters from a pre-trained model from Object Recognition task to our DeepRadarNet model. In this way the training phase starts from a bet-ter starting point improving also the recognition performances. We obtained good results in this prediction task which encourage us to continue the research in this way.
In the future work we want to address also the vehicle detection directly on the radar signal and improve the performance in this vehicle classification task. In particular, we want to compare different deep learning architectures considering also Recurrent Neural Networks. The idea could be to compare these different models with performance measures and also memory consumption in order to develop a stand alone low-cost system able to work on cheaper single-board computer. Fig. 1 The class confusion matrix of the results obtained. The average recognition accuracy is 0.961 considering ten different folds. On the left the confusion matrix for one of the best folders. On the right the average results considering all folders.
