Finite-dimensional dynamical models for solitons of the cubic-quintic complex Ginzburg-Landau equation ͑CGLE͒ are derived. The models describe the evolution of the pulse parameters, such as the maximum amplitude, pulse width, and chirp. A clear correspondence between attractors of the finite-dimensional dynamical systems and localized waves of the continuous dissipative system is demonstrated. It is shown that stationary solitons of the CGLE correspond to fixed points, while pulsating solitons are associated with stable limit cycles. The models show that a transformation from a stationary soliton to a pulsating soliton is the result of a Hopf bifurcation in the reduced dynamical system. The appearance of moving fronts ͑kinks͒ in the CGLE is related to the loss of stability of the limit cycles. Bifurcation boundaries and pulse behavior in the regions between the boundaries, for a wide range of system parameters, are found from analysis of the reduced dynamical models. We also provide a comparison between various models and their correspondence to the exact results.
I. INTRODUCTION
Distributed dissipative systems demonstrate complex spatiotemporal dynamics. The interplay between the energy pump, losses, nonlinearity, dispersion, and other effects results in a rich variety of structures ͓1-4͔. A dissipative soliton ͑DS͒ and a front ͑kink͒ are two basic examples of such structures ͓1,2͔. A DS is a localized wave with a pulselike profile for its field. A front represents a structure with a sharp transition between two plane ͑or continuous͒ waves with different amplitudes. The parameters of DSs and fronts depend mainly on the system parameters, so different initial conditions often converge to the same localized state. Recently, a new type of localized dissipative wave, namely, the class of pulsating solitons, was found in numerical simulations ͓5-7͔ and was then observed in experiments with soliton lasers ͓8͔. Pulsating solitons ͑PSs͒ are characterized by a ͑quasi͒ periodic variation of their parameters ͓9͔, such as a pulse width and amplitude. PSs can also be called "dissipative breathers."
The complex Ginzburg-Landau equation ͑CGLE͒ is one of the universal models used in describing dissipative systems. Examples of its application include pulse generation by passively mode-locked soliton lasers ͓10͔, signal transmission in all-optical communication lines ͓11͔, traveling waves in binary fluid mixtures ͓12͔, as well as pattern formation in many other physical systems ͓2͔. Depending on the system parameters, the CGLE has different types of solutions, including solitons, fronts ͓4͔, and pulsating solitons ͓5-9͔.
Although exact solutions of the CGLE do exist ͓4͔, they can be presented explicitly only for certain relations between the parameters of the equation. Furthermore, so far, only stationary solutions of the CGLE are known in analytical form. Since the CGLE is characterized by several parameters, it is difficult to find a correspondence between different regions in the parameter space and various types of localized waves. The solution to this problem usually requires massive numerical simulations with different sets of parameters and initial conditions ͓6͔. This extensive work can be avoided if we are able to find simplified models for the existence of localized solutions. As a first step in this direction, in the present work, we propose a reduction of the cubic-quintic CGLE to finite-dimensional dynamical models. As a result of the reduction, we arrive at models which provide approximate expressions for localized solutions of the CGLE. We also show that bifurcations in the models are related to corresponding transformations between the CGLE solutions.
The reduced models are obtained by applying the method of moments, developed by Maimistov ͓13͔ for the modified nonlinear Schrödinger equation ͑NLSE͒. The method suggests a way of dealing with the system by using some integral characteristics of the field under consideration. Following this approach, one can obtain a dynamical system for the evolution of several variables that correspond to the soliton parameters, such as the pulse amplitude and width. In principle, there is an infinite number of equations for the moments. Using the complete set of these equations, one can obtain exact results. However, in practice, one uses a trial function with a finite number of parameters, and this is the way to obtain a significant reduction in the number of variables used in the problem. The number of parameters in the trial function should correspond to the number of moments.
The paper is organized as follows. In Sec. II, we introduce the CGLE and discuss a lower estimate for the cubic gain in the system using plane wave solutions. In Sec. III, we briefly outline the method of moments ͓13͔. A justification of the trial functions and the derivation of the reduced models are presented in Sec. IV. Analysis of the models is described in Secs. V and VI. We find boundaries in the parameter space which separate different classes of localized solutions. Section VII summarizes our results. The dynamical equations for the general form of the trial function are presented in the Appendix. The derivation of the parameters included in the one of the models ͑see Sec. IV B͒ is also discussed there. Preliminary results of the work have been published in Ref.
͓14͔.

II. THE COMPLEX GINZBURG-LANDAU EQUATION
The cubic-quintic complex Ginzburg-Landau equation is written as ͓4͔
where ͑x , t͒ is the normalized envelope of the field, t and x are evolutional and spatial variables, respectively, D is the dispersion coefficient, ␥ and are the parameters of the cubic and quintic nonlinearities, respectively, ␦ represents the linear losses, ⑀ is the nonlinear gain coefficient, ␤ stands for spectral filtering, and characterizes the saturation of the nonlinear gain. As with the nonlinear Schrödinger equation, two coefficients in ͑1͒ can be scaled away. Thus, without loss of generality, one can take D = ± 1 and ␥ = ± 1. Since Eq. ͑1͒ is invariant with respect to the transformation → Ã , D → −D, ␥ → −␥, and → −, one can consider just two cases, viz., D = ␥ = 1 and D =−␥ = −1. In the present paper we consider the case of the same signs of D and ␥. The case of the opposite signs of these parameters is discussed briefly in Sec. VI.
Let us find rough lower estimates for the parameter ⑀ for the localized solutions to exist. It is known that the existence of localized solutions is closely related to the existence of continuous waves or plane waves ͓15͔. Thus, for an estimate, we look for a plane wave solution in the form = u exp͓i͑kx − t͔͒, where u, k, and are real parameters. Substituting this form into Eq. ͑1͒, one can find the following equations for the amplitude u and frequency :
defines the amplitude of the wave and can be easily solved:
.
͑4͒
We take ␦ Ͻ 0 in order to ensure that the trivial state u = u 1 is stable. Then u 2-5 are real if ⑀ Ͻ 0 and ͑␦ − ␤k 2 ͒ Ͼ 0. Therefore, a stable plane wave with arbitrary k can exist if ␦ , Ͻ 0 and ␤ , ⑀ Ͼ 0. In the rest of the paper, we consider this category only. An additional requirement for all u 2-5 to be real is that
This condition defines the lowest value of the cubic gain ⑀ that is needed in order to generate a wave with a wave number k. It is clear that u 4 =−u 2 and u 5 =−u 3 , and so we only need to consider positive values for the amplitudes. We label the solution in Eq. ͑4͒ such that u 3 Ͼ u 2 Ͼ u 1 = 0. Then the trivial solution u = u 1 = 0 and plane wave with amplitude u = u 3 are stable against small variations of the wave amplitude ͑see also ͓15͔͒. Equation ͑3͒, with u = u 3 , is the dispersion relation for the plane wave with the higher amplitude. The stability of plane waves with zero and the higher amplitude u 3 also means that localized solutions may exist for the same set of system parameters. The lowest value of ⑀ needed for existence of localized solutions does not differ much from the one defined by ͑5͒. The existence of localized states with zero asymptotes is due to the presence of the quintic nonlinearity, namely the saturation of the gain, , which is negative. Such states do not exist in the CGLE with the cubic nonlinearity only. All the terms in Eq. ͑1͒ play significant roles relating to the existence of pulsating solitons.
III. THE METHOD OF MOMENTS
In this section, we briefly outline the approach that we use to derive the dynamical model. The method of moments ͓13͔ is a reduction of the complete evolution problem with an infinite number degrees of freedom to the evolution of a finite set of pulse characteristics. For a localized solution with a single maximum, these characteristics include the peak amplitude, pulse width, center-of-mass position, and phase parameters. For an arbitrary localized field, one can introduce two integrals, namely, the energy Q and momentum P
and higher-order generalized moments ͓13͔
If the intensity ͉͉ 2 is symmetric, as we consider in this paper, then x 0 ͑t͒ = I 1 / Q. The number of higher-order generalized moments is infinite. Depending on a complexity of the reduced model, we can restrict ourselves to a finite number of them. Using the original equation ͑1͒, we can derive the evolution equations for the generalized moments ͓13͔:
The phase of the pulse evolves according to an additional equation ͓16͔:
Equations ͑8͒ and ͑9͒ are quite general, i.e., they are valid for a large class of NLSE-type evolution equations, including Eq. ͑1͒ with arbitrary coefficients. Up to this point, the equations are exact if we use an exact solution of ͑1͒ for .
In practice, one uses a trial function with a few parameters which depend on t. Equations for the evolution of these parameters are found from a system similar to ͑8͒. A suitable choice of trial function can be deduced from the general symmetries of the problem, and from results of experiments and numerical simulations. We found that five is the minimum number of parameters needed to describe different localized solutions ͑see Sec. IV͒. More parameters may improve the accuracy, but the complexity of the analysis then increases dramatically. Since the number of the moments should correspond to the number of the parameters, we consider only five moments in this work.
The method of moments has been applied successfully to different problems described by the perturbed NLSE ͓13,17,18͔. The method was also used for the CGLE in Ref.
͓19͔, where a simplified trial function was considered. For special problems, even the first two equations ͑8͒ may be sufficient when we deal with exact two-dimensional reductions of the CGLE ͓20͔. In more complicated cases, we need more equations. It happens that the complete set of equations ͑8͒ is the minimum required for modeling the pulsating solitons.
IV. TWO MODELS
The choice of trial function in this work is motivated by numerical simulations of the CGLE ͑1͒. It was found ͓6,8,9͔ that, for various sets of the system parameters, a dissipative soliton is a single-humped pulse with phase modulation. Here, we consider two forms of the trial function in order to demonstrate that the results vary only slightly, provided a reasonable choice of the function has been made.
A. Sech pulse
The first type of trial function has the form of a sech function:
where A͑t͒, w͑t͒, and x 0 ͑t͒ are the amplitude, width, and position of the pulse maximum, respectively, ͑t͒ is the phase shift, b͑t͒ is the linear phase coefficient, and c͑t͒ is the chirp parameter. The phase in Eqs. ͑10͒ is expanded up to the second order. This form differs from the trial function used in Ref.
͓19͔, where only linear terms in the phase were considered. We emphasize that the chirp is highly important for solutions of the CGLE. As numerical simulations show, even stationary solitons have appreciable phase modulation, not to mention more complicated localized waves, such as pulsating and exploding solitons. Now, the generalized moments can be expressed in terms of the soliton parameters in the trial function. Evaluation of integrals ͑6͒ and ͑7͒, with the help of Eq. ͑10͒, gives the following expressions:
2 w, P = − 2iA 2 wb, I 1 = 2A 2 wx 0 ,
Then, using Eqs. ͑8͒, one can obtain a set of ordinary differential equations for the soliton parameters in Eq. ͑10͒:
determines the evolution of the phase shift .
Since the phase shift does not appear on the right-hand sides of Eqs. ͑12͒ explicitly, we ignore this parameter for the rest of the paper. We make a further reduction of Eqs. ͑12͒. We note that, for ␤ Ͼ 0, the value of the linear phase b always tends to zero for t → ϱ. Then, the soliton center x 0 ͑t͒ tends to a constant value for t → ϱ. This allows us to consider a system with only three variables, viz., Q, w, and c. In other words, the three-dimensional subset describes the asymptotic dynamics of the five-dimensional model ͑12͒ for t → ϱ. We also men-tion that, for ␤ = 0, moving solitons with velocity x 0,t = bD are possible. However, such solutions are structurally unstable because they disappear for any small value of ␤.
B. Generalized Gaussian pulse
As numerical simulations show ͓6,9͔, pulsating solitons change their shape during one period from a bell-shaped pulse to a flat-top pulse. Therefore, we consider a second trial function which is a combination of Gaussian and superGaussian types of functions:
where A͑t͒, w͑t͒, and c͑t͒ have the same meaning as in Eq. ͑10͒. The constant m can be chosen arbitrarily, but it is independent of t. Note that, following the discussion in Sec. IV A, x 0 ͑t͒ and the linear phase b are taken to be zero implicitly in the ansatz. This leaves three parameters A, w, and c to be found from the three-dimensional model. We found that the trial function Eq. ͑13͒, with m Ͼ 0, gives better results than the sech function or the Gaussian function alone or the super-Gaussian function with a quartic term alone. Also, we found that the case 4m = 1 agrees well with the numerical simulations of the CGLE, so that here we consider this case only. However, this value is not critical and other values of m can be used. The general case for arbitrary m is presented in the Appendix.
Since the function ͑13͒ is symmetric in x, the integrals P and I 1 are identically zero. Other moments in Eqs. ͑6͒ and ͑7͒, for 4m = 1, are given by Q = 1.051A 2 w, I 2 = 0.1448Qw 2 ,
Then Eqs. ͑8͒ result in the following dynamical model ͑4m =1͒: As expected, the equations for Q t , w t , and c t in ͑12͒ and ͑15͒ are similar. The only difference lies in the numerical values of the coefficients of the terms. Note also that the definitions of the characteristic lengths in the trial functions are different. The characteristic lengths are related to the full width at half maximum ͑W FWHM ͒ of ͉͉ 2 as follows:
͑16͒
so that w S Ϸ 0.7788w GG , where w S is w in the sech pulse, Eq. ͑10͒, while w GG is w in the generalized Gaussian pulse Eq. ͑13͒.
V. ANALYSIS OF THE MODELS
In this section, we analyze the stationary states and their stability in models ͑12͒ and ͑15͒. We relate the fixed points and attractors of the two models to various types of localized solutions of the CGLE ͑1͒.
Fixed points ͑FPs͒ of Eqs. ͑12͒ with x 0 = b = 0, or of Eqs. ͑15͒, are found from the set of algebraic equations F j =0, j =1,2,3. The stability of the FPs is determined from the analysis of the eigenvalues j , j =1,2,3, of the Jacobian matrix M ij = ‫ץ‬F i / ‫ץ‬p j , where ͕p 1 , p 2 , p 3 ͖ϵ͕Q , w , c͖, and i =1,2,3. When the real part of any eigenvalue becomes positive, the corresponding fixed point becomes unstable. Since the characteristic equation for the eigenvalues is cubic, then either 1 = 2 * and 3 is real, or all three j are real. Below, we analyze the models ͑12͒ with x 0 = b = 0 and ͑15͒ for different values of the parameters , ⑀, , and ␤. We set ␦ = −0.1 in the numerical examples in the rest of the paper.
A. Plane waves
The sets of Eqs. ͑12͒ or ͑15͒ have three formal stationary states at w → ϱ, c = 0, and
for Eqs. ͑12͒, and
for Eqs. ͑15͒. These solutions correspond to plane waves with k = 0 discussed in Sec. II. The amplitudes in Eqs. ͑17͒ and ͑18͒ should be compared with exact expressions ͑4͒ that gives an accuracy estimate of the method of moments. The solution with the amplitude A 2 is unstable, while those with A 1 and A 3 are stable at least in the plane c = 0. The existence of the stable states indicates also that there exist regions of attraction to these states at large w. We will use this fact in analysis of the stability of localized waves.
B. Localized waves
Here we consider stationary states with finite width, ϱ Ͼ w Ͼ 0. First, we compare the results of numerical simulations of the CGLE ͑1͒ with those of the models ͑12͒ and ͑15͒. Then we study attractors of Eqs. ͑12͒ in the ͑⑀ , ͒ plane for ␤ = 0.08 and = −0.1 in more detail. In Sec. VI, we analyze the bifurcation diagrams for different values of ␤.
The results of numerical simulations ͓6͔ of the CGLE ͑1͒ for ␤ = 0.08 and = −0.1 are shown in Fig. 1͑a͒ . The figure shows the bifurcation boundaries between various types of localized waves that exist at particular values of the system parameters. The region with vertical shading corresponds to stationary solitons. Solutions describing two fronts moving in opposite directions exist in the region with horizontal shading. Pulsating solitons with periodic or chaotic variations of their parameters occupy the area between these two regions.
To continue the discussion, it is useful to define four types of fixed points for the three-dimensional model:
S 2 = ͕͑− ,0͒,͑− ,0͒,͑− ,0͖͒,
where the variables in curly brackets are complex eigenvalues ͕ 1 , 2 , 3 ͖ of the fixed point. The symbols in parentheses show that the corresponding parts of j = ͑Re j ,Im j ͒ are either positive ͑ϩ͒, negative ͑Ϫ͒, or zero. The types S 1 and S 2 ͑U 1 and U 2 ͒ correspond to stable ͑unstable͒ FPs. The bifurcation diagram for the models ͑12͒ and ͑15͒ is shown in Fig. 1͑b͒ . When the value of gain ⑀ is small, there are no FPs in the system. The threshold for FP existence, ⑀ ex , can be estimated roughly from Eq. ͑5͒ as ⑀ ex Ϸ 2 ͱ ␦. For the parameters in Fig. 1 , ⑀ ex Ϸ 0.2. If ⑀ Ͼ ⑀ ex then there are two FPs. In the region below the solid ͑dashed͒ curve 1 for model ͑12͒ ͓model ͑15͔͒, one FP is of the type S 1 , while the other FP is of the type U 2 . The second point, U 2 , does not change its type and is unstable in the whole square region shown in Fig. 1͑b͒ . Therefore, the bifurcation line 1 in Fig. 1͑b͒ is related to the transformation of the first FP. The amplitude A of the first ͑second͒ FP is related to the amplitude u 3 ͑u 2 ͒ of the stable ͑unstable͒ plane wave, and it can be estimated roughly from Eq. ͑2͒, taking k =0.
Curve 1 is the bifurcation boundary ͑threshold͒ where the stable FP of type S 1 becomes an unstable one of type U 1 . The following condition is satisfied at the threshold:
The loss of stability of a FP can either be a result of a merging with another unstable FP, or be due to the creation of ͑annihilation with͒ a limit cycle ͑LC͒ ͓21͔. The latter transition corresponds to a supercritical ͑subcritical͒ Hopf bifurcation ͓21͔. Since the number of the FPs does not change in the whole area in Fig. 1͑b͒ , the curve 1 is related to the threshold of the Hopf bifurcation in the models ͑12͒ and ͑15͒.
If the Hopf bifurcation is supercritical, a stable LC would appear exactly at the same value of ⑀ where the FP loses stability. When the Hopf bifurcation is subcritical, the stable LC should appear before the FP becomes unstable ͓21͔. In the latter case, the stable FP and stable LC coexist for a certain interval of the system parameters. Numerical simulations of Eqs. ͑12͒ and ͑15͒ show that for the set of parameters in Fig. 1͑b͒ , the bifurcation is supercritical. The loss of stability of the FP S 1 is accompanied by the creation of a stable limit cycle.
Close to curve 2 in Fig. 1͑b͒ , the period of the LC tends to infinity. There is no stable LC above curve 2. The soliton energy Q and width w in this region increase monotonically with t, while the ratio Q / w, which is related to the square of the soliton amplitude A 2 ͑cf. Sec. V A͒, remains roughly constant.
The region in Fig. 1͑b͒ surrounded by the thin solid curve corresponds to the area of existence of pulsating solitons of the CGLE, as found from direct numerical simulations. It is copied from Fig. 1͑a͒ . Comparison of Figs. 1͑a͒ and 1͑b͒ shows a clear correspondence between the attractors ͑FPs and LCs͒ of the two models ͑12͒ and ͑15͒ and stable localized solutions of the CGLE. Specifically, a FP of the model ͑12͒ or ͑15͒ corresponds to a stationary soliton, and a LC obtained in the reduced model corresponds to a pulsating soliton. The solution with almost constant A and increasing w ͓the area above the curve 2 in Fig. 1͑b͔͒ approximates two fronts moving in opposite directions. Such a solution was observed in numerical simulations of the CGLE ͓6͔. It is obvious that the dynamics of pulses in the CGLE is more complicated than that provided by the models ͑12͒ and ͑15͒. For example, there is a coexistence of stationary and pulsating pulses, as found in Ref. ͓6͔ and presented in Fig.  1͑a͒ . However, such a bistability was not found in the models ͑12͒ and ͑15͒ for the corresponding set of the parameters. Nevertheless, the boundaries obtained in each of the reduced models are fairly close to the exact ones. Thus, each of the models ͑12͒ and ͑15͒ provide reasonably good qualitative description of the soliton bifurcations inside the squared area of Fig. 1 .
In contrast to the stationary state, LCs or pulsating solitons appear due to the dynamical balance between dissipation and energy supply. Pulsations involve periodic variations of the soliton shape parameters A and w, and the phase parameter c. This behavior is similar to transient dynamics in the integrable NLSE ͓23͔, when a pulse adjusts its form to the fundamental soliton via quasiperiodic changes of its amplitude and phase. In the case of the NLSE, such oscillations are damped because the pulse loses energy, radiating linear waves during the transient stage. In the case of pulsating solitons of the CGLE, such oscillations are undamped due to the continuous energy supply.
The parameters of the LC change between curves 1 and 2. The oscillation period of the LC is finite on curve 1 but it varies along this curve. It is inversely proportional to Im͑ 1 ͒ of the first FP. The period increases monotonically with ⑀ at any fixed . As mentioned above, the oscillation period of the LC becomes infinite on curve 2, and above it the LC disappears. Examples of limit cycles in three-dimensional phase space for two different sets of the parameters are presented in Fig. 2 .
As follows from Fig. 2 , the LC becomes elongated in the region of large w when ⑀ increases. However, as was shown in Sec. V A, stable states corresponding to plane waves exist as w → ϱ. Therefore, there should be ͑separatrix͒ surfaces that separate the attractive regions of the plane waves from that of the LC. When the size of the LC increases, on increasing the parameter ⑀, the LC can touch the separatrix surface and the LC becomes unstable. Another possible scenario of the LC loss of stability is the period-doubling bifurcation that was found for the CGLE ͓6͔ and that exists in the model ͑12͒, for example, in the region near ͑⑀ , ͒ = ͑0.325, 0.1͒ and for fixed ͑␦ , ␤ , ͒ = ͑−0.1, 0.08, −0.1͒.
The dependence of the oscillation period of the LC on ⑀, when other parameters are fixed, is shown in Fig. 3 for each of the reduced models. The curve ͑solid line͒, obtained from direct numerical simulations of the CGLE ͑1͒, is also shown for comparison. There is an apparent difference in the numerical values of the period due to the drastic reduction in the number of degrees of freedom in the models. However, all three curves have the same qualitative behaviour. In particular, each curve starts with a finite value of the period T at the lower boundary of the region where pulsating solitons exist. The period T increases to infinity when ⑀ reaches the upper boundary. It is clear that the function given by Eq. ͑13͒ gives more accurate results.
A comparison of the actual field evolution in t with the one reconstructed from the reduced model is presented in Fig. 4 . The results of numerical simulations of the CGLE ͑1͒ are shown in Fig. 4͑a͒ . The field, reconstructed from the ansatz ͑10͒ and the dynamical systems ͑12͒, is plotted in Fig.  4͑b͒ . The qualitative features of the dynamics are similar. In particular, the soliton width varies periodically, while the soliton amplitude is close to a constant in each case.
VI. BIFURCATIONS IN THE EXTENDED REGION OF PARAMETERS
The limited range of parameters in Fig. 1͑b͒ is chosen in order to establish a correspondence with the known numeri- cal results for CGLE. Comparison of the results obtained from Eqs. ͑12͒ and ͑15͒ with the numerical simulations of the full CGLE justifies the validity of the models. Therefore one can expect that the dynamical systems ͑12͒ and ͑15͒ can be useful for prediction of the bifurcation thresholds in a wider range of the system parameters. We study one of the reduced models, namely, ͑12͒, in a wider range of the parameters to see if there are any other predictions that the simplified dynamical system can provide.
The extended bifurcation diagram for ␤ = 0.08 and = −0.1 on the ͑ , ⑀͒ plane is shown in Fig. 5 . As before, low values of ⑀ cannot support solitons. Thus, there are no FPs in Fig. 5 below the dotted line, which corresponds to ⑀ ex ͑cf. Sec. V͒.
Other curves on the bifurcation diagram in Fig. 5 separate the regions of stability of the first FP. The second FP, of type U 2 , is unstable in the whole area above the dotted line. The symbols in the regions in Fig. 5 show the types of stability of the first FP ͓see Eq. ͑19͔͒. The solid line is a border that separates stable and unstable FPs, while the dashed U-shaped line is a border between stable S 1 and S 2 types of the FP. The small rectangle in Fig. 5 shows the limits of parameters taken in Fig. 1 . The rectangle is located inside the region of the unstable FP, except for the lower part of it. Therefore, curve 2 and the region of the fronts in Fig. 1͑b͒ are also inside the U 1 region. We should mention that there is a difference in the extended region between the predictions of the model and results of numerical simulations of the CGLE. We discuss this in detail below.
The transition S 1 → U 1 across the solid line in Fig. 5 ͓curve 1 in Fig. 1͑b͔͒ corresponds to a Hopf bifurcation. This is an extension of the same bifurcation appearing in Fig.  1͑b͒ . Thus, stable LCs should exist everywhere near the solid line in Fig. 5͑a͒ . The LC can become unstable or chaotic far from this threshold. However, close to the threshold, the LC is always stable. Also note that there is a narrow vertical stripe with S 1 -type FPs between the two regions with S 2 -and U 1 -type FPs. Therefore, the transition to a FP of U 1 type is always from a FP of S 1 type.
The boundary for the Hopf bifurcation changes when we change the parameter ␤ that is shown in Fig. 6 . Solid curves represent the Hopf bifurcations for values of ␤ ranging from 0 to 0.3. The dotted lines in Fig. 6 are the lower thresholds for the existence of stable solitons. The four dotted lines in Fig. 6 correspond to ␤ = 0, 0.08, 0.2, and 0.3, counting from below. As follows from Fig. 6 , an increase of the spectral filtering parameter ␤ makes wider the region of the stability of the stationary soliton.
The result of numerical simulations of the CGLE is shown by points in Fig. 6 . In order to obtain the exact thresholds of the stability, we require massive simulations, involving variation of both the control parameters and initial conditions. Therefore, the following simplified procedure is used. The initial condition in all simulations in Fig. 6 was taken in the form ͑x ,0͒ = sech͑x͒, so that A͑0͒ = w͑0͒ = 1 and c͑0͒ = 0. The points in Fig. 6 correspond to the threshold when this initial condition is not transformed to the stationary soliton. The region of the stable stationary soliton is between the corresponding curves that agrees qualitatively with the predictions of the model. As was mentioned above, there are regions in Figs. 5 and 6 where the model ͑12͒ gives results which are not fully accurate. The model predicts the existence of stable solitons in the region Շ −0.2. However, we could not find such states in the numerical simulations of the CGLE. What we observe in that region are exploding solitons, similar to those described in Ref.
͓22͔. An exploding soliton is a long-living soliton that splits suddenly into several pulses. Then they interact with each other, so that the initial form is restored. We note that an exploding soliton looks like a stable stationary state for most of its propagation. Clearly, such behavior cannot be captured by trial functions like ͑10͒ or ͑13͒. That is why there is a discrepancy in this region. Thus, according to the numerical simulations of the CGLE, the stable stationary solitons exist between the thresholds denoted by points that correspond to the bottom S 1 area in Figs. 5 and 6.
The results in this section can also be applied to the case D = ␥ = −1. The corresponding diagrams are mirror images of Figs. 1, 5, and 6 with the transformation → −. Now we make some comments related to the case D␥ Ͻ 0. Numerical simulations of the CGLE show the existence of stable stationary solitons. However, their forms are different from those given by Eq. ͑10͒ or ͑13͒. As a consequence, the models ͑12͒ and ͑15͒ give very rough predictions. Therefore, this case requires a separate study that should be based on a different trial function.
VII. CONCLUSIONS
Two dynamical models Eqs. ͑12͒ and ͑15͒ for an approximate description of stationary and pulsating localized solutions of the CGLE, along with the Hopf bifurcation between them, have been considered. The models are constructed using the method of moments. The models describe the time evolution of the main pulse parameters: the pulse amplitude, the width, and the chirp. The models predict qualitatively correct dynamics for a wide range of the system parameters. These forms also provide rough estimates for the bifurcation boundaries between stationary and pulsating solitons.
A correspondence between different types of attractors in the models and various types of localized waves has been demonstrated. Fixed points of the models correspond to stationary solitons, while limit cycles are related to dissipative breathers. It was shown that stable dissipative breathers appear due to the Hopf bifurcation in the system. The models allow one to make a preliminary separation of regions with different types of localized waves over a wide range of the system parameters. where R͓͔ accounts for the additional terms in the equation. We assume that a solution of Eq. ͑A1͒ has the following form:
͑x,t͒ = A͑t͒F͑y͒exp͑i͒, ͑A2͒
where y = ͓x − x 0 ͑t͔͒ / w͑t͒ and = ͑t͒ + b͑t͒w͑t͒y + c͑t͒w 2 ͑t͒y 2 . If F͑y͒ is a real symmetric function of y then Eqs. ͑8͒ result in the following dynamical system for the soliton parameters of the trial function ͑A2͒: A particular case of the system ͑A3͒ for F͑y͒ = sech͑y͒ is presented in Ref. ͓13͔.
Parameters for the generalized Gaussian function
For the trial function ͑13͒ with arbitrary m, all integrals on the right-hand side of Eqs. ͑A3͒ can be written in the form where k = ͓0,4͔ and n = ͓1,3͔ are integers. These integrals can be expressed in terms of Bessel, hypergeometric, and gamma functions. We define H͑i , j , k͒ to be the hypergeometric function 
