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Abstract Nowadays the Lyapunov exponents and Lya-
punov dimension have become so widespread and com-
mon that they are often used without references to the
rigorous definitions or pioneering works. It may lead
to a confusion since there are at least two well-known
definitions, which are used in computations: the upper
bounds of the exponential growth rate of the norms
of linearized system solutions (Lyapunov characteristic
exponents, LCEs) and the upper bounds of the expo-
nential growth rate of the singular values of the fun-
damental matrix of linearized system (Lyapunov ex-
ponents, LEs). In this work the relation between Lya-
punov exponents and Lyapunov characteristic exponents
is discussed. The invariance of Lyapunov exponents for
regular and irregular linearizations under the change of
coordinates is demonstrated.
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1 Introduction
Consider a continuous autonomous system
z˙ = F (z), z ∈ R n, (1)
where F is a sufficiently smooth vector-function. Sup-
pose z(t, x0) is a solution of system (1) with the initial
data x0 = z(0, x0) uniformly bounded for t ∈ [0,+∞).
Consider the linearization of system (1) along the solu-
tion z(t, x0):
x˙ = J(t, x0)x, t ∈ [0,+∞), (2)
where J(t, x0) = {∂Fi(z)/∂zj}|z=z(t,x0) is (n×n) Jacobi
matrix.
Consider a fundamental matrix
X(t, x0) =
(
x1(t, x0), ..., xn(t, x0)
)
,
which consists of the linearly independent solutions
{xi(t, x0)}
n
1 of linearized system (2). The fundamental
matrix is often assumed to satisfy the following condi-
tion: X(0, x0) = In, where In is a unit (n× n)-matrix.
For time-varying linearization of nonlinear systems,
A.M. Lyapunov introduced the so-called Lyapunov char-
acteristic exponents (LCEs) as the upper bounds of the
exponential growth rates of solutions [42].
Definition 1 [42]1. The Lyapunov characteristic expo-
nents (LCEs) of matrix X(t, x0) are defined as
LCEi(x0) = lim sup
t→+∞
1
t
ln |xi(t, x0)|, i = 1, .., n.
1 In [42] these values are defined with the opposite sign
and called characteristic exponents.
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For a scalar function f(t, x0) 6= 0 and t > 0 we intro-
duce X (f(t, x0)) =
1
t
ln |f(t, x0)|. Then
X (|xi(t, x0)||xj(t, x0)|) = X (|xi(t, x0)|) + X (|xj(t, x0)|)
(3)
and LCEi(t, x0) = X (xi(t, x0)).
LCEs (often named the Lyapunov exponents or Lya-
punov exponents of fundamental matrix columns) are
used for the study of the existence of chaotic behav-
ior in the theory of chaos and the computation of di-
mension of chaotic attractors. For invariant compact
set of trajectories, various coverages and their change
along trajectories can be considered in computing di-
mensions (see, e.g. [6]). If it is considered a coverage
of attractor by small hypercubes (see, e.g. survey [17]),
then LCEs characterize the exponential growth rates
of hypercube’s edges lengths under the linearized map
(a unit hypercube is transformed by the fundamental
matrix to a parallelotope, the edges of which are the
columns xi(t, x0) of fundamental matrix, and the vol-
ume is equal to | detX(t, x0)|).
Often in the dimension theory it is considered a cov-
erage by balls (see, e.g. definitions of the Hausdorff and
fractal dimensions). Here a unit ball B is transformed
into the ellipsoid X(t, x0)B and the exponential growth
rates of its principal semiaxes lengths is considered.
The principal semiaxes of the ellipsoid X(t, x0)B are
coincides with the singular values of matrix X(t, x0):
σi(t, x0) = σi(X(t, x0)), which are defined as the square
roots of the eigenvalues of matrix X(t, x0)
∗X(t, x0).
The exponential growth rates of the singular values are
considered, e.g. in [46].
Definition 2 The Lyapunov exponents (LEs) of ma-
trix X(t, x0) are defined as
LEi(x0) = lim sup
t→+∞
X (σi(t, x0)), i = 1, .., n.
In contrast to the stability theory, where it is im-
portant to know only the largest LCE or LE, in the
chaos theory it is important to know all their possible
values. Therefore it is natural to consider the ordered
sets LCEs and LEs. For this purpose, considering the
decreasing sequences
LCEi(t
′, x0) = LCEi(X(t
′, x0)) = X (xi(t
′, x0))
LEi(t
′, x0) = LEi(X(t
′, x0)) = X (σi(t
′, x0))
for each t = t′ (called finite time LEs and LCEs, re-
spectively), one obtains the ordered (for all considered
t) sets of functions
LCEo1(t, x0) ≥ LCE
o
2(t, x0) ≥ ... ≥ LCE
o
n(t, x0),
LEo1(t, x0) ≥ LE
o
2(t, x0) ≥ ... ≥ LE
o
n(t, x0),
∀t.
Using, e.g, Courant-Fischer theorem [20], it is possible
to show that the ordered LCEos majorize the ordered
LEos: LEoi (t, x0) ≤ LCE
o
i (t, x0)
2 and the largest LCEo
is equal to the largest LEo: LCEo1(t, x0) = LE
o
1(t, x0).
For the sums of exponents the above fact has a sim-
ple geometric sense: the volume of n-dimensional paral-
lelotope (n-dimensional parallelepiped) is less or equal
to the volume of n-dimensional rectangular parallelo-
tope with the same lengths of edges: | det(X(t, x0))| ≤
|x1(t, x0)| · · · |xn(t, x0)|. Therefore we have
n∑
i=1
X (|σi(t, x0)|) = X (| det(X(t, x0))|) ≤
≤ X (|x1(t, x0)| · · · |xn(t, x0)|) =
n∑
i=1
X (|xi(t, x0)|).
If in the above definitions the limits exist (i.e. lim sup
t→+∞
...
is equal to lim inf
t→+∞
... is equal to lim
t→+∞
...), then, obvi-
ously, it is sufficient to order the limit values LCEi(x0)
and LEi(x0).
For a given point x0 there is the essential question on
the existence of lim
t→+∞
LCEoi (t, x0) and lim
t→+∞
LEoi (t, x0).
In order to get rigorously the positive answer to these
questions, from a theoretical point of view, one may use
ergodic properties of the system: according to the Os-
eledec theorem [46], the limit exist for x0 from a subset,
which is the support of an ergodic measure. However,
from a practical point of view, the rigorous use of the
above results is a challenging task (e.g. even for the
well-studied Lorenz system) and hardly can be done ef-
fectively in the general case, see, e.g. the corresponding
discussions in [5],[9, p.118]),[48],[61]).
From a computational perspective, the essential jus-
tification of the existence of exact values of LCEs and
LEs in numerical experiments may be the following:
in the calculations with finite precision any bounded
pseudo-trajectory x˜(t, x0) has a point of self-intersection:
∃t1, t2 : x˜(t1, x0) = x˜(t1 + t2, x0). Then for sufficiently
large t ≥ t1 the trajectory x˜(t, x0) may be regarded as
the periodic one. From a theoretical point of view, this
fact relies on the shadowing theory, the closing lemma
and its various generalizations (see, e.g. the surveys [43,
51,19,53]).
Lyapunov [42] considered linearizations with boun-
ded coefficients and introduced a special class of regular
2 For example, for the fundamental matrix X(t) =(
1 g(t)− g−1(t)
0 1
)
we have the following ordered values:
LCEo1 = max
(
lim sup
t→+∞
X (g(t)), lim sup
t→+∞
X (g−1(t))
)
,LCEo2 = 0;
LEo1,2 = max,min
(
lim sup
t→+∞
X (g(t)), lim sup
t→+∞
X (g−1(t))
)
. Re-
mark that here X of the diagonal elements of X(t) do not
coincide with LCEs and LEs.
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linearizations: for regular linearization the sum of LCEs
equals to the lower bound of the exponential growth
rate of fundamental matrix determinant (otherwise, the
linearization is called irregular). For example, the lin-
earizations with constant and periodic coefficients are
regular [42]. Any regular linearization has exact LCEs
(i.e. the lim
t→+∞
exists in the definition). Note that, in
general, the existence of exact LCEs does not imply
the regularity of linearization (see, e.g., [7,3,39]). For
regular linearizations the sign of the largest LCE defines
stability/instability of nonlinear system in a neighbor-
hood of the considered solution (see, e.g. theorems on
stability by the first approximation in the sense of Lya-
punov and on instability in the sense of Krasovsky and
their various generalizations in survey [39]). In the gen-
eral case the sign of the largest LCE does not guarantee
the stability or instability (and, therefore, the positive
largest LCE may not guarantee chaos) since there are
known the Perron effects of the largest LCE sign rever-
sal for irregular linearizations [28,39,29].
Note that there are various essential generalizations
of LCEs or LEs (see, e.g. [7,49,8,23,10]). See also some
recent papers on LEs application [11,55,41,44]. How-
ever LCEs and LEs themselves are used because of their
geometric meaning.
For numerical computation of LCEs and LEs there
are developed various continuous and discrete algorithms
based on QR and SVD decompositions of fundamental
matrix. However such algorithms may not work well in
the case of coincidence or closeness of two or more LCEi
or LEi and in the case of irregular linearizations. Also it
is important to remark that numerical computation of
LCEs and LEs can be done only for a finite time t = T
(i.e. there are computed LCEoi (T, x0) and LE
o
i (T, x0)),
justification of the choice of which is usually omitted,
while it is known that in such computations unexpected
“jumps” can occur (see e.g. [9, p.116, Fig.6.3]). Various
methods (see, e.g. [60,52,1,18]) are also developed for
the estimation of LEs from time series. However there
are known examples in which the results of such com-
putations differ substantially from the analytical results
[59,2]. In [54] it is noted that these examples call into
serious question whether the Lyapunov exponents for
time series data give any sort of meaningful quantita-
tive measurement of the original system.
The existence of different definitions of exponential
growth rate, computational methods, and related as-
sumptions led to the appeal: ”Whatever you call your
exponents, please state clearly how are they being com-
puted” [9].
2 Lyapunov dimension
Various characteristics of chaotic behavior are based on
LCEs and LEs. The sum of positive exponents is used
[45,49] as the characteristic of Kolmogorov-Sinai en-
tropy rate [25,56]. Another measure of chaotic behavior
is the Lyapunov dimension [24,31,8,15,21].
Introduce the Kaplan-Yorke formula [24] of the local
Lyapunov dimension with respect to the ordered set
{LEoi (t, x0)}
n
1 of the finite time Lyapunov exponents.
For that, we define the largest integer j = j(t, x0) ∈
{1, .., n− 1} such that
j(t,x0)∑
i=1
LEoi (t, x0) ≥ 0,
LEo1(t,x0)+...+LE
o
j(t,x0)
(t,x0)
|LEo
j(t,x0)+1
(t,x0)|
< 1.
The function dKYL (t, x0) = 0 if LE
o
1(t, x0) < 0 and
dKYL (t, x0) = n if
∑n
i=1 LE
o
i (t, x0) ≥ 0, otherwise
dKYL (t, x0) = j(t, x0)+
LEo1(t, x0) + . . .+ LE
o
j(t,x0)(t, x0)
|LEoj(t,x0)+1(t, x0)|
.
(4)
It is well known that the Lyapunov dimension is not
a “real” dimension3, however, for an attractor K the
Kaplan-Yorke formula of the local Lyapunov dimen-
sion with respect to the finite time Lyapunov exponents
gives an upper bound for the Hausdorff dimension (it
follows from [14]):
dimHK ≤ sup
x∈K
dKYL (t, x).
While in numerical experiments we can consider only
finite time t and (4), from a theoretical point of view, it
is interesting to study the limit behavior and similarly
introduce the Kaplan-Yorke formula with respect to
the Lyapunov exponents: dKYL (x0) = d
KY
L
(
{LEoi (x0)}
n
1
)
(see, e.g. [8, p.33, eq.3.37],[15]).
The properties of Lyapunov dimension of attractors
of dynamical systems are considered in details in the
books [50,58,6] (see also the recent surveys [4,38]).
The idea of construction of (4) may be used with
other types of Lyapunov exponents. Thus other defini-
tions for the Lyapunov dimension can be used for the
construction of (4), but care shall be taken to establish
it relation with the Hausdorff dimension.
Relying on ergodicity, the Lyapunov dimension of
attractor is often computed along one trajectory, which
is attracted or belongs to the attractor. But, in general,
one has to consider a grid of points on the attractor
and the corresponding local Lyapunov dimensions [30].
3 This is not a dimension in a rigorous sense (see, e.g.
[22,26]); e.g., in [35, Fig. 7;p.1439] a local B-attractor, which
includes equilibria and separatrices, has dimL ≈ 2.8.
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Note, for example, that the Lyapunov dimension of the
global Lorenz attractor coincides with its value in the
zero saddle point and is larger then the Lyapunov di-
mension of the classical local Lorenz attractor [15,13,
32,34].
Along with commonly used numerical methods for
estimating and computing the Lyapunov dimension, there
is an analytical approach, based on the direct Lyapunov
method using Lyapunov-like functions, which was pro-
posed by Leonov [36,32,40]. This method requires the
consideration of various changes of variables. Thus, the
question arises whether LEs and related characteristics
are invariant under such changes (see, e.g., [47] ”Is the
Dimension of Chaotic Attractors Invariant under Coor-
dinate Changes?” and [12,57]). Also for the correctness
of definition of the Lyapunov dimension it is necessary
to show that the definition is independent of the choice
of fundamental matrix of linearized system.
For LCEs such analysis is due to Lyapunov: he in-
troduced a notion of normal fundamental matrix, whose
sum of LCEs is less or equal to the sum of LCEs of any
other fundamental matrix. Since the columns with dif-
ferent LCEs are linearly independent, a linear system
can have no more then n different values of LCEs. For
any fundamental matrix X(t, x0) there exists a non-
singular linear transformation Q such that the funda-
mental matrix X(t, x0)Q is a normal fundamental ma-
trix. Note that all fundamental matrices have the same
largest LCE, which coincides with the largest LE. For
regular linearizations the set of LCEs of normal fun-
damental matrix coincides with the set of LEs. But in
the general case the set of LCEs of a normal funda-
mental matrix may not be equal to the set of LEs. Also
Lyapunov showed that the so-called Lyapunov trans-
formation x = L(t)y (non-degenerate linear transfor-
mations L(t) : R n → R n such that L(t), L−1(t), L˙(t)
are bounded and continuous) of coordinates of linear
systems (2) preserves LCEs of this linear system. In
particular, a corollary of his consideration is that the
diffeomorphism y = D(z) of the phase space does not
change LCEs of the bounded trajectories of nonlinear
system (1) (see, e.g. recent discussion in [16]).
3 Invariance of LEs under the change of
coordinates
Next it is rigorously shown that LEs of linearized sys-
tem (2) are independent of the choice of fundamental
matrix and invariant under diffeomorphism of the phase
space.
Suppose that X(t, x0) is a fundamental matrix of
linear system (2) and all its LEs are finite. Consider
a nondegenerate matrix Q (detQ 6= 0), and suppose
X˜(t, x0) = X(t, x0)Q.
Proposition 1
lim
t→+∞
(
LEoi (X(t, x0))−LE
o
i (X˜(t, x0))
)
= 0, i = 1, .., n.
Proof. Consider the sets of singular values of matrices
X(t, x0), X˜(t, x0), Q, and Q
−1 in descending order (all
singular values is strictly greater 0 since the matrices
are nonsingular):
σo1(Q) ≥ ... ≥ σ
o
n(Q) > 0, σ
o
1(Q
−1) ≥ ... ≥ σon(Q
−1) > 0,
σo1(X(t, x0)) ≥ ... ≥ σ
o
n(X(t, x0)) > 0,
σo1(X˜(t, x0)) ≥ ... ≥ σ
o
n(X˜(t, x0)) > 0.
By the Horn inequality for singular values (see [20])
for X˜(t, x0) = X(t, x0)Q and X(t, x0) = X˜(t, x0)Q
−1
one obtains
0 <
k∏
i=1
σoi (X˜(t, x0)) ≤
k∏
i=1
σoi (X(t, x0))σ
o
i (Q),
0 <
k∏
i=1
σoi (X(t, x0)) ≤
k∏
i=1
σoi (X˜(t, x0))σ
o
i (Q
−1)
k = 1, .., n.
Hence
0 <
k∏
i=1
σoi (X˜(t, x0)) ≤
k∏
i=1
σoi (X(t, x0))σ
o
i (Q) ≤
≤
k∏
i=1
σoi (X˜(t, x0))σ
o
i (Q
−1)σoi (Q) k = 1, .., n
and by (3)
−∞ < −
k∑
i=1
LEoi (Q) ≤
≤
k∑
i=1
LEoi (X(t, x0))−
k∑
i=1
LEoi (X˜(t, x0)) ≤
≤
k∑
i=1
LEoi (Q
−1) k = 1, .., n.
It can be found a constant c > 0 such that
−
c
t
< −
k∑
i=1
LEoi (Q),
k∑
i=1
LEoi (Q
−1) <
c
t
k = 1, .., n.
(5)
Then
−
c
t
<
k∑
i=1
LEoi (X(t, x0))−
k∑
i=1
LEoi (X˜(t, x0)) <
c
t
,
k = 1, .., n.
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Since, by assumption, LEs of matrices X(t, x0) are fi-
nite, LEs of the matrix X˜(t, x0) are also finite. Finally,
one has
lim
t→+∞
(
LEoi (X(t, x0))−LE
o
i (X˜(t, x0))
)
= 0 i = 1, .., n.

From the above consideration it follows that the propo-
sition is valid also for the matrix X˜(t, x0) = QX(t, x0).
Consider nonlinear system (1) under the change of
coordinates y = D(z), where D is a diffeomorphism.
Under the change of coordinates the trajectory z(t, x0)
is mapped to the bounded trajectory y(t,D(x0)) =
D(z(t, x0)). Then the corresponding fundamental ma-
trix is W (t,D(x0)) = D
′
z(z(t, x0))X(t, x0)(D
′
z(x0))
−1
(see, e.g. [16,37]). Since z(t, x0) is assumed to be bounded
and D′z and (D
′
z)
−1 are continuous, D′z(z(t, x0)) and
(D′z(z(t, x0)))
−1 are bounded in t and, therefore, an es-
timate similar to (5) occurs for their LEs.
Corollary 1
lim
t→+∞
(
LEoi (W (t,D(x0)))−LE
o
i (X(t, x0))
)
= 0, i = 1, .., n.
Corollary 2 The Kaplan-Yorke formula of the local
Lyapunov dimension with respect to the Lyapunov ex-
ponents {lim sup
t→+∞
LEoi (W (t,D(x0)))}
n
1 and
{lim sup
t→+∞
LEoi (X(t, x0))}
n
1 gives the same value.
4 Conclusion
In the paper the invariance of Lyapunov exponents and
the corresponding Lyapunov dimension under diffeo-
morphism of the phase space is shown. Similar results
can be obtained for a discrete system z(k+1) = F (z(k))
(see, e.g. [29,39,27]). Note that various changes of co-
ordinates are widely used nowadays for unified study
of the classes of dynamical systems (see, e.g., a recent
paper on differences and similarities in the analysis of
the Lorenz, Chen, and Lu systems [40]) and in the an-
alytical computation of the Lyapunov dimension [33].
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