Abstract. Recently, using Fourier transform methods, it was shown that there is no measurable Steinhaus set in R 3 , a set which no matter how translated and rotated contains exactly one integer lattice point. Here, we show that this argument cannot generalize to any lattice and, on the other hand, give some lattices to which this method applies. We also show there is no measurable Steinhaus set for a special honeycomb lattice, the standard tetrahedral lattice in R 3 .
Introduction
The Steinhaus tiling problem, first proposed by Steinhaus in 1957, is whether there exists a set in the plane which, under any isometry, contains exactly one point of Z 2 . Recently, Jackson and Mauldin [4] have constructed such a set. The question of whether such a subset of R 2 can be measurable remains open although there are several partial results [1] , [2] , [5] ; in [5] it is shown that such a set cannot have the Baire property.
Kolountzakis and Papadimitrakis [3] considered a variation of this problem: Does there exist a measurable subset E of R d such that for almost every x ∈ R d and almost every isometry S, the set (SE + x) contains exactly one point of Z d ? They showed the answer to this question is no, for d ≥ 3. This result had been shown earlier by Kolountzakis and Wolff [5] by more complicated means which also yield some stronger results. One purpose of this note is to examine how far the argument given in [3] might extend. We begin by repeating the key aspect of this argument, by generalizing from the lattice Z d , for d ≥ 3, to the lattice BZ d , where B ∈ GL(d, R). We call the above condition the "almost sure" Steinhaus property on B or on the lattice BZ d . Specifically, a set E is said to have the almost sure Steinhaus property on B or on the lattice BZ d , where B is an invertible matrix, provided that under almost every isometry S and almost every point x, |(SE + x) ∩ (BZ 3 )| = 1. For the remainder of the paper we shall suppress the words almost sure. Observe that this property may be described as follows:
(1) 
if and only if its Fourier transform satisfies:
By integrating both sides of (2) over the parallelepiped spanned by the columns of A, we find that the constant C equals the integral of f times |det(A −1 )|. It follows from this that a measurable set E has the almost sure Steinhaus property on A if and only if µ(E) = |det(A)|, where µ(E) is the Lebesgue measure of E, and 1 E vanishes on all points x, such that x = λ for some λ ∈ Λ * A , λ = 0. In view of this, given a matrix M , let 
It is easy to see that the left side must be an integer, and we have supposed that the right side is not. We adopt a notation with which to state this result.
If The remainder of this paper deals with the question of when a matrix A exists such that B w A. To this end, it is useful to note the following two-part strategy: if we can find a matrix C such that C t B and B s A, then C s A and, of course, C w A . Kouluntzakis and Papadimitrakis [3] have resolved some issues about this strategy for the case B = I. They show that in case d = 2, there is no such A so that this strategy cannot be applied. In case d > 2, there is such an A and so the strategy applies. We will not complete their proof here, but mention 
In section 2, we prove that if A T A has rational entries, then there is a diagonal matrix B such that A t B and B T B has rational entires. Thus, we can carry out the first part of the strategy. In section 3, we demonstrate the limitation of the general method by exhibiting a class of diagonal matrices such that if A B, then A t B. In section 4, we provide an example of a matrix H for which the strategy works. Our proof uses some special quadratic forms and the method of descent.
A result on norm rational matrices
Let us refer to an invertible matrix A as norm rational if A T A has only rational entries. This is equivalent to saying that the inner product of any two columns of A is rational and also equivalent to saying that ||Ax|| 2 is rational for every
Note that this theorem gives a halfway point toward showing that Theorem 1 applies to all norm rational matrices.
For the sake of clarity, we prove the theorem in the case of d = 3, indicating how to generalize where appropriate.
Proof of Theorem 2. First, if R is any linear isometry, then B A if and only if RB A, since D(B) = D(RB)
. Also, A is norm rational if and only if RA is norm rational. Therefore, we may assume A is lower triangular and norm rational. Let us say
Our first goal is to show that general a i,j may be written as q i,j √ n i , for some q i,j ∈ Q, n i ∈ Z. To do this, we note that any number x with x 2 ∈ Q may be written uniquely as q √ n, where q is rational and n is a square free integer. This implies that if x = q 1 √ n = 0 and xy ∈ Q, then y = q 2 √ n, for some rational q 2 . We denote the ith column of A as A i . We have A 3 , A 3 = a 2 3,3 ∈ Q, so we may write a 3,3 = q 3,3 √ n 3 . Next, we have A 1 , A 3 = a 3,1 a 3,3 ∈ Q and A 1 , A 2 = a 3,1 a 3,2 ∈ Q, so by the second above property, we may also write
. This is valid since det(A) = 0 implies a 3,3 = 0. Note that this gives a 3,i a 3,j ∈ Q for all i, j.
We now proceed to row 2. We have
Since we have a 2 3,2 ∈ Q, this gives a 2 2,2 ∈ Q, so we may write a 2,2 = q 2,2 √ n 2 . We have A 1 , A 2 = a 2,1 a 2,2 + a 3,1 a 3,2 ∈ Q, which gives a 2,1 a 2,2 ∈ Q. Again, we have a 2,2 = 0, so we may write a 2,1 = q 2,1 √ n 2 . Finally, we have A 1 , A 1 = a 2 1,1 + a 1,2 2 + a 2 1,3 ∈ Q, which gives a 2 1,1 ∈ Q, so we may write a 1,1 in the desired form.
The method for general dimension d is similar to the above. We proceed row by row upwards, beginning with the diagonal element, which gives all other elements in the row. 
If x 1 , y 1 , and z 1 are nonzero integers, we can consider the subset of the above when x 1 |x, and so on, and consider x = x 1x , y = y 1ŷ z = z 1ẑ . The above continues as:
Suppose nonzero integers x 1 , y 1 , and z 1 have been chosen such that
a3,3z1 , and
a3,3z1 are integers. This is clearly possible; one method would be to let z 1 be one, then choose y 1 such that the third is an integer, and then choose x 1 so that the first two are integers. (In the higher dimensional case, we have
2 fractions which we wish to force to be integers. In that fraction which involves the ith and jth variable, with i < j, we will have the ith variable on top, so that we may assign the parameters in decreasing order as in the case of d = 3.) This allows a transformation which gives us
where B is defined by
We have shown A B, and it is easy to check that det(B)/det(A) is x 1 y 1 z 1 , and so is an integer, giving us A t B.
Here, we should clear up some possible confusion over the application of Theorem 1. Theorem 1 will give us that there is no measurable set with the Steinhaus property over B, if we have that B −T weakly norm dominates another matrix. For this reason, it is useful to note that B is a norm rational matrix if and only if B −T is a norm rational matrix, since B T B is rational if and only if its inverse,
, is rational. This means that Theorem 2 is useful towards showing a matrix B yields no set having the Steinhaus property on B only if B is norm rational. This will be examined further in the fourth section, where we will use this theorem to show that there is no Steinhaus set on the honeycomb lattice in R 3 .
A matrix which weakly norm dominates no matrix
Here, we show that the result or technique given in section 1 cannot always be used to show that there is no measurable set with the Steinhaus property over any A in R 3 . For the lattices described in the next theorem we do not know whether there can be a measurable almost sure Steinhaus set.
Theorem 3. There exists a matrix B ∈ GL(d, R) with the property that for any matrix
Proof of Theorem 3. Let the diagonal matrix B have the form
where α 1 , . . . , α d are independent over Q. Suppose also that A ≺ B. We express A as a quadratic form:
From norm domination, we know that for any 
We denote the components of this representation as
Since the f i are rational valued, since f ( x) = α 1x1 2 + . . . + α dxd 2 for some x ∈ Z d , and since α 1 , . . . , α d are independent over Q, then the f i are always integer square valued. Here we state a lemma to be proven later.
Lemma 4. Any quadratic form which is always integer square valued is the square of an integer linear form.
This means that the f i are squares of linear forms. We may then write
R. DANIEL MAULDIN AND ANDREW Q. YINGST
We can see that the √ a i,i,j are integers, which gives us that the determinant of the above matrix is √ α 1 . . . α d times the determinant of an integer matrix. Since this must also be the determinant of A, we have det(A)/det(B) is an integer.
We now prove Lemma 4.
Proof of Lemma 4. We prove by induction on d, the number of variables in our quadratic form, beginning with our base case of d = 2.
Suppose f (x, y) = ax 2 + bxy + cy 2 is integer square valued on Z 2 . Our goal is to show that this is a linear form or, equivalently, to show that b 2 − 4ac = ∆ = 0. Assume, by way of contradiction that ∆ = 0. Considering f (1, 0) gives that a is a square. We assume a = 0, as the alternative case is trivial. We have that f (−b, 2a) = a(−∆) is a square, and since a is a nonzero square, we have −∆ is a square. We also have that f (2a∆ − b, 2a) = −∆a(4a 2 (−∆) + 1) is a square. Since −∆a is a nonzero square, we then have (4a 2 (−∆) + 1) is a square. On the other hand, we have that 4a
2 (−∆) is a square. This gives us two squares whose difference is one, which implies that 4a 2 (−∆) = 0, which yields a contradiction. We now assume that any quadratic form in n−1 variables which is integer square valued on Z n−1 is the square of a linear form, and show the case of n. Assume that f is integer square valued, where f is given by:
By considering the case of all but two of the x i are equal to zero and applying the case of d = 2, we find that each of the a i,j = ±2 √ a i,i a j,j . We now write f as
The parenthetical of the above is f (x 1 , . . . , x n − 1, 0), which is a binary form on n − 1 variables, and which also is integer square valued. We apply our induction hypothesis to write: 2 + a n,n x 2 n , which is a binary quadratic form on t and x n and, again, remains square valued. The base case gives us that ∆ = −16b 2 j b 2 d a n,n = 0. We have assumed b j = 0 = b k , so we must have a n,n = 0, which gives us that our form on n variables is actually a form on n − 1 variables. Our induction hypothesis then completes the proof.
This result and the result of the previous section seem to indicate that the ability of a matrix A to weakly norm dominate any matrix is related to the dimension of the entries of A T A in the rationals. A reasonable conjecture might be that, for d = 3, A weakly norm dominates another matrix if and only if A is a constant times a norm rational matrix. This conjecture cannot hold in general dimension, however, by a counterexample in dimension 6. (Consider a diagonal matrix which has its diagonal comprised of two diagonal matrices from dimension 3 which do weakly norm dominate, one of which is rational, the other multiplied by a transcendental.)
A honeycomb lattice: The standard tetrahedral lattice
Here we apply Theorem 1 to show that there is no measurable set with the Steinhaus property over the 3-dimensional standard tetrahedral lattice. The vectors which generate this honeycomb lattice may be visualized by considering three edges of a regular tetrahedron which have a vertex in common. That is, they are three unit vectors, each pair of which has an angle of sixty degrees.
Theorem 5. There is no measurable set with the Steinhaus property over the honeycomb lattice H, where H is given by:
Proof of Theorem 5. From Theorem 1, our goal is to find a matrix A, such that A ≺ w H −T . To do this, we actually find two matrices A and B, such that A ≺ s B and B ≺ t H −T . We begin by going through the steps of the proof of Theorem 2 to find B.
if x 1 , y 1 , and z 1 are integers. We must choose x 1 , y 1 , and z 1 such that
3z1 , and y1 3z1 are integers. The simplest such choice is (x 1 , y 1 , z 1 ) = (6, 3, 1) . This gives us
We now have shown:
Now, we need a matrix A, such that B s A. From this we will have that H −T s A and the proof will be complete. Let us define A as follows: 
It has been shown (see [6] . We see that x and z are both odd, or both even. If they are both even, then we write x = 2x 1 , z = 2z 1 , and y = 2y 2 and arrive at 8x k−1 (8n + 5), from which we may repeat the argument and descend until k < 2 or x, z are odd.
Assume then that x and z are odd. We write x = 2x 1 + 1, z = 2z 1 + 1. This gives us 2x 1 (x 1 +1)+17y 2 1 +6z 1 (z 1 +1)+2 = 4 k−2 (8n+5). If k > 2, then y 1 is even, which gives a contradiction, as 4 divides the right side, but not the left. So, assume k = 2. We then have 2x 1 (x 1 +1)+y 2 1 +6z 1 (z 1 +1) ≡ 3 (mod 8). For the left side to be odd, we must have y 1 odd, which gives y 2 1 ≡ 1, giving 2x 1 (x 1 + 1) + 6z 1 (z 1 + 1) ≡ 2 (mod 8). This yields x 1 (x 1 + 1) + 3z 1 (z 1 + 1) ≡ 1(mod 4), which gives a contradiction, as the left side is even and the right is odd.
We now have A ≺ s B and B ≺ t H −T , which gives A ≺ w H −T , which, by Theorem 1, completes the proof.
It is important to note that, in the above proof, we relied heavily on having a simple expression for those integers not of the form x 2 +8y 2 +24z 2 . In [6] , a ternary quadratic form of the form ax 2 + by 2 + cz 2 is called regular if the set of positive integers not represented by it can be written as a union of arithmetic sequences. It is stated that there are exactly 102 regular forms when gcd(a, b, c) = 1, which indicates that proofs like this one will not apply to general B.
One of the simplest irregular forms is x 2 + y 2 + 7z 2 . There is empirical evidence to suggest that {x 2 + 8y 2 + 28z 2 : x ∈ Z 3 } ⊂ {x 2 + y 2 + 7z 2 : x ∈ Z 3 }.
Specifically, the subset relation holds when the images are restricted to the first 2000 integers. This would give an example of strong norm domination of an irregular form by an irregular form, but no means of proving that the subset holds in general is obvious to us.
