I. INTRODUCTION
Learning algorithms and training data are the two main factors when constructing a generalization model. In general, a good model requires a suitable learning algorithm and a sufficient amount of training data. Traditionally, the scarcity of training data is the main obstacle to obtaining a good model. However, in the era of big data, the amount of training data is usually sufficient. However, the substantial increase in the amount of training data inevitably results in errors and noise in many training datasets, which may seriously degrade the quality of the generalization model. Thus, noise handling is an important research topic in big data analysis.
The noise contained in the training dataset can be divided into two main categories: attribute noise and label noise [1] .
Attribute noise is defined as an imprecision or a mistake introduced in the attribute values, while label noise is caused by mislabeling. The two types of noise have been comprehensively studied in many works [2] , which have suggested that removing attribute noise can decrease the predictive accuracy of a classifier if the same attribute noise is present when the classifier is subsequently used. However, eliminating label noise consistently improves the predictive accuracy. This work focuses on label noise only, and ''noise'' in this work uniquely refers to label noise.
In [3] - [8] , label noise handing approaches mainly consist of two types: algorithm-level approaches and data-level approaches. The former adapts existing algorithms to properly handle noise or to be less influenced by noise, whereas the latter mainly preprocesses the dataset to remove noisy instances prior to learning. Algorithm-level approaches are not always available because they depend on the particular adaptation of a classification algorithm and cannot be directly applied with other algorithms. By contrast, the datalevel approach is independent of the classification algorithm; thus, in many applications with noise, the data-level approach is preferred. Noise filtering is a commonly used data-level approach. Removing noise from the training dataset produces several benefits, such as improved classification accuracy and reduced model complexity.
In most cases, detecting label noise is challenging, and many noise filtering methods have been proposed with different degrees of success. Most works favor k-nearest neighbor (kNN) and ensemble learning algorithms [9] - [17] . kNN algorithms compare each sample's label with those of its surrounding neighbors. A sample is identified as mislabeled if most of its neighbors have different labels from that of the sample. Ensemble learning algorithms generally employ multiple classifiers to guarantee a more reliable filtering of mislabeled samples. The diversity among multiple classifiers can be generated either by using different learning algorithms or by selecting different training samples.
Ensemble learning filters differ in terms of classifier construction and/or decision fusion. However, most works focus on only the mislabeled training dataset and ignore the effect of unlabeled data. As semi-supervised learning shows, compared to labeled data, unlabeled data are usually much easier to obtain and are common in many applications. The success of the existing semi-supervised learning methods inspires us to develop a new noise filter that can use unlabeled data to improve the noise filter performance on a mislabeled training dataset.
To this end, we propose a novel method, named enhanced soft majority voting by exploiting unlabeled data (ESMVU). ESMVU is an ensemble-learning-based filter. In contrast to most works that use single voting, ESMVU utilizes the concept of multiple voting to make voting more reliable. In addition, a soft majority voting concept, which outputs both a voting result and a corresponding degree of trust, is proposed. ESMVU provides a systematic way to measure the reliability of estimated labels so that unlabeled data can be used to improve noise filtering from a labeled noisy training dataset. To effectively utilize the information of unlabeled data, ESMVU also utilizes the sample distribution information for noise filtering. For this purpose, an LDC-kNN based editing procedure is included in ESMVU. This procedure is expected to be superior to traditional kNN editing by utilizing both distance and distribution information. Finally, the performance improvement of ESMVU is demonstrated with extensive experiments on KEEL datasets and UCI datasets and by comparison with the state-of-the-art approaches.
Therefore, ESMVU is proposed to overcome the limitation of existing methods whose label noise detection performance is highly dependent on the labeled training dataset. It should be noted that using unlabeled data is not free and sometimes inappropriate usage could further degrade the learning performance. The main contributions of ESMVU involve the reliable using unlabeled data by applying soft majority voting and data editing techniques.
The rest of this paper is arranged as follows. Section 2 presents related works on classification with noisy data. Section 3 introduces the details of the proposed method for mislabeled data filtering. In Section 4, we describe the experimental framework and analyze the experimental results. Finally, we present concluding remarks and briefly discuss the direction of future work in Section 5.
II. RELATED WORK
When the labels of training instances are polluted, the learning performance is degraded from different aspects, including classifier complexity and classification accuracy [18] - [29] . Unfortunately, mislabeled training data exist in many applications, such as wireless sensor network analysis [30] - [32] and big data analysis [33] . The complexity of a classifier mainly involves the size and interpretability of the classifier. In [3] , it was shown that the size of decision trees can be increased by mislabeled data. The existing research also found that the complexity of SVM also increases when mislabeled data exist. Among all the negative aspects of mislabeled data, the most frequently reported consequence is the decreased classification accuracy. For example, the behavior of the nearest-neighbor classifier has been investigated when mislabeled training samples exist [22] .
Mislabeling in practical datasets is common; therefore, techniques that eliminate or reduce its impact are needed. There are two main approaches to handle mislabeling. The first is the algorithm-level approach, which relies on algorithms that are naturally robust to label noise because studies have shown that some algorithms are less influenced than others by label noise. These algorithms directly model label noise during learning or are modified to consider label noise in an embedded fashion. C4.5 is an example of a robust learner that uses pruning strategies to reduce the chance of overfitting due to noise in the training data. There are some disadvantages to algorithm-level approaches. Because not all algorithms are robust to noise, this approach lacks versatility. Moreover, although some algorithms are robust to noise, label noise is not addressed in this approach.
The second approach to handling mislabeling is the datalevel approach. The best-known methods of this type are mislabeled data filters, which identify mislabeled instances that can be eliminated from the training data prior to training. The separation of noise filtering and the learning phase has the advantage of avoiding the use of polluted instances in the classifier building process. In addition, filter approaches are cheap and easy to implement. Our work is included in this category.
Mislabeled filtering approaches include k-nearest neighbor, ensemble learning, and application oriented. Application-oriented approaches have been proposed to solve concrete problems; thus, they lack generality and are not for j = 1,. . . y do 6: induce H j based on examples in E t and A j 7: end for 8: for every e ∈ E i do 9: ErrorCounter ← 0 10: for j=1,. . . ,y do 11: if H j incorrectly classifies e then 12: ErrorCounter ← ErrorCounter + 1 13: end if 14: end for 15: if ErrorCounter > y 2 , then 16: A ← A ∪ {e} 17: end if 18: end for 19: end for considered here. K-nearest neighbor approaches assume that nearby samples should have the same labels; however, this assumption sometimes does not hold.
By contrast, ensemble learning filters are the most widely used. This type of filter is preferred because an ensemble classifier has better performance than each base-level classifier on a dataset if two conditions hold: (1) the probability of a correct classification by each individual classifier is greater than 0.5 and (2) the errors in the predictions of the base-level classifiers are independent. In this work, a novel ensemble learning based filter is proposed. As necessary background knowledge, conventional ensemble-learning-based filters are introduced in this section.
Ensemble-learning-based filters employ ensemble classifiers to detect mislabeled instances by constructing a set of base-level classifiers and using their classifications to identify mislabeled instances. The general approach is to tag an instance as mislabeled if x of the m base-level classifiers cannot classify it correctly. Majority filter (MF) and consensus filter (CF) are representative algorithms [3] . MF tags an instance as mislabeled if more than half of the m base-level classifiers classify it incorrectly. CF requires that all baselevel classifiers disagree with the given class label for an instance to be eliminated from the training data.
The algorithm of the majority filter is shown in Algorithm 1. MF begins with n equal-sized disjoint subsets of the training set E (step 1) and the empty output set A of detected mislabeled examples (step 2). The main loop (steps 3-6) is repeated for each training subset E i . In step 4, subset E t , which includes all examples from E except those in E i , is formed and is then used as the input of an arbitrary inductive learning algorithm that induces a hypothesis (a classifier) H j (step 6). The examples from E i for which a majority of the hypotheses does not give the correct classification are added to A as potentially noisy examples (step 14). CF is similar to MF; the only difference is in step 14. In CF, the example in E i is regarded as mislabeled only when all the hypotheses incorrectly classify it. Compared with MF, CF is more conservative due to the stronger condition for noise identification, which results in fewer instances being eliminated from the training set. Consequently, CF has greater risk of retaining mislabeled data.
Existing filters, such as MF and CF, retain or discard a training sample based on various noise-detection policies. Most of the existing approaches are supervised and use partial training samples for training before identifying noise in the remaining samples. Supervised noise filters may face difficulty if the amount of training data is limited because insufficient noisy training samples make is difficult to construct reliable classifiers for noise detection. In fact, in addition to labeled data, many unlabeled data are available in real applications. Additionally, unlabeled data are usually sufficient since they do not require labeling. For example, in webpage classification tasks, the number of unlabeled samples is almost countless. In this work, we consider the utilization of these ''cheap'' unlabeled data to improve the noise filtering performance to obtain a cleaner training dataset.
III. ESMVU: ENHANCED SOFT MAJORITY VOTING BY EXPLOITING UNLABELED DATA
This section is arranged as follows. In Section 3.1, we introduce the motivations and main concepts proposed in this paper. Then, the details of the proposed approach are presented in Section 3.2.
A. MAIN CONCEPTS PROPOSED IN THIS WORK 1) SOFT MULTIPLE MAJORITY VOTING
Our proposed ESMVU is an ensemble-learning-based noise filter based on the well-known majority filtering (MF) [3] . MF employs an ensemble of classifiers in which a sample is identified as mislabeled when it is classified incorrectly by more than half of the base-level classifiers.
MF consists of two main steps. The first step is data partitioning, which randomly divides the training data E into n equal-sized subsets E 1 , E 2 ,. . . , E n . Cross-validation is used in the second step. Each E i is held out, and the other n-1 subsets, E n \E i , are used to train multiple classifiers, which are then used to detect the potentially mislabeled data in E i . MF executes the above two steps only once, so it is a single voting noise filter.
Single voting is easily influenced by the data partitioning step. As training data are randomly assigned, the trained classifiers are different in different partitions. Consequently, the classifiers' detection results are not robust. The same instance can be identified with opposite results with two different partitions. Therefore, single voting is risky and unreliable.
A multiple voting noise filter has been proposed in [27] to reduce the effect of data partitioning. It is organized into two layers and consists of two single voting detectors. Each single voting detector generates one suspected mislabeled data index in the 1st layer voting; then, all the suspected indexes are combined in the 2nd layer to output the final summarized mislabeled data index. Multiple voting requires two voting mechanisms for the two layers. Accordingly, different variants of filters have been designed, including MF1, MFMF, and MFCF. Previous research shows that the performance of MFMF is good in most cases.
For MFMF, both layers are based on majority voting. Majority voting is effective in many cases; however, it is ''rigid'' in some sense. For instance, suppose there exist two samples, whose predicted labels set by MFMF are {+, +, −, +, −, +} and {+, +, −, +, +, +}. Although the majority class for both samples is ''+'', the confidences of belonging to ''+'' are different. Based on the frequency of occurrence, the confidences of ''+'' are 4/6 and 5/6 for these two samples.
Soft multiple majority voting is proposed in this work to reflect the above confidence information. Because it contains both class information and confidence information, it is ''soft''. In this scheme, soft majority voting is applied in the first layer, and a predefined threshold is used in the second layer. The confidence of the class of each sample is compared with the predefined threshold, and an instance is identified as mislabeled when the confidence is lower than the predefined threshold. We use the following equation to compute the confidence value.
Confidence(x) =
No. of classifiers correctly classify x No. of data partition * No. of classifiers
2) LDC-kNN BASED DATA EDITING Soft multiple majority voting reflects the confidence of class labels. The merits of using confidence are two-fold for ESMVU. First, it can select more reliable labeled data to construct ensemble classifiers. Second, it can select more reliable unlabeled data from the pool of the unlabeled dataset.
Next we need a systematic way to fully utilize the value of these unlabeled samples. To this end, a hybrid approach is proposed to utilize different aspects of unlabeled samples. On one hand, the selected unlabeled data are put into the framework of the ensemble-learning-based filter. On the other hand, these unlabeled data are used to support data editing on the noisy training dataset. Because both the kNN-based filter and ensemble-learning-based filter might be biased, their combination is expected to maximize the value of the unlabeled data. Several kNN-based data editing approaches exist, such as ENN, RENN, and All-kNN. These methods are based on the kNN algorithm, which considers the label information of a sample's neighbors and ignores the distribution information contained in the neighbors. In most cases, however, the importance of each neighbor is different, and a similarity measurement should be considered. A neighbor that is closer to a sample X is more important to X . Thus, distance information should be considered in data editing [34] . Our first choice is DW-kNN [35] , which is a distance-weighted kNN. For a sample X , DW-kNN assigns the i th nearest neighbors x i a distance-based weight w i as:
In Equation 2, d k and d 1 represent the maximum and minimum distances of the kNNs to the test instance x i . The instance is assigned to the class in which the weights of the representatives of the kNNs sum to the greatest value. DW-kNN is distanced-weighted and superior to the original kNN, but it is unable to use distribution information. In fact, in many problems, the distribution information is important to improve classification performance. To this end, we use local-distribution-characteristics-based kNN (LDC-kNN) in our filtering framework [30] . LDC-kNN aims to quantify the membership degree based on fuzzy set theory [36] .
LDC-kNN first finds the k-nearest neighbors of the query instance q. Then, the center C(c i ) and the standard deviation are computed, where c i is the cluster of the i th class in the k-nearest neighbor. The computation is based on the following equations:
In these equations, N i is the number of samples in class c i around the query instance q. X 
M D c i
The decision strategy of LDC-kNN is as follows. In most cases, only one class will be decided. Special cases are addressed in the following manner. (1) When MD = 0, we assign the query sample to the class with the maximum value of N i / (d(q, C(c i )) ) p . (2) When MD = ∞, we assign the query instance to the class with the maximum value of N i * σ (c i ) p .
B. THE DETAILED ALGORITHM
The main concepts of our proposed approach have been presented in Section 3.1. We present our algorithm in detail in Section 3.2. The whole process of our proposed approach, which can be divided into two layers, is shown in Algorithm 2. The first layer (steps 1-19) is the first filtering process, which provides training data for the learning algorithms in the second layer. In this layer, a relatively clean dataset, indReliable, is generated after filtering the original training dataset E. We propose the soft multiple majority voting method (MSMV), which is shown in Algorithm 3, to generate indReliable. In MSMV, we first need to select the number of data partitions (suppose the number is t). For every data partition, we divide the dataset into n disjoint almost equally sized subsets. Then, we take one of the n subsets as the test dataset and use the remaining subsets as the training dataset for y different learning algorithms to train y classifiers (steps 2-7 in Algorithm 3). Afterwards, the classifiers are used to predict the labels for the samples in the test dataset. The entire process is conducted by crossvalidation. In this way, each instance in every data partition has y predicted labels, so we obtain a total of t * y predicted labels for every instance. These predicted labels include some labels that are the same as the sample's original label. The number of such labels is used to determine the confidence of the label for this sample based on Equation 1. Finally, the sample is regarded as reliable if the confidence is not less than the predefined threshold T (steps 19-20 in Algorithm 3).
MSMV is an ensemble-based filter that is similar to the multiple voting in [27] . However, it is expected to be superior because the confidence information of each instance is considered, which could improve the reliability of the filtering. As shown in Algorithm 2, the indReliable dataset is extracted and used to train several classifiers, which are then used to predict the labels for unlabeled data. The augmented dataset E is a combination of unlabeled data and labeled data. Next, we take E as the training dataset and E as the test dataset, apply the MSMV method, and generate the indReliable1 dataset. Afterwards, the unlabeled data and their predicted labels are regarded as the training data for LDC-kNN based editing to filter the dataset E to generate indReliable2. The firstlayer filtering is complete at this step. The following process is conducted for the second-layer filtering (steps 25-35 in Algorithm 2). In this layer, indReliable, indReliable1, and indReliable2 are jointly used to train y different classifiers (steps 20-24 in Algorithm 2). Finally, the 3 * y classifiers are applied to E to obtain the final reliable dataset A, thus completing the data preprocessing. In ESMVU, we use ensemble learning in several places. Although this requires greater computational effort, it is acceptable because mislabeled
Algorithm 2 ESMVU: Enhanced Soft Majority Voting by Exploiting Unlabeled Data
Input: E (labeled data set), U (unlabeled data set) Parameters: n (number of subjects), y (number of learning algorithms), A 1 , A 2 , . . . A y (y kinds of learning algorithm), T 1 , T 2 , T 3 (three confidence thresholds), n (number of unlabeled data), k (number of nearest neighbors), m (number of classes) Output: A (detected reliable subset of E) 1: indReliable = MSMV (E, T 1 ) 2: A ← ∅ 3: for j = 1, 2, . . . , y do 4: induce H j based on instances in indReliable and algorithm A j 5: end for 6: for every t ∈ U do 7: for j = 1, 2, . . . y do 8: pl j (t) ← H j (t) 9: end for 10: if pl 1 (t) = pl 2 (t) =, . . . , = pl y (t) then 11 :
end if 13 : end for 14: E ← E ∪ T U 15: indReliable1 = MSMV (E , T 2 ) 16: for every t ∈ E do 17: find the k nearest neighbors of instance t, use LDCkNN to predict the label of instance t to be l t
18:
if l t == l t then 19: indReliable2 ←indReliable2∪t 20: end if 21 : end for 22: for j = 1, 2, . . . y do 23: induce H j1 based on instances in indReliable and algorithm A j 24: induce H j2 based on instances in indReliable1 and algorithm A j 25: induce H j3 based on instances in indReliable2 and algorithm A j 26: end for 27: for every t ∈ E do 28: for i = 1 : 3 do 29: for j = 1, 2, . . . y do 30: pl ji (t) ← H ji (t) 31: if pl ji (t) == l t then 32: sum = sum + 1 33: end if 34: end for 35: end for 36: if sum/(3 * y) >= T 3 then
37:
A ← A ∪ t 38: end if 39 form n disjoint almost equally sized subsets of E pi , where ∪ i E pi = E.
3:
for i = 1, 2, . . . n do 4: form E t ← E\E pi
5:
for j = 1, 2, . . . y do 6: induce H pj based on instances in E t and algorithm A j
7:
end for 8: for every e ∈ E pi do 9: for j = 1, 2, . . . y do 10: pl j (e) ← H j (e) 11: if pl j (e) == l t then 12: trueCounter(e) p ← trueCounter(e) p + 1 13: end if 14: end for 15: end for 16: end for 17: end for 18: for every e ∈ E do 19: trueCounter(e) = if trueCounter(e)/(t * y) >= T then 21: A ← A ∪ e 22: end if 23 : end for 24: return A (the reliable data in E filtering is usually an off-line process, and some parts can be implemented by parallel processing.
IV. EXPERIMENT
This Section presents the details of the experimental study conducted to check the validity of the proposed method. Section 4.1 presents the experimental datasets and related noise filtering algorithms for comparison. The experimental configurations and results are presented in Section 4.2.
A. DATASETS AND RELATED ALGORITHMS USED IN THE EXPERIMENT
Ten datasets from the KEEL dataset and UCI repositories [37] , [38] are used in the experiment. The detailed dataset information is shown in Table 1 , where #EX and #AT represent the number of examples and number of attributes, respectively. The content of each dataset is as follows: Nursery database was developed to rank applications for nursery schools; Heart dataset was used to predict the absence or presence of heart disease; Balance-scale dataset was generated to model psychological experimental results; Spambase dataset denotes whether the e-mail was considered spam or not; Titanic dataset records various attributes of passengers on the Titanic, including both survived and not; Mushroom dataset includes descriptions of hypothetical samples corresponding to different species of gilled mushrooms; Splice datset consists of 60 variables, representing a sequence of DNA bases, and an additional class variable. The task is to determine if the middle of the sequence is a splice junction and what is its type; Australian datset concerns credit card application and is used for Astralian credit approval; Haberman dataset records the status of patients (survived 5 years or longer, and the patient died within 5 year); Twonorm is a 2 class classification problem. Each class is drawn from a multivariate normal distribution. In these datasets, examples containing missing values are removed. To avoid the effect of class imbalance in multi-class datasets, we focus on the binary classification problem in this experiment. Thus, datasets that originally consist of more than two classes (Nursery, balance-scale, and splice) are converted into binary problems.
Each dataset in the experiment is randomly partitioned into two parts, labeled set (L) and unlabeled set (U ), to explore the use of unlabeled data to improve label noise identification. Considering that the amount of unlabeled data is usually greater than the amount of labeled data, 1/3 of instances in each dataset are selected as L. To test the performance of the noise filter, L is divided into two parts (30% for testing and 70% for training). The original datasets are noise-free; thus, we artificially introduce noise into the training set. Different noise ratios are tested, including 10%, 20%, 30%, and 40%. The average classification accuracy for each noise filter algorithm is obtained by averaging the classification accuracy from ten trials.
In the experiments, we select the following representative noise filtering algorithms for comparison.
1. Edited Nearest Neighbor (ENN) [8] . This algorithm removes instances whose class does not match the majority of its k-nearest neighbors.
2. Classification Filter (CF) [26] . CF divides the training dataset into n subsets. A set of classifiers is trained based on the union of any n − 1 subsets. The examples misclassified in the remaining subset are then eliminated from the training dataset.
3. Ensemble Filter (EF) [3] . EF classifies the training dataset using n-fold cross-validation with several different classification algorithms. Then, noisy instances are identified using a voting mechanism (consensus or majority) and eliminated from the training dataset.
4. Iterative-Partitioning Filter (IPF) [25] . IPF removes noisy instances through multiple iterations. In each iteration, the training dataset is divided into n subsets, and C4.5 is built over each of these subsets to evaluate all the instances. Then, the misclassified instances are removed (using the consensus or majority voting scheme), and a new iteration is started.
B. EXPERIMENTAL RESULTS
In this section, the experimental results of all the filters, namely, CF, EF, IPF, ENN, and our proposed ESMVU, are presented and compared. EF and IPF are ensemble-learningbased filters, and ESMVU is a hybrid two-layer algorithm. In the first layer, ESMVU combines ensemble-based filtering (multiple soft majority voting) and LDC-kNN-based data editing to generate a relatively reliable training dataset, which is then used to construct the classifiers for the second layer. The main parameters of each algorithm are set as follows. For CF, the classifier is C4.5 and n is 5. For EF, majority voting is used and n is 3. The parameters of IPF are the same as those of EF. ENN uses the Euclidean distance and a k of 3. For ESMVU, the two thresholds in the first layer are 0.8 and 0.9. For LDC-kNN data editing, k is 10. The threshold of the second layer in ESMVU is set to 7/9.
We first randomly select one dataset (mushroom) to study. Table 2 shows the classification accuracy of the different classification algorithms (3-NN, decision tree, naive Bayes) and noise filters. The best results at each noise level are highlighted in bold. This table provides several important observations:
(1) In most cases, the classification accuracy is highest when the noise ratio is 0 (training data are noise-free). As the noise ratio increases, the classification results worsen. Therefore, noise filtering is necessary, especially for datasets with high noise ratios.
(2) ESMVU shows superior performance in most cases. The advantage of ESMVU is especially clear when the noise ratio is greater than 0.2, which suggests that ESMVU is suitable for training data preprocessing when the noise ratio is relatively large.
(3) When IPF and EF are compared using decision tree, IPF is not better than EF when the noise ratio is greater than 0.2, indicating that iteration of the noise filtering process has little impact on the classification accuracy when the noise ratio is high.
(4) The classification results of different classification algorithms are also different, but the main experimental trends are consistent. Therefore, in the following experiments, only the classification results based on 3-NN are reported.
The results for the mushroom dataset are presented in Fig. 1, which shows that the superiority of ESMVU becomes more obvious as the noise ratio increases.
In the following, the detailed experimental results on the other nine datasets are presented. Due to space limitations, the results for three datasets are presented in each table, and 3-NN is selected as the classification algorithm. Table 3 includes the experimental results for the heart, spambase, and titanic datasets. For the heart dataset, ESMVU is always the best noise filtering method. This dataset contains only 270 instances, among which 90 are used as labeled data. The noisy training dataset is a subset of these 90 instances, which might be insufficient for training. In this case, unlabeled data are important to improve the classification accuracy. In addition, when only labeled data are used, IPF outperforms CF and EF. This observation reflects the value of iteration in noise filtering. For the spambase dataset, ESMVU is the best when the noise ratio is not less than 0.2. When the noise ratio increases from 0.3 to 0.4, the classification accuracy improves. The same observation is obtained from the titanic dataset. The additional information gained from unlabeled data may result in improved classification accuracy. IPF is the second best filter in most cases due to the iteration mechanism used in IPF. The experimental results for the titanic dataset are similar to those for the spambase dataset, demonstrating that the advantage of ESMVU is more distinct when the noise ratio is higher. These observations are shown in Fig. 2 .
In Table 4 , the test accuracies of different methods are presented for the splice, australian, and twonorm datasets. The observations in Table 4 are similar to those of Table 3 . For all three datasets, when the noise ratio is low (for example, 0.1), ESMVU is usually not the best method. However, when the noise ratio is high (for example, 0.3 or 0.4), ESMVU outperforms the other filters. The relation between the noise ratio and the classification accuracy in this table is shown in Fig. 3 . Table 5 gives the experimental results for the nursery, balance-scale, and haberman datasets. For the nursery dataset, the classification accuracies under each noise ratio are quite similar because the number of instances in nursery is much larger than that in the other datasets. In this case, although some training instances are mislabeled, the remaining noise-free instances are sufficient to train a reliable classifier. Therefore, the adverse effects of mislabeled data are weak for this dataset. In addition, the performances of each filter are similar. For the balance-scale dataset, ESMVU has relatively poor performance. However, when the noise ratio increases to 0.2, ESMVU improves. For the haberman dataset, ESMVU is superior to the other filters. The results in Fig. 4 clearly reflect the relation of the noise ratio and classification accuracy.
ESMVU consists of several parameters, among which the threshold that determines the generation of the indReliable dataset is one of the most important. Because indReliable is VOLUME 6, 2018 FIGURE 2. Classification comparison for the heart, spambase, and titanic datasets. used to label the unlabeled data, which is the key point in ESMVU, we consider the impact of this threshold in Table 6 , where the best results at each noise ratio are highlighted in bold. Several observations are found. First, when the noise ratio is fixed, the classification accuracy increases when the threshold changes from 0.5 to 0.8. This is expected because a higher threshold would result in the removal of more mislabeled data and provide a relatively cleaner training dataset. However, when the threshold changes from 0.8 to 0.9, the classification accuracy worsens, indicating that a higher threshold does not always result in higher classification accuracy. When the threshold is sufficiently high, many noise-free instances with relatively medium confidence are identified as noises and removed. In this case, only a small amount of training data is retained. Although the retained data are usually noise-free, a good classifier cannot be constructed when the number of training data is small. Meanwhile, if the threshold is too small, excessive mislabeled training data will be retained, which may result in poor performance. In our study, the optimal threshold is 0.8.
The following conclusions can be made based on the experimental results in this section: 1) for most of the datasets, the performance of ESMVU is superior to other approaches. This verifies that in ESMVU, unlabeled instances are used in a reasonable manner; 2) the superiority of ESMVU is more obvious when the noise ratio is higher. For example, when the noise ratio is 40%, the performance improvement of ESMVU is highest; 3) selecting a suitable threshold value for ESMVU is important. This selection can be derived from experimental results. If the experiments are not available, it is suggested to select a medium value (such like 0.7 and 0.8).
V. CONCLUSION AND FUTURE WORKS
In this work, we propose a novel approach, enhanced soft majority voting by exploiting unlabeled data (ESMVU) for mislabeled data filtering. In contrast to the existing approaches, ESMVU uses unlabeled data to aid the identification process of mislabeled training data. In ESMVU, the multiple voting framework and confidence measurement are adopted to improve the classification accuracy. The performance of ESMVU is evaluated with UCI and KEEL datasets. The experimental results show that ESMVU improves the performance of existing noise filtering methods.
Noise correction is another way to address mislabeled data. In this study, we consider noise filtering because we assume VOLUME 6, 2018 that the amount of training data is usually large in big data analysis. In the future, we will consider noise correction and compare its performance with that of noise filtering. In addition, the big data and heterogeneous data will be also considered in the future work. 
