Abstract. Using integral equation methods to solve the time-harmonic acoustic scattering problem with Dirichlet boundary conditions. it is possible to reduce the solution of the scattering problem to the solution of a boundary integral equation of the second kind. We show the Fkchet differentiability of the boundary integral operators which occur. We then use this to prove the FrCchet differentiability of lhe sattered field with respect to the boundary. Finally we characterize the Frechet derivative of the scattered field by a boundary value problem with Dirichlet conditions, in an analogous way to that used by Firsch.
Introduction
In this paper we deal with the time-harmonic acoustic obstacle scattering problem with Dirichlet boundary condition [3]. There exist different methods of solving this standard problem of mathematical physics. Here we refer to the integral equation approach which can be found in [3].
It is especially interesting in the framework of inverse problem to study the dependence 
of the direct scattering problem for a fixed entire incident field ui. The inverse problem consists of looking for a solution of (I) given us on an exterior domain or the far field um = FuS of us. respectively. In order to invert equation ( I ) we are interested in properties of RS. RS is nonlinear and equation (1) is ill-posed, which makes it difficult to solve. In this paper we prove the Frkhet differentiability of RS and describe two possibilities of computing the derivative. In principle this allows the application of Newton-type methods to the inversion of equation (1) [4.6,71. Using boundary integral equation methods to solve the scattering problem, following
Colton and Kress, one can derive a representation of RS in terms of acoustic single-and double-layer potentials and weakly singular boundary integral operators. We briefly recall this method in section 2. We use section 3 to state some facts about the Frichet derivative of integral operators. In section 4 we prove the FrCchet differentiability with respect to the domain and derive the explicit form of the Frkchet derivative of the integral operators used in section 2 which are considered as operators in the space of continuous functions on r. This Frkchet differentiability implies T-differentiability' and the 'domain derivative' [2], the potential (6) can be seen to solve the Dirichlet scattering problem if the density ' p E C(aD) is a solution to the boundary integral equation
Here the operators 
The inverse Dirichlet scattering problem consists in determining a domain D , which satisfies (IO) for a given number of incident fields ui with corresponding scattered fields us.
In order to use Newrun-type methods to solve this inverse scattering problem we have to study the differentiability properties of the mapping aD n us. For this we first study the differentiability properties of the operators which occur in equation (IO), and then use the chain and product rule to derive the differentiability of the mapping aD H us.
First we have to transform the operators onto a fixed reference boundary. Similarly to [4, 6, 8] we use the mapping q$ : aD + aD, : x H x + r ( x ) where r E C*(aD) is a twice continuously differentiable vector field and aD, is defined by aD, := ( x + r ( x ) , x E aD]. we abbreviate vo to V .
We denote the space of all bounded linear operators mapping a normed space X into a normed space Y by B ( X . Y ) . Now for each r E V, we transform functions 'p E C(aD,) into functions 6 E C(aD) using @ ( x ) := 'p(x,). Analogously we transform
aD). Since in this way the space C(aD) is isomorphic to C(aDr) and B(C(aD), C ( a D ) ) is isomorphic to B(C(aD,), C(aD,))
we usually just write ij = fp and i = I . We will study the Frkhet differentiability of the mappings
Some remarks on Frechet differentiability of integral operators
For the well-known properties of the Frkchet derivative of a nonlinear mapping we refer to [ I ] ; here we just give a summary of our notation.
Let Y be a normed space, let X be a Banach space and let U c Y be an open set. A We want to show the Frkhet differentiability of integral operators of the form
Here GI and Gz are subsets of R3, p denotes a measure on Gz and V c Y is a subset of a normed space Y . For fixed r E V and a suitable kernel the operator A is a bounded linear operator C(G2) + C(G1). We consider A as a mapping V + B(C(Gz), C(G1)). In the next theorem we will show that, for suitable properties of the kernel f , the differentiation of (17) can be reduced to the differentiation of the kernel f , and that the derivative of A is given by the operator (&r; h](o)(x) := -( x , y, r ; h)rp(y)dF(y)
This includes the classical theorem concerning the differentiation of an integral depending on a parameter. there is a Lebesgue-integrable function g : (GI x Gz) \ A , --f R with i G 2 g ( x , y)dp(y) < c for all x E GI. For all x E GI, y E Gz, x # y we have the estimate I(a2f/ar2)(x, y. r: h)l < g(x, y) uniformly for all r E V , h E Y , Il hII < 1.
Then considered as a mapping V + B(C(Gz), C(Gl)), r H A [ r ] the operator A is Frichet differentiable in ro and the derivative of A is given by (aA/ar)(ro; h ) = 4 r 0 ; h] where is given by (18).
Remark. The theorem covers the case GI =. Gz and weakly singular f as well as G I n Gz = 0 and continuous f . Therefore it can be applied to the operators S, K and P.
Proof. ro + th E V for all t E 10, I ] . Then, as in theorem 1, the decomposition For all sufficiently small h we have ro + h E V and the convexity of V yields Therefore we obtain integrability of fi and the inequality
We now know that all terms in equation (19) are integrable on Gz, and can use the linearity of the integral to obtain
where the operator AI satisfies
Therefore A is Frichet differentiable in ro considered as a mapping V + B(C(G2). C(G1))
0 with the derivative given by aA/ar = A.
Frichet differentiability of boundary integral operators
As an application of theorem 3 we want to show the Frkchet differentiability of the operators occurring in section 2.
First we deal with S and K. Using the transformations described in section 2 the operators can be brought into the form x Jr(yMy)ds(y).
(21) where the functions h l , hZ and h3 are analytic complex valued functions, and where J,(y) denotes the Jacobian of the transformation q4r in y E aD. Proof of theorem 4. We establish the assumptions made in theorem 3. Lemma 1 states the Frichet differentiability of the kernels of S and K and also gives estimates for their singularity and those of their derivatives: there is a weakly singular majorante g and therefore they are weakly singular. Now by standard arguments S, K and the operators which are built by integration of the derivatives of the kernels are well defined bounded linear operators C(aD) -+ C(aD). Thus we apply theorem 3 to obtain theorem 4.
0 Proofoflemma 1. We verify the Frichet differentiability of the kernels by four elementary steps. We will use the letter c to denote a generic constant.
Step 
-(r; h) = h(x) -h(y) h E Cz(aD). ar
The derivative does not depend on r E V, and therefore it is continuous. Since for x # y we have x, -y, # 0 for all r E V,, using the chain rule, we obtain the FrCchet differentiability of the mapping gl.x,y : V, -+ R r H Ix, -yrl for all r E V,, x f y and x , y E aD. The Frkchet derivative is given by
We use the mean-value theorem for the differentiable vector fields r E V, on the manifold 8D to obtain the estimates
uniformly on V,, where yl and y2 are constants depending on 1 and aD. Again with the help of the mean-value theorem-this time applied to h-we derive from (24) and (25) the inequalities
agl,,.,
with some constant c. Proceeding as for gl,,,y we obtain the Frkhet differentiability of the mapping
g2.x.y : V, + r ++ the derivative and the estimate with some constant c. We also want to compute the second derivatives of the terms and to give similar estimates. To do so we have to consider the first derivatives as mappings V, + B(Cz(3D),R). Using the same arguments as above we obtain and The estimates show that the degree of the singularity in Ix -yI of the functions under consideration does not increase when we differentiate. We also want to prove this for the other components of the kernels.
R Potthart
Step 2. Consider the term (ur(x),x, -y r ) and use local coordinates @,U). With with The function g3.y is Frichet differentiable in V, and there exist constants c1 and c2 with 0 < CI 6 g3,y 6 c2 and 0 < CI < ag3,,/ar < cz Vr E V,. Therefore l/g3,y is also Frbchet differentiable in V, and the derivative is bounded. Using the chain rule, clearly the other terms of (34) are Frechet differentiable. For the derivative we want to show that
(36) uniformly for r E V, and h E K I c C2(aD). The estimate (36) is a direct consequence of Taylor's theorem applied to the twice continuously differentiable function f : IR + R, if we are able to show that g r a d ( u~, u~~ f[u,=u3,ul=m = 0. This can be verified by a straightforward but lengthy calculation. Now collecting all terms and using the product rule for the differentiation of (34) we obtain the estimate for all r E V,. For the second derivative we obtain the analogous result for all r E V,.
Step 3. We obtain the differentiability of I,@) using the representation which is valid locally. The derivatives of J, are uniformly bounded for r E V,, y E aLJ.
Step 4. The statement of lemma 1 can now be verified using the estimates of steps 1-3,
0
The operator (I+K-iqS)-l is Frkhet differentiable considered as a mapping the chain and product rule.
Corollary 1.

V, -+ B(C(aD). C ( a D ) ) and the Frkchet derivative is given by
Proof. The statement follows by combining theorems 2 and 4.
We transform the operator P onto the reference surface a D
and establish the following result Analogously to the proof of theorem 4 we base the proof on the following lemma which can be shown analogously to lemma 1. It is actually more simple since the kernels have no singularities.
Lemma 2. The kernel of the operator P given by (39) is two times continuously Frkhet differentiable as a mapping V, + C for fixed x E M , y E iJD. The derivatives are continuous on M x a D x V, and bounded by a constant C E R.
Proof of theorem 5. We verify the assumptions of theorem 3. The differentiability of the kernels and their continuity is stated in lemma 2. Therefore P and the operators which are built by integration of the derivatives of the kernel are well defined bounded linear operators C(8D) + C ( M ) . Since fl(aD) < CO the constant C is an integrable majorante of the kernels and their derivatives. Now theorem 3 can be applied to obtain the statement of theorem 5 .
n Now consider the operator R. We can write
Theorem 6. The operator R : V, + B (C'(B), C(aD) 
Characterization of the derivative of P
The actual numerical evaluation of a(Rs)/ar using corollary 2 is rather lengthy. Therefore we characterize the derivative of Rs as the solution of a Dirichlet boundary value problem [4] . 
where U = ui + u s is &e solution of the scattering problem. For the sake of simplicity we will establish this only for the theoretical potential case k = 0.
The c a e k # 0 can be handled analogously. We split the potential P into two parts: the double-layer potential PI and -iq times the single-layer potential 4. First we show
The continuity of the first two terms of the right-hand side of (46) 
2.17
The case of the double-layer potential turns out to be more complicated. We use the soy.
