The one-bit compressed sensing (1bit CS) framework aims to reconstruct a sparse signal by only using the sign information of its linear measurements. To compensate for the loss of scale information, past studies in the area have proposed recovering the signal by imposing an additional constraint on the l 2 -norm of the signal. Recently, an alternative strategy that captures scale information by introducing a threshold parameter to the quantization process was advanced. In this paper, we analyze the typical behavior of the thresholding 1-bit compressed sensing utilizing the replica method of statistical mechanics, so as to gain an insight for properly setting the threshold value. Our result shows that, fixing the threshold at a constant value yields better performance than varying it randomly when the constant is optimally tuned, statistically. Unfortunately, the optimal threshold value depends on the statistical properties of the target signal, which may not be known in advance. In order to handle this inconvenience, we develop a heuristic that adaptively tunes the threshold parameter based on the frequency of positive (or negative) values in the binary outputs. Numerical experiments show that the heuristic exhibits satisfactory performance while incurring low computational cost.
Introduction
For the last decade, compressed sensing (CS) has received considerable attention as a novel technology in signal processing research. The purpose of CS is to enhance signal processing performance by utilizing the notion of the sparsity of signals [1] - [4] . Let us suppose that a sparse vector x 0 ∈ R N , many components of which are zero, is linearly transformed into vector y ∈ R M by an M × N measurement matrix Φ, where y = Φx 0 . For a given pair of Φ and y, the reconstruction of x 0 is required [5] . Many studies in CS research have shown that the sparsity of signals makes it possible to perfectly reconstruct x 0 at a viable computational cost, even in the region of α = M/N < 1 [6] - [9] . This has led to the hardware-level realization of accurate signal reconstruction that had hitherto been regarded as out of reach due to limitations on sampling rates [10] and/or the number of sensors [11] .
In the signal processing context, the CS framework eases the burden on analogto-digital converters (ADCs) by reducing the sampling rate required to acquire and recover sparse signals. However, in practice, ADCs not only sample, but also quantize each measurement to a finite number of bits; moreover, there is an inverse relationship between achievable sampling rate and bit depth. Therefore, many discussions on CS have shifted emphasis from sampling rate to number of bits per measurement [12, 13] . In particular, we are here interested in the extreme case of 1-bit CS measurement, which captures just the sign as y = sign(Φx 0 ) [14] . Thus, the measurement operator is a mapping from R N to the Boolean cube B M := {−1, 1} M . This is highly beneficial in practice due to the significant reduction in the size of data that are transmitted and stored.
It is obvious that the scale (absolute amplitude) of the signal is lost in 1-bit CS measurements. To compensate for this, past studies have proposed the imposition of an additional constraint whereby the l 2 -norm of the signal is normalized to a fixed constant [14, 15] . In other words, this can only reconstruct the directional information but not the true scale information of the signal. Moreover, it yields another drawback such that solving the reconstruction problem becomes nontrivial, since the problem is no longer formulated as a convex optimization. In order to address these issues, by introducing a set of finite thresholds λ = (λ µ ) (µ = 1, 2, . . . , M) to the quantizer as y = sign(Φx + λ), (1) and combining the knowledge of the thresholds, we are able to estimate the scale of the signal [16] . Furthermore, as the feasible set provided by the constraint of (1) for given measurements y is a convex region of x, one can reconstruct a sparse signal in polynomial time by solving the l 1 -norm minimization problem
by using versatile convex optimization algorithms [17] .
A lingering, natural question is how should we set the values of λ µ . To partially answer this, we compare two strategies: one involves fixing the thresholds at a constant value λ µ = λ for all measurements, and the other consists of independently selecting λ µ from an identical Gaussian distribution. In [16] , worst case bounds of the number of measurements necessary for achieving permissible reconstruction errors are evaluated for the two strategies. However, worst case evaluations, in general, do not necessarily well describe the performance actually observed in practical situations, and therefore, alternative investigations for probing the typical performance are also important. Having this perspective, we here analyze the typical performance of the thresholding 1-bit CS using statistical mechancis. We will show that the fixing-value strategy statistically yields better mean squared error (MSE) performance than the random strategy when adjustable parameters are optimally tuned using the replica method [18] of statistical mechanics.
Unfortunately, the value of the optimal threshold depends on the statistical property of the target signal, which may not be known in advance. To cope with such situations, we focus here on the distribution of binary output y, which indirectly conveys the amplitude information of the target signal x 0 and can be estimated from measurements. We develop a heuristic that adaptively tunes the threshold parameter based on the frequency of positive (or negative) values in the binary outputs. Numerical experiments show that our algorithm exhibits satisfactory performance which is comparable to that achieved by the optimally tuned threshold.
The rest of this paper is organized as follows: In Section II, we formulate the problem to be addressed in this study. In Section III, we evaluate the performance of the reconstruction method of (2). Section IV is devoted to a description of our learning algorithm to tune the threshold value, whereas Section V summarizes our work in this study.
Problem set up
Let us suppose a situation where entry x 0 i (i = 1, 2, . . . , N) of N-dimensional signal x 0 ∈ R N is independently generated from an identical sparse distribution:
where ρ ∈ [0, 1] represents the density of nonzero entries in the signal, andP (x) is a distribution function of x ∈ R that does not have finite mass at x = 0. In the thresholding 1-bit CS, the measurement is performed as
where we assume that each entry of the M × N measurement matrix Φ is provided as an independent sample from a Gaussian distribution of mean zero and variance N −1 . We consider two strategies for setting the thresholding vector λ = (λ µ ). Case 1: entry λ µ = λ is fixed for all µ = 1, 2, . . . , M. Case 2: λ µ is independently sampled from a Gaussian distribution N (0, σ 2 λ ). For both cases, the feasible set consistent with given outputs y is provided by a set of inequalities
(µ = 1, 2, . . . , M), which defines a convex region of x. Therefore, a sparse signal is reconstructed by the l 1 -norm minimization (2) utilizing a certain convex optimization algorithm.
Analysis

Method
The key to finding the statistical properties of reconstruction (2) is the average free energy densityf
where
is the partition function. We consider the large system size limit, N → ∞, M → ∞, while keeping α = M/N finite. Here, Θ (x) = 1 and 0 for x > 0 and x < 0, respectively, offers the basis for our analysis. [· · · ] X generally denotes the operation of the average with respect to the random variable X. As β tends to infinity, the integral of (7) is dominated by the correct solution of (2), which offers the minimum l 1 -norm of x. One can therefore evaluate the performance of the solution by examining the macroscopic behavior of (7) in the limit of β → ∞. Because directly averaging the logarithm of the partition function is difficult, we employ the replica method [18] , which allows us to calculate the average free energy density as
For this, we first evaluate the n-th moment of the partition function [Z n (β; Φ, x 0 , λ)] Φ,x 0 ,λ for n = 1, 2, . . . ∈ N by using the formula
which holds only for n = 1, 2, . . . ∈ N. Here, x a (a = 1, 2, . . . , n) denotes the ath replicated signal. Averaging (9) with respect to Φ and x 0 results in the saddle point evaluation concerning macroscopic variables q 0a = q a0 ≡ N −1 x 0 · x a and q ab = q ba ≡ N −1 x a · x b (a, b = 1, 2, . . . , n). Although (9) holds only for n ∈ N, the expression (βN) −1 ln [Z n (β; Φ, x 0 , λ)] Φ,x 0 ,λ obtained by the saddle point evaluation, under a certain assumption concerning the permutation symmetry with respect to the replica indices a, b, is obtained as an analytic function of n, which is likely to also hold for n ∈ R. Therefore, we utilize the analytic function to evaluate the average of the logarithm of the partition function to obtainf .
In particular, under the replica symmetric (RS) ansatz, where the dominant saddle point is assumed to be of the form
The problem setting so far is applicable generally for any distributionP (x) in (3). For simplicity, we hereafter assume that x 0 is distributed from (3) withP (x) = N (0, σ 2 0 ); therefore Q 0 = ρσ 2 0 .
Resulting equations
The above procedure (10) offers an expression of the average free-energy density as
in the limit of β → ∞.
2π is a Gaussian measure, t and z are independent and identically distributed (i.i.d) random variables from N (0, 1). The function φ(h;Q) is defined as
The derivation of (11) is provided in Appendix A. For Case 1, which fixes the threshold for all measurements to a constant λ as λ µ = λ (µ = 1, 2, . . . , M), the extremization of (11) is reduced to the following saddle point equations:
where u(x) = x 2 Θ(x), and t obeys the standard normal distribution N (0, 1). On the other hand, for Case 2, where λ µ is sampled independently from N (0, σ 2 λ )
for µ = 1, 2, . . . , M, the saddle point equations ofq,Q, andm are modified tô
where r is a variable sampled from the standard normal distribution N (0, 1). The remaining equations for q, χ, and m are identical to (16) , (17) , and (18), respectively.
Simulations and observations
The value of m determined by these equations physically represents the typical overlap N −1 [x 0 ·x] Φ,x 0 ,λ between the original signal x 0 and the solutionx of (2). Therefore, the typical value of MSE between x 0 andx, which serves as the performance measure of the reconstruction problem, is evaluated as
Note that in past studies on 1-bit CS, reconstruction performance was evaluated through directional MSE, which is defined by |x |x| − x 0 |x 0 | | 2 as scale information is lost. We solved the saddle point equations for signal sparsity ρ = 0.25 and variance σ 2 0 = 1 when ratio α = 3. The curve in Fig. 1 denotes the theoretical predictions of MSE as evaluated by (13) Figures 1 and 2 show that there is an optimal threshold distribution (red circle symbol) that minimizes MSE for each set of parameters. Similar features hold for various sets of values of α, ρ, σ 2 0 for both strategies 1 and 2. To compare the optimal MSE (changing threshold distribution) of strategy 1 and strategy 2, we plot the optimal MSE for the same signal distribution in Fig. 1 and Fig.  2 against α in Fig. 3 , which is referred to the envelope curve of MSE. The blue and red curves represent the envelope curves for strategies 1 and 2, respectively. From Fig.  3 , we can see that strategy 1 outperforms strategy 2 when parameters are optimally tuned. Therefore, we hereafter focus on strategy 1, for which the thresholds are fixed.
The optimal value of λ depends on ρ and σ 2 0 , which are not necessarily available in practice. To cope with such situations, we focus here on the distribution of binary output y, which indirectly conveys the information of ρσ 2 0 and can be estimated from measurements. Fig. 4 shows the relation between the optimal MSE and P (y = +1) for eight signal distributions. For given λ, the probability of positive output y = +1 is evaluated as
The horizontal axis in Fig. 4 is calculated from (23) by inserting the optimal value of λ.
The results indicate that when the signal is sparser (from red to black), corresponding P (y = +1) is greater. Also, the value of P (y = +1) that yields the optimal MSE monotonically increases with α when the signal distribution is fixed. MSE is normalized by ρσ 2 0 in order to eliminate its dependence on the scale of the original signal. From these results, we can see that the normalized MSE, MSE/(ρσ 2 0 ), is the same when signal sparsity is the same. Although the optimal MSE depends on all system parameters ρ, σ 2 0 , and compression rate α, we can see that the corresponding P (y = +1) is always placed in the range of 0.75 ∼ 0.85 for modest values of 1 ≤ α ≤ 6 in Fig. 4 . In addition, the plots imply that although the optimal value of P (y = +1) monotonically increases as α grows, it tends to converge to a value close to 0.85.
Learning algorithm for threshold
The results of the last section suggest that for each parameter set, the optimal threshold that minimizes MSE is loosely characterized by the value of P (y = +1), which can be statistically estimated from the outputs of measurements. This property may be utilized to adaptively tune the threshold for each measurement based on the results of previous measurements.
A few studies have been conducted in the past on adaptive tuning of the threshold to improve signal reconstruction performance. For example, in [19] , given past measurements, a threshold value was determined to partition the consistent region along its centroid computed by generalized approximate message passing [20, 21] . However, in many realistic situations, precise knowledge of the prior distribution is unavailable, even if we might reasonably expect the signal to be sparse. Therefore, we will here develop a learning algorithm that can be executed without knowledge of the prior distribution of the signal. There is another general adaptive algorithm called Σ∆ quantization [22] . However, its goal is to find a satisfactory quantized representation of real number measurement and requires preprocessing based on real number measurements. Instead, the algorithm we develop aims to directly minimize MSE, and needs no preprocessing.
As shown in Fig. 4 , MSE is minimized when P (y = +1) takes a value of 0.75 ∼ 0.85 for various sets of parameters. To incorporate this property, we propose a strategy that first fixes a target value of T for P (y = +1), and tunes λ so that an empirical distribution of P (y = +1) approaches T . As we see in Fig. 4 , for larger values of α or sparser signals, we should set T as greater in the relevant range. There are various ways of estimating P (y = +1) from the results of measurements. Of these, we use the damped average
since it can be computed in an online manner as
which does not require referring to the details of previous measurements. Here, the damping factor γ is a parameter that we have to set. In experiments, we set γ = 0.8; but as long as we tested it, the obtained performance was not particularly sensitive to the choice of this parameter. (4) indicates that P (y = +1) monotonically increases as λ µ grows. This implies that λ µ should be increased when T > T µ−1 , and decreased otherwise. To implement this idea, we design the learning algorithm of λ µ as
where δ denotes the step size that is also set by users. The pseudocode for adaptive thresholding 1-bit CS measurements is shown in Fig. 5 . Following measurement, signal Figure 6 . Experimental result from the adaptive thresholding algorithm for signal ρ = 0.0625, σ 2 0 = 2, and N = 128. The circles denote the average of 1, 000 experiments. The parameter settings were T = 0.8, γ = 0.8, λ 0 = 0.5, and δ = 0.01. The broken line represents the replica prediction when λ is set to offer P (y = +1) = 0.8 while the full curve denotes this for optimally tuned λ.
reconstruction can be carried out by versatile convex optimization algorithms [17] by solving (2).
Since we plan to apply the adaptive algorithm in situations involving a finite number of measurements, the extent to which the initial threshold λ 0 is remote from the optimal threshold λ opt , which is unknown beforehand, and the variation in the step size δ may significantly influence reconstruction performance. In order to set an appropriate value of λ 0 , we propose testing it by measuring the signal a few times. If the outputs are limited almost exclusively to +1 or −1, we change the threshold through the bisection method, which involves dividing or multiplying it by 2 until the outputs are adequately mixed with +1 and −1. The resulting threshold should yield an appropriate value of λ 0 close to λ opt . Having set λ 0 , an appropriate value of δ should be in smaller order in order to tweak it to λ opt .
The results of our numerical experiments are shown in Fig. 6 as circles. Each circle denotes the average of 1, 000 experiments for systems where N = 128. The parameter settings of the experiments were T = 0.8, γ = 0.8, λ 0 = 0.5, and δ = 0.01 for signal distribution ρ = 0.0625 and σ 2 0 = 2. The solid line in Fig. 6 represents the envelop for MSE (dB) for each α. On the other hand, the dashed curve represents the prediction of MSE (dB) using replica analysis when P (y = +1) = 0.8, which was achieved by λ = 0.2976 according to (23). Fig.6 shows that the adaptive thresholding algorithm in conjunction with the employment of CVX for signal reconstruction can achieve nearly the same performance in terms of MSE as the statistical prediction for P (y = +1) = 0.8, and the result is reasonably close to the envelope MSE.
Conclusion
In this paper, we analyzed the typical performance of the thresholding 1-bit compressed sensing, which can reconstruct both the scaling and the directional information of the signal. Considering the most general situation, where no detailed prior knowledge of sparse signals is available, we employed the l 1 -norm minimization approach. By utilizing the replica method from statistical mechanics, the mean squared error behavior of reconstruction for standard i.i.d measurement matrix and i.i.d Bernoulli-Gaussian signal was derived in the large system size limit. We compared two design strategies for the elements of the threshold vector, which corresponded to setting a fixed or random value as threshold. Our analysis showed that the fixed threshold strategy can achieve lower MSE than the random threshold strategy statistically.
Another observation from the replica results was that there is an optimal threshold that minimizes MSE for a set of signal distributions and measurement ratios. However, in order to evaluate the optimal threshold, we need to know the prior distribution of the signal, which is not necessarily available in practical situations. Therefore, we shifted our focus to the relation between the optimal threshold and the distribution of the binary outputs, which can be empirically evaluated from signal measurements. The replica analysis indicated that the MSE is minimized when P (y = +1) is set in the vicinity of 0.75 ∼ 0.85 for a wide region of system parameters.
On the basis of this observation, an algorithm that adaptively tunes the threshold at each measurement in order to obtain P (y = +1) close to our target value was proposed. Combined with versatile convex optimization algorithms, the adaptive thresholding algorithm offers a computationally feasible and widely applicable 1-bit CS scheme. Numerical experiments showed that it can yield nearly optimal performance, even when no detailed prior knowledge of sparse signals is available. Improvements on the adaptive thresholding algorithm as well as the application of the algorithm to practical problems form part of our future research in the area.
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Appendix A. Derivation of (11)
Averaging (9) with respect to Φ and x 0 offers the following expression of the n-th moment of the partition function:
We insert n(n + 1)/2 trivial identities
where a > b = 0, 1, 2, . . . , n, into (A.1). Furthermore, we define a joint distribution of n + 1 vectors {x a } = {x 0 , x 1 , x 2 , . . . , x n } as
where Q = (q ab ) is an (n+1)×(n+1) symmetric matrix whose 00 and the other diagonal entries are fixed as ρ and q aa , respectively. P (x 0 ) = N i=1 (1 − ρ)δ(x 0 i ) + ρP (x 0 i ) denotes the distribution of the original signal x 0 , and V (Q) is the normalization constant that makes n a=0 dx a P ({x a }|Q) = 1 hold. These indicate that (A.1) can also be expressed as µi . In computing this, it is noteworthy that when N and M tend to infinity while keeping α = M N finite, the Central Limit Theorem guarantees that u a µ ≡ (Φx a ) µ = N i=1 Φ µi x a i can be handled as zero-mean multivariate Gaussian random numbers whose variance and covariance are provided by
when Φ and {x a } are generated independently from P (Φ) and P ({x a }), respectively. This means that (A.5) can be evaluated as
where u 0 , u a , and λ represent the typical elements of u 0 , u a and λ, respectively, since each µ is independently distributed. On the other hand, expression Here, x = (x 0 , x 1 , . . . , x n ) T , and x a represents the typical element of x a , since each x a i is independently distributed.Q is an (n+1)×(n+1) symmetric matrix whose 00 and other diagonal components are given as 0 and −q aa , respectively, while off-diagonal entries are offered asq ab . Equations (A.7) and (A.9) indicate that N −1 ln [Z n (β; Φ, x 0 , λ)] Φ,x 0 ,λ is correctly evaluated by using the saddle point method with respect to Q in the assessment of the right-hand side of (A.4), when N and M tend to infinity while keeping α = M/N finite. .
(A.10)
The n + 1-dimensional Gaussian random variables u 0 , u 1 , . . . , u n , whose variance and covariance are provided as (10) Although we have assumed that n ∈ N, the expressions of (A.13) and (A.15) are likely to hold for n ∈ R as well. Therefore the average free energy f can be evaluated by substituting these expressions into the formula f = − lim n→0 (∂/∂n) (βN) −1 ln [Z n (β; Φ, x 0 , λ)] Φ,x 0 , λ .
In the limit of β → ∞, a nontrivial saddle point is obtained only when χ ≡ β(Q−q) is kept finite. Accordingly, we change the notations of the auxiliary variables aŝ Q +q → βQ,q → β 2q , andm → βm. Furthermore, we use the asymptotic forms Using these in the resultant expression of f offers (11) .
