INTRODUCTION
This paper is devoted to the Cauchy problem for the following weakly coupled systems of semi-linear elastic waves with damping mechanisms (−Δ) for [0, ∞) × ℝ 3 : 
, (2) , (3) (0, ) =
0 ( ), (1) , (2) , (3) (0, ) =
(1) 1
where two material-dependent quantities 2 and 2 called Lamé constants arise in the strain-stress relationship and satisfy the condition 2 > 2 > 0. We assume in the above model ∈ [0, 1], where = 0 appears in the model with friction or external damping, ∈ (0, 1] appears in the model with structural damping, in particular, = 1 appears in the model with viscoelastic damping.
The present paper is a continuation of the paper 16 , in which linear structurally damped elastic waves in 2D with ∈ (0, 1] were studied. The author obtained Gevrey smoothing if ∈ (0, 1), propagation of singularities if = 1 and estimates of higherorder energies. Recently, by choosing the data
∈ ( +1 ∩ 1 ) × ( ∩ 1 ) for = 1, … , , the paper 9 proved almost sharp energy estimates for the corresponding linear model to (1) in ℝ , ≥ 2, with ∈ [0, 1] and vanishing right-hand side.
Let us recall some results for critical exponents in Cauchy problems for semi-linear damped wave models. For the single semi-linear classical damped wave equation
the critical exponent is the Fujita exponent, i.e., crit = crit ( ) = 1 + 2 .
On one hand, the pioneering paper 23 proved the global (in time) existence of small data solutions for > crit assuming compactly supported data. The assumption for compactly supported data can be relaxed to smallness in some weighted energy spaces 10 for some dimensions ≥ 1. On the other hand, 26 proved that the critical exponent = crit belongs to the blow-up case. Recently, the semi-linear structurally damped wave models
with > 1 and ∈ (0, 1] were studied. The global (in time) existence of small data solutions was investigated in 2 . The authors proved the existence of unique global (in time) Sobolev solutions for some low dimensions ≥ 2 if we assume that the exponent satisfies some conditions related to the application of the Gagliardo-Nirenberg inequality and
if ∈ (0, 1∕2 ,
Additionally, by using some suitable -estimates, 4 studied the global existence of solutions to (3) 
where , > 1 and = ( , ), = ( , ) are real-valued unknown functions. Critical exponents to the system (4) are described by the condition max = max
In 21 the authors investigated for = 1, 3, that if max < ∕2, then there exists a unique global (in time) Sobolev solution for small data. If max ≥ ∕2, then local (in time) solutions, in general, blow up in finite time. The paper 13 generalized their existence results to = 1, 2, 3 and improved the time decay estimates when = 3. The recent paper 14 determined the critical exponents for any space dimension . The proof of global (in time) existence of energy solution is based on the weighted energy method. Later 22 
where ≥ 2 and > 1 for = 1, … , . We define the matrix as The author of 22 proved that when ≤ 3, then the critical exponents of the system (5) are described by the condition max = max 1 ; … ; = 2 .
In addition, the author obtained blow-up results for any space dimensions. Lastly, we consider the weakly coupled system of semi-linear structurally damped wave equations 
The recent paper 1 showed that the global (in time) existence of small data Sobolev solutions to the system (6) holds if max = max
and ≥ 2. On the contrary, the nonexistence result for global (in time) solutions holds if max > ( − 1)∕2 for ≥ 1.
In this paper, we generalize the weakly coupled system of the semi-linear damped wave models (5) and (6) to weakly coupled systems of semi-linear damped elastic waves (1).
The paper is organized as follows: In Section 2, we prepare the asymptotic behavior and some qualitative properties, including well-posedness and smoothing effect, of solutions to the corresponding linear Cauchy problem with vanishing right-hand side. In Section 3, we prove suitable energy estimates by the phase space analysis and energy methods in the Fourier space. In Section 4, diffusion phenomena for linear elastic waves with friction or structural damping are studied. In Section 5, the global (in time) existence of small data solutions to (1) are treated. In Section 6, some concluding remarks complete the paper.
We provide some notations used in this paper. Let int , mid , ext ∈  ∞ having their supports in int ( ) ∶= {| | < }, mid ( ) ∶= { ≤ | | ≤ 1∕ } and ext ( ) ∶= {| | > 1∕ }, respectively, so that mid = 1 − int − ext . Here > 0 is a sufficiently small constant.
In addition, the symbol ⊕ between Jordan matrices ( ) is used as follows:
For the sake of clarity, we introduce for any ≥ 0 and ∈ [1, 2] the spaces
where ( ) = −1 ( )̂ ( ) for = 0, 1. After introducing the micro-energy
Next, we define the desired Lyapunov function mid ( ) = mid ( )( , ) such that
with a sufficiently small positive constant 1 to be chosen later. Taking into consideration (11) and (12) we get for the first-order partial derivative of mid ( ) with respect to the relation
Representation of solutions
First of all, we introduce the structure of matrices ,int (| |) and ,ext (| |) as follows:
as ∈ (1∕2, 1 ,
as ∈ (1∕2, 1 , where 
We have the following asymptotic behavior:
and
From Theorem 2.2, we know when ∈ 0, 1∕2) with small frequencies, the uniform invertibility of ,int (| |) is clear. Nevertheless, we cannot get six pairwise distinct eigenvalues in Case 2.2. Here, according to 11 and applying the Duhamel's principle, we also obtain the representation of solutions. Taking account of the notation diag − (| |) 6
=1
∶= diag − 1 (| |) , … , − 6 (| |) we can formulate the following results. Theorem 2.5. There exists a matrix ,int = ,int (| |) for ∈ 0, 1∕2) ∪ (1∕2, 1 , which is uniformly invertible for small frequencies such that the following representation formula holds:
Proof. The statements of Theorems 2.2 and 2.3 and the structure of the matrices ,int (| |) and (| |) by using the same explanations for the existence of matrices ,int (| |) as well as
Theorem 2.6. There exists a matrix ,ext = ,ext (| |) for ∈ 0, 1∕2) ∪ (1∕2, 1 , which is uniformly invertible for large frequencies such that the following representation formula holds:
and the characteristic roots = (| |) have the following asymptotic behavior:
• ∈ 0, 1∕2): = as = 1, 2, 4, 5 and = as = 3, 6; when = 1, 2, 3, we take in the first term the negative sign and when = 4, 5, 6, we take in the first term the positive sign
ENERGY ESTIMATES
To show the global (in time) existence of small data solutions, we find solutions in evolution spaces, this means, the solutions are continuous in time and +1 -valued with respect to the spatial variables. Therefore, we need some Matsumura type (almost) sharp 2 estimates for solutions to linear elastic waves with different damping terms and the data belonging to ( +1 ∩ ) × ( ∩ ) for ≥ 0 and ∈ [1, 2] . Moreover, to understand some sharp energy estimates for the solutions to (7), we choose the data from the space
Concerning the sharpness of the derived estimates, we have to point out that the estimates of higher-order energies from Theorems 3.1 to 3.3 are sharp, where the data are from (| | −1 ∩̇ 1 ) × ( ∩ ). Moreover, when ∈ 0, 1∕2), the total energy estimates from Theorem 3.5 with the data being from ( +1 ∩ 1 ) × ( ∩ 1 ) are almost sharp modulo a parameter > 0. Furthermore, the total energy estimates of solutions for the system (7) with structural damping (−Δ) 1∕2 are sharp.
Energy estimates by using the diagonalization procedure
We focus on estimates of the classical energy and higher-order energies of solutions with the data being from | | ∈  2,2 for = 1, 2, 3, and ≥ 0. Then, we have the following estimates of energies of higher order:
Proof. By virtue of the Parseval-Plancherel theorem and the embedding ℝ 3 → 2 ℝ 3 all for ≥ 0 we can derive the estimates for the energies of solutions of higher order. ∈̇ +1 ×̇ for = 1, 2, 3, and ≥ 0. Then, we have the following estimates for the energies of solutions of higher order:
Proof. The estimates for the higher-order energies are determined by estimates localized to the zone int ( ). For this reason we may apply
This yields the desired estimates. Now, we suppose an additional regularitẏ 1 × for the data with ∈ [1, 2). This implies an additional decay in the corresponding estimates. 
Proof. For small frequencies, we apply Hölder's inequality and the Hausdorff-Young inequality to obtain the decay estimates
Moreover, an exponential decay estimate for the solutions with the data belonging to  2,2 appears in the zone ext ( ) of large frequencies. However, when we discuss decay estimates for the solution itself by using Hölder's inequality, we immediately obtain
So, we need ∈ 1, 6∕5) to avoid a strong influence (non integrability) of the singularity as | | → +0 and conclude
So, the proof is complete. with ∈ 6∕5, 2 , we need an additional assumption for the data.
To be more precise, we apply the following integral formula:
Using estimates for ‖ ( ) ( , ⋅)‖ 2 we obtain for ∈ [0, 1] ⧵ {1∕2} the estimate
Therefore, we suppose for the data
Remark 3.2. We cannot expect energy estimates in Section 3.1 depending on a single data only due to the fact that from (8) and the diagonalization procedure, we obtain the representations of solutions by the coupling matrices ,int (| |) and ,ext (| |). These two matrices mix the influences of both data for estimating the solutions.
Energy estimates by energy methods in the Fourier space
In this part, some energy estimates with the data being from Bessel potential spaces with or without an additional regularity , ∈ [1, 2) are of interest. We define the energy of solutions in the phase space for all frequencies as follows:
where dot ⋅ denotes the usual inner product in ℝ 3 .
Lemma 3.1. The energy pha (̂ ) of the Fourier imagê =̂ ( , ) of the solution = ( , ) to the Cauchy problem (7) satisfies the following estimate:
Proof. Applying the partial Fourier transformation to (7) we arrive at the new system
After multiplying bȳ =̄ ( , ) both sides of (16) and taking the real part we get
To obtain decay rates for pha (̂ ) we divide the energy into two parts int ( ) pha (̂ ) and (1 − int ( )) pha (̂ ) related to the zones int ( ) and mid ( ) ∪ ext ( ), respectively. For small frequencies, we multiply | | ̄ ( , ) on the both sides of (16) and take the real part to obtain
where the positive constant will be determined later. Adding (17) and (18) yields
With (19) and Cauchy's inequality it follows
where the positive constant̃ will be determined later. We state the restrictions for and̃ , such that, 2 ≤ , 2 ≤̃ and + 2 − 4 ≤ . These restrictions show that ≥ max {̃ + 2 − 4 ; 2 } ≥ 2 max {1 − ; }. Hence,
. Again, by virtue of Cauchy's inequality the energy term int ( ) pha (̂ ) can be controlled as follows:
Hence, = 2 max {1 − ; } and̃ = 2 are the optimal choices, respectively.
For middle and large frequencies, we only multiply (17) bȳ =̄ ( , ) and take the real part of it, i.e., = 0 in (19) , to get
This completes the proof. 
∈  2,1 for = 1, 2, 3, and ≥ 0. Then, we have the following estimates:
Proof. By using the Parseval-Plancherel theorem the proof follows immediately from Lemma 3.1.
Now we turn to energy estimates with an additional regularity , ∈ [1, 2), for the data. In the estimates for the solution there appears the time-dependent function
In the estimates for the energies of higher order of the solution there appears the time-dependent function
if ∈ 0, 1∕2) ,
where ≥ 0, ∈ [1, 2) and
Theorem 3.5. Let us consider the Cauchy problem (7) with ∈ [0, 1],
∈  ,1 , for = 1, 2, 3, ≥ 0, and ∈ [1, 2). Then, we have the following estimates:
Proof. The estimates for the case = 1 have been studied in detail in 9 . Although the authors described the long-time behavior of the energy for
we know that a suitable energy of the solutions with the data belonging to the space  ,1 is decaying for all ≥ 0 by the proof of Lemma 3.1. First, we prove the estimates for the energies of higher order in the case ∈ (1, 2). Using the method from 9 if ∈ 0, 1∕2), then we introduce +1, ( ) = (1 + ) − +1 ( , ) . Moreover, since we can follow the approach of the paper 9 we only need to prove
After applying Hölder's inequality and the Hausdorff-Young inequality, the above inequalities can be proved if we require
In conclusion, we assume
Following the same approach and setting 0, ( ) = (1 + ) − 0 ( , ) , we also arrive at the estimate of the solution itself in the case ∈ (1, 6∕5). In the case ∈ 1∕2, 1 , for the estimate of the solution itself with ∈ 1, 6∕5) and for the estimate of the higher order energies of the solutions with ∈ [1, 2), after applying Lemma 3.1, Hölder's inequality and the Hausdorff-Young inequality we may conclude
(1 + )
To get estimates for the solution itself with ∈ 6∕5, 2) for all ∈ [0, 1], we can use the estimate for the 2 norm of ( ) ( , ⋅)
by the relation (15) . Finally, let us mention that we could have better estimates by using the right-hand sides̃ 1 ( )
‖ with suitable norms. Nevertheless, our goal is to derive estimates with right-hand sides̃ ( )
Remark 3.3. In the case ∈ 1∕2, 1 with = 1, the decay rates in Theorem 3.5 are better than those of the paper 9 due to the fact that there is no any ambiguity of > 0 in the statements of Theorem 3.5.
Theorem 3.6. Let us consider the Cauchy problem (7) with ∈ [0, 1],
∈ (̇ +1 ∩ ) × (̇ ∩ ) for = 1, 2, 3, ≥ 0, and ∈ [1, 2). Then, we have the following estimates:
Proof. The above assumptions for the data allow modifying the considerations for large frequencies .
DIFFUSION PHENOMENA
The diffusion phenomenon allows us to bridge a decay behavior of solutions to dissipative elastic waves with a decay behavior of solutions to corresponding evolution systems with suitable data. Because of Theorem 3.3 from the previous section, we know that ( 2 ∩ )-2 estimates are determined by the behavior of the characteristic roots for small frequencies only. For large frequencies, the behavior of the characteristic roots together with the regularity of the data implies even an exponential decay. For this reason, the diffusion phenomenon is explained by the behavior of Fourier multipliers localized to small frequencies.
To obtain a result on the diffusion phenomenon for our starting linear system (7), we choose the following Cauchy problem for an evolution reference system:
where the nonnegative constants 1 , 2 and matrices̃ 1 ,̃ 2 , and = (| |) will be given in each subsection. It is clear that the solutioñ =̃ ( , ) to this evolution system (20) can be represented as follows:
where the eigenvalues̃ =̃ (| |) are the principal part of the corresponding eigenvalues = (| |) from Theorem 2.5 for small frequencies. We will explain them in detail later. Now, we introducẽ =̃ ( , ) =  → (̃ )( , ).
Remark 4.1. Assume = 1∕2 in the dissipative elastic waves (7). We observe that
| | plays an important role in the representation of (1) = (1) ( , ) from Case 2.3. Consequently, from direct calculation there is not any improvement in the decay estimates for the difference between the solutions to the system (7) with = 1∕2 and the solutions to its reference evolution system. For this reason, we only study the diffusion type phenomena to the dissipative system (7) with ∈ 0, 1∕2) ∪ (1∕2, 1 .
Diffusion phenomenon for the linear model with = 0
According to the principal real part of (| |) for small frequencies from Theorem 2.5, we choose 1 = 1, 2 
in the evolution system (20) , that is,
Therefore, the eigenvalues in (21) 
, that is, we take the corresponding (| |) from Theorem 2.5 after neglecting the terms | | 4 when = 1, 2, 3 and neglecting the terms | | 2 when = 4, 5, 6. We now state our result. Theorem 4.1. Let us consider the system (7) with = 0. We assume that the data (
with ∈ [1, 2] for = 1, 2, 3. Then, we obtain for the solution (0) = (0) ( , ) to the Cauchy problem (9) the estimate
Proof. We know that
. Therefore, we decompose the function of interest into three parts, that is,
where we define
Here, we make use of the fact that
, where = (| |) denotes the | | 4 -terms from Theorem 2.5 for the corresponding eigenvalues (| |). Applying Theorem 3.3, we obtain the estimate
Following the same procedure for the other two parts gives
Summarizing, we obtain
The proof is complete.
Double diffusion phenomena for the linear model with ∈ (0, 1∕2)
According to the principal real part of (| |) for small frequencies from Theorem 2.5 we assume 1 = 1 − , 2 = and
Hence, we havẽ 1,
Theorem 4.2. Let us consider the system (7) with ∈ (0, 1∕2). We assume that the data (
) ∈̇ 1 × with ∈ [1, 2] for = 1, 2, 3. Then, we obtain for the solution (0) = (0) ( , ) to the Cauchy problem (9) the estimate
Proof. Following the same steps of the proof of Theorem 4.1 we immediately arrive at the statement of the theorem.
The
in Theorem 2.5 is the motivation for us to study double diffusion phenomena. This new effect has been interpreted for the wave equation with structural damping (−Δ) when ∈ (0, 1∕2) in the paper 3 . In fact, if we rewrite the solution to (23) 
( , ) behaves like the solution to the parabolic-type system with a suitable choice of the datã
The second part  
Diffusion phenomenon for the linear model with ∈ (1∕2, 1
With the same reason, the components of (| |) in Theorem 2.5 imply 1 = , 2 = 1∕2 and̃ 1 = 1 2 diag (1, 1, 1, 1, 1, 1) ,
So, the eigenvalues in (21) can be written as̃
Theorem 4.3. Let us consider the system (7) with ∈ (1∕2, 1 . We assume that the data (
Proof. We follow the same step of the proof of Theorem 4.1 to derive the desired result. 
GLOBAL (IN TIME) EXISTENCE OF SMALL DATA SOLUTIONS
This section is devoted to the study of the global (in time) existence of small data solutions (GESDS) to the Cauchy problem for the weakly coupled system (1). By using the estimates for solutions to linear parameter dependent Cauchy problems and Banach's fixed-point theorem, the global (in time) existence of energy solutions for small data belonging to the space 1 × 2 with an additional regularity and regularity parameter ∈ [1, 2) or to the space +1 × , > 0, with an additional regularity and regularity parameter ∈ [1, 2) are established.
For the sake of clarity, in this section the triplet ( 1 , 2 , 3 ) can be chosen from the following three sets of numbers:
• 1 = 1, 2 = 2 and 3 = 3;
• 1 = 2, 2 = 3 and 3 = 1;
• 1 = 3, 2 = 1 and 3 = 2.
We re-define +1 = 
Finally, we introduce for our further approach exponents ( , ), ( , ) and̃ ( , ) with some parameters ∈ 1∕2, 1 , ∈ 1, 6∕5) and some balanced exponents for = 1 , 2 , 3 .
1. According to the paper 2 we introduce the following exponent:
( , ) ∶= 1 + (2 + 1) 3 − if ∈ 1∕2, 1 and ∈ 1, 6∕5) .
As mentioned in the Introduction of this paper the paper 2 proved the critical exponent (1, 1∕2) = 2 to the single semilinear wave equation with structural damping (−Δ) 1∕2 in three-dimensions. Moreover, the authors of the paper 2 showed that the global (in time) existence of small data solutions to the semi-linear structurally damped wave equation can be proved for (1, ) < ≤ 3 for ∈ 1∕2, 1 in the Cauchy problem (3). Moreover, let us introduce the balanced exponents bal (3∕2, , ) and bal ( , 0, ) respectively:
bal ( , 0, ) ∶= 2 + 6( − 2 + 2 ) 2 − 3 + 6 if ∈ 6∕5, 3∕2) , = 0, ∈ 1∕2, 1 .
The following parameter
if ∈ 1∕2, 1 and ∈ 1, 6∕5)
is motivated by the recent paper 1 . The author proved the existence of global (in time) Sobolev solutions to the weakly coupled system for structurally damped wave equations (6) . Especially, in three-dimensions, unique global (in time) solutions exist under the condition max (1, 1∕2) = max 1 (1, 1∕2); 2 (1, 1∕2) < 3∕2, where we re-define 1 = , 2 = and 3 = in the condition (26) . Under the assumption max (1, 1∕2) > 3∕2 the author also proved blow up of solutions by applying the test function method. Additionally, we should point out the relation between the parameters (25) and (26) . If we consider the condition ( , ) < 3∕2, it also can be rewritten as
Next, we introduce the balanced parameters ,bal (3∕2, , ) and ,bal ( , 0, ). If ∈ 0, 1∕2) and ∈ 0, 1∕2), we introduce 
We introduce a parameter
( , ) ∶= 2 + (1 + 2 )( +1 + 1) +2 + 1 2 3 2( 1 2 3 − 1) if ∈ 1∕2, 1 and ∈ 1, 6∕5) .
Also, we should indicate the relation between the parameters (25) and (27). If we consider the conditioñ ( , ) < 3∕2, it also can be rewritten as
Furthermore, the balanced parameters̃ ,bal (3∕2, , ) and̃ ,bal ( , 0, ) should be introduced. If ∈ 0, 1∕2) and ∈ 0, 1∕2), we take the notatioñ ,bal (3∕2, , ) ∶= 9 − 12 + 4 (2 − ) + ((7 − 6 ) + 2 (3 − 2 ))( +1 + 1) +2 − ((2 − 6 ) + 2 ) 1 2 3 2( 1 2 3 − 1) .
If ∈ 6∕5, 3∕2) and ∈ 1∕2, 1 , we denotẽ 
Philosophy of our approach
Now, we explain our strategy to study the global (in time) existence of small data Sobolev solutions for the semi-linear Cauchy problem (1). Let us consider the family of linear parameter dependent Cauchy problems
With the aim of studying the system (28), we define 0 = 0 ( , , ), 1 = 1 ( , , ) as the fundamental solutions with the data ( 0 , 1 ) = ( 0 , 0) and ( 0 , 1 ) = (0, 0 ), respectively. Here, 0 denotes the Dirac distribution in = 0 with respect to the spatial variables. Then, the solution = ( , ) to the linear Cauchy problem (28) is given by
Next, by Duhamel's principle we see that
is the solution to the inhomogeneous linear Cauchy problem
We define on the family of complete spaces { ( )} >0 the operator as follows:
where for = 1, 2, 3, we introduce
The next inequalities play an essential role:
uniformly with respect to ∈ [0, ∞). They mainly show that the mapping ∶ ( ) → ( ) is a contraction for small data. Then, according to Banach's fixed-point theorem, there exists a uniquely determined solution * = * ( , ) to the semi-linear Cauchy problem (1) satisfying * = * ∈ ( ) for all positive . The key tools to prove (30) and (31) are Gagliardo-Nirenberg inequalities, the fractional chain rule, the fractional Leibniz rule and the fractional powers rules, which have been extensively and intensively discussed in Harmonic Analysis (cf. with Appendix B or the book 5 ).
Additionally, because different power source nonlinearities have different influences on conditions for the global (in time) existence of solutions, we allow the effect of the loss of decay, in particular, in the case that one of the exponents 1 , 2 , 3 is below the exponent ( , ) or the balanced parameter bal ( , , ). For this reason we take the derived energy estimates for the solutions to the linear model (7) with vanishing right-hand side and allow in the solution spaces some parameters describing the loss of decay.
We now state the strategy of the loss of decay. To prove the global (in time) existence of small data Sobolev solutions, the main difficulty is to estimate the integral in (29) over the interval [0, ]. We divide the interval [0, ] in two sub-intervals 0, ∕2 and ∕2, . The difficulty is the estimate of the power nonlinearities in the norm of the solution space in each interval. If we allow to apply the Gagliardo-Nirenberg inequality, then there appear some relations including these parameters describing the loss of decay.
Here we take an example to show how to choose the suitable parameters describing the loss of decay. Let us consider the semilinear model (1) with ∈ 1∕2, 1 and the data belonging to  (25) . Let us choose the evolution space (35) with the norm (39). Our purpose is to prove the following estimates for + = 0, 1 with , ∈ ℕ 0 :
Applying the classical Gagliardo-Nirenberg inequality (see Proposition B.1) we obtain
After using the derived ( 2 ∩ )-2 estimates and 2 -2 estimates to the solution and its derivatives, the following estimates can be obtained:
Because of the assumption 1 < Thus, we can get
Obviously, the non-negative parameters ≤ 0.
Providing that we choose the parameters we can prove the desired estimate (32).
Remark 5.1. It is not reasonable to compare the hereinafter proposed results with the results of 22 . In 22 , the authors proved results for the global (in time) existence of Sobolev solution to weakly coupled systems of damped wave equations with the data belonging to the space ( 1,1 ∩ 1,∞ ) × ( 1 ∩ ∞ ). Moreover, their proof is based on -estimates of fundamental solutions for the linear damped wave equation. What we do is to derive the global (in time) existence of solutions to weakly coupled systems for elastic waves with different damping mechanisms with the data belonging to the space ( +1 ∩ ) × ( ∩ ).
GESDS for models with ∈ 0, 1∕2)
From Theorem 3.5 we know that the time-depending coefficients in the energy estimates for solutions to the linear Cauchy problem (7) depend continuously on the parameters ∈ 0, 1∕2), ∈ [1, 2) and ≥ 0. In the following, we will choose the special cases = 1 and = 3∕2 to show clearly and succinctly our strategy to prove results for the global (in time) existence of small data Sobolev solutions. First, we recall some energy estimates for solutions to the linear Cauchy problem (7) 
If the date belong to the space  3∕2,1 , that is,
∈ ( +1 ∩ 3∕2 ) × ( ∩ 3∕2 ) for all ≥ 0 and = 1, 2, 3, we have the following estimates:
,
and +1 (3∕2, ) < 3 − 4 + 2 4(1 − ) .
Data from classical energy space with suitable regularity
Because the data belong to the spaces 
in this part, we mainly use the classical Gagliardo-Nirenberg inequality to estimates nonlinearities in the 2 norm and the norm ( = 1 or m=3/2). The restriction of admissible parameters from application of the classical Gagliardo-Nirenberg inequality implies the condition ∈ 2∕ , 3 for all = 1, 2, 3. For this reason, we observe that in the following theorem all exponents are above the exponent = 2 (see Remark 5.2). 
to the Cauchy problem (1). Moreover, the following estimates hold:
Proof. For any > 0 let us introduce the evolution space
with the corresponding norm
In the definition of the norm the weights (1 + ) 0 (1, ) and (1 + ) 1 (1, ) come from the decay estimates of solutions to the corresponding linear Cauchy problem (7) with data belonging to  0 1,1
.
Applying the classical Gagliardo-Nirenberg inequality we have
where 0,1 ( ) = 3( 
, where we use ‖ ‖ ( ) ≤ ‖ ‖ ( ) for any 0 ≤ ≤ . According to (1 + − ) ≈ (1 + ) for any ∈ 0, ∕2 and (1 + ) ≈ (1 + ) for any ∈ ∕2, we divide the interval [0, ] into sub-intervals 0, ∕2 and ∕2, to get
Here we used 0 (1, ) < 1. Due to the assumption > 2 we may use > 1 + 2∕(3 − 2 ) for all = 1, 2, 3. But then we have
Therefore, it implies
Similarly, we apply the derived ( 2 ∩ 1 )-2 estimates in 0, ∕2 and 2 -2 estimates in ∕2, to get
‖ ‖ ( ) for = 1, = 0 and = 0, = 1. Thanks to the condition min 1 ; 2 ; 3 > 2 we have
where is a sufficiently small positive constant. The sufficient small constant > 0 comes from the almost sharp energy estimates (33)-(34), which can be written as follows:
Thus, the estimates for derivatives hold for all = 1, 2, 3. In this way we obtain for + = 1 and , ∈ ℕ 0
Next, we derive the Lipschitz condition by remarking that
Thanks to Hölder's inequality we get for = 1, 2 the estimates
As above, we can use the classical Gagliardo-Nirenberg inequality again to estimate For the data belonging to the classical energy space with an additional regularity 3∕2 , we can obtain a larger admissible range of exponents 1 , 2 , 3 because of the condition ∈ 4∕3, 3 for all = 1, 2, 3 coming from the application of the classical Gagliardo-Nirenberg inequality. We observe the following three different cases: the orders of power nonlinearity are above the balanced exponent bal (3∕2, 0, ), only one exponent is below or equal to the balanced exponent bal (3∕2, 0, ) and two exponents are below or equal to the balanced exponent bal (3∕2, 0, ). 
Then, there exists a constant 0 > 0 such that for all
∈  0 3∕2,1
to the Cauchy problem (1) . Moreover, the following estimates hold:
, where in the decay functions the numbers are chosen in the following way:
1. = 0 for = 1, 2, 3, when 1 , 2 , 3 satisfy the condition (36); 2. Proof. For any > 0, let us introduce the evolution space (35) with the following norm:
The classical Gagliardo-Nirenberg inequality implies
The restriction of the parameters from applying the Gagliardo-Nirenberg inequality leads to ∈ [4∕3, 3] for all = 1, 2, 3. Firstly, the application of the derived ( 2 ∩ 3∕2 )-2 estimate leads on the interval [0, ] to
After dividing the interval [0, ] into sub-intervals 0, ∕2 and ∕2, it follows
where we use the following estimate:
≲ (1 + ) 2− 1 (3∕2, ) and 1 (3∕2, ) < 1.
In the same way, we may obtain the following estimates for the derivatives ( + = 1): Summarizing the above estimates we may conclude
for all + = 0, 1 with , ∈ ℕ 0 . In order to prove
we have to distinguish between three cases.
Case 1
We assume the condition (36), that is, min 1 ; 2 ; 3 > bal (3∕2, 0, ).
Here, the orders of power nonlinearities are above bal (3∕2, 0, ) and it allows to assume no loss of decay. Thus, we choose the parameters 1 = 2 = 3 = 0 and we get from the estimate (40)
(1 + ) 
We choose the parameters describing the loss of decay as 
If we assume 2 > bal (3∕2, 0, ), the condition (43) is valid. Taking account of (40) when = 1 and using the estimate
because of 2 − (1∕2 + 1 (3∕2, )) 1 > −1, we may conclude
So, our desired estimate (41) has been proved for = 1 . Considering the case = 2 , we obtain the following estimates:
Taking account of (43) the following inequality holds:
Thus, it completes the estimate (41) for = 2 . Finally, we consider the case = 3 . With the same procedure we treated Case 1, we immediately obtain
where we use our assumption 3 > bal (3∕2, 0, ).
Case 3
We assume the condition (38), that is, 1 < Here, there exists only one exponent 
We choose the parameters as follows:
, and
With the help of the assumption 1 < 
where the choice of 2 implies the inequality
But this gives us for all ≥ 0 a uniformly bounded estimate from the above inequality. Finally, let us take = 3 in the estimate (40). In this way we get
From the condition (46) it follows 2 − (1∕2 + 1 (3∕2, ))
So, we immediately obtain our desired estimate (41) for = 3 . All in all, the estimate (41) has been completed for all the cases. Lastly, similar as in the proof of Theorem 5.1, we may apply Hölder's inequality and the Gagliardo-Nirenberg inequality to prove (1 + )
for all + = 0, 1 with , ∈ ℕ 0 and = 1, 2, 3 in all cases. So, the proof is complete.
Data from energy space with suitable higher regularity
Now, we are interested in studying the global (in time) existence of small data energy solutions possessing energies of higherorder. As we know, the parameter min{ 1 ; 2 ; 3 } is bounded to below by the regularity parameter + 1. Summarizing all derived inequalities we get (30). The last step is to derive the Lipschitz condition. The application of Hölder's inequality and the fractional Gagliardo-Nirenberg inequality yields for = 0, 1 (1 + ) (1, ) ‖
In the following we will show how to estimate ‖ ( − )( , ⋅)‖̇ +1− for = 0, 1. 
where we use Hence, the above estimates lead to the desired estimate (58) when = 1 . When = 2 , we obtain the following estimate:
(1 So it immediately leads to the estimate (58) when = 2 . The case = 3 can be treated by using the same arguments we did in studying Case 1. Precisely, we have 
Case 3
We assume the condition (55), that is, 1 < Here, we take the parameters describing the loss of decay as follows: 
We know that the inequality (61) is valid only if 3 > ( , ). Following the same approach for treating Case 2 we immediately obtain the desired estimate (58) in this case.
Lastly, no matter in which case, we may derive the Lipschitz condition by using Hölder's inequality and Gagliardo-Nirenberg inequality. In other words, we may prove for + = 0, 1 with , ∈ ℕ 0 and = 1, 2, 3 for Cases 1-3. Therefore, the proof is complete.
Next, when ∈ 6∕5, 3∕2), the estimates for the solutions to the linear Cauchy problem (7) are different to those in the case ∈ 1, 6∕5). For this reason we also feel differences in estimating the norms ‖| ( −1) ( , )| ‖ and ‖| ( −1) ( , )| ‖ 2 . Now, we state our result for ∈ 6∕5, 3∕2). If some of the exponents = bal ( , 0, ) for some = 1, 2, 3, we can choose the parameters describing the loss of decay as = 1 with a sufficiently small constant 1 > 0. Finally, we are interested in the case of large regular data belonging to ∞ ℝ 3 , too. For this reason, we choose the regularity parameter from the interval (3∕2, ∞). Let us restrict ourselves to the case ∈ 1, 6∕5).
Theorem 5.9. Let us consider the semi-linear model (1) with ∈ 1∕2, 1 and ∈ 1, 6∕5), > 3∕2. Let us assume 1 + < min 1 ; 2 ; 3 and (4 + 6 − 3 )∕(6 − 5 ) ≤ min 1 ; 2 ; 3 .
