This paper proposes a deep learning-based non-intrusive objective speech intelligibility estimation method based on recurrent neural network (RNN) with long short-term memory (LSTM) structure. Conventional non-intrusive estimation methods such as standard P.563 have poor estimation performance and lack of consistency, especially, in various noise and reverberation environments. The proposed method trains the LSTM RNN model parameters by utilizing the STOI that is the standard intrusive intelligibility estimation method with reference speech signal. The input and output of the LSTM RNN are the MFCC vector and the frame-wise STOI value, respectively. Experimental results show that the proposed objective intelligibility estimation method outperforms the conventional standard P.563 in various noisy and reverberant environments. key words: non-intrusive, speech intelligibility, LSTM, RNN, STOI
Introduction
It is necessary to improve the intelligibility of speech in the field of digital speech communication, speech reinforcement and speech enhancement. Therefore, a technique for estimating speech intelligibility accurately is required. Intelligibility assessment methods are classified into intrusive or non-intrusive. Intrusive measures depend on distance metrics between the reference signal and the degraded signal. The short-time objective intelligibility (STOI) measure is typically used as an intrusive intelligibility assessment tool [1] that calculates the correlations between the spectra of the reference and degraded speech signals. Non-intrusive measures, on the other hand, do not use a reference signal. The standard non-intrusive speech quality assessment method is P.563 [2] , which is a method of estimating MOS (mean opinion score).
In recent years, with the progress of deep learning techniques in signal processing, deep neural networks have been successfully applied for speech processing. In this paper, we propose a novel non-intrusive objective speech intelligibility estimation method based on recurrent neural network (RNN) with a structure of long short-term memory (LSTM) that is suitable for time-dependent data such as speech signal. 
Non-Intrusive Intelligibility Estimation Based on LSTM RNN
The number of input nodes of LSTM RNN network used for objective speech intelligibility estimation is equal to the order of feature vector. The single output node gives an estimated objective intelligibility score. In this research, we get a frame-wise STOI that is a STOI score per frame for the intelligibility score, whereas the standard STOI gives an intelligibility score per utterance. We use mel-frequency cepstral coefficient (MFCC) vectors obtained from various environments as shown in Fig. 1 , where the RIR means room impulse response. In the test, the MFCC vector per each frame enters the neural network, and an estimated objective intelligibility value is obtained at the output node. The objective intelligibility score of the test utterance is obtained by averaging the estimated values over all frames. The cell of LSTM proposed in [3] includes gating units. We use adaptive moment estimation (ADAM) for the stochastic optimization, which is a powerful optimization algorithm [4] . Based on Nair and Hinton's study [5] , we adopt Rectified Linear Units (ReLUs) for neurons with nonlinearity to solve the gradient vanishing. We use dropout in every five fully-connected layers of our model.
Experiments and Results
The neural networks that we used for training and test have three hidden layers that have 256 nodes each, whose numbers are determined experimentally. As a database for the Copyright c 2018 The Institute of Electronics, Information and Communication Engineers experiments, we used the TIMIT speech database [6] , where each sentence was about 4 secs long and was sampled at a rate of 16 kHz. As the input data for the neural networks, we used a 39-dimensional feature vector including 12 MFCCs and log energy, along with their delta and double delta values. Neural networks were trained under 14 different environments that consist of clean, noisy, reverberant, and both noisy and reverberant conditions. The tests were conducted in 51 environments including 37 environments that were not used in the training process. We used five indoor noises specified as: Cell phone, Bell ringing, Step noise, Dog, TV. The SNR ranges from 0 to 15 dB for the noisy conditions. In addition, we used two room impulse responses (RIRs) of a hall and a classroom whose reverberation times are 1.4 and 0.2 seconds, respectively. Environment details are shown in Table 1 .
The performances were evaluated through normalized correlation coefficients (NCC) and root mean square error (RMSE) between the estimated objective intelligibility scores and STOI values. Table 2 and 3 show the test results in the same environments used in training and in the environments which were not used in training process, respectively. We classi- fied the environments into noise, reverberation, both noise and reverberation. Experimental results show that the proposed non-intrusive objective speech intelligibility estimation method based on LSTM RNN is superior to the conventional method, P.563, in all environments.
Conclusion
This paper proposed the deep learning-based approach to non-intrusive objective speech intelligibility estimation, which is based on the RNN with LSTM structure. Experimental results showed that the proposed method gives better estimation results than the conventional standard method in various noisy and reverberant environments.
