The loss of integrity and adverse effect on mechanical properties can be concluded as attributing miro/macro-mechanics damage in structures especially in composite structures. Damage as a progressive degradation of material continuity in engineering predictions for any aspects of initiation and propagation, requires to be identified by a trustworthy mechanism to guarantee the safety of structures. Beside the materials design, the structural integrity and health are usually prone to be monitored clearly. One of the most powerful method for detection of damage is machine learning (ML). This paper presents the state of the art of ML methods and their applications in structural damage and prediction. Popular ML methods are identified and the performance and future trends are discussed.
Introduction
Structural damage diagnosis and prediction are of utmost importance in various scientific and engineering applications (Cha, Choi, Suh, Mahmoudkhani, & Büyüköztürk, 2018; Chen et al., 2019; Finotti, Cury, & Barbosa, 2019) . Second paragraph on general damage detection methods and drawback to those methods (Hong et al., 2019; Huang & Wang, 2018; Jang, Lee, Park, & Baek, 2018; Kan et al., 2017; Krummenacher, Ong, Koller, Kobayashi, & Buhmann, 2018; Wang, Hu, & Zhai, 2018; . Third paragraph on machine learning suitability and importance of machine learning and deep learning methods on this application (H. Li et al., 2019; Y. Z. Lin, Nie, & Ma, 2017; F. Ni, Zhang, & Chen, 2019; Patala, 2019; Pu, Apel, Liu, & Mitri, 2019; Quaranta et al., 2019) . Fourth paragraph of this paper's contribution and the need for a comprehensive review. (Gordan, Razak, Ismail, & Ghaedi, 2017 reviews the general application of artificial intelligence methods including soft computing, data mining, optimization methods etc. However, there is a gap in research for a focused and comprehensive review on machine learning and deep learning models (S. Ren, Chen, Li, Chen, & Li, 2018; Salehi, Das, Biswas, & Burgueño, 2019) .
There has been an enormous evolution in system modeling and intelligence after introducing the early models for deep learning. Deep learning methods very fast emerged and expanded applications in various scientific and engineering domains. Health informatics, energy, urban informatics, safety, security, hydrological systems modeling, economic, bioinformatics, and computational mechanics have been among the early application domains of deep learning. State of the art surveys on the data driven methods and machine learning algorithms, indicates that deep learning, along with the ensemble and hybrid machine learning methods are the future of data science. Further comparative studies report that deep learning models and hybrid machine learning models often outperform conventional machine learning models. Figure 1 represents the rapid rise in the applications of various deep learning methods during the past five years. Deep learning methods are fast evolving for higher performance. Literature includes adequate review papers on the progressing algorithms in particular application domains, e.g., renewable energy forecasting, cardiovascular image analysis, resolution imaging, radiology, 3D sensed data classification, 3D sensed data classification, multimedia analytics, sentiment classification, text detection, transportation systems, activity recognition in radar, hyperspectral, medical ultrasound analysis, image cytometry, and apache spark. However, a simplified list of deep learning methods has not been communicated so far. Thus, there is a gap in research in introducing the deep learning methods and summarize the methods and application in a brief, yet communicative paper. Consequently, this paper aims at providing a comprehensive list of the most popular deep learning methods and their notable applications. In every section, one deep learning method is introduced, and the notable applications related to that method are listed. The description of each deep learning method and the function of each building block is explained.
Survey methodology
The primary goal of this literature survey is to present the state of the art of ML models in the individual application areas of structural damage diagnosis. Accordingly, the research methodology has been developed to identify, classify and review the notable peer-reviewed articles in design and implementation of sustainable business models in top-level subject fields. The Web-of-Science and elsevier scopus are used for the implementation of the search queries of "defect or damage or crack" and "ml method1-n" for title, abstract and keywords the relevant literatures are identified. the query of (title-abs-key (defect or damage or crack) and title-abs-key (ml method1-n)) in addition to the query of (title-abskey (defect or damage or crack) and title-abs-key (dl method1-n)) would result in 21,933 documents. however, through auxiliary search keywords such as "mechanic* and structure*" in all fields of the paper we reduce the results to 4,669 documents making sure that the most relevant papers are identified, which forms our initial database. Reading in detail the articles' relevancy downed the numbers to 150 articles for the final consideration.
The research methodology follows a comprehensive and structured workflow based on a systematic database search and cross-reference snowballing. The flowchart of the research methodology is presented in figure 1 . The method is considered as a modified version of review proposed by Easterby-Smith et al. (2015) . In the first step the search queries explore the Thomson Reuters Web-of-Science and Elsevier Scopus databases. In the second step the abstract and keywords of the identified articles are browsed to identify the relevant literature and exclude the irrelevant ones. In step three the database of the relevant articles is created. In step four, the article is carefully read, and the category of the application is identified accordingly. In this step the expert-based knowledge and the initial preferences would influence the number and the type of the categories. In step five we decide on generating a new category and export the article in a new table of application domain or pass the article to step six where a category would host an article in its table. Once a category is created for a new article, in step seven, we pass that article to that category. In step eight we save the content of our database in various categories, update the content of the tables, and review the papers. This workflow will be repeated until sorting out all the papers. 
Machine learning methods
The survey methodology classifies the machine learning methods in seven groups, i.e. ANN-based, SVM-based, Tree-based models, Ensembles, Bayesians, Logistic regressions, and Neuro-Fuzzy. The last group is deep learning which has been considered separately. The notable papers have been reviewed in individual classes.
ANN
ANN can prepare general frameworks for analyzing damaged induced materials. Due to the fact that artificial neural networks have various applications such as accurate prediction of complex material behavior, it could be applied for damage detection and structural integrities in corresponding multiple-variable problems. 
Tree-based models;
Decision trees (DTs), Classification and Regression Trees (CART) (Alves et al., 2015; Andrejiova, Grincova, & Marasova, 2019; Bhowmik, Krishnan, Hazra, & Pakrashi, 2019; Dia, Dieng, Gaillet, & Gning, 2019; Dorval, Meredieu, & Danjon, 2016; Egnew, Roueche, & Prevatt, 2018; Favillier et al., 2015; Kabir, Sadiq, & Tesfamariam, 2016; Kim, Hwang, & Jung, 2017; Noori Hoshyar, Samali, Liyanapathirana, & Taghavipour, 2019; Pérez-Ruiz et al., 2018; Wang et al., 2018; (Bissacot et al., 2016; Egnew et al., 2018; Gauthier, Hétu, & Allard, 2015; Jang et al., 2018; Regan, Canturk, Slavkovsky, Niezrecki, & Inalpolat, 2016; Wazen, Fernandes, Aoki, & De Souza, 2013; W. Zhang et al., 2015) Neuro-Fuzzy (Adoko, Gokceoglu, Wu, & Zuo, 2013; Aydin & Kisi, 2015; Guruprasad & Behera, 2015; Hasheminejad, Sohankar, & Hajiannia, 2018; Naderpour & Mirrashid, 2019; Nanda, Das, Das, & Das, 2015; Tran, Nguyen, & Seo, 2019) 
Conclusions
Deep learning methods are fast-evolving. Some of them have advanced to be specialized in a particular application domain. However, there is a gap in research in introducing the deep learning methods and summarize the methods and application in a single paper. Consequently, this paper aims at providing a comprehensive list of the most popular deep learning methods and provide notable applications. CNN, RNN, DAE, DBNs, LSTM methods have been identified as the most popular deep learning method. The description of each deep learning method and the function of each building block of them is explained.
