Choose that, the covariance of noise (t) = 1, true value of parameter = 10, design constants c 1 = c 2 = 8, c = 0:1, k 1 = 0:75, k 2 = 1:25, 0 = I 2 , = 1, thus, max = 2, min = 1 are derived.
Choose that, the covariance of noise (t) = 1, true value of parameter = 10, design constants c 1 = c 2 = 8, c = 0:1, k 1 = 0:75, k 2 = 1:25, 0 = I 2 , = 1, thus, max = 2, min = 1 are derived.
All initial values of the estimate parameters and the filtered variables are taken by zero. The simulations are performed with reference signal y r = 0:6+0:3 sin(0:2t), which is depicted in dash line in Fig. 1 , while the actual output y is in solid line. The corresponding control is shown in Fig. 2 . We see that the output tracking error approaches to a small residue.
VI. CONCLUSION
In this note, we develop an adaptive output feedback control design for a class of systems in the output feedback canonical form driven by Wiener noises of unknown covariance. Filtered transformations (K-filters), backstepping techniques and tuning function schemes are incorporated and extended to the stochastic setting. We obtain parameter update laws and control laws which can ensure that the closed-loop systems are globally stable in probability for vanishing perturbations or ISS in probability for nonvanishing perturbations. The global tracking is achieved via stochastic disturbance attenuation. This work enlarges the class of systems that stochastic nonlinear stabilization and tracking are available.
I. INTRODUCTION
Lyapunov stability is of paramount importance in nonlinear control theory. In many important applications, it is very beneficial to have a continuously differentiable Lyapunov function whose derivative along the trajectories of the system can be made negative definite by an appropriate choice of feedback. Observe in particular that: i) Recent advances in the stabilization of nonlinear delay systems (e.g., [7] , [11] , and [18] ) are based on knowledge of continuously differentiable Lyapunov functions. ii) Lyapunov functions are very efficient tools for robustness analysis (as illustrated by [6, Ch. 13] , [2] , [10] , [5] , [13] , and [14] ). iii) When a CLF satisfying the small control property is available, the universal formula in [16] provides an explicit expression for a stabilizing feedback that is also an optimal control for a suitable optimization problem whose value function is the CLF; see [16] . iv) Backstepping and forwarding require Lyapunov functions of class C 1 for the subsystems; see [14] . The converse Lyapunov theorem (see [9] ) ensures that, for any system that is globally asymptotically stabilizable by C 1 feedback, a CLF exists. Unfortunately, for nonlinear control systems, determining explicit expressions for CLFs is in general difficult. Fortunately, for large classes of systems, one can determine functions whose derivatives along the trajectories can be rendered negative semidefinite. If the systems satisfy the so-called weak Jurdjevic-Quinn conditions (defined later), which generalize those given in [8] , then globally asymptotically stabilizing feedbacks can be constructed. However, in this case, explicit formulas for CLFs are not generally available. This motivates the following fundamental question: When the Jurdjevic-Quinn method applies, is it possible to design explicit CLFs?
In [4] , where this issue was addressed for the first time, a method was presented for designing explicit CLFs for affine homogeneous systems that satisfy the Jurdjevic-Quinn conditions. Our objective in the present note is to extend the main result of [4] by constructing CLFs for systems satisfying appropriate generalizations of the Jurdjevic-Quinn conditions, but not necessarily having the homogeneity property, including cases where the system may not be control-affine. Our work also complements [12] where strong Lyapunov functions are constructed for a large family of systems satisfying either an appropriate Lie algebraic condition or which can be shown to be stable using the LaSalle invariance principle. The main difference between the present work and [12] Manuscript received March 16, 2005 is that in [12] , only systems without input are considered whereas here we consider systems with input. We end this introduction by recalling some basic facts on the Jurdjevic-Quinn method. We say that a nonlinear control-affine system _ x = f (x) + g(x)u ; g(x) = (g 1 (x); . . . ; g m (x)) (1) satisfies the (weak) Jurdjevic-Quinn conditions provided there exists a function V : R n ! R satisfying the following three properties: V is positive definite and radially unbounded; for all x 2 R n , L f V (x) 0;
and there exists an integer l such that the set The remainder of this note is organized as follows. In Section II, we present our main result. Section III is devoted to a discussion of our main result, Section IV to its proof, and Section V to an illustrating example. Section VI constructs feedbacks for our systems that have arbitrarily small norm and that in addition achieve integral-input-to-state stability relative to actuator errors. Concluding remarks in Section VII end our work.
II. MAIN RESULT
We next provide our main CLF and stabilizing feedback constructions for the fully nonlinear system _ x = F (x; u) (2) where x 2 R n , u 2 R m is the control, F (0; 0) = 0, and the function F is assumed to be C 1 . (See [3] for a definition of CLF and small control property.) We further assume that u 7 ! F (x; u) is C 2 (i.e., the second order partial derivatives, with respect to the components of u, of each component of F are continuous), so the functions
are at least C 1 . Finally, we assume the following.
Assumption 2.1:
A smooth function V (x) that is radially unbounded and positive definite and such that
is known.
Assumption 2.2:
A vector field G(x) such that if LgV (x) = 0 and 
is a CLF for (2) that satisfies the small control property. In fact, for each real-valued C 1 positive function (1) , one can design a function (1) , and a C 1 function : [0; 1) ! (0; 1) satisfying (s) (s) for all s 0, such that (5) is a CLF for (2) satisfying the small control property whose derivative along the trajectories of (2) in closed loop with the feedback
is negative definite.
III. DISCUSSION OF THEOREM 2. 3 1) Assumptions 2.1 and 2.2 are similar to the assumptions of the main result of [4] . In particular, for the special case where F is control-affine, [4] provides an explicit expression for a vector field G(x) such that Assumption 2.2 holds whenever the so-called "weak Jurdjevic-Quinn conditions" (defined above in the introduction) are satisfied. This vector field is not continuous at the origin but it turns out that there exists an integer N 1 such that the No restriction on the size of the function (1) in (6) is imposed. Therefore, the family of feedbacks (6) we can design our stabilizing feedback u so that it satisfies ju(x)j (jxj) for all x 2 R n .
3) An important class of dynamics covered by Theorem 2.3 is described by the so-called Euler-Lagrange equations
for the motion of mechanical systems, in which q represents the generalized configuration coordinates, L = K 0P
is the difference between the kinetic energy K and potential energy P , and is the control [19] . In standard cases,
is C 1 and everywhere symmetric and positive definite. Then, the generalized momenta @L=@ _ q are given by p = M (q) _ q, so in terms of the state x = (q; p), the (7) become [19] 
where H(q; p) = (1=2)p > M 01 (q)p + P (q) is the total energy of the system. We make the following additional assumptions: a) P (q) is positive definite and radially unbounded, and b) rP(q) 6 = 0 whenever q 6 = 0. (These two assumptions are not too restrictive since one can often modify H and to get a new system that satisfies these assumptions. Condition (a) can be weakened by assuming there is a constant c such that q 7 ! P (q) + c is radially 
L g V (x) = p > M 01 (q) = 0 and x 6 = 0, then p = 0 and therefore also L f LGV (x) = 0rP(q)M 01 (q)rP(q) > and q 6 = 0. Since M 01 is everywhere positive definite, Assumption 2.2, therefore, reduces to our assumption b) and, therefore, is satisfied as well. We study a special case of (8) in Section V, where we explicitly compute the corresponding CLF and stabilizing feedback.
IV. PROOF OF THEOREM 2.3

A. Control Affine Case
We fix a positive function : [0; 1) ! (0; 1), and functions V and G satisfying Assumptions 2.1-2.2. We begin by proving Theorem 2.3 for the case where (2) is control affine, i.e., of the form (1) . In this control affine case, the conclusions of our theorem will hold with 0 and . In Section IV-B, we will modify our constructions to handle the fully nonlinear system (2).
First
Step: We exhibit a family of functions (1) for which the func-
LGV (x) (9) is positive definite and radially unbounded. One can determine i(1) of class K 1 such that 1 (jxj) V (x) 2 (jxj) and jL G V (x)j 3 (jxj) for all x 2 R n . It follows that (10) for all x 2 R n . We can use standard results to find a C 1 function
If we use such a function (1), then (10) implies that the inequality
is positive definite and radially unbounded and (1=2)1( 01 2 (1)) is of class K 1 , this implies that U(x) is positive definite and radially unbounded as well. In the next steps, we impose further restrictions on .
Second
Step: Along the trajectories x(t) of our system (1) in closedloop with the feedback u = 0
We restrict our attention to functions such that
Recalling (4) and (12), therefore, gives the inequality
From (4), we deduce that
Third
Step: The remaining part of the proof relies extensively on the following. 
Proof: We first show that the continuous function
is negative definite. To this end, we first note that S(0) = 0 and
2, x = 0, which gives the negative definiteness. Therefore, 0S(x) is positive definite, so we can determine a continuous positive definite real-valued function such that (jxj) 0S(x) (e.g., (s) = minf0S(r) : jrj = sg).
To this end, consider x such that jL g V (x)j (1=2)(jxj).
, by our choices of and S. We therefore deduce that minf0; L f LGV (
we can take 0(s) = (1=2)(s) and N(s) = (1=4)(s).
Fourth
Step: We prove that the right side of (15) is negative definite when the smooth positive-definite function (1) is suitably chosen. By the preceding lemma, there are three cases.
First Case: Assume jLgV (x)j 0(jxj) and L f V (x) 0N(jxj). Then, (15) implies that
for all x 2 R n , (17) gives _ U 0(1=4)N(jxj) < 0 for all x 6 = 0. Second Case: Assume jL g V (x)j 0(jxj) and L f LGV (x) 0N(jxj). Then the inequalities (4) and (15) 
Choosing (1) such that
we obtain _ U 0(1=2)(V (x))N(jxj) < 0 for all x 6 = 0. Third Case: Assume jL g V (x)j 0(jxj). Then, (15) implies
Arguing as before provides (1) such that
so we obtain _ U 0(1=4) (V (x))0 2 (jxj) < 0 for all x 6 = 0.
Fifth
Step: To conclude the proof for the control affine case, one has to prove that one can determine a C 1 and positive definite function (1) simultaneously satisfying the requirements (11), (13) , and (18)- (20).
This can be done as follows. We can first find a C 1 positive definite function satisfying the requirements (11), (18)- (20) 
From this inequality, one can deduce that defined in (21) satisfies (13 
B. Fully Nonlinear Case
We now extend the construction to our original fully nonlinear system (2). We can write 
Along the trajectories of (2) Taking u to be a feedback of the form (6) gives
where we set H 3 (r; s) = 4 ( 01 1 (r))H(r; s). We now restrict our attention to the set F[ ] of all feedbacks (6) such that (s) (s) for all s 0, where we assume the positive function is such that, for all
Condition (25) 
Now, consider the function (5) with the above choice of and (s) = 41(s), which is positive definite and radially unbounded. Then, according to our Assumption 2.1, (26), and (27), we get
The right-hand side of this inequality is negative definite, so we can satisfy the requirements of the theorem using (s) = 41(s) and the CLF V ] . This concludes our proof.
V. EXAMPLE
We illustrate Theorem 2.3 by applying it to the two-link manipulator (discussed in [1] ). This system is a fully actuated system described by the Euler-Lagrange equations 
where M is the mass of the arm; L is its length; m is the mass of the gripper; r and denote the angle of the link and the position of the gripper, respectively; and and F are forces acting on the system.
It is well-known that (28) can be stabilized by bounded control laws. On the other hand, this system is globally feedback linearizable so a quadratic CLF can be determined. The novelty is that we determine a CLF whose derivative along the trajectory is made negative definite by an appropriate choice of bounded feedback. Without loss of generality, we take m = M = 1 and L = 
We construct a globally stabilizing feedback, bounded in norm by 1, and an associated CLF for (29). We set hpi = 1=(2 1 + p 2 ) for all p 2 R throughout the sequel.
Consider the function 
We easily check that r(LGV (x)) = (x2(x 2 3 + 1); x1(x 2 3 + 1); x4 + 2x 1 x 2 x 3 ; x 3 ), so we get 
We demonstrate now that V ] is a CLF for (29) by showing that the right-hand side of (36) is negative definite for the feedbacks b = 0x 2 hx 2 i ; F b = 0x 4 hx 4 i:
To this end, notice that we have The right-hand side of this inequality is negative definite and the feedbacks resulting from (31) and (37) are bounded in norm by 1. This concludes the proof.
VI. ROBUSTNESS TO ACTUATOR ERRORS
Theorem 2.3 provided a stabilizing feedback u = K 1 (x) such that
is globally asymptotically stable (GAS) to x = 0. Moreover, for each " > 0, we can choose K 1 to satisfy jK 1 (x)j " for all x 2 R n .
One natural and widely used generalization of the GAS condition is the so-called input-to-state stable (ISS) property (as defined in [15] ). It is therefore natural to look for a feedback K(x) for (1) (which could in principle differ from K1) for which
is ISS, and for which jK(x)j " for all x 2 R n , where " is any prescribed positive constant. In other words, we would want an arbitrarily small feedback K that renders (1) GAS to x = 0 and that has the additional property that (40) is also ISS with respect to actuator errors d. The iISS condition reflects the qualitative property of having small overshoots when the disturbances have finite energy. It provides a nonlinear analog of "finite H 2 norm" for linear systems, and thus has obvious physical relevance and significance [3] , [2] . Assumptions 2.1-6.1 hold for our example in the previous section, since in that case, jLgV (x)j 2(V (x) + 2) for all x 2 R n , so we can take D(s) = 2(s + 2). In fact, our assumptions hold for a broader class of Hamiltonian systems as well; see Remark 6.3 below.
To verify that the Theorem 2.3 feedback also renders (40) iISS, we begin by fixing " > 0 and V satisfying our Assumptions 2.1-6.1, and applying our theorem to _ x = f(x) + g(x)u. This provides a CLF U for (1) and a corresponding positive function that satisfies j(V (x))L g V (x)j " for all x 2 R n . The CLF U has the form (9) . By reducing and 0 from Section IV-A, and replacing D(p) with D(2p) + 1 in Assumption 6.1 without relabeling, we can assume jLgU(x)j D(U(x)) 8x 2 R n :
is again a CLF for our dynamic (1), since our choice of D gives U(x) ! +1 as jxj ! 1 because U is radially unbounded, and because rŨ(x) rU(x)=D(U(x)) (which gives the CLF decay condition). The smoothness ofŨ follows because U and D are both for all x = (q; p). We can choose D(s) := 2( 2 =)(s + 1).
VII. CONCLUSION
We showed how to construct control-Lyapunov functions for fully nonlinear systems satisfying appropriate generalizations of the Jurdjevic-Quinn conditions. We also constructed feedbacks of arbitrarily small norm that render our systems iISS to actuator errors. Our constructions apply to important families of nonlinear systems, and in particular to systems described by Euler-Lagrange equations.
