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1. INTRODUCTION 
The problem of asymptotic equivalence for systems of ordinary differential 
equations has been studied by many authors, and progress has been made in 
extending this work to systems of functional differential equations. In Section 
4, we will give a brief review of some of the latter work. 
In this paper we will prove an asymptotic equivalence theorem for func- 
tional differential equations which can be considered to be perturbations of 
ordinary differential equations. We consider the systems 
u’(t) = L4(t) u(t) + F(t, UJ, (1-l) 
v’(t) = A(t) o(t). (1.2) 
Here u and z’ are n-dimensional vectors, A is an n x n matrix, and F(t, 4) 
is a function on R+ x C into R”, where C is a space of continuous functions 
on [-T, 0] for some 7 > 0. For a continuous function u(t) defined for 
t 3 -7, and each t > 0, ut denotes the element of C defined by 
@) = u(t + Q, --I- < e .< 0. 
We are particularly interested in examples such as 
u’(t) = A(t) u(t) + y(t) (u(t) - u(t - r(t))>, (1.3) 
u’(t) = A(t) u(t) + y(t) {u(t) - u(t - r[t, u(t)])}. (1.4) 
In Eqs. (1.3) and (1.4) we may take 
JYt, 4) = Y(t) bw - d(F~W>>l 
w, 4 = y(t) hw - err6 em 
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respectively. In Eq. (1.4) the lag f[t, u(tj] is a function of the solution u(t) 
itself. These and other examples are discussed in Section 3. 
The principal theorem of this paper and its proof are generalizations of 
recent work1 by Brauer and U’ong [2] on asymptotic equivalence of ordinary 
differential equations. They studied the systems 
s’(t) := A(t) s(t) + f(t, x(f)) 
and 
l”(f) = A(t)y(t) 
under conditions of the type 
s ,R l&t, c) dt < a2 (c > 0). 
An analogous condition for our problem would be 
I WY $11 < $(c II + II) (l-5) 
for + in C, where / * / denotes a norm in R” and // . // denotes the maximum 
norm in C. However, this type of condition, although useful for many per- 
turbation problems, is not very useful in dealing with equations such as (1.3) 
and (1.4). As has been pointed out by the author [5] and by Grossman and 
Yorke [6], it is better for these problems to employ the space l.t”,l[-~, 0] 
of absolutely continuous functions with essentially bounded derivative. The 
corresponding estimate for F has the form 
where I/ . Ii;0 denotes the norm in TVal[--, 01. See the next section for details. 
This paper consists of a study of asymptotic relations between (1.1) and 
(1.2), employing bounds of the type (1.5) and (1.6). 
The asymptotic equivalence problem for (1.1) and (1.2) has been considered 
in various cases by Hallam [8], Kato [lo], Hallam, Ladas, and Lakshmikan- 
tham [13], and Lakshmikantham and Leela [14]. The present work differs 
from these in that we require an estimate of the perturbation term F(t, 4) 
either for 4 in C or + in ?Va1[-7, 01; that is, we require either (1.5) or (1.6). 
In [8], perturbations are allowed which can contain both lagging and leading 
arguments, but the conditions imposed appear to be too restrictive to permit 
treating esamples such as (1.3) and (1.4). In [13] and [14], comparison 
principles are employed, under conditions similar to (1.5), but more general 
than (1.5). 
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Some of our considerations could be applied to more general systems 
u’(t) = Jqu,) + F(4 u,), (1.7) 
v’(t) = L(q), (1.8) 
in which the comparison equation (1.8) is an autonomous linear functional 
differential equation. Some results of this type have been given by Hale [7], 
Kato [I I], and Cooke [.5]. However, by restricting consideration here to (1.1) 
and (1.2), we simplify the analysis while still showing the usefulness of a 
condition such as (1.6). 
2. THE PRINCIPAL THEOREM 
In this section, we will explain our notation and conditions in detail, and 
state and prove the principal theorem. We will consider the equations 
24’ = A(t) u + F(t, UJ, (2-l) 
0’ = A(t) ?I. (2.2) 
In these equations, U, 71, and F are n-dimensional vectors and A(t) is an 
1z x n matrix. We let 1 . j denote any norm in n-dimensional space Rn. The 
letter r denotes a positive number, and C, is the space of continuous func- 
tions mapping [-~,0] into Rn with norm 
If u(t) is any function on [t,, - r, co) into R n, then for each t in t, I=, t < co 
the symbol ut denotes the element of C, defined by 
Q) = u(t + q, --7<e<o. 
We will assume that there exist positive numbers M and r such that 
F(t,$) is defined and continuous in (t, 4) for t >, t, - T and I] 4 11 < ik’I, 
4 E C, . A word about this requirement may be helpful. In applications to 
equations with “state-dependent lag,” such as Eq. (1.4), it will often be 
the case that the lag function r[t, U] is bounded if I u ] is bounded. If 
] u 1 f M implies r[t, U] < 7, we may then fix T and work with a fixed space 
C, as long as we deal with functions 4 satisfying 
Let ll’,r[--7, 0] denote the space of absolutely continuous functions on 
11-7, 0] into R’l with essentially bounded derivative. This is a Banach space 
with norm 
Equivalently, 
Let C([a, co), R”) d enote the real linear space of continuous functions from 
[a, ok) into R”, with the topology of uniform convergence on compact subsets. 
It is known that this is a complete metrizable space. 
We now give a lemma which embodies a good part of the proof offered by 
Brauer and Wong for their Theorem I, and which will be useful in the proof 
of our theorem below. 
LEMMA. Let k’(t) be a fundamental matrix for Eq. (2.2). Assume that A(t) 
is continuous for t > 0. Also assume that there are supplementary projections 
PI , Pz and a positive constant K such that 
1 V(t) PIV1(s)j < K, O<s<t, (2.4) 
1 V(t) PzV-l(s)] < K, O<t,(s. (2.5) 
Suppose that for some to 3 0, the function h is in Ll(t, , c(j) and is essentially 
bounded on each finite interval. For z,, in R” define 
w(t) = w(z, , h) (t) 
zzz V(t) P(t,) z. + j* V(t) P~I~-~(s) h(s) ds - jrn V(t) P&-l(s) h(s) ds, 
hJ t 
Then we have the following conclusions. 
(i) w(t) exists for all t 2 to and is a solution of 
w’(t) = A(t) w(t) + h(t) 
almost everywhere for t > to . 
(4 I w(t)1 < I v(t) S’-‘(to) z. I + K 1: I h(s)1 ds, 
J w’(t)l < 1 ,4(t) w(t) + h(t)1 a.e. for t 2: t,, 
t >, to. (2.6) 
(2.7) 
t 3 to, (2.8) 
(2.9) 
ASYMPTOTIC EQUIVALENCE OF DIFFERENTIAL EQUATION 191 
(iii) If it is also assumed that 
Iti% J’(t) PI = 0, + (2.10) 
then 
p+z ] w(z, , h) (t) - T’(t) F(t,,) z0 1 = 0. (2.11) 
(iv) Let z,, befixed and let H be the map which takes h into w(z,, , h). Let B 
be a set of continuous functions on [to , cg) which are uniformly bounded in the 
norm of L,(t,, , a~) and uniformly bounded in the maximum norm on every com- 
pact interval [to , tJ. That is, for all h in B 
I = 1 h(s)] ds < cl , sup I @)I < ca to t,<tit, (2.12) 
(c2 depends on tl). 
Then the set HB is precompact in C([t, , co), I?“). 
Proojl 
(i) For t > to , 
/ jm J(t) P2J’l(s) h(S) dS 1 G K \% ] h(s)/ ds < oo. 
t ‘t 
Hence, w(t) exists for t >, to and is continuous. Since V’(t) exists, w(t) is 
absolutely continuous and w’(t) exists almost everywhere for t > to. Using 
V’(t) =: A(t) V(t) and PI + P2 = I, we deduce that Eq. (2.7) holds, 
(ii) For t > to , 
I w(t)1 G I k’(t) I”‘(t,! z. I + K( I WI ds + KjtE I h(S)1 ds, 
which Iyields Eq. (2.8). Equation (2.9) follows from Eq. (2.7). 
(iii) Now assume that Eq. (2.10) is satisfied. Let E > 0 be given. 
Choose t, = tl(c) so that t, >, to and 
Then 
K 
s 
m 1 h(s)1 ds < E. 
h 
1 .r,, F,‘(t) P,F(s) h(s) ds 1 < K jtm I h(s)\ ds < E, t >, 4 
/ jt; J’(t) PIV-l(s) h(s) ds 1 < 1 jt:’ V(t) PIT,‘-l(s) /z(s) ds 1 + K jt; 1 h(s)\ ds 
< E + 1 V(t) PI 1 jtt’ 1 W(s) h(s)] ds. 
0 
409/5II’I-I3 
192 KENNETH L. COOKE 
The last expression is less than 2~ if t is so large that 
Thus, 
V+? j w(t) - T’(t) Py,) z, 1 = 0. 
(iv) Let z,, be fixed and let H be the map which takes h into w(zO, h). 
Let B be a set of continuous functions on [t, , CTJ) satisfying 
s X1 I @)I ds < ~1 , sup I &)I < cp > to t,stst, 
, Ale)} be a sequence in HB, h, E B. Then where ca = ca(t,). Let {z+) = {w(z,, 
by Eq. (2.8) and continuity of V(t) 
I Wk'Wl G c3 t,stst, sup ( a(t)/ + c2 = c4 , to < t < t, . 
Here ca and c, depend on tl . Thus {zuR} is uniformly bounded and equi- 
continuous on every compact interval [to, tJ. It follows that HB is precom- 
pact in C([to , a), Rn). 
We will now employ this lemma in the proof of the following theorem. 
In order to shorten the statement of the theorem, we will first state the 
hypotheses to be employed. 
(H,) -4(t) is continuous for t 3 0. 
(Ha) For each Jd > 0 there is a positive number 7 such that F(t, 4) 
is defined for 4 in C, , // 4 11 < ‘1% t 3 0. Also, F(t, ut) is a continuous function 
of t for t > to > 0 if u(t) is a continuous function on to - 7 < t < GO with 
) u(t)1 < M. If zP - u in the sense of uniform convergence on each compact 
interval [to , tl], then F(s, uF)) +F(s, u,) uniformly on any compact interval 
to < s < t, . 
(H3) There exist supplementary projections PI, P2 and a positive 
constant K such that 
I ET(t) PlWs)l 6 K, O,<s<t 
) V(t) P2T”1(s)l -< K, 0 .< t < s. 
(2.13) 
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(H4) There is a scalar nonnegative function $(t, r) defined for 
0 < t <: 00, 0 < r < co which is nondecreasing in Y for each fixed t and 
satisfies 
I ;,= #(t, c) dt < 00 
(2.14) 
for each c > 0. Further, for any M > 0 and the corresponding T, 
I w $)I e 9x4 II 9 II) (2.15) 
for every (b in C, with 11 (b II < M. Also, #(t, c) is bounded for c fixed and t 
in any compact interval [0, tl]. 
(HJ A(t) is bounded for t > 0. There is a function #(t, r) of the same 
type as in (HJ which satisfies (2.14). Further, for any M > 0 and the cor- 
responding 7, 
I FCC $)I G w, II + Ilm) (2.16) 
for every $ in TVm1[---7, O] with 114 I/ < M. AIso,~ 
for each fixed c > 0. 
$2 t/G@, c) = 0 * (2.17) 
THEOREM. Consider Eqs. (2.1) and (2.2). 
(a) Assume that hypotheses HI , H, , H3 , and H4 are satisfied. Assume 
that v(t) is a bounded solution of Eq. (2.2) and let p be such that 1 v(t)\ < p for 
t > 0. Then there is a t, 3 0 and a solution u(t) of Eq. (2.1) for t > t, which 
satis$es I u(t)\ < 3pfor t 3 t, - T. If, in addition, 
then 
$ 1 u(t) - v(t)] = 0. (2.19) 
Conversely, let u(t) be any bounded solution on t > to of an equation of the 
form (2.1) (for some positive 7). Then there exists a solution v(t) of Eq. (2.2) on 
t > t, which is bounded, and nzoreover ;f (2.18) is satisfied then (2.19) holds. 
(b) Assume, on the other hand, that hypotheses (HI)-(Ha) and (HJ are 
satisfied. Assume that v(t) is a bounded solution of Eq. (2.2) and let p be such that 
I WI G P? I w 44 G PI for t > 0. (2.20) 
a This condition can be weakened to the following: $(t, M) is sufficiently small for 
all t > some t, . 
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Then there is a t,, 3 0 and a solution u(t) of Eq. (2.1) for t 2 t, that satisjes 
1 u(t)l :z: 3p, 1 u’(t)1 < 3p, j-or t ,..I f” - 7. (2.2 1) 
If, in addition, (2.18) is assumed, then (2.19) is satisfied. Couverse~y, for some 
positive T let u(t) be any solution of an equation of the form (2.1) on t > t, 
for which [/ ut Iii0 is bounded. Then there exists a bounded solution v(t) of Eq. (2.2), 
and z. (2. IS) is satisfied then (2.19) holds. 
Proof. R:e will first give the proof of (b), that is, under hypotheses (HI)- 
(Ha) and (H,). Let v(t) = L-(t) r.Ll(tJ z,, be any bounded solution of Eq. 
(2.2) on t > 0. Choose p and JI so that (2.20) is satisfied and M > 3p. By 
hypothesis (HJ, there is a positive number 7 such that F(t, 4) is defined for 
$ E C, , 114 11 < M, t > 0. For the rest of the proof, p, M, and T are fixed. 
Choose t, so large that 
cqt, 3p) < p. t 2 t, 
K I d(t)1 ix ?+h(S, $4 ds G p, t 3 t, . 
- flJ 
(2.22) 
Let S, be the set of continuous functions w(t) on t > t,, - T such that w’(t) 
exists almost everywhere and 
ess sup 1 W’(S)] < p. 
t”-T<S<m 
Define an operator T on S,, by Tu = zc’, where 
z(t) := w(tO) for t, - T ,( t < t, , 
Zu(t) = v(t) + it r(t) pl i’-‘(S) F(S, U,) ds 
* to 
- 
i m rr(t) P2 I-(s) F(s, u,) ds, t > to. (2.23) ‘t 
For u in S,, let h(t) =F(t, uJ, t > t, . Since u(t) is continuous on t > to - T 
and j u(t)/ ,( 3p < M, it follows from (H,) that h(t) is continuous for t > t,, . 
. . 
Also, since u IS m S,, , z+ is in WW1[--~, OJ for t 3 to, and II ut llio < 3p. 
Hence, by (2.16), 
’ h(t)! = / F(t, Ut)! ::-[ $(t, 3p), (2.24) 
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and by (2.14) 
jm 1 h(s)1 ds < j= $(s, 3p) ds < ocj. 
to to 
(2.25) 
Thus, h ~Li(t, , co). Since h is continuous, it follows from (i) of the lemma 
that w(t) exists for t > t, (and by our definition for t > to - T) and is a 
solution of 
w’(t) = A(t) w(t) + h(t) = ,4(t) w(t) + F(t, 2~) a.e. for t > t, . 
We intend to apply the Schauder-Tychonoff fixed point theorem to the 
operator T on the set Ss, . We will begin by showing that Ss, is a closed 
subset of C([t, - 7, co), P). Suppose {UP)} is a sequence of functions in 
S,, and z@) converges to w in this topology, that is, uniformly on compact 
sets. Since 1 w(“)(t)1 < 3p for t 2 t, - 7, it follows that 1 w(t)1 < 3p. Since 
each w, is absolutely continuous and in S,, , 
I wn(t1> - wn(ts)I = / jt; wn’(s) ds / < 3p I t, - t, 1 
for t, and t, in [to - 7, co). Holding t, and t, fixed and letting n - cc, we get 
I 41) - w(t,)l G 3P I t, - t, I * 
Thus, w has Lipschitz constant 3p and is therefore absolutely continuous with 
1 w’(t)] essentially bounded by 3p (see [15, Chap. 51). Thus zu E Ss, and Ss, is 
closed. 
It is easy to see that Ss, is convex. 
We shall now show that T is continuous in the topology of 
C([t, -- 7, CO), Rn). Let zP and u be in S,, with 0) converging to U. Let 
u(“z) =:: Tu(n), l-7 = Tu. Then 
U(“)(t) - U(t) = uyt(J - U(t,), 
For t I>, t, , 
t, - 7 < t 6 t, . 
lP’(t) - u(t) = j-1 T’(t) PIT-(s) [h’“‘(s) - h(s)] ds 
- s Oc r;(t) P2V1(s) [h(“)(s) - h(s)] ds, t 
where h(“)(s) = F(s, uy) ), h(s) = F(s, us). As noted previously, hfn) and h 
are continuous and in L,(t, , co). We have 
1 U’“‘(t) - U(t)1 < Kj-; 1 W(s) - h(s)] ds. 
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Let E > 0. Choose t, so that t, 3 t, and 
2K 
J 
;: #(s, 3,~) ds < E. 
Then since (2.24) holds for h and hln), we obtain 
K j’j ) /W(s) - h(s)/ ds < 2K j- J&S, 3~) < E. 
t1 t1 
Therefore, for t 3 t, 
1 U(“)(t) - U(t)/ < E + K I:’ ( R’“‘(s) - h(s)1 ds. 
Since u(n) - u uniformly on compact intervals, it follows from hypothesis 
(Hs) that h(“)(s) --f R(s) uniformly for t, < 5 < t, . Hence, there is an N 
depending only on E such that 
1 u’“‘(t) - U(t)1 < 2E, 11 > N, tat,. 
Thus, U(n) converges to U uniformly on t 3 to - 7, proving that T is 
continuous. 
Next, it will be shown that T maps Ss, into Ss, . Let u E Ss, , w = Tu. 
Then 
I zu(t)l ~ I v(t)1 + k’ jt~ I Iz(s)l ds, 
” 
where h(s) =F(s, us). Thus, 
I WI G p + K jm #@, 3~) ds G 2~ 
to 
by choice oft, . Since w’(f) = A(t) w(t) + h(t), w’(t) is continuous for t 3 to , 
and using (2.23) we get 
I w’(t)1 < I 4 W + K- I -WI j-r I WI ds + I WI 
< I -4(t) +)I + K I WI 1’ #(s, 3~) ds 4 W, 3~) 
to 
< 3p 
by choice of t, . Since w’(t) = 0 for t, - 7 < t < t, , we conclude that w is 
in S,, . 
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Finally, we will show that TS,, is precompact3 in C([t,, - T, cc), P). For 
u E Ss, :, let h(t) = F(t, ZQ), as before. As shown above, h is continuous for 
t > t,, and (2.24) and (2.25) hold. Thus, the set (h} for u E S,, is uniformly 
bounded in the Li(t, , co) norm and uniformly bounded by sup $(t, 3~) on 
any compact interval. It follows from (iv) of the lemma that the set of 
functions TS,, restricted to [to, 00) is precompact in C([t, , co), P). Since 
the functions in TS,, are constant on [to - 7, t,], TS,, is precompact in 
C([t, - 7, a>, R”). 
By the Schauder-Tychonoff Theorem, S,, contains a fixed point u = Tu. 
We have 
u(t) = v(t) + ItI V(t) PlPl(S) qs, u,) ds - J-i V(t) PzV-l(s) F(s, u,) ds, 
t 
t 2 t, 
u(t) = ukl), t, - 7 < t < to. 
Also, 
u’(t) = A(t) u(t) + qt, ut), t 3 t, 
( Itm V(t) PsV-l(s) F(s, u,) ds / < K 1 m $(s, 3~) ds -+ 0 as t--too, 
t 
1 J1: V(t) P,V-l(s) Fh 4 ds (
< I v(t) PI I It:’ I Ws) F(s, u,)l ds + K ltp I F(s, us)1 ds . 
Let E :> 0. Choose t, so that 
Then 
1 1: v(t) Pl~r-l(s)F(s, us> ds / < c + 1 v(t) Pl 1 j;:’ I I-(s)F(s, us>1 ds. 
Under the additional hypothesis that 1 V(t) Pi 1 + 0 as t + a, we see that 
j u(t) -- v(t)1 tends to 0 as t + 03, thus establishing (2.19). 
It remains to prove the converse part of the theorem. Let M and 7 be as 
in (H5) and let u be a solution of Eq. (2.1) on some interval [t,, , co) which 
satisfies 
II Ut IL G M t > to. 
3 Under hypothesis (HS), SIP is itself compact, but we state the argument this may 
since under hypothesis (H,) the set Szp need not be compact. 
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Then F(t, UJ is defined for t & t, and 
Define z, by 
c(t) = u(t) - jt r-(t) PIL-l(s)E’(s, u,) ds f (__ T-(t) P2 F(s) F(s, u,) ds, 
to -t 
f > to. 
The infinite integral converges and is bounded by 
K j” #(s, N) ds. 
t 
We see that v’(t) exists and a calculation gives v’(t) = A(t) e)(t). Also, 
Thus, z, is bounded. The proof that if (2.18) holds then 1 u(t) - u(t)] tends 
to 0 is as before. 
Finally, we will indicate how the proof can be carried out under hypo- 
thesis (HJ instead of (H,). In this case, it is not necessary to assume that J(t) 
is bounded, and we choose p to satisfy only / v(t)1 < p and then choose 
M> 3p and r as before. Instead of (2.22), we assume only that t, is so large 
that 
.K 
K J #(s, 3~) ds d P. f, 
We now define S, to be the set of continuous functions w(t) on t > to - r 
such that 
lw(t)l GPP, t 3 to - 7. 
The operator T on Sa, is defined by Eq. (2.23) as before, and vve let 
h(t) =F(t, UJ again. Since u E Sa, implies that ut E C, for t > t, , it follows 
from (2.15) that 
I h(t)1 = I F(t, %)I G #(t, Ii ut II) < P(t, 3p), t 3 to (2.26) 
(2.27) 
As before, h ELl(to , co), Cs is continuous, and w’ = A(t) w + h(t). It is 
easy to see that S,, is closed and convex and that T is continuous. That T 
maps Sa, into itself follows from 
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Finally, to prove that TS,, is precompact in C([t, - T, co), P), let u be in 
Ss, and h(t) =F(t, ut). By (2.27), th e set {h} is uniformly bounded in the 
Lr(t, , co) norm, and by (2.26) {h} is uniformly bounded in the maximum 
norm on any compact interval. By the same argument as before, it follows 
that TS,, is precompact. The remainder of the proof goes just as before 
except that in the proof of the converse we need only assume [I ut /( < M. 
This completes the proof of the theorem. 
3. APPLICATIONS 
Consider the case in which A(t) = d is a constant matrix. A change of 
variable u = PC, z’ = P5, where P is a nonsingular matrix, changes Eqs. 
(2.1) and (2.2) to 
where 
ii = P-IAP, qt, $) = P-lF(t, P4). 
Moreover, if F satisfies (Hz), (H,), or (Hs), respectively, then so does fl. 
Therefore, we can assume without loss of generality that 4 is in Jordan 
canonical form, or the “real Jordan form” if P is required to be real. Thus, 
A = diag(J, , Js ,... ), where Jr , Jz, etc., are the Jordan blocks. Then 
I(t) =: eAt = diag(V,(t), I’s(t)), w h ere VI(t) corresponds to the eigenvalues 
of A with negative real parts and L’s(t) corresponds to those with nonnegative 
real parts. It follows that there exist a constant K and projection operators 
PI and P2 such that PI + P2 = I and such that Eqs. (2.13) and (2.18) are 
satisfied, provided all eigenvalues of 4 with zero real part are of simple type. 
Therefore, we have the following corollary. 
COROLLARY. Suppose rl is a constant matrix and all eigenvalues of A with 
zero real part are of simple type, so that Eqs. (2.13) and (2.18) hold. Then, if 
hypotheses (H,) and (H4) are satisfied, the conclusions of part (a) of the theorem 
are valid or, if (Hz) and (Hs) are satisfied, the conclusions of part (b) of the 
theorem are valid. 
EXAMPLE 1. Consider the system 
u’(t) = Au(t) + y(t) u(t - rP, 4t)l), (3.1) 
in which the lag function r[t, u] may be “state dependent.” This is of the 
form in Eq. (2.1) with 
W $1 = y(t) +(-r[t, M91>~ 
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Make the following assumptions. 
(i) Each eigenvalue of =1 with zero real part is of simple type. 
(ii) y(t) is a continuous matrix. 
(iii) r[t, z] is nonnegative and continuous in (t, z), and for each M > 0 
there is a 7 > 0 such that 
Then if 4 E C, and /j 4 11 < 51, F(t, 4) is defined. If ~(‘“1 --f u uniformly on 
compact sets, then by uniform continuity of r[t, z], F(s, u:)) -+F(s, u,) 
uniformly on compact sets. Thus, hypothesis (Ha) is satisfied. Define 
$(t, z) = 1 y(t)] z for z > 0. Then for any ill > 0 and corresponding 7 
I m 99 d I r(t)l II4 II = !b(t, II 4II) 
for 4 in C, and II + 1) < M. Thus, (H,) is satisfied provided 
(3.2) 
It follows from the Corollary that there is an asymptotic equivalence of 
bounded solutions of Eq. (3.1) and the equation ZJ’ = AU. That is, to each 
bounded solution v there is a bounded solution u for which 
PiI 1 u(t) - v(t)/ = 0 (3.3) 
and conversely. Note that in this example, we rely on the simpler part (a) 
of the theorem. 
In this example, if A = 0, we can conclude from the Theorem that every 
solution of Eq. (3.1) that is bounded as t * crc) approaches a constant vector 
and, conversely, for every constant vector K there is a solution of Eq. (3.1) that 
approaches k as t -+ co. 
In the special case in which r[t, U] = v(t) is a function of t only, we can 
replace (iii) by the following. 
(iii’) r(t) is nonnegative, continuous, and bounded for t 3 0. 
EXAMPLE 2. In Example 1, the smallness of the coefficient y(t) forces the 
solutions to behave like solutions of a’ = dv. In contrast, consider the system 
u’(t) = &4(t) + y(t) {u(t) - u(t - r[t, u(t)])). (3.4) 
Equation (3.4) is of the form in Eq. (2.1) with 
F(t, 4) = Y(f) tm - 4(--r[tt mm1. (3.5) 
ASYMPTOTIC EQUIVALENCE OF DIFFERENTIAL EQUATION 201 
Assume that conditions (i)-(iii) and (3.2) hold. Then 
for $I in C, and II $ Ij < M. We can then take #(t, z) = 2 ] r(t)] z and apply 
part (a) of the theorem or the corollary, as in Example 1. In order to apply 
part (b) and thus relax the condition (3.2) on 4, we note that for + in 
way - 7, O] 
(3.6) 
If M :> 0 is given and 7 is determined by (iii), then F(t, 4) is defined for 
~~C,,II~II~nl,and(H,) is satisfied. Also, for + in Wml[--~, 01, 
I J% $11 d I r(t)l d4 w-91 II4 Ilm *
Assume that r[t, z] satisfies 
assu~~)th~~~o~~e~~ I; b] and rl% I z II is nondecreasing in I z [ . Also 
f\z y(t) r[t, cl = 0, (3.7) 
I 
03 
I Nl y[t, cl dt < co. (3.8) 
Then 
If we let #(t, 2) = 1 y(t)\ xr[t, z] for z > 0, we see that (2.16) and (2.17) are 
satisfied and (HJ is satisfied. We can therefore conclude that if (i)-(iv), 
(3.7), and (3.8) are fulfilled, there is an asymptotic equivalence between the 
bounded solutions of Eq. (3.4) and those of V’ = Av, in the sense given in 
part (b) of the theorem. 
Contrasting Examples 1 and 2, we see that the weaker hypothesis of 
part (1)) of the theorem allows us to establish asymptotic equivalence when 
the product of 1 y(t)\ and r[t, ] c is small, not just when y(t) is small. 
Taking A = 0 in Eq. (3.4) we see that under hypotheses (ii)-( (3.7), 
and (3.8), every solution of Eq. (3.4) that is bounded in the norm /I . Ilm as 
t - cc) approaches a constant, and conversely for every constant K there is a 
solution of Eq. (3.4) that approaches K as t + co. 
Take y(t) = --rZ in Eq. (3.4). Then, under hypotheses (i), (iii), (iv), (3.7), 
and (3.8), the equations 
and 
u’(t) = Au(t - r[t, u(t)]) 
v’(t) = Av(t) 
are asymptotically equivalent in the previous sense for bounded solutions. 
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For the special case of Eq. (3.4) in which r == r(t) is independent of u, we 
can replace (iii) by (iii’) and (3.7), (3.8) by 
EXAMPLE 3. Consider the system 
u’(t) = Ad(t) + y(t) {u(t) - u(t - r[t, IL,])], (3.9) 
in which the lag r[t, z+] is a functional of the values of U(S) over t - T :$ s .< t 
for some 7. This equation is of the form in the Theorem if we let 
FCC $1 = r(t) MO) - d(+[ta $I)>. (3.10) 
FVe assume that conditions (i) and (ii) hold, and also the following three 
conditions. 
(v) For each JI > 0 there is a 7 > 0 such that r[t, $1 is defined for 
4 E C, , /I 4 I] < M, and r satisfies 0 < r[t, #] -5 7, t 3 0, and is continuous 
in (t, 4). If 4 E Wml[-r, 0] and II+ I/ < k1, then r[t, y5] ,< r[t, /I $ llm], wherein 
I/ + [la denotes the function on [-T, 0] with constant value )I 4 /Ia . Also, 
m[t, a] is nondecreasing in z for fixed t, where 2 denotes the function on 
[-T, 0] with constant value z. 
(vi) If zJn) + II in the sense of uniform convergence on every compact 
interval [to , tl], t, > to , then Y [s, UT)] converges to Y[S, UJ as n-+ cc uni- 
formly on every compact interval [to , tl], t, > t, . 
(vii) For each fixed constant function 4, 
If y(t) satisfies (3.2), we can use I F(t, +)I < 2 I y(t)1 I/ 4 // and apply part (a) 
of the Theorem. More generally, if 4 is in u.‘ml[-~, 01, then 
w> 4) = At> J-l[, ~, d’(s) 4 
I F(t, 4)l G I r(t)1 Y[t, 41 II d /Ia < I r(t)1 r[C II C I!=1 II 4 IL . 
The discussion can be completed as in Example 2, with 
?lJ(t, 3) == I y(t)1 zr[t, 21. 
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As an example of Eq. (3.9), suppose that 
where ?(t, e) is a matrix of bounded variation in 0, continuous in t, uniformly 
in 8, and 
4(4 0)> 0, s O d?l(t, 0) < 6 for t > 0. -1 
Given M > 0, choose 7 = M6. Then for 4 E C, ,I1 4 11 < M, 
and y[t, 41 < f-C4 II 4 llml* 
Hence (v) is satisfied and (vi) is easily verified. Also, (vii) is satisfied provi- 
ded 
v-2 I dt)i j” w, 0) = 0, 
-1 
ja 1 r(t)i j:l dy(t, 8) tit < co. 
EXAMPLE 4. We can generalize further to systems 
u’(t) = Ju(t) + f(t, w(t)), 
wheref maps R x Rn into Rn, and 
In this case, 
where 
w(t) = u(t) - u(t - v[t, Uf]). 
qt, 6) = f(4 w,(t)), 
wow =4(O) - 4(-y[t, Cl). 
(3.11) 
(3.12) 
If 4 E IycOl[-~, 01, then 
wo(O = S-u,& ~, C’(s) A. 
Assume (i), (v), (vi), and also the following condition. 
(viii) The function f(t, z) is continuous in (t, z) for t > to, z E R". 
Also, there is a function g(t, x) defined on R x R, into R, that is continuous 
and such that g(t, a) is nondecreasing in x for fixed t and z > 0, g(t, zr[t, 21) 
is nondecreasing in z for fixed t, and z > 0, where f denotes the function on 
[-T, 0] with constant value x. Also / f(t, z)I < g(t, I z I). 
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Using (v) and continuity of r[t, x], we easily see that F(t, ut) is a continuous 
function of t if u(t) is a continuous function of t. If u(“) tends to u uniformly 
on compact intervals, then from hypothesis (vi) and uniform continuity of 
f(t, Z) on compact sets it follows that F(s, us”)) converges to F(s, zcS) uniformly 
on compact intervals. Thus, (HJ is satisfied. Moreover, ford, in WK1[--~, 01, 
we have by (v) 
I %(t)l < II 4 IL J-It, Ql, 
where 4 denotes the function on [-T, 0] with constant value 114 Ijon . Hence, 
by (viii) 
I W, $>I = I At> w&N <At, I 4)l) < & II 4 llm r[t, dl,. 
Let $(t, 2) =g(t, zr[t, 21) for t 3 t, , u” > 0. Then 4 is nondecreasing in x 
for fixed t and / F(t, $)I ,( #(t, 114 /I=) for $ in W,l[--7,O]. Thus, (HJ is 
satisfied provided we also assume the following condition. 
(ix) For each fixed constant c, 
li+ig(t, oft, e]) = 0, 2 
.iC 
J g(t, cr[t, ;I) dt i: co. 
As an example, we can establish asymptotic equivalence of the scalar equa- 
tions 
and 
u’(t) = Au(t) + y(t) {u(t) - u(t - r[t, UJ)} 
v’(t) = Av(t) 
provided Y satisfies (v), (vi), and for each c 
p2 I r(f)1 k[t, q>’ = 0, 
s 
07 
I y(t)/ {r[t, CJ}p dt < co. 
EXAMPLE 5. This is a generalization akin to Example 4, but using 
part (a) of the Theorem instead of part (b). Consider system (3.11), wheref 
is a map of R x Rn into Rn and 
In this case, 
w(t) = u(t - r[t, ut]). 
F;(t, 4) = f(t, q,(t)), (3.13) 
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where 
Assume that (i) and (vi) hold, and instead of (v), (viii), and (ix) that we have 
the following. 
(x) For each M > 0 there is a 7 > 0 such that r[t, +] is defined for 
4 E C, , 114 I/ < M, and r satisfies 0 < r[t, $1 < 7, (t >, 0) and is continuous 
in (t, $1. 
(xi) The function f(t, x) is continuous in (t, x) for t > t,, , x E Rn. 
Also, there is a function g on R x R, into R, that is continuous and such 
that 
and g(f, z) is nondecreasing in z for fixed t. Also, for each c > 0, 
s 
mg(t, c) dt < 00. 
0 
As in Example 4, we see that (HJ is fulfilled. Moreover, for + in C, we have 
I w, 54 = I f(t, wo(tN < ‘dc I 4(-f-P, 91N G & II 4 II)* 
Defining $(t, z) = g(t, x), we see that (H4) is satisfied. Therefore, there is an 
asymptotic equivalence under these conditions between (3.11) and the 
system zI’ = Av. 
EXAMPLE 6. The Theorem can, of course, sometimes be applied when 
A(t) is not constant. For example, suppose 
A(t) = diag (-1, 1, A) . 
Then .A(t) is continuous and bounded for t 3 0 and 
Take 
Then 
V(t) = diag (e-t, ef, t + 1). 
PI = diag( 1, 0, 0), P, = diag(O, 1, 1). 
V(t) PITT-l(s) = diag(e+*, 0, 0), 
V(t) P,V-l(s) = diag (0, e”+, 3) . 
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Consequently, (Ha) is satisfied. The theorem can be applied whenever the 
perturbation term satisfies the appropriate conditions. 
4. LITERATURE 
We shall conclude this paper with brief references to some related work. 
The paper of Grossman and Yorke [6], 1 a ready referred to, uses the norm 
II . llm in a discussion of stability questions. Theorem 4.2 in [6] establishes 
asymptotic equivalence of Equations (2.1) and (2.2) above in the scalar case 
under a condition similar to (HJ. 
The special scalar equation 
u’(t) = Au(t - Y(f)) (4.1) 
was studied by Cooke [3], and the asymptotic behavior of solutions was 
established under various conditions on y(t). Some of these results are special 
cases of Example 2 here. In [ll], Kato established asymptotic results for 
systems of the form (4.1). 
Kato [IO] also studied the equation 
u’(t) = +,) + G(t, s(t)) - G(f, s(t - r(t))), (4.2) 
where L(4) is a linear functional, as well as certain more general equations. 
He proved asymptotic equivalence of bounded solutions when 
G(t, x) = y(t) s .I 0 -cz r t dt < a 
and y(t) is bounded. WhenL(#) = --I+(O), th’ is is a special case of Example 2 
above. Kato also proved the existence of solutions tending to zero under 
more general conditions. It should be noted that he used a more general 
condition than our (i) in Section 3. 
Consider the equation with state-dependent lag 
u’(f) = A(t) u(t - r[t, u(t)]). (4.3) 
Winston [12] determined the asymptotic behavior for a scalar equation with 
0 < r[t, U] < K 1 u 1 for 1 u / small if A(t) is integrable and nonpositive. 
Cooke [4] considered (4.3) with Y depending on u only, r(0) = 0, and A 
negative and found the asymptotic behavior of small solutions. Henry [9] 
treated the same equation under the additional assumption that Y is 
Lipschitzian. These results are unlike the theorem in the present paper in 
that they rely on the asymptotic stability of the comparison equation. 
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The general problem of asymptotic relationship between 
and 
u’(t) = Jqu,) + qt, ut) 
v’(t) = q4, 
(4.4) 
in which the comparison equation is a linear autonomous functional 
differential equation, has been studied by Hale [7] and Cooke [5] under 
hypotheses similar to (H,) and (HJ, respectively. 
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