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The first equality in (1.1) is a simple consequence of the fact that the sequence {n k } 9 1 < n < p -1, runs through the set of kth power residues (mod/?) exactly k times.
The primary purpose of this paper is to survey the present knowledge on the values of the Gauss sums §(k) and G(x), and to convey some of the principal ideas used in their determinations. We also briefly discuss more general Gauss sums.
We begin by making some elementary remarks about the values of Gauss sums. It is easily verified by direct multiplication that, for nonprincipal x> (1.4) 1.1. Quadratic Gauss sums. Let us now look at the case k = 2 considered by Gauss. By (1.1), Ö(2) = |(j)e 2^= G(x), (1.5) where here x( n ) -( n /p) denotes the Legendre symbol. Replacing n by -n in (1.5), we see that §(2) is real or purely imaginary according as p = 1 or 3 (mod 4). Therefore, from (1.3) and (1.5), g(2)=( ±V^ if/> = l(mod4), (16) [ ±iVp , if/? = 3 (mod 4).
In late May of 1801, Gauss conjectured that, in fact,
8(2)-f^'
*/>sBl(mod4), (17) 1 iVp , if p = 3 (mod 4).
On August 30, 1805, Gauss wrote in his diary [63, pp. 37, 57] , "Demonstrate theorematis venustissimi supra 1801 Mai commemorati, quam per 4 annos et ultra omni contentione quaesiveramus, tandem perfecimus." (At length we achieved a demonstration of the very elegant theorem mentioned before in May, 1801, which we had sought for more than four years with all efforts.) Gauss's proof, which is elementary, was published in 1811 [64], [66, pp. 9-45, [155] [156] [157] [158] . In §2, we discuss this proof and a variety of other proofs of (1.7). 1.2. Jacobi sums. Jacobi sums play a central role in the determination of §(k) and G(x) for k > 2. For characters x and \p (mod/?), the Jacobi sum /(x, \p) is defined by '(**)-2x00*0-«)• (1) (2) (3) (4) (5) (6) (7) (8) n For brevity, set J(x) = Ax> x)-Jacobi sums are related to Gauss sums by the basic formula [80, p. 92] 9 (1.9) where x^ is nonprincipal. By the definition (1.8), J(x) lies in Q(e 2 " i/k ). Not surprisingly then, it is considerably easier, in general, to determine the algebraic shape of J(x) than of G(x). From (1.3) and (1.9), |/(x)| 2 -P for characters x of order k > 2. This leads to a representation of p as a quadratic form. For example, if p = 1 (mod 4) and x nas order 4, then by (1.8), J(x) = a + bi, where a and b are certain rational integers; thus, p = \a + bi\ 2 = a 1 + b 2 , a well-known result of Fermât. As we shall see later, the determinations of § (k) and G(x) for k > 2 are effected in terms of parameters of quadratic forms corresponding to Jacobi sums J(\p) for characters \p whose orders divide k.
J(x^) = G(x)G(xP)/G( )0 P)

The central problem.
It follows directly from (1.2) and (1.9) that G(x) k = <o( X ), (1.10) where k-2 "(x) = X(~1)P II /(x, X J ) e Q(e 2^k ).
The central problem in evaluating G(x) is to find a simple criterion for determining which kth root of <o(x) equals G(x). We have noted that it took Gauss over four years to find such a criterion (1.7) in the case k = 2.
(Observe that (1.6) and (1.10) are equivalent when k = 2.) The problem is considerably deeper for k > 2, and it is unsolved for k > 4. The evaluations of G(x) and § (k) that are known are generally ambiguous in the sense that they involve undetermined kth roots of unity. In some cases, e.g., k = 5, the irreducible polynomial P(z) of § (k) over Q can be explicitly given, but no procedure is known to identify the root of P(z) = 0 that is equal to % (k).
(The equation P(z) = 0 is called the period equation, and its k distinct roots, called periods, are given by 2 w^2 7r/gw //? , 0 < r < k -1, where g is any primitive root (mod/?).)
The interesting and important Gauss sums of orders 3 and 4 are investigated in § §3 and 4, respectively. The sums of orders 5, 6, 8, 12, 16 , and 24 are briefly discussed in § §5-9. At present, little is known about the evaluations of Gauss sums of other orders. However, a famous conjecture on the uniform distribution of the arguments of Gauss sums (of any order) has now been settled; see §10.
Quadratic Gauss sums.
2.1. Proof of (1.7). We begin by presenting, in essence, Gauss's proof of (1.7). For each integer n > 0, define
where if n = 0, the empty product is understood to equal 1. For 0 < m < n, Gauss defined the polynomials ƒ"(<?) = E (-iy 2) which are related to % (2) by the formula
where the last equality follows easily from (1.
Using (2.1), Gauss established the recursion formula f n (q) = (1 -q n~l )f n -2 (<l)> n > 2, which immediately implies the product formula ƒ*(*)-no-**-1 ).
(2.4)
Putting n = (p -l)/2 and # = fi in (2.4), we find that
where y was replaced by (p + l)/2 -r. Thus,
Combining (2.3) and (2.5), we deduce that
Since the product of sine functions in (2.6) is positive, (1.7) follows from (1.6). 2.2. Extensions of (1.7) to composite moduli. By further use of (2.4), Gauss proved the following generalization of (1.7) 
Trigonometric proofs of (1.7)
. We turn to a class of determinations of § (2) that depends upon properties of trigonometric functions and sums. Most of the proofs are fairly elementary in nature. The principal idea in these proofs is to deduce (1.7) from (1.6) by using trigonometric inequalities to show that the real and imaginary parts of S (2) exceed -V/? in, respectively, the cases/? = 1 and 3 (mod 4 
elementary determination of S (2). His proof is based on the ingenious identity
In where r and \t\ are integers uniquely determined by
We will show that the irreducible polynomial of % (3) is
3) where r is defined by (3.2) .
From (1.1), , "Omnes numeri primi, formae 6n + 1, talimodo in tres classes dividunter, atque ex 45 numeris primis infra 500 ad classem primam pertinent 7, ad classem secundam 14, ed ad classem tertiam 24, quorum numerorum ratio proxime exprimitur per 1:2:3; nee improbabile est, eandem rationem etiam pro majore numero semper servatum iri." (All prime numbers of the form 6« + 1 are divided into three classes such that of 45 prime numbers below 500, seven belong to the first class, 14 to the second class, and 24 to the third class. The ratios of these numbers are expressed approximately as 1:2:3, and it is not improbable that the same ratios will always hold with respect to a larger number as well.) Kummer's tenuous speculation has been elevated to what is now called "Kummer's conjecture". Because of the prominence of this conjecture, the cubic Gauss sum is often referred to as Kummer's sum. We now show how Jacobi sums can be used to determine % (4) up to one sign ambiguity. Throughout this section, let x denote a character (mod/?) of [ V]p ± i\J2p -2aVp , if p = 5 (mod 8). 
Resolution of
since it is easily deduced from (4. 
B=±l, u = £(£-^-L)! (modp).
Note that (4.7) is the quartic analogue of (3.7). An equivalent version of (4. and x = 1 (mod 5). For a fixed prime p, a solution (x, w 9 v 9 u) to (5.1) is "essentially unique" in that there is a simple prescription for obtaining the other solutions from it. Thus, there are eight solutions altogether, given by ±(x, w, v, w), ±(x 9 w, -t>, -w), ±(x 9 -w, w, -t)), and ±(x 9 -w 9 -w, v). Given any solution (x 9 w 9 v 9 ü) to (5.1) with x = 1 (mod 5), the irreducible polynomial of § (5) is
This formula for P{z) can be established by using cyclotomy, as Gauss did in the cubic case. Various forms of (5.2), associated with different parameterizations, appear in the literature. The form given here was given by Lehmer [106, equation (10) 
various forms of P(z).
With the aid of (1.10) and the formulae for quintic Jacobi sums found in 
2/?
We remark that 3| Y if and only if 2 is a cubic residue (mod/?). This is a result of Gauss. as/? tends to oo, where k is an arbitrary, fixed natural number and where the sum is over all characters x(mod p). In particular, it follows that the arguments of the Gauss sums G(x) are asymptotically uniformly distributed asp tends to °° [191] .
