We consider a zero-delay remote source coding problem where a hidden source modeled as time-invariant multidimensional Gauss-Markov process is partially observed through an encoder whereas the performance criterion is the mean squared-error (MSE) distortion between the hidden process and the reconstructed process. For this setup, we characterize a converse bound on the long term expected length of all instantaneous codes. This characterization is used to derive a closed form expression for stationary scalar-valued Gaussian processes which is well-defined only for a specific range of values of the distortion region. The obtained analytical solution is utilized to compute the rate-loss (RL) gap from the well-studied special case of "fully observable" scalar-valued Gauss-Markov processes obtained in [17, Eq. (1.43)] and to draw connections to existing results in the literature.
I. INTRODUCTION
The classical direct and converse parts of source coding theorems provide fundamental limits which are usually asymptotic and non-causal in the sense that they can be achieved by coders that introduce delay (caused by the construction based on random coding arguments which operate using blocks of symbols). Nevertheless, in many modern applications, delay is not tolerable. In fact, real time communication is shown to be instrumental in modern applications such as Internet of Things [1] , cloud computing [2] , audio signal [3] or in networked control systems [4] - [6] . From an information theoretic point of view, when one strikes for real-time communication, it is necessary the source encoder and decoder to operate with zero delay. The term that justifies this feature of the encoderdecoder pair is often refer to as zero-delay source coding.
Zero delay codes form a subclass of causal codes (see [7] ). In particular, a system operating with causal codes instead of zero delay codes requires entropy coding that is used on the whole sequence of reproduction symbols, thus introducing arbitrarily long coding delays. In [7] it was shown that for stationary memoryless sources, the optimal causal encoder consists of the time-sharing between no more than two scalar encoders. In [8] , the authors derived lower and upper bounds on the optimal performance theoretically attainable (OPTA) by causal codes and to that of the minimum average length of all causal prefix-free codes, for stationary scalar-valued Gaussian autoregressive models with pointwise MSE distortion. In [9] , the authors considered zero-delay, single-user, and multi-user source coding for memoryless sources with an average distor-tion constraint and decoder side information. Recently, in [10] (see also [11] ), the authors derived lower and upper bounds on the minimum average length of all causal prefix-free codes for multivariate time-invariant Gauss-Markov processes with MSE distortion constraint whereas in [12] the authors utilized results from [10] to develop a zero-delay multiple description problem for stationary scalar-valued Gauss-Markov sources.
In this paper, we consider a natural extension of the "direct" zero-delay source coding problems derived in [8] , [10] where the encoder cannot observe the source directly but only a noisy measurement of this. In such setup, the encoder is required to describe the source from another process that is correlated with the source. The non-causal counterpart of this problem is often encountered in the literature as remote or indirect RDF (iRDF). The iRDF was first introduced by Dobrushin and Tsybakov in [13] where a closed form expression for the quadratic Gaussian case was derived, and, indirectly, the equivalence of the iRDF to the direct RDF via a modified distortion fidelity. A formal approach to show that the iRDF can be cast as a direct RDF with a modified fidelity criterion is given in [14, Chapter 3.5 ] (see also [15] ). Analytical solutions and bounds for finite alphabet sources are derived in [14] , [16] .
Notation. We let R = (−∞, ∞), Z={. . . , −1, 0, 1, . . .}, N 0 = {0, 1, . . .}, N n 0 = {0, 1, . . . , n}, n ∈ N 0 . A random variable (RV) defined on some probability space (Ω, F, P) is a map x : Ω −→ X , where (X , B(X )) is a measurable space. We denote a sequence of RVs by x t r (x r , x r+1 , . . . , x t ), (r, t) ∈ Z × Z, t ≥ r, and their realizations by x t r ∈ X t r × t k=r X k , for simplicity. If r = −∞ and t = −1, we use the notation x −1 −∞ = x −1 , and if r = 0, we use the notation x t 0 = x t . The distribution of the RV x on X is denoted by P(dx). The conditional distribution of a RV y given x = x is denoted by P(dy|x). The transpose and covariance of a random vector x are denoted by x T and Σ x , respectively. We denote the determinant, trace, rank, transpose, and diagonal of a square matrix S by |S|, trace(S), rank(S), S T , and diag(S), respectively. The notation Σ S 0 (resp. Σ S 0) denotes a positive definite (resp. positive semidefinite) matrix. We denote the eigenvalues of a square matrix S ∈ R p×p by {µ S,i } p i=1 . We denote a p × p identity matrix by I p . R G (D) denotes the Gaussian version of a specific RDF and h G (x) (resp. h G (x|y)) denotes the Gaussian differential entropy (resp. conditional differential entropy) of a distribution P(dx) (resp. P(dx|y)). The expectation operator is denoted by E{·}; || · || denotes Euclidean norm; [·] + max{0, ·},
2πe is the entropy power of a RV x.
A. Problem Statement
We consider the zero-delay remote source coding setup for the multivariate Gaussian case illustrated in Fig. 1 . In this setting, the "hidden" R p -valued Gaussian source is modeled by the following discrete-time linear time-invariant Gauss-Markov process
where A ∈ R p×p is a deterministic matrix,
The observation process is modeled by the discrete-time linear time-invariant Gaussian process
where n t ∈ R p ∼ N (0; Σ n ), Σ n 0, is an i.i.d. Gaussian sequence, independent of ({w t : t ∈ N 0 }, x 0 ). We assume that the joint process {(x t , z t ) : t ∈ N 0 } is jointly Gaussian.
System's operation: At every time step t ∈ N 0 , the hidden vector source x t is conveyed with an additional noise n t at the encoder who observes the impair measurement z t and produces a single binary codeword m t from a predefined set of codewords M t of at most countable number of codewords. Since the source is random, m t and its length l t (in bits) are random variables. Upon receiving m t , the decoder produces an estimate y t of the source sample z t , under the assumption that y t−1 is already reproduced. The analysis of the noiseless digital channel is restricted to the class of prefix-free binary codes m t . The countable set of all codewords (codebook) M t is time-varying to allow the binary representation m t to be an arbitrarily long sequence.
Vector-valued Gauss-Markov Source
Zero-delay source coding: Formally, the zero-delay source coding problem of Fig. 1 can be explained as follows. Define the input and output alphabet of the noiseless digital channel by B = {1, 2, . . . , B} where B = max t |M t | (that is allowed to be infinite). The elements in B enumerate the codewords of M t . The encoder is specified by the sequence of functions
which is transmitted through a noiseless channel to the decoder. The decoder is specified by the sequence of measurable functions {g t : t ∈ N 0 } with g t : B t → Y t . For each t ∈ N 0 , the decoder generates y t = g t (m t ) with y 0 = g 0 (m 0 ) assuming y t−1 is already generated. The design in Fig. 1 is required to yield an asymptotic average distortion lim sup n−→∞
The objective is to minimize the long term average codeword length by the decoder at the time it reproduces {y t : t ∈ N 0 }, denoted by lim sup n−→∞ 1 n+1 n t=0 E{l t }, over all encoding and decoding functions {(f t , g t ) : t ∈ N 0 }. We denote by L n n t=0 l t the accumulated number of bits received by the decoder at the time it reproduces the estimate y n .
Performance. The performance in the multi-input multioutput (MIMO) system of Fig. 1 can be cast by the following optimization problem:
In the sequel, we refer to (3) as the operational zero-delay Gaussian sequential iRDF.
B. Contributions
For (3), we establish the following results. 43 ). Our methodology herein leverages the system identification approach that was originally introduced in [18] . Specifically, for multivariate jointly Gaussian processes we try to learn (in closed form) the optimization parameters of the system's linear encoder and decoder policies which are both described through the optimal linear Gaussian realization that achieves our obtained lower bound in the MSE sense. Interestingly, once this realization is completely specified, it can be used to provide achievability schemes via DPCM-based ECDQ in the spirit of [10, §V] with provable performance guarantees.
II. A LOWER BOUND ON (3) A. Sequential iRDF
We consider a hidden source that randomly generates sequences x t = x t ∈ X t , t ∈ N n 0 that we wish to reproduce or reconstruct by y t = y t ∈ Y t , t ∈ N n 0 , subject to a total distortion function defined by d(x n , y n ) n t=0 ||x t − y t || 2 . Hidden Source Distribution. The hidden source distribution satisfies conditional independence
Since no initial information is assumed, the distribution at t = 0 is P(dx 0 ). Also, by Bayes' rule we obtain P(dx n ) ⊗ n t=0 P(dx t |x t−1 ). Observations Distribution. The observations satisfy conditional independence
At t = 0 the we have P(dz 0 |x 0 ). Also, by Bayes' rule we obtain − → P (dz n |x n ) ⊗ n t=0 P(dz t |x t ). Clearly, from (4) and (5), we can define the joint distribution
In addition, from (6), we can define the Z n −marginal distribution by
where P(dz t |z t−1 ) = Xt P(dz t |x t ) ⊗ P(dx t |z t−1 ), t ∈ N n 0 . Reproduction or "test-channel". Suppose the reproduction y t = y t , t ∈ N n 0 of z t is randomly generated, according to the collection of conditional distributions, known as test-channels, that satisfy conditional independence
At t = 0, no initial state information is assumed, hence P(dy 0 |y −1 , z 0 ) = P(dy 0 |z 0 ). The conditional distributions {P(dy t |y t−1 , z t ) : t ∈ N 0 } in (8), uniquely define the family of conditional distributions on Y n parametrized by z n ∈ Z n , given by − → Q(dy n |z n ) ⊗ n t=0 P(dy t |y t−1 , z t ), and vice-versa. From (7) and (8), we can uniquely define the joint distribution of {(z n , y n ) : t ∈ N n 0 } by P(dy n , dz n ) = P(dz n ) ⊗ − → Q(dy n |z n ).
In addition, from (9), we can uniquely define the Y n −marginal distribution by P(dy n ) ⊗ n t=0 P(dy t |y t−1 )
where P(dy t |y t−1 )
Given the above construction of distributions we obtain the following variant of directed information:
where (a) is due to chain rule of relative entropy; (b) follows by definition. It should be remarked that (11) is a variant of directed information from z n to y n (see, e.g., [19] ). Next, we formally define the sequential iRDF subject to a total MSE distortion constraint.
Definition 1: (Sequential iRDF subject to a total MSE distortion) For a given hidden and observation processes that induces (4) and (5), the definitions of finite time sequential iRDF subject to a total MSE distortion constraint and its asymptotic limit, are defined as follows:
If one interchanges lim inf to inf lim in (13) , then an upper bound to R seq in (D) is obtained, defined as follows:
where − → Q(dy ∞ |z ∞ ) denotes the sequence of conditional probability distributions {P(dy t |y t−1 , z t ) : t ∈ N 0 }.
Next, we state some properties of the Definition 1 that can be extracted from known results.
Remark 1: (Properties of Sequential iRDF) (1) Clearly R op ZD,in (D) ≥ R seq in (D) (see [8] ). (2) The sequential iRDF in (12) can be converted to the "direct" sequential RDF that was introduced in [20] , by introducing an amended distortion measure denoted hereinafter by d(z t , y t ), such that d(z t , y t ) E{||x t − y t || 2 2 |z t = z t , y t = y t }. Since E{||x t − y t || 2 2 } = E{ d(z t , y t )}, then, the sequential iRDF in (1) is equivalent to a "direct" RDF between the observation process {z t : t ∈ N n 0 } and the output {y t : t ∈ N n 0 } subject to the amended average distortion constraint E{ d(z t , y t )}.
(3) Using [21] , it can be shown that (12) is convex with respect to the test channel, for D ∈ [0, ∞]. (4) If the joint process {(x t , z t , y t ) : t ∈ N 0 } is jointly Gaussian, then, (12) achieves a smaller value for the sequential iRDF. The multi-letter expression of the pay-off in (12) with respect to the observation process {z t : t ∈ N n 0 }, increases the difficulty of finding any explicit solution for (13) even for scalar-valued processes. One way to find numerical solutions for (13) , is to find the sufficient statistic of the observation process and transmit this by ensuring there is not loss of information by doing so. For Gaussian processes, this procedure is employed in [22] and the obtained characterization includes the use of two Kalman filters and a covariance scheduling obtained via a semidefinite programming algorithm.
In what follows, we modify the pay-off in (12) , (13) , leveraging the fact that for the same distortion constraint set (i.e., the same feasible set of possible solutions) we can achieve, in general, smaller rates than the rates one can obtain by solving directly (12) , (13) . This modification is stated next. Definition 2: (A lower bound on (12), (13)) Two modified versions of (12), (13) , respectively, are the following:
assuming the limit takes a finite value. Clearly, it holds that
The two inequality follows by definition. In particular, from (11) , we obtain I(z n ; y n ) ≥ n t=0 I(z t ; y t |y t−1 , z t−1 ) that implies the first inequality whereas the second follows because E{L n } ≥ I(z n ; y n ).
B. General Characterization of a lower bound on (3)
We first give the following preliminary lemma which is a non-trivial extension of a similar result derived in [18, Lemma 5.2] .
Then, the test-channels {P * (dy t |y t−1 , z t ) : t ∈ N n 0 } are conditionally Gaussian, and the following statements hold.
(1) Any {P * (dy t |y t−1 , z t ) : t ∈ N n 0 } is realized by the recursion
0 } is an independent Gaussian process independent of {(w t , n t ) : t ∈ N n 0 } and x 0 , and {H t ∈ R p×p : t ∈ N n 0 } are time-varying deterministic matrices (to be designed). Moreover, the innovations process {I t ∈ R p : t ∈ N n 0 } of (18) is the orthogonal process defined by
where
t ∈ N n 0 } satisfy the following discrete-time KF recursions:
where Σ t|t = Σ T t|t 0 and Σ t|t−1 = Σ T t|t−1 0.
(3) The characterization ofR seq,G [0,n],in (D) that achieves (18) is given by
whereD (n + 1)D, for some D ∈ [0, ∞]. Proof: (1) Since {P * (dy t |y t−1 , z t ) : t ∈ N n 0 } is conditionally Gaussian, then, we have the orthogonal realization
, then, by mean-squared estimation theory, a smaller average distortion occurs when
(2) This follows from the discrete-time Kalman filtering equations. (3)
The characterization that achieves (18) is obtained from (1), (2) as follows. First note that by definition, we have
The first term in (23) is computed as follows:
where (a) follows from the fact that P(dz t |z t−1 , y t−1 ) ∼ N ( x t|t−1 ; Σ t|t−1 + Σ n ). The second term is computed as follows:
where (b) stems from the fact that P(dz t |z t−1 , y t ) is given by the recursion:
with P(dy t |y t−1 , z t ) ∼ N (H t (z t − z t|t−1 ) + x t|t−1 ; Σ vt ) and P(dz t |z t−1 , y t−1 ) is the innovations process. Incorporating both (25) , (27) in (23), we obtain the objective in (21) . Finally, the MSE distortion constraint follows from (1) . This completes the proof. The next theorem gives a general characterization that corresponds to the minimum rates obtained from (15) .
Theorem 1: (Characterizing the minimum rates for (15)) Let Λ t = Σ t|t−1 and ∆ t = Σ t|t . Then, the characterization of R seq [0,n],in (D) that when solved corresponds to its minimum rates, is given by
for some D ∈ (0, D max ]. Moreover, the above characterization, is achieved by an "test channel" P * (dy t |y t−1 , z t ) of the form
with y −1 = 0, and
where (H t 0, Σ vt 0, Λ t 0, ∆ t 0, Σ n 0) are jointly diagonalizable matrices.
Proof: From mean-squared estimation theory we know that the MSE inequality n t=0 E ||x t − y t || 2 ≥ n t=0 E ||x t − x t|t || 2 holds for all (H t , Σ vt ), t ∈ N n 0 , and it is achieved if and only if x t|t = y t . The choice of (31) achieves this lower bound, ensuring that a smaller distortion is achieved for a given rate and the Markov realization in (30) holds. Moreover, when substituting in the pay-off of (21) the scalings in (31), we obtain
which can be further reformulated as in (29). It remains to prove that for the given distortion constraint set (when this contains a strictly feasible solution), the log-det function in (29) achieves the minimum rates. Before doing so, we note that a sufficient condition that ensures a finite solution to (29) is given by the matrix inequality constraint Λ t (Λ t + Σ n ) −1 Σ n ≺ ∆ t Λ t , ∀t ∈ N n 0 , ∀t ∈ N n 0 . Next, we return to the objective of (32) which can be reformulated as follows:
where (33) follows from eigenvalue decomposition of real symmetric matrices and from properties of orthogonal matrices [ Theorem 2: (Time-invariant characterization of (29)) Suppose that there exists a finite solution in (29). Moreover, restrict {(x t , z t ) : t ∈ N 0 } to be a stationary process and the joint process {(x t , z t , y t ) : t ∈ N 0 } to be also stationary. Then, R seq in (D) < ∞, and its characterization is given by
where (Λ, ∆) are the steady-state values of (Λ t , ∆ t ), respectively. Moreover, (36) is achieved by a realization of the form
where v t ∼ N (0; Σ v ), with (H, Σ v ) being the steady state values of (H t , Σ vt ) in (31). (2) If in (36), we take Σ n = 0, our characterization gives as a special case the characterization of "direct" sequential or nonanticipative RDF obtained for "fully observable" time-invariant R p −valued Gauss-Markov processes subject to a MSE distortion constraint that was independently derived in [11] , [10] . (3) The pay-off in (36), for the feasible set of possible solutions, gives a larger value than the pay-off obtained in [11, Eq. (27) ], [10, Theorem 3] for the "fullyobservable" multidimensional Gauss-Markov processes, thus, in general, it is expected that the solution of the optimization problem in (36) will be an upper bound on the solution of [11, Eq. (27) ], [10, Theorem 3]. (5) The characterization in (29) is convex with respect to ∆ and KKT conditions [24, Chapter 5.5.3] are necessary to solve the corresponding "reverse-waterfilling" optimization problem (these will also be sufficient when KKT conditions are derived).
Next, we focus in providing the analytical solution of the characterization in (36) for stationary R−valued Gaussian processes to elucidate further insides on this problem and to easily compare with known results in the literature. For simplicity, we denote the scalar-values of (A, ∆, Λ, Σ n , Σ w ) by (α, δ, λ, σ 2 n , σ 2 w ).
