Abstract. In this work, we use a symbolic algebra package to derive a family of nite di erence approximations for the biharmonic equation on a 9 point compact stencil. The solution and its rst derivatives are carried as unknowns at the grid points. Dirichlet boundary conditions are thus incorporatednaturally. Since the approximations use the 9 point compact stencil, no special formulas are needed near the boundaries. Both second order and fourth order discretizations are derived.
Introduction. Consider the Dirichlet problem for the biharmonic equation
where is a closed convex domain in two dimensions and @ is its boundary.
Various approaches for the numerical solution of the boundary value problem (1){ (2) each of which may be discretized using the standard ve point approximations and solved using fast Poisson solvers. The di culty with this approach is that the boundary conditions for the new variable v are unde ned and need to be approximated from the discrete form of equation (3) . The coupled equation approach has been used by many authors (see 8] , 9] and other references for detailed background). There have also been e orts to introduce multigrid techniques with the coupled equation approach ( 3] 
, 14], 15], 17]).
Another approach for solving the biharmonic equations is to discretize equation (1) on a uniform grid using a 13 point approximation with truncation error of order h 2 or using a 25 point approximation with truncation error of order h 4 . As an example, the thirteen point approximation of the biharmonic equation at a grid point (x i ; y j ) may be written as: 20u i;j ? 8(u i+1;j + u i;j+1 + u i?1;j + u i;j?1 ) + 2(u i+1;j+1 + u i?1;j+1 (5) +u i?1;j?1 + u i+1;j?1 )+(u i+2;j + u i;j+2 + u i?2;j + u i;j?2 ) = h 4 f i;j
This approximation connects the values of u i;j in terms of 12 neighboring values of u. The above di erence approximation needs to be modi ed at grid points near the boundaries. Many such modi cations are discussed in 10]. There are further di culties with solution of the linear systems obtained through the thirteen point discretization of the biharmonic equation. The direct solvers for solving the resulting systems of linear equations can only be used for moderate values of grid width h ( 6] , 10]) and the conventional iterative methods such as Jacobi or Gauss-Seidel either converge very slowly or diverge 11]. Certain second and fourth order nite di erence approximations for the biharmonic equation (1) on a 9 point compact cell are given in 13], 16]. This approach involves discretizing the biharmonic equation (1) using not just the grid values of the unknown solution u but also the values of the gradients u x and u y at selected grid points. This introduces extra amount of computation but utilizing the grid values of the gradients is advantageous because (i) the given Dirichlet boundary conditions are exactly satis ed and no approximations need to be carried out at the boundaries; (ii) the proposed nite di erence approximations are derived on a nine point compact cell and no modi cations are needed at grid points near the boundaries; and (iii) the values of gradients u x and u y are already available at all grid points and need not be approximated from the computed values of the solution u. The standard iteration methods su er from slow convergence when used to solve the system of equations arising from the 9 point discretizations given in 16]. One of our aims in the present work is to apply the multigrid concept to the biharmonic equation to alleviate the convergence problem. This concept is introduced in Section 2. Our second aim is to introduce a Mathematica code which can be employed to automatically obtain various nite di erence approximations on the 9 point compact cell. As an example we derive, automatically, the fourth order nite di erence approximation given in 16] for the biharmonic equation. The Mathematica code, given in the Appendix, can be easily modi ed to obtain compact high order approximations for other problems such as the second boundary value problem for the biharmonic equation and the Navier-Stokes equations.
Using the Mathematica code, we may obtain a variety of nite di erence approximations by choosing various combinations of the grid values of u, u x and u y to be used in the derivations. For example, a nite di erence approximation of order h (8) Note that Eqs. (7) and (8) are fourth order stencils for the rst derivative, though Eq. (6) is only second order. In a similar manner, Eqs. (10) and (11) below are sixth order.
A fourth order compact nite di erence approximation 16] for the biharmonic equation (1) is given below. In the Appendix we present the annotated listing of a Mathematica program which generates equations (9), (10) 2. Computational consideration. Equations (9), (10) and (11) where the entry t in the last vector is given by the right hand side of equation (9). By writing equations similar to the above one at every interior grid point we obtain a block matrix whose entries are 3 3 matrices. This system of equations can be solved using either direct or iterative solvers. In this paper we work with iterative methods.
The unknown vector, z 0 , can be computed at any grid point from the 3 3 system above using an iteration procedure. Evaluating the values of the unknown vectors at every interior grid point completes one step of the iteration process. An alternative is to rst update the values of one unknown, say u, on the entire domain and, then, use these values to update the values of the second unknown, say u x . Finally, we can use these updated values to update the third unknown, u y . Of course, this corresponds to well known inner-outer loop iteration process which is widely used to solve nonlinear equations.
We tested both of the above iteration approaches for several test problems and observed that the former approach provides better convergence rates.
2.1. Application of standard iterative schemes. Although the fourth order scheme for the biharmonic equation produces accurate results, the method su ers from slow convergence when classical iteration methods such as Gauss-Seidel and SOR are employed to solve the linear systems. For example, Gauss-Seidel method requires over 400,000 iterations (or about 22 minutes of CPU time on a DEC Alpha 3001 workstation) to solve the linear system arising from the discretization of the test problem 1 (see Section 2.3) on a 32 32 grid. The required error tolerance for the maximum absolute iteration error is 10 ?13 . All computations were done using double precision arithmetic. For the same setting, SOR method with the (experimentally obtained) relaxation parameters w = (1:6; 1:6; 1:6) t requires about 100,000 iterations (or about 5 minutes of CPU time ). As can be seen from this example the convergence rate needs to be improved substantially to have the bene t of producing accurate results. This could be accomplished by employing a multigrid algorithm.
2.2. Multigrid. Since the pioneering work of Brandt 1] in the early 1970's, multigrid methods have been widely applied to the numerical solution of di erential equations. A good introductory text on multigrid is the book by Briggs 4] , more advanced treatment is given by Brandt in 2]. We will present a brief description of how multigrid works.
While iterative processes are sometimes slow to solve di erential equations, they tend to make good smoothers. That is, analyzing Fourier components of the error, an iterative solver will typically sharply reduce the oscillatory components, while leaving the smooth components virtually unchanged. These smooth components can be solved for on a coarser grid by computing the residual of the equation, restricting it to the coarse grid, and solving. This is more e cient, both due to the smaller number of coarse grid points and to the fact that smooth ne grid components become oscillatory on the coarse grid (`smoothness' being measured in gridpoints per wavelength), thus are e ciently solved by the iterative method. Components that are still slow to converge on the coarse grid are transferred to a yet coarser grid, and so on, until a grid is reached where all components can be e ciently resolved. The error components solved for on the coarse grid are added to the ne grid solution, using interpolation to determine the value at ne grid points which are not also coarse grid points.
A multigrid cycle starts with a number ( ) of relaxations of the iterative scheme, transfers the (now smoothed) error to a coarser grid where a number ( ) of multigrid cycles are performed before the solution is interpolated back to the ne grid, and some ( ) more relaxations performed. Setting = 1 results in what is called a`V cycle', while = 2 gives a`W cycle'.
A good initial guess for the multigrid cycle may be obtained cheaply by solving a coarsened version of the problem and interpolating it to a ner grid. The FMG (Full Multigrid) algorithm uses this idea recursively, starting at a relatively coarse grid and going to progressively ner grids. This minimizes the work done on ne grids { starting out with the interpolated coarse grid solution (assuming that the ne grid meshsize is half that of the coarse grid), the error need only be reduced by a factor of 16 (for a fourth order discretization) on the ne grid. The interpolation must be of high enough order so as not to introduce errors of its own. For a fourth order approximation, quintic interpolation is required.
2.2.1. Parameters. The choice of whether to use a V or W cycle depends on the gain in convergence speed (usually a W cycle will converge faster; sometimes a W cycle will converge where a V cycle will not) as compared to the added work (in two dimensions, a W cycle is roughly 1.5 times more expensive than a V cycle with the same and ). The values of and will also be determined by comparing the gain in convergence with the added work { here one should bear in mind the overhead of residual transfer and interpolation, roughly equivalent to one relaxation sweep. For example, a V(1,1) cycle costs about 60% of a V(2,2) cycle.
The choice of residual restriction and correction interpolation methods is governed by the rule that their combined orders must equal or exceed the discretization order 2]. Thus, if residual injection, an order 0 method, is to be used, interpolation must be at least fourth order (cubic). If full weighting, which is second order, is used, one can get away with linear interpolation (although results improve signi cantly if cubic interpolation is used). In our numerical examples, we used full weighting for restriction, and cubic interpolation for correction.
We considered several smoothing procedures and found that the best results were obtained using Red-Black ordering with overrelaxation parameters of 1.5 for equation (9) and 1.25 for equations (10) and (11).
Optimal Residual Transfer. The residual transfer for this discretiza-
tion di ers in two ways from standard full weighting:
1. Only one quarter of the residuals of equation (9) at points near the boundary (the rst interior point) should be transferred to the coarse grid. 2. All the residuals from the derivative equations (10, 11) must be multiplied by 4 when being transferred. The rst point has been observed also for the coupled equation method 7, 15] , and is due to the quadratic nature of the error near the boundary.
The second claim is easiest seen by using the one dimensional version of the second order discretization. The generalization to two dimensions will be outlined following the one dimension proof. Proof for the fourth order discretization is obtained in the same way.
In one dimension, the second order discretization reduces to (using p instead of u x to reduce subscripts) 12 Since the system is linear, the coarse grid correction due to the residual is equal to the sum of coarse grid corrections due to the residual in each individual equation. Let us examine the e ect of a single residual in (13) , that is, we would like to determine the h-dependence of the solution of 12
, denote the solution to this system. Subtracting (15) Standard full weighting would merely transfer Eqs. (14), (15) as is to the coarse grid (the right hand side would emerge as a coarse grid function approximated at the location of ne grid point k), resulting in an undercorrection. Hence, residuals from (15) must be multiplied by a factor of four prior to coarsening.
In two dimensions, the proof proceeds in much the same fashion. The di erence is that the delta function is 1 h 2 at`point k', and (compensating for that) the discontinuity is introduced already in the rst derivatives ofũ k;h (if the delta function is in the right hand side of (10), the di erential limit of u y will be discontinuous there). Hence, the third derivative terms of u y will be O(h r?3 ), and r will remain ?2. 2.3. Test problems. 2.3.1. Convergence Rates. We apply the multigrid method to the fourth order discretization, using the residual transfer outlined here, full weighting for restriction and cubic interpolation to correct the ne grid. We rst measure the asymptotic convergence rate, which gives an indication as to how many cycles are necessary in an FMG algorithm. Using Test Problem 1, we observe asymptotic convergence rates of about 4.1 for a W(2,2) cycle, 5.5 for W (3, 2) , and between 4 and 5 for a variety of V cycles totaling 5 to 7 sweeps per level. This indicates that FMG should be attempted with at least two, possibly three cycles per level. This is done for three test problems, all of which have been studied by other authors whose results are presented for comparison.
Problem 1
We consider the biharmonic boundary value problem (1) in a unit square with the exact solution u = x 3 log(1 + y) + y 1 + x (17) The forcing term f(x; y) and boundary data g 1 , g 2 are obtained from u.
The results of a three-cycle FMG algorithm, using W(2,2) cycles are presented in Table 1 . Similar results are obtained with W(3,2) and V(4,3) cycles. The error at each level (maximal di erence between the computed solution at a point and the exact solution at that point) after three cycles is compared with the error at convergence (the discretization error).
In addition to the FMG solver, we also solved this problem using cycling (on a single level), starting with zero values for u, u x , and u y . Cycling was continued until the maximal correction by a single cycle was less than 1 10 ?11 . The number of W(2,2) cycles until convergence is given in Table 1 (for comparison, the work for a three-cycle FMG is roughly equivalent to four W cycles).
The fourth order accuracy of the computed solutions is clearly indicated by the results as the errors decay by a factor of approximately 16 when the grid size h is halved. This problem has been considered through the coupled-equation approach by Linden 14] . The maximum absolute error was stated as 2:0 10 ?7 for a 256 256 grid by Linden; as a comparison we obtain 8:9 10 ?8 error for the 16 Table 1 Multigrid Results for Problem 1 (see explanation in text).
Problem 2
We consider the biharmonic boundary value problem (1) The forcing term f(x; y) and boundary data g 1 , g 2 are obtained from u. This problem has been considered by several authors ( 5] , 10]). The results from this problem are presented in Table 2 .
In this case, a 3-cycle W(2,2) FMG is barely satisfactory, as the algebraic errors are of the same magnitude as the discretization errors. Using W(3,2) cycles corrects this problem.
The number of necessary W(2,2) cycles (starting from a zero initial guess) for convergence to a 1 10 ?11 tolerence decreases as the grid size grows. For the larger grids, roundo errors become evident before convergence; the results in parenthesis indicate projected convergence (usually the roundo errors become evident one cycle prior to the projected convergence cycle).
The results again con rm that the method is of order h 4 .
Mesh size 3-W(2,2) FMG 3-W(3,2) FMG Disc. Error W-cycles 16 Table 2 Multigrid Results for Problem 2.
Problem 3
As the third test problem we solve the Stokes ow problem in a driven cavity. It describes the viscous ow in a unit square with a sliding wall at zero Reynolds number. In this case, the forcing term, f(x; y) in Equation (1) is zero. The boundary conditions of equation (2) This problem has been studied by a number of authors (see, e.g., Kelmanson 12] Table 3 Multigrid Results for Problem 3.
This problem was only solved using cycling, with a zero intial guess. Straightforward application of full multigrid (FMG) does no better than cycling due to O(1) errors in the interpolated solution near the discontinuities in the boundary conditions.
3. Conclusions. In this paper we examine a new set of formulations for the high accuracy solution of biharmonic boundary value problems. The nite di erence approximation is derived on a nine point compact stencil using the values of the solution and its gradients as the unknowns. The approximations can be derived using symbolic software packages such as Mathematica. We solve a number of test problems to exhibit the fourth order accuracy obtained with the nite di erence approximations. We note that the standard solution procedures such as Gauss{Seidel and SOR iterations are extremely slow to converge and introduce several multigrid techniques to accelerate the rate of convergence of the iterative process. Convergence to discretization error levels is achieved using a 3-cycle FMG algorithm with W(3,2) cycles, producing highly accurate solutions of the biharmonic equation. 
where the coe cients a 00 ; a 10 ; ::: are proportional to the values of u and its partial derivatives. We work on a 9 point cell de ned in a local coordinate sytem with the center at the origin and the eight neighboring points at a distance 1 units away in each direction. The coordinates of such a cell are de ned below. Considering the Taylor series expansion of u and evaluating p, p x , and p y at the centre point (0, 0) we obtain a 00 = p(0; 0) = u(0; 0); a 10 = p x (0; 0) = hu x (0; 0); a 01 = p y (0; 0) = hu y (0; 0): (22) Hence, evaluating a 00 ; a 10 and a 01 in terms of u, u x and u y at the nine point grid cell provides the nite di erence approximations for u, u x and u y at the center point (0,0). The Mathematica code follows with some explanations of critical steps. We observe that the last three equations correspond to equations (9), (10) and (11), respectively.
