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Abstract
Dyke injection transports large volumes of magma over great distances, controlling the
supply of magma to volcanoes and effectively releasing tensional stress at divergent plate
margins. This thesis aims to improve understanding of dyke injection processes on different
scales. Dyke shapes measured on the Isle of Rum have been analysed and show a mismatch
between the currently accepted theory used to describe their shape, and the measured data.
The measured dykes show wider edges than expected, consistent with wedging and cooling
of magma in the dyke tips; wedged dykes can act as conduits for longer.
Finite difference one- and two-dimensional models for the thermal evolution of the
crust due to heat transfer from multiple dyke injection have been developed and applied
to the geological setting of the actively spreading Main Ethiopian and Red Sea rifts,
where the spreading rates are 5 and 16 mm yr−1 respectively. The model has shown that
the spreading rate is the first order control on the temperature build up. Differences in
crustal thickness exist between these two regions; the crust has thinned under the Red Sea
Rift whilst under the Main Ethiopian Rift there has been no appreciable thinning. This
difference has led to the conclusion that the spreading rate, and thus the temperature
profile, is the principal cause for the differences in crustal thicknesses.
Above the brittle-ductile transition temperature, the crust is likely to undergo pre-
dominantly ductile deformation; for slow spreading rates (e.g. 5 mm yr−1), it takes up
to 142 ka for the dyke injection site to reach this temperature. The position of the locus
of strain at an actively rifting margin migrates with time. For slow spreading rates, the
strain locus must remain fixed for at least 142 ka before appreciable crustal heating allows
the onset of ductile stretching. Where the spreading rate is faster, the locus of strain must
remain fixed for shorter lengths of time. Thus Ethiopia’s evolving locus of strain and low
spreading rate have likely caused much of the extension to be accommodated by magmatic
intrusion rather than by stretching. Comparisons between the thermal model results and
geophysical observations from a segment of the Red Sea rift have been made. The mag-
netotelluric survey across the rift axis of the actively spreading Red Sea Rift segment has
shown two bodies of hot material; one explanation is that the rift axis has jumped.
Scaled experimental models have been used to study multiple dyke injection in an
extensional tectonic setting. For a fixed overpressure, larger spacings between injections
give smaller rotation angles between injections. This is consistent with the rotation angles
and injection spacings observed between the recent dyke injections on the Red Sea Rift.
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1Introduction
The primary method of magma transport through the crust from great depths to the
Earth’s surface, is in the form of dykes (Watanabe et al., 2002). Dykes are widespread
and are evidently important in feeding the supply of magma to volcanoes (e.g. Pollard and
Muller, 1976; Watanabe et al., 2002). Thus the good understanding of the physics of crack
propagation is critical for understanding the methods of magma supply to volcanoes. By
controlling the delivery of magma to the crust, dykes often determine the location and
type of resultant surface volcanism. However, the vast majority of dykes do not intersect
the surface and erupt. Instead, they stall in the cold lithosphere and crust. Magma
emplacement in dykes is an effective mechanism for releasing the tensional stress that
builds up at divergent plate margins, and can lead to both fissure eruptions and normal
faulting. Dyke injection is also crucial at rift margins to accommodate strain and assist
the rifting (Buck, 2004; Buck et al., 2006); dyke injections control the rate of spreading of
the crust.
Dyke injection processes have been studied for more than four decades and conse-
quently, a large volume of published work has been produced on a variety of aspects of
dyke injection. Chapter 2 of this thesis gives a review of dyke mechanics covering previous
work on both the static and dynamic analysis of dyking as well as thermal aspects of dyke
injection. The aim of this chapter is to introduce the reader to the background of the sub-
ject and present the salient findings of previous workers. This chapter also briefly considers
work that has been done to compare field observations of previously emplaced dykes, and
observations of dyking taking place. Field observations of ongoing dyke injections give
insight into the dynamics of such emplacement. The physical assumptions behind the
analysis of both static fractures and dynamic fracture propagation are discussed.
Despite the volume of published material, questions still remain to be answered. The
principles of Linear Elastic Fracture Mechanics (LEFM) have previously been applied to
the analysis of dyke injection (Weertman, 1971; Secor and Pollard, 1975; Pollard, 1976;
Pollard and Muller, 1976; Pollard and Holtzhausen, 1979; Delaney and Pollard, 1982;
Spence and Sharp, 1985; Spence and Turcotte, 1985; Delaney et al., 1986; Emerman et al.,
1986; Maaloe, 1987; Pollard, 1987; Rubin and Pollard, 1987; Spence et al., 1985; Lister,
1990a,b, 1991; Lister and Kerr, 1991; Nakashima, 1993; Rubin, 1995) and is now the
accepted theory of dyke emplacement, continuing to be applied to dyke studies. However,
field observations of basaltic dykes emplaced on the Isle of Rum do not appear to fit the
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theory. Therefore, Chapter 3 tests the hypothesis that dyke shapes cannot be predicted
using LEFM and that it is unlikely that the field evidence will display cooled magma-filled
dykes in a host rock as linear elastic fractures, due to the cooling and solidifying of passing
magma in the crack tips. The chapter expands on the idea of using field observations of
dyke injections to draw conclusions about methods of dyke injection on a local scale. A
field study was conducted with 65 dyke profiles measured. Analysis was carried out on
the dataset and comparisons were made between the observed dyke profiles and predicted
theoretical dyke profile shapes.
Supposing a dyke fractures rock in a linear elastic manner and fills with magma (Figure
1.1 A and B), as the magma propagates away from the source region it is injected further
into the host rock. If the source pressure reduces the crack will begin to close. Equally if
the injected magma reaches far enough into the overlying crust and experiences a strong
density contrast between the dyke material and the surrounding rock, the dyke will have a
buoyancy pressure driving it upwards. Without a constant supply of magma, as the magma
propagates upwards and the tail of the dyke passes the given point in the crust, the crack
will begin to close, eventually sealing itself again. However these considerations do not take
into account the effect of the solidification of the dyke. Linear elastic fracture mechanics
stipulates that a magma-filled dyke will have an aspect ratio of 1 : 103. Thus dykes can be
extremely thin and will begin to cool after their injection. This is more pronounced at the
crack tips where the dykes are thinnest (Figure 1.1 C). At the propagating dyke front, this
is irrelevant as fresh magma is surging forward replenishing the heat supply, however at
the sides of the dyke, the passing magma will cool and solidify in the crack tip effectively
propping open the dyke and preventing its closure (Figure 1.1 D). The observations have
implications for understanding the development of dykes as conduits and for their effect on
transient stresses and crustal strain. Through the permanent wedging open of the crust
by chilled dyke edges, a dyke can act as a conduit for a longer time period, increasing
the longevity of eruptions. In addition, the crustal strains implicit in dyke emplacement
reflect not only responses to tectonic stress but also magma overpressures preserved at the
dyke edges by chilling.
On a much larger scale than the dykes emplaced on the Isle of Rum, another aspect
of dyke injection that demands attention is the role that dyking plays in contributing to
the break up of continental crust and the transition to sea floor spreading. A number of
different mechanisms are important at different times in order to accommodate continen-
tal break up and the transition to the production of oceanic crust; these include faulting,
stretching and extension by magma intrusion (Bastow and Keir, 2011). Although the
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Figure 1.1: A) a fractured host rock, B) the fracture filled with magma, C) the chilled
crack tips of the magma filling the fracture and D) the resulting profile of the solidified
magma in the fracture. The chilled material in the fracture tips has propped the fracture
open even when the source or driving pressure has reduced, preventing the crack from
closing and creating the observed profile of the dyke.
theory of plate tectonics is now universally accepted, actually how and what processes
occur leading to the formation of new oceanic crust is less well understood. This is prin-
cipally due to the geological timescales over which these processes occur and the general
inaccessibility of mid-ocean ridges. In addition, a question surrounds whether tensional
forces pulling the crust apart allow dykes to be injected as a consequence, or whether the
initiation of magmatism and dyke injection allow the crust to be sufficiently weakened that
spreading can take place. The thermal state of the lithosphere during continental break up
and at the initiation of a divergent margin, is not well known. Chapters 4, 5 and 6 examine
on a regional scale, the injection of multiple dykes into a rifting margin over a period of
millions of years. The process of multiple dyke injection has important consequences for
the thermal budget of the lithosphere into which the dykes are intruding. In Chapter 4, a
new numerical modelling approach is developed to solve the heat flow equation to study
this problem. Both a one-dimensional code and subsequently, a two-dimensional code are
developed using finite differences and are applied to a generic rift situation. The numerical
code written and used in Chapter 4 is included on the attached C.D. at the end of the
thesis. In Chapter 5, the numerical model is applied to the particular situation of the Red
Sea Rift and Main Ethiopian Rift at the Afar triple junction in North-eastern Ethiopia.
The numerical code written and used in Chapter 5 is also included on the attached C.D.
The region of Afar is an ideal natural laboratory for studying a unique snapshot of the
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transition between continental break up and sea floor spreading, resulting in the produc-
tion of oceanic crust and in forming a new ocean. A number of tectonic rift sectors have
developed in this region and are subaerially exposed (Bastow and Keir, 2011). In the
Main Ethiopian Rift in the south, relative plate motions are slow and rifting is in its early
stages; on the Red Sea Rift in Afar oceanic spreading is occurring (Ebinger and Casey,
2001; Bastow and Keir, 2011). The parting of the plates at this triple junction has been
occurring for the past 30 million years. In Chapter 6, comparisons are made between the
outputs of the model and geophysical observations made using magnetotelluric data from
this area.
As well as understanding better the thermal state of the lithosphere at a divergent
plate boundary, understanding the specific relationships between multiple dyke injections
is also important, in terms of the tensional strain they accommodate and the stresses they
impose on the crust that they are injecting. Additionally, a knowledge of the relationship
between individual dykes within a multiple dyke injection event may assist with better
forecasting of the likelihood of locations of future injections. More specifically, the Manda
Harraro-Dabbahu rift segment of the Red Sea rift in Afar has experienced multiple dyke
injections since activity started in 2005. An understanding of the likely location of the
next dyke injection, or the likelihood of the next dyke injection intersecting the surface
will have important implications for the local population.
Scaled analogue experimental models can provide key insights into the mechanics and
dynamics of magma transport. Using gelatine as a crustal analogue material, tensional
stresses can be imposed and the conditions at a divergent margin can be recreated. Ana-
logue studies of multiple dyke injection events in an extensional environment have not
previously been investigated. Chapter 7 considers the lateral propagation of dykes on a
laboratory scale through a series of experiments. The propagation of a cooling analogue
fluid injected into an analogue crust allows the investigation of, and comparison with,
multiple dyke injection and propagation in an extensional environment. The physical as-
sumptions behind the propagation of a cooling fluid under extensional stress are explored
and the parameters that control the propagation are investigated. Comparisons between
the orientations of dykes observed in the analogue models and the orientations of dykes
commonly found at rift axes are made.
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2.1 Overview
In this chapter, previously published work on the analysis of dyke injection is reviewed.
Static dyke injection is considered first, with focus on the optimum shape for a fluid-
filled crack. The effect of pre-existing joint sets on the emplacement and shape of dykes
is also considered. Secondly, the dynamics of dyke injection and magma propagation
are addressed. Different driving and opposing forces are considered including buoyancy,
source pressure, elastic stresses, viscous dissipation and fracture toughness. Theoretical
numerical and analytical studies as well as laboratory analogue studies are covered. Next,
thermal aspects of dyke injection are addressed, with reference to heat transfer. The
effect of temperature on magma viscosity is an important influence on the dynamics of
dyke injection; as is the cooling and potential solidification of magma as it exchanges heat
with the surrounding rocks. Finally, field studies of dyke injection are considered.
2.1.1 Static Analysis of Dyke Injection
Early studies of vertical dykes focused on the optimum shape of a static, fluid-filled crack
(e.g. Weertman, 1971; Secor and Pollard, 1975; Pollard, 1976; Pollard and Muller, 1976;
Pollard and Holtzhausen, 1979; Maaloe, 1987; Pollard, 1987; Rubin and Pollard, 1987).
According to elasticity theory, a slit in a homogeneous, isotropic material takes an ellip-
tical form with symmetrical dimensions provided that all acting stresses are uniform (e.g.
Pollard and Muller, 1976). Should there be a gradient in the applied stress regime or
fluid pressure, the resulting fracture takes an asymmetrical tear-drop form (Pollard and
Muller, 1976). Pollard and Muller (1976) postulate four reasons for asymmetrical fracture:
a regional stress gradient; an irregular geometry in one dimension causing dyke thickness
changes; variations in fluid pressure; and the host rock stiffness varying over the length of
the fracture.
Delaney et al. (1986) looked at the role of pre-existing joints in locating new magma-
filled dykes. They suggested that the tendency of pre-existing joints to dilate and become
part of a dyke is dependent on their orientation (Figure 2.1). Provided that there is
sufficient pressure to overcome the stresses acting across the joint plane, magma can dilate
the joint. If the magma pressure is small or the angle between the joint and the intruding
dyke is large, the joint will not dilate (Figure 2.1). For sufficiently small magma pressure
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or large compressive stresses, joints will not dilate regardless of their orientation. Delaney
et al. (1986) suggested that dilation is most easily achieved if joints are perpendicular to
the direction of least compressive stress; where such joints are not available, the magma
must create its own pathway.
Figure 2.1: Stress ratio R (where Sh is the least compressive principal stress, SH is the
greatest compressive principal stress and Pm is the magma pressure) against angle α
between the joint and Sh. For large stress ratios, joints of any orientation will dilate.
With decreasing stress ratio, the angle of orientation of joints that will be able to dilate,
decreases. If the stress ratio falls below -1, no joint will dilate regardless of the orientation
(adapted from Delaney et al., 1986).
Delaney et al. (1986) suggested that the palaeostress state acting upon the host rock
at the time of emplacement can be determined based upon the relationship between the
orientations of a series of dykes and nearby joint fissures. A dyke with no surrounding
dykes or joints will have to create its own pathway in an orientation perpendicular to
the least compressive stress. A dyke surrounded by other dykes or joints may have been
influenced by their presence. Dykes showing consistent orientations may have either been
influenced by a preferred stress direction or invaded existing fractures. If magma-filled
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dykes are orientated obliquely to the tectonic stresses acting on the host rock, it is likely
the pre-existing joints had a greater influence than the tectonic stress. Pre-existing joints
are cut by a dyke and post-emplacement joints cross-cut a dyke. Post-emplacement joints
develop due to the cooling and solidification of the dyke. Syn-emplacement joints are
formed by and during intrusion.
Maaloe (1987) suggested that a magma-filled dyke extending from a mantle source
region to the surface will not rise via a smooth progression, but in a halting manner as the
magma pressure waxes and wanes. He suggested that the overpressure needed to produce
this migration will increase with increasing distance from the source. Maaloe (1987)
suggested that the resulting shape of such a dyke will be approximately equi-dimensional
in two planes, i.e. the height and width of the dyke will be the same.
2.1.2 Dynamic Analysis of Dyke Injection
Later studies were concerned with the dynamics of propagating magma-filled dykes (e.g.
Spence and Sharp, 1985; Spence and Turcotte, 1985; Emerman et al., 1986; Spence et al.,
1985; Lister, 1990a,b, 1991; Lister and Kerr, 1991; Nakashima, 1993; Rubin, 1995). In
these studies, the fluid mechanics of the magma flow, elastic deformation of the host
rock and fracturing at the dyke edges were considered. Initial solutions were derived for
fracture propagation driven by a source pressure (e.g. Spence and Sharp, 1985; Spence and
Turcotte, 1985; Emerman et al., 1986; Spence, 1989). Buoyancy forces due to differences
between the density of the fluid within the fracture and the density of the host rock were
neglected. Weertman (1971) first suggested that the upward movement of a dyke was
driven by a buoyancy instability, and that supply of magma at the base of the crust could
cause repetitive dyke injections into the crust in tension. Gudmundsson (1984) suggested
that for the formation of a dyke, the magma pressure P must be greater than the sum of
the stress perpendicular to the dyke σyy (Figure 2.2) and the tensile strength Te of the
host material
P = σyy + Te . (2.1)
Conventially, σyy is taken as a positive value. Weertman (1971) also stipulated that a
critical crack size may be required for dyke propagation.
Spence and Turcotte (1985) and Emerman et al. (1986) incorporated fluid flow inside
the fissure, observing the combination of elastic deformation and viscous flow for both
laminar and turbulent conditions. Lister (1990a,b, 1991); Lister and Kerr (1991) specified
a level of neutral buoyancy (LNB) in the crust where a fluid-filled crack would change its
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propagation direction from vertical to horizontal. The LNB occurs due to crustal density
variation. If buoyancy is the dominant driving force, as the density difference between
the fluid and the host rock decreases, the driving pressure, and therefore the propagation
speed, decreases. The characteristic length scale over which the buoyancy force acts is the
“effective” length.
Host Rock
Dyke thickness
Dyke 
length
(l)
(2ω)
Surface
x direction
y direction
z direction
propagation 
direction
Figure 2.2: Fracture orientation and nomenclature.
Lister and Kerr (1991) showed that the buoyancy force acts locally in the tip region of
the dyke, and not over the entire length of the magma column. If the fracture tip should
reach a crustal level where the densities are equal, the propagation should terminate.
Studying the case of a dyke in an infinite medium, supplied by magma at a constant
rate, Lister (1990a,b) proposed that dyke dynamics were dominated by viscous dissipation
and that the steady-state shape of the dyke was viscously controlled. Lister and Kerr
(1991) suggested five important pressure balances to be considered when understanding
the formation of dykes and sills: the elastic stress ∆Pe; the fracture extension ∆Pf ; the
hydrostatic pressure ∆Ph; the viscous pressure drop ∆Pη; and the effective overpressure
∆Po.
The elastic stress (∆Pe) represents the effect of the applied stress on the rheology of
the host rock. This allows the calculation of dyke thicknesses using
ω =
(P − σoyy)
(G/(1− ν)) l =
∆Pe
M
l , (2.2)
where ω is the half thickness of the dyke at its centre, l is the length of the dyke and
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∆Pe = (P − σoyy) is the pressure available to deform the dyke walls. Here P is the magma
pressure and σoyy is the tectonic stress acting normal to the dyke wall. This excess elastic
pressure ∆Pe has a typical value of 10 MPa (e.g. Rubin, 1995). The elastic stiffness (M)
is dependent on the shear modulus (G) and the Poisson’s ratio (ν) and measures the host
rock’s resistance to deformation:
M =
G
1− ν . (2.3)
A typical value of M for the crust is 20 GPa (Lister and Kerr, 1991). For a fluid-filled
crack to dilate, the magma pressure must increase so that the elastic stresses in the host
rock are balanced:
∆Pe ∼ MWo
l
, (2.4)
where Wo is the mean fracture thickness (Lister and Kerr, 1991).
The fracture extension pressure (∆Pf ) is concerned with the tensile strength of the
rock, and the stress field set up at the tip of the propagating crack. The stress intensity
factor K is a measure of the stress concentration that occurs at the crack tip, and for the
propagation of a crack through a material, the fracture toughness (Kc) of that material,
must be exceeded (Irwin, 1958; Lawn and Wilshaw, 1975). Provided that K ≥ Kc, a
magma-filled crack will propagate. The internal pressure required is
∆Pf =
Kc√
l
, (2.5)
where l is the length of the dyke (Lister and Kerr, 1991).
The hydrostatic pressure (∆Ph) acting upon a fracture arises due to a density contrast
between the host rock and the fluid within the dyke. Hot magma is commonly less dense
than a cold host rock and therefore has a relative buoyancy. A greater density contrast
between two materials equates to a greater buoyancy and a greater hydrostatic (or mag-
mastatic) pressure. ∆Ph acts locally for a dyke over an effective length-scale. The acting
pressure gradient is
dPh
dz
= (ρr − ρm)g , (2.6)
where both ρr and ρm are the densities at depth z of the host rock and the magma
respectively (Lister and Kerr, 1991). Equation (2.6) can be used to calculate the overall
hydrostatic pressure acting upon a magma body during its ascent as
∆Ph = ∆ρgh , (2.7)
where ∆ρ = ρr − ρm is the density difference and h is the effective height of rise of the
dyke (Lister and Kerr, 1991). This effective length is the height of the dyke over which
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the elastic pressure, the fracture extension pressure and the hydrostatic pressure are all of
the same order of magnitude (Lister and Kerr, 1991). Balancing hydrostatic and fracture
extension pressures gives the effective length (Taisne and Tait, 2009)
Lb =
(
Kc
∆ρg
) 2
3
. (2.8)
The viscous pressure drop (∆Pη) accounts for the driving pressure due to the spatial
gradient in fluid pressure. In the same manner as diffusion, magma in a dyke is driven from
regions of higher to lower fluid pressure. The propagation velocity (u¯x) in the x-direction
along the fracture is given by:
u¯x = − 1
3η
ω2
dp
dx
, (2.9)
where η is the viscosity of the fluid within the dyke, assuming that the magma (and
therefore the dyke) velocity is governed by a balance between its pressure gradient dpdx and
the viscous pressure loss during the flow. Substitution of ω from equation (2.2), together
with dpdx approximated by
∆Po
l (where ∆Po is the pressure at the dyke entrance and l is
the dyke length), gives:
u¯x = − 1
3η
∆P 3o
M2
l , (2.10)
so that from equations (2.2) and (2.10) both the dyke thickness and propagation velocity
increase linearly with dyke length. Equation (2.9) overestimates the velocity of the fracture
propagation by a factor of about 4 (Rubin, 1995).
The local average velocity of the magma is a function of the pressure gradient. As-
suming that the fluid within the dyke is sufficiently viscous, and that the flow of the fluid
within the dyke is sufficiently slow for laminar flow conditions to be operating, the local
average velocity of the magma is given by
u¯ = −W¯o
2
3η
∇P , (2.11)
where ∇P is the pressure gradient (Lister and Kerr, 1991). In the general case, the flow
velocity in a fracture is given by
u¯ ∼ l
τ
(2.12)
where l is the length of the fracture and τ is the time since the fracturing commenced
(Lister and Kerr, 1991). From a combination of equations (2.11) and (2.12), along with
∇P = ∆Pη/l, an equation for the viscous pressure drop along the length of the fracture
can be obtained as
∆Pη ∼ 3ηl
2
W¯o
2
t
. (2.13)
10
2.1 Overview
Lister and Kerr (1991) considered the effective overpressure (∆Po), which is a combi-
nation of the internal pressure (∆PI) and the tectonic stress (σ) given by ∆Po = ∆PI−σ.
The tectonic stress only becomes important if there is a large fluctuation in the stress over
the effective length of the dyke; if not, the overpressure can be taken as a constant.
Comparing the magnitude of these different pressure scales, Lister and Kerr (1991)
concluded that the balance between buoyancy and viscous pressure drop controls the
dynamics of vertical propagation. The elastic stress forcing the fracture closed is countered
by a small overpressure; this is sufficiently small in comparison to the other forces that
it can be neglected. If the buoyancy and viscous forces are imbalanced, the walls of the
dyke will deform until the forces are re-balanced. Elastic stresses will help to reduce
the deformation (Lister and Kerr, 1991). They showed that the fracture toughness is
significantly less than the driving force due to buoyancy, and therefore once the dyke is
sufficiently large, the fracture resistance becomes negligible and can be ignored (Lister,
1990b; Lister and Kerr, 1991).
Meriaux and Jaupart (1998) studied buoyant magma in a finite medium, and argued
that the local stresses close to the dyke tip are only felt a small distance away. They
suggested that these stresses only affect the dyke shape over a small area and far from
the dyke tip, the stress field is unaffected. Thus if a dyke propagates a large distance,
the tip behaviour will only have a small effect on the propagation path allowing fracture
resistance to be ignored. Instead by focusing on buoyancy, elastic deformation and viscous
stresses, they found that dyke propagation in a finite elastic medium with a constant source
pressure does not show the same behaviour as in an infinite medium with a fixed injection
rate. They also found that the dyke width increases as it propagates upward, countering
the effect of solidification, and the surface will begin to deform even when the dyke is still
far from the boundary.
Conversely, Menand and Tait (2002) used laboratory analogue experiments to argue
that the fracture toughness of a rock is critical in determining the path that a fracture will
take. They identified two regimes of propagation. In the starting regime, from fracture
initiation, the balance between the constant source pressure and the fracture pressure
controls the dyke dynamics. The velocity decreases while the injection rate is increasing.
Next a transition between the first and second regimes occurs and the velocity and injection
rate become constant (Figure 2.3). The second, steady-state, regime dominates once
the fracture buoyancy overcomes the source pressure as the driving pressure. Here, the
dyke begins to form a bulbous-shaped head with a thinner tail. The width of this tail is
dependent on the viscous pressure gradient and the buoyancy force. Once the propagation
11
2 Review of Dyke Mechanics
moves into the second regime, the effective length of the dyke is set and the propagation is
controlled by the relationship between the buoyancy and the fracture pressure at the crack
tip (Weertman, 1971; Menand and Tait, 2002). The dyke’s effective length is the bulbous-
shaped head. This head is still connected to the source during propagation via the thin
tail, but this tail does not participate in the force balance that affects the propagation.
l
c
l
c
l
c
l
c
Cross-sectional view Plane view
Figure 2.3: A dyke propagating with constant velocity and injection rate. This propagation
regime is the second regime defined by Menand and Tait (2002) where the buoyancy force
balances the fracture pressure and a dyke with a bulbous head and thin tail is formed
(adapted from Menand and Tait, 2002).
Dahm (2000a) used analogue laboratory models of air-filled fractures and two-dimensional
theoretical models to understand better the shape and velocity of buoyancy-driven fluid-
filled fractures. The two-dimensional model built on the work of Nakashima (1993) and
Nunn (1996) who looked at the propagation of a teardrop-shaped fracture connected to a
magma reservoir, finding that the initiation of a fracture was a function of: excess pres-
sure; fracture length; fracture toughness; and buoyancy (Nakashima, 1993; Nunn, 1996;
Dahm, 2000a). Dahm (2000a) found teardrop-shaped fractures to be the most commonly
occurring fracture shape when propagating through gelatine. From both theoretical and
analogue models, the ascent velocities are predicted for mafic magma in teardrop-shaped
dykes to be 0.1 m s−1.
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As a dyke propagates to the Earth’s surface it loses heat to the surroundings and
experiences a decrease in pressure. Ascending magma progressively exsolves its volatiles.
The buoyant gas can migrate to the tip region at the top of the propagating dyke. This
crack tip is a void due to the impossibility of forcing viscous magma into an infinitely small
space, so the gas can concentrate here. The presence of a gas-filled pocket at the front of a
propagating dyke is expected (Lister, 1990a; Lister and Kerr, 1991; Rubin, 1995; Menand
and Tait, 2001). Friction at the dyke walls results in a velocity gradient from zero in the
middle to a maximum at the walls. Fresh magma is continuously supplied to the top of
the dyke allowing a constant generation of volatiles (Figure 2.4). Menand and Tait (2001)
suggested that exsolved volatiles accumulating at the dyke tip have a faster propagation
speed due to greater buoyancy and lower viscosity, and can separate from the magma.
They proposed that the rising gas pocket causes precursor activity at active volcanoes.
Accompanied by rock fracturing, gas migration generates seismic tremor and intermittent
gas explosions so often seen before larger volcanic eruptions (Menand and Tait, 2001).
Rubin (1998) addressed dykes propagating in a partially molten region. The driving
force for dyke initiation is the difference between the least compressive stress and the
ambient pore pressure. Once the dyke has been formed, the propagation is sustained by
magma buoyancy. This analysis does not take account of multiple dykes interacting during
emplacement and the resultant effect on the magma source volume. This study does not
address dyke solidification.
At the LNB, a vertical dyke will plateau and begin to spread sideways forming lateral
dykes and potentially sills (Lister, 1990a,b). Kavanagh et al. (2006) investigated how the
effects of rheological properties of the crust determine whether and where a dyke will
plateau. They found that the rigidity of the host material played an important role on
where a sill could be emplaced. Their experimentally produced sills were only able to
plateau in a plane underneath a more rigid layer.
Menand et al. (2010) looked at the way that dykes can modify their trajectory due to
the presence of deviatoric stresses, leading to sill emplacement. They experimentally stud-
ied propagating dykes entering a regional compressive stress. The change in the principal
stress direction caused the propagation direction of the dyke to rotate to propagate in a
horizontal direction, parallel to the direction of maximum compressive stress. The change
in the propagation direction occurred as a gradual change in trajectory. For greater buoy-
ancies, or smaller compressive stresses acting on the host rock, the length scale over which
the dyke became a sill was longer. The length scale was found to increase exponentially
as the ratio of the buoyancy and horizontal compressive stress increases.
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Figure 2.4: A pressure-driven propagating magma filled dyke with a viscosity η, a magma
pressure P , a dyke thickness 2ω, a length l, a velocity u¯ and an average flow velocity u¯x,
intrudes into a host material with elastic stiffness M and cohesive stress σc (adapted from
Rubin, 1995; Kavanagh et al., 2006).
Opposing arguments for sill formation exist: buoyancy-controlled emplacement (Bradley,
1967; Lister, 1990a,b); crustal rigidity anisotropy (Kavanagh et al., 2006); and stress-
controlled sill emplacement (Menand et al., 2010). Buoyancy-controlled emplacement
assumes that at the LNB the dyke will spread horizontally as a sill (Bradley, 1967; Lister,
1990a,b). This is not always corroborated by field evidence. Basaltic sills are found inside
sedimentary layers of lower density and sequences of higher density (Gunn, 1962; Francis,
1982). Alternatively, sill emplacement can be induced by changing the stress state of the
host material to a horizontal compressive stress (Menand et al., 2010). Menand (2008)
continued the work of Kavanagh et al. (2006) to consider the production of laccoliths
and other igneous complexes through successive sill emplacement. A suitable location for
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sill emplacement is beneath a more rigid layer (Kavanagh et al., 2006). Menand (2008)
suggested that sill emplacement would provide this rigidity contrast suitable for the em-
placement of another sill above, below or in the middle of the previous sill. Laccoliths
could thus develop by vertical stacking of successive sills.
Taisne and Jaupart (2009) used numerical modelling to study how different density
layers in the crust affect the ascent of a dyke. For a given layer to affect the ascent of a
basaltic dyke, the layer must be roughly 1 km thick, a typical order of magnitude thick-
ness of sedimentary units. Where the dyke passes through strata about 1 km thick, the
dyke velocity and thickness changes at layer interfaces and the ascent becomes irregular.
They investigated three different crustal layering configurations: i) density decrease above
the interface but retaining a buoyant dyke; ii) neutral buoyancy above the interface; and
iii) low density, negative buoyancy layer above the interface. i) a velocity decrease past
the interface is seen, due to the decrease in magma buoyancy. This may have important
ramifications for seismological monitoring of active volcanoes. A reduction in the seismic
signal may indicate sill formation and injection, magma deceleration or cessation of ac-
tivity. Once the dyke head has passed an interface, steady-state is resumed with a wider
dyke propagating more slowly. ii) the nose region of the dyke inflates as the dyke passes
into the neutral buoyancy region, due to the loss of upward buoyancy. Below the interface,
the dyke is fed at the same rate, but above the interface the ascent rate decreases and the
nose spreads sideways. The neck of the dyke below the interface retains its original shape.
iii) even though the dyke is no longer buoyant above the interface, it still rises past the
interface and into the upper region. Buoyancy in the region below the interface is still
able to drive the dyke upwards; in this case the nose region grows both above and below
the interface.
Researchers have also investigated the stress field resulting from an internally pres-
surised crack and the role that remote stresses can have on their positioning (e.g. Takada,
1994a). Pressurised cracks are cracks with no fluid buoyancy relative to the surrounding
rock (Takada, 1994a). The stress fields around a two-dimensional internally pressurised
crack and an elliptical magma body were estimated by Pollard (1973), and Roberts (1970)
and Dabovski (1979) respectively. The displacement fields around two internally pres-
surised cracks under a regional extensional stress were calculated by Delaney and Pollard
(1981), Pollard et al. (1982) and Ryan (1990), whilst the stress fields around one and two
internally pressurised cracks under different regional stresses were calculated by Takada
(1994b) and Takada (1994a) respectively. Calculated stress fields may be used to estimate
stress trajectories and crack interactions of buoyancy-driven fractures (Takada, 1994a).
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2.2 Thermal Aspects of Dyke Injection
Magma rises through the crust as dykes due to a density contrast (partly the result of
a temperature difference) between the magma and the host rock. During propagation,
dykes transfer heat to the surroundings. Dyke temperature controls the dyke driving
pressure; the hotter the dyke material, the greater the magma buoyancy. More importantly
however, is the effect of temperature on the magma viscosity, and the cooling and potential
solidification of magma as it exchanges heat with the surrounding rock. It is therefore of
importance to know how the temperature of a dyke will change over time and how quickly
the heat will be lost.
The thermal aspect of dyke injection has been studied (e.g. Delaney and Pollard, 1981,
1982; Bruce and Huppert, 1989, 1990; Spence and Turcotte, 1990; Rubin, 1993; Petford
et al., 1993, 1994; Lister, 1994a,b; Lister and Dellar, 1996; Fialko and Rubin, 1999; Wylie
et al., 1999; Dahm, 2000a). Delaney and Pollard (1981) derived a mechanical model to
study the host rock dilation and heat loss from dyke propagation, making comparisons with
field observations made at Ship Rock, New Mexico. They suggested that the Ship Rock
dyke was initially emplaced in en echelon segments and that segmentation is a common
occurrence especially close to the edges of a dyke. They observed syn-emplacement dyke-
parallel joints in close proximity to the dyke, as well as thermally-induced jointing. They
found that the host rock surrounding the dyke became brecciated and fragmented and
suggested that this allowed the walls to be eroded more easily, causing alterations to the
dyke thickness over its length so that it was no longer broadly constant. They proposed
that the deviation from constant thickness caused by wall-rock brecciation is the method
of generation of discrete vents during a fissure eruption, provided that the initial fissure
is large enough to sustain an eruption without the fissure closing enough to cease the
flow of magma completely. The model derived by Delaney and Pollard (1981) assessed
how dyke geometry affects the rate of convective heat transport, heat loss from the dyke
material and the magma flow rate. They found that conduit geometry is very important
in the generation of a thermal boundary layer at the dyke sides. Also heat loss from the
dyke is related to the distance from the source region, the temperature difference and the
geometry of the conduit. They showed that volumetric flow rate is sensitive to the conduit
geometry but heat loss to the wall rocks is not.
Delaney and Pollard (1982) suggested the duration of magma flow into dykes may be
controlled thermally as a result of the dyke cooling and solidifying rather than mechanically
from the decrease in the magma source pressure. There may be two reasons that a fissure
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eruption will gradually localize to a few vents. i) local thickening as a result of an increased
magma flow rate which causes brecciation and wall rock removal. ii) general thinning as a
result of a decreased flow rate which allows the gradual solidification of the dyke inwards
from the walls (Delaney and Pollard, 1981, 1982). Assuming the pressure gradient of the
magma is constant over time, a two-dimensional model for time-dependent heat transfer
and dyke solidification during flow shows that heat transfer alone can stop the flow of
magma (Delaney and Pollard, 1982). They also assumed that the pressure gradient of the
magma is constant in space, leading to the conclusion that magma will flow sideways away
from regions where the flow has become constricted.
Bruce and Huppert (1989, 1990) studied the effect of the advected heat from a flowing
dyke on dyke solidification or widening. Bruce and Huppert (1989) studied advection of
heat and conductive cooling only, taking account of the latent heat of solidification or
melting in their model. During dyke injection and propagation, some heat is transported
into the surrounding country rock. Depending on the initial dyke thickness, the ambient
host rock temperature, the initial magma temperature and the dyke propagation speed,
the sides of the dyke either close or begin to widen (Figure 2.5) (Bruce and Huppert, 1989,
1990). If the rate of solidification exceeds the temperature provided by the new influx of
magma, the sides of the dyke close together. If the temperature provided by the influx
of new magma exceeds the solidification rate, the sides of the dyke begin to melt back
the host rock edges so that the dyke is perpetually widening and the dyke only ceases to
widen as the source pressure diminishes (Figure 2.5). For basalts, the critical initial dyke
thickness above which dyke wall melting occurs is 1.3 m (dyke length 2 km) and 1.7 m
(dyke length 5 km). Bruce and Huppert (1989, 1990) suggested that the critical initial
thickness controls whether a fissure eruption will persist for days before localising in one
or a number of vents, or whether the fissure eruption will cease after a matter of hours.
Three parameters are found to control whether a fissure will close or widen, the Stefan
number of the magma (ζm), the Stefan number of the surrounding country rock (ζ∞) and
a further parameter (α), defined as
ζm =
L
Cp(Tm − Tw) , ζ∞ =
L
Cp(Tw − T∞) , α =
(
ηκh2
∆Pω4i
) 1
3
, (2.14)
where L is the latent heat of solidification or melting, Cp is the specific heat capacity of
the dyke, Tm, Tw and T∞ are the temperatures of the magma, the wall and the far field
respectively, η is the magma viscosity, ∆P is the driving pressure, h is the depth from
the surface, κ is the thermal diffusivity and ωi is the initially uniform half width. The
parameter α represents the ratio of the initial widths of the thermal boundary layer and
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the dyke half-thickness, at the top of the dyke (Bruce and Huppert, 1990).
Solidification
Meltback
a)
a)
b)
b)
c)
c)
Surface
Surface
Dyke solidifies, 
fracture closes.
Flow ceases
Solidification 
ceases at the lower 
end of the dyke
Solidification ceases com-
pletely, the flow of the dyke 
melts the walls back
Initial dyke width less than 
the critical dyke width
Initial dyke width more than 
the critical dyke width
Figure 2.5: A schematic diagram comparing solidification of the dyke walls and the melting
backwards of those walls. For an initial dyke width below the critical thickness, solidifica-
tion of the dyke will occur faster than any remelting due to the influx of new magma, and
the dyke propagation will cease. For an initial dyke width above the critical thickness, the
solidification of the dyke will slow and then cease at depth and eventually along the whole
dyke as the advected heat from the passing magma is hot enough to stop the solidification
and begin to melt back the dyke walls (adapted from Bruce and Huppert, 1989, 1990).
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Bruce and Huppert (1990) used their model to infer what would happen in three
dimensions when part of the fissure becomes blocked. They suggested that an intermediate
regime exists between solidification and meltback, where both are occurring simultaneously
in different parts of the dyke. Whilst the initial dyke may only have a small degree of
change in width along its length, this variation can become much larger due to cross flows
carrying hot magma away from areas where the flow is constricted. Magma is carried
towards areas where the dyke width exceeds the critical width. Change in fissure width
over time was initially qualitatively outlined by McBirney (1984). Cross flows further
enhance meltback in wider regions and solidification of narrower regions causing a fissure
eruption to reduce to a series of individual vents on the timescale of a few days (Bruce
and Huppert, 1990). Fialko and Rubin (1999) found that, based on numerical simulations,
a laterally propagating dyke will have a critical thickness of less than 10 m above which
meltback will occur and below which the dyke will stop propagating.
Rubin (1993) worked on a similar problem to that of Delaney and Pollard (1982) and
Bruce and Huppert (1989, 1990), investigating the idea that the solidification of magma
will prevent more viscous dykes from intruding into narrower fractures and propagating
far from source. Dykes initiating as thin, slowly propagating fractures are likely to freeze
(Rubin, 1993). The analysis of Delaney and Pollard (1982) and Bruce and Huppert (1989,
1990) is appropriate for dykes unaffected by elastic widening caused by passing magma.
Rubin (1993) studied a situation where host rock elastic pressures, combined with magma
cooling and magma viscosity variations, may prohibit dykes from reaching a sufficient
length to be able to erupt from the surface. He studied a two-dimensional rhyolitic dyke
intruded at the temperature of freezing, applying the results to the same dyke intruded
above the solidus temperature. The model identifies a single dimensionless parameter
(β) that can be used to describe whether the dyke will propagate for a certain distance
before freezing (for values of β above the critical value), or whether the dyke will propagate
indefinitely (for values of β below a critical value). The parameter β represents the ratio of
the effect of heat capacity, host rock temperature gradient, thermal diffusivity, elastic host
rock stiffness and magma viscosity, to the effect of magma pressure at the dyke entrance
and the latent heat of fusion. In reality, rhyolite dykes are rarely found far from their
source. Rubin (1993) suggested that this may be due to the freezing and solidification of
the dyke from heat loss to the host rock, once the excess temperature has been sufficiently
large to have allowed the magma intruding into the dyke to have left the magma chamber.
He concluded that even dykes that have a β value below critical will freeze and not
propagate indefinitely, as the source pressure will eventually subside or three dimensional
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elastic effects may cause the dyke to decrease its rate of widening.
Petford et al. (1993) studied the transportation of granitoid magma through dykes
from the upper mantle and lower crust to understand better how these rock types can be
emplaced without freezing. Their model uses viscosity and density arguments to estimate
a minimum initial width of dyke that would not freeze during propagation. They take
the three dimensionless parameters derived by Bruce and Huppert (1989, 1990) and apply
them to granitoid magmas, giving:
ωc = 1.5
(
ζm
ζ2∞
) 3
4
(
ηκl
g∆ρ
) 1
4
, (2.15)
where ωc is the critical initial width, ζm is the Stefan number of the magma, ζ∞ is the
Stefan number of the host rock far from the dyke, η is the viscosity of the magma, κ is
the thermal diffusivity, l is the dyke length, g is the acceleration due to gravity and ∆ρ
is the density difference between the magma and the host rock. The critical initial dyke
width is calculated to be 1-2 m for basalts.
Petford et al. (1994) gave an analysis of the transport of felsic magma in dykes and
estimated a critical initial fracture width that allows the magma to migrate without so-
lidification. The ascent rate of the magma within the dyke is slower than for less viscous
magmas. It has often been argued that a felsic magma will be too viscous to flow through
a narrow dyke (e.g. Kukowski and Neugebauer, 1990). However, Petford et al. (1994)
showed that the transport of felsic magma through dykes is very efficient provided the
dykes are of the order of 10 m in width. Dykes, rather than as large diapiric plutons, is
the more plausible mode of transport and emplacement for these compositions of magma.
Wylie et al. (1999) considered the localisation of flow in fissure eruptions, using theo-
retical and experimental models to examine the role of solidification and magma viscosity
differences. Magma viscosity is strongly temperature dependent and so small changes in
temperature in the fissure can produce large viscosity changes in flowing magma and lead
to large lateral variations in magma flow rate. The heat transfer between the magma and
host rock during flow leads to two effects: i) small variations in the lateral temperature
gradients give large variations in the viscosity and resistance to flow in certain parts of
the fissure and ii) the continued passage of magma gives either cooling until solidification
or heating of the walls sufficient to melt them. In their models, Wylie et al. (1999) as-
sumed magma is a Newtonian fluid and defined a cooling timescale (τc =
ω2
κ ), based on
the half-width of the fissure (ω) and the thermal diffusivity (κ) of the magma, to assess
when the effects of cooling became significant, resulting in localisation. They found that
the magma viscosity is more important in controlling localisation than solidification. They
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also suggested that localised eruption will persist for much longer than this timescale for
two reasons: i) that the host rock around the localised vent will have become heated by the
passing magma reducing conductive heat loss, and ii) that magma flow from the chamber
will be reduced when the fissure is localised. They calculated that the instabilities that
lead to the localisation of the flow will occur in approximately 10-12 hours from the onset
of the eruption.
Spence and Turcotte (1990) used a model of heat conduction to estimate the solidifi-
cation time of a magma-filled channel. A flow with an average thickness of 0.3 m takes
11 hours to solidify; this equates to a propagation distance of 40 km at 1 ms−1 (Spence
and Turcotte, 1990; Dahm, 2000a). Lister (1994a,b) has considered solidification of hot
magma in a channel. He studied the gradual cooling of a pulse of buoyant magma as
it propagates. The channel first solidifies near the point of injection where the flow is
thinnest; the nose is the next to solidify as the cooling rate is the greatest and finally the
flow solidifies along its length. Lister and Dellar (1996) derived a dimensionless numerical
model for the solidification of magma in a channel incorporating the initial Peclet num-
ber (Pe), the Stefan number (ζ) and a dimensionless solidification temperature (θ). They
showed that for short times or at large distances from the source, solidification is dominant
and reduces the flow rate, whilst at long times or short distances, meltback occurs and the
initially chilled margins begin to be remelted. Any variations in width along the channel
can be very important and they suggest that models that use a single width value may be
inaccurate.
Delaney (1987) found that the heat generated through crystallisation was particularly
important during the initial stages of cooling, providing up to 100oC extra heat at the
dyke contact. Thermal conductivity and diffusivity are temperature dependent and should
be accounted for in thermal models. The degree of water saturation may also alter the
temperature. Additionally, Delaney (1987) suggested that flow effects during magma em-
placement and groundwater circulation will complicate the cooling history. The thermal
parameters do not have a strong influence on dyke propagation distance, although larger
dykes would potentially be able to transport more than one batch of magma. Hydrother-
mal circulation can only develop after there has been sufficient transfer of heat to the
host rock to generate buoyancy forces. Most dykes are likely to be too thin to enable
hydrothermal circulation before the dyke has cooled.
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2.3 Field Observations
Observations of dykes intruding sedimentary rocks on the Colorado Plateau and the ground
surface above dyke intrusions show that small dyke-parallel joints often form in the close
vicinity of a dyke (Delaney et al., 1986). The joints are spaced systematically and must
be syn-emplacement. They are not post-emplacement joints and did not form from the
cooling and associated solidification and expansion of the dyke. They are also not likely
to have preceded the dyke emplacement as they become more frequent with proximity to
the dyke. The inferred generation mechanism of these joint sets is a tensile stress created
ahead of the propagating dyke (Delaney et al., 1986). Pollard (1987) observed that a dyke-
parallel joint set may result from inelastic deformation at the tip of the propagating dyke.
Other observed deformation processes at dyke tip regions include hydraulic fracturing,
brecciation and chemical erosion (Brown et al., 2007).
Also observed in association with dyking episodes are subsidence of the overlying ground,
normal faulting and graben formation (Rubin and Pollard, 1988). Ground subsidence can
be detected both visually and in geophysical datasets. The extent of some graben subsi-
dence is extensive (e.g. in the rift zones of Iceland and Afar). This is only achieved if there
is also normal faulting occurring at least down to the location of the dyke cavity. It is likely
that these normal faults slip on steep planes ahead of the propagating dyke. A knowl-
edge of the surface deformation associated with dyke emplacement may lead to a better
understanding of processes that occur before a volcanic eruption, enhancing forecasting.
The shape of a preserved solidified dyke can be used to calculate the pressure in
the crack at the time of solidification, assuming that the shape reflects a simple elastic
deformation control with fixed overpressure. Previous studies have involved dyke thickness
measurement and the observed shapes have been compared with elastic models to estimate
the driving pressures and stress gradients at the time of emplacement (Pollard and Muller,
1976; Delaney and Pollard, 1981; Gudmundsson, 1983, 1984; Rubin and Pollard, 1987; Ray
et al., 2007; Poland et al., 2008; Gudmundsson, 2009; Geshi et al., 2010; Daniels et al.,
2012). Theoretical solutions have been used to analyse the shape of exposed igneous
intrusions (Pollard and Muller, 1976; Delaney and Pollard, 1982; MacDonald et al., 1988;
Reches and Fink, 1988) whilst field evidence from exposed dykes can be used to assess the
factors controlling their emplacement (Pollard and Muller, 1976; Reches and Fink, 1988).
Such analysis is valid provided that the shape of the intrusion is determined after the
magma has come to rest but while it is still molten. This neglects dynamic effects such as
the viscous pressure drop due to the flow of the magma (Lister and Kerr, 1991). Elasticity
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theory predicts that a fracture subjected to uniform pressures in a homogeneous and
isotropic material will be elliptical and symmetrical; any asymmetry in the preserved shape
may be the result of magma pressure and regional stresses at the time of the emplacement
(Pollard and Muller, 1976). However, there have not been any studies that test the ability
of Linear Elastic Fracture Mechanics (LEFM) to predict the shapes of dykes in the field.
This provides the motivation for Chapter 3 of this thesis.
Others have used theoretical numerical models to interpret the evolution of dyke thick-
ness. Buck et al. (2006) found that the stopping pressure of a dyke (the point where the
difference between the magma pressure and the tectonic stress at the dyke tip becomes too
small to drive the dyke) is proportional to its thickness. They found that the propagation
distance is dependent on the initial distribution of tectonic stress and that dyke intrusions
affect the tectonic stress distribution, therefore affecting the propagation of subsequent
dykes. Gudmundsson (2011) suggested that dyke stopping is dependent on a number of
factors, including: size of the process zone, a region of highly fractured host-rock formed
ahead of the propagating intrusion (e.g. White et al., 2011); fracture toughness of the host
rock and the interfaces between rock units. Consequently, Gudmundsson (2011) suggested
that two dykes with the same overpressure could have quite different thicknesses if the
dykes intrude rocks with different mechanical properties.
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Emplacement Mechanics: A Case Study
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3.1 Introduction
In this chapter the results of a field study conducted on the Isle of Rum are presented. The
study tests the hypothesis that dyke shapes can not be predicted using LEFM and that it is
unlikely that the field evidence will display the cooled magma-filled dykes in the different
host rock types on Rum as linear elastic fractures. The study uses field observations
to draw conclusions about the method of dyke injection on a local scale. Dykes are
normally modelled as linear elastic fractures (e.g. Weertman, 1971; Pollard, 1976; Pollard
and Muller, 1976; Spence and Sharp, 1985; Spence and Turcotte, 1985; Delaney et al.,
1986; Emerman et al., 1986; Spence et al., 1985; Lister, 1990a,b, 1991; Lister and Kerr,
1991; Rubin, 1995), with the measurable properties (e.g. length, thickness, orientation and
inclination) being controlled by the stress field in the host rock, the host rock properties,
the magma properties, the driving pressures and the resistive pressures. It is likely that a
change in any of these parameters will result in a change in the measurable properties of
the dyke intrusion, for example its thickness-to-length ratio may change or the dyke may
be prevented from reaching the surface. Comparisons are made between the measured
dyke profiles and the predicted theoretical dyke profile shape, and the observations have
implications for understanding the development of dykes as conduits and their effects on
transient stresses and crustal strain. Analysis conducted on a subset of the data from
41 of the dykes presented in this chapter, in conjunction with data collected from the
Swartruggens Kimberlite Dyke Swarm by Janine Kavanagh (see also Kavanagh, 2010;
Kavanagh and Sparks, 2011), has been published in the GSA Bulletin (Daniels et al.,
2012).
3.2 Geology of the Isle of Rum
The Isle of Rum belongs to a group of islands called the Small Isles, situated off the west
coast of Scotland (Figure 3.1). The Small Isles comprise Canna, Eigg, Muck and Rum;
Rum is the largest of these islands. The Isle of Rum is an ideal location to study dykes as
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the outcrops are accessible and well exposed, and a variety of dyke sizes can be measured.
The rocks of the Small Isles are composed of a basement of Lewisian gneiss, on top
of which a sedimentary sequence has been deposited (Emeleus, 1997). Into these units
intruded a set of Palaeogene volcanic rocks in the form of basaltic lavas seen in the south
east of Rum and the Rum central complex, emplaced at approximately 2-3 km depth (e.g.
Emeleus, 1997; Nicholl et al., 2009). The sediments are Precambrian and Mesozoic in age;
the Lewisian gneiss unit outcrops in the geographic centre, whilst Torridonian sandstones
(Precambrian) outcrop over the north and east of the island, along with a number of
Triassic sedimentary outcrops (Figure 3.2) (Emeleus, 1997).
Geologically, the island represents the eroded remnants of a shallow level igneous com-
plex: an extinct volcano and an exposed magma chamber. The first volcanic deposits
were rhyodacitic in composition and were either intruded or erupted from the volcanic
centre as ash flow deposits, as the centre experienced chamber collapse (Emeleus, 1997).
Explosion breccias and granitic intrusions from this period are also documented. This
was followed by a period of central uplift of between 1 and 2 km (Emeleus, 1997), and
associated intrusion and emplacement of a layered series of ultramafic and mafic rocks
(Holness and Isherwood, 2003). The subsequent phase of volcanism involved the intrusion
of a NW- to NNW-striking swarm of dykes, as well as pulses of basalt intruding into the
magma chamber (Emeleus, 1997). These mafic pulses have generated some exceptionally
preserved igneous cumulate sequences. These sequences show the layering of peridotites
and gabbros which were deposited during fractional crystallisation of the magma in the
magma chamber. This chamber was periodically replenished with a new batch of primitive
magma entering the chamber through the already deposited layers of cumulate, such that
the layers of rock decrease in age with increasing height from the base of the chamber.
The igneous central complex is found in the south east quadrant of the island (Figure 3.2).
The onset of this volcanism is dated to 60.53 ± 0.08 Ma (Hamilton et al., 1998) and the
activity thought to last less than 500 Ka (Troll et al., 2008).
Extensive subaerial erosion of these units throughout the Palaeocene lead to the ex-
posure of the intruded units and the deposition of more sedimentary material. Coincident
with this, more basaltic lava was erupted and deposited in Rum’s northwestern region
(Emeleus, 1997). The Long Loch Fault and the Main Ring Fault (Figure 3.2) cross-cut
the island, with a possible third fault running east to west between Loch Scresort, the Long
Loch Fault and the west coast of the island, escaping detection due to the peaty ground in
the area (Emeleus, 1997). The evidence for an east-west trending fault on the island is the
mismatch between the Torridonian units on either side of Loch Scresort (Emeleus, 1997).
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Figure 3.1: The United Kingdom showing the location of the Isle of Rum.
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Figure 3.2: A section of the simplified geological map showing the locations for the mea-
surements made and the main units at those locations.The dykes measured were found
in host rocks of the Torridonian Group, Northern Marginal Zone, and Eastern Layered
Intrusion material (adapted from Dunham, 1968; Emeleus, 1997; Nicholl et al., 2009).
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The Main Ring Fault bounds the igneous units on the island, separating them from the
sedimentary ones through a steeply dipping near-vertical fault surface which is dextrally
displaced by approximately 800 m by the Long Loch Fault (Emeleus, 1997). It is thought
that the Long Loch Fault, which is the major fault running from north to south across the
island, has been consistently present for a long time period and as such, may have been an
influencing factor in the emplacement of the initially intruded mafic material. The fault
can be clearly seen in places across the island, manifesting itself as a 20-40 m wide trench
(Emeleus, 1997). A simplified geological map of the island is shown in Figure 3.2 along
with a stratigraphic sequence of the units on Rum. It is the set of intruded dykes which
can be seen cross-cutting the geological units that has been the focus of attention in the
present study.
3.3 Data Collection
The thicknesses of 65 fractures were measured at incremental intervals along their lengths
using a tape measure; only dykes with crack tips exposed at both ends were selected for
measurement (Figure 3.3). For the majority of the dykes, the thicknesses were measured
by hand in the field. A few of the largest dykes were measured using scaled photographs.
The thicknesses were measured at increments scaled according to the overall length, not
at predefined increments along the fracture length. The length of each of the dykes, re-
gardless of size, was measured by hand using a tape measure to 1% accuracy and ranged
between 0.08 m and 47.59 m. Some of these fractures were the en echelon segments of
a single dyke which had fingered during the emplacement; these en echelon segments are
the distinct magma-filled fracture tips that belong to the same dyke at depth. The obser-
vations recorded in the field for each dyke were: the length and corresponding thickness
at intervals, the orientation and inclination of the dyke, whether or not the dyke was
segmented or branched, the presence or absence of a chilled margin, the presence or ab-
sence of jointing in the surrounding host rock and whether or not this was in the same
orientation as the dyke, the composition of the dyke material, the composition of the host
rock, and observations of the crack tip. A table of all the data is given in Appendix A.
3.4 Results
A total of 65 dykes were measured and analysed. The dykes were inclined from the vertical
in the majority of cases, and many were made up of multiple fingered segments.
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Figure 3.3: The approximate location of each of the dykes measured. The dykes are
scaled according to their length, with the thickness remaining constant. The strike and
dip information shown in this figure is presented in the figure following (adapted from
Field, 2007).
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Host rock type Location numbers Comment
Torridonian Sandstone 1, 2, 3, 4, 5, 6, 7, 14 The Igneous Breccia host rocks
Igneous Tuff 8 are generally less jointed than
Igneous Breccia 9, 10, 11, 12, 13 the other host rock types.
Table 3.1: Host rock material for each dyke injection at each field location.
3.4.1 Dyke Orientation
All of the dykes measured in the Torridonian Sandstone (i.e. Locations 1-7, 14) strike
approximately NW-SE with dip directions to the south, barring a few dykes which are
striking NE-SW also with dip directions to the south. This strike direction (NW-SE) is
broadly parallel with the Main Ring Fault which borders the Central and Eastern Layered
Intrusions as well as the Northern Marginal Zone and the Southern Mountain Zone. The
southern dip direction points towards the centre of the intrusion. The dykes intruded into
the Igneous Breccia also strike NW-SE with strikes in the range 106o to 170o . Three
dykes have strikes outside this range (052o, 082o and 086o). The dips of the dykes in the
Igneous Breccia are to the south except for three that are vertical. The dykes intruded
into the Igneous Tuff are much more variable. Only three measurements of the dip and
strike were possible; two are striking NE-SW and the other is striking WNW-ESE.
The strike and dip of each of the measured dykes has been plotted on a rose diagram
(Figure 3.4); the average strike of the dataset collected in this study is 104.6o. This is
consistent with data previously collected (Figure 3.4) (Field, 2007). Barring a few outliers,
the data show a single very localised and coherent orientation and it is therefore reasonable
to assume that they were emplaced at a similar time and under similar stress conditions.
There are two approximately perpendicular orientations and a much wider scatter in the
previously collected data (Field, 2007) and it is likely that this is due to the wider area
that the measurements were made from, as well as a reflection of the possible different
emplacement histories and times of these dykes.
The branching and segmenting of some dykes suggests that not all of the dykes orig-
inally intruded into the host rock in alignment with the principal stress direction. Some
rotation, fingering and shearing may have occurred as the dykes were propagating, causing
the segmenting and branching seen in some of the dykes.
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Figure 3.4: A) and C) The poles to planes of the dip and strike data from the fractures on
an equal area projection. B) and D) The frequency and strike direction of the dykes on an
equal area projection. The length of each segment represents the number of dykes with a
strike within that measurement bracket (5 degrees) and is proportional to the number of
measurements made. The mean strike direction for A) and B) is 104.6 degrees based on
27 measurements, and the mean for C) and D) is 75.5 degrees based on 100 measurements
(data from A) and B) this study, C) and D) Field, 2007).
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3.4.2 Jointing
At some field locations, particularly numbers 3, 7 and 8, joints surrounding the dykes were
prevalent. Jointing was not confined to a particular rock type. The jointing at Location
3 was parallel to and cross−cutting the dyke, suggesting either that there have been two
different jointing episodes, the second of which superseded the dyking, or that the jointing
occurred all at once and was synonymous with or after the dyking episode. At Location
8, the dyke orientation looks to be strongly controlled by jointing (Figure 3.5 C). Most of
the lengths of the dyke segments at this location lie parallel to the jointing, but the dykes
also kink and change direction as they encounter a perpendicular joint set. The angle that
joints make with a dyke can be used to infer the palaeostress state of the host rocks at the
time of the dyke emplacement (Figure 2.1). Prevalent jointing around some of the dykes
was observed (Figure 3.6 A), although this was not common. At the field locations where
joints were seen in the host rocks, the majority were parallel or subparallel to the dykes.
Occasionally, joints were found perpendicular to the dyke, but the majority cross-cut the
dykes and were therefore younger.
The alignment of the jointing and the dyking, as well as the presence of en echelon
segments, may be explained if dyking initially filled joints that were not orientated exactly
according to the principal stress directions in the rock. This may have caused the dyke to
jump between joints giving the en echelon segments. However, as jointing is not present
at all of the field locations and the dyke orientation is consistent, it is most likely that the
emplacement of the dykes on Rum was not controlled by previous joint patterns, except
for a few individual instances confined to localised areas. The orientation of the dykes was
instead controlled by the principal stress directions in the host rock.
3.4.3 Dyke Crack Tips
Chilled dyke tips with rounded edges that did not fully penetrate into the fracture (Figures
3.5 A and 3.6 B) were seen in some dykes, particularly the smaller ones. The material
filling the crack tip was a clastic sedimentary deposit that may have resulted from the
passage of fluids through the rock. Presumably magma could not reach fully into the
crack tip because its viscosity was too great. This is more likely to occur with smaller
dykes because although the viscosity is initially the same, the crack size is much smaller,
with a smaller angle separating the dyke walls. Thus the magma will find it much harder to
get into the ends of a smaller fracture opening. Moreover, viscosity is strongly temperature
dependent and smaller dykes will cool more quickly.
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Figure 3.5: Examples of dykes observed on Rum. A) Plan-view of dyke with two crack tips
showing pronounced chilled margins. One crack tip (bottom-left) shows infilling with sedi-
ment. There is overlap between the two dyke segments, with one segment (bottom-middle)
showing an apparent skew. B) Secondary jointing with dyke orientation unaffected. C)
Jointing affecting the orientation of the dyke, showing the joint controlled nature of the
dykes intruded at Location 8. Here this dyke kinks through 90o three times, following the
path of the joint sets in the host rock. The joints in the host rock can be divided into two
perpendicular orientations.
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Figure 3.6: A) Significant jointing of the host rock influencing the injection direction and
emplacement of the dyke. B) En echelon segmented dyke with two clearly visible crack
tips. Chilled margins and sedimentary infilling material in the fracture tip are indicated.
35
3 Field Investigation of Dyke Emplacement Mechanics: A Case Study on
the Isle of Rum
3.4.4 Dyke Segmentation
Some of the dykes were individual dykes (9 in total) (Figure 3.7 A) whilst others were
segments of a larger dyke (56 in total) (Figures 3.6 B and 3.7 B). The en echelon segments
are likely to have been created by a change in the principal stress orientation between the
source region and the point of solidification of the dyke (Figure 3.8). Stress orientations
may also be particularly important in determining the resultant shape of the solidified
dyke.
Some of the dyke segments were individually asymmetrical in opposite directions. This
is inconsistent with an externally imposed stress gradient, where all of the the dyke fingers
would be asymmetrical in the same direction. Fingers form close to the tip of the dyke and
as they form, they each have the same driving pressure. However, the normal pressure
acting externally on the finger will be affected by the presence of other fingers nearby
(Figure 3.9). As one finger is intruding the host rock, a second finger will feel the presence
of the first finger and vice versa. This, in effect, increases the normal stress on each
of the dyke fingers where it overlaps another, providing an explanation for the opposite
asymmetry in the dyke fingers. The thinner parts of the dyke fingers overlap (Figure 3.9).
3.4.5 Dyke Thickness
The dykes have a thickness-to-length ratio between 1:11 and 1:449, averaging 1:56. The
measured thicknesses range between 0.007 and 0.62 m with an average maximum thickness
of 0.082 m. For most dykes the thickness measurements are accurate to about 2 mm. The
largest dykes have thicknesses that are accurate to 5 mm. Graphs of dyke thickness as a
function of dyke length for all dykes are included in Appendix A. A visual analysis of the
dyke shapes yields 5 characteristically different types (Figure 3.10, Table 3.2). These are
as follows:
• Elliptical Symmetrical (ES). Broadly elliptical dykes, usually with the maximum
thickness of the dyke at its lengthways centre point. Occasionally this maximum
thickness is seen to be marginally offset from the centre (e.g. Location 5 Dyke 3).
• Teardrop-shaped Asymmetrical (TA). Asymmetrical dykes with the maximum
thickness of the dyke to one side of the central point along the length of the dyke.
These dykes are broadly curved like the elliptical symmetrical shaped dykes and are
the most prevalent shape observed.
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Figure 3.7: Dyke tips of segmented and non-segmented dykes on Rum. A) Tip of a dyke
with no neighbouring dykes or dyke segments. B) Overlapping dyke tips of two segmented
dykes (Location 5). The dyke tips are separated by approximately 10 cm.
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Figure 3.8: The effect of a changing stress regime in the host rock on the propagation
of a dyke. Many of the dykes seen and measured on Rum were en echelon segmented as
a result of two different stress directions acting on the host rock (adapted from Rubin,
1995).
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Figure 3.9: The alternating asymmetry seen in individual segments of a fingered dyke. Pm
is the magma pressure and σh is the stress of the host rock acting on the dyke intrusion.
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• Flat-Topped Symmetrical (FS). Broadly symmetrical dykes, but without a uni-
formly curved profile. These dykes display a flat or slightly concave top and very
sharply narrow at either end down to the crack tip. This suggests that the driving
pressure was not always uniform, and instead the central portion of the dyke rep-
resents a fluctuating driving pressure during or after the emplacement of the dyke
(e.g. Location 2 Dyke 3, Location 5 Dyke 4 and Location 9 Dyke 2).
• Flat-Topped Asymmetrical (FA). Asymmetrical dykes with flat central por-
tions. The maximum thicknesses are skewed to one side. An asymmetrical dyke
profile suggests that there has been a regional stress gradient present across the
dyke emplacement region (e.g. Location 10 Dyke 1 and Location 5 Dyke 5).
• Branching or Complex Shaped (B and C). The branching or complex category
of dykes comprises those which were deemed to be unusual or have experienced
inelastic effects. A number of the dykes showed strong evidence of having been
influenced by the joint network in the rock. In particular, some of the dykes had
branched into more than one magma-filled fracture (branching). Some unusual dyke
shapes were also seen; these were termed complex shaped. At Location 12 Dyke
1 clear evidence of reinflation after the sides of the dyke had cooled, can be seen.
(Other field examples: Location 8 Dyke 1, Location 9 Dyke 1 and Location 12 Dykes
1 and 2).
Dyke Shape ES TA FS FA B and C Total
Number of Dykes 10 23 12 10 10 65
Table 3.2: The numbers of different dyke shapes recorded.
Flat-topped Symmetrical (FS)Elliptical Symmetrical (ES)
Teardrop-shaped Asymmetrical (TA) Flat-topped Asymmetrical (FA)
Branching (B) Complex-shaped (C)
Figure 3.10: The main intrusion shapes seen.
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Dykes are traditionally modelled as linear elastic fractures. From the qualitative de-
scription of the dykes, the linear elastic model seems not to explain all of the data. Using
Equation (2.2), ω =∆PeM l, the expected dyke thickness can be calculated. Differences be-
tween theory and field observations are assessed by comparing expected thicknesses with
measured thickness-to-length ratios. Inelastic deformation of the host rock during dyke
injection may affect dyke thickness, via processes such as viscous deformation (Sleep, 1988)
and thermal erosion (Huppert and Sparks, 1985; Bruce and Huppert, 1989). Evidence for
inelastic deformation was seen at a few locations; some intrusions incorporated parts of
the brecciated host rock into the dyke (Figure 3.5 C). Whilst evidently important, these
inelastic deformation features are neither quantifiable nor prevalent and therefore they are
not considered further.
The maximum dyke thickness ranged between 0.4 and 60 cm (modal value ∼10 cm)
(Figure 3.11). When the thickness is averaged along the dyke length, the result is always
<25 cm. If the dykes were truly elliptically shaped, the ratio of the average thickness
to the maximum thickness would be pi/4, independent of the eccentricity of the ellipse
(Figure 3.12 A). A kite-shaped dyke profile would have an average-to-maximum thickness
ratio of 0.5. The more rectangular the dyke, the closer this ratio would be to 1. The
average dyke thickness, when plotted against the maximum dyke thickness (Figure 3.12
B), shows an almost linear trend with some scatter. The gradient of the best-fit line is
0.625 indicating either that the dykes are not very elliptical and are closer to kite-shaped,
or that the maximum thickness is larger than it would be expected to be for a given dyke
length. Plotting the maximum length of each dyke against its maximum thickness shows
that the dykes have a much larger thickness to length ratio than commonly assumed and
are much fatter than expected (Figure 3.13).
3.4.6 Calculating the Overpressure from the Dyke Thickness
The assumed 1:1000 thickness-to-length ratio originates in linear elastic fracture mechanics
theory discussed in Chapter 2. Referring back to Equation (2.2), the thickness-to-length
ratio of a generic dyke can be calculated if the dyke driving pressure (∆P ) and the host
rock elastic stiffness (M) are known. The elastic stiffness is usually estimated at 20 GPa
for crustal rocks and a standard driving pressure is 20 MPa. This gives the assumed
thickness-to-length ratio of 1:1000.
Also using Equation (2.2) (Rubin, 1995), the driving pressure (∆P ) can be calculated,
provided the values of the dyke half−thickness (ω), dyke length (l) and host rock elastic
stiffness (M) are known. The shear modulus and Poisson’s ratio of the host rocks are
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Figure 3.11: The maximum and average dyke thicknesses.
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Figure 3.12: A) Theoretical dyke shapes and calculated average to maximum thickness
ratios. B) Scatter plot of average dyke thickness against maximum dyke thickness. The
line represents a linear least squares fit to the data.
estimated (Brady and Brown, 1985; Christensen et al., 1980; Dobson and Nakagawa, 2005;
Domenico, 1983; Hustrulid and Bullock, 2001; Khazanehdari and Sothcott, 2003; Yassaghi
and Salari-Rad, 2005) and these estimates are used to calculate the likely driving pressure
needed to emplace each of the dykes. The range of calculated driving pressures (Equation
2.2) is included in Table 3.3 (elastic properties and individual driving pressures: Table A.3,
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Figure 3.13: Maximum dyke length against maximum dyke thickness. The gradient of the
plotted lines is proportional to the overpressure driving the dyke injection. The thickness-
to-length ratio of 1:1000, which is characteristic for dykes, is indicated, along with lines
of constant thickness-to-length ratio for 1:10 (grey small dashes), and 1:100 (grey large
dashes). The majority of the data points fall above the 1:1000 line, suggestive of higher
overpressures.
Appendix A). The calculated overpressures are much larger than expected, in agreement
with dyke thickness-to-length ratios being at least an order of magnitude larger than
expected. The majority of aspect ratios calculated for the dykes on Rum are in the range
1:10 to 1:100, rather than the 1:1000 value usually expected (Figure 3.13).
∆P Maximum (MPa) Minimum (MPa) Average (MPa)
All Dykes 904 22 314
Absolute Error in ∆P 0.015 0.001 —
Table 3.3: The range of driving pressures calculated for the dyke dataset using Equation
(2.2) in Chapter 2. The range of the percentage errors of the ∆P values is 0.24% to 51.79%
with the average percentage error of the calculated ∆P values equal to 6.43 %.
3.4.7 Stress Intensity Factor at the Dyke Tips
The stress intensity factor (K) is a measure of the amount of stress required at the dyke
tip to allow the propagation of a dyke. The fracture toughness (Kc) is the critical stress
intensity factor; it describes the ability of the rock to resist fracture and predicts the crit-
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ical stress state where the material is on the point of failure. According to linear elastic
fracture mechanics, the intrusion of magma into a rock requires the concentration of stress
at the intrusion tip to exceed the fracture toughness (Kc) of that rock (Pollard, 1987).
Within a local area characterised by a singe rock type, the fracture toughness should be
constant. By extension, the stress intensity factor of the tip of a dyke propagating through
these rocks should be approximately constant. As outlined in Chapter 2, fracture tough-
ness may be ignored when a dyke is large in size (Lister and Kerr, 1991) or has propagated
over a large distance (Meriaux and Jaupart, 1998). However, the dykes measured on Rum
are small and the distance of propagation is unknown. In addition, laboratory analogue
experiments (Menand and Tait, 2002) suggest that the fracture pressure controls the dyke
dynamics at short times after fracture initiation, and at long times, the propagation is
controlled by the balance between buoyancy and fracture pressure. If it is assumed that
the driving pressure is entirely opposed by the fracture toughness, the stress intensity
factor can be estimated using
∆Pf =
K
l
1
2
, (3.1)
where ∆Pf is the pressure required to fracture the host rock and l is the dyke length.
Rocks with higher fracture toughness require higher magma overpressure for dykes to
propagate and induce greater blunting of dykes at their tip. Laboratory measurements
of rock fracture toughness give values of the order of 1-10 MPa m
1
2 . Thus kilometre-long
dykes would be expected to propagate with overpressures of the order of 1 MPa. Larger
dykes would require even lower overpressures.
Assuming that the elastic pressure of the host rock and the viscous pressure drop
can be neglected, the K values calculated (Equation 3.1) for the dykes on Rum are in
the range of 71.8 to 1438.5 MPa m
1
2 (individual values are given in Appendix A). The
majority of the stress intensity factor values fall near the average (379.4 MPa m
1
2 ). The
stress intensity (K) values should be broadly similar for all dykes at one location, as the
rock types is constant. There is some variability in the K values per location that may
be linked to the scatter in the observations seen already in Figure 3.13. The four most
significant outliers are from Location 12, Dyke 1 and Location 14, Dykes 1, 6 and 7. The
dykes at Locations 12-1 and 14-1 both display complex profile shapes which might explain
why their K values are anomalous. It is more difficult to explain why Location 14, Dykes 6
and 7 have anomalous values. For Dyke 14-6, there are few data points and much variation
in thickness along the length. For Dyke 14-7, there appears to be no explanation for the
high value.
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The estimated values of rock fracture toughnesses on Rum are of the order 10-104
MPa m
1
2 . This is much higher than laboratory measured values (see, e.g. Schmidt and
Huddle, 1977) but similar to other field-based fracture toughness estimates (Delaney and
Pollard, 1981; Delaney et al., 1986; Reches and Fink, 1988; Gudmundsson, 2009). Such
high calculated K values can be explained by large confining pressures at the time of dyke
intrusions or extensive inelastic deformation ahead of and around the dyke tip (Delaney
et al., 1986; Rubin, 1993; Fialko and Rubin, 1997). The former explanation would ne-
cessitate depths of intrusion greater than that estimated for the dykes, whilst the latter
explanation is plausible but requires extensive inelastic deformation. The calculation of
K is a crude measure based on the overpressure calculated from the length and thickness
of the dyke. It has been assumed that there are no other dykes in the vicinity which is
known not to be the case. It is also assumed that there are no stress gradients in the host
rock; the asymmetry of many dykes suggests that stress gradients have been present.
3.5 Comparison of Dyke Thickness with an Elastic Model
The shape of a preserved solidified dyke can be used to calculate the pressure in the crack
at the time of solidification, assuming that the shape reflects a simple elastic deformation
control with fixed overpressure. Previous studies of dyke shape have involved the mea-
surement of dyke thicknesses in the field and the observed dyke cross-sectional profiles
have been compared with elastic models in order to estimate the driving pressures and
stress gradients at the time of emplacement (Pollard and Muller, 1976; Delaney and Pol-
lard, 1981; Rubin and Pollard, 1987; Poland et al., 2008; Geshi et al., 2010; Kavanagh and
Sparks, 2011). Others have used theoretical numerical models to interpret the evolution
of dyke thickness. Buck et al. (2006) found that the stopping pressure of a dyke is pro-
portional to its thickness. They also found that the propagation distance is dependent
on the initial distribution of tectonic stress. Dyke intrusions affect the tectonic stress dis-
tribution, affecting the propagation of subsequent dykes. Dyke arrest is dependent on a
number of factors including the size of the process zone, a region of highly fractured host
rock formed ahead of the propagating intrusion (see, e.g. White et al., 2011), in addition
to the fracture toughness of both the host-rock itself and the interfaces between rock units
(Gudmundsson, 2011). As a consequence, two dykes with the same overpressure could
have quite different thicknesses depending on the host rock properties.
Elasticity theory (e.g. Timoshenko and Goodier, 1970; Landau and Lifshitz, 1986) de-
scribes the two-dimensional shape of a fluid-filled fracture subjected to a stress field in a
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homogeneous and isotropic material (Sneddon, 1946; Pollard and Muller, 1976). Pollard
and Muller (1976) use elasticity theory to predict the resultant shape of a fracture sub-
jected to uniform pressures and compare this with field observations made on a dyke and
a sill. They find the cross-sectional profiles of both intrusions to be asymmetrical and
attribute this to gradients in regional stress and magma pressure. They also suggest that
the amount of asymmetry will be controlled by the length of the fracture, the average
magma driving pressure and the effective stress gradient.
The majority of the Rum dykes are asymmetrical (Table 3.2, Figure 3.14). It is as-
sumed that the cross-sectional profile of the dykes at each field location is approximately
horizontal. A symmetrical dyke should have its maximum thickness at the lengthways
centre point. There is a large spread in the amount of asymmetry from dyke to dyke, and
there are no detectable trends between the amount of asymmetry and the size of the dyke
(Figure 3.14).
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Figure 3.14: The normalised position of maximum dyke thickness against the maximum
dyke thickness. The lengthways dyke centre is at 0.5 on the x-axis. Points further away
from the 0.5 normalised position correspond to dykes with a greater asymmetry.
The dykes are analysed mathematically to assess whether an elastic model will give a
good fit to the data. The analysis used has been developed by Pollard and Muller (1976)
and is based upon initial work by Weertman (1971) to evaluate the opening observed on a
theoretical slit. The slit is subjected to both a uniform and a gradient in internal pressure
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and regional stresses. The displacement due to uniform pressures and stress is
ωy =
l sin θ
2G
[
(P0 − σ0yy)(1− ν)
]
=
l sin θ
2G
[(∆P )(1− ν)] ≡ A sin θ , (3.2)
where ωy is the measured half thickness of the dyke along its length, l is the measured
length of the dyke, sin θ is the position along the slit from the crack centre, G is the elastic
shear modulus, ∆P = Po − σ0yy is the overpressure, ν is the Poisson’s ratio of the host
material and A is a constant. The value of σyy is taken as positive. The displacement due
to linear gradients in the pressure and regional stress is
ωy =
l2 sin 2θ
16G
[(∇P −∇σyy)(1− ν)] ≡ B sin 2θ (3.3)
where ∇P −∇σyy is the difference between the magma pressure gradient and the gradient
in regional stress, and B is a constant (Pollard and Muller, 1976) (Figure 3.15).
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Figure 3.15: Schematic diagram of the method of calculation of the deformed edge position
of a crack subjected to a uniform, and a gradient in, internal pressure and regional stress
(adapted from Kavanagh, 2010).
To find the overpressure and the regional stress gradient, constants A and B were
calculated. A least-squares minimisation was used with 100 iterations of values of A and
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B. For each of the values of A and B in the range, a model fit was obtained. The misfit
between the model and the data for each of the 10000 permutations of A and B was
calculated, and best parameter values that minimized the least-squares misfit between the
model and the observations were selected. The model fit in each case was obtained using
the following equation for the thickness between two points on the deformed boundary
that were initially adjacent before the deformation of the slit occurred (Pollard and Muller,
1976). This is akin to Equation (15) in Weertman (1971) which is also derived from the
same starting point:
2ω ' 2|
[
1− 4
(x
l
)2] 12 [
A+ 4B
(x
l
)]
| |x
l
| ≤ 1
2
(3.4)
Here x is the position along the dyke length. For each of the dykes, the values calculated
for A range between 0.003 and 0.179 (averaging 0.033), and for B range between 0 and
0.062 (averaging 0.005) (individual values: Table A.3, Appendix A; graphs of the model
fit: Figure 3.16 and Figures A.3 to A.8, Appendix A.).
Overpressures and linear stress gradients are estimated from the best-fit models. The
estimated values of overpressure and linear stress gradient are then used as a reference for
comparison with the field data. These equations have been used to generate a model to fit
the shape of an observed solidified magma-filled crack. By interpreting the static shape,
the assumption is made that the magma-filled crack had reached a static equilibrium and
that, during solidification, flow effects can be neglected.
The modelled positions are where the edge of the crack is expected to be for any given
point along its length and represents the amount of opening of the dyke along the fracture
outwards, perpendicular to the fracture. The modelled positions are plotted against the
normalised dyke length for all of the dykes and are compared with the measured normalised
dyke lengths and thicknesses. If there is more opening of the dyke at one end of the fracture
than the other, that dyke will be asymmetrical. A few of the dyke profiles are symmetrical,
whilst the majority are asymmetrical. Location 2 is the only location where there were no
asymmetrical dykes. The symmetrical and asymmetrical dykes are well fit by the model,
but the flat-topped dykes and those which are a complex shaped or branching, are poorly
fit by the model (Figure 3.16).
Using estimated values of the elastic properties of the host rock types found on Rum,
and the calculated values of A and B, the average magma driving pressure and effective
regional stress gradient can be calculated[(
P0 − σ0yy
)
(1− ν)]
2G
=
A
l
(3.5)
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Figure 3.16: The best-fit models for the data points for an example dyke of each different
profile shape. The complex-shaped dyke is extremely poorly fit by the model; here the
shape is likely the result of two stages of magma injection into the dyke and it is therefore
unreasonable that the model should fit this data.
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[(∇P −∇σyy)]
16G
=
B
l
(3.6)
(Pollard and Muller, 1976). The overpressures calculated using Equations (2.2) and (2.3)
are based on the maximum thickness measurement of the dyke and do not allow for any
asymmetry in the dyke profile. The overpressures (Po − σ0yy) calculated using Equation
(3.5), for dykes which have a ∇P − ∇σyy value of zero, should compare well with the
overpressures calculated from Equations (2.2) and (2.3). With some exceptions, each
of the values calculated using Equations (2.2) and (2.3) are approximately half those
calculated using Equation (3.5) (Table 3.4) (individual values: Table A.3, Appendix A).
Maximum Minimum Average
∆P (MPa) 904 21 314
A (m) 0.3572 0.0058 0.0640
B (m) 0.1178 0 0.0100
∇P −∇σyy (MPa m−1) 3019 0 622
Po − σ0yy (MPa) 1990 37 547
Table 3.4: ∆P (Equations (2.2) and (2.3)) compared with the range of A and B values and
the corresponding overpressures and regional stress gradients (Equations (3.5) and (3.6)).
Branching Dykes
The analysis of branching dykes is more complex than other dyke shapes because the
methods of analysis may not be applicable or the analysis may be misleading. Dykes
which are branching (Dyke 6-1, Dyke 9-1, Dykes 12-1, 12-2, 12-4 and Dykes 14-3, 14-4
and 14-5), strongly influenced by jointing (Dyke 3-1 and Dyke 8-2), or kinked such that
they change their strike by a large amount, are not well fit by the model. To predict the
resultant shape of a dyke, the Pollard and Muller (1976) model requires that the dyke is
intruding a host rock which is homogenous and unfractured, or where there are no previous
weaknesses. Due to the larger errors surrounding the measurement of dyke thicknesses
where the dyke branches, dykes classified as branching will not be included in further
analysis.
The reason for the larger errors is associated with the measurement difficulties. The
initial consideration is whether the main part of the branched dyke should be treated
separately from, or together with, the branch. If all a dyke’s branches are treated together
as one intruded body, then it may appear stubbier with smaller thickness-to-length ratio,
than if treated as separate dykes. If branched dykes are treated as separate dykes, the
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point at which the dykes should be separated must be decided. This presents difficulties for
the measurement and subsequent analysis of the thickness with length where the branch
is attached to the main dyke, as it does not taper to a crack tip. Also, the branches
are often oriented approximately perpendicular to the main dyke where they join, whilst
further away they are oriented parallel to it. This can give the appearance of wider bulges
in the dyke. This is especially likely if the dyke follows a pre-existing joint set that has
sharp changes in orientation. At some outcrops where the dykes are branching, there is a
clear indication of the influence of a joint set on the orientation of the dyke. In instances
such as these, it would be more meaningful to have the thickness measured perpendicular
to the average strike of the dyke. Any calculated estimates of overpressure and regional
stress made from dykes intruding previous joint sets will be unreliable.
3.5.1 Analysis of the Elastic Model Fit
To assess whether the A and B values are appropriate for the Rum dataset, a χ2 value
has been calculated. This statistical procedure measures the difference between the data
points and the best-fit curve, with a lower value indicating a better fit of the model to the
data,
χ2 = Σ
(2ωi − Yi)2
σ2
, (3.7)
where 2ωi is the thickness of the dyke at each point along its length, Yi is the modelled
opening at each point along the dyke’s length and σ2 is the variance of the dataset. Each
value along the length of the dyke is divided by the error associated with the whole dataset,
and therefore it is assumed that the error on each of the data points is the same. The
variance is calculated according to
σ2 =
1
N
Σ(ωi − W¯o)2 (3.8)
where N is the number of points in the dataset and W¯o is the mean dyke opening. σ is the
standard deviation of the dataset. Low values indicate a better fit to the data (Table 3.5)
(individual values: Table A.3, Appendix A). The R2 value can also be used to compare
the fit of the model to the data (Table 3.5), with values in the range 0 to 1; values closer
to 1 indicate a better fit to the data. The measured dyke thicknesses were plotted against
the estimated dyke thicknesses (from: Pollard and Muller, 1976) and a linear fit to the
data was made. If the measured data were perfectly fit by the model, the points would
plot on a straight line through the origin. Values of R2 have been calculated to allow
easier comparison of the measured dykes on Rum with other dyke datasets (e.g. Daniels
et al., 2012), and to make the analysis of the model fit more consistent with other work.
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All Dykes Maximum Minimum Average
Misfit ( χ2) 11282 2 487
R2 0.9978 0.2548 0.9003
Table 3.5: Range of misfit values between the model and the data.
Visually, the model fits the centre of the dyke profiles well, but often the edges of the
dyke profiles are not well fit (Figure 3.17). The measure of the difference between the
model and the data (ω∗) is the modelled thickness (ωm) minus the actual thickness (ωd),
divided by the modelled thickness. A dyke which was perfectly fit by the model would plot
horizontally along the ω∗=0 line (Figure 3.17). Positive values on the ω∗-axis represent
real dyke thicknesses that are smaller than the modelled thickness, whilst negative values
on the ω∗-axis represent real dyke thicknesses that are larger than the modelled thickness.
The edges of the dykes are thicker than they are modelled to be and the central portions
of the dykes are thinner. Thicker edges and thinner centres are almost ubiquitous across
the dataset (Figure 3.18).
3.5.2 Segmented Dykes
Each of the dykes measured on Rum has been fit to the elastic model as an individual dyke.
However, some of the dykes are segments of larger dykes, and many of the dyke segments
do not fit the elastic model well. Previous workers have either treated segmented dykes
as individual intrusions or have modelled the segments together as one intrusion (e.g.
Pollard and Muller, 1976; Delaney and Pollard, 1981; Baer, 1991; Poland et al., 2008).
Dyke segmentation commonly occurs in response to stress field rotation or propagation
at an angle to the principal stress directions, giving a series of en echelon dyke fingers, or
segments, with systematic step-overs between segments owing to tangential stress on the
dyke walls (Pollard, 1987). Some of these features have been observed on Rum and have
previously been described in the results section.
Segmentation may also reflect dyke propagation through heterogeneous geological me-
dia with local deviations of the stress field. Most of the Rum dykes are best interpreted
with the second explanation as the step direction of the segments is non-systematic. Seg-
mentation implies a more complicated local stress regime than a static elastic theory based
on a fluid-filled crack and these complications are not easily quantified. Indeed, the cor-
rect mathematical treatment of this complex problem requires knowledge of the principal
directions, principal stresses and magma overpressure distribution along the fluid-filled
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Figure 3.17: The relationship between the modelled and the real thicknesses. L∗ is the
normalised dyke length. Dyke tips lie at L∗ = ±0.5 and L∗ = 0 represents the centre of the
dykes. The ω∗-axis is a measure of the difference between the dyke thicknesses calculated
by the model and the measured thicknesses. Additional data points are also located at
(-0.48, -68.71), (-0.50, -14.72), (-0.47, -10.38), (-0.48, -8.11), (-0.36, -6.73), (-0.41, 2.14),
(-0.45, 2.95), (-0.41, 7.81) but have been omitted for clarity.
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Figure 3.18: The modelled and the real thicknesses for dykes with different goodnesses
of fit. The edges of the dykes deviate further from the ω∗ = 0 line indicating a greater
discrepancy between model and data. Values of ω∗ are negative for the dyke edges, showing
thicker edged dykes than predicted by the model. Regardless of goodness of fit, the trend
for thicker edges and thinner centres can be seen.
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crack; a priori estimates based solely on dyke orientations can lead to significant errors in
the principal stress values (Meriaux and Lister, 2002), and thus the quantification of dyke
segmentation.
Difficulties arise in treating a dyke with several segments as a single dyke. Whilst in
some cases this can provide a better fit to the thickness data (e.g. Delaney and Pollard,
1981; Poland et al., 2008), especially if the thickness close to the dyke tips is not measured.
The quality of the fit inherently depends on the amount and position of the data along
each segment. Here, the dyke thickness measurements have a high frequency, including
measurements made at the segment tips. As the thickness decreases to zero at the tips,
a single opening curve cannot properly fit a set of segments. In addition, the true lateral
extent of a segmented dyke is rarely known for certain. Yet, this information is crucial
as it constrains the overpressure estimate: all else being equal, a larger dyke length will
provide a lower overpressure estimate to explain the observed dyke thickness.
A simplified static analysis where a segmented dyke is represented by a series of collinear,
identical and equally spaced segments with the same overpressure ∆P allows the opening
ωs of the segments along their length 2a to be calculated analytically as a function of their
overpressure, length and spacing (Tada and Irwin, 2000; Gudmundsson, 2011) as
ωs =
2∆P (1− ν)
piG
a(1 + s){
ln[cos(
pix
2(1 + s)
) +
√
cos2
pix
2(1 + s)
− cos2 pi
2(1 + s)
]− ln[cos( pi
2(1 + s)
)]
}
(3.9)
where ν is the host-rock Poisson’s ratio, G is its shear modulus, and the tip-to-tip distance
d between adjacent dyke segments is normalised to the segment length s = d/2a. Figure
3.19 shows how much the opening of multiple segments differs from the opening of a single
segment with the same overpressure. Figure 3.19 A shows the relative position of the
segments. Figure 3.19 B shows that closer dyke segments have greater openings, but even
for dyke segments separated by 1/1000 of their length, this opening is increased only by a
factor of less than five. The segment openings are proportional to their overpressure, and
consequently this simplified analysis suggests that, by considering each segment separately,
the overpressure is overestimated by a factor of about five. In a more robust analysis, the
relative positions of observed segments would be considered, as the segments observed on
Rum are rarely separated by the same amount or offset in the same direction. This would,
however, require a numerical treatment. On the other hand, the contribution of segments
with larger spacing would be lower and could offset some of the closest segments.
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Figure 3.19: A) The relative position of two dyke segments; their length and separation
are indicated. B) The amount of opening of multiple segments compared against that of
a single segment. This analysis gives symmetrical profiles; only half of these profiles is
represented here (L∗≥ 0) (adapted from Daniels et al., 2012).
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This analysis has been compared with the dykes at each location. Some of the locations
had only one measured dyke, either because there was only one dyke in the vicinity, or be-
cause other segments were not measurable. The dykes at some of the locations are thought
to be complete exposures of all of the segments whereas at other locations, the complete
extent of the dyke is not certain. None of the segmented dykes were truly collinear, the
segments always showed some separation (as measured normal to one segment) and the
majority of the dyke segments overlapped. With every set of segmented dykes, both sep-
aration and overlap distances varied significantly from one pair of segments to another.
Therefore for this analysis, a range of tip-to-tip spacings between the segments has been
used, with values between 0.0001 m and 1 m. Equation (3.9) has been iterated through
1000 permutations of ∆P to estimate the best overpressure value that minimizes the least-
squares misfit between Equation (3.9) and the measured opening for each segment. The
calculated overpressure estimates range between 9 MPa and 3082 MPa (individual values:
Table A.4, Appendix A).
The dykes at Location 5 are thought to be a completely exposed segmented dyke. The
best overpressure estimates for the six en echelon dykes at this location range from 73
MPa to 1906 MPa. One of the estimates is an order of magnitude higher than the other
five estimates of ∆P; as adjacent segments belonging to the same dyke should have similar
overpressures, this highest value is neglected, giving an average overpressure estimate
of 135 MPa for the dykes at Location 5. The best-fit profiles for both single-dyke and
segmented-dyke analyses for the segments at Location 5 are compared (Figure 3.20). Both
analyses fail to explain the thick edges displayed by the segments (Figure 3.20 A, B).
Additionally, the segment analysis only deals with constant stress and so cannot improve
understanding of regional stress gradients nor explain the asymmetrical, teardrop shape
displayed by most segments (Figure 3.20 C).
Locations 3, 4, 6, 7 and 11 all have only one dyke. The measurements from these
locations have been compared with the segmented analysis of Tada and Irwin (2000) and
Gudmundsson (2011), giving overpressure estimates for these 5 locations ranging between
128 MPa and 2616 MPa. The overpressure estimate for Location 3 is more than an order
of magnitude larger than the other estimates; the host rock at Location 3 has been jointed
potentially influencing the dyke. The segmented analysis fails to match the data from
Location 7 where the dyke shape is strongly asymmetrical (Figure 3.21). In Location 3,
the two model fits are the same, and in Location 4, the segmented analysis gives a better
fit to the data than the individual dyke analysis (Pollard and Muller, 1976) (Figure 3.21).
Although the majority of the values calculated using the segmented analysis are lower
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Figure 3.20: Comparison of the two analysis methods at Location 5. The blue line is the
method of Pollard and Muller (1976) for individual dykes, the red line is the segmented
analysis. A) Location 5, Dyke 2, B) Location 5, Dyke 4 and C) Location 5, Dyke 1.
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Figure 3.21: A) Location 3, B) Location 4 and C) Location 7 showing the fit of the
segmented and individual dyke models. In Location 3 (A), the fit of both models is the
same, at Location 4 (B) the fit of the segmented model is better (red line), whilst at
Location 7 (C), the fit of the individual dyke model is better (blue line).
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than those estimated with Pollard and Muller (1976) analysis, the best overpressure esti-
mates predicted by the segment analysis are still much higher than values documented in
previous studies (Table 3.6).
Intrusive body Number of Poσ
0
yy ∇P −∇σyy
Observations (MPa) (kPa m−1)
Rum Dykes 2272 37 − 1990 0 − 3 x 106
(Pollard and Muller (1976) analysis)
Rum Dykes 2272 9 − 3082 —
(Segmented analysis)
Miyakejima Volcano >88 7 − 12 —
Summer Coon Volcano 238 4.6 − 148.3 0.003 − 0.133
Swartruggens Kimberlite 1387 4 − 40 15 − 87
Dyke Swarm
Theatre Canyon Sill 44 3.6 − 50 -8.4 − -12
Walsen Dyke 256 0.35 4.8 -0.052 -0.71
Table 3.6: The range of estimated overpressure values calculated for different intrusive
bodies. The values estimated for the Rum dykes are compared with previous estimates
from other locations.
Lastly, several of the Rum segments overlap. Without the assistance of numerical
computation, there is no analytical solution for estimating overpressures, stress gradients
or shape for overlapping segments. Considering a constant overpressure, Pollard et al.
(1982) showed that overlapping segmented dykes would be thicker than a single one.
Therefore by considering each segment as an individual dyke, the overpressure would
be overestimated. This overestimation increases with an increasing number of segments
constituting a whole dyke, but decreases for increasingly overlapping segments and higher
rotation angle between the segment direction and that of the main dyke. Overlapping
segments also tend to cause segment asymmetry as well as pinching or thinning of the
edges. This could provide an explanation for the extremely high stress gradients derived
from the individual analysis as well as some of the pinched segment profiles. On the other
hand, this cannot explain the general shape pattern displayed: all of the dykes appear
thicker at their edges than predicted by both the individual and segmented analyses, and
they would appear even thicker for overlapping, pinching segments. Figure 3.22 shows the
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difference between the modelled thickness using the segmented analysis and the measured
thickness of the dykes and is calculated in the same way as Figure 3.17. Like Figure 3.17,
Figure 3.22 shows that the segmented analysis gives thinner edges and thicker centres than
are observed in the field; a comparison of both graphs is shown in Figure 3.23. In most
cases, for the segmented analysis, there is a better fit to the data in the central portion of
the dyke and a worse fit to the data at the dyke edges (Figure 3.23 B). There is slightly
less scatter overall in the data calculated using the segmented analysis (Figure 3.22 and
3.23 B) than using the individual analysis (Figure 3.23 A). Almost all of the data points
from the segmented analysis lie between ω∗ = ±1, while the individual analysis gives some
much lower values. However, the segmented analysis reveals also some correlation between
ω∗ and L∗, with a greater number of positive ω∗ when L∗ = -0.5 and a greater number
of negative ω∗ when L∗ = 0.5. This may reflect the inability of the segmented analysis to
account for the asymmetry in the dyke profiles.
Considering all these limitations and effects together, it seems the Pollard and Muller
(1976) individual dyke analysis overestimates overpressures by up to a factor of 10, and
is the best analytical method for fitting the measured profiles. Treating each segment as
an individual dyke provides a fairer assessment of the overpressure, stress gradient and
shape.
3.5.3 Dyke Shape
Dyke thickness is determined by the supply rate of magma from below (Lister and Kerr,
1991) and it is reasonable to assume that this supply rate is not always constant throughout
the dyke injection process. If, as dykes pass through a fracture, the thermal effect of
larger dykes is to begin to melt back and erode the wall material (Bruce and Huppert,
1989, 1990), then it follows that the initial dyke injection shape is not the shape that is
ultimately preserved as the solidified dyke. The flat central portions of the dyke cross-
sectional profiles perhaps indicate that the shape of the preserved dyke was not always the
dyke shape. The dykes are all relatively small with thicknesses below the critical fracture
thickness (∼1.3m) (Bruce and Huppert, 1989, 1990), thus it is extremely unlikely that
these dykes will have grown in size since their initiation.
It is possible that they may have become smaller in thickness before solidification. As
the driving pressure wanes at the end of an eruption, the pressure exerted by the wall rock
on the dyke will increase relatively and the force of the dyke holding the walls apart will
reduce. If the dyke is not entirely solid as the eruption wanes, there will be a tendency for
the walls to close. Solidification will first occur at the edges of the dyke, whilst the centre
60
3.5 Comparison of Dyke Thickness with an Elastic Model
-0.5 0 0.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
L*
ω*
Figure 3.22: Comparison of the measured and modelled dyke thicknesses using the seg-
mented analysis. The ω∗-axis is a measure of the difference between the dyke thicknesses
calculated by the segmented analysis and the measured thickness. The segmented analysis
systematically both overestimates and underestimates the thickness of the dyke edges at
the negative (L∗∼ -0.5) and positive (L∗∼ 0.5) dimensionless tips, respectively. This most
likely reflects the inability of this analysis to account for overpressure gradients.
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Figure 3.23: Comparison of the measured and modelled dyke thicknesses using A) the in-
dividual analysis and B) the segmented analysis. The ω∗-axis is a measure of the difference
between the dyke thickness calculated by the model and the measured thickness. Addi-
tional data points on graph A located at (-0.48, -68.71), (-0.50, -14.72), (-0.47, -10.38),
(-0.48, -8.11), (-0.36, -6.73), (-0.41, 2.14), (-0.45, 2.95), (-0.41, 7.81) have been omitted for
clarity.
will solidify last. Thus if a dyke has solidified over a varying range of driving pressures at
different times, then the dyke profile may be shaped accordingly. If it is assumed that the
thickness of the fracture close to its tips is not related to the maximum thickness preserved
in the centre of the dyke, as it is not the original maximum thickness of the dyke during
emplacement, then the initial driving pressure is likely to have been much bigger. The
elastic stresses exerted by the host rock on the fracture must be balanced; to increase the
dilation of a crack, the magma pressure must increase, and conversely the thickness of a
fracture will decrease if the magma pressure reduces (Lister and Kerr, 1991).
3.6 Discussion
The model for the analysis of the cross section of an intrusion devised by Pollard and
Muller (1976) has been tested against a dataset from the Isle of Rum where the lengths
and incremental thicknesses along the lengths of 65 dykes were measured. The assumed
elastic properties of the host rock have been input into the model of Pollard and Muller
(1976) and average magma driving pressures (Po − σyy) and regional stress gradients
(∇P −∇σyy) have been calculated using the observed and measured data.
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There is some variability in the dyke thickness measurements. All of the dykes mea-
sured are less than 60 cm wide at their widest point and the greater proportion have
thicknesses less than 10 cm. The longest dyke measured was 47.59 m long, and a factor
of 10 shorter than would be usually predicted given the commonly assumed thickness-
to-length ratio of 1:1000; all of the dykes are between 10 and 100 times shorter than
expected. The majority of the dykes measured are asymmetrical and the direction of
asymmetry from one en echelon segment of a dyke to the next is not necessarily the same.
This is highlighted by the measurements taken at Location 14 that comprise an en echelon
segmented single dyke.
The dykes that are most closely described by the models are close to symmetrical in
their profile shape. The dykes with more data points are also usually better fit. The dykes
that were difficult to fit to the models were those with pronounced flat central portions,
as the model curves can only fit to either the central part or the edges. The dykes that
were complex shaped or branching were poorly fit by the model.
3.6.1 Overpressures and Stress Gradients
To the first order, almost all of the driving pressures calculated from the data using
the analysis of Pollard and Muller (1976) are too big and the thicknesses are a factor
of 10 thicker than would be expected for the given dyke lengths. The estimates of the
overpressure and the regional stress gradient are only meaningful if the model is an accurate
description of the data. The elastic model of Pollard and Muller (1976) does not fit the
data well for the majority of the dykes. There are two mismatches between the data
and the elastic model. The first mismatch is the calculated values of overpressure and
stress gradient, which are very large. This is evident from the comparison with the values
estimated in previous studies (Table 3.6) (Geshi et al., 2010; Poland et al., 2008; Pollard
and Muller, 1976). The overpressures are extremely large and likely to be unphysical; the
stress gradients calculated are mostly implausible. If the dykes with lengths less than 1 m
are neglected, the range of estimated overpressure values is unchanged (37 − 1990 MPa)
although the average is slightly reduced to 398 MPa. If the dykes with thicknesses less
than 0.05 m are neglected, the estimated values of overpressure are 70 − 1990 MPa and
regional stress gradient are 0 − 1447 MPa. There appears, therefore, to be no dependence
of these results on dyke size. These estimates could be reduced by up to an order of
magnitude if each dyke is considered individually and not as segments from a larger dyke.
Yet the majority of these estimates remain much higher than values reported in previous
studies (Table 3.6).
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Very high values of overpressures and stress gradients cannot be explained using an
elastic model. The values for the elastic shear modulus or the elastic stiffness used in
the calculation could be too large, although to reduce these values sufficiently to give
more reasonable driving pressures would result in their values becoming unrealistic. For
example if an elastic shear modulus value of G =15.42 GPa and a corresponding Poisson’s
ratio value of ν = 0.215 are used to calculate the elastic stiffness M = G/(1− ν), a value
of M = 19.64 GPa is obtained (Rubin, 1995). If this value is then combined with the
dyke length and thickness using a thickness-to-length ratio of 1:100, Equation (2.3) gives
the driving pressure to be ∆P = 196.4 MPa. To reduce this calculated value of driving
pressure by a factor of 10 while retaining the same dyke thickness-to-length ratio, the
elastic stiffness would need to be 1.964 GPa which is improbably small (unless the host
rocks are fractured); keeping ν = 0.215 would give G = 1.542 GPa.
The tensile and compressive strengths of rock are typically of order 10 MPa and 50
MPa respectively, whilst magma overpressures have been estimated at up to 20 MPa
(Stasiuk et al., 1993; Gudmundsson, 1999). For a 20 MPa magma source overpressure
a dyke propagating 1 km from its source would experience a regional stress gradient of
≤20 kPa m−1 (Jaupart and Alle`gre, 1991) and this stress gradient would decrease as the
dyke propagates further from its source. A dyke driven by buoyancy would have a driving
stress gradient of ∆ρg, where ∆ρ is the density difference between the magma and the
host rock and g is the gravitational acceleration. A magma-host density difference of
100 kg m−3 gives a driving stress gradient of only 1 kPa m−1. Stress gradients as high as
those estimated would therefore necessitate magma buoyancies greatly in excess of natural
values governed by density differences between magma and host rock.
The fracture toughness of a rock is important in terms of the dyke opening. Accord-
ing to linear elastic fracture mechanics, the intrusion of magma into a rock requires the
concentration of stress at the intrusion tip to exceed the fracture toughness Kc of that
rock (Pollard, 1987). This is equivalent to having an overpressure greater than ∼ Kc/L 12 ,
where L is the length of the magma-filled crack. Rocks with higher fracture toughness
require higher magma overpressure for the dykes to propagate and induce greater blunting
of the dykes at their tip. Laboratory measurements of fracture toughness give values on
the order of 1−10 MPa m 12 . Laboratory estimates of fracture toughness may actually be
underestimates and vary depending on the size of the sample measured (Aliha et al., 2010;
Ayatollahi and Akbardoost, 2012). Thus kilometre-long dykes would be expected to prop-
agate with overpressures of 1 MPa. Larger dykes would require even lower overpressures.
Conversely, the estimated overpressures would suggest a rock fracture toughness of the
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order of 10−104 MPa m 12 . These are much higher values than measured in the labora-
tory (e.g. Schmidt and Huddle, 1977) but similar to other field-based fracture toughness
estimates (Delaney and Pollard, 1981; Delaney et al., 1986; Reches and Fink, 1988; Gud-
mundsson, 2009). Such high values are either explained by large confining pressures at
the time of dyke intrusions or extensive inelastic deformation ahead and around the dyke
tip (Delaney et al., 1986; Rubin, 1993; Fialko and Rubin, 1997). The former explanation
would necessitate depths of intrusion greater than that of the Rum dykes, whilst the latter
explanation is plausible but requires extensive inelastic deformation.
Various non-elastic explanations could be invoked to explain the high estimated over-
pressure and stress gradient values. If the elastic parameter values used in the model
were too large, the overpressures and stress gradients would be overestimated. Dykes
may form through the dilation of pre-existing fractures that are suitably orientated with
regard to principal stress directions (Gudmundsson, 1984; Delaney et al., 1986; Valentine
and Krogh, 2006), reducing the stress required to fracture the host rock. Once a fracture
is re-sealed, the probability of a fracture reinitiating in the same location is greater (the
host rock’s compliance) and the shear modulus of the rock can be reduced by a factor of
2 or 3 (Worthington and Lubbe, 2007; Kavanagh, 2010), effectively making the crust less
rigid. For dykes showing evidence of intruding host rocks with many pre-existing joints,
the compliance may have been significant. The opening of a dyke is linearly proportional
to its overpressure and inversely proportional to the shear modulus of the host rocks (Pol-
lard, 1987). Therefore, accounting for the compliance can only partly explain the large
overpressures estimated; typical changes in elastic properties due to compliance would
only alter the calculated values by about a factor of 3.
Magma extrusion from a greatly pressurised chamber into surrounding rock also pro-
vides an explanation for high calculated overpressures. Magma chamber overpressure
increases during edifice growth until edifice destruction occurs (Pinel and Jaupart, 2000,
2003, 2004). The dykes may represent magma extrusion from a chamber during the stage
where overpressures are high and whilst the edifice is being built. Pinel and Jaupart (2003)
suggest that from the analyses conducted on the phenocryst assemblages found in erupted
samples from Mount St Helens, the magma pressure in the chamber before eruptions fluc-
tuated significantly in the range 160 to 300 MPa. They also postulate that the pressure
changes beneath Mount St Helens were relatively rapid. As a typical stratovolcanic cone
is frequently about 2 km high, the loading on the Earth’s surface will be approximately 50
MPa, significantly affecting the stresses in the rocks beneath the volcanic edifice. Based
on a numerical model of dyke injection and edifice loading, they find that the edifice size
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strongly affects the critical magma overpressure required for eruption and that this critical
overpressure value may be much larger than the tensile strength of the surrounding rocks.
This is a more plausible model for explaining some of the overpressures calculated, as a
volcanic edifice was present at the time of dyking.
Another possible explanation is related to the principal stress directions within the
host rock, in that the host rock may have experienced a shear stress at an angle to the
dyke injection as well as the three principal stress directions. Failure by tension alone
would require a change in volume of the rock whereas failure by shear alone would not; in
numerous instances, the two types of failure are found together (Wilson, 1982). Tension
gashes commonly form in zones immediately next to shear planes and are often en echelon
(Figure 3.24).
2ω 2ω
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Figure 3.24: The formation of tension gashes from the stress field acting on the host rock.
Plastic deformation occurs during their formation such that the strain is non-recoverable.
To open the fractures, the space is created by a change in volume. 2ω is the opening of a
tension gash (adapted from Wilson, 1982).
High overpressures may be partly attributed to shear failure. Assuming a shear com-
ponent is present whilst dyking occurs, there may be a tendency for the dykes to be thicker
than otherwise expected, leading to higher calculated overpressures. Quartz veins are of-
ten found in deformed rocks and are much stubbier in shape than the expected 1:1000
66
3.6 Discussion
thickness-to-length ratio would predict. A shear component could be caused along the
dyke length if intrusion occurs in an orientation divergent from σ1, as would be likely
when intruding pre-existing joints. This is consistent with the offset and overlapping dyke
segment pattern commonly seen, suggesting propagation along non-principal stress direc-
tions. For a dyke opening in a uniformly homogeneous host rock with no deviatoric stresses
acting upon it, and due to the driving pressure of the magma alone, the dyke thickness
can be expected to be much smaller than if there were a shear stress present. The effect
of the shear stress (Figure 3.24) would be to aid the widening of a fracture forming at 45o
to the shear plane, and eventually to kink the fracture such that it was no longer a planar
structure. None of the dykes seen and measured on Rum were kinked in an en echelon
manner.
The dykes give very high calculated stress gradient values, much larger than the values
estimated from previous studies (Table 3.6). Assuming constant elastic properties and lo-
cal horizontal magma pressure, the calculated stress gradients represent mainly horizontal
gradients in crustal stress. Taking the calculated average stress gradient value of 622 MPa
m−1 for the Rum dykes, the crustal stress normal to the dyke would change by 622 GPa
over a 1 km region, an implausibly large horizontal value in the upper crust. This stress
gradient would require a surface topography change of about 25 km, which is impossible.
Even with very strong lateral stress gradients, these values are extremely large.
A lateral variation in host rock properties has also been invoked in order to explain
stress gradient values (Pollard and Muller, 1976; Kavanagh and Sparks, 2011) as well as
variations in dyke thickness (Baer, 1991; Geshi et al., 2010). This is unlikely to be the
cause of the high stress gradients estimated, as the dykes intruded within one rock unit;
variations in burial depth along their strike would also be too small to have a significant
effect. Heterogeneities in the sandstone layers may add to the variations in dyke thickness.
However, the majority have a small enough scale that even the properties of the single rock
unit are unlikely to have changed significantly. Variable host rock properties are therefore
unlikely to have been the cause of the thickness variations or the stress gradient values
measured.
The cause of the dyke asymmetry is most likely due to host rock inelasticity, small
scale lateral host rock property variations, and most importantly, the interference of dyke
edges and overlapping segments. Successive emplacement of neighbouring dykes and dyke
segments will alter the stress distribution in the host rock (Rubin and Pollard, 1987).
Overlapping segments with solidified magma pinning the dyke edges in position is another
likely cause of the asymmetry seen.
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3.6.2 Dyke Shape
Changing the elastic parameters in the model does not improve the overall fit because of the
mismatch between the predicted and observed dyke shape. The modelled dyke thickness
is overestimated at the centre and mostly underestimated at the edges (Figure 3.17).
Most of the dykes measured had a flatter central section than predicted. The thickness
of an active dyke is determined by the overpressure which usually declines with time as
the chamber pressure decreases, manifest by a waning flow rate in many lava eruptions
(Stasiuk et al., 1993) although the thickness can also be determined by the dyke length for
a fixed overpressure. If a dyke erupts, this dyke and the whole, not-yet-solidified, intrusive
system will experience a reduction in overpressure. However, the majority of dykes are not
thought to erupt (Gudmundsson, 1984; Gudmundsson et al., 1999). Arrested dykes can
still, however, experience a reduction in overpressure during intrusion. At neither of the
studied field locations was it possible to find unequivocal evidence of the magma transport
direction; these dykes may therefore have propagated vertically or laterally. For a constant
magma volume, provided that the crack is not buoyancy driven, the overpressure in an
intruding crack will decrease as the length of the crack increases (Mcleod and Tait, 1999).
Moreover, however the intrusion is driven, its overpressure will decrease because of the
viscous pressure drop it will experience during propagation (Lister and Kerr, 1991). Direct
evidence that the dykes from either location connected to their palaeosurface was not seen,
and therefore indirect evidence must be relied upon to assess whether or not these dykes
were feeders. At tens of metres depth a dyke with a maximum thickness greater than 1
m has the potential to act as a feeder dyke (Geshi et al., 2010). As the mean thickness
of the dykes measured is less than 1 m, it is assumed that the analysis carried out in this
chapter can only be applied to dykes fulfilling this criterion.
However, the lengths and thicknesses of the dykes measured on Rum, have been com-
pared with larger dykes from the Swartruggens Kimberlite Dyke Swarm, South Africa
(Kavanagh, 2010; Kavanagh and Sparks, 2011; Daniels et al., 2012). These dykes have
a maximum thickness of 1.95 m, and have also been compared with the elastic model of
Pollard and Muller (1976). They show the same dyke shape pattern with wider edges and
narrower centres than predicted by the elastic model, and give overpressure and regional
stress gradient values that are too large (Daniels et al., 2012). This shows that the obser-
vations made on Rum are not confined to only very small dykes, and are also observed for
dykes that are large enough to be feeder dykes. The application of the results presented
here to dykes thicker than 2 m will require further investigation.
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On Rum, the dykes have thinner central portions and wider edge regions than would be
predicted by linear elastic fracture mechanics. Assuming an initial magma-filled fracture
is elliptical in shape, as magma flows through the fracture (Figure 3.25 A), chilling of
the magma at the dyke margins prevents it from closing at the tips (Figure 3.25 B).
This cooling of the crack tips would take place quickly relative to the main body of the
dyke, leading to the wedging open of the fracture at the crack tips. Viscosity increase by
preferential cooling at the dyke edges adds to this effect. As the overpressure wanes, if the
position of the edges becomes fixed and the dyke is no longer propagating in the direction
of the tip, the preserved thickness is then determined by the initial overpressure (Figure
3.25 C). However, the non-solid and less viscous central parts of the dyke can close as the
overpressure declines; the initial dyke injection shape is not the shape that is ultimately
preserved as the solidified dyke. Therefore the shape mismatch is likely to be principally
a result of chilling and solidification during dyke emplacement.
C) Solidified magma in fracture
B) Chilled crack tips
A) Magma-filled fracture
Figure 3.25: The impact of cooling on preserved dyke geometry. Three time steps in
the evolution of a horizontal cross-section through the dyke are presented. A) Magma
intrudes a fracture, and B) cooling occurs at the margins of the dyke. C) Chilled fracture
tip magma props the fracture open as the overpressure reduces, preventing crack closure
and creating the observed dyke profile (solid line) with a thinner centre and thicker tips.
The dashed line in C) indicates the expected profile of a pressurized magma-filled fracture
in an elastic medium.
If the overpressure in the magma chamber was significantly larger than the tensile
strength of the surrounding rock, as is suggested to be the case by Pinel and Jaupart
(2003), eventually the increased pressure will cause the extrusion of an initial surge of
highly pressurised magma relative to the host rock. The edges of this will rapidly cool
down as the hot dyke material is new to the host rock and there has been no prior heat
conduction or advection to the region to warm the host rock up. This assumes that the
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dyke migrates sufficiently far from the chamber or the time lag between the formation of a
magma chamber and the injection of a dyke is small. After the first injection, the pressures
may subsequently decrease as the injection of magma continues, giving the indented central
portions of the Rum dyke profiles.
Inelasticity can also account for some of the dyke thickness variation. Inelastic defor-
mation in the zones between dyke segments may have reduced the host rock rigidity and
shear strength. Mechanical processes such as brecciation, stoping and weathering (pref-
erentially focused at dyke termination points, overlaps and relay zones) can weaken the
rocks prior to magma emplacement and produce an inelastic host rock response during
emplacement (Brown et al., 2007; Kavanagh, 2010; Kavanagh and Sparks, 2011). Simi-
lar inelastic deformation between adjacent segments has been observed by Schofield and
Reston (2010) at the Golden Valley Sill, South Africa. Additionally, small segments such
as those observed on Rum are likely to correspond to segments lying close to the very
tip of their main dyke, and so to be embedded within the inelastic, damaged region that
surrounds that main dyke tip. Indeed, the size of this damage region tends to scale with
that of the dyke that created it (Faulkner et al., 2011) and could reach several metres
or tens of metres (Delaney et al., 1986). Inelastic deformation within the damaged zone
would contribute to blunting the edges of the segments embedded there. Thus inelas-
tic deformation could both explain the apparent high values of rock fracture toughness,
suggested by the high overpressure estimates obtained here, and the observations of dyke
tips that are thicker than expected from elastic theory. Inelastic deformation in the steps
between segments also provides an explanation for those dykes that are markedly asym-
metric. More inelastic deformation at one end of the dyke than the other will mean a
distortion of the shape that results in asymmetry. The observation of alternations in the
sense of asymmetry of segments indicates too that complex inelastic deformation in the
step-over regions has occurred.
A dyke of length ∼1 m and thickness ∼1 cm wide would solidify from a starting
temperature of around 1100 oC to below the solidus temperature at its centre in a couple
of minutes; smaller dykes can cool very rapidly to a solidification temperature. The
reduction in overpressure required to produce the characteristic shape of the dykes on
Rum (narrower centre, thicker dyke tips) would have taken place over a similar timescale.
For the same 1 cm wide dyke to cool to an ambient temperature of 10 oC, it would
take a few days; whilst dykes can cool to their solidus temperature very rapidly, it takes
a lot longer for a dyke to fully cool, even one as small as 1 cm wide. These timescales
were calculated using the two-dimensional heat-flow equation outlined in the next chapter,
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applied to the cross-section of a dyke. They assume that the composition of the dykes is
homogeneous and mono-minerallic, that there is no associated latent heat of fusion and
the thermal diffusivity is 2.5× 10−7 m2/s. Heterogeneous compositions and the inclusion
of latent heat would extend the length of time taken for the dyke to solidify and then
fully cool, whilst altering the thermal diffusivity would change the length of time taken
for the heat in the dyke to dissipate. The time gap between the reduction of magmatic
overpressure and the solidification of the dyke allows the host rock to elastically rebound
and thus the flatter or indented centres of the dyke profiles may actually be common.
3.6.3 Implications for Eruption Longevity and Crustal Strain
The tendency for thick dyke tips and narrow centres has broader implications. The wedg-
ing of the dyke edges formed at high magma overpressures is made permanent by chilling.
Thus as the pressure reduces and the eruption wanes, the fracture will be prevented
from closing fully and the dyke can continue to act as an open conduit for longer. Dyke
emplacement can be regarded as the accommodation of crustal strain as a response to
tectonic stresses. However, the dimensions of an active dyke with magma pressures ex-
ceeding tectonic stresses indicate that the transient strain can exceed the tectonic strain
expected. Since the now chilled edges have previously been pushed apart under a high
magma overpressure, the additional strain can be permanently preserved due to the chilled
and wedged dyke edges. For large dykes with prolonged flow at overpressures exceeding
tectonic stresses and with substantial solidification along the dyke edges, the excess strain
could be substantial.
3.7 Conclusions
A dataset of Rum dyke lengths and thickness has been compiled. A total of 2272 measure-
ments of the thickness along the length of 65 fractures is presented; some of the fractures
were en echelon segments of a single dyke. The dykes have a thickness-to-length ratio
on the order of 1:100; the measured lengths range between 0.08 m and 47.59 m with an
average maximum thickness of 0.082 m. The dykes intruded the Torridonian Sandstone,
an Igneous Breccia and an Igneous Tuff; some of the dykes have joint controlled orienta-
tions (Figure 3.6 A) and a few show branching. Almost all of the dykes show pronounced
chilled margins of at least a few millimetres and many of the dykes exhibit later infilling
of sediment in the crack tips (Figure 3.6 B).
All of the dykes measured on Rum are less than 60 cm wide at their widest point,
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and the vast majority of the dykes are less than 10 cm wide. A 10 cm wide dyke would
cool to its solidus temperature at its centre in approximately 4 hours but would take
approximately 450 days to reach the ambient temperature at the Earth’s surface (again
calculated using the two-dimensional heat-flow equation outlined in the next chapter and
applied to the cross-section of a dyke). A thinner dyke would cool much faster. For
example, a dyke of 1 cm thickness would cool to the solidus in approximately 2 minutes,
but would take approximately 4 days to fully cool.
The majority of the dykes are not symmetrical and show an asymmetry with the
widest part of the dyke displaced from the lengthways centre of the dyke. The amount
of asymmetry is not uniform, with the dyke profiles of the asymmetrical dykes ranging
from slightly asymmetrical to very strongly asymmetrical. It is unlikely that the cause
for this is a regional stress gradient as the direction of asymmetry is not uniform and
is often seen to alternate. Instead, the alternating asymmetry is likely to be a result of
the stresses acting on each of the segments due to the presence of the segments intruding
on either side. Additionally, none of the segmented dykes measured were truly collinear,
the segments always showed some separation (as measured normal to one segment) and
the majority of the dyke segments overlapped. With every set of segmented dykes, both
separation and overlap distances varied significantly from one pair of segments to another.
For most of the dykes, the step direction of the segment overlap is non-systematic.
Many of the dykes measured are poorly fit by the classical elastic model of Pollard
and Muller (1976). There are two distinct mismatches between the presented data and
the elastic model. Firstly, many dyke shapes are too thin in the middle and too thick
at the edges to be fit by an elastic profile; the calculated R2 values range from 0.255-
0.998 and the misfits are larger than measurement uncertainties. Secondly, even for dykes
where the model fit is acceptable, the calculated magma driving pressures and linear stress
gradients are very large considering the small scale of the dykes. Many explanations have
been provided to account for the differences. Of these, the cooling of the dyke edges
wedging the fracture open and the host rock inelastic deformation pre- and syn- magma
emplacement provide the most complete explanation for the mismatches between the data
and the model. Care should be taken when extrapolating the observations from the dykes
measured. As the mean observed dyke thickness was less than a metre, it is not clear
that the analysis will apply to larger dykes; the application of the results to thicker dykes
requires further investigation.
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4.1 Introduction
The mechanism of magma transport through cold lithosphere and crust, and the distance
over which it travels, controls the presence and type of resultant surface volcanism as
well as the rate of sea floor spreading at mid ocean ridges. The emplacement of magma
in dykes is an effective mechanism for releasing the tensional stress which builds up at
divergent plate margins, and can lead to both fissure eruptions and normal faulting. In
sub-aerial magmatic rifted margins, for example the East African Rift, the crust slowly
spreads via these processes of dyke injection, normal faulting and volcanic eruption to
form new oceanic crust. These regions provide ideal settings to study the processes of
multiple and shallow dyke injection, and how these can lead to the splitting of the crust.
The thermal evolution of the crust as a consequence of the heat transfer from the
injection of successive dykes of basaltic composition to the host rock can be modelled using
the heat-flow equation. The use of the conductive heat-flow equation to analyse the cooling
that takes place in dykes is the most appropriate approximation due to their inherently
narrow form and thus the relatively quick cooling which takes place within them; most
dykes cool too rapidly for any buoyant hydrothermal or convective circulation to have time
to start (Delaney, 1987, 1988). Whilst analytical solutions are very useful when estimating
the cooling rates of dykes, they can be somewhat limited and are only really accurate in
one dimension (Delaney, 1988); the analytical solution is better compared to a numerical
model with relatively few complexities. On the other hand, the relevance and validity
of any numerical model is dependent upon both the assumptions behind the calculations
used in the model and the accuracy of the values of the parameters used within the model
(Delaney, 1988). The thermal properties of a cooling basaltic composition rock have been
well documented (e.g. Spera, 2000).
Here, the problem is visualised in terms of an array of cells and the given equation
is then solved according to the explicit method of finite difference. This is a standard
method of solving the heat-flow equation in earth sciences. In this chapter, numerical
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modelling through finite differences has been applied to the geological setting of multiple
dyke injection in an actively spreading rift. Definitions of all symbols and parameters
used in this chapter, and their units can be found in the Notation Conventions and Units
Section at the start of this thesis. Simple models based on one spatial dimension are
considered in Section 4.2 and more realistic two-dimensional models are considered in
Section 4.3. In each case both single injections and multiple injections are studied. The
effect of injection frequency, geothermal gradient and temperature and composition of the
injected material on the thermal evolution of the crust are investigated. Dyke injection
rates in the field can be calculated from the seismic signals detected as the dyke fractures
the host rock. The model can be used to investigate how the size and frequency of
dyke intrusions affect the distribution of melt within a rifted margin. Changes in the
initial conditions such as increased temperature, altered geothermal gradient or intrusion
frequency and size can also affect the resultant melt fraction and ultimately the presence
or absence of an accumulating magma body. This thermal modelling of the crust beneath
a rift margin develops our understanding of the nature and frequency of magma intrusions
in such settings, and the conditions for the creation and evolution of the magmas that are
seen at the surface. The numerical code written and used in this chapter is included on
the attached C.D. at the end of the thesis.
4.2 One-Dimensional Modelling
4.2.1 Mathematical Model
The mathematical model imitates a vertical dyke cooling laterally into a colder crust (Fig-
ure 4.1). To do this, the model uses the one-dimensional heat-flow equation, incorporating
the latent heat of fusion, which is
ρCp
∂T
∂τ
+ ρL
∂X
∂τ
= k
∂2T
∂x2
, (4.1)
where ρ is the density, Cp is the specific heat capacity, T (x, τ) is the temperature, τ is
the time, X(x, τ) is the melt fraction, L is the latent heat of fusion, k is the thermal
conductivity and x is the distance (see, e.g. Fowler, 1999; Turcotte and Schubert, 2002).
The physical parameters ρ, Cp, L and k are assumed to be constant. The heat-flow
equation is a partial differential equation (PDE) of parabolic form. Parabolic PDEs have
diusion-like solutions that over time cause information to be smoothed. PDEs can be
solved through finite differences and a parabolic form allows the discretisation of the
right-hand side of the equation with respect to space whilst the left-hand side is discretised
74
4.2 One-Dimensional Modelling
according to time. The melt mass fraction X is assumed to depend only on temperature,
so that
X = F (T ) , (4.2)
where F is a function to be specified and is discussed in detail below. The temperature T
is assumed to satisfy the boundary conditions
T → T0 as x→ ±∞ , (4.3)
where T0 is the ambient temperature (the expected temperature of the crust at a specific
depth for a given geotherm prior to dyke injection) and the initial condition for a single
injection is
T = Tm , |x| < ω ; T = T0 , |x| > ω at τ = 0 , (4.4)
where Tm is the temperature of the magma injected at time τ = 0 and 2ω is the thickness
of the injected dyke. A far-field boundary condition is used so that the temperatures
within the array close to the dyke injections are dependent only on the temperatures of
the dyke injections themselves and are unaffected by the fixed temperatures at the array
edges. Solutions of Equations (4.1) - (4.4) are required to determine how the temperature
and melt fraction evolve as functions of x and τ .
Injection
Rifted surface
x
Figure 4.1: The one-dimensional model set up.
The function F in Equation (4.2) is generally determined from experimental studies
and can either be fitted by a polynomial or approximated by a series of linear trends. Here,
a series of linear fits is used for ease of implementation. For any given rock, the solidus and
liquidus temperatures are affected by the starting composition, the dissolved water content
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and the pressure. Using the basalt tetrahedron shown in figure 4.2 (Yoder and Tilley, 1962)
and simplifying the rock composition to an olivine tholeiite basalt with three components,
a ternary phase diagram for olivine, clinopyroxene and plagioclase was produced, from
which the melt fraction at given temperatures (or crystallisation points) was calculated
using the simulated phase equilibria model of Witham (2008). The composition of basalt
used was a 1921 olivine tholeiite from Kilauea, Hawaii (Sample 14, Table 4.1 Yoder and
Tilley, 1962); the chemical analysis was recalculated as a CIPW norm (Cross et al., 1903;
Cox et al., 1979) and the components were renormalised to give olivine, clinopyroxene and
plagioclase as the components to be used in the ternary system.
The code of Witham (2008) computes a phase diagram with a liquidus plane for each
of the three components. The three planes were defined by the liquidus temperature for
the single component and the maximum experimental temperature for the stability of
each phase during heating of the sample (Sample 14 Yoder and Tilley, 1962). The single
component liquidus temperatures were (Witham, 2008): dry olivine liquidus = 1850◦C
(Yoder and Tilley, 1962); dry clinopyroxene liquidus = 1375◦C (Yoder and Tilley, 1962);
dry plagioclase liquidus = 1450◦C (Deer et al., 1966); wet olivine liquidus = 1800◦C
(Deer et al., 1966); wet clinopyroxene liquidus = 1320◦C (Eggler and Burnham, 1984);
wet plagioclase liquidus = 1450◦C (Deer et al., 1966). Given the corner temperatures of
the 3 planes of a phase diagram, the model uses the Lever Rule to calculate the binary
and ternary eutectic points (Witham, 2008). The user inputs the magma composition
and temperature, and the model calculates the proportions of liquid and solid phases at
incremental temperatures between the injection temperature and 900◦ (below the solidus
temperature). The temperature-melt fraction relations are shown in Figure 4.4.
Any three component system can be calculated in the same way so long as the ap-
propriate liquidus and solidus positions for the new composition are correctly modelled.
Because the model uses three flat liquidus planes to create a simplified phase diagram,
every unary point will not be able to be exactly represented by the diagram (Witham,
2008). In addition, as the calibration is based on the olivine tholeiite (Sample 14), cal-
culations made using compositions that are widely different from this may be misleading.
The olivine tholeiite system is shown in Figure 4.3. Both dry and wet temperature-melt
fraction relationships were established, so that the effect of the addition of water could
be understood. The wet case represents a water saturated system with a water pressure
of 1 kbar, equating to a mass fraction of 3 wt% H2O (Witham, 2008). This exceeds the
typical range of water concentrations in basalts of 0.1 to 2 wt% (Figure B.5, Appendix B)
(?). Some results for the wet case are discussed in Section 4.3.
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The composition used here is initially taken to be a dry olivine tholeiite (Table 4.1);
values at the liquidus, cotectic, eutectic and solidus for the dry case are taken to be
(Tl, Xl) = (1234.9, 1)
(Tc, Xc) = (1190.7, 0.933)
(Te, Xe) = (1170.2, 0.798)
(Ts, Xs) = (1165.2, 0) . (4.5)
The addition of other phases would have an effect on these values and would most likely
expand the temperature range between the solidus and liquidus temperatures by reducing
the solidus temperature. The olivine tholeiite composition is slightly different from the
compositions erupted from mid-ocean ridges (MORB compositions). However, it is not
thought that the minor variations in basalt compositions will make much difference to
the temperatures of crystallisation (Falloon et al., 2007), especially given the simplifica-
tions already made in order to collapse an olivine tholeiite composition down to three
components.
Basalt magmas at mid-ocean ridges are normally almost dry (CO2 and H2O) in contrast
to arc basalts. At crustal pressures (<20 km) in the absence of water, the pressure
dependence of the liquidus and solidus is small (approximately 50 to 100◦ increase in
the liquidus temperature for depths from the surface to approximately 20 km Ghiorso and
Sack, 1995; Asimow and Ghiorso, 1998) and has been neglected.
Various analytical results can be obtained for the system (4.1) - (4.4). Assuming that
T0 < Ts so that X → 0 as x→ ±∞, Equation 4.1 can be integrated in x and the condition
(Equation 4.3) used to give
ρ
∂
∂τ
(∫ ∞
−∞
(Cp (T − T0) + LX) dx
)
= k
[
∂T
∂x
]∞
−∞
= 0 (4.6)
so that
ρ
∫ ∞
−∞
(Cp (T − T0) + LX) dx = Q (4.7)
is a constant, independent of time. For the initial condition (Equation 4.4) and assuming
that Tm > Tl, the constant Q can be evaluated as
Q = ρ [Cp(Tm − T0) + L] 2ω (4.8)
representing the initial excess heat content, Q, of the dyke relative to the ambient temper-
ature T0. The result (Equation 4.7) expresses the fact that the excess heat content over
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Chemical Sample 14 Normative Sample 14
Analysis (%) Components (%)
SiO2 49.16 Quartz —
Al2O3 13.33 Orthoclase 2.78
FeO 9.71 Albite 17.82
Fe2O3 1.31 Nepheline —
MnO 0.16 Anorthite 25.30
MgO 10.41 Diopside 22.93
CaO 10.93 Hypersthene 15.35
Na2O 2.15 Olivine 9.14
K2O 0.51 Magnetite 2.09
H2O
+ 0.04 Illmenite 4.41
H2O
− 0.05 Apatite 0.34
P2O5 0.16 Calcite —
Cr2O3 0.09 Rest 0.09
SrO n.d.
NiO n.d. Na2O + K2O 2.66
CO2 n.d.
FeO+Fe2O3
MgO+FeO+Fe2O3
0.514
SO3 n.d. Total Feldspar 45.90
Total 100.30 Total 100.25
Table 4.1: Chemical analysis and norm of a natural olivine tholeiite (57364) basalt, from a
1921 lava sampled 1-4 miles south of the Volcano Observatory, Kilauea (Sample 14 Yoder
and Tilley, 1962). A rock description can be found in Muir and Tilley (1962).
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Olivine
Orthopyroxene
Quartz
PlagioclaseFeldspathoid
Clinopyroxene
OlOl
Ol
Cpx
Ne
Cpx Cpx Cpx
Opx Opx
Qz
PlagPlag
Plag
Plag
Tholeiite Basalt
Olivine Tholeiite Basalt
Alkali Basalt
Figure 4.2: The basalt tetrahedron for all basalt compositions. The olivine tholeiite
compositions are the basalt compositions relevant to this study (adapted from Yoder and
Tilley, 1962).
Clinopyroxene
Plagioclase
Olivine
E
C
C
C
C
Clinopyroxene
Plagioclase
OlivineC
C
E
Sample 14
Figure 4.3: The left hand diagram shows a schematic two-dimensional ternary phase
diagram for a basalt whose composition can be approximated by the olivine, clinopyroxene
and plagioclase normative components as end members. Sample 14’s approximate position
is shown. The right hand diagram shows a schematic three-dimensional ternary phase
diagram for a dry starting rock composition; from this diagram, the relationship between
the melt fraction of the rock and its temperature can be obtained using the Lever Rule
(adapted from Witham, 2008).
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Figure 4.4: The relationship between melt fraction and temperature for a dry (red line)
and wet (water saturated) (blue line) basalt of olivine tholeiite composition based on a
series of linear fits. The change in gradient of the dashed line is representative of the rock
reaching either the liquidus (Tl, Xl), the cotectic (Tc, Xc), the eutectic (Te, Xe) or the
solidus (Ts, Xs) and signifies the crystallisation of a new phase (full details on the model
used to calculate the crystallisation points can be found in Witham, 2008).
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all space −∞ < x < ∞ at a general time τ must be equal to that of the dyke at τ = 0.
At large time τ , the temperature can be found explicitly in the form
T ∼ T0 + Q
2ρCp (piκτ)
1
2
e−
x2
4κτ , τ →∞ (4.9)
(Equation 4-170, Turcotte and Schubert, 2002) showing how the solution decays and spreads
by diffusion such that x ∼ 2(κτ)1/2 where κ = k/ρCp is the thermal diffusivity.
Finally it is possible to obtain an exact solution of Equations (4.1) - (4.4) if the effect
of latent heat is neglected (L=0). The general solution of Equation (4.1) is then given by
T =
1
2 (piκτ)
1
2
∫ x′=∞
x′=−∞
T
(
x′, 0
)
exp
{
−(x− x
′)2
4κτ
}
dx′ (4.10)
(Carslaw and Jaeger, 1950). Substitution of the initial temperature distribution T (x′, 0)
from (Equation 4.4) allows the integral to be evaluated in terms of error functions and, in
particular, the peak temperature at the centre of the domain, x=0, is found to be
T (0, τ) = T0 + (Tm − T0) erf
(
ω
(4κτ)
1
2
)
(4.11)
for τ ≥ 0.
4.2.2 Numerical Scheme
Numerical solutions of the system (4.1) - (4.4) were found using an explicit finite difference
method. The heat-flow equation (4.1) is discretised using forward difference approxima-
tions in τ and a central difference approximation in x to give
Ti,k+1 − Ti,k
∆τ
+ C
(Xi,k+1 −Xi,k)
∆τ
= κ
(Ti+1,k − 2Ti,k + Ti−1,k)
(∆x)2
(4.12)
where C = L/Cp and κ is the thermal diffusivity. Here Ti,k and Xi,k are numerical
approximations to T and X at location x = i∆x and time τ = k∆τ , where ∆x and ∆τ
are the step lengths in x and τ respectively. The domain in x is taken as −x∞ ≤ x ≤ x∞
where i runs from −N to N with x∞ = N∆x sufficiently large to accommodate the outer
behaviour (4.3). Equation (4.12) is now written in the form
Ti,k+1 + CXi,k+1 = Ri,k (4.13)
where
Ri,k = Ti,k + CXi,k +A (Ti+1,k − 2Ti,k + Ti−1,k) (4.14)
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and A = κ∆τ/(∆x)2, and must be solved in conjunction with the X-T relation
Xi,k+1 = F (Ti,k+1) (4.15)
to find the solution values Ti,k+1 and Xi,k+1 at the new timestep and each internal grid
point i = −N + 1, ..., N − 1. With F of piecewise linear form as shown in Figure 4.4,
the required simultaneous solution of Equations (4.13) and (4.15) can be found exactly
for Ti,k+1 and Xi,k+1 with the formulae, depending on which of the five sections of F is
relevant for any given value of Ri,k. Since (4.13) represents a straight line of gradient
−1/C in Figure 4.4, its intersection with (4.15) is determined by the size of Ri,k relative
to the values
Rl = Tl + CXl, Rc = Tc + CXc, Re = Te + CXe, Rs = Ts + CXs (4.16)
associated with the crystallisation points. Writing each section of X = F (T ) in the form
X = mT + q and solving (4.15) simultaneously with (4.13) now gives
Ti,k+1 =
Ri,k − Cq
1 +mC
, Xi,k+1 = mTi,k+1 + q (4.17)
where
m = 0, q = 1 (Ri,k > Rl) ,
m =
1−Xc
Tl − Tc , q = Xc −mTc (Rc < Ri,k ≤ Rl) ,
m =
Xc −Xe
Tc − Te , q = Xe −mTe (Re < Ri,k ≤ Rc) ,
m =
Xe
Te − Ts , q = Xs −mTs (Rs < Ri,k ≤ Re) ,
m = 0, q = 0 (Ri,k ≤ Rs) (4.18)
At each internal grid point, Ri,k is evaluated from (4.14) and then the appropriate values
of m and q, as determined by (4.18), are substituted in (4.17) to give the temperature and
melt fraction at the new time step. Assuming that T0 < Ts, the values of T and X at the
boundary are determined from (4.3) as T = T0 and X = 0.
Because the solutions for T and X are generally symmetric about x = 0, the compu-
tational domain can be halved by applying the boundary condition
∂T
∂x
= 0 at x = 0 (4.19)
and restricting attention to the region x ≥ 0. Numerically, the condition (4.19) can be
applied using a quadratic interpolation of T near x = 0, leading to the result that
T0,k+1 =
1
3
(4T1,k+1 − T2,k+1) . (4.20)
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Once the values of Ti,k+1 are determined from (4.17) at i = 1, 2, ..., N − 1, formula (4.20)
can then be used to determine T on the centreline x = 0.
The solution is computed forwards in time by incrementing k through integer values,
starting with k = 0 where T and X are determined by the initial temperature profile
(4.4). The scheme is efficient in that it avoids the use of an iteration procedure to solve
(4.13) and (4.15) (see, e.g. Annen and Sparks, 2002; Annen et al., 2006a), although this
is dependent on being able to express the melt fraction as a piecewise linear function of
temperature.
4.2.3 Model Testing
The numerical scheme was implemented in C++ using Microsoft Visual Express Studio
software and run on Asus and Intel I7 processors with 4Gb RAM. The physical parameters
were assigned values according to Table 4.2.
Parameter Value Unit
Specific heat capacity (Cp)
a 1480 J kg−1 K−1
Thermal diffusivity (κ)b 2.5 × 10−7 m2 s−1
Initial temperature (T0) 0
◦C
Magma temperature (Tm) 1320
◦C
Dyke half thickness (ω) 2.5 m
Latent heat (L) 0 J kg−1
Computational domain (x∞) 100 m
Table 4.2: The initial parameter values used to test the one-dimensional model against
the analytical solution. aAnnen and Sparks (2002); Bohrson and Spera (2001); Laube and
Springer (1998); Rivers and Carmichael (1987). bUsing κ = k/ρCp, with k = 1.15 (Spera,
2000), ρ = 3 × 103 (Jackson et al., 2003) and Cp = 1.5 × 103.
Initially, latent heat effects were ignored. This was done to test the model against the
analytical solution that exists without L. For simplicity, the specific heat capacity (Cp)
and thermal diffusivity (κ) were assumed to be constant and independent of temperature
or pressure. In natural systems, the rock properties may be non-linear (e.g. Bouhifd et al.,
2006; Richet et al., 2006); the thermal diffusivity would not be expected to remain constant
with a change in temperature (e.g. Whittington et al., 2009). A computational domain
was used with x∞ = 100 m, equivalent to a total horizontal crust width of 200 m, and
step lengths ∆x = 1 m, ∆τ = 3600 s, well within the condition for numerical stability of
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the explicit method for the heat-flow equation
∆τ ≤ 1
2
κ−1 (∆x)2 (4.21)
(Smith, 1985). Figure 4.5 shows the numerical solution for the peak temperature at the
centre of the dyke, x = 0, as a function of time, along with the corresponding exact
solution given by Equation (4.11). There is excellent agreement, with the error reaching
a maximum value at small time where the numerical method has difficulty in accurately
resolving the large change in temperature at the edge of the dyke. Figure 4.6 shows
the heat content integral in Equation (4.7) plotted as a function of time. According to
Equation (4.8) it should have the constant value Q / ρ = 9.768 × 106 and this is accurately
reproduced for times τ of up to about 1.5 x 109. For larger times the outer boundaries
of the computational domain begin to influence the solution because the diffusion scale
x ∼ 2(κτ)1/2 becomes comparable with the size of the domain.
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Figure 4.5: Comparison of the numerical solution for L=0 JKg−1, T0 = 0◦C, Tm = 1320◦C
and ω = 2.5 m with the analytical solution for the peak temperature over time. A) The nu-
merical and analytical peak temperatures. B) The difference between the analytically and
numerically calculated temperature values. The difference is calculated as the analytical
temperature minus the numerical temperature.
The effect of latent heat is now considered. The parameter values used are given in
Table 4.3. Figure 4.7 shows the temperature profile obtained numerically at time τ =
3.11 x 109 s for a dyke width of 5 m with ∆τ = 3600 s, ∆x = 1 m and x∞ = 200 m.
A comparison is made with the analytical result (4.9) where Q / ρ = 1.1768 × 107 is
determined by Equation (4.8). Figure 4.8 shows the integral in Equation (4.7) plotted as
a function of time. This confirms that the numerical solution is consistent with Equation
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Figure 4.6: Heat content integral as a function of time for the computation of Figure
4.5. Also, the percentage difference between the calculated heat content integral and the
expected analytical value (right hand panel).
(4.7) except for very small times where inaccuracy is introduced through the rapid change
in temperature at the edge of the dyke. Figure 4.9 shows the temperature at the centreline
x = 0 as a function of time and a comparison is made with the large-time behaviour
(Equation 4.9) which predicts that
(T (0, τ)− T0) τ 12 → Q
2ρCp (piκ)
1
2
= 4.486× 106 as τ →∞ (4.22)
Figure 4.10 confirms that this behaviour is accurately reproduced by the numerical solu-
tion.
Parameter Value Unit
Specific heat capacity (Cp) 1480 J kg
−1 K−1
Thermal diffusivity (κ) 2.5 × 10−7 m2 s−1
Initial temperature (T0) 0
◦C
Magma temperature (Tm) 1320
◦C
Dyke half thickness (ω) 2.5 m
Latent heat (L)c 4 × 105 J kg−1
Computational domain (x∞) 100 m
Table 4.3: The parameter values used to test the model against the analytical solution
including latent heat. cAnnen and Sparks (2002); Bohrson and Spera (2001); Huppert and
Sparks (1988); Laube and Springer (1998); Turcotte and Schubert (2002).
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Figure 4.7: A) Numerical solution for L = 4 × 105 J kg−1, T0 = 0◦C, Tm = 1320◦C and
ω = 2.5 m at time τ = 3.11 × 109 s (100 years) using ∆τ = 3600 s and ∆x = 1 m; the
large-time analytical solution is also shown. B) The difference between the analytical and
numerical solutions.
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Figure 4.8: Heat content integral as a function of time for the computation of Figure
4.7. Also, the percentage difference between the calculated heat content integral and the
expected analytical value (right hand panel).
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Figure 4.9: A) Numerical solution for the peak temperature at the centreline x = 0 as a
function of time for the computation of Figure 4.7; the large-time analytical solution is
also shown. B) The difference between the analytical and numerical solutions.
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Some tests were carried out to investigate the effect of step lengths ∆x and ∆τ on the
numerical solution. Figure 4.11 shows results obtained for the parameter values given in
Table 4.3 and a dyke width of 30 m. Computations were performed with x∞ = 400 m,
∆τ = 3600 s and three different spatial steps ∆x = 2 m, 6 m and 10 m. These confirm
the gradual loss of accuracy with increasing ∆x. Figure 4.12 shows results obtained for
the same physical parameters but with a dyke width of 3 m. Here the computations were
carried out with x∞ = 100 m, ∆x = 1 m and two different time steps ∆τ = 5000 s and
10000 s. At time τ = 108 s the greatest difference between the two numerical solutions
and the analytical solution (4.9) is at the centreline x = 0 but only differs by 0.1◦C in each
case. This suggests that the reduction in accuracy by using the larger time step is not
significant and justifies the use of a larger time step in subsequent calculations, provided
the condition for numerical stability is maintained.
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Figure 4.11: Numerical solution for L = 4 × 105 J kg−1, T0 = 0◦C, Tm = 1320◦C and ω
= 15 m at time τ = 3.11 × 109 s (100 years) using ∆τ = 3600 s and A) ∆x = 2 m, B)
∆x = 6 m, C) ∆x = 10 m; the analytical solution (4.9) is also shown. D) The difference
between the analytical and numerical solutions.
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Figure 4.12: Difference between the analytical solution (4.9) and the numerical solution
for L = 4 × 105 J kg−1, T0 = 0◦C, Tm = 1320◦C and ω = 1.5 m at time τ = 108 s (1157
days / ∼3.2 years) using ∆x = 1 m with ∆τ = 5000 s and 10000 s.
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4.2.4 Multiple Injections
The model has been run for multiple injection of basaltic dykes at constant temperature,
each instantaneously intruded into a basaltic crust sequentially at a constant rate. The
case of intra−accretion where each successive dyke is emplaced through the centre of
the previous one, is considered. This is achieved numerically by displacing the existing
values of temperature outwards by the half-dyke width at each new injection time and
inserting the new intrusion of the same dyke width and temperature Tm
oC in the space
vacated. All the computations reported here are for the values given in Table 4.4. Here
the value of T0 reflects a depth of 1 km in the crust relative to a surface temperature
of 0◦C for a geothermal gradient of 0.03◦C m−1. Dyke widths of between 3 m and 30
m are considered and initially numerical computations are run to compare the effect of
the injection frequency and dyke thickness on the heat production in the crust over time,
keeping the effective spreading rate the same. Here the injection frequency ψ is defined
as the number of injections per year and the spreading rate S (mm yr−1) as the dyke
thickness divided by the time between successive injections. Thus
S = 2ωψ (4.23)
if ω is measured in metres. Next, the spreading rate is increased for a constant dyke
size to investigate the impact on the evolution of temperature in the crust. Lastly, the
composition of the crust and injection material are altered from a dry to a wet olivine
tholeiite to include greater concentrations of water.
Parameter Value Unit
Specific heat capacity (Cp) 1480 J kg
−1 K−1
Thermal diffusivity (κ) 2.5 × 10−7 m2 s−1
Initial temperature (T0) 30
◦C
Magma temperature (Tm) 1320
◦C
Latent heat (L) 4 × 105 J kg−1
Computational domain (x∞) 5 × 104 m
Table 4.4: The parameter values used in the one-dimensional model for multiple dyke
injection.
Figure 4.13 shows the temperature at the centreline x = 0 for multiple dyke injections
with dyke thickness 15 m, injection frequency ψ = 6.6667 × 10 −4 yr−1 (equivalent to
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1 injection every 1500 years) and spreading rate S = 10 mm yr−1 obtained with x∞ =
5 × 104 m, ∆x = 5 m and ∆τ = 3.1104 × 106 s (36 days). After each injection, the
temperature decreases, initially very rapidly, until the next dyke injection occurs. With
each successive injection, the temperature before the new injection is higher than before,
and gradually the ambient temperature surrounding the dyke is increased until there is
negligible change of temperature near the centreline.
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Figure 4.13: Numerical solution for the temperature at the centreline x = 0 as a function
of time for L = 4 × 105 J kg−1, T0 = 30◦C, Tm = 1320◦C, ω = 7.5 m and multiple dyke
injections with ψ = 6.67 × 10−4yr−1 and S = 10 mm yr−1 obtained using x∞ = 5 ×
104 m, ∆x = 5 m and ∆τ = 3.11 × 106 s. A) The solidus temperature (Ts) and the
temperature of the magma upon injection (Tm) are shown by dashed lines. Detail of the
initial evolution is shown in B).
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A comparison of fast injection rates with small dyke thickness and slower injection
rates with larger dyke thickness is shown in Figure 4.14. The injection rate and dyke
thickness in each case is been chosen so that the total amount of heat entering the crust
averaged over time is the same. The comparison shows that faster injection rates with
smaller dyke thicknesses raise the ambient temperature of the crust more quickly.
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Figure 4.14: Temperature recorded at the time step immediately prior to the next injection
and is therefore indicative of the residual or ambient value A) at time τ = 3.11 × 1013 s (1
Ma) and B) at the centreline x = 0. The numerical solutions are for L = 4 × 105 J kg−1,
T0 = 30
◦C, Tm = 1320◦C with a fixed spreading rate S = 10 mm yr−1 and various dyke
thicknesses and injection rates: ω = 7.5 m, ψ = 6.67 × 104 yr−1 (1 injection per 1500 yr);
ω = 22.5 m, ψ = 2.22 × 10−4 yr−1 (1 injection per 4500 yr); ω = 47.5 m, ψ = 1.05 ×
10−4yr−1 (1 injection per 9500 yr) and ω = 72.5 m, ψ = 6.90 × 10−5yr−1 (1 injection per
14500 yr), obtained using x∞ = 5 × 104 m, ∆x = 5 m and ∆τ = 3.11 × 106 s. The kink
in the lines on graph B shows the point where the temperature at the centreline reaches
the solidus; here the temperature becomes more strongly influenced by the addition of the
latent heat of solidification.
The effect of spreading rate on the production of hot temperature material in the
crust is shown in Figure 4.15. A comparison of four different spreading rates for a fixed
dyke thickness of 15 m shows that the faster the spreading rate the more quickly the
hot material builds up in the crust. For a spreading rate of 10 mm yr−1, the ambient
temperature reaches the solidus of the material after approximately 1.92 × 105 years, for
a spreading rate of 15 mm yr−1 after approximately 8.6 × 104 years, for a spreading rate
of 20 mm yr−1 it takes approximately 4.9 × 104 years and for a spreading rate of 25
mm yr−1, approximately 3.2 × 104 years (Figure 4.15 A to C). Also the area of higher
temperature is larger at the final time (approximately 1 Ma) when the spreading rate is
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faster (Figure 4.15 D).
In the final set of computations, the injector and host material are replaced by a wet
(water saturated) olivine tholeiite (Sample 14 Yoder and Tilley, 1962), effectively reducing
the solidus, eutectic, cotectic and liquidus temperatures. These crystallisation points were
also calculated using the model of Witham (2008); the values in Equation (4.5) are replaced
by
(Tl, Xl) = (1175.3, 1)
(Tc, Xc) = (1138.2, 0.944)
(Te, Xe) = (1045.6, 0.625)
(Ts, Xs) = (1040.6, 0) . (4.24)
The code was run for the same four spreading rates and the results are shown in Figure 4.16.
In comparison to the case of a dry composition, the wet composition leads to a decrease
in the time it takes for the ambient temperature to reach the solidus but an increase in
the time it then takes for the ambient temperature to reach the same temperature as the
injections. For a spreading rate of 10 mm yr−1, the ambient temperature reaches the
solidus of the material after approximately 1.39 × 105 years, for a spreading rate of 15
mm yr−1 after approximately 6.3 × 104 years, for a spreading rate of 20 mm yr−1 it takes
approximately 3.6 × 104 years and for a spreading rate of 25 mm yr−1, after approximately
2.3 × 104 years.
Whilst the solution of the heat-flow equation in one spatial dimension can provide
useful insight into the nature of cooling processes within the crust, the analysis of dyke
injection in the presence of a geothermal gradient through the crust is inherently a three-
dimensional problem. However, this can be reduced to a two-dimensional problem because
of the elongated geometry of blade-like dykes in rift zones. Therefore solutions of the two-
dimensional heat-flow equation are now considered.
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Figure 4.15: Temperature against time for A) 0 to 30 ka years, B) 0 to 160 ka and C) 0
to 950 ka, to elucidate the features of the temperature variation with time more clearly.
Numerical solutions are for the temperature at the centreline x = 0 for L = 4 × 105 J
kg−1, T0 = 30◦C, Tm = 1320◦C and ω = 7.5 m with various spreading rates and injection
frequencies: S = 10 mm yr−1, ψ = 6.67 × 10−4yr−1 (1 injection per 1500 yr); S = 15 mm
yr−1, ψ = 10−3yr−1 (1 injection per 1000 yr); S = 20 mm yr−1, ψ = 1.33 × 10−3yr−1 (1
injection per 750 yr); S = 25 mm yr−1, ψ = 1.67 × 10−3yr−1 (1 injection per 600 yr),
obtained using x∞ = 5 × 104 m, ∆x = 5 m and ∆τ = 3.11 × 106 s. D) Temperature
against distance from the centreline of the domain after about 950 ka. The temperature
shown is that recorded at the time step immediately prior to the next injection and is
therefore indicative of the residual or ambient value.
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Figure 4.16: Temperature against time for A) 0 to 30 ka years, B) 0 to 160 ka and
C) 0 to 950 ka, to elucidate the features of the temperature variation with time more
clearly. Numerical solutions are for the temperature at the centreline x = 0 for the same
parameters as in Figure 4.15 but with a wet olivine tholeiite. D) Temperature against
distance from the centreline of the domain after about 950 ka. The temperature shown
is that recorded at the time step immediately prior to the next injection and is therefore
indicative of the residual or ambient value.
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4.3 Two-Dimensional Modelling
4.3.1 Mathematical Model
The problem of heat dissipation from a dyke into the surrounding country rock is now
modelled as a two-dimensional problem using the two-dimensional heat-flow equation in
spatial variables x and z with x horizontal and z vertically downwards. Figure 4.17 shows
the domain of the problem −∞ < x < ∞, z0 ≤ z ≤ z1. The initial temperature profile
is set up by the Earth’s crustal geotherm which is set to be 0.03◦C m−1. This is a
relatively high value but is appropriate for this particular setting. Whilst it is known that
the thermal conductivity (k) and thermal diffusivity (κ) vary with both composition and
temperature, it is also assumed that the physical and chemical properties of the crust can
be simplified to be homogeneous over the intruded depth, so that the thermal diffusivity
of the crust can be treated as being independent of depth and temperature. In addition,
the effect of rising temperature due to the injection of an increasing number of dykes into
the rift, on k and κ, is neglected. As in the one-dimensional case, both single and multiple
dyke injections are studied, as shown schematically in Figure 4.18.
Depth 
Injection 
Rifted surface 
z
z = z0
z = z1
x
Figure 4.17: A schematic diagram showing the set up of the model relative to the overlying
rift topography, and the dimensions and position of the domain within the crust.
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Figure 4.18: A schematic diagram of the injection of dykes into a two-dimensional domain.
The wide spaced dashed lines show a temperature profile after a given period of time, whilst
the closely spaced dashed lines show the same temperature profile after a greater length
of time. a) represents a single injection and b) shows multiple injections accreted in the
centre of the previous injection.
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The two-dimensional heat-flow equation, incorporating the latent heat of fusion is
ρCp
∂T
∂τ
+ ρL
∂X
∂τ
= k
(
∂2T
∂x2
+
∂2T
∂z2
)
, (4.25)
where the physical parameters ρ, Cp, L and k are as defined in Section 4.2.1 and are
assumed constant, T (x, z, τ) is the temperature, X(x, z, τ) is the melt fraction and τ
is the time (see, for example, Fowler (1999); Turcotte and Schubert (2002)). The melt
fraction is assumed to depend only on temperature so that
X = F (T ) (4.26)
where the function F is that introduced in the one-dimensional case and discussed in detail
in Section 4.2.1. The temperature T is assumed to satisfy the boundary conditions
T → T0 + Γz as x→ ±∞ (4.27)
where T0 is constant and Γ is the geothermal gradient and
T = T0 + Γz0 at z = z0 (4.28)
T = T0 + Γz1 at z = z1 (4.29)
where z = z0 and z = z1 define the upper and lower surfaces of the domain. The initial
condition for a single injection is
T = Tm , |x| < ω ; T = T0 +Γz , |x| > ω at τ = 0 (4.30)
for z0 ≤ z ≤ z1, where Tm is the temperature of the magma injected at time τ = 0 and
2ω is the width of the injection. Solutions of (4.25) - (4.30) are required to determine how
the temperature and melt fraction evolve as functions of x, z, and τ .
In terms of analytical properties of this two-dimensional system, the one-dimensional
results (4.7), (4.8) and (4.9) can still be applied at a fixed value of z provided the upper
and lower surfaces z = z0 and z = z1 are sufficiently far away not to have influenced the
solution there. In that case it follows that for fixed z, if T0 + Γz < Ts so that X → 0 as
x→ ±∞, then
ρ
∫ ∞
−∞
(Cp (T − T0 − Γz) + LX) dx = Q (4.31)
is constant, independent of time, and that if Tm > Tl, Q can be evaluated as
Q = 2ρ [Cp (Tm − T0 − Γz) + L]ω . (4.32)
It also follows that
T ∼ T0 + Γz + Q
2ρCp (piκτ)
1
2
e−
x2
4κτ , τ →∞ (4.33)
where κ = k/ρCp is the thermal diffusivity.
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4.3.2 Numerical Scheme
Numerical solutions of the system (4.25) - (4.30) were found using an extension of the
explicit finite difference method developed for the one-dimensional system in Section 4.2.2.
The heat-flow equation (4.25) is discretised using forward difference approximations in τ
and central difference approximations in x and z to give
Ti,j,k+1
∆τ
+ C
Xi,j,k+1
∆τ
= κ
{
Ti+1,j,k − 2Ti,j,k + Ti−1,j,k
(∆x)2
+
Ti,j+1,k − 2Ti,j,k + Ti,j−1,k
(∆z)2
}
where C = L/Cp and κ is the thermal diffusivity. Here Ti,j,k and Xi,j,k are numerical
approximations to T and X at location x = i∆x, z = z0 + j∆z and time τ = k∆τ where
∆x, ∆z and ∆τ are the step lengths in x, z and τ respectively. The domain is taken as
−x∞ ≤ x ≤ x∞, z0 ≤ z ≤ z1 where i runs from −N to N with x∞ = N∆x and j runs
from 0 to M with z1 − z0 = M∆z. Equation (4.34) is now written in the form
Ti,j,k+1 + CXi,j,k+1 = Ri,j,k (4.34)
where
Ri,j,k = Ti,j,k + CXi,j,k +A (Ti+1,j,k − 2Ti,j,k + Ti−1,j,k) +B (Ti,j+1,k − 2Ti,j,k + Ti,j−1,k)
(4.35)
and A = κ∆τ/(∆x)2, B = κ∆τ/(∆z)2. The numerical scheme can now be implemented
as in the one-dimensional case by solving (4.34) simultaneously with the X-T relation
Xi,j,k+1 = F (Ti,j,k+1) , (4.36)
the only difference being that values of Ri,j,k are now computed over the internal points
(i, j) of the two-dimensional grid and the new temperature and melt fraction calculated
as
Ti,j,k+1 =
Ri,j,k − Cq
1 +mC
, Xi,j,k+1 = mTi,j,k+1 + q (4.37)
where m and q are defined by formulae (4.18) with Ri,k replaced by Ri,j,k. Values of
T and X on the boundaries of the domain are given by the boundary conditions (4.27),
(4.28) and (4.29) applied at x = ±x∞. The computational time can again be halved by
using the symmetry condition (4.19) at x = 0 and restricting attention to the half domain
0 ≤ x ≤ x∞, z0 ≤ z ≤ z1.
4.3.3 Model Testing
As with the one-dimensional case, in the two-dimensional case, first the numerical scheme
is tested for a single dyke injection of basaltic composition intruded into a crust also of
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basaltic composition. Then, the model is run for multiple basaltic dykes emplaced into a
basaltic crust via intra−accretion. All of the dyke injections are emplaced in a vertical
orientation. The physical parameters were assigned the values given in Table 4.5 and
initially the dry olivine tholeiite composition (4.5) is assumed.
Parameter Value Unit
Specific heat capacity (Cp) 1480 J kg
−1 K−1
Thermal diffusivity (κ) 2.5 × 10−7 m2 s−1
Geothermal gradient (Γ) 0 ◦C m−1
Initial temperature (T0) 0
◦C
Magma temperature (Tm) 1320
◦C
Latent heat (L) 4 × 105 J kg−1
Dyke half width (ω) 2.5 m
Computational domain (x∞) 200 m
Depth of the top of the array (z0) 0 m
Depth of the base of the array (z1) 1000 m
Table 4.5: The parameter values used to test the two-dimensional model against the
analytical solution including latent heat.
Figures 4.19 - 4.22 show the numerical solution obtained with these parameters and a
single dyke injection of width 5 m. A computation domain was used with x∞ = 200 m,
and step lengths ∆x = ∆z = 1 m and ∆τ = 3600 s. Figure 4.19 shows the temperature
profile at mid-depth, z = 500 m, as a function of x at time τ = 3.11 × 109 s in comparison
with the analytical solution (4.33). Good agreement is obtained. Figure 4.20 shows the
peak temperature at the centreline x = 0 and depth z = 500 m as a function of time.
Again the numerical solution closely matches the analytical form (4.33), with a numerical
value of 78.86◦C at the maximum time τ = 3.11 × 109 s compared with an analytical value
of 80.44◦C. Figure 4.21 shows the integral in (4.31) as a function of time. This agrees with
the equivalent calculation in the one-dimensional case shown in Figure 4.8 and the earlier
departure from the constant value 1.18 × 107 reflects the impact of two-dimensional effects
associated with the boundary conditions at z = z0 and z = z1. Figure 4.22 confirms that
the peak temperature initially approaches a value proportional to τ−1/2 as in the one-
dimensional calculation of Figure 4.10 although there is now a gradual departure from
this at large times again associated with two-dimensional effects.
Some tests were carried out to investigate the effect of the step lengths ∆x and ∆z
on the numerical solution. The parameter values used are given in Table 4.6. Figure
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Figure 4.19: A) Numerical solution for L = 4 × 105 J kg−1, T0 = 0◦C, Tm = 1320◦C, Γ =
0◦C m−1, z0 = 0 m, z1 = 1000 m and ω = 2.5 m at z = 500 m and time τ = 3.11 × 109
s (100 years) using ∆τ = 3600 s, ∆x = ∆z = 1 m; the large time 1D analytical solution
is also shown. B) The difference between the analytical and numerical solutions.
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Figure 4.20: A) Numerical solution for the peak temperature at the centreline x = 0
and depth z = 500 m as a function of time for the computation of Figure 4.19; the large
time 1D analytical solution is also shown. B) The difference between the analytical and
numerical solutions.
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the computation of Figure 4.19. Also, the percentage difference between the calculated
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4.23 shows results obtained for these parameters and a single injection of width 30 m.
Computations were performed with x∞ = 400 m, ∆τ = 3600 s and three different spatial
steps ∆x = ∆z = 2 m, 6 m and 10 m. The results for the temperature at mid-depth, z =
500 m, confirm an increase in accuracy for smaller step size and differ from those of the
one-dimensional calculation of Figure 4.11 in only the fourth significant figure at time τ
= 3.11 × 109 s. As expected, the spatial accuracy of the two-dimensional model is similar
to that of the one-dimensional model.
Parameter Value Unit
Specific heat capacity (Cp) 1480 J kg
−1 K−1
Thermal diffusivity (κ) 2.5 × 10−7 m2 s−1
Geothermal gradient (Γ) 0 ◦C m−1
Initial temperature (T0) 0
◦C
Magma temperature (Tm) 1320
◦C
Latent heat (L) 4 × 105 J kg−1
Dyke half width (ω) 15 m
Computational domain (x∞) 400 m
Depth of the top of the array (z0) 0 m
Depth of the base of the array (z1) 1000 m
Table 4.6: The parameter values used to test the two-dimensional model against the ana-
lytical solution including latent heat. Compared to Table 4.5, the computational domain
(x∞) has been reduced and the spatial resolution decreased to 5 m, to increase the run-
time of the model. The dyke width (ω) has been increased so that an equivalent number
of cells still span the dyke width to prevent any instabilities arising in the solution due to
large temperature differences.
4.3.4 Multiple Injections
Having tested the two-dimensional numerical model for a single dyke injection, the model
is now run for multiple injection of basaltic dykes at constant temperature intruded into
a basaltic crust sequentially at a constant rate. As in the one-dimensional case, successive
dykes emplace through the centre of the previous one and are aligned vertically such that
|x| < ω, z0 ≤ z ≤ z1. For the case where z0 6= 0, it is assumed that there is always rock
at the temperature defined by the geothermal gradient above the dyke injection point,
outside of the computational domain. All the two-dimensional computations reported
here are for the values given in Table 4.7 for and a dry olivine tholeiite composition.
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Figure 4.23: Numerical solution for L = 4 × 105 J kg−1, T0 = 0◦C, Tm = 1320◦C, Γ =
0◦C m−1, z0 = 0 m, z1 = 1000 m and ω = 15 m at z = 500 m and time τ = 3.11 × 109 s
(100 years) using ∆τ = 3600 s and A) ∆x = ∆z = 2 m, B) ∆x = ∆z = 6 m, C) ∆x =
∆z = 10 m; the analytical solution (4.33) is also shown. D) The difference between the
analytical and numerical solutions.
Parameter Value Unit
Specific heat capacity (Cp) 1480 J kg
−1 K−1
Thermal diffusivity (κ) 2.5 × 10−7 m2 s−1
Geothermal gradient (Γ) 0.03 ◦C m−1
Initial temperature (T0) 0
◦C
Magma temperature (Tm) 1320
◦C
Latent heat (L) 4 × 105 J kg−1
Dyke half width (ω) 2.5 m
Computational domain (x∞) 200 m
Depth of the top of the array (z0) 1000 m
Depth of the base of the array (z1) 5000 m
Table 4.7: The parameter values used to test the two-dimensional model against the
analytical solution including latent heat.
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The effect of spreading rate on the production of heat in the crust is first investigated.
A comparison of four different spreading rates in Figure 4.24 using a dyke thickness of
15 m shows that the higher the spreading rate the more quickly hot material builds up
in the crust. The ambient temperature rises more quickly and the temperature retained
between each injection is higher when the injection frequency, and thus the spreading rate,
is higher. Also the area of higher temperature is larger at the final time when the spreading
rate is higher. For a spreading rate of 10 mm yr−1, the ambient temperature reaches the
solidus of the material after approximately 1.92 × 105 years, for a spreading rate of 15
mm yr−1 after approximately 8.6 × 104 years, for a spreading rate of 20 mm yr−1 it takes
approximately 4.9 × 104 years and for a spreading rate of 25 mm yr−1, approximately 3.2
× 104 years.
The two-dimensional model allows for the movement of heat in a vertical direction
as well as a horizontal one. This has a two-fold impact, firstly the incorporation of a
geothermal gradient can be accommodated, and secondly the effect of the upper and
lower boundaries can be included. This boundary effect has most impact at the top and
bottom of the injection where the high temperature of the injection must adjust to the
boundary values (Equations 4.28 and 4.29). Although the incorporation of a geothermal
gradient is an important advantage of the two-dimensional model, the one dimensional
model can reproduce a geothermal gradient if it is used with the appropriate ambient
temperature for the required depth in the crust to be investigated, as shown in Figure
4.25. There is only a significant difference in the temperature distribution near to the top
and bottom boundaries.
Figures 4.26 and 4.27 show contours of the temperature and melt fraction over the
domain at time τ = 2.49 × 1012 s. The effect of the boundary at the top of the array
is analogous to the loss of heat upwards due to surface cooling. Only the top half of
these figures is informative and shows that the cooling to the surface is important in
the top few kilometers over 80 ka. The depth in the crust that feels the influence of
cooling to the surface, will increase with increasing time. Choosing appropriate values
of z0 and z1 allows the investigation of this effect with the two-dimensional code. Away
from these boundaries, both the one- and two-dimensional models produce very similar
temperatures horizontally across the domain (Figure 4.25). Thus in order to understand
the development of high temperature regions within the crust over long periods of time,
it is possible to use the one-dimensional code, which has a much smaller run-time than
the two-dimensional equivalent (∼150 times faster, see Figure 4.28). This is exploited in
the final set of computations which were designed to investigate how both the size of the
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Figure 4.24: Numerical solutions for the two-dimensional model with L = 4 × 105 J kg−1,
T0 = 0
◦C, Tm = 1320◦C, z0 = 1000 m, z1 = 5000 m, Γ = 0.03◦C m−1 and ω = 7.5 m with
various spreading rates and injection frequencies: S = 10 mm yr−1, ψ = 6.67 × 10−4yr−1
(1 injection per 1500 yr); S = 15 mm yr−1, ψ = 10−3yr−1 (1 injection per 1000 yr); S =
20 mm yr−1, ψ = 1.33 × 10−3yr−1 (1 injection per 750 yr); S = 25 mm yr−1, ψ = 1.67 ×
10−3yr−1 (1 injection per 600 yr), obtained using x∞ = 4000 m, ∆x = ∆z = 5 m, ∆τ =
3.11 × 106 s. The temperature shown is that recorded at the time step immediately prior
to the next injection at A) τ = 6.22 × 1011 s (∼20 ka), B) τ = 2.49 × 1012 s (∼80 ka)
and is therefore indicative of the residual or ambient value.
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Figure 4.25: Numerical solutions for the two-dimensional model with L = 4 × 105 J kg−1,
T0 = 0
◦C, Tm = 1320◦C, z0 = 1000 m, z1 = 5000 m, Γ = 0.03◦C m−1 and ω = 7.5 m
with a spreading rate S = 25 mm yr−1; also the equivalent one-dimensional calculations
at depths z given by A) 1500 m, B) 2750 m, C) 3000 m, D) 3250 m, E) 4500 m obtained
using an ambient temperature Γz. The computations were performed with x∞ = 4000 m,
∆x = ∆z = 5 m, ∆τ = 3.11 × 106 s and show the temperature recorded immediately
prior to the next injection at time τ = 6.22 × 1011 s (∼20 ka).
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Figure 4.26: Temperature contours for the numerical computations of Figure 4.24 at time
τ = 2.49 × 1012 s (80 ka) for spreading rates S given by A) 10 mm yr−1, B) 15 mm yr−1,
C) 20 mm yr−1, D) 25 mm yr−1.
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Figure 4.27: Melt fraction contours for the numerical computations of Figure 4.24 at time
τ = 2.49 × 1012 s (80 ka) for spreading rates S given by A) 20 mm yr−1, B) 25 mm yr−1.
For S = 10 and 15 mm yr−1, the melt fraction is zero over the whole domain at this time.
A small difference in spreading rate S has a large impact on melt accumulation in the
crust.
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Figure 4.28: Comparison of the computational run-time between the one-and two-
dimensional codes using computations shown in Figure 4.25. The one-dimensional code
has been run for 3 different depths in the crust.
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geothermal gradient and the water content of the composition affect the solution for a
range of spreading rates.
Figure 4.29 shows numerical solutions obtained using the one-dimensional model with
the parameter values listed in Table 4.4, a dyke thickness of 15 m and a spreading rate S
= 5 mm yr−1 for both dry and wet olivine tholeiite compositions. The temperatures of the
solidus and liquidus of the basaltic compositions given by Equations 4.5 and 4.24 are not
adjusted for the different hydrostatic pressures that occur in the crust. The geothermal
gradient Γ takes three values 0.01, 0.02, 0.03◦C m−1, reproduced in the one-dimensional
model by using an ambient temperature Γz where z is the depth. Results for the same
dyke thickness and higher spreading rates S = 10, 20, 25 mm yr−1 are shown in Figures
4.30 - 4.32. For shallow depths in the crust, the presence of a geotherm makes very little
difference to the time taken for the ambient temperature to heat up to 600◦C and to the
solidus. For greater depths in the crust when the spreading rate is slow (5 mm yr−1) the
geotherm does affect the time taken for the ambient temperature to reach the solidus. For
fast spreading rates (25 mm yr−1), the geothermal gradient makes almost no difference to
the time taken for the ambient temperature to increase to the solidus, and depth in the
crust makes only a small amount of difference (e.g. for a spreading rate of 25 mm yr−1
and a geotherm of 0.03◦C m−1, the difference in time taken for the ambient temperature
to reach the solidus at the centre of the array at 1 km depth and 20 km depth is about 17
ka).
However, the spreading rate has a strong influence on the time taken for the ambient
temperature of the crust to reach the solidus temperature . For a geotherm of 0.01◦C m−1,
at a depth of 1 km the time difference between the ambient temperature and the solidus
temperature for a spreading rate of 5 mm yr−1 and 25 mm yr−1 is approximately 740 ka.
For a geotherm of 0.03◦C m−1 this time difference is about 730 ka. The faster spreading
rate greatly decreases the time taken for the ambient temperature to reach the solidus at
the centre of the domain.
4.4 Summary and Conclusions
A numerical finite difference solution to the heat-flow equation has been developed and
applied to the setting of a spreading rift margin. The resolution of the model is important
in determining the run-time, as well as affecting the accuracy and precision of the outputs.
The effect of the spatial and temporal resolution has been investigated and a detailed
comparison made with analytical solutions of the heat-flow equation wherever possible.
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Figure 4.29: Numerical solutions for the temperature at the centreline x = 0 as a function
of time for L = 4 × 105 J kg−1, Tm = 1320◦C, ω = 7.5 m at depths z of 1000, 2000,
5000, 10000, 15000 and 20000 m obtained using the one-dimensional model with ambient
temperature Γz and Γ = 0.01, 0.02, 0.03◦C m−1 and a spreading rate S = 5 mm yr−1.
Computations are shown for both dry (left panels) and wet (right panels) olivine tholeiites
and are obtained with x∞ = 5 x 104 m, ∆x = 5 m and ∆τ = 3.1104 × 106 s.
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Figure 4.30: Numerical solutions as in Figure 4.29 but for a spreading rate S = 10 mm
yr−1.
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Figure 4.31: Numerical solutions as in Figure 4.29 but for a spreading rate S = 20 mm
yr−1.
114
4.4 Summary and Conclusions
Geotherm = 0.01oC m-1 Spreading rate = 0.025 m yr-1 DRY Geotherm = 0.01oC m-1 Spreading rate = 0.025 m yr-1 WET
1 km
2 km
5 km
10 km
15 km
20 km
1 km
2 km
5 km
10 km
15 km
20 km
1 km
2 km
5 km
10 km
15 km
20 km
1 km
2 km
5 km
10 km
15 km
20 km
1 km
2 km
5 km
10 km
15 km
20 km
1 km
2 km
5 km
10 km
15 km
20 km
Geotherm = 0.02oC m-1 Spreading rate = 0.025 m yr-1 DRY
Geotherm = 0.03oC m-1 Spreading rate = 0.025 m yr-1 DRY
Geotherm = 0.02oC m-1 Spreading rate = 0.025 m yr-1 WET
Geotherm = 0.03oC m-1 Spreading rate = 0.025 m yr-1 WET
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0
200
400
600
800
1000
1200
1400
Te
m
pe
ra
tu
re
 (o C
)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
0 0.5 1 1.5 2 2.5 3
x 1013Time (seconds)
~1 Ma
~1 Ma
~1 Ma
~1 Ma
~1 Ma
~1 Ma
Figure 4.32: Numerical solutions as in Figure 4.29 but for a spreading rate S = 25 mm
yr−1.
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The one-dimensional case has been found to run two orders of magnitude faster than the
two dimensional case (Figure 4.28), which is to be expected given the large number of
additional calculations required in two-dimensions.
It has been shown that the one-dimensional and two-dimensional codes yield very
similar results when the temperatures away from the upper and lower boundaries are
considered (Figures 4.11, 4.23 and 4.25). This is due to the greatest temperature gradient
over most of the two-dimensional domain acting in the sideways direction, between the
high temperature of the injected dyke and the lower temperature of the ambient crustal
material. In the one dimensional case, the domain can be taken wide enough to ensure
that there are no boundary effects. In two dimensions, the thermal boundary conditions at
the top and bottom of the domain influence the solution there immediately and eventually
affect the solution throughout the domain. However, if the upper and lower boundaries
are sufficiently far apart it takes a long time for their effect to be felt in the interior of the
domain, so that the one-dimensional code can be used to provide a good approximation
to the interior solution.
At the top of the two-dimensional domain the boundary effect is analogous to the
surface cooling of the system (Figure 4.26 and 4.27). Figure 4.25 shows that after ap-
proximately 20 ka, the crust at a depth of 1500 m has been affected by surface cooling,
but the crust at a depth of 2750m has not. More of the domain will be affected by the
boundary as time increases. The amount of the domain that is affected after a given time
can be approximated using l2 = κτ with the result that after 1 Ma, the top 2800 m of
the crust may have been affected by surface cooling, increasing to the top 4900 m after
3 Ma. Figures 4.26 and 4.27 show that after a period of 80 ka, according to the model,
approximately the top 2500 metres of the crust will have experienced some surface cooling.
The crustal geotherm plays a role in determining the thermal evolution. The temper-
ature increases with depth and greater temperatures can accumulate more quickly with
depth. The two-dimensional mode has been investigated for a depth range of 1 to 5 km
(Figure 4.26) which translates to initial starting temperatures in the range 30 to 150◦C
for a geotherm of 0.03◦C m−1. With lower geotherms, the range of starting temperatures
at these depths is smaller. The effect of the geothermal gradient on the thermal evolu-
tion is not substantial, but the effect is increased with a larger geotherm; regardless of
the geotherm, the temperatures at the shallower depths accumulate at approximately the
same rate, but for larger geotherms the temperatures at greater depths accumulate more
quickly (Figures 4.29 - 4.32). If the model were run over a larger range of depths, for
example between 5 and 20 km, the range of starting temperatures would be much larger
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(150 to 600◦C) and would result in the material at the base of the domain reaching the
liquidus temperature much faster than the material at the top.
The injection frequency and dyke thickness have been systematically investigated to
test whether a different thermal signature is observed between thick dykes injected at low
frequencies and thin dykes injected at high frequencies. The results suggest that thinner
dykes injected more frequently raise the ambient temperature of the crust more quickly
than thicker dykes injected less frequently (Figure 4.14). This has the implication that at
rifting margins where activity is more regular and intrusions are smaller, the crust is likely
to heat up more quickly, giving a more ductile crust sooner than if the dyke intrusions
were larger and less frequent.
The numerical model presented here is a purely conductive model and as such, does
not take account of convective heat transport, radiogenic heat production within the crust
or endothermic or exothermic reactions due to metamorphism. It is thought that any
heat production due to metamorphism would have only a small effect in comparison to
radiogenic heat production (Thompson and Connolly, 1995) and can therefore be ignored.
No account was made for the vertical advection of heat within the domain. As the injection
of temperature is instantaneous and static, no migration of hot material can occur. This
is only important for a two dimensional case, but it is a limitation of the model and is
likely to affect the results. As the hot material would migrate upwards, there would be a
tendency for advection to increase the temperatures at the top of the domain. According
to the current model, the top of the domain is cooler than the bottom of the domain
due to the presence of a geothermal gradient. Advection would tend to counter this in
the (lateral) centre of the domain where the temperatures are hot enough to allow the
migration of material. Convective heat transport by the movement of hydrothermal fluids
is likely to be a significant source of cooling at a rifted plate margin, however this effect
is not well understood.
Over time, and with the increasing temperature and melt fraction in parts of the
domain, convection of the molten region is also likely to become more important for
the thermal evolution of the domain. Barboza and Bergantz (1996) suggest that a critical
melt fraction of 35% is required before convective flow is sufficient to influence the thermal
evolution. Convection will transport heated material vertically in a direction away from
the base of the domain and toward the top of the domain, potentially resulting in a
gradually increasing effect that counters the initial increase in heat with depth due to
the crustal geotherm. Additionally, once a critical threshold of melt fraction has been
surpassed, melt extraction will occur (McKenzie, 1985); this threshold is dependent on
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viscosity and compositional considerations.
None of the parameters so far discussed have such a significant effect on the thermal
evolution as the spreading rate. Figures 4.29 - 4.32 show that with faster spreading rates
there is a dramatic increase in the time taken for the crust to heat up. This implies that
margins with fast plate separation rates are likely to make a transition from continental
break-up to oceanic sea floor spreading more quickly.
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Margins: Case Study of Afar, Ethiopia
5.1 Introduction
Although the theory of plate tectonics is now universally accepted, actually how and what
processes occur leading to the formation of new oceanic crust is less well understood. This
is principally due to the geological timescales over which these processes occur and the
general inaccessibility of mid-ocean ridges. The mechanisms of extension during continen-
tal break up and the transition to oceanic rifting have to be inferred from the geological
record as these processes have ceased. Many theories of the processes causing continental
break up, and the order in which they occur, are controversial. A number of different
mechanisms are important at different times in order to accommodate continental break
up and the transition to the production of oceanic crust; these include faulting, stretching
and extension by magma intrusion (e.g. Bastow and Keir, 2011). The extension of the
crust can be accommodated both tectonically, through brittle failure of the crust, and by
magma injection. Whether faulting, stretching or magma intrusion dominate the exten-
sion is ambiguous. However, Ethiopia offers an opportunity for the study of continental
break up as the processes are currently occurring.
It is commonly thought that the generation of a magmatic rifted margin occurs as the
result of the upwelling of anomalously hot mantle combined with the correct timing and
rate of plate stretching (Bown and White, 1995; Bastow and Keir, 2011). The majority of
sea floor spreading centres that have transitioned from continental rifting, seem to have
an initial stage affected by a Large Igneous Province (LIP) (Hinz, 1981; Hill, 1981), often
outpouring and creating flood basalt provinces (Buck, 2004); this stage is often associated
with the arrival of a plume head and it normally occurs before any significant extension,
faulting, stretching or subsidence (see, e.g. Sengor and Burke, 1978; Buck, 2004). Buck
(2004) suggests that the driving forces behind the mechanical extension of plates are too
small by an order of magnitude to cause the lithosphere to spread and that the injection of
magma in dykes is an effective method of allowing the plates to part. Systems transitional
between continental and oceanic rifting where an abundance of normal faulting occurs,
may also require dyke intrusion as it is thought that dyking can relieve a greater amount of
the tensional strain than normal faulting (Klausen and Larsen, 2002; Bendick et al., 2006;
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Keir et al., 2006a; Rowland et al., 2007). Thus dyke intrusion is likely the predominant
method of accommodating extension at divergent plate margins.
The upwelling of hot asthenospheric mantle could be of plume origin or be the result
of a thinning lithosphere causing decompression and melting (White and McKenzie, 1989;
Ebinger and Casey, 2001). Volcanic activity and the extension along the border faults
and normal fault zones in Ethiopia has been ongoing since the Miocene (Simkin et al.,
1981; Mohr, 1983). However, despite such activity, in the Afar region there has been no
appreciable thinning of the crust (McKenzie et al., 2005; Maguire et al., 2006). Magmatism
on the Red Sea Rift (associated with the LIP emplacement) is thought to have preceeded
rifting (Bosworth et al., 2005). Extensional forces are required to open large dykes (Bialas
et al., 2010). Whilst the “Rift-Push Force” may be large enough to sustain dyke injections,
it is not large enough to allow extension through faulting (Bialas et al., 2010; Buck, 2004).
However, for sustained dyke injections, a supply of magma is also required (Bialas et al.,
2010; Buck, 2006; Qin and Buck, 2008).
Original models (e.g. McKenzie et al., 2005) of plate separation invoked crustal stretch-
ing as the parting mechanism. However, the majority of the strain at the Afar triple junc-
tion is accommodated by magma intrusion (Ebinger and Casey, 2001). This is supported
by the observation that repeated dyke injections can produce the expected rift morphol-
ogy (Wright et al., 2006) as seen on the Dabbahu-Manda-Harraro segment of the Red Sea
Rift in Afar where magma intrusion, not faulting due to ductile stretching, is taking place
(Bastow and Keir, 2011). Faulting can occur due to dyking, with growth of normal faults
on the scale of metres taking place along with accompanying ground subsidence (Brands-
dottir and Einarsson, 1979; Rubin, 1995; Ebinger et al., 2010); a combination of dyking
and faulting together can allow separation at plate boundaries (Ebinger et al., 2010).
However, the thermal structure, and by inference the strength, of an extending plate
over time is poorly constrained. In the previous chapter a numerical model for the calcula-
tion of the thermal evolution of the crust at a rifting plate margin has been developed and
relationships between temperature evolution through time versus a number of parameters
including spreading rate, geothermal gradient, injection frequency and injection size have
been established. In this chapter, the thermal heat-flow model described in Chapter 4 is
applied to the geological setting of the active plate margins of the Afar triple junction. The
solidus and liquidus temperatures used in the model are composition-specific and mimic
those compositions found at the Afar triple junction. The application of the model allows
the investigation of the effects of dyke intrusion on the evolution of the thermal structure
at a divergent rift margin.
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At the Afar triple junction in Ethiopia, the East African, Red Sea and Gulf of Aden
Rifts meet (Figure 5.1). The region provides an ideal natural laboratory for studying a
unique snapshot of the transition between continental break up and sea floor spreading.
This is because a number of tectonic rift sectors have developed and are subaerially exposed
(Bastow and Keir, 2011). In the East African Rift in the south, relative plate motions
are slow and rifting is in its early stages; in Afar in the north-east of Ethiopia, oceanic
spreading is occurring (Ebinger and Casey, 2001; Bastow and Keir, 2011). The parting of
the three plates in this area has been occurring for the past 30 million years.
Geophysical observations of the rift systems indicate that the crust must have thinned
and stretched before sea floor spreading started. Studies of the crustal thicknesses beneath
the Red Sea Rift and East African Rift (e.g. Bastow and Keir, 2011; Maguire et al., 2006;
Hammond et al., 2011) show that the crust has thinned by different amounts in different
places. Bastow and Keir (2011) show that the northern part of Afar (>13◦ N) is markedly
thinner than the crust further south towards the East African Rift. The crust beneath
Erta ’Ale in northern Afar on the Red Sea Rift may be as thin as 15 km, whilst in southern
Afar, closer to the Somalian plate, the crust is estimated to be approximately 26 km thick
(Figure 5.2) (Bastow and Keir, 2011).
In order for the crust to thin, either stretching must take place requiring the crust to
be able to deform in a ductile manner (Bastow and Keir, 2011), or the crust must extend
mechanically by normal faulting combined with magmatic intrusion to accommodate the
extension and account for the thinning. To the first order, the area of intruded material
can be calculated. Taking a spreading rate in the Red Sea Rift of 16.4 mm yr−1 (Bastow
and Keir, 2011) over approximately the last 30 Ma, produces about 500 km width of
rifted crust. A topography decrease of approximately 1 km (Bastow and Keir, 2011) and
a depression of the Moho from about 45 km to about 27 km (Maguire et al., 2006), means
that the crust has thinned vertically by about 19 km. The Moho has thinned relatively
abruptly changing thickness over a horizontal distance of about 1 degree latitude (∼110
km) (Bastow and Keir, 2011). If it is assumed that a piece of crust has thinned from
45 to 27 km deep, and extended from 110 to 500 km long, 8440 km2 of new material is
required. If the new material were intruded into the crust as 27 km by 10 m dykes, then
31300 dykes would be needed. The intrusion of 31300 dykes, each 10 m wide, over 30
Ma provides an approximate intrusion rate of 0.001 dykes yr−1 or 10 mm yr−1 of newly
intruded material. Thus the intrusion rate in Afar seems commensurate with the plate
spreading rate. This is supported by Rowland et al. (2007) who find that the topography
of the rift segments in Afar could have developed by dyke intrusion alone. The Main
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Figure 5.1: A) The location of the Afar region of north-eastern Ethiopia within Africa
(adapted from Keir et al., 2006a). B) The topography of Afar and the Main Ethiopian
Rift within north-eastern Ethiopia. C) The Main Ethiopian Rift and Afar within Ethiopia
and the surrounding countries.
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X’ denotes the line of section (adapted from Bastow and Keir, 2011).
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Ethiopian Rift and, further south, the East African Rift are parting more slowly than the
Red Sea Rift at approximately 5 mm per year (see, e.g. Bilham et al., 1999; Bendick et al.,
2006; McClusky et al., 2010; Keir et al., 2011).
5.2 Geology of Afar
The geology of the region is mainly composed of intruded basalt sequences and older
sediments. The main geological units are (Figure 5.3): i) pre-stratoid magmatism and
sediments; ii) stratoid (sheet-like granite) series; iii) late-stratoid volcanism; iv) basaltic
volcanism of the rift segments; v) silicic volcanism, both syn-stratoid and post-stratoid;
and vi) main quaternary sediments. The oldest units in the region were formed from
the collision suturing of east and west Gondwana during the late Proterozoic (∼550 Ma;
Shackleton, 1996), and are a sequence of volcanic and metamorphic rocks. These oldest
rocks can be found at the edges of the Afar depression, and remained unaltered until the
Permian (299-252 Ma), and the break-up of Gondwana (∼190 Ma; Sears, 2007) led to the
rifting and formation of Madagascar. This produced a shallow marine transgression on
a passive continental margin that allowed the deposition of sediments (Hunegnaw et al.,
1998; Bosellini et al., 2001). This sedimentary deposition continued from the Permian
until the Palaeogene (66-23 Ma) (Hunegnaw et al., 1998; Bosellini et al., 2001; Wolfenden
et al., 2005).
The sediments were next overlain by basaltic and rhyolitic igneous material following
a period of uplift and erosion of the sediment. This large thickness (∼1 km) igneous
material was emplaced at around 45 Ma ago, and was superseded by flood basalts (∼2 km
thick). The flood basalt volcanism continued for 20 million years between 42 Ma and 22
Ma ago with a peak in the emplacement from 31-29 Ma ago when both lavas and silicic
ignimbrites were also emplaced. There are two views on the cause of the flood basalt
sequences and the older igneous material emplaced before them. The first view is that
they are the result of a magma plume (the African plume) arriving at the base of the
lithosphere (Ebinger et al., 1993; Ebinger and Sleep, 1998) and causing the plume-head to
interact with the rocks above, resulting in the generation of vast quantities of melt. The
second view is that they are the result of separate magma plumes (George et al., 1998)
reaching the lithosphere and causing two different stages of volcanism.
At approximately the same time as the emplacement of flood basalt sequences, a period
of stretching in a NE-SW orientation within the Gulf of Aden and the southern part of the
Red Sea occurred (Baker et al., 1996; Hofman et al., 1997; Ayalew et al., 2002; Ukstins
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et al., 2002; Ayalew and Yirgu, 2003; Coulie et al., 2003). The volcanic sequences are
cyclic and comprise basaltic lavas, as well as rhyolitic lavas, ignimbrites and fallout tuff
deposits, the latter of which are found towards the upper parts of the preserved thickness
of rock. The border faults at the sides of the Afar depression formed between 29 and 26 Ma
ago and mark the onset of the separation of Arabia from Africa (Bastow and Keir, 2011).
Between the formation of the border faults and ∼7 Ma ago, the extension between these
two plates was accommodated by small-offset faults in narrow fault zones (or rift segments)
and dyke injections, some of which erupted (Bastow and Keir, 2011). From stratigraphic
observations, Bastow and Keir (2011) argue that the subsidence of the topography has
only been occurring since the Pliocene (∼5.3 Ma Walker and Geissman, 2002). They cite
the infilling of the Danakil basin with up to 3 km thickness of basalt flows and evaporates
of Pliocene to Recent age as evidence of the young age of the subsidence of this region.
They infer that the recent subsidence corresponds with a phase of plate stretching, which
is due to localised magma intrusion, heating and plate weakening (Bastow and Keir, 2011).
At present, the Afar region is at or below sea level, and is bounded by the Ethiopian
plateau, an area of highlands up to 2000 m found to the east and southwest of Afar (Ayele
et al., 2007). To the north, the Afar region is separated from the Red Sea by the Danakil
horst. Figure 5.4 shows images of geological features observed in the Afar and Oromia
regions. Figure 5.4 A) shows Fentale volcano, located in the northern part of the Main
Ethiopian Rift. Figure 5.4 B) shows a heavily faulted and extended crust on the eastern
margin of the Manda Hararo-Dabbahu segment of the Red Sea Rift in Afar. Figure 5.4
C) shows a fumarole in a columnar jointed lava. Figure 5.4 D) and E) show scoria cones.
Figure 5.4 F) shows a fault wall (∼30 m tall). Layered lavas can be seen in the fault wall.
5.2.1 Previously Observed Dyke Injection Events
A sequence of dyking episodes in the Manda Hararo-Dabbahu segment of the Red Sea Rift
commenced in September 2005 (Wright et al., 2006; Yirgu et al., 2006; Ayele et al., 2007;
Rowland et al., 2007; Ayele et al., 2009; Hamling et al., 2009; Keir et al., 2009; Ebinger
et al., 2010; Grandin et al., 2010; Hamling et al., 2010), with the first dyke injection event
causing an average opening of ∼8 m and subsidence of ∼1 m. Satellites tracking the region
showed that the surface around nearby volcanoes subsided by up to 3 m, as magma was
injected along the fissure (Barisin et al., 2009; Hamling et al., 2009, 2010).
There has since been a sequence of dykes which have intruded into the Manda Hararo-
Dabbahu rift segment (Hamling et al., 2009; Ebinger et al., 2010; Hamling et al., 2010).
The first injection (September 2005) was the largest (Ayele et al., 2009) at 60 km in length
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Figure 5.3: A geological map of the Afar region (adapted from Varet, 1978; Beyene and
Abdelsalam, 2005).
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A) B)
C) D)
E) F)
Figure 5.4: Geological features observed in the Afar and Oromia regions. A) Fentale
volcano in the background, with an eroded dyke at the edge of the lake; B) Heavily
extended crust showing multiple normal faults on the eastern fringe of the Manda Hararo-
Dabbahu rift segment of the Red Sea Rift in Afar; C) Fumarole in columnar jointed lava
located east of Semera in Afar; D) Scoria cone on the east side of the Manda Hararo-
Dabbahu rift segment, west of Silsa, Afar; E) Scoria cone located on the western margin
of the Main Ethiopian Rift in Oromia, south-east of Addis Ababa; F) Fault wall (∼30 m
tall) showing layered lavas, located close to the fumarole in Figure 5.4C).
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and 7 km deep, with a volume of approximately 2 km3. The subsequent dyke injections
have been smaller in length (∼8 to 12 km) and volume (0.037 to 0.17 km3) and have
injected into regions of least opening during the 2005 dyke injection (Hamling et al., 2009,
2010; Hamling, 2010).
Of the fourteen episodes of activity since the September 2005 dyke, ten of the events
have been subterranean, whilst four of the more recent injections have intersected the
surface causing minor fissure eruptions. The fourteen dyking episodes between the onset
of activity in September 2005 and the present (Hamling, 2010), took place in June, July,
September and December 2006; January, August and November 2007; April, July, October
and November 2008; February and June 2009; and May 2010. It is thought that the speed
of injection is of the order of 1-2 m s−1 and in the case of the June and July 2006 dykes, the
injections took place in about 4 hr (see also Table B.2, Appendix B) (Hamling et al., 2009;
Ebinger et al., 2010; Hamling, 2010). More recent activity has taken place in the Gulf of
Aden (seismicity associated with dyke injection, November 2010) and at Nabbro Volcano
on the Ethiopian-Eritrean border (seismicity, March 2011; seismicity and eruption, June
2011).
Dyke propagation is controlled by the difference between tectonic stress and magma
pressure (Buck et al., 2006) and for a dyke injection to cause an eruption, the tectonic stress
must have been exceeded by the amount associated with dyke opening (Buck et al., 2006).
The more recent dyking episodes have occurred in areas where there was less opening from
the September 2005 dyke, indicating that they were regions where the tectonic stress was
still high. For the dyke that intersected the surface, the tensional stress in the area at
that point in time must have been exceeded (Hamling et al., 2009).
5.3 Application of the 1D Model to Multiple Dyke Injection
in Afar
In Chapter 4, the numerical model was run using a temperature-melt fraction relationship
(Figure 4.4) calculated with the Simulated Phase Equilibria code developed by Witham
(2008). The numerical code written and used in this chapter is included on the attached
C.D. at the end of the thesis. As described previously, the Witham (2008) code is based
on a three component system and is calibrated to an olivine tholeiite. To apply the
numerical model to the specific setting of the East African and Red Sea Rifts, a more
relevant composition is required and the temperature-melt fraction relationship needs
to be recalculated. Normative olivine of Afar samples is much lower, and of a similar
127
5 Multiple Dyke Injection at Plate Margins: Case Study of Afar,
Ethiopia
level to the quantities of other components (e.g. normative ilmenite). Therefore, the
code of Witham (2008) cannot be used to calculate the crystallisation points as olivine,
clinopyroxene and plagioclase are not the three principal components, when the chemical
analysis is reconstituted as normative components. Thus to calculate temperature-melt
fraction relationship representative of Afar samples, an alternative model needs to be used.
Ferguson et al. (2010) present seven analyses from basalts recently erupted in Afar;
three are from lava flows and scoria deposited in 2007, and four are from lava flows erupted
in 2009. Samples A2 and B2 are chosen as representative (Table 5.3). For comparison,
sample ICP123-260 is an analysis of a natural olivine tholeiite from the Snake River Plain
(Whitaker et al., 2008) and 100D3 is a synthetic sample derived from ICP123-260. For
both of these samples, the melt fraction has been measured experimentally at different
temperatures during equilibrium crystallisation (red dots, Figure 5.5 A). Field (2011)
has calculated temperatures and amount of fractionation for a suite of rocks collected
from the Dabbahu region in Afar (black dots, Figure 5.5 A), assumed to be derived from
a parental composition represented by sample LFAF08045 (Table 5.3). The amount of
fractionation (a proxy for melt fraction) was calculated using ratios of the incompatible
element zirconium (Zr) in the test sample and the parent (LFAF08045) from which the
crystallisation sequence has descended. Zr has a partition coefficient < 1 (McKay et al.,
1986; Wilson, 2001) and is preferentially retained in the melt; it is not readily taken up into
the main crystallising phases. Instead, by analysing the glass (melt phase) of a sample,
the concentration of Zr in the melt can be determined, and is expected to increase as
crystallisation continues. Therefore the ratio of Zr in the parent magma (LFAF08045)
to that in the measured sample is representative of the amount of crystallisation that
has taken place. The temperatures were calculated by Field (2011) using the mineral
compositions; the methods used included ratios of Fe-Ti oxides, Fsp-liquid, Ol-Liquid,
QUILF95 and CPX-Liquid.
5.3.1 Model Parameters
MELTS (Ghiorso and Sack, 1995; Asimow and Ghiorso, 1998) and Rhyolite-MELTS (Gualda
et al., 2012) thermodynamic modelling programs were used to calculate the temperature-
melt fraction relationship. Initially, sample A2 (Ferguson et al., 2010) was run through
both MELTS and Rhyolite-MELTS to compare the difference in outputs (Figure B.1 in
Appendix B). The Rhyolite-MELTS program gave the same output as the MELTS pro-
gram for the temperatures at high melt fractions, but at lower melt fractions, MELTS
was not able to provide a temperature. Next, the composition of sample ICPP123-260
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Sample A2 Sample B2 ICP123-260 100D3 LFAF08045
Chemical Scoria Lava flow Natural Olivine Synthetic Basalt
Analysis (%) (%) Tholeiite (%) Basalt (%) (%)
SiO2 48.34 48.09 47.53 47.91 48.69
TiO2 3.20 3.00 1.43 4.06 3.39
Al2O3 13.63 14.12 15.03 14.06 14.95
FeTot 16.11 15.41 10.53 12.94 14.39
FeO 14.499 13.869 8.951 10.999
Fe2O3 1.611 1.541 1.580 1.941
MnO 0.246 0.236 0.16 0.22 0.23
MgO 5.42 5.30 10.46 3.89 4.74
CaO 9.51 9.88 10.57 8.69 9.06
Na2O 3.04 3.03 2.18 2.93 3.44
K2O 0.754 0.688 0.42 1.53 0.96
P2O5 0.505 0.477 0.26 1.02 0.41
SO3 0.096 0.011 0.02
H2O 0.4 1.8 ≤ 0.4
Normative
Components
Quartz 0 0 — — —
Plagioclase 47.38 49.12 — — —
Orthoclase 4.49 4.14 — — —
Nepheline 0 0 — — —
Diopside 18.97 19.47 — — —
Hypersthene 12.3 10.11 — — —
Wollastonite 0 0 — — —
Olivine 7.23 8.03 — — —
Illmenite 6.12 5.77 — — —
Magnetite 2.35 2.26 — — —
Apatite 1.18 1.11 — — —
Table 5.1: Chemical analyses and CIPW normative components of two samples of recently
erupted basalt (2007-2009) collected from Afar (Ferguson et al., 2010), a natural olivine
tholeiite basalt sample and a synthetic sample (Whitaker et al., 2008) and a basalt sample
from Dabbahu, Afar (Field, 2011).
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Figure 5.5: A) Experimentally derived temperature-melt fraction data from ICPP123-
260 (red dots) (Whitaker et al., 2008). Natural basalt samples from Afar (black dots)
(Field, 2011); melt fractions are calculated from incompatible Zr ratios between the sample
and the parent (LFAF08045) and temperatures are calculated from the mineral composi-
tions (Field, 2011). Thermodynamical modelling of the temperatures and melt fractions
(crosses) (Ghiorso and Sack, 1995; Asimow and Ghiorso, 1998; Gualda et al., 2012). B)
The alteration of the crystallisation path by magma mixing. Dashed line is the mixing
line, solid lines are the crystallisation trends, blue dot is the starting composition, green
dot is the composition of the material mixed into the system. Trend 1 is the crystallisation
path without mixing and trend 2 is the path after mixing.
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(Whitaker et al., 2008) was input (Figure B.2 in Appendix B). The Rhyolite-MELTS
program recreated the experimental data from sample ICPP123-260 well, and therefore
Rhyolite-MELTS was applied to samples LFAF08045 (Field, 2011), A2 and B2 (Ferguson
et al., 2010) to obtain a relevant temperature-melt fraction relationship for the rift systems
in the Afar region, over a range of pressures.
The Field (2011) data are poorly fit by the MELTS and Rhyolite-MELTS outputs
for an equilibrium crystallisation trend, using LFAF08045 as the starting composition
(Figure 5.5 A). The fractional crystallisation trend for the same starting composition
gives a better match to the data and is the more appropriate model to use as each of
the measured data points are from natural samples that would likely have experienced
fractional crystallisation. However, these data (Field, 2011) give anomalously high melt
fractions at the felsic end of the temperature-melt fraction curve. The composition of
sample LFAF08045 has been modelled using water contents of 0.4 wt%. If higher water
contents are run for the same starting basaltic composition, the model curve is shifted
to the left and gives a slightly closer approximation to the data. But, even for water at
saturation (Figure B.3, Appendix B), the curve will not be shifted enough to match the
data. Instead, the mismatch between the data and the model curves could be explained by
magma mixing (Figure 5.5 B); signs of magma mixing were seen by Field (2011) and Field
et al. (2012) in some of the samples from Dabbahu. If a mafic composition magma was
mixed with the material at the felsic end of the curve, melts with an apparently elevated
melt fraction would be produced (green arrows, Figure 5.5 B). Alternatively, the calculated
melt fractions for the experimental samples could have been overestimated. These melt
fractions have been estimated based on the starting concentration of incompatible Zr
in the parent material. If Zr had a higher partitioning coefficient, or the estimate of
the concentration in the parent material was inaccurate (e.g. the concentration of Zr in
the parent was higher than estimated), the calculated melt fractions would be reduced.
However, combining magma mixing with some further fractionation of the mixed magmas
would likely produce the elevated melt fractions seen for the lower temperatures.
The temperature-melt fraction relationship depends on both water content and pres-
sure (Figure 5.6). The water content of sample A2 is not accurately known, although
it must be below the amount required for saturation at a given pressure (Figure B.3,
Appendix B). Additionally, from measured water contents in more evolved samples of
Field (2011) (4 wt% ± 1 wt%), assuming that sample LFAF08045 is the parent, the water
content has been back-calculated by Field (2011) and estimated to be ∼ 0.4 wt%. Field
(2011) shows that the samples have experienced around 90% fractional crystallisation,
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based on the observed bulk and mineral compositions and well as the calculated eruption
temperatures, all of which show a continuous variation. A water content of 0.4 wt % has
thus been assumed for the temperature-melt fraction relationship calculation.
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Figure 5.6: Pressure versus liquidus temperature for different water contents.
The MELTS and Rhyolite-MELTS outputs from samples LFAF08045 (Field, 2011),
A2 and B2 (Ferguson et al., 2010) are very similar (Figure 5.7), due to similar starting
compositions. Sample A2 was chosen as the representative sample with which to generate
a temperature-melt fraction relationship used to run the numerical codes. It was not
possible to obtain a solidus temperature numerically and instead this was chosen based on
previously published model temperatures (Annen and Sparks, 2002), with reference to the
water-saturated granite solidus (Stern and Wyllie, 1973) (Figure 5.8) and the temperature
minimum observed in the Dabbahu samples (Field, 2011).
To allow for the effect of pressure, the temperature-melt fraction relationship was
calculated for four different pressures corresponding to depths in the crust (Figures 5.9
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Figure 5.7: Rhyolite-MELTS outputs from different starting compositions of Field (2011)
(red and purple crosses) and Ferguson et al. (2010) (yellow and blue crosses).
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Figure 5.8: A) Previously published model temperature-melt fraction relationship for a
basaltic system (adapted from Annen and Sparks, 2002). B) Schematic pressure versus
temperature diagram for the water-saturated granite solidus from experimental studies
(adapted from Stern and Wyllie, 1973).
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and 5.10). Depths shallower than 5 km were not considered due to the likely effect of
surface cooling. The lithostatic pressures and corresponding depths (calculated using
∆ρgh with ρ = 2800 kg m3, Annen and Sparks, 2002) were: 1400 bar (5000 m); 2700 bar
(10000 m); 4300 bar (15600 m); and 5500 bar (20000 m). Ts was taken as 660
◦ for all
depths, with Tl as 1135
◦ (5000 m), 1155◦ (10000 m), 1185◦ (15600 m) and 1205◦ (20000
m). All of the crystallisation points are given in Table B.1 in Appendix B. Values of the
physical parameters assumed in the numerical calculations are given in Table 5.2. Injection
temperatures (Tm) of between 1320
◦ and 1250◦ were studied. The ambient temperature
in the one-dimensional model equals Γ× z where z is the depth in metres and Γ = 0.03◦C
m−1 is the geothermal gradient.
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Figure 5.9: Temperature versus melt fraction for 4 different pressures, calculated using
MELTS (Ghiorso and Sack, 1995; Asimow and Ghiorso, 1998), Rhyolite-MELTS (Gualda
et al., 2012) and experimental estimates of the water-saturated granite solidus (Stern and
Wyllie, 1973; Annen and Sparks, 2002).
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Depth
     z
Injection
Rifted surface
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Z = 10000 m
Z = 20000 m
Z = 15600 m
x
Figure 5.10: The set up of the model space, with dimensions and position of the 4 one-
dimensional domains within the crust.
Parameters Values Units
dx, dz Array cell size 5 m
dt Timestep size 3110400 s
Γ Geothermal gradient 0.03 ◦C m−1
δ Dyke thickness variable m
ρ Density 2800 kg m−3
L Specific latent heat 400000 J kg−1
Cp Specific heat capacity 1480 J kg−1 K−1
k Thermal conductivity 1.15 W m−1 K−1
κ Thermal diffusivity 0.00000025 m2 s−1
Table 5.2: Nomenclature − Model parameters and input values.
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5.4 Results
In the previous chapter, two-dimensional calculations enabled the characterisation of the
effects of near surface cooling, finding that it is confined to very shallow depths (a few kms).
The benefit of computing the two-dimensional heat-flow equation, in order to study the
vertical as well as lateral propagation of heat, is offset by the extended computational run-
time. The difference in the outputs between the one- and two-dimensional codes at depths
greater than the extent of the surface cooling is very small. The one-dimensional heat flow
equation has been used in this chapter. For a fuller understanding, the calculations from
the one-and two-dimensional codes should be combined.
The one-dimensional numerical model was run for four different spreading rates, S
= 5; 10; 20; and 25 mm yr−1, for a total time of 5 Ma, using a spatial step length
∆x = 5 m and a time step ∆τ = 3.1104 x 106 s. As discussed in the introduction, the
spreading rate is similar to the dyke injection rate. Different spreading rates were achieved
by varying the dyke injection frequency, whilst the dyke thickness remained constant at
15 m. The calculations were run for four different depths. As in Chapter 4, as z 6= 0,
it is assumed that there is always rock at the temperature defined by the geothermal
gradient above the dyke injection point outside of the computational domain. The length
of time taken for the temperature to increase to different isotherms was calculated for
different depths, spreading rates and distances from the dyke injection. The isotherms
chosen were the liquidus, 50% crystallinity, solidus and 600◦C isotherm. Each of these
isotherms has a specific physical meaning: the liquidus represents the temperature above
which the model region is entirely molten (100% melt); the 50% crystallinity isotherm
bounds the area where the partially molten region contains more than 50% melt, thus this
is the area of mobile and potentially eruptible magma; the solidus isotherm represents the
temperature above which there is some melt present; and the 600◦C isotherm represents
the brittle-ductile transition and thus bounds the region close to the injection position
where the crust will deform predominantly by ductile stretching. An estimate of 600◦C
for the brittle ductile transition was chosen based on previously published estimates (e.g.
p.332, Turcotte and Schubert, 2002), supported by interpolating from Figure 4 of Lynch
and Morgan (1987) and earthquake depth distributions that indicate earthquakes occur
in host rocks at depths of 10 to 20 km (e.g. Chen and Molnar, 1988; Chen, 1988; Maggi
et al., 2000b,a) and up to temperatures of at least 600◦C (e.g. Jackson, 2002). Detailed
results of the calculated times are given in Table 5.3.
Figure 5.11 shows four graphs of temperature against time at the centreline of the dyke
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Depth (km) 5 10 15.6 20
Spreading rate
(mm yr−1)
Liquidus 5 1.07 × 106 1.05 × 106 1.07 × 106 1.06 × 106
10 2.93 × 105 2.79 × 105 2.81 × 105 2.78 × 105
20 8.21 × 104 7.98 × 104 8.43 × 104 8.28 × 104
25 5.26 × 104 5.20 × 104 5.38 × 104 5.38 × 104
50% 5 8.43 × 105 7.69 × 105 6.62 × 105 5.79 × 105
Crystallinity 10 2.23 × 105 1.98 × 105 1.65 × 105 1.40 × 105
20 5.75 × 104 5.09 × 104 4.27 × 104 3.61 × 104
25 3.65 × 104 3.30 × 104 2.76 × 104 2.35 × 104
Solidus 5 1.80 × 105 1.12 × 105 4.44 × 104 5.91 × 103
10 4.73 × 104 2.96 × 104 1.18 × 104 1.48 × 103
20 1.26 × 104 7.39 × 103 2.96 × 103 0.1
25 7.69 × 103 4.73 × 103 1.77 × 103 0.1
600◦C 5 1.42 × 105 7.97 × 104 2.35 × 104 0
Isotherm 10 3.83 × 104 2.20 × 104 5.91 × 103 0
20 1.02 × 104 5.77 × 103 1.48 × 103 0
25 6.36 × 103 3.99 × 103 1.18 × 103 0
Table 5.3: Time taken in years for the temperature at the injection line, x=0, to reach the
liquidus temperature, the temperature of 50% crystallinity, the solidus temperature and
the 600◦C isotherm, for different spreading rates and depths.
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Figure 5.11: Numerical solutions for the temperature along the centreline of spreading, as
a function of time for different spreading rates. The grey hatched area represents the time
range over which the solidus temperature Tl is reached. This time is longer at shallower
depths. As for the multiple injection computations of Chapter 4, the temperature recorded
here is that immediately prior to the next injection and therefore represents the ambient
or residual temperature.
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injection and spreading. The hatched area represents the time at which the temperature
at the injection line, x=0, exceeds the solidus temperature, depending on depth. Material
at greater depths reaches the solidus temperature more quickly. It takes more than twice
as long to reach the solidus temperature for a spreading rate of 5 mm yr−1 than for a
spreading rate of 10 mm yr−1. To reach the 600◦C isotherm it takes much less time. If
the area above the 600◦C isotherm represents crust that has exceeded the brittle-ductile
transition temperature, then the position of this isotherm is important to investigate.
This isotherm is very variable with depth; at 20 km depth, the time taken to heat the
crust to this isotherm temperature is zero because with a geotherm of 0.03◦C m−1, the
temperature at 20 km depth is already at 600◦C before any dyke intrusion. Accounting for
the other depths (5 - 15.6 km), it takes between 142 and 23.5 ka to reach the brittle-ductile
transition isotherm at the centre of the domain (x = 0) for a 5 mm yr−1 spreading rate,
whilst for a 25 mm yr−1 spreading rate, it takes between 6360 and 1180 years.
The horizontal distance from the dyke injection and the time taken to reach a given
isotherm are linearly correlated for all spreading rates (Figure 5.12). With successive
injections, the boundary between injected material and host rock is advected further from
the site of repeated dyke injection. The lines plotted in Figure 5.12 are all within the
area occupied by injected material. This suggests that the spreading rate controls the
rate at which heat is transported away from the centreline of the domain (or the position
where dykes are intruded). It takes a lot longer for crust at a distance of 5 km from the
central injection point to reach liquidus temperature at a slow spreading rate than a fast
one. In the model, heat is transported by both conduction and advection. If heat were
transported by diffusion alone, it would propagate over a distance x like the square root
of time: x ∼ √(κ× τ). Therefore the distance between the injection position and where
the rock temperature reached a particular isotherm temperature would scale as the square
root of time. However, when advection is also considered, Figure 5.12 shows instead this
distance scales linearly with time, suggesting that the isotherms propagate away from the
injection position at a constant rate: the spreading rate.
Figure 5.13 shows a comparison of the isotherm positions away from the centreline
of the domain calculated by the model, and the isotherm position if it were to progress
away from the centreline at the spreading rate. This represents the progression of the
isotherm with (lines) and without (dots) the influence of heat conduction. The spreading
rate alone (dots on Figure 5.13) predicts the isotherm position for distances close to the
centreline. However, with increasing distance from the centreline, the discrepancy between
the model and the isotherm progessing according to the spreading rate alone, increases.
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The model (lines on Figure 5.13) predicts that the isotherms will take longer to reach a
given distance than they would if they were progressing according to the injection rate
alone (neglecting any heat transfer). Loss of heat via diffusion from the injection to
the surroundings causes the isotherm to take longer to reach a given distance, because
heat conduction continuously decreases the temperature of the injected material and thus
slows down the isotherms considered. However, Figure 5.13 shows that compared to the
advection of heat due to the spreading rate, the diffusion of heat by conduction is minimal
and appears secondary to the main effect; spreading rate is the dominant control on the
temperature structure. Figure 5.14 shows the range of times that heating the crust to the
solidus will take, for different depths and different spreading rates.
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Figure 5.12: Time taken to reach the liquidus and solidus temperatures as a function of
the distance away from the dyke injection point, at 5 km depth in the crust. The Main
Ethiopian and Red Sea Rifts are plotted.
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Figure 5.13: A comparison between the position of the solidus (dashed lines and unfilled
dots) and liquidus (solid lines and filled dots) isotherms due to the model (lines) and the
spreading rate alone (dots). Spreading rates of 5 mm yr−1 (blue lines and dots) and 20 mm
yr−1 (orange lines and dots) and shown. The arrows show the components of spreading
alone (black arrow) versus the cooling due to conduction (red arrow). The first arrow is
much longer than the second one, illustrating that the time taken to reach the isotherm is
primarily controlled by the spreading rate; accounting for heat loss by conduction increases
this time but this effect appears to be secondary.
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Figure 5.15 shows the spreading rate plotted against the time taken to reach the solidus
temperature at a depth of 5 km at the injection position, x=0. Depths less than 5 km
have not been considered so that surface cooling is not a factor. The spreading rates
of the Main Ethiopian Rift (∼5 mm yr−1) and the Red Sea Rift in northern Afar (15 -
20 mm yr−1) are highlighted on the graph. The calculated relationship can be fit by an
inverse power law (S = 2.5027 τ−0.513 m yr−1 where τ is measured in years, R2 = 0.9997),
indicating that the spreading rate is almost proportional to 1 over the square-root of time.
This figure demonstrates the consequence of the spreading rate on the thermal evolution
of the point in the crust where dyke intrusions are taking place.
A similar relationship is preserved when using a different injection temperature (Figure
5.15). It takes longer for a lower injection temperature to heat the crust, and this effect is
enhanced at slower spreading rates. The greater the distance away from the dyke injection
point, the longer the time taken to heat the crust (Figures B.4 and B.5 in Appendix B).
Time taken to heat the crust to the liquidus temperature is much larger than to the solidus
temperature. However, compared to the effect of the spreading rate, the effect of injection
temperature remains moderate. Instead, at a given depth, the spreading rate appears as
the main control in determining the time taken for the centre of the computational domain
to reach the solidus (or any other isotherm) and thus to start accumulating melt.
The time taken for the centreline to reach the solidus decreases almost linearly with
depth (Figure 5.16) for a fixed spreading rate. Increasing ambient crust temperature with
depth and the positive pressure dependence of solidus temperature are controlling factors
(Figures B.6 to B.8, Appendix B). However, the difference with depth decreases with
increasing spreading rate to become barely noticeable for spreading rates >25 mm yr−1.
The depth in the crust is plotted against the distance from the dyke injection point for
four different spreading rates, an injection temperature of 1320◦C and for fixed times of
500 ka and 1 Ma (Figure 5.17) since the onset of injections. Temperature isotherms are
shown. These graphs can be used to determine the amount of material either side of the
centreline that is above certain temperatures. All of the material to the left hand side of
the solidus (green line) has a temperature greater than the solidus and hence this region
represents the zone where melt has started to accumulate. The material to the left of the
600◦C isotherm, which represents the brittle-ductile transition, has a temperature above
the transition temperature and is likely to undergo predominantly ductile deformation.
After 500 ka, the temperature isotherms have progressed away from the centreline; for
faster spreading rates, the isotherms have progressed further. At 5 mm yr−1, the solidus
and 600◦C isotherms have progressed up to 3 and 5 km respectively. At 25 mm yr−1,
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the solidus and 600◦C have progressed up to 10.5 km and 12.5 km respectively (Figure
5.17). After 1 Ma at 5 mm yr−1, up to 5 and 6.5 km of material horizontally from the
centreline is above the solidus temperature and 600◦C isotherms respectively. At 25 mm
yr−1, the material up to 19 km from the centreline is above the solidus temperature. The
pronounced kink in the 600◦C isotherm lines are a result of the ambient temperature at
20 km depth, which is already 600◦C, and thus already at the brittle-ductile transition
temperature, before any dykes are injected.
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Figure 5.16: The relationship between depth in the crust and the time taken for the
material at the centre of the domain to reach the solidus temperature. Depth in the crust
increases in the negative Y direction. The spreading rates of the Main Ethiopian and Red
Sea rifts are indicated.
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5.5 Model Limitations
As with any numerical modelling, there are limitations to what can be determined from
the model and to the improvement in understanding of the system being modelled. In the
model described in Chapter 4 and subsequently applied in this Chapter, there are a number
of limitations that are now outlined. Initially, the model assumes that the composition of
the dyke injections and the host rock are both basaltic, and of the composition of Sample
A2 given in Table 5.3. In reality, the composition would be much more heterogeneous,
providing different host rock materials that had a variety of different crystallisation points.
Also, the dyke injections introduced in the model were injected at a fixed rate and had a
fixed thickness. Again in reality, these injections would have been of varying sizes; they
would have injected more frequently than modelled during periods of activity and less
frequently during periods of quiescence. However, using the spreading rate as a long-term
average for the dyke injection frequency is appropriate. As shown in Chapter 4 Figure
4.14, thinner, more frequent dykes are able to heat up the crust more quickly than thicker,
infrequent dykes, but the difference in temperature due to dyke injection thickness is very
small compared to the difference due to the spreading rate.
The calculations are also dependent on the values chosen for each of the model pa-
rameters (Table 5.2). Calculations in Chapter 4 show that the results are not particularly
dependent on the geothermal gradient, especially at shallower depths. The model results
are more strongly dependent on the constants contained in the heat flow equation, partic-
ularly the specific latent heat, the specific heat capacity, and the thermal diffusivity. The
larger the values of specific heat capacity and thermal diffusivity, the faster the tempera-
ture will decay after a dyke injection whilst the larger the value of specific latent heat, the
slower the temperature will decay. A plot of the time taken for the temperature to decay
after a 10 m dyke injection for ranges of the values of the parameters is given in Figure
B.9, Appendix B.
Another source of uncertainty in the model calculations arises from a lack of knowledge
of the concentration of water within the measured samples. The water concentration affects
the predicted crystallisation points (Figures 5.6 and 5.18). With increasing water content,
there is an increasingly elevated melt fraction for a given temperature and a shallower
gradient between melt fraction and temperature at higher melt fractions, as observed by
Annen and Sparks (2002) (Figure 5.8 A). With increasing water content between 0 and 1
wt %, the general trend is for decreasing liquidus temperatures (Figure 5.19). Decreased
solidus and liquidus temperatures result in shorter calculated times between the initiation
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of dyke injection and the increase in temperature of the surrounding crust.
In the model, each injection is intruded into the centre of the previous one. Whilst
this simplifies the numerical code, in many instances, dykes have been observed to intrude
in swarms distributed over a finite region (e.g. the Sheeted Dyke Complex of the Troodos
ophiolite, Cyprus, which has a similar lithological structure to the crust at a fast spreading
ridge (Cannat et al., 2004)). Many of the dykes in a swarm have symmetrical chilled
margins, suggesting that the subsequent dykes intrude to the side of previous injections
(Baragar et al., 1987). For the case where dykes are intruded at random into a finite region,
it will take longer for the temperature of any one part of the region to heat to greater than
600◦C and therefore the length of time taken to reach a given isotherm temperature will
be greater. The timescales calculated are therefore minimum values and would be longer
if the dyking were more distributed.
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Figure 5.18: The X-T relationship calculated for the basaltic composition LFAF08045
from Dabbahu, Afar, using the MELTS thermodynamic program (Ghiorso and Sack, 1995;
Asimow and Ghiorso, 1998) for 0.4 wt %, 0.6 wt % and 1 wt % water.
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5.6 Discussion
A numerical finite difference solution to the one-dimensional heat-flow equation has been
applied to the setting of the slowly spreading rift margins of the East African Rift and
the Red Sea Rift in the Afar region of north eastern Ethiopia. This is important because
many of the models of extension for this region neglect the magmatic effects (e.g. Steckler,
1985; Wernicke, 1985; Martinez and Cochran, 1988; Buck et al., 1988; Chery et al., 1992),
even though the majority of rifted margins show some volcanism (Buck, 2004), suggesting
that rifted margins have a supply of magma feeding the plate separation. However, some
margins are apparently amagmatic despite having thinned crust (Buck, 2004). In the Red
Sea, as in so many other places, the rifting is characterised by a flood basalt province that
extruded prior to the onset of plate separation (e.g. Menzies et al., 1992).
The results from the thermal model presented in this chapter indicate that protracted
periods of dyke injection will alter the thermal state of the crust the dykes are intruding.
The heat transferred from the dyke injections into the surrounding crust gradually raises
the ambient temperature and for a constant injection rate, the temperature decay between
each injection reduces over time until the temperature before and after a dyke injection is
the same. The heat also radiates outwards from the injection position and the progression
of different isotherms away from the centreline of the domain has been shown to be ap-
proximately equal to the spreading rate (Figure 5.12), indicating that the spreading rate
is the dominant control on the timescales of heating regions of the crust by dyke intrusion.
This has the implication that rift margins with faster spreading rates will heat up more
quickly to a given temperature, than margins that have a slower spreading rate.
Comparisons between two rift margins in close proximity with quite different spreading
rates have been made. There are many differences between the rift margins of the Main
Ethiopian and Red Sea Rifts. Main Ethiopian Rift is spreading at 5 mm yr−1 and the Red
Sea Rift is spreading at 16 mm yr−1. The numerical model predicts that the spreading rate
will have the largest effect on the build up of temperature within the domain and that other
factors including the injection temperature and depth will only have a secondary effect
on the temperature. The relationship between spreading rate and time taken to reach
the solidus isotherm (Figure 5.15) is an inverse power law, showing that the spreading
rate is commensurate with the heat transfer rate. When the time is plotted as a function
of spreading rate (Figure 5.20), the results are comparable with the results of Michaut
and Jaupart (2006) who found that the critical temperature in their numerical models
(tc) was proportional to 1 over the injection rate (Q) squared: tc ∝ Q−2. The constant
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that multiplies the injection rate in Michaut and Jaupart (2006), and the spreading rate
in each of the relationships in Figure 5.20 is dependent on the parameters used in the
modelling (Table 5.2) and therefore is different for each case. However, in both this study
and in Michaut and Jaupart (2006), the time taken to reach a particular temperature is
proportional to 1 over the square of the temperature input flux (spreading rate or injection
rate dependent on the study in question). The timescales for the build up of temperature
calculated for different spreading rates are quite varied. Calculations suggest that it will
take significantly longer for the ambient temperature to build up at the slowest spreading
rate (5 mm yr−1) than it will at faster spreading rates.
τ = 5.99 S-1.95
R² = 0.9997
τ = 3.34 S-1.97
R² = 0.9999
τ = 1.19 S-1.99
R² = 0.9994
101
102
103
104
105
106
0.001 0.01 0.1
Depth = 5 km
Depth = 10 km
Depth = 15.6 km
τ α S-2
Spreading rate S (m yr-1)
Ti
m
e 
τ 
(ye
ars
)
Figure 5.20: Time taken to reach the solidus temperature as a function of spreading rate.
A logarithmic scale is used on the axes.
As well as the spreading rates, crustal thicknesses on the two rift margins are different.
The crustal thickness (defined by the position of the Moho) on the Main Ethiopian Rift
decreases over a 400 km length along its axis, from approximately 37 km south of Aluto
volcano to 25 km thick north of Dofen volcano (Y to Y’ on Figure 5.21) (upper crust:
approximately 20 km to 8 km thick) (Beutel et al., 2010). The crustal thickness of the
Red Sea Rift decreases from approximately 25 km to 15 km (X to X’ on Figure 5.21) (upper
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crust: approximately 9 km to 5 km thick) (Bastow and Keir, 2011). These thicknesses
are estimated from marked changes in seismic wavespeeds. On the X to X’ line, the
crustal thickness decreases the most rapidly in Afar (north of 13◦); the decrease in crustal
thickness here is matched by a decrease in topography to below sea level (Bastow and
Keir, 2011).
The heat transferred from magma intrusions into the crust can alter the physical
properties of the surrounding rocks giving a modified response to brittle deformation such
as faulting (e.g. Ebinger et al., 2010; Holtzman et al., 2003; Evans et al., 2004). A crustal
temperature increase would also enhance the possibility of ductile crustal deformation. It
is estimated that faults will accommodate between 5 and 15% of the extensional strain on
a fast spreading ridge or where there is a plentiful supply of magma (Cowie et al., 1993;
de Chabalier and Avouac, 1994; Ebinger et al., 2010). For a slower spreading rift, or where
the supply of magma is limited, the amount of extension accommodated in faults is much
greater and up to 50% of the extensional strain may be accommodated (e.g. Dauteuil et al.,
2001; Ebinger et al., 2010). In Afar the moment release from earthquakes is a lot less than
that expected, given the rate of plate separation (Bastow and Keir, 2011; Hofstetter and
Beyth, 2003). Although the largest earthquakes have a low return period such that the
historical record may not be able to capture the long term moment release, the larger
earthquakes tend to be on the border faults and not in the rift. Also, the outliers do not
seem to be biasing the result of Hofstetter and Beyth (2003) which shows that >50% of
the motion on faults is aseismic. Faults may have more opportunity to form and plate
separation may be more greatly accommodated by fault slip if the supply of magma to
dyking is reduced (Tucholke and Lin, 1994; Thatcher and Hill, 1995; Ebinger et al., 2010).
If all the plate separation in Afar was accommodated by faulting alone, there would be
more than twice the current amount of observed moment release (Bastow and Keir, 2011).
This suggests that aseismic magma intrusion is the dominant mechanism for the plate
separation in this region.
Knowledge of the rheology of the lithosphere in East Africa may also contribute to an
understanding of the plate separation. A number of authors have inferred differences in
rheology to explain the observations of plate separation and magmatism on the Red Sea
Rift (Ebinger et al., 1989; Bilham et al., 1999; Ebinger and Casey, 2001; Albaric et al.,
2009). The rheology of oceanic lithosphere is related to its thermal structure (Jackson
et al., 2008). The rheology of continental lithosphere however, is likely to be more complex,
as is the transition between the two. Earthquake locations and gravity anomalies are often
used as proxies for the strength of continental lithosphere (Ebinger et al., 1989; Jackson
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et al., 2008; Albaric et al., 2009). Bilham et al. (1999) infer a change in rheology at
approximately 4 km depth between a rigid upper crust and a more viscous crust beneath
in order to explain the locations of faults and earthquakes within the rift. Based on gravity
anomalies, Ebinger et al. (1989) calculate the thickness of the elastic lithosphere under
segments of the Afar rift system to be 21-36 km thick.
Fully developed rifted margins show a thinned lithosphere, a depressed Moho discon-
tinuity, extensively faulted topography and multiple dyke intrusions. Extension may lead
to dyke injections and normal faulting (Figure 5.22 A and B), however, the thinning of
the lithosphere is the result of the ductile stretching of a heated and weakened lithosphere.
The emplacement of hot dyke injections will generate the heated and weakened lithosphere
required for ductile stretching (Figure 5.22 C). However the timescales over which this oc-
curs, and therefore the transition from continental rifting to sea floor spreading occurs, is
poorly known.
C)
A)
B)
Figure 5.22: Methods of plate separation. A) Plates are separating though dyke injection
and normal faulting. B) After a protracted period of dyke injection, the temperature of
the crust begins to increase. C) The temperature of the crust exceeds the brittle-ductile
transition temperature and the plates separate through ductile stretching, causing crustal
thinning.
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The results of the numerical modelling presented in this chapter may provide a con-
straint on the timescale over which the transition from continental rifting to sea floor
spreading occurs. The timescale for the ambient temperature of the crust to heat up to
the 600◦C isotherm provides an indicator for the time taken for the crust to reach the
brittle-ductile transition during repeated dyke injections. The model results show that
this takes longest at the shallowest depths, therefore the results from 5 km depth should
be used as the minimum time. Once the temperature of the crust has reached the 50%
crystallinity isotherm, the melt will be able to accumulate and pond, potentially becoming
mobile and eruptible or forming a magma chamber. At this point it will presumably be
extracted. Melt accumulation could also occur at melt fractions less than 50% through
the process of compaction and melt migration. However, it is assumed that accumulation
will happen at melt fractions of 50%. The time taken to reach the liquidus temperature
is perhaps somewhat misleading in a physical sense as any material that is able to reach
100% melt will likely either be immediately extracted, or would have already been removed
at a lower melt fraction.
The locus of strain has shifted between the Red Sea Rift segments in northern Afar
(Wolfenden et al., 2005). According to geodetic data, magmatic segments here accom-
modate more than 80% of the strain, suggesting that the border faults are not where
the extension is taking place (Ebinger and Casey, 2001). Both strain and magmatism in
the Red Sea Rift have migrated through time, starting at the border faults and shifting
north-eastwards (Wolfenden et al., 2005). This migration generates basalts in a “riftward-
dipping wedge” that creates the seaward-dipping reflectors that are characteristic of rift
margins. However, the migration of the locus of strain from segment to segment has the
implication that dyke injection centered on the locus of strain will also have migrated
through time. This suggests that the heating of the crust through multiple dyke injection
may only continue so long as the locus of strain remains fixed on one segment.
In Afar at 11◦ north, the locus of strain has shifted away from the border fault at
the western edge of the rift (Wolfenden et al., 2005). Here, the strain is thought to have
migrated eastwards both gradually and in larger jumps between the Oligocene and the
Upper Miocene preventing the formation of long-term segments with fixed boundaries.
The timescales for the transition of the locus of strain from one place to another is poorly
constrained. However, the onset of different stages in the rift development have been esti-
mated (Wolfenden et al., 2005) for Afar. The first stage comprising initial basin formation
began between 29 and 26 Ma, with the second stage characterised by dyke intrusion and
a southward younging of material commencing between 25 and 20 Ma (Wolfenden et al.,
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2005). The strain then experienced a jump at 7 Ma, with continued dyke injection. Al-
though the timing is unconstrained, the formation of marginal grabens then occurred, and
it is thought that this represents a late stage process that has not yet been reached in the
Main Ethiopian Rift (Wolfenden et al., 2005).
One possible mechanism for the migration of the locus of strain proposed by England
(1983); Houseman and England (1986); Sonder and England (1989) and Steckler and ten
Brink (1986) is the increase in strength of the lithosphere due to cooling. This would allow
the locus of strain to migrate to a location where the strength of the crust was lower (Sonder
and England, 1989). van Wijk and Cloetingh (2002) suggest that the locus of strain will
migrate due to multiple phases of dyke injections followed by cooling allowing the crust to
regain its strength. As the locus of strain in Afar has continued to gradually migrate, it
is possible that the speed of migration has exceeded the amount of time required for the
locus of strain to remain fixed in order to produced a sufficiently heated and weakened
lithosphere to allow ductile stretching. On the Red Sea Rift where the spreading rate is
faster, the length of time required to heat and weaken the crust is much smaller, providing
the opportunity for the crust to heat and weaken before the migration of the strain.
Ebinger and Casey (2001) suggest that the dyke intrusion on each segment is confined
to the brittle, elastic part of the upper crust and emanates laterally from a magma chamber
due to the orientation of the regional stresses. Beneath the region of dyke intrusion, plate
separation is accommodated by ductile extension and vertical shortening (Ebinger and
Casey, 2001). On the Red Sea Rift in afar, it is estimated that plate stretching has been
occurring for the past 5 Ma (Bastow and Keir, 2011). The strain rate associated with
individual dyke injections is actually much larger than the long-term averaged tectonic
strain rate, so dykes can occur even though the crust could already partially accommodate
tectonic deformation in a ductile manner. The numerical modelling presented in this
chapter shows how crustal temperature increases owing to repeated dyke injections, which
would promote or favour ductile deformation provided the injection locus is maintained
in one position for long enough. The calculations suggest that for a slow spreading rate
comparable to that of the Main Ethiopian Rift, the locus of strain would need to be focused
on a region for 142 ka before appreciable heating of the crust could allow the initiation of
stretching of a heated, weakened, ductile crust (Figure 5.21). For faster spreading rates,
the onset of ductile stretching would occur more quickly (after 6360 years at a 25 mm
yr−1 spreading rate).
As mentioned in the previous sections, one of the limitations of the model is that
dykes are injected through the centre of the previous intrusion, whilst symmetrical chilled
156
5.6 Discussion
margins on dykes from sheeted dyke complexes may actually be more common (Baragar
et al., 1987). For a case where dykes are injected at random into a finite-width region, the
time taken for the crust to heat up to 600◦C will be longer. Rift zones are variable and can
be wide, narrow, slow, fast, magmatic, amagmatic etc. Many workers have investigated
the causes for the different rift morphologies and types (e.g. Buck et al., 1988, 1999;
MacDonald, 1982; Steckler and ten Brink, 1986; van Wijk and Cloetingh, 2002), and there
are many factors which might influence their formation and evolution (Buck et al., 1999).
Fast spreading margins tend to have narrow rift zones, whilst slow spreading mar-
gins tend to have wider rift zones (Chen and Morgan, 1990); for more developed rifting,
injections occur at or near the ridge axis. However, the mechanism for converting the
distributed injection of dykes to focussed injection along a narrower rift axis is poorly un-
derstood. If injections were randomly distributed, not focussed in one place, the moment
that the temperature at one part of the region of injections exceeded the 600◦C isotherm,
the onset of ductile deformation would occur and dyke injection may become focussed at
that point, providing a method for localising dyke injection into a narrow region.
Whilst the lithosphere may initially be too strong to allow plates to part at a rift
margin by faulting due to extension alone, in Afar the triple junction has likely also
provided a pushing force due to the upwelling of the hot material associated with a plume
head impinging on the base of the crust and providing an uplift, to allow dyke injection
and normal faulting to take place. This has allowed the plates to gradually separate
and heat up due to repetitive dyke injection. The rate of separation, identified as the
dominant control on the timescale of build-up of heat, has determined whether the crust
has been able to heat sufficiently to allow crustal thinning due to ductile stretching. On
the Main Ethiopian Rift where the spreading rates are slow (5 mm yr−1), the model shows
that it will take up to 142 ka of repeated dyke injections to heat the injection site to the
brittle-ductile transition temperature (Tables 5.3 and B.3, Appendix B), initiating ductile
stretching of the crust. As the crust has not markedly thinned in this region and is still
25 km thick, this implies that sufficient heat has not been able to accrue and therefore the
locus of strain has not been static in this region for this length of time.
On the other hand, the Red Sea Rift in northern Afar has a faster spreading rate and
a crust thinned to 15 km. The model shows that 6360 years of repeated dyke injection are
required before the injection site reaches the brittle-ductile transition temperature (Tables
5.3 and B.3, Appendix B) and ductile stretching can begin. It would take a lot longer for
a larger width of crust to heat to this temperature. This suggests that the locus of strain
on the Red Sea Rift in Afar migrates on the order of tens of thousands of years.
157
5 Multiple Dyke Injection at Plate Margins: Case Study of Afar,
Ethiopia
5.7 Conclusions
The numerical modelling presented in this chapter shows that the spreading rate is the
most influential constraint on the generation of melt within the crust at a rift margin. The
modelling has also shown that with increased distance from the point of dyke emplacement,
it takes longer for the ambient crustal temperature to reach first the solidus and then
the liquidus temperature. In addition, the time taken to increase the ambient crustal
temperature to the solidus provides implications for the onset of plate stretching after
weakening by melt intrusion.
The spreading rates on the Red Sea Rift and the Main Ethiopian Rift are 16.4 mm
yr−1 and 5 mm yr−1 respectively. Studies (e.g. Maguire et al., 2006) have shown that
the crust has thinned under the Red Sea Rift, but that there has been no appreciable
thinning of the crust under the Main Ethiopian Rift. The results of this work implies that
the spreading rate and therefore the temperature profile in these regions would be the
principal cause for the differences in crustal thicknesses.
The model has shown that for a slow spreading rate (such as that of the Main Ethiopian
Rift), it takes 180 ka for the dyke injection site to reach the solidus temperature and start
accumulating melt. However, the crust is likely to undergo predominantly ductile defor-
mation after the temperature exceeds the brittle-ductile transition temperature (600◦C),
for which it would take up to 142 ka. Therefore, for a slow spreading rate (e.g. 5 mm
yr−1), the locus of strain must remain fixed on a segment for at least 142 ka before ap-
preciable heating of the crust would allow the onset of ductile stretching. Where the
spreading rate is faster, the locus of strain needs to remain fixed for shorter lengths of
time. This supports the view that Ethiopia’s evolving locus of strain and low spreading
rate have resulted in much of the extension being accommodated by magmatic intrusion
rather than by stretching.
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6.1 Introduction
The transition from continental break up to the production of oceanic crust is being docu-
mented at the Afar triple junction in north eastern Ethiopia. Geophysical observations of
rift systems worldwide show that the crust must thin and stretch before seafloor spreading
occurs. In the previous chapter a numerical model for the calculation of the thermal evo-
lution of the crust at a rifting plate margin was applied to the geological setting of the Red
Sea and East African Rift systems in north eastern Ethiopia (Figure 5.1). Relationships
between temperature evolution through time and parameters including spreading rate and
injection temperature were established for these rifts. Spreading rate was found to be the
dominant control in determining the rate of temperature build-up.
The crust beneath the Red Sea and East African Rifts has thinned by different amounts
in different places (e.g. Bastow and Keir, 2011; Maguire et al., 2006; Hammond et al., 2011).
The crust beneath the northern part of Afar (>13◦ N) is approximately 15 km thick, whilst
beneath the East African Rift it is approximately 26 km thick (Bastow and Keir, 2011).
Also the locus of strain has migrated from rift segment to rift segment through time
(Wolfenden et al., 2005). The thermal numerical model results (Chapter 5) explain these
observations, indicating that the time taken to heat the crust to allow ductile stretching,
must be less than the length of time that the locus of strain remains fixed in one place. For
slow spreading rates, the locus of strain may have already migrated and the temperature
may not be able to build up enough.
Electrical resistivity and its inverse, electrical conductivity, can be used as proxies for
quantifying the amount of fluid present in an area because the majority of fluids increase
the conductivity of the medium they occupy (Desissa et al., in review). Thus the mea-
sured conductivity can give a good indication of whether any melt is present in the crust.
Conductivity is also strongly dependent on the SiO2 content of the rock with higher values
giving lower conductivities (Johnson, 2012). The temperature, pressure, water content,
and the concentration of Na2O also affect the conductivity value. The electrical conduc-
159
6 Multiple Dyke Injection at Plate Margins: Comparison with
Geophysical Monitoring Results
40.2˚ 40.4˚ 40.6˚ 40.8˚ 41˚ 41.2˚ 41.4˚
11˚
11.2˚
11.4˚
11.6˚
11.8˚
12˚
12.2˚
12.4˚
12.6˚
0 10
A
B
LINE 1
LINE 3
LINE 2
Figure 6.1: The Manda Harraro-Dabbahu rift segment with the MT survey lines shown
(Figure adapted from an image provided by Prof. K. A. Whaler).
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tivity of different silicate melts have been calculated at different temperatures (Pommier
et al., 2010) so that the temperature calculated using the one-dimensional numerical model
and the conductivity measured by a magnetotelluric (MT) survey can be related. In this
chapter, the thermal results from the numerical model are compared with the results of
a MT survey of the rift axis of the Manda Harraro-Dabbahu rift segment of the Red Sea
Rift in Afar (Figure 6.1).
6.2 Magnetotelluric Surveying
A MT survey was conducted along three profiles in different orientations across the Manda
Harraro-Dabbahu magmatic segment (Figure 6.1). The MT surveys were conducted, and
the data processed and provided by researchers at the Universities of Edinburgh and Addis
Ababa (for further information on the data acquisition and processing, see Hautot et al.,
2006; Whaler and Hautot, 2006; Hautot et al., 2009; Desissa et al., in review). The results
from the survey line 2 (Figure 6.2) are the most relevant to the numerical model as the
line passes through the rift axis at the centre of the rift segment, and covers the site of
the current dyke injection activity. Line 3 also passes through the rift axis, but the survey
line is located at the southern end of the segment, further south than the extent of the
dyke injection events. Figure 6.2 B) shows the resistivity of the crust from the surface to
a depth of 50 km for survey line 2. Values of conductivity were calculated from the inverse
of the resistivity values (Figure 6.2 C).
There are two areas of more higly conductive material, one centered on the rift axis
(approximately 7 to 17 km depth) and the other about 10 km to the west of the rift axis
(approximately 12 to 45 km depth) (Figure 6.2 C). On the east side of the rift axis, the
measured values of conductivity show a gradual increase in size towards the centre of the
rift. The western body of higher conductivity is interesting because it is not centered
on the rift axis. The survey line at this position passes Badi volcano and could be the
magma chamber associated with it, but the conductive region is not connected to the
surface. Alternatively, this less resistive region may represent a site where the rift axis
could have previously been located before shifting east to its current location. At very
shallow depths (<2 km), some narrow, high conductivity strips were imaged. These were
the highest values of conductivity measured and may represent the presence of ground
water or hydrothermal fluids at these depths, or correspond to a more fractured and
heterogeneous surface. The highest conductivity value measured beneath the rift axis was
about 0.35 reciprocal Ohm-m. The resistivity shown by survey line 2 has been decomposed
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Figure 6.2: The MT survey of the rift axis north (Line 2). A) The topography of the
measured section. B) The measured resistivity. C) The measured conductivity. B) and C)
are plotted in an area according to colour. The area sizes increase with depth correspond-
ing to a loss of resolution in the measurements. Sharp colour changes signify changes in
material properties. The solid black line represents the topographical rift axis. The dyke
injections have occurred between the solid and dashed black lines (Figure generated from
data and code provided by Prof. K. A. Whaler).
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into areas of 4% and 10% (Figure 6.3) melt. These are representative of broad areas with
an average melt fraction of either 4 or 10% melt. In reality, these areas are likely to contain
small regions with a much higher melt fraction, distributed within a lower melt fraction.
The connectivity of the more conductive material in a two phase medium (i.e. the
melt), greatly influences the bulk conductivity (Johnson, 2012). To calculate these plots,
a Continuous Parallel Pathways model (Johnson, 2012) was used. Alternatively, the melt
fraction can also be calculated from Equation 4.6a in Hashin and Shtrikman (1962), which
gives a slightly higher melt fraction for the same bulk resistivity. The Continuous Parallel
Pathways model assumes that the medium is anisotropic, inconsistent with the assumption
of an isotropic medium used to generate the 2D resistivity/conductivity model to image
beneath the rift axis (Johnson, 2012). However, the amount of melt estimated with either
model is high in comparison with studies of rift settings, and the Continuous Parallel
Pathways model gives the lowest estimate of melt beneath the rift axis (Johnson, 2012).
Also, oriented melt pockets are cited as the cause of the seismic anisotropy observed
beneath the rift axis (Bastow et al., 2010).
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Figure 6.3: The 4% (orange) and 10% (red) melt regions mapped beneath the rift axis
north (Line 2) (Figure generated from data and code provided by Prof. K. A. Whaler).
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6.3 Comparison with the Numerical Model
In the previous chapter, the one-dimensional numerical model was used to obtain results
for a range of different spreading rates relevant to the Afar region, for a total time of
5 Ma. In particular, the time taken for the ambient crustal temperature to reach the
solidus and 600◦C isotherm temperatures was calculated for a range of physical parameters
and basaltic compositions relevant to the region. The results from these model runs are
compared with the result of the MT survey. Figure 6.4 shows the output of the one-
dimensional model recorded for τ = 500 ka (red lines), 1 Ma (green lines) and 2 Ma (white
lines), overlain on the conductivity values obtained from the MT profile for survey Line 2.
The position of the solidus isotherm calculated by the model gives the region where some
melt would be expected.
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Figure 6.4: MT survey (Line 2) compared with the numerical model results for S = 10
mm yr−1. Three sets of four coloured lines show the model results after 500 ka (red lines),
1 Ma (green lines) and 2 Ma (white lines), and are symmetrical about the rift axis (solid
black line). The sets of lines show the position of the solidus (solid lines) and the 600◦C
isotherm (dashed lines).
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Firstly, Figure 6.4 shows that the shape of the hot region can be reproduced well by
the model. Outputs from the numerical code can be compared with the MT survey data
from beneath the rift axis only in the range 5 to 20 km in depth (Figure 6.5). After both
1 and 2 Ma, the solidus and 600◦C isotherm lines have progressed further than the region
of highest conductivity values (Figure 6.4). However, although the conductivity signal is
higher in the regions beneath the rift axis and to the west of the rift axis at ∼15 to 40
km depth, the conductivity values themselves do not give a quantitative indication of the
volume of melt in those areas. The best estimate from the MT survey is for about 12%
melt (Desissa et al., in review) within the crust in areas defined as magma chambers at
30 km depth to the west side of the rift axis, and at 10 km depth beneath the rift axis.
The region of measured conductivity of the rift axis from the survey line to be compared
with the numerical model results is shown in Figure 6.5. The east side of the rift axis
appears unaffected by the influence of additional sources of high conductivity (like that
seen on the west side of the axis) and so is the side used for the comparison. Figure
6.5 (lower panel) shows lower values of measured conductivity at the top and bottom of
the comparable region. Lower conductivity values at depths shallower than about 5 km
probably indicate the effect of surface cooling. On timescales of a few million years, this
effect is likely to be important at depths up to 5 km. The lower conductivity values at 20
km depth may indicate that dyke injections occurring beneath the rift axis only extend
down to 20 km or that the magma pathways beneath the rift are complex. However,
this is speculative because the resolution of the data decreases with depth, increasing the
uncertainty on the measured values.
As mentioned previously, the MT survey highlights two areas of more higly conductive
material, one of which is about 10 km to the west of the rift axis at a depth range of
∼12 to 45 km. Although the high conductivity body to the west of the rift axis is outside
the range of comparable depths for the numerical model outputs, the inference could be
made that this region of hot material represents a failed rift, or a jump of the rift axis
from west to east. Wolfenden et al. (2005) have presented evidence for the migration of
the locus of strain through time in an eastwards direction, away from the border faults
that bound the rift valley. The presence of the deeper hot body of material to the west
of the rift axis may support this. Alternatively, the rifting in this region may simply be
asymmetrical, with each successive injection to one side of the previous one instead of
through its centre. Indeed, the asymmetrical MT anomaly in the far field is suggestive
of asymmetrical spreading, although this does not explain the conductivity low about 5
km west of the rift axis. Dyke injection may not always occur through the centre of the
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Figure 6.5: Measured conductivity of the rift axis. A) The rift axis is represented by the
solid black line and the white box shows the region comparable with the numerical model.
B) The comparable region (Figure generated from data and code provided by Prof. K. A.
Whaler).
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previous dyke; instead dyke injection may actually occur at random within a finite spatial
zone. This manner of injection is commonly observed in dyke swarms.
Dykes injected with a random separation distance from the previous injection would
cause the temperature of the crust into which they were intruding to increase more slowly
at any given point in the injection region. However, the region of dyke injection would be
unlikely to be as wide as the width of both MT anomalies. It is more likely that the axis
of injection shifted to the east by 30 km, the order of the width of a rift segment in the
region (Hayward and Ebinger, 1996; Ebinger et al., 2010). The conductivity low dividing
the two regions of higher conductivity, 5 km to the west of the rift axis could provide
a constraint on the length of time between rift axis jumps or the distance that the axis
migrates by. Additionally, the conductivity anomaly on the west side of the rift axis is
much wider than the anomaly centered on the rift axis. This suggests that the spreading
on the present-day rift axis may have been taking place for less time than it did if or when
the rift axis was previously to the west of its current location. However, a comparison of
the MT result with the model output is best made with the east side of the rift axis where
there are no additional complexities due to a deep conductive source.
The bulk conductivity of a two phase material (in this case, melt and solid basalt) is
a combination of the conductivities and quantities of the melt and the solid. The bulk
conductivity is related to the melt fraction and the conductivity of the melt and solid
phases with the equation
Ωbulk = Ωmelt +
1−X
1
Ωrock−Ωmelt +
X
3Ωmelt
(6.1)
(Equation 4.6a from Hashin and Shtrikman, 1962), where Ωbulk is the measured bulk
conductivity of the rock, Ωmelt is the conductivity of the melt, Ωrock is the conductivity
of the rock and X is the melt fraction. To calculate the area that is not above the solidus
temperature (that is, everywhere that the melt fraction X = 0)
Ωbulk = Ωmelt +
1
1
Ωrock−Ωmelt
(6.2)
therefore,
Ωbulk = Ωmelt + Ωrock − Ωmelt , (6.3)
and this is expected; if X=0, then there is no melt and Ωbulk = Ωrock. The measured
conductivity has been replotted as contours of conductivity values (Figure 6.6). The con-
ductivity of a synethetic basalt has been measured for a range of temperatures (Presnall
et al., 1972). The rate of temperature change during the experiments appears to have
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an effect on the conductivity measured in the sample (Presnall et al., 1972), with larger
temperature changes yielding larger conductivity values at the lower end of the temper-
ature range. For large temperature changes (300◦C hr−1), at 660◦C the conductivity of
the sample was measured as 0.0200 reciprocal Ohm-m. For small temperature changes
(150◦C hr−1), at 700◦C the conductivity of the sample was measured as 0.0004 reciprocal
Ohm-m. The conductivity of a natural basalt sample at 660◦C (solidus temperature in the
numerical model) is likely to be within this range of values. Therefore, the conductivity
value for T = 660◦C (for comparison of the model with the MT survey results) is taken
as 0.01 reciprocal Ohm-m.
Figure 6.6 shows the contours of conductivity values mapped beneath the rift axis.
The pink coloured contour line of 0.01 reciprocal Ohm-m (Figure 6.6 B) represents the
contour of the solidus temperature. This shows that the solidus isotherm, at 10 km depth
in the crust, is approximately 13 km from the rift axis. At a spreading rate of 20 mm
yr−1, the solidus isotherm will have progressed 13 km from the dyke injection point in just
under 1 Ma. At a spreading rate of 10 mm yr−1, it will take significantly more than 1 Ma
for the solidus isotherm to propagate 13 km from the dyke injection position (Figure 6.8);
however, by 2 Ma the solidus isotherm at the same spreading rate (S = 10 mm yr−1) and
depth, has reached 20 km from the rift axis (e.g. see Figure B.8, Appendix B).
Therefore the region beneath the rift axis that is likely to contain some percentage
of melt (i.e. that which is above the solidus temperature) is the area above the 0.01
reciprocal Ohm-m contour line. Once the solidus temperature is reached and incipient
melting begins to occur, the conductivity might be expected to rise markedly. Figure
6.6 shows that on the east side of the rift axis, the conductivity contour approximating
the solidus temperature in the numerical models is at a distance of approximately 13
km from the rift axis. On the west side of the rift axis, the conductivity contours are
more complicated due to the second area of more higly conductive material that is located
approximately 12 to 45 km depth at 10 km to the west of the rift axis. It is likely that
the east side would not be thermally perturbed by the potentially hot and melt-bearing,
high conductivity area on the west side.
The conductivity on the west side of the rift axis increases with depth, whilst on
the east side of the rift axis, the value of conductivity is less dependent on depth. The
sharpest change in colour on the east side occurs much closer to the rift axis (<7 km
away). There may be a number of explanations for this. The value of conductivity
chosen as representative of the solidus temperature may not be appropriate; however, the
experiments of Presnall et al. (1972, see Figure 2) suggest that the conductivity value of
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Figure 6.6: A) Measured conductivity of the rift axis with overlay of contour values of
conductivity (1/Ohm-m). The rift axis is represented by the vertical black line (Figure
generated from data and code provided by Prof. K. A. Whaler). B) Contoured values of
conductivity with coloured lines representing different values of conductivity: 0.005 (yellow
line); 0.01 (pink line); 0.05 (green line); 0.1 (red line); 0.2 (orange line); 0.3 (purple line);
and 0.4 (black line) reciprocal Ohm-m. The grey shaded area is the domain comparable
with the numerical code.
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0.01 reciprocal ohm-m at 660◦C is an upper bound for this temperature. If the solidus
temperature were equivalent to a lower value of conductivity, the effect (that the solidus
isotherm is not at the same location as the sharpest change in conductivity values) would
be worse. Instead, the sharp change in conductivity contours within the region of partially
molten material may be an artefact of the connectivity of the partial melt.
Figure 6.7 shows the calculated approximate percentage of melt, using Equation 6.1
and taking Ωmelt as 1.58 and Ωrock as 0.01 reciprocal Ohm-m (Figure 2 Presnall et al.,
1972). The highest melt percentage on the east side of the rift axis is 25%. The deeper
conductive body on the west side of the rift axis has a melt percentage contour of 33%
at its centre, which is the highest imaged melt percentage. The calculated approximate
melt percentage assumes that the melt is in well connected isotropic pockets, and assumes
that the conductivity of the melt does not vary with depth (the melt conductivity of 1.58
reciprocal Ohm-m is estimated using a liquidus temperature of 1180◦C; Presnall et al.,
1972). It is therefore, not possible to make an accurate comparison with the melt fractions
calculated by the numerical model. In addition, the numerical model does not consider any
dynamic melt effects such as extraction processes and therefore will not give an accurate
representation of the amount of melt within the modelled region.
The conductivity is dependent on the SiO2 and Na2O content, the temperature pressure
and water content. In the numerical model, the composition of the dykes and the host
rock are assumed to be the same and therefore the SiO2, Na2O and water contents should
not vary widely throughout the array. Also, as the model is run in one-dimension, the
pressure is constant for a given depth. However, the conductivity is strongly related to
the connectivity of the more conductive phase in a two-phase system (Johnson, 2012).
The numerical code has shown that it will take between 1 and 2 Ma for the solidus
isotherm to reach a distance of 13 km away from the axis of injection (Figure 6.8). How-
ever, the area of melt predicted by the survey and the quantity of melt within that area,
are estimates and are strongly dependent on a number of parameters previously described.
Of these, the connectivity of the melt is likely to have the greatest effect on the comparison
of the measured conductivity values with the output of the numerical model. The actual
percentage of melt within the solidus isotherm cannot be accurately estimated using the
numerical code because the model includes no melt dynamics. Some portion of the ac-
cumulated volumes of melt in the crust would be extracted to the surface, and therefore
for large volumes of melt to build up, it is much more realistic for the material to be
partially molten with melt filling discrete pockets. Also, the time taken to create this area
estimated with the numerical model is likely to be an upper bound on the estimate of the
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Figure 6.7: The calculated approximate melt percentage for each of the conductivity
contours. The rift axis is represented by the vertical black line and the grey shaded area
is the domain comparable with the numerical code. Contoured values of melt percentage
according to the conductivity contours: 0% melt (0.01, pink line); 4% (0.05, green line);
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incubation time for this melt.
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Figure 6.8: The progression of the solidus (green lines) and 600◦C (orange lines) isotherms.
Depth in the crust against distance away from the axis of dyke injection. Two spreading
rates (10 and 20 mm yr−1) and three different times (500 ka (solid lines); 1 Ma (dashed
lines); and 2 Ma (dotted lines)) are shown.
6.4 Summary and Conclusions
The output of the numerical finite difference solution to the one-dimensional heat flow
equation has been compared with the results of a magneto-telluric survey of the rift axis
of the Manda Harraro-Dabbahu rift segment of the Red Sea rift. The outputs of the one-
dimensional numerical model for spreading rates S = 10 and 20 mm yr−1; and individual
times of τ = 100 ka; 500 ka; 1 Ma; and 2 Ma have been compared with the resistivity
and conductivity profiles measured beneath the rift axis. The conductivity measured by
the MT survey has been plotted as contours of conductivity, allowing the position of the
solidus isotherm to be compared between the survey and the numerical model. The MT
survey shows that the solidus isotherm should be 13 km away from the axis of injection;
the model estimates that this would be achieved through sequential dyke injection in 1 to
2 Ma.
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7.1 Introduction
The propagation of magma-filled cracks is the primary method of magma transport through
the Earth’s lithosphere (Watanabe et al., 2002). Dykes are widespread and are evidently
important in feeding the supply of magma to volcanoes (e.g. Pollard and Muller, 1976;
Watanabe et al., 2002), thus the good understanding of the physics of crack propagation
is critical for understanding the methods of magma supply. Dyke injection is also crucial
at rift margins to accommodate strain and assist rifting (Buck, 2004; Buck et al., 2006).
Scaled analogue experimental models can provide key insights into the mechanics and
dynamics of magma transport in different tectonic settings.
Scaled analogue experimental models have been used to study various aspects of dyke
propagation (e.g. Heimpel and Olson, 1994; Takada, 1994a; Menand and Tait, 2001, 2002;
Kavanagh et al., 2006; Menand, 2008; Menand et al., 2010). Often gelatine has been used
as an analogue for the crust (e.g. Johnson and Pollard, 1973; Pollard and Johnson, 1973;
Takada, 1990, 1994a,b; Heimpel and Olson, 1994; Dahm, 2000b; Menand and Tait, 2001,
2002; Ito and Martel, 2002; Watanabe et al., 2002; Rivalta et al., 2005; Kavanagh et al.,
2006; Menand, 2008; Menand et al., 2010), whilst silica powder (e.g. Galland et al., 2006,
2009) has also been used. A number of different fluids have been used as an analogue for
magma, such as: water (e.g. Kavanagh et al., 2006); air (e.g. Menand et al., 2010); oils
(e.g. Heimpel and Olson, 1994; Takada, 1994a; Galland et al., 2006); hydroxyethylcellulose
solutions (e.g. Menand and Tait, 2001); and more exotic fluids such as Hexane or Mercury
(e.g. Heimpel and Olson, 1994).
For a long time, the propagation of a buoyancy-driven fracture has been experimentally
investigated (Fiske and Jackson, 1972; Maaloe, 1987; Takada, 1990; Heimpel and Olson,
1994; Rivalta et al., 2005). Laboratory experiments have been used to measure the vertical
propagation velocity of a buoyant fluid-filled fracture (Takada, 1990; Heimpel and Olson,
1994; Menand and Tait, 2002), and show that the velocity of a propagating crack will
depend on the fracture resistance of the solid which it is propagating through (Heimpel
and Olson, 1994; Menand and Tait, 2002), although the opposite has also been argued
on theoretical grounds (e.g. Lister and Kerr, 1991). Some experimentalists have argued
that fracture resistance is likely to be important in the lithosphere for the propagation
of buoyancy-driven magma fractures (e.g. Heimpel and Olson, 1994; Menand and Tait,
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2002). Buoyancy-driven fractures have also been investigated with models analysing the
static shape in an elastic solid (Weertman, 1971; Pollard and Muller, 1976). The shape
of a propagating fracture with a constant volume is closely described by the theoretical
elastostatic shape of an internally pressured crack (Heimpel and Olson, 1994).
The density of the crust near the surface is often lower than the density of magma. The
term LNB (Level of Neutral Buoyancy) has been used to describe the depth at which the
magma and the surrounding crust have equal buoyancies, accounting for both their density
and potential vertical deviatoric stress gradients (Ryan, 1987; Takada, 1990; Lister and
Kerr, 1991). As a propagating fracture reaches the LNB, it slows and then spreads laterally
(Rubin and Pollard, 1987; Ryan, 1987; Lister and Kerr, 1991; Taisne and Jaupart, 2009),
possibly resulting in a volcanic rift zone (Heimpel and Olson, 1994). Rigidity contrasts
and layering in the analogue crust could lead to the stalling and prevention of upwards
experimental dyke propagation, as well as the development of sills and igneous complexes
(Rivalta et al., 2005; Kavanagh et al., 2006).
The advection and conduction of heat are important processes governing magma trans-
port (Heimpel and Olson, 1994); the relative contributions of advection of heat through
magma in a fracture and magma-wallrock conductive heat exchange will control whether
the magma will solidify or the wallrock will melt backwards (Bruce and Huppert, 1990;
Delaney and Pollard, 1982). Taisne and Tait (2011) present experimental results on the
effects of solidification on the propagation of a dyke in a gelatine analogue crust. They
use an injection fluid (parafin wax) that solidifies during propagation, and find that there
are two different, end-member dyke propagation behaviours: step-wise, accompanied by
periods of time during which there is no propagation but the dyke inflates owing to the
incoming of new fluid from the source; and continuous, during which solidification plays
no role on the intrusion dynamics. An intermediate continuum of propagation behaviours
between the two also exists. Taisne and Tait (2011) derive a dimensionless flux and di-
mensionless temperature that can be used to predict the expected propagation type.
Takada (1994b) has investigated the effect of the interaction of vertically propagating
cracks, finding differences in the interaction of two liquid-filled cracks and one liquid-filled
crack with one solid-filled crack. In the case of two liquid-filled cracks, each can adjust
its position relative to the other, whilst solid-filled-liquid-filled crack interactions result in
any change in position being adopted by the liquid-filled crack (Takada, 1994b). Takada
(1994b) finds that cracks that are buoyancy-driven are much more likely to coalesce than
cracks that are pressured.
In the previous chapters, the heat flow from multiple dyke injections at an actively
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rifting margin has been investigated (Chapter 4) and comparisons have been made with
the Red Sea and Main Ethiopian Rifts (5 and 6). The rift segments of the Red Sea Rift
experience episodes of activity including multiple dyke injections over a short time period.
Previous studies of rift margins have observed that, during rifting episodes of the active rift
segments, the later dykes tend to intrude regions where the opening of the first dyke was
the smallest (e.g. Tryggvason, 1984; Hamling et al., 2009; Hamling, 2010; Grandin et al.,
2010). In this chapter, the results from a series of 41 laboratory analogue experiments
are presented. These experiments were designed to investigate the relationship between
successive dykes injected into an extensional tectonic setting. Here, multiple dyke injection
is investigated from a structural point of view, relating dyke injection size, amount of
extension, injection spacing and injection orientation.
7.2 Experimental Materials and Methods
The experiments comprised the repeated injection of a fluid into a gelatine solid (used as an
analogue for the Earth’s crust) that had been subjected to a remote extension. As shown
recently by Kavanagh et al. (2012), gelatine is an appropriate analogue material to scale
and model, at the laboratory scale, the intrusion of magma in the elastic, brittle crust.
The aim of the experiments was to investigate the relationship between successive, lateral
dyke injections. This required the use of a fluid which would solidify after injection in
order to prevent the coalescence of successive injections and thus preserve their structural
relationship. The chosen injected fluid was a vegetable oil (Vegetaline), whose rheology is
well established (Galland et al., 2006).
To conduct the experiments, the gelatine needed to be stretched horizontally to simu-
late a remote tectonic extension. However, gelatine is a weak material that does not allow
direct stretching. Instead, the gelatine was stressed by weighting its top surface and con-
fining only one opposite pair of its remaining sides, allowing the unconfined pair of sides
to extend freely. Intrusions of a buoyant fluid (initially air and subsequently Vegetaline)
were injected into the gelatine through small holes in the walls of the tank. The initial
experiments were designed to test techniques and processes to be employed in later exper-
iments; they were carried out to investigate which combinations of injection fluid, gelatine
layer configuration, gelatine concentration, injection method and flow rate, solidification
time and solidification temperature would yield the best results. From Experiment 18
onwards, the experimental set up was fixed.
In each of the experiments, the simulated dyke injections were intended to propagate
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laterally. It was not possible to achieve a lateral propagation of the vegetaline within the
gelatine without the presence of a second and more rigid, overlying layer of gelatine. The
overlying gelatine layer effectively capped the underlying layer and forced the injection to
propagate sideways after reaching the interface between the two layers. Therefore, in these
experiments, the dyke propagation was first vertical and, once the interface between the
two gelatine layers was reached, was then lateral. Moreover, it was not the propagation
of an individual dyke which was being investigated, but the static relationship between
the final resting position, shape and orientation of two or more dykes, each relative to the
dykes that were injected before.
7.2.1 Experimental Materials
Gelatine
Gelatine is an ideal substance to use as an analogue for homogenous, isotropic crustal
rocks. It has the advantage of being transparent allowing the propagation of a crack
within the gelatine to be visible; it is a brittle viscoelastic solid, and is incompressible
to the degree that its Poisson’s ratio can be taken as 0.5 (e.g. Farquharson and Hennes,
1940; Crisp, 1952; Richards and Mark, 1966; Righetti et al., 2004; Kavanagh et al., 2012).
Gelatine also has a fairly low rigidity, although this can be adjusted to a suitable value
either by increasing the concentration of the gelatine during preparation, or by allowing
the gelatine a longer solidification time at colder temperatures. This low rigidity allows
gravity to have a greater affect over small length scales (Richards and Mark, 1966; Heimpel
and Olson, 1994).
Not many crustal rocks are homogenous over large areas. Different types of rock may
allow propagating magma to proceed differently and large bodies of rock are naturally
infiltrated by joints, faults and beds, the latter of which can influence the formation of sills
(Kavanagh et al., 2006). However, the approximation of a homogenous crust is adequate
for these experiments because they simulate a rift environment where the crust at the
injection site is assumed to be almost entirely basaltic. Here, basaltic dykes are repeatedly
intruded and horizontal interfaces with different rheological properties are unlikely.
In response to an external stress, on short timescales gelatine behaves elastically whereas
over longer periods of time it behaves in a more viscous manner (Di Giuseppe et al.,
2009). Two different tests on the rheological properties of the gelatine were performed to
see whether the gelatine would respond viscously or elastically over the timescale of an
experiment (2 hours). Both tests showed that the deformation was elastic (Appendix C).
176
7.2 Experimental Materials and Methods
Vegetaline
In this set of experiments the crust analogue is injected with a magma analogue. Most
previous workers have used air or aqueous solutions as the magma analogue (e.g. Menand
and Tait, 2001, 2002; Menand et al., 2010). These fluids are buoyant and transparent when
emplaced. As they are in the liquid state over the temperature at which the experiments
are conducted, there is no way of examining their shape after the experiment has taken
place. In the experiments presented here, the chosen magma analogue is a vegetable
oil with a melting temperature of 31◦ C and the trade name Vegetaline. This has been
previously used as a magma analogue by Galland et al. (2003, 2006, 2007, 2008, 2009)
and the rheological properties are well known (Figure 7.1). This melting point (31 ◦C)
is an easy temperature to work with under laboratory conditions. This magma analogue
has the advantage that after each experiment, the solidified injections can be extracted
from the gelatine and analysed in detail. One side effect of using this magma analogue
is that there is a risk that the injections could melt the surrounding gelatine during the
experiment, affecting the accurate measurement of the stresses generated due to the dyke
injection.
There are various characteristics which can be observed if melting of the gelatine occurs
during an injection. The oil and gelatine are immiscible so melted gelatine is manifest as
globules on the interface between the oil and the gelatine during the intrusion and whilst
the injection is predominantly liquid. The globules of gelatine tend to settle at the base of
the fracture and when the injection has solidified, these globules are then distinguishable
as they are transparent when the injection is opaque. Also, as the site of melting tends
to be in the area vertically above the injection needle, any melting causes the part of
the injection in this vicinty to be wider than the surrounding parts which can be easily
observed when the solidified injections are removed from the experimental tank. These
melting features have been observed during a few of the experiments; the experiments
were those where the initial oil temperature was high (≥ 60◦C) and the injection flux was
also high (≥ 30 rpm with a peristaltic pump).
It is important to ensure that solidification effects are not dominant as solidification
can lead to segmentation and fingering of the dyke edges (e.g. Rubin, 1995), resulting
in dyke shapes which are harder to analyse in terms of the stresses they impose on their
surroundings. Taisne and Tait (2011) investigate the propagation of a solidifying intrusion
of parafin wax into an homogenous block of gelatine. They define two dimensionless
parameters to predict the type of propagation expected. These two parameters are the
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Figure 7.1: The change in viscosity with temperature of the vegetable oil used as the
magma analogue in these experiments (Vegetaline). The melting point is at 31◦C (adapted
from Galland et al., 2006).
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dimensionless flux (Φ) and the dimensionless temperature (Θ),
Φ =
3ξ∆ρg
2κE
Θ =
Tp − Tg
Tf − Tg (7.1)
where ξ is the volumetric flux, ∆ρ is the density difference between the gelatine and the
injection fluid, g is gravitational acceleration, κ is the thermal diffusivity of the gelatine,
E is the Young’s modulus, Tp is the temperature of the phase change of the injection fluid,
Tg is the temperature of the gelatine and Tf is the temperature of the fluid. The di-
mensionless flux represents the dynamical conditions and is a ratio of the scaled advected
heat flux due to the flow into the fissure, to the heat lost due to conduction within the
gelatine (Taisne and Tait, 2011). The dimensionless temperature represents the thermal
conditions and is the ratio of the temperature differences between the phase change and
the solid temperature, and the fluid and the solid temperature. For a natural system, Θ
should be between 0.9 and 0.95 because in most cases, magmas are injected close to the
liquidus temperature (Delaney and Pollard, 1982; Taisne and Tait, 2011). Values for Θ
can range between 0 and 1. The larger the Θ value, the lower the injection temperature
and the smaller the difference between the injection temperature and the gelatine tem-
perature. Theoretically, Φ can range between 0 and ∞. A larger Φ value corresponds
to larger volumetric flux and therefore faster injection rates. The dimensionless flux and
temperature are related according to the following equation giving an α value which can
be used to describe the propagation (Figure 7.2)
α = Θ5.36Φ (7.2)
(Taisne and Tait, 2011). If α = 0 there is no solidification and propagation is smooth.
If α = 1 solidification dominates (and in this case, no propagation would take place as
the injection would immediately freeze). An α value greater than 0.5 is likely to result in
a propagation which is dominated by solidification and occurs by steps (Figure 7.2). As
Θ→ 0, α→ 0; as Θ→ 1, α→ 1; as Φ→ 0, α→ 1; and as Φ→∞, α→ 0.
In order to avoid solidification effects during the experiments, the Φ and Θ values
of each of the experiments should ideally fall within the green to blue coloured zone in
Figure 7.2. The optimal range of α values for the experiments is 0.4 to 0.6, to minimise
both solidification and potential melting of the gelatine. To obtain optimal α values, the
vegetaline temperature should be about 60◦C and the injection rate between 0.25-0.32 rpm
(using a peristaltic pump) depending on the room temperature and injection temperature.
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the alpha values calculated using Equation 7.2.
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7.2.2 Scaling of Analogue Models to the Natural Environment
When using scale models to investigate physical processes, the physical parameters in-
volved need to be correctly scaled and the model materials must be experimentally and
practically plausible (Hubbert, 1937; Galland et al., 2006; Kavanagh et al., 2012). Previ-
ous workers have considered gelatine as a good scaled crustal analogue when in its elastic
state (Acocella, 2005; Canon-Tapia and Merle, 2006), and simple scalings of the prop-
agation dynamics of fluid-filled fractures have been presented. Kavanagh et al. (2012)
have conducted experiments to improve the understanding of the rheology of gelatine and
demonstrate how gelatine experiments can be applied to geological settings. Geometrics,
kinematics and dynamics must be considered in order to correctly scale a model and create
a reproduction of natural geological processes (Galland et al., 2006; Kavanagh et al., 2012).
A geometrically similar model will have a fixed length ratio with nature, a kinematically
similar model will have a fixed time ratio with nature and a dynamically similar model
will have a fixed set of ratios for forces and stresses (Galland et al., 2006).
For the scaled model to be geometrically similar with nature, a length scale must be
defined. For vertical dyke propagation, the characteristic length scale is the buoyancy
length (Taisne and Tait, 2009) which is the length over which the buoyancy and the
fracture resistance are balanced and is defined as
l = lb =
(
Kc
∆ρg
) 2
3
(7.3)
where lb is the buoyancy length, Kc is the fracture toughness, g is gravitational acceleration
and ρ is the density. This enables us to define a geometric scaling ratio
l∗ =
llaboratory
lnature
(7.4)
(Kavanagh et al., 2012). Therefore
l∗ =
(
Kclaboratory
∆ρlaboratory
) 2
3
(
Kcnature
∆ρnature
) 2
3
(7.5)
where Kc of gelatine is (1.45±0.10)×E 12 (Kavanagh et al., 2012), which is approximately
50 Pa m1/2. Kc of a natural system is approximately 1×107 Pa m1/2 (Kavanagh et al.,
2012), ∆ρ of Vegetaline (890 kg m−3 Galland et al., 2006) and gelatine (approximately
1000 kg m−3) is 110 kg m−3 and ∆ρ of a natural system is approximately 100 kg m−3
(Kavanagh et al., 2012). This gives an l∗ between 3×10−4 and 5×10−4, and suggests that
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an experimental injection of approximately 20 cm would represent a dyke with a buoyancy
length of approximately 500 m.
For kinematically similar experiments, a time scale can be defined. Assuming the dykes
produced experimentally are buoyancy driven, the time scale can be calculated using a
combination of the buoyancy length and reduced gravity (g’). The reduced gravity is
g′ =
∆ρ
ρsolid
g (7.6)
giving
T =
√
lb
g′
= ρ
1
2
solidK
1
3
c (∆ρg)
− 5
6 (7.7)
and thus a time scale ratio
T ∗ =
Tlaboratory
Tnature
(7.8)
(Kavanagh et al., 2012). Using the values above, and taking ρsolid = 2800 kg m
−3 as
representative of a natural system and ρgelatine = 1000 kg m
3, T∗ is calculated to be 9.4
× 10−3. The velocity scale can be calculated from the time scale
U =
lb
T
= (∆ρg)
1
6 K
1
3
c ρ
− 1
2
solid (7.9)
and thus a velocity scale ratio
U∗ =
Ulaboratory
Unature
(7.10)
is obtained (Kavanagh et al., 2012). Therefore, U∗ = 3 × 10−2. Translating this from the
laboratory into nature, an experimental injection traveling at some mm s−1 would equate
to a natural dyke traveling at 0.1 to 0.25 m s−1 (Kavanagh et al., 2012). This is consistent
with observations from seismic signals of the speed of propagation of dyke intrusions (e.g.
White et al., 2011).
Additionally, a stress scale can be calculated which combines a driving pressure scale
and an elastic pressure scale (Kavanagh et al., 2012). During dyke propagation, the driving
pressure scale and the elastic pressure scale should balance (Lister and Kerr, 1991). The
driving pressure (∆P ) and the elastic pressure (Pe) scales are
∆P = ∆ρglb Pe =
E
2(1− ν2)
ω
lb
(7.11)
where E is the Young’s modulus, ν is the Poisson’s ratio and ω is the thickness or amount
of opening in the dyke head. The Poisson’s ratio of natural rocks is between 0.25 and 0.3;
for gelatine experiments, the Poisson’s ratio is 0.5. Rearranging for E gives
E = 2(1− ν2)∆ρg l
2
b
ω
. (7.12)
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As 2(1 − ν2) differs between experimental and natural conditions by only 15 - 20%, the
stress scale can be calculated from
E = ∆ρlb
(
lb
ω
)
(7.13)
and thus the stress scale ratio is
E∗ =
Elaboratory
Enature
(7.14)
(Kavanagh et al., 2012). For naturally occurring dykes, the ratio of lbω is approximately
0.0001:1 to 0.001:1, whilst for experimental dykes, this ratio is approximately 0.01:1 to
0.1:1. This gives an E∗ of 1 x 10−6. The Young’s modulus of natural rocks is between 1 x
109 and 1 x 1010 (Kavanagh et al., 2012), therefore the correct scaling of the laboratory
materials would require the working range of Young’s modulus values for the experiments
to be 1000 to 10000 Pa. This range of Young’s modulus values can be achieved with
concentrations of gelatine in the range 2 to 5 wt% (Kavanagh et al., 2012). Thus exper-
iments carried out using these gelatine concentrations are correctly scaled to the natural
environment in terms of geometry, kinematics and dynamics (Kavanagh et al., 2012).
Additionally, Kavanagh et al. (2012) show that temperature conditions of 5 to 10◦C are
optimal for the preparation of the gelatine solids.
7.2.3 Measurement and Calculation of the Gelatine’s Young’s Modulus
To understand the deformation occurring in the gelatine throughout an experiment, the
elastic properties of the gelatine need to be known. The rigidity of the gelatine needs to
be measured and calculated, and will be dependent on the gelatine starting concentration,
the curing time, the temperature at which the curing occurred, the gelatine starting tem-
perature, the volume and the area of the upper surface, which control the time it takes to
cool and adjust its temperature to that of the surrounding environment. A given gelatine
concentration will have a maximum Young’s modulus that can be achieved and after an
initial sharp increase in rigidity as the gelatine is curing, the Young’s modulus value will
plateau (Kavanagh et al., 2012).
To measure the Young’s modulus, a digital micrometer screw gauge is used to calculate
the distance between a fixed point at the top of the tank and the surface of the gelatine
(Figure 7.3). A cylindrical load is applied to the surface of the gelatine and the distance
between the fixed point and the top of the load is recorded. The amount of deformation
is calculated from the equation
D = (lnew +Hl)− l . (7.15)
183
7 Laboratory Analogue Modelling
Gelatine block
Container
Metal bar
Micrometre screw gauge
l
Gelatine block
Container
Metal bar
Micrometre screw gauge
lnew
Load
Figure 7.3: The procedure for the measurement of the Young’s modulus of a block of
gelatine.
The resulting deformation depends on both the size and weight of the load (Table C.1,
Appendix C gives the dimensions of the loads used to measure the Young’s modulus).
From the measured deformation, the Young’s modulus is then calculated using
E =
mg(1− ν2)
2rD
(7.16)
where m is the mass of the load, g is 9.81 m s−2 (acceleration due to gravity), ν is the
Poisson’s ratio, r is the radius of the load and D is the deformation of the gelatine due to
the load (Timoshenko and Goodier, 1970). The density of the gelatine is assumed to be
equal to that of water (1000 kg m−3). This formula assumes a semi-infinite elastic solid.
A series of experiments were run with J. L. Kavanagh in order to better characterise
gelatine as a crustal analogue. The results of this work and its experimental recommen-
dations are published in Kavanagh et al. (2012). There are a number of factors which
can affect the measured value of the Young’s modulus of gelatine. To calculate the exact
Young’s modulus, the surface supporting the load should be infinite in all directions so
that the deformation due to the load is unaffected by the sides of the container. The
calculation of the Young’s modulus may be innacurate if the deformation of the gelatine
is affected by the finite lateral dimensions of the container (Kavanagh et al., 2012). In
the confines of the tank, interaction between the container walls and the applied load may
give an artificially high Young’s modulus value (Kavanagh et al., 2012). Provided that
the ratio of the diameter of the load to the diameter of the container is less than 10%,
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sidewall effects will be avoided (Kavanagh et al., 2012). Each load is used to make three
deformation measurements and the measurements are averaged.
Error Estimation on the Young’s Modulus Calculation
The Young’s modulus calculation requires various measurements to be made: the load
diameter; the load depth (Hl); the distance between a fixed point and the gelatine surface
(l); and the distance between the same fixed point and the load surface (lnew). The
measurements made of the load have an associated error of ± 0.5 mm. The measurements
of distance have an error of ± 1 mm. The calculation of the deformation of the gelatine
due to a load has an error of 0.0015 mm. The mass of the load was measured three times
using weighing scales accurate to 0.01 g and the measurements were averaged. The error
on the calculation of the Young’s modulus for each experiment is dependent on the error
in the measurements of the load’s mass, the load’s radius and the deformation due to the
load (see Table C.2, Appendix C).
7.2.4 Experimental Method
The experiments presented in this chapter were designed to investigate the effect of mul-
tiple dyke injection in an extensional tectonic setting. The experiments were carried out
within a two-layer gelatine block made in an acrylic tank with internal dimensions of 40
× 39.8 × 28.9 cms, upon which an extension was applied. The experimental apparatus
consisted of two identical experimental tanks and two smaller pots to allow the measure-
ment of the Young’s modulus of the two gelatine layers separately (Figure 7.4). Two walls
of Tank 1 (the tank in which the experiments were conducted) were lined with removable
metal plates prior to making the gelatine so that an extension could be applied to the gela-
tine block. The metal plates were made from copper and aluminium and had dimensions
of 39.5 by 32.4 by 1.25 cm.
The gelatine was prepared from a high-clarity, 260 bloom, pigskin-derived, granular
powder dissolved in hot, de-ionised water to produce an aqueous solution totalling 60 L.
The concentrations of gelatine were varied in order to control the gelatine’s rigidity. The
prepared aqueous gelatine solution was transferred in equal amounts up to 29 L into the
two acrylic tanks, as well as Pot 1 containing 2 L. The acrylic tanks and Pot 1 were covered
by wrapping film and situated in a cold room with the temperature in the range 3 to 6◦C
for between 12 and 18 hours, allowing the gelatine to cure, whilst preventing the gelatine
forming a skin. Tank 1 contained the gelatine in which the experiments were to be run
and Tank 2 contained the gelatine on which measurements of the Young’s modulus were
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to be made. A further 11 L of gelatine was prepared with a differing concentration from
the first batch, and 10 L added to Tank 1 as a second layer. No gelatine was added to
Tank 2. Pot 2 was filled with 0.69 L of gelatine. The tanks and pots were again left in
the cold room for between 6 and 12 hours to allow the second layer to solidify, before the
experiment was run (Figure 7.4).
Gelatine block Gelatine block
Injections
Layer 1 = 29 L
Layer 2 = 10 L
TANK 1 TANK 2
Layer 1 = 2 L Layer 2 = 0.69 L
POT 1 POT 2
Layer 1 = 29 L
Injections
Figure 7.4: The experimental apparatus and set up.
The experiments were conducted at room temperature (15 to 20◦C) under the same
conditions and on separate occasions over an overall period of four months. The dura-
tion of each experiment was between 3 and 4 hours. Previous studies have conducted
experiments at lower temperatures (e.g. Rivalta et al., 2005; Menand et al., 2010) to be
sure the crustal analogue would behave in a brittle manner. However, the experiments
presented here could not be conducted at a lower temperature (e.g. inside a cold room)
as the injection fluid would have rapidly cooled to below its solidification temperature
and the ambient temperature would have limited the time available for conducting the
experiments. Additional space constraints are associated with conducting experiments
within the confines of a cold room. Thus, the tank was taken out of the cold room prior
to carrying out an injection, and placed back into the cold room afterwards.
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The wrapping film was removed at the start of each experiment before the Young’s
modulus was measured. The Young’s modulus was measured immediately prior to the ex-
periment being carried out. The duration of the experiment after removal of the wrapping
film was too short for the gelatine to develop a skin and is therefore treated as a totally
homogenous unit. The Young’s modulus of layer 1 was directly measured from Tank 2. If
layer 2 in Tank 1 had been thicker, the deformation of layer 1 due to a load placed on the
surface of layer 2 could have been assumed to be negligible. Therefore the measurement
of the Young’s modulus of Tank 1 would have been roughly equal to the Young’s modulus
of layer 2. As layer 2 is thin, it is likely that layer 1, as well as layer 2, is deforming when
a mass is placed on the surface of the gelatine in Tank 1 (Figure 7.5 A).
However, when a smaller, lighter load was placed on the surface of layer 2 in Tank 1,
the effect on layer 1 was less certain. Using polarised plates, the stress patterns in the
two layers of the gelatine were observed (Figure 7.5 B); whilst the load clearly deformed
layer 2, layer 1 appeared to be unaffected. To calculate the Young’s modulus on layer 2
in Tank 1, the gelatine in the two small pots were used. The small pots contained the
same concentrations of gelatine as the two layers in the tanks, and the ratio of the volumes
of layers 1 and 2 in both the tanks and the pots were the same. Therefore the Young’s
modulus of layer 2 was calculated from the ratios of the Young’s moduli of the two layers
in the pots and layer 1 in the tank, with reference to the value obtained from layer 2 in
Tank 1.
ETanklayer2 =
EPotlayer2
EPotlayer1
× ETanklayer1 . (7.17)
The effect of each of the loads on the stress distribution in a two-layer gelatine is shown
in Figure C.3 in Appendix C. Loads C and D were chosen for the measurement of the
Young’s modulus of the gelatine in each experiment (Kavanagh et al., 2012).
The gelatine solid was in a hydrostatic state of stress after solidification. An extension
was applied to the gelatine by removing the metal plates (using the same method as
Menand et al., 2010) and applying load to the entire top surface of the gelatine to ensure
a uniform stress. To prevent damaging the gelatine whilst removing the plates, hot water
was passed through the plates, melting the proximal gelatine and allowing the plates to be
easily removed. The space vacated by the plates was immediately refilled with water. The
remaining two sides and base of the gelatine (still touching the tank) were cut with a square
U-shaped slice so that the gelatine was entirely free to move, preventing heterogeneous
stress fields occurring within the gelatine block. Using polarising filters attached to the
sides of the tank, the stress field in the gelatine was photographed prior to starting the
experiment. The changing stress field was recorded as the experiments progressed.
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Figure 7.5: A) Load placed on the surface of a two-layer gelatine in an acrylic tank showing
the deformation of the gelatine associated with the load affecting both the upper and lower
layers. B) Load placed on the surface of a 2-layer gelatine in an acrylic tank showing the
deformation of the gelatine associated with the load affecting only the upper layer.
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7.2.5 Applying an Extension to the Gelatine
A stationary and unpeturbed homogenous block of gelatine has three principle stress
directions (σx, σy and σz) acting perpendicular to one another (Figure 7.6). Initially,
there is no horizontal strain, such that
x = y = 0 (7.18)
where x and y are the extensions in the x and y directions. Because the gelatine’s
Poisson’s ratio is equal to 0.5, this means the initial stress conditions of the block of
gelatine are hydrostatic:
σx = σy = σz , (7.19)
where σx, σy and σz are the stresses in the x, y and z directions. Here, compressive
stress and strain are taken as positive values. To draw comparisons with geological events
in Afar (Chapter 5), the analogue experiments need to be tailored to represent a state
where the analogue crust is in extension. This is achieved through the compression of
the gelatine in the z direction, resulting in an extension in the x direction because the
y direction is prevented from moving by the sides of the tank. The gelatine extends in
the x direction according to Hooke’s Law, which describes the linear relationship between
the stress and strain components (Timoshenko and Goodier, 1970). Hooke’s Law relates
stress and strain in an elastic solid
x =
1
E
[σx − ν(σy + σz)] , (7.20)
y =
1
E
[σy − ν(σx + σz)] , (7.21)
z =
1
E
[σz − ν(σx + σy)] , (7.22)
where E is the Young’s modulus and ν is the Poisson’s ratio. The amount of extension
is a constant for a particular material. Compression in the vertical z direction causes a
displacement ∆l and a deformation ∆l/l, where l is the original length of the gelatine
block in the σx direction and ∆l is the new length of the gelatine block in the σx direction
after the imposed stress (see Menand et al., 2010, for further details). y = 0 because
movement in this direction is confined by the walls of the tank. For a lot of materials
the Poisson’s ratio is around 0.25, but because the Poisson’s ratio of the gelatine is 0.5
(incompressible) and y = 0, this leads to
z = −x . (7.23)
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Therefore Equations (7.20) to (7.22) become
Ex = σx − νσy − νσz , (7.24)
σy = νσx + νσz , (7.25)
Ez = σz − νσx − νσy (7.26)
and give
Ez =
(1 + ν)(1− 2ν)
(1− ν) σz −
ν
(1− ν)Ex (7.27)
(Menand et al., 2010). When a stress is applied in the σz direction the imposed vertical
compressive stress field is
σz =
4
3
Ez + σx σy =
2
3
Ez + σx . (7.28)
Because Hooke’s law reduces to three unknowns within 2 equations for ν = 0.5, σx can-
not be calculated analytically (Menand et al., 2010). Comparable numerical calculations
conducted computationally using the COMSOL multiphysics package, by Menand et al.
(2010), show that the stress in the x direction is zero. Thus by fixing one stress direction
(the side of the experimental gelatine that is neither compressed or extending in these
experiments), gives
σx = 0 , σy =
2E∆l
3l
, σz =
4E∆l
3l
. (7.29)
This imposed vertical compressive stress field is equivalent to an imposed horizontal tensile
stress in the σx direction, and can be verified as follows. Adding a uniform stress (σU ) to
the vertical compressive stress field gives
σx = 0 + σU , σy =
2E∆l
3l
+ σU , σz =
4E∆l
3l
+ σU . (7.30)
which is true for any value of σU . Suppose that
σU = −4
3
Ez . (7.31)
Therefore the vertical compressive stress field can be rewritten as
σx = −4
3
Ez =
4
3
Ex (7.32)
as x = - z when ν = 0.5 and y = 0.
σy = −2
3
Ez =
2
3
Ex (7.33)
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σz = 0 (7.34)
This is the horizontal tensile stress field that is equivalent to the vertical compressive stress
field imposed in the experiments.
In the experiments presented here, the volume of injected oil was varied, along with the
amount of lateral extensional stress. The amount of vertical compressive stress required to
achieve the appropriate amount of extension was different for each experiment depending
on the Young’s modulus of the gelatine (Table C.3, Appendix C).
σ
xσx
σy
σy
σ
z
σ
z
Gelatine block
Figure 7.6: The principle stress directions, σx, σy and σz. Here, compressive stress and
strain are taken as positive values.
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7.3 Results
A series of 41 experiments has been carried out to investigate the process of dyke injection
into an extensional tectonic setting. Before commencing each experiment, the gelatine
solidification time, the Cold Room temperature, the layer volumes and concentrations
and the Young’s modulus of the gelatine were measured and recorded. Next, the amount
of extension and the stress and strain generated due to the extension were determined and
applied to the gelatine (see Table C.3, Appendix C for all measurements made). After the
extension was applied, the gelatine was injected with a fluid; injections of water, air and
Vegetaline were tested (Table C.4, Appendix C). Vegetaline was chosen as the magma
analogue and used exclusively during the later experiments. The injections from two
example experiments are shown in Figure 7.7.
From Experiment 18 onwards, variable volumes of liquid Vegetaline oil were injected
into the base of a two layer gelatine solid under a uniform lateral extension using a peri-
staltic pump at a constant flow rate. Each experiment involved several injections. An
injection was usually stopped before it could reach the surface or the tank walls. This
injection was left to solidify before another was made. Each gelatine solid allowed the
injection of up to 4 experimental dykes. The successive experimental dykes were injected
at specific intervals from the previous one. The amount of extension placed on the gela-
tine was varied from experiment to experiment (Table C.3, Appendix C). To ensure that
minimal solidification or melting effects occurred during the injection, the alpha value was
calculated for each experimental injection, and only the injections with an alpha value
between 0.4 and 0.6 were analysed further (Table C.4, Appendix C). To obtain an alpha
value within this range and so to minimise the effects of solidification or melting during
the injections, the temperature of the injected fluid was kept within a range of values (40
- 60◦C) and the flow rate was also kept with a certain range. This allowed the dimen-
sionless temperature (θ) and dimensionless flux (φ) (Taisne and Tait, 2011) to give alpha
values within the range 0.4 to 0.6; the values of the dimensionless flux and dimensionless
temperature for each experimental injection are plotted in Figure 7.8.
During each experiment: the injection thickness (measured at the end of the experi-
ment, after excavating the intrusion out of the gelatine solid); the spacing between each
injection; the amount of extension; the injection temperature; the gelatine temperature;
the injection flow rate; the injection time; and the injection orientation were observed and
recorded. A rotation angle defined as the angle between the orientations of each injection
and the subsequent injection, was also recorded. In the majority of experiments, the first
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A)
B)
C)
D)
Plan-view Plan-view
Side-view Side-view
Figure 7.7: Example experiments showing the geometry of the experimental set-up and
results. A and B) Experiment 26 in plan-view and side-view respectively. C and D)
Experiment 38 in plan-view and side-view respectively. The extension direction is shown
by the black arrows. The dyke orientation was mesured relative to the axis of extension
in plan-view (e.g. A and C).
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Figure 7.8: The value of dimensionless flux and dimensionless temperature for each of the
experimental injections from experiments 18 to 40. The different colours correspond to
different alpha values.
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injection had at least partially solidified before the injection of the next dyke. Therefore
it was not expected that these dykes should coalesce (Takada, 1994b); in most cases, the
dykes did not coalesce.
7.3.1 Effect of Injection Spacing, Injection Orientation and Extension
Figure 7.9 shows the thickness of the first injection plotted against the amount of extension
imposed on the gelatine solid. The graph suggests that regardless of the amount of exten-
sion, the first injection is always about 2cm thick. This is unexpected; for larger amounts
of extension imposed on the gelatine, a larger thickness of the first injection would have
been expected. This is because for larger extensions the confining pressure of the gelatine
on the injection would be smaller and therefore the overpressure due to the injection of
the fluid would be able to produce a wider shape.
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Figure 7.9: First injection thickness (m) versus extension (m).
Each first injection was approximately perpendicular to the direction of maximum
extension in the gelatine. The rotation angle between the first to second injections, and
the second to third injections are plotted against extension in Figure 7.10. Overall, there
appears to be no strong trend between rotation angle and amount of extension. However,
a negative correlation between rotation angle and extension can be seen for first to second
injections, with increasing amounts of extension causing a smaller rotation angle. It is
likely that the lack of correlation between the rotation angle and extension for the second
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to third injections is due to the stress perturbations in the gelatine from the first injection.
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Figure 7.10: Rotation angle versus extension. The blue dots are the first injections and
the red dots are the second injections.
As well as the imposed extensional stress field, the distance between the injection
point of the second intrusion and the previous one is likely to be important in determining
the position of emplacement. As the distance between the injection points increases, the
effect of the stress perturbation due to the volume of the previously intruded injection
will decrease. Figure 7.11 shows the angle of rotation between two injections plotted as a
function of the spacing between the two injections, and colour coded for different values
of extension. There is no strong correlation in the rotation angle with spacing data, but
there appears to be a tendency for higher extensions to cause smaller rotation angles (as
seen for 1st to 2nd injections in Figure 7.10).
The amount of extension imposed on the gelatine may be accommodated entirely
by the first injection. However, Figure 7.9 shows that the first injection thickness is
almost constant so higher values of extension will not be totally accommodated. The
extension minus the cumulative thickness is equivalent to an effective extension (EE)
where the amount of extension is countered by the thickness (in the extension direction)
of injected material. Positive effective extensions show that the extension is not entirely
accommodated by the thickness of the injections, leaving some extensional force. Negative
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Figure 7.11: Rotation angle versus injection spacing, colour-coded for extensions of 0.01
m (yellow dots), 0.02 m (orange dots) and 0.03 m (red dots).
effective extensions indicate that the injection thickness is greater than the amount of
original extension, and may leave some parts of the gelatine in compression instead. Figure
7.12 shows a plot of rotation angle against injection spacing, and is colour coded for
negative and positive values of the extension minus the cumulative thickness of the previous
injections. Negative effective extensions correlate with high rotation angle while positive
effective extensions correlate with low rotation angle.
However, Figures 7.10, 7.11 and 7.12 are plots of raw data and as such, individual
experiments may not be directly comparable with one another unless the normalised data
are presented. If the injection spacing is normalised by the cumulative injection thickness,
Figure 7.13 is obtained and shows a stronger trend for decreasing rotation angle with
increased normalised spacing. The cumulative injection thickness was chosen to normalise
the injection spacing because the cumulative injection thickness represents the amount of
injected material that is countering the extension. Figure 7.13 suggests that there may be
two different regions of the graph with differing patterns of correlation. The correlation
is limited to normalised spacing values less than 3. For normalised spacing values greater
than 3, there appears to be no correlation and almost no rotation angle (<10 degrees)
although this region of the graph involves very few data points.
197
7 Laboratory Analogue Modelling
0 0.02 0.04 0.06 0.08 0.1 0.12
0
10
20
30
40
50
60
70
Injection Spacing (m)
R
ot
at
io
n 
An
gl
e 
(o )
Negative Effective Extension
Positive Effective Extension
Figure 7.12: Rotation angle versus injection spacing. The blue dots are for negative
effective extensions and the red dots are for positive effective extensions.
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Figure 7.13: Rotation angle versus injection spacing normalised by the cumulative injection
thickness. The yellow dots are extension = 0.01 m, the orange dots are extension = 0.02
m and the red dots are extension = 0.03 m.
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If the effective extension (EE), that is the extension minus the cumulative thickness,
is normalised by the cumulative thickness then Figure 7.14 is obtained. Normalising the
effective extension by the cumulative injection thickness gives a parameter which repre-
sents the residual amount of extension as a fraction of the amount of previously injected
material. This figure shows the relationship between the angle of rotation between the
injections and the normalised effective extension (NEE). The graph shows two lines of best
fit. The blue line represents a linear least squares regression through all of the data (R2
= 0.40). The green line represents the linear least squares regression fit through the data
with a normalised spacing value of less than 3 (R2 = 0.57). Normalised spacing values
less than 3 were chosen because Figure 7.13 appears to show a sharp jump at normalised
injection spacing = 3 from a large range of rotation angles (∼2◦ to ∼63◦) to low rotation
angles (<15◦). Plotting the line through data with a normalised spacing value less than
three improves the fit.
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Figure 7.14: Rotation angle (◦) versus normalised effective extension. The best fit lines
are linear least squares approximations, with the green line representing injection spacings
of less than 3.
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7.3.2 Effect of Dyke Thickness and Overpressure on the Stress Field
This first analysis of the rotation angle between successive injections was improved by
considering how an injection changes the surrounding stress field and how, in turn, this
stress change affects the orientation of the next injection. For each of the previous graphs,
the assumption was made that the centre of the previous injection was the thickest part
of the dyke and the part that has an effect on the subsequent injections. In reality, the
whole shape of the previous intrusion could be important for the subsequent intrusion.
When dykes are described using linear elastic fracture mechanics, it is their length and
thickness values which are used to describe their shape, with their thickness as their
shortest dimension and their length as the shorter of the two remaining dimensions. In
this case, the “length” value should be the height of the experimental intrusion.
The normal and tangential stresses associated with the opening of a crack in an elastic
medium can be calculated, along with the theoretical maximum aperture of a crack, using
Hooke’s law and the analysis of Westergaard (1939) (Figure 7.15). The calculation of the
theoretical maximum aperture of the crack requires a knowledge of the crack overpressure
(Westergaard, 1939). In addition, as for the calculation of the crack opening in Chapter 3,
it is assumed that the host material is purely elastic, there is a large distance between the
intrusion and adjacent ones such that each intrusion is considered to be individual, and
that there is no solidification of the fluid in the crack. Initially, the measured maximum
aperture of the crack in the experiments was compared with the theoretical maximum
aperture of the crack for a range of different overpressures. The overpressure that gave
the minimum mismatch between the measured and theoretical maximum aperture was
chosen.
Using this overpressure PI , the normal and tangential stresses everywhere around the
crack were then calculated using three complex functions: Z; Z′; and Z¯ (see Westergaard,
1939):
Z =
PI√
(1− a2
z2
)
− PI (7.35)
where a is the crack half-length (in this case its height) and Z is a function of the complex
variable z = x + iy
Z(z) = Z(x+ iy) = (<Z + i=Z) , (7.36)
Z ′ = −PI a
2
(z3(1− a2
z2
)(
3
2
))
(7.37)
where Z′ is the derivative of Z
Z ′ =
dZ
dz
, (7.38)
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Figure 7.15: The normal stresses and displacement of the solid due to crack opening.
and
Z¯ =
[
PI
√
(z2 − a2)
]
− [PIz] (7.39)
where Z is the derivative of Z¯
Z =
dZ¯
dz
. (7.40)
These three functions were then used to calculate the normal stresses (Figure 7.15) and
tangential stress from
σx = <Z − y(=Z ′) (7.41)
σy = <Z + y(=Z ′) (7.42)
τxy = −y(<Z ′) . (7.43)
The normal displacement created by these stresses is
ux = ((1− 2ν)<Z¯ − y=Z¯)(1 + ν)
E
(7.44)
uy = 2× ((1− ν)=Z¯ − y<Z¯)(1 + ν)
E
. (7.45)
Figure 7.16 A shows the exact spatial evolution of the normal stress (σy) away from the
centre of the crack along the y-axis, normalised by the internal pressure (black line). This
is where σy will be greatest. Figure 7.17 shows the overall stress field around the crack.
An analytical approximation of the compressive component σy induced by the opening of
the crack can be used to analyse its effect on the orientation of the subsequent cracks.
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Figure 7.16: The calculated normal stress due to the opening of a crack (here shown for
Experiment 40). A) the exact spatial evolution of the normal stress (σy) normalised by the
internal pressure (PI) (black line) and the approximation of the pressure (p) normalised
by the internal pressure (red line). B) the residual between the two solutions.
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Figure 7.17: Normal stresses (σy) created by the opening of the crack, calculated using
Equation 7.42.
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The decay of the normalised stress away from the centre of the crack at x = 0 can be
approximated by the function 1 / ( 1 + (ds)
2 /
√
pi a2 ) and thus represents an upper
bound approximation for the spatial evolution of the compressive stress component σy
around the crack (Figure 7.16 A, red line). Figure 7.16 B shows the residual between the
exact and approximate solutions and shows that the approximation is correct to within
3.5% of the exact solution. Figures 7.16 A and B also show that the stress caused by the
opening of the crack decays away from the crack opening. The calculated overpressure
and remote tensile stress values are given in Table 7.1.
Figures 7.13 and 7.14 show that the rotation angle between two successive injections
depends on the distance separating the injections as well as the extension underwent by
the solid. It is assumed that the rotation angle (θ) between one injection and the next,
depends only on these two parameters. However, as the analysis of the stress around an
opening crack shows that the natural length scale is its half length, it is assumed that the
rotation angle depends only on 1) the stress ratio of the remote tensile stress (σy) to the
first injection overpressure (Pofirst), and 2) the injection spacing (ds) normalised by the
crack half-height (a) which is the relevant length in the experiments:
θ = f
(
σy
Pofirst
,
ds
a
)
, (7.46)
then the effect of both of these ratios should be independent of one another as neither σy
nor d are dependent on the other. Therefore
θ = f
(
σy
Pofirst
)
× g
(
ds
a
)
(7.47)
where fand g are unknown functions. For a case of no remote tensile stress (σy = 0),
the rotation angle should reflect the stress perturbation of the opening of the crack. The
stress perturbation (σp) due to the crack opening, decreases approximately as
σp =
1(
1 + (ds)
2
(
√
pia2)
) (7.48)
where ds is the injection spacing, or the distance from the crack centre parallel to the
opening. Therefore
g
(
ds
a
)
=
1(
1 + (ds)
2
(
√
pia2)
) . (7.49)
The effective crack overpressure (PI) is the sum of the fluid overpressure (Po) and the
remote tensile stress (σy)
PI = Po − σy . (7.50)
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In the case of a fluid overpressure much greater than the remote stress, Po >> -σy, the
rotation angle will likely be maximised and so equal to 90 degrees. In the opposite case,
when -σy >> Po, the stress perturbation induced by the opening of the first crack should
be minimal and so the rotation angle should be zero. Considering the stress ratio Po/σy, it
is thus expected that the ratio of θ/90 degrees → 1 when -Po/σy >> 1, and θ/90 degrees
→ 0 when -Po/σy << 1. The function (-Po/σy)/(-Po/σy + 1) behaves in the same way,
and so the function f is approximated as
f = −90◦
(
Po
σy
)
(
1− Poσy
) . (7.51)
Po is not known but it is related to the effective pressure PI :
PI = Po − σy . (7.52)
So the ratio Po/σy = PI/σy + 1, and the function f becomes
f = −90◦
(
1 +
σy
PI
)
. (7.53)
However, the fluid overpressure Po cannot be negative (it can only be equal to zero at
minimum), and so the stress ratio -Po/σy is always greater than or equal to 0, which is
equivalent to having -PI/σy ≥ 1 or -σy/PI ≤ 1. Therefore the function f should be defined
as
f
(
−σy
PI
≤ 1
)
= −90◦
(
1 +
σy
PI
)
, (7.54)
and
f
(
−σy
PI
> 1
)
= 0 . (7.55)
Therefore
θ =
90◦
(
1 +
σy
PI
)
1 +
(
(ds)2√
pia2
) (7.56)
when -σy/PI ≤ 1, and θ = 0 when -σy/PI > 1. Figure 7.18 shows a surface of the expected
θ values with respect to normalised remote tensile stress and normalised distance; the
surface is defined for all values of σy/P. Normalised remote tensile stress is on the x-axis,
normalised spacing is on the y-axis and θ is on the z-axis. Figure 7.19 A shows Figure 7.18
from a rotated viewpoint. Figures 7.19 B, C and D each showing two of the parameters
plotted against one another. The experimental data points fall on the expected surface
within error.
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Figure 7.18: A surface of expected values of rotation angle (θ), remote tensile stress
(σy) normalised by the first injection overpressure (Pofirst) and the injection spacing (ds)
normalised by the crack half-height (a). The red dots are the experimental injections.
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Figure 7.19: A) A surface of expected values of rotation angle (θ), remote tensile stress
(σy) normalised by the first injection overpressure (Pofirst) and the injection spacing (ds)
normalised by the crack half-height (a). The red dots are the experimental injections. B)
The normalised remote tensile stress (σy) against the normalised spacing (ds). C) The
rotation angle (θ) against the normalised spacing (ds). D) The rotation angle (θ) against
the normalised remote tensile stress (σy).
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7.4 Limitations
Experimental Limitations
Several factors need to be taken into account when using the results of the laboratory
analogue modelling presented in this chapter to explain and understand the relationship
between the locations and orientations of multiple dyke intrusions. Some of the major
assumptions made in this chapter are that there is no solidification of the dyke during its
propagation, or any melting of the gelatine during the injection. Neither of these should
be occuring as only the experiments with the correct alpha values were used. If melting
of the gelatine proximal to the injection were occuring, the response of the gelatine to the
injection would not be purely elastic. Therefore, the relationship between the rotation
angle and different parameters such as the extension, may not hold and the injections
may occur at larger or smaller angles than expected. It is also assumed that the injection
has a constant flow rate produced by using the peristaltic pump. However, if there were
impurities in the injection fluid or the nozzle injecting the fluid into the gelatine became
partially or temporarily blocked, the flow rate would not be constant. The result of a
non-constant flow rate would be greater errors in the calculation of the volume of injected
material, and any stepwise or intermittent injection would increase the likelihood of the
injection solidifying during propagation.
Experimental Validity
The validity of comparison of the laboratory experiments with natural cases relies on
whether the crust can be modelled as a homogenous unit with a more rigid overlying
layer. This is more appropriate for comparisons with rifted margins such as the Red
Sea Rift, than with other geological settings because the rift segments of the Red Sea Rift
experience episodes of activity, often with multiple dyke injections over a short time period,
and compositionally, the material being injected in the dykes is very similar from injection
to injection (see Table 5.3, Chapter 5). In addition, the rift segment can be assumed to be
broadly the same composition as the injections due to the frequency of activity that has
been occuring in the region for the past 30 Ma. As well as this, the assumption of a more
rigid overlying layer is in agreement with the compositional heterogeneity of the top most
part of the crust where differentiated magmas have been erupted from the many rift-axial
volcanoes.
Any change in pressure associated with a deflating magma chamber within the crust
feeding the injections is also not simulated by the experiments. Ground deformation
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associated with multiple dyke injections has been observed during rifting episodes in both
Afar and Iceland. The first dyke (September 2005) of the recent activity on the Manda
Hararo-Dabbahu rift segment caused 2 m of subsidence of a zone 2 to 3 km wide (Hamling
et al., 2009). Deformation was also observed coincident with the rifting episode of the Mid-
Atlantic ridge in Iceland between 1975-1984. Subsidence of 2 to 3 m was observed across
a 1-2 km wide strip of the rift zone near Krafla volcano (Tryggvason, 1984). However, the
ground deformation represents deformation of the crust on a larger scale than is possible
to model within the confines of the experimental apparatus available.
7.5 Discussion
The results of a series of laboratory analogue experiments investigating multiple dyke
injections in an extensional tectonic setting have been presented in this chapter. The
results show that the orientation of the first injection occurs perpendicular to the maximum
extensional stress, consistent with observations of dyke injections intruding along the rift
zone of active segments of spreading rift margins (e.g. Schwarz et al., 2005; Hamling, 2010).
The experiments have shown that for repeated injections into a region, the angle of rotation
between the first injection and the next, is dependent on the ratio of the overpressure of
the fluid and the remote tensile stress. For small first injections, where the overpressure
due to the fluid is small, the rotation angle between the injection and the subsequent
one is also small. For large first injections, the rotation angle between the injection and
a subsequent injection is larger, is dependent on the first injection overpressure, and is
inversely proportional to the normalised spacing divided by the square root of Pi times the
square of the crack half-height (Equation 7.56). This inverse relationship with normalised
spacing implies that for larger normalised spacings, the rotation angle will be smaller.
The rotation of dykes about their vertical axis has been observed in association with
intrusions at spreading centres, especially at sites of transform faults, where the exten-
sional stresses are not uniform (e.g. MacLeod et al., 1990; Dietrich and Spencer, 1993).
Previous workers have used the Troodos Ophiolite in Cyprus as an analogue for mid ocean
ridge spreading, studying the Sheeted Dyke Complex, Southern Troodos Transform Fault
Zone (STTFZ) (Dietrich and Spencer, 1993, and references therein) and the Solea Graben
(thought to be a fossil ridge axis; Varga and Moores, 1985). Many dykes in the northern
part of the Troodos Ophiolite demonstrate a rotation in their orientation about their ver-
tical axis from a north-south strike to an east-west one, as they approach transform fault
zones. The rotation of these dykes has been attributed either to the stress field changes as-
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sociated with a strike-slip transform fault (Varga and Moores, 1985; Murton, 1986; Moores
et al., 1990; Dilek et al., 1990), or a physical rotation due to fault drag on large blocks in
the fault zone (Bonhommet et al., 1988; Allerton, 1989; Allerton and Vine, 1991), although
palaeomagnetic studies of the initial magnetisation of the dykes during cooling showing
a rotation magnetisation supports the second explanation. However, it is likely that the
dyke rotation during the formation of the oceanic crust at Troodos happened at an early
stage (MacLeod et al., 1990).
A dyke’s orientation will change as it enters a new stress regime (e.g. as observed when
a propagating dyke entered a compressional stress regime; Menand et al., 2010). Similarly,
the injection of a dyke will modify the uniform tectonic stress of the host material on a
local scale (e.g. Reches and Fink, 1988). Thus it is to be expected that the rotation of
the orientation of a second dyke in comparison with the first, will occur provided the first
dyke has sufficiently altered the stress regime. In addition, the alternating asymmetry of
many dykes observed on the Isle of Rum and described in Chapter 3 is attributed to the
stresses associated with the simultaneous intrusion of neighbouring dyke segments that
overlap; this provides field evidence that one dyke injection can influence the propagation
or orientation of another. The experiments presented in this chapter show that, in addition
to orientation changes due to regional stresses, the dyke injections themselves can impart
sufficient stress onto the host rock they are intruding, that they alter the propagation path
of subsequent dykes.
Studies of the Manda Hararo-Dabbahu segment of the Red Sea Rift in Afar have used
ground deformation signals to show that the more recent dykes intruded into areas where
the first dyke injection was narrowest (Hamling et al., 2009; Hamling, 2010; Grandin et al.,
2010); the later dykes were able to intersect the surface and erupt. The regional stress
field can be peturbed on a local scale by high rates of magma supply (Paquet et al.,
2007). In the experiments presented here, the imposed regional extensional stress field
seems to have been overcome by the first injection such that for successive injections, the
stress field became compressive, allowing the injections to rotate to an orientation almost
perpendicular to the first injection in some cases. The eruption of the experimental dykes
was not usually possible due to the higher rigidity of the overlying layer, although some of
the experimental dykes were able to propagate into the overlying layer. The local stress
field imparted into the crust from dyke intrusions may also be able to reactivate normal
faults giving strike-slip or reverse movement (Gudmundsson et al., 1992).
The recent activity taking place on the Manda Hararo-Dabbahu segment of the Red
Sea Rift can be examined using the same relationship as the experiments (Equation 7.56).
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Taking the September 2005 dyke, the first injection in a sequence, an estimate of the range
of expected distances between the successive dyke intrusions can be made. This requires
the knowledge of a range of plausible rotation angles for the observed dykes in the sequence,
the effective overpressure PI that caused the opening of the first dyke, and the remote
tensile stress σy. The stress change ∆σ caused by the opening of the September 2005 dyke
has been estimated to be 30-80 MPa (Grandin et al., 2010; Hamling et al., 2010). This is a
compressive stress induced by the opening of the dyke, over and above the remote tensile
stress σy acting on the crust at that point. The amount of remote tensile stress σy on
the Red Sea Rift is not known, however, the tectonic force available for rifting is usually
estimated to be in the range of 3-5 Tera N m−1 (Forsyth and Uyeda, 1975; Solomon et al.,
1980; Buck, 2004) with 4.2 Tera N m−1 the standard case (Bialas et al., 2010). Divided
over the thickness of the crust in Afar, this force provides -120 to -200 MPa of remote
tensile stress, with -168 MPa as the standard case. Therefore, PI can be estimated as PI
= ∆σ - σy = (30 to 80 MPa) - (-168 MPa), giving PI in the range of 198 to 248 MPa.
These values of PI and σy correspond to an overall range for the ratio -σy/PI of 0.68 to
0.85.
A plausible range of rotation values for the dyke observed in Afar is 1 to 16◦ (see Table
B.2, Appendix B). Using this range of rotation angles, a range of expected dyke spacings
can be calculated. For a rotation angle of 16◦, the spacing is expected to be in the range
of 0 to 4168 m, depending on the value used for the ratio -σy/PI (Figure 7.20). For a
rotation of 1◦, the spacing is expected to be much larger and in the range 16474 to 24568
m. A spacing of 16 to 25 km seems unreasonable, however, these distances correspond to
a very small rotation angle. A rotation of 16◦ corresponds to spacings of up to 4.2 km,
within the 10 km wide injection region beneath the rift axis, revealed by the MT survey
(Chapter 6). Figure 7.20 illustrates that to get injections within ∼5 km from the rift axis,
as observed in Afar, would result in a minimum rotation of 5-13◦.
Figure 7.21 shows the distrbution of injection spacings calculated using Equation 7.56
for 1000 randomly generated values of rotation angle θ between 1 and 16◦ and stress
ratio -σy/PI between 0.68 and 0.85. The distribution provides an idea of the most likely
injection spacing values that would be expected for the range of observed θ and calculated
stress ratio -σy/PI . It shows that the most frequently occurring injection spacing is 4000
to 5000 m (15.3%). In addition, 34% of the injection spacings are ≤5 km, and 48% of
the data are ≤6 km spacing. 95% of the injection spacings are ≤16 km and 79% of the
data are ≤10 km spacing. For the range of stress ratios and rotation angles observed in
Afar, vast majority of the dykes are predicted to intrude within 10 km of the previous one
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and most frequently between 4 and 5 km, which is consistent with the MT survey result
(Figure 6.5).
The experiments show that the stress field is perturbed the most, and locally becomes
more compressive, near the centre of an injection. Along that injection but away from
its centre, the stress field would be closer to its previous state. Assuming that the source
pressure does not vary from one dyke to the next, the second injection would have a
greater effective overpressure and thus a smaller tendency to rotate. The tendency for
repeated dyke injection events to eventually overcome the extensional stresses existing in
the host rocks they are intruding is likely to be a strong function of the time between
injection events. Extensional stresses at plate margins are relieved by dyke injections
events; between injections, extensional stresses are able to build up. Therefore it follows
that after a larger dyke injection, the time taken for the extensional stress to reach the
same level as that prior to the injection will be longer. Rotation of the orientation of dyke
injections about their vertical axis at active rift margins has only been documented at
transform faults (e.g. MacLeod et al., 1990); dyke injections at rift margins do not seem
to occupy orientations other than rift-parallel. This suggests that the extensional stress
at rift margins is always larger than the amount that is relieved by dyke injections, or
that the timescale of dyke intrusion is longer than the time taken for extensional stresses
to build up in the crust.
Whilst laboratory experiments using gelatine as an analogue for the brittle elastic crust
have been conducted to make comparisons with a number of different geological settings,
there have been few experiments where an analogue magma fluid has been injected into
a gelatine block in extension. Furthermore, there have been no experimental studies
that investigate the effect of repeated injections in an extensional environment, and their
subsequent arrangement in both space and time. The experimental results presented in
this chapter represent a unique exploration of the phenomenon of multiple dyke injections
at active rift margins.
7.6 Conclusions
The experiments conducted in this chapter investigate multiple dyke injections into a gela-
tine block in extension. They categorise the relationship between the amount of rotation
(or the emplacement orientation) of dykes intruded at a given distance from the previous
intrusion and under given extensional stress conditions. The results show that the orienta-
tion of the first injection occurs perpendicular to the maximum extensional stress and that
214
7.6 Conclusions
the size of the first injection is important. When assuming that the centre, and therefore
thickest, part of the dyke has the greatest contribution in influencing the subsequent injec-
tions, the effective extension experienced by each injection has been calculated and shows
a negative correlation with rotation angle, showing that when the effective extension is
smallest, the rotation angle is greatest.
The experimental results show that the angle of rotation between the first injection
and the next, depends also on the ratio of the overpressure of the fluid and the remote
tensile stress. For small first injections, where the overpressure due to the fluid is small,
the rotation angle between the injection and the subsequent one is also small. For large
first injections, the rotation angle between the injection and a subsequent injection is
larger and is dependent on the first injection overpressure, and is inversely proportional
to the square of the normalised spacing (Equation 7.56). This inverse relationship with
normalised spacing implies that for larger normalised spacings, the rotation angle will be
smaller.
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8.1 Contributions Made by this Study
The process of continental break up and the gradual formation of a new ocean involves the
transition from a brittle mechanical process of fracturing and faulting, to a ductile process
of deformation through the repetitive injection magma into the crust. The injection of
magma in dykes is a fundamental method of accommodating the strain associated with a
rifting environment, allowing new crust to be formed. In this study, the process of dyke
injection and dyke propagation through the crust are examined on a number of length
scales, from the largest regional scale via numerical heat flow modelling, through outcrop
scale, and down to the small scale in the laboratory. This chapter gives an overview of
the main conclusions reached through this study, as well as the contributions this study
makes to the wider community.
Conclusions from the Fieldwork on the Isle of Rum
In Chapter 3, a dataset of 2272 measurements of dyke length and thickness was compiled.
All of the dykes measured were less than 60 cm wide at their widest point, and the ma-
jority were less than 10 cm wide. The majority of the dykes were not symmetrical and
showed an asymmetry with the widest part of the dyke displaced from the lengthways
centre of the dyke. The amount of asymmetry was not uniform, with the dyke profiles of
the asymmetrical dykes ranging from slightly asymmetrical to very strongly asymmetrical.
None of the segmented dykes measured were truly collinear, the segments always showed
some separation (as measured normal to one segment) and the majority of the dyke seg-
ments overlapped. The alternating asymmetry was attributed to the stresses acting on
each segment due to the presence of segments intruding on either side.
Many of the dykes measured were poorly fit by the elastic model of Pollard and Muller
(1976). There were two distinct mismatches found between the data and the elastic model.
Firstly, many dyke shapes were too thin in the middle and too thick at the edges to be
fit by an elastic profile. Secondly, even for dykes where the model fit was acceptable, the
calculated magma driving pressures and linear stress gradients were very large considering
the small scale of the dykes. Many explanations have been provided to account for the
differences. Of these, the cooling of the dyke edges wedging the fracture open and the host
rock inelastic deformation pre- and syn- magma emplacement provided the most complete
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explanation for the mismatches between the data and the model.
The work presented in this chapter has shown that the assumptions of elasticity theory,
with regard to interpreting dyke shapes, lengths and thicknesses, may not be appropriate in
all cases. The work has also shown that cooling is an important process in dyke formation.
Conclusions from the Numerical Modelling
In Chapter 4 a numerical finite difference solution to the heat-flow equation has been de-
veloped and applied to the setting of a spreading rift margin to investigate the temperature
build up and cooling associated with multiple dyke injections in the crust. Both one- and
two-dimensional codes have been developed which, away from the boundaries, yield very
similar results. The one-dimensional code provides a good approximation to the interior
solution and can be used at large depths. The two-dimensional solution provides a good
approximation for the effect of surface cooling using the boundary condition at the top of
the array. Surface cooling is likely to be important at depths > 5 km over the time range
studied.
The crustal geotherm plays a role in determining the thermal evolution, with greater
temperatures accumulating more quickly with depth for larger geotherms. For lower geoth-
erms, the range of starting temperatures at a given depth is smaller. The effect of the
geothermal gradient on the thermal evolution is not substantial, but the effect is increased
with a larger geotherm; regardless of the geotherm, the temperatures at the shallower
depths accumulate at approximately the same rate, but for larger geotherms the temper-
atures at greater depths accumulate more quickly (Figures 4.29 - 4.32). Thinner dykes
injected more frequently have been found to raise the ambient temperature of the crust
more quickly than thicker dykes injected less frequently (Figure 4.14). This has the impli-
cation that at rifting margins where activity is more regular and intrusions are smaller, the
crust is likely to heat up more quickly, giving a more ductile crust sooner than if the dyke
intrusions were larger and less frequent. However, provided there is a plentiful supply of
magma, the spreading rate has the strongest and most significant control on the thermal
evolution of the crust. The spreading rate controls the length of time taken for the crust
surrounding the injections to heat up.
The numerical modelling presented in Chapter 5 also shows that the spreading rate
is the most influential constraint on the generation of melt within the crust at a rift
margin. The modelling has shown that with increased distance from the point of dyke
emplacement, it takes longer for the ambient crustal temperature to reach a given isotherm
temperature. The time taken to increase the ambient crustal temperature to the 600◦C
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and solidus isotherms has implications for the onset of plate stretching after weakening by
melt intrusion.
The model has been applied to the geological setting of the Red Sea and Main Ethiopian
Rifts in Afar, Ethiopia. Spreading rates on the Red Sea and the Main Ethiopian Rifts are
16.4 mm yr−1 and 5 mm yr−1 respectively. Studies (e.g. Maguire et al., 2006) have shown
that the crust has thinned under the Red Sea Rift, but that there has been no appreciable
thinning of the crust under the Main Ethiopian Rift. The results of this work implies that
the spreading rate and therefore the temperature profile in these regions is the principle
cause for the differences in crustal thicknesses. For a slow spreading rate (such as that
of the Main Ethiopian Rift at 5 mm yr−1), it takes 180 ka for the dyke injection site to
reach the solidus temperature and start accumulating melt. However, the crust is likely
to undergo predominantly ductile deformation after the temperature exceeds the brittle-
ductile transition temperature (600◦C), for which it would take up to 142 ka. Therefore,
for a slow spreading rate, the locus of strain must remain fixed on a segment for at least
142 ka before appreciable heating of the crust would allow the onset of ductile stretching.
Where the spreading rate is faster, the locus of strain needs to remain fixed for shorter
lengths of time. This supports the view that Ethiopia’s evolving locus of strain and low
spreading rate have resulted in much of the extension being accommodated by magmatic
intrusion rather than by stretching.
In Chapter 6, the output of the numerical finite difference solution to the one-dimensional
heat-flow equation in Chapter 5 has been compared with the results of a magnetotelluric
survey of the rift axis of the Manda Harraro-Dabbahu rift segment of the Red Sea Rift.
The outputs of the one-dimensional numerical model for four different spreading rates (S
= 5 mm yr−1, 10 mm yr−1, 20 mm yr−1; and 25 mm yr−1) and individual times of τ =
100 ka; 500 ka; 1 Ma; and 2 Ma have been converted into resistivity profiles. The results
of the numerical model from 1 Ma and 2 Ma show the accumulation of too much melt in
the crust to be a good representation of the melt imaged by the MT survey, even for the
slowest spreading rate. The results of the numerical model from S = 20 mm yr−1 (most
similar to the spreading rate at the site of the MT survey) and τ = 500 ka also show the
accumulation of melt across the whole domain. This provides an upper limit on the length
of time that the melt, imaged by the MT survey, took to accumulate.
However, it would appear to be possible to generate the MT signal without needing to
have large volumes of melt in the crust. This indicates that whilst the rift may be heated
via dyke injections, if the melt produced is quickly extracted and only the temperature of
the surrounding rocks is left behind, the MT signal can still be created. At a depth of 5
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km, a comparison of the measured resistivity and conductivity values with the calculated
values from the model results for spreading rates of 10 and 20 mm yr−1 shows that between
100 and 330 ka is required for the temperature in the domain to have increased enough to
give the observed MT signal beneath the rift axis.
The numerical modelling of Chapters 4, 5 and 6 has demonstrated that spreading rate
is the first order control on the build up of temperature at rifted margins and controls
the onset of ductile stretching of the crust. The model calculations have been compared
with two rifts spreading at different rates and are supported by the results of a MT survey
of the rift axis of the Manda Hararo-Dabbahu segment of the Red Sea Rift. That the
spreading rate is the most influential parameter on the build up of heat and the onset of
ductile stretching of the crust, has important implications for predicting the timescales of
continental break up and the transition to sea floor spreading.
Conclusions from the Laboratory Analogue Modelling
A series of experiments has been conducted and presented in Chapter 7, to investigate
multiple dyke injections into a gelatine block in extension. The experiments categorise
the relationship between the emplacement orientation of dykes and their distance from
the previous intrusion, under variable extensional stress conditions. The results show that
the orientation of the first injection occurs perpendicular to the maximum extensional
stress and that the size of the first injection is important. When assuming that the centre,
and therefore thickest, part of the dyke makes the greatest contribution in influencing
the subsequent injections, the effective extension experienced by each injection has been
calculated and shows a negative correlation with rotation angle, showing that when the
effective extension is smallest, the rotation angle is greatest.
When the effect of the previous dyke’s size and overpressure on the surrounding stress
field are considered, the experimental results show that the angle of rotation between the
first injection and the next depends also on the ratio of the overpressure of the fluid and
the remote tensile stress. For small first injections, where the overpressure due to the fluid
is small, the rotation angle between the injection and the subsequent one is also small. For
large first injections, the rotation angle between the injection and a subsequent injection
is larger and is dependent on the first injection overpressure, and is inversely proportional
to the square of the normalised spacing (Equation 7.56). This inverse relationship with
normalised spacing implies that for larger normalised spacings, the rotation angle will be
smaller.
As the first injection is always intruded perpendicular to the direction of maximum
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extensional stress and larger rotation angles between first and subsequent injections are
seen when the effective extension is smallest, dykes will inject in parallel so long as the
effective extension is large and will have the tendency to rotate when the extensional stress
is small. The orientation is also likely to be time-dependent, with the intrusion frequency
affecting the time available for extensional stresses to build up. Dyke injections at active
rift margins are normally found to be rift axis-parallel, suggesting that either the intrusion
frequency is long enough that the dyke injections do not overcome the extensional stresses,
the stress ratio -σy/PI of the first injection is large, the overpressure is small or the spacing
between the dykes is large.
Overall Conclusions
This study has investigated dyke intrusion processes on a number of different length scales.
Cooling has been found to be an important process in the emplacement of dykes, strongly
influencing their preserved shape. On a larger scale, heat transfer and cooling processes
have been found to control the transition from continental break up to sea floor spreading.
This occurs through dyke injection and the resultant heat transferred to the crust enables
the onset of ductile stretching. The spreading rate determines the timescale on which this
can take place.
The time between intrusions is also important for the build up of extensional stresses
at a rift margin. On the laboratory scale, experiments have been conducted to show that
during a series of dyke injection events, the overpressure of the first injection influences
the propagation and orientation of the subsequent injections. The orientation of a dyke
has been found to depend on the size and overpressure of the previous dyke, the spacing
between the dykes and the remote tensile stress. Dyke injections at active rift margins are
normally found to be rift axis-parallel, indicating that either the intrusion frequency is long
enough that the dyke injections do not overcome the extensional stresses, the overpressure
of the first injection is small or that the spacing between the dykes is large.
8.2 Future Work
A number of extensions to the work presented in this thesis are possible and could be
conducted in the future. In Chapter 3, the profile shape of a dyke has been studied and
cooling and inelastic deformation have been cited as the cause for the wider ends and
narrower centres that were observed. The numerical code for the two-dimensional heat
flow equation developed in Chapter 4 could be applied to model the dyke profile shape
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over time as it cools. This would provide a timescale for producing the wedge of cool
dyke material in the dyke tips. The code would need to be modified so that at the first
timestep, the shape of the injected material would be defined by two parabolas and a
symmetry condition at the centre of the domain (Figure 8.1).
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Figure 8.1: Numerical modelling of a dyke profile shape.
After a given time of cooling to produce the wedges of chilled material at the dyke tips,
the area within the dyke that was still above the solidus temperature would be known.
Elastic equations could then be incorporated so that the overpressure within the dyke
could be reduced, and the resultant shape of the dyke could then be modelled. The code
could also be used to see how the profile shape would change over time for different values
of overpressure. Comparisons of the dyke shape could then be made with the observed
dyke shapes described in Chapter 3.
In Chapter 5, the one dimensional numerical code developed in Chapter 4 was applied
to the specific extensional tectonic setting of the Red Sea and Main Ethiopian Rifts in
Ethiopia. The numerical model injected each dyke through the centre of the previous one
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and used a symmetry condition at the centre of the domain; this allowed only half of the
domain to be computed, saving on both computing power and time. However, as discussed
in Chapter 5, dyke injection may actually occur in a zone, with the injections intruded at
random within a finite area. The numerical model could be adapted so that a full domain
is computed and the dyke injections could be altered so that they entered the domain
within a fixed region, but at a random separation distance from the previous injection.
This would provide a timescale for the localisation of rifting during a continent-ocean
transition to form a narrow rift zone.
Having already compared the output of the numerical model from Chapter 5 with the
results of a MT survey in Chapter 6, but further comparisons may be able to be made
with other studies conducted on the Manda Hararo-Dabbahu segment. Other geophysical
monitoring techniques have been carried out in the region, and a large volume of seismic
data is available. Vp/Vs ratios would be able to detect, in the same way as the MT
surveys, whether and in what quantities melt is present in the crust beneath the rift
segment. Comparisons between these ratios and the numerical model output may be used
to confirm the comparisons made between the model and the MT survey results, and may
help to determine the timescale of the transition from continental to oceanic rifting.
At the end of each of the experiments presented in Chapter 7, the experimental injec-
tions were removed from the gelatine and preserved. Therefore, it would be possible to
conduct an analysis of their shape. The Moire´ Projection technique of Breque et al. (2004)
could be used, or alternatively the injections could be scanned and mapped. The exper-
imental dykes could then be compared with the analysis of Pollard and Muller (1976) as
presented in Chapter 3. In addition, further experimental work could be conducted using
wider experimental apparatus to look at greater spacings between injections and larger
extensions could also be created in the gelatine. Also, the measurement of the changes
in stress due to dyke injections could be made in the laboratory using photoelastic plates
attached to the gelatine tank walls, and comparisons may then be possible with INSAR
data collected during the dyking episode on the Manda Harraro-Dabbahu rift segment.
Greater integration between numerical modelling, analogue experiments and field obser-
vations will lead to an enhanced understanding of the fundamental processes governing
dyke injection in extensional tectonic settings.
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AField Investigation of Dyke
Emplacement Mechanics
Tables
Dyke Profile Strike
Location number Shape and dip Host rock
1 1 — No data Torridonian Sandstone
2 1 FA 110/50oS Torridonian Sandstone
2 FS 110/50oS Torridonian Sandstone
3 FS 110/50oS Torridonian Sandstone
4 ES 110/50oS Torridonian Sandstone
5 FS 110/50oS Torridonian Sandstone
3 1 ES No data Torridonian Sandstone
4 1 FA 069/71oS Torridonian Sandstone
5 1 TA No data Torridonian Sandstone
2 FA No data Torridonian Sandstone
3 TA No data Torridonian Sandstone
4 FS No data Torridonian Sandstone
5 FA No data Torridonian Sandstone
6 ES No data Torridonian Sandstone
6 1 TA (B) 059/89oNW Torridonian Sandstone
117/75oS Torridonian Sandstone
7 1 TA 101/17oN Torridonian Sandstone
8 1 TA 109/58oS Igneous Tuff
039/83oSE Igneous Tuff
2 ES No data Igneous Tuff
3 TA No data Igneous Tuff
4 TA 025/88oE Igneous Tuff
9 1 C (B) 082/50oS Igneous Breccia
2 ES No data Igneous Breccia
3 ES 100/59oS Igneous Breccia
4 TA 123/88oS Igneous Breccia
5 ES 086/77oS Igneous Breccia
10 1 TA 111/55oS Igneous Breccia
2 TA 109/68oS Igneous Breccia
(Continued overleaf)
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Dyke Profile Strike
Location number Shape and dip Host rock
3 TA 055/15oSE Igneous Breccia
142/58oW Igneous Breccia
116/48oSW Igneous Breccia
4 FA Vertical Igneous Breccia
11 1 C 119/65oS Igneous Breccia
12 1 C (B) 110/64oS Igneous Breccia
2 C (B) 130/54oS Igneous Breccia
3 C 128/67oS Igneous Breccia
4 C (B) 106/66oS Igneous Breccia
13 1 TA 071/90o Igneous Breccia
2 FA 170/90o Igneous Breccia
3 TA 170/90o Igneous Breccia
4 FS 125/47oS Igneous Breccia
5 C 120/42oS Igneous Breccia
6 FS 123/60oS Igneous Breccia
14 1 C 098/79oS Torridonian Sandstone
2 C 098/79oS Torridonian Sandstone
3 C (B) 098/79oS Torridonian Sandstone
4 FA (B) 098/79oS Torridonian Sandstone
5 TA (B) 098/79oS Torridonian Sandstone
6 FS 098/79oS Torridonian Sandstone
7 FS 098/79oS Torridonian Sandstone
8 TA 098/79oS Torridonian Sandstone
9 FS 130/62oS Torridonian Sandstone
10 TA 130/62oS Torridonian Sandstone
11 FA 130/62oS Torridonian Sandstone
12 FS 130/62oS Torridonian Sandstone
13 ES 130/62oS Torridonian Sandstone
14 TA 130/62oS Torridonian Sandstone
15 FA 130/62oS Torridonian Sandstone
16 FS 130/62oS Torridonian Sandstone
17 ES 130/62oS Torridonian Sandstone
18 FA 130/62oS Torridonian Sandstone
19 TA 130/62oS Torridonian Sandstone
20 TA 130/62oS Torridonian Sandstone
21 TA 130/62oS Torridonian Sandstone
(Continued overleaf)
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Dyke Profile Strike
Location number Shape and dip Host rock
22 ES 130/62oS Torridonian Sandstone
23 TA 130/62oS Torridonian Sandstone
24 TA 130/62oS Torridonian Sandstone
25 TA 130/62oS Torridonian Sandstone
26 FS 130/62oS Torridonian Sandstone
Table A.1: The dyke profile shape, the strike and dip data taken
at each field location and the host rock type at that site. The pro-
file shapes are elliptical symmetrical (ES), flat-topped symmetrical
(FS), tear-drop shaped and asymmetrical (TA), flat-topped asym-
metrical (FA) and complex shaped (C). (B) denotes a branching
dyke.
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Location Comments on dyke morphology
1 Only one crack tip available
2 Location 2 is one dyke which is en-echelon segmented with rounded
crack tips. There are no nearby dykes, the chilled margins on the
dykes are protruding and there is virtually no jointing in the host rock.
3 Jointing present in the host rock
Jointing parallel to, and cross-cutting the dyke
4 Some jointing in host rock
No change in joint frequency in the dyke vicinity
5 Chilled margins (up to 5mm), en echelon segmented and there
are vessicles present in the dyke material
6 Offset in one place, nearest dyke neighbour is 80 cm away
7 Chilled margins 0.5− 1 cm, not segmented or branching. Dyke
pinches and reinflates, Jointing in host rock (10− 100 cm spacing)
8 Dykes at this location appear strongly influenced by the jointing in
the host rock during emplacement
9 Some jointing in host rock but not extensive, no real joint control on
dyke orientation
10 Chilled margin 2 mm thick, dykes contain vessicles.
Bird’s foot shaped joints radiating from the crack tips
11 Minor amount of jointing in the host rock
12 Again not very jointed host rock so no joint control on dyke orientation
Clasts in the igneous breccia are very angular and ranging in size
between 5 mm and 20 cm
13 Dyke 1 is crosscut by dyke 4
14 Chilled margin 0.5− 1 cm
Table A.2: Comments and observations made at each field location.
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Dyke No. l ω ω:l ν G M ∆P Kc A B (P0 − Sy0) (∇P −∇Sy) Model
(m) (m) ratio (GPa) (GPa) (MPa) (MPa m−1/2) (m) (m) (MPa) (MPa m−1) Misfit
1−1 0.300 0.010 0.215 15.42 19.64 655 358.6 — — — — —
2−1 0.240 0.007 1:17.1 0.215 15.42 19.64 573 280.6 0.007 0.001 1129 5346 27
2−2 0.195 0.006 1:16.3 0.215 15.42 19.64 604 266.9 0.006 0.000 1188 3967 9
2−3 0.480 0.009 1:26.7 0.215 15.42 19.64 368 255.1 0.007 0.000 589 0 98
2−4 0.380 0.009 1:21.1 0.215 15.42 19.64 465 286.7 0.009 0.001 879 1959 10
2−5 0.810 0.012 1:35.2 0.215 15.42 19.64 279 251.0 0.009 0.000 456 220 76
3−1 0.080 0.004 1:11.4 0.215 15.42 19.64 859 243.0 0.003 0.000 1424 0 18
4−1 1.750 0.014 1:63.6 0.215 15.42 19.64 157 207.9 0.013 0.001 290 144 57
5−1 2.700 0.013 1:102.6 0.215 15.42 19.64 95 155.4 0.010 0.003 150 138 226
5−2 2.278 0.023 1:49.3 0.215 15.42 19.64 198 299.3 0.021 0.002 367 109 233
5−3 0.722 0.024 1:15.2 0.215 15.42 19.64 639 543.2 0.019 0.002 1034 1447 65
5−4 3.738 0.033 1:56.8 0.215 15.42 19.64 173 335.2 0.0032 0.000 332 0 181
5−5 3.123 0.029 1:53.9 0.215 15.42 19.64 182 322.3 0.026 0.000 321 0 193
5−6 4.589 0.022 1:107.0 0.215 15.42 19.64 92 197.1 0.019 0.000 165 0 123
6−1 0.721 0.019 1:18.8 0.215 15.42 19.64 518 439.5 0.013 0.006 730 3446 69
7−1 3.757 0.035 1:54.5 0.215 15.42 19.64 180 349.6 0.026 0.011 274 245 72
8−1 2.425 0.018 1:67.4 0.300 16.45 23.50 174 271.6 0.011 0.001 209 70 210
8−2 1.013 0.022 1:23.1 0.300 16.45 23.50 510 513.7 0.016 0.000 733 0 97
8−3 6.467 0.035 1:92.9 0.300 16.45 23.50 126 321.6 0.022 0.08 162 69 744
8−4 0.404 0.007 1:32.3 0.300 16.45 23.50 378 240.3 0.005 0.001 593 1728 70
9−1 8.630 0.083 1:52.3 0.165 14.00 16.77 160 470.9 0.051 0.000 199 0 1253
9−2 1.530 0.043 1:17.8 0.165 14.00 16.77 471 582.9 0.043 0.000 942 0 13
9−3 1.960 0.045 1:21.8 0.165 14.00 16.77 385 538.9 0.041 0.004 693 251 8
9−4 2.100 0.024 1:43.8 0.165 14.00 16.77 192 277.7 0.016 0.002 252 116 55
(Continued overleaf)
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Dyke No. l ω ω:l ν G M ∆P Kc A B (P0 − Sy0) (∇P −∇Sy) Model
(m) (m) ratio (GPa) (GPa) (MPa) (MPa m−1/2) (m) (m) (MPa) (MPa m−1) Misfit
9−5 6.840 0.073 1:46.8 0.165 14.00 16.77 179 468.0 0.066 0.006 322 33 138
10−1 2.680 0.021 1:63.8 0.165 14.00 16.77 131 215.1 0.017 0.002 215 78 22
10−2 0.810 0.011 1:36.8 0.165 14.00 16.77 228 204.9 0.010 0.002 418 981 5
10−3 2.300 0.040 1:29.1 0.165 14.00 16.77 288 436.7 0.021 0.010 311 482 41
10−4 4.910 0.088 1:28.1 0.165 14.00 16.77 299 662.1 0.054 0.007 371 78 429
11−1 22.03 0.190 1:58.0 0.165 14.00 16.77 145 678.7 0.179 0.042 272 23 1153
12−1 11.94 0.225 1:26.6 0.165 14.00 16.77 315 1089.3 0.094 0.000 265 0 11282
12−2 40.83 0.113 1:181.5 0.165 14.00 16.77 46 295.2 0.097 0.000 80 0 2582
12−3 24.00 0.103 1:116.5 0.165 14.00 16.77 72 352.5 0.101 0.000 141 0 186
12−4 37.99 0.310 1:61.3 0.165 14.00 16.77 137 843.3 0.174 0.062 153 12 1318
13−1 1.450 0.018 1:41.4 0.165 14.00 16.77 202 243.7 0.016 0.004 372 536 17
13−2 3.550 0.023 1:78.9 0.165 14.00 16.77 106 200.2 0.023 0.003 213 57 920
13−3 0.850 0.015 1:28.3 0.165 14.00 16.77 296 272.8 0.009 0.005 367 1894 82
13−4 9.220 0.040 1:115.3 0.165 14.00 16.77 73 220.9 0.039 0.000 143 0 184
13−5 6.560 0.043 1:77.2 0.165 14.00 16.77 109 278.2 0.043 0.000 222 0 21
13−6 11.77 0.043 1:138.5 0.165 14.00 16.77 61 207.7 0.043 0.003 124 7 211
14−1 10.77 0.024 1:448.8 0.215 15.42 19.64 22 71.8 0.010 0.000 37 0 2894
14−2 8.510 0.045 1:189.1 0.215 15.42 19.64 52 151.5 0.045 0.014 205 59 127
14−3 3.660 0.038 1:48.2 0.215 15.42 19.64 204 390.1 0.034 0.000 367 0 116
14−4 4.120 0.048 1:42.9 0.215 15.42 19.64 229 464.4 0.047 0.007 448 124 540
14−5 47.59 0.151 1:157.6 0.215 15.42 19.64 62 429.9 0.085 0.042 70 6 4939
14−6 0.520 0.004 1:74.3 0.215 15.42 19.64 132 95.3 0.003 0.000 242 244 16
14−7 2.530 0.117 1:10.9 0.215 15.42 19.64 904 1438.5 0.128 0.000 1990 0 15
14−8 7.330 0.116 1:31.7 0.215 15.42 19.64 309 837.9 0.069 0.044 371 257 70
(Continued overleaf)
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Dyke No. l ω ω:l ν G M ∆P Kc A B (P0 − Sy0) (∇P −∇Sy) Model
(m) (m) ratio (GPa) (GPa) (MPa) (MPa m−1/2) (m) (m) (MPa) (MPa m−1) Misfit
14−9 1.500 0.020 1:26.6 0.215 15.42 19.64 255 312.7 0.020 0.000 511 0 4
14−10 0.850 0.016 1:62.6 0.215 15.42 19.64 370 340.8 0.014 0.003 652 1261 4
14−11 2.190 0.018 1:13.5 0.215 15.42 19.64 157 232.3 0.018 0.003 314 210 73
14−12 0.500 0.019 1:16.2 0.215 15.42 19.64 727 513.8 0.020 0.002 1540 1885 10
14−13 0.600 0.019 1:30.3 0.215 15.42 19.64 606 469.1 0.017 0.002 1139 1309 5
14−14 1.060 0.018 1:38.5 0.215 15.42 19.64 324 333.8 0.016 0.005 597 1286 14
14−15 0.510 0.017 1:15.5 0.215 15.42 19.64 635 453.8 0.017 0.005 1294 5920 5
14−16 3.030 0.021 1:72.1 0.215 15.42 19.64 136 236.9 0.022 0.000 283 0 48
14−17 1.420 0.022 1:32.3 0.215 15.42 19.64 304 362.6 0.024 0.000 658 0 19
14−18 2.480 0.024 1:51.7 0.215 15.42 19.64 190 299.3 0.023 0.003 358 148 38
14−19 0.230 0.080 1:15.3 0.215 15.42 19.64 640 307.1 0.007 0.002 1178 12475 15
14−20 0.320 0.010 1:16.8 0.215 15.42 19.64 583 329.8 0.009 0.002 1056 7058 3
14−21 0.630 0.015 1:21.0 0.215 15.42 19.64 468 371.2 0.015 0.003 935 2613 4
14−22 0.800 0.021 1:19.0 0.215 15.42 19.64 516 461.1 0.020 0.000 992 0 14
14−23 0.780 0.017 1:23.6 0.215 15.42 19.64 415 366.9 0.013 0.007 629 3409 7
14−24 0.850 0.017 1:25.8 0.215 15.42 19.64 381 351.5 0.016 0.003 716 1435 2
14−25 0.350 0.015 1:12.1 0.215 15.42 19.64 814 481.4 0.015 0.003 1627 6670 5
14−26 2.160 0.020 1:55.4 0.215 15.42 19.64 177 260.6 0.014 0.000 249 26 184
Table A.3: Results for each dyke where l is the dyke length, ω is the dyke halfthickness, ω:l is the thickness to length ratio, ν is the Poisson’s ratio
(Sst = Domenico (1983), IT = Yassaghi and Salari-Rad (2005), IB = Brady and Brown (1985); Hustrulid and Bullock (2001)), G is the elastic
shear modulus (Sst = Khazanehdari and Sothcott (2003), IT = Dobson and Nakagawa (2005), IB = Christensen et al. (1980)), M is the host rock
elastic stiffness, ∆P is the overpressure, Kc is the fracture toughness, A and B are constant for each dyke, (P0 − Sy0) is the modelled overpressure
and (∇P −∇Sy) is the modelled regional stress gradient. Misfit is the misfit value for the best model-fit (Pollard and Muller, 1976).
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Pollard and Muller Segmented Segmented Analysis
Analysis Analysis Segment
(P0 − Sy0) (P0 − Sy0) separation estimate
Location Dyke number (MPa) (MPa) (m)
1 1 No Data No Data No Data
2 1 1129 109.81 0.001
2 1188 1033.40 0.01
3 589 189.80 0.0001
4 879 646.77 0.01
5 456 285.21 0.01
3 1 1424 2616.00 0.1
4 1 290 153.52 0.01
5 1 150 51.60 0.001
2 367 98.66 0.0001
3 1034 2050.40 1000
4 332 109.81 0.001
5 321 152.78 0.01
6 165 328.65 1000
6 1 730 312.26 0.001
7 1 274 128.26 0.01
8 1 209 320.27 1
2 733 1472.80 1000
3 162 331.30 1000
4 593 271.94 0.001
9 1 199 82.06 0.01
2 942 514.57 0.01
3 693 1428.90 1000
4 252 501.27 1000
5 322 199.70 0.1
10 1 215 176.57 0.1
2 418 266.86 0.01
3 311 254.54 0.1
4 371 118.32 0.001
11 1 272 134.77 0.1
12 1 265 524.57 1000
2 80 24.76 0.01
3 141 117.43 1
4 153 299.90 1000
(Continued overleaf)
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Pollard and Muller Segmented Segmented Analysis
Analysis Analysis Segment
(P0 − Sy0) (P0 − Sy0) separation estimate
Location Dyke number (MPa) (MPa) (m)
13 1 372 140.03 0.001
2 213 56.11 0.0001
3 367 113.62 0.0001
4 143 42.48 0.001
5 222 140.78 0.1
6 124 47.71 0.01
14 1 37 8.57 0.0001
2 205 22.41 0.0001
3 367 505.95 1
4 448 325.47 0.1
5 70 50.79 1
6 242 77.11 0.0001
7 1990 1615.20 0.1
8 371 273.26 0.1
9 511 477.42 0.1
10 652 1305.80 1000
11 314 110.36 0.001
12 1540 1051.00 0.01
13 1139 2235.60 1000
14 597 1219.10 1000
15 1294 545.84 0.001
16 283 72.88 0.0001
17 658 241.93 0.001
18 358 124.54 0.001
19 1178 435.00 0.0001
20 1056 358.76 0.0001
21 935 618.43 0.01
22 992 605.60 0.01
23 629 195.88 0.0001
24 716 444.79 0.01
25 1627 3081.90 1000
26 249 65.17 0.0001
Table A4: Overpressure estimates calculated from the Pollard and Muller (1976)
analysis, the segmented analysis and the dyke segment separation estimated from the
segmented analysis.
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Figures
Figure A.1: Photographs of various features of the dykes seen on Rum.
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Figure A.2: Corresponding field sketches (to Figure A.1) of various features of the dykes
seen on Rum.
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Figure A.3: Scatter plots showing the best model-fit to the data points of dykes from
Locations 2 to 5. The symmetrical dyke profile shapes have the least misfit compared to
any other dyke shape.
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Figure A.4: Scatter plots showing the minimised best-fit of the data points of dykes from
Locations 5 to 9. The symmetrical dyke profile shapes have the least misfit compared to
any other dyke shape.
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Figure A.5: Scatter plots showing the minimised best-fit of the data points of dykes from
Locations 10 to 13. The symmetrical dyke profile shapes have the least misfit compared
to any other dyke shape.
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Figure A.6: Scatter plots showing the minimised best-fit of the data points of dykes from
Locations 13 to 14. The symmetrical dyke profile shapes have the least misfit compared
to any other dyke shape.
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Figure A.7: Scatter plots showing the minimised best-fit of the data points of dykes from
Location 14. The symmetrical dyke profile shapes have the least misfit compared to any
other dyke shape.
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Figure A.8: Scatter plots showing the minimised best-fit of the data points of dykes from
Location 14. The symmetrical dyke profile shapes have the least misfit compared to any
other dyke shape.
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BMultiple Dyke Injection at Plate
Margins
Tables
Pressure 1400 2700 4300 5500
Tl 1135 1155 1185 1205
Xl 1 1 1 1
Tc 1110 1125 1140 1150
Xc 0.833 0.83 0.82 0.79
Tc2 1075 1085 1090 1100
Xc2 0.39 0.37 0.35 0.35
Te 985 988 990 995
Xe 0.17 0.15 0.13 0.12
Ts 660 660 660 660
xs 0 0 0 0
Table B.1: Temperatures and corresponding melt fractions for four different pressures:
1400 bar (5 km depth); 2700 bar (10 km depth); 4300 bar (15 km depth); and 5500 bar
(20 km depth).
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Distance 0 5 50 100 200 500 1000 2000 5000
Spreading Depth
Rate (mm yr−1) (m)
5 Liquidus 5000 1070389 1070389 1073494 1079407 1100404 1188665 1336508 1632196 2519260
10000 1046734 1046734 1049839 1055752 1076749 1165009 1312853 1608541 2495605
15600 1067432 1067432 1070538 1076305 1097004 1182752 1330595 1626283 2513347
20000 1061519 1064476 1067581 1073494 1097004 1182752 1330595 1626283 2513347
50% 5000 842564 842564 845815 857496 887064 975771 1123615 1419303 2306367
Crystallinity 10000 768642 768788 771893 783574 813142 901849 1049693 1345381 2232445
15600 662192 662192 662490 674167 700779 789487 937330 1233018 2120082
20000 579401 579401 582652 591819 620944 709652 857496 1153183 2040247
Solidus 5000 180370 180370 183474 186431 201659 266119 396222 662341 1543492
10000 112214 112214 112509 115466 127737 182144 280903 541109 1428173
15600 44353 44353 44501 44501 53815 88854 162628 366653 1253717
20000 5914 5914 6062 9018 12271 28534 65051 165585 1052650
600◦C 5000 141782 141782 142078 145035 157306 214817 319343 567721 1419303
Isotherm 10000 79688 79688 79984 79984 91663 136016 218809 428746 1295114
15600 23507 23507 23803 23803 30012 56181 109848 226201 1082218
20000 0 0 0 0 0 0 0 0 0
10 Liquidus 5000 292731 292731 295836 298793 312394 357784 431706 579550 1023082
10000 279425 279425 282530 285487 299088 342998 416920 564764 1008296
15600 280903 280903 282530 286817 300123 344475 418397 566241 1009773
20000 277947 277947 279573 283860 297166 341518 415440 563284 1006816
50% 5000 223096 223096 224871 235072 252813 297166 371090 518934 962465
Crystallinity 10000 197963 197963 199737 209938 226201 270554 344475 492319 935851
15600 165437 165437 167211 174899 190719 235072 308994 456838 900369
(Continued overleaf)
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Distance 0 5 50 100 200 500 1000 2000 5000
Spreading Depth
Rate (mm yr−1) (m)
20000 140304 140304 142078 149323 164107 208460 282382 430226 873758
Solidus 5000 47310 47310 48936 51893 61059 94620 153758 279425 680083
10000 29569 29569 29717 32674 40361 68008 118275 231376 625380
15600 11828 11828 11975 13454 19220 38440 76879 166324 551458
20000 1478 1478 1626 3105 5175 15671 38292 96838 465707
600◦C 5000 38292 38292 38587 40066 48789 78357 133060 248378 631293
Isotherm 10000 22029 22029 22324 23803 29569 54111 99055 199885 558851
15600 5914 5914 6062 7540 11236 26612 57216 131581 465707
20000 0 0 0 0 0 0 0 0 0
20 Liquidus 5000 82053 82053 84419 88115 99795 134538 176673 251335 473100
10000 79836 79836 82201 86489 98316 129363 168542 242464 464230
15600 84271 84271 86636 90333 99795 124928 162628 236550 458317
20000 82793 82793 84419 87967 96099 119754 156715 230637 452401
50% 5000 57511 57511 60025 66530 77618 110144 156715 231376 453143
Crystallinity 10000 50858 50858 53372 59877 70965 102751 144887 218809 440575
15600 42727 42727 45092 50267 60616 90185 128624 203285 425051
20000 36074 36074 38440 43614 53224 79836 117536 191458 413225
Solidus 5000 12567 12567 13454 15080 20698 38440 68747 134538 337085
10000 7392 7392 8279 9906 14784 29569 56624 116058 308255
15600 2957 2957 3844 4731 7984 19072 40509 90776 261684
20000 0 0 887 1035 2957 9462 23655 60616 215113
600◦C 5000 10201 10201 10497 12123 17002 33265 61355 123450 318605
Isotherm 10000 5766 5766 6062 7540 11088 24394 48789 104230 286817
(Continued overleaf)
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Distance 0 5 50 100 200 500 1000 2000 5000
Spreading Depth
Rate (mm yr−1) (m)
15600 1478 1478 1626 2513 5175 14045 32378 76140 233446
20000 0 0 0 0 0 0 0 0 0
25 Liquidus 5000 52632 52632 55146 58694 68008 93437 136016 197519 374933
10000 52041 52041 53963 57363 66234 93437 130694 191015 368428
15600 53815 53815 55737 59138 68600 94029 126554 185692 363104
20000 53815 53815 55737 59286 69191 90481 121823 180961 358373
50% 5000 36517 37109 39622 44353 53815 77470 117093 182144 359555
Crystallinity 10000 32969 32969 35482 40213 49084 72739 111770 172682 350093
15600 27647 27647 29569 34300 42579 65051 99943 159672 337085
20000 23507 23507 25429 29569 37257 59729 91663 150801 328213
Solidus 5000 7688 7688 9018 10645 15228 28977 54407 107630 272033
10000 4731 4731 5470 7097 10645 23064 45536 94029 250743
15600 1774 1774 2513 3548 5914 15376 33265 75105 217626
20000 0 0 739 887 2366 8131 20698 52041 169725
600◦C 5000 6357 6357 7244 8575 12419 25429 49084 99351 258431
Isotherm 10000 3992 3992 4287 5322 8575 19515 39622 85158 235811
15600 1183 1183 1331 2070 4140 11828 27203 63869 196928
20000 0 0 0 0 0 0 0 0 0
Table B.3: Time taken for each model run in years. The distance value given is the distance away from the centre of the array in metres.
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Figure B.1: Temperature-melt fraction outputs from the MELTS (circles) and Rhyolite-
MELTS (crosses) thermodynamic programs for sample A2, P=2000 bars, H2O = 0.4 wt
%.
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Figure B.2: Modelled approximation of the temperature-melt fraction relationship using
experimentally derived data from ICPP123-260 (black dots) (Whitaker et al., 2008) and
the thermodynamic modelling programs MELTS (Ghiorso and Sack, 1995; Asimow and
Ghiorso, 1998) and Rhyolite-MELTS (Gualda et al., 2012) (red dots).
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Figure B.3: A) Pressure versus water saturation for a basalt and an andesite (adapted
from Hamilton et al., 1964). B) Pressure versus water saturation for a MORB basalt, an
orthoclasic liquid and an albitic liquid (adapted from Dixon et al., 1995). C) Temperature
versus the initial depth of melting for different basaltic systems; the curves show the
estimated depths of melting below ridges and oceanic islands (adapted from Hirschmann
et al., 2005).
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Figure B.4: Spreading rate versus the time taken to reach the solidus and liquidus tem-
peratures at a depth of 5 km in the crust and at different distances away from the dyke
injection point.
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Figure B.5: Spreading rate versus the time taken to reach the solidus and liquidus tem-
peratures at the centre of the domain for different depths in the crust.
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Figure B.6: A comparison of the model output for different depths in the crust at t =
500 ka. Temperature and melt fraction are plotted as a function of distance away from
the dyke injection point for spreading rates = 0.005, 0.010, 0.020 and 0.025 m yr−1. The
difference with depth in temperature, hence melt fraction, decreases with the spreading
rate. This difference can barely be seen at a spreading rate of 25 mm/yr. The different
colours correspond to different depths in the crust: 5 km (green lines); 10 km (blue lines);
15.6 km (purple lines); and 20 km (red lines). The difference with depth in temperature,
hence melt fraction, decreases with the spreading rate. This difference can barely be seen
at a spreading rate of 0.025 m yr−1.
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Figure B.7: A comparison of the model output for different depths in the crust at t =
1 Ma. Temperature and melt fraction are plotted as a function of distance away from
the dyke injection point for spreading rates = 0.005, 0.010, 0.020 and 0.025 m yr−1. The
different colours correspond to different depths in the crust: 5 km (green lines); 10 km
(blue lines); 15.6 km (purple lines); and 20 km (red lines). The difference with depth in
temperature, hence melt fraction, decreases with the spreading rate. This difference can
barely be seen at a spreading rate of 0.025 m yr−1.
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Figure B.8: A comparison of the model output for different depths in the crust at t = 2
Ma. Temperature and melt fraction are plotted as a function of distance away from the
dyke injection point for spreading rates = 0.005 and 0.010 m yr−1. The different colours
correspond to different depths in the crust: 5 km (green lines); 10 km (blue lines); 15.6
km (purple lines); and 20 km (red lines). The difference with depth in temperature, hence
melt fraction, decreases with the spreading rate. This difference can barely be seen at a
spreading rate of 0.025 m yr−1.
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Figure B.9: The effect of different parameter values, on the temperature decay time. The
blue line represents the parameters used in the model, the red line represents a maximum
parameter value and the light green represents a minimum parameter value.
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CLaboratory Analogue Modelling
Testing the Gelatine Deformation
Gelatine is a visco-elastic substance; at high strain rates it will deform elastically, where
as at lower strain rates it will deform viscously. Dyke emplacement is normally modelled
in the laboratory as a brittle fracture within an elastic solid. It is therefore important to
quantify the effect of the gelatine’s viscous deformation so that when conducting analogue
experiments, we can work in an elastic regime. In order to investigate and quantify the
viscous deformation of a gelatine block, two different experiments were devised.
The first of these was a test to see the amount of deformation of a block of gelatine
left to deform under its own weight. The gelatine was previously prepared as a 4L volume
of 2.5 wt % and left for approximately 7600 minutes in a cold room at 3o C to ensure
that the gelatine had reached a plateau in its rigidity. An unfractured and homogenous
block of width 5 cm, length 9.5-9.7 cm and height 6.4-6.5 cm was cut out of this volume
and placed into an apparatus with two fixed sides and one free side such that the gelatine
was able to extend in the length direction under its own weight. Figure C.1 shows the
gelatine in the apparatus at the start of the test and then again after approximately 48
hours. No appreciable extension was detected in the gelatine, with the only observation
that a gap had opened up between the gelatine and the wall opposite to the direction of
extension (labelled in Figure C.1). The dimensions of the block were remeasured after 48
hours and the length was found to be 9.2-9.8 cm. As no appreciable change in dimensions
was observed, any deformation was confined to being within the measurement error.
This suggests that although the gelatine does exhibit viscoelastic behaviour, on the
timescale of the length of an experiment there would be no measureable change in the
gelatine due to viscous deformation. (include reference to the DiGiusseppe paper here)
For the second test, a 29 L gelatine of 2wt% concentration was prepared and left in
a cold room for 117 hours and 45 mins at 4oC to solidify such that the rigidity of the
gelatine had reached its plateau. The tank was removed from the cold room and mass C
was placed on the centre of the top surface of the gelatine. The tank was then photographed
though polarizing filters. Photographs were taken at approximately 5 minute intervals for
45 minutes and then again at 1 and a half hours and 3 hours and 15 minutes after the
experiment start. No measureable deformation of the gelatine due to the applied mass
was observed. The sequential photographs of the tank are included in Figure C.2.
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C Laboratory Analogue Modelling
1
B)
A)
Figure C.1: A) Experiment start. Length = 9.5 to 9.7cm. B) Experiment after 48 hours.
Length = 9.2 to 9.8cm. A small amount of separation between the wall of the apparatus
and the gelatine is seen, here labelled as number 1.
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A)
B)
C)
Figure C.2: A) Experiment start. B) Experiment after 30 minutes. C) Experiment after
3 hours 15 mins.
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C Laboratory Analogue Modelling
Young’s Modulus Measurement
Load A B C D E F G H
Mass (g) 393.78 255.05 50.583 37.903 25.46 35.94 37.79 48.47
Diameter (mm) 81.70 81.70 25.096 25.113 24.98 22.58 20.02 30.05
Depth (mm) 27.95 18.05 12.22 9.166 6.176 11.256 14.3 8.95
Table C.1: Dimensions and weights of the loads used to measure the Young’s modulus.
Loads C and D were selected to be used in the rest of the experiments described in this
chapter.
Error Estimation
Figure C.3: Photographs of the stress distribution in a two layer gelatine due to a number
of differing loads placed on the surface.
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Experiment Layer Error Error Error Young’s Error
Number Number in m Error/m in r Error/r in D Error/D modulus (E) in E
0 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.19-0.30 4549 ±1128
1 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.29-0.46 7016 ±2662
2 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.18-0.31 4445 ±1099
3 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.29-0.54 7545 ±3224
4 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.05-0.08 1248 ±86
5 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.08-0.12 1796 ±174
6 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.32-0.48 7416 ±2951
7 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.09-0.13 2108 ±238
8 1 1×10−5 2.54-3.92×10−5 5×10−4 1.22×10−2 1.5×10−3 0.08-0.13 2002 ±220
9 1 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.53 4171 ±2200
2 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.43 3436 ±1494
10 1 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.57 4486 ±2544
2 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.24 1920 ±470
11 1 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.85 6717 ±5697
2 1×10−5 2.06×10−4 5×10−4 3.33×10−2 1.5×10−3 0.18 1397 ±251
12 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.05-0.09 1342 ±71-124
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 6700
13 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 1071
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.07-0.11 1611 ±106-180
14 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 2377
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.13-0.23 3258 ±429-792
15 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.16-0.25 3754 ±601-981
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.19-0.30 4587 ±863-1424
16 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.11-0.17 2551 ±269-449
Continued on next page
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Table C.2 – continued from previous page
Experiment Layer Error Error Error Young’s Error
Number Number in m Error/m in r Error/r in D Error/D modulus (E) in E
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.08-0.12 1817 ±141-230
17 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.10-0.15 2287 ±215-348
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.11-0.17 2620 ±294-452
18 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.13-0.20 3064 ±383-637
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.13-0.21 3156 ±401-702
19 1 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.10-0.16 2381 ±234-385
2 1×10−5 2.54×10−5-2.06×10−4 5×10−4 1.22-3.33×10−2 1.5×10−3 0.11-0.19 2763 ±308-548
20 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.48-0.64 4697 ±2278-3007
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.72-1.04 7333 ±5149-8084
21 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.19-0.24 1830 ±357-440
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.42-0.55 4084 ±1715-2231
22 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.16-0.22 1602 ±267-355
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.28-0.40 2835 ±765-1199
23 1 1×10−5 2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.12-0.18 1270 ±156-244
2 1×10−5 2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.18-0.27 1908 ±343-547
24 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.15-0.21 1484 ±219-320
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.27-0.37 2738 ±751-1018
25 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.13-0.18 1303 ±174-242
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.25-0.35 2522 ±630-913
26 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.23-0.32 2327 ±539-761
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.28-0.39 2838 ±788-1150
27 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.16-0.21 1549 ±256-321
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.32-0.44 3242 ±1037-1459
Continued on next page
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Experiment Layer Error Error Error Young’s Error
Number Number in m Error/m in r Error/r in D Error/D modulus (E) in E
28 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.18-0.24 1750 ±320-415
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.29-0.38 2818 ±824-1070
29 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.20-0.26 1921 ±386-492
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.50-0.71 5062 ±2447-3691
30 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.17-0.21 1627 ±289-342
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.28-0.39 2811 ±809-1109
31 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.19-0.24 1809 ±359-421
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.42-0.56 4154 ±1724-2367
32 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.19-0.23 1791 ±354-413
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.55-0.77 5563 ±3037-4404
33 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.20-0.26 1961 ±417-492
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.46-0.56 4322 ±2121-2332
34 1 1×10−5 2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.26-0.35 2561 ±660-896
2 1×10−5 2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.41-0.53 3999 ±1705-2092
35 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.22-0.30 2202 ±492-671
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.49-0.71 5010 ±2415-3726
36 1 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.19-0.25 1891 ±381-482
2 1×10−5 1.98×10−4 5×10−4 3.98×10−2 1.5×10−3 0.59-0.76 5726 ±3402-4272
37 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.18-0.23 1767 ±342-402
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.68-0.93 6775 ±4646-6384
38 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.23-0.30 2245 ±528-681
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.44-0.56 4273 ±1955-2349
39 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.19-0.24 1814 ±347-445
Continued on next page
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Table C.2 – continued from previous page
Experiment Layer Error Error Error Young’s Error
Number Number in m Error/m in r Error/r in D Error/D modulus (E) in E
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.55-0.77 5548 ±3037-4450
40 1 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.21-0.29 2109 ±449-611
2 1×10−5 1.98-2.63×10−4 5×10−4 3.98×10−2 1.5×10−3 0.61-0.82 5963 ±3684-4947
Table C.2: The error on the measurement of the load’s mass (m), the error divided by the load’s mass, the measurement of the load’s radius (r),
the error divided by the load’s radius, the error on the calculation in the deformation (D) of the gelatine due to the load and the Young’s modulus
calculation error (E).
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Exp. Cold Room Layer Layer Layer Solidification Young’s Extension Surface
No. Date Temp. No. Vol. Concn Time Modulus  x Load Stress Strain
(oC) (m3) (wt%) (mins) (m) (kg) (Pa)
0 09/07/2010 10 1 41.2 2.91 unknown 4549 0 no load 0 0
1 12/07/2010 10 1 41.2 2.91 1500 7016 0.02 2.44 160 0
2 14/07/2010 10 1 41.2 2.91 1560 4445 0.05 4.98 326 0
3 16/07/2010 18 1 42.8 6.54 1605 7545 0.05 7.41 485 0
4 20/07/2010 18 1 42.4 4.48 1575 1248 0.29 7.41 485 0
5 07/09/2010 18 1 41.6 3.85 1740 1796 0 no load 0 0
6 10/09/2010 10 1 41.6 3.85 1497 7416 unknown 4 cm inwards unknown 0
at top
7 28/09/2010 18 1 41.6 3.85 1610 2108 0 no load 0 0
8 30/09/2010 18 1 41.6 3.85 1530 2002 0 no load 0 0
9 21/10/2010 10 1 20.6 2.91 1415 4171 0 no load 0 0
10 2 20.4 1.96 997 3436 0 no load 0 0
10 27/10/2010 10 1 20.6 2.91 1545 4486 0 no load 0 0
10 2 20.4 1.96 981 1920 0 no load 0 0
11 29/10/2010 10 1 20.6 2.91 1650 6717 0 no load 0 0
10 2 23.3466 1.48 1200 1397 0 no load 0 0
12 11/01/2011 10 1 29.3 0.99 1470 1342 0 no load 0 0
10 2 8.3 2.91 380 6700 0 no load 0 0
13 12/01/2011 4 1 28.6 1.96 1060 1071 0 no load 0 0
4 2 10.36 2.91 420 1611 0 no load 0 0
14 13/01/2011 4 1 28.9 2.91 991 2377 0 no load 0 0
4 2 10.6 4.76 325 3258 0 no load 0 0
15 17/01/2011 4 1 30.9 2.91 1095 3754 0 no load 0 0
Continued on next page
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Table C.3 – continued from previous page
Exp. Cold Room Layer Layer Layer Solidification Young’s Extension Surface
No. Date Temp. No. Vol. Concn Time Modulus  x Load Stress Strain
(oC) (m3) (wt%) (mins) (m) (kg) (Pa)
4 2 10 4.76 345 4587 0 no load 0 0
16 18/01/2011 4 1 29.6 1.96 1080 2551 0 no load 0 0
4 2 10.36 2.91 330 1817 0 no load 0 0
17 19/01/2011 4 1 29.6 1.96 1080 2287 0 no load 0 0
4 2 10.36 2.91 390 2620 0 no load 0 0
18 22/01/2011 4 1 29.6 1.96 1470 3156 0 no load 0 0
4 2 10.36 2.91 485 3064 0 no load 0 0
19 23/01/2011 4 1 29.6 1.96 1040 2763 0.02 7 196 0.14
4 2 10.36 2.91 350 2381 7
20 31/01/2011 4 1 29 2 1161 4697 0.02 8 334 0.08
4 2 10 5 395 7333 8
21 01/02/2011 4 1 29 2 1215 1830 0.02 8 130 0.20
4 2 10 4 550 4084 8
22 08/02/2011 4 1 29 2 1240 1602 0.02 5 114 0.14
4 2 10 4 365 2835 5
23 09/02/2011 4 1 29 2 1060 1270 0.02 12 90 0.44
4 2 10 4 365 1908 12
24 12/02/2011 4 1 29 2 1104 1484 0.02 6.32 105 0.20
4 2 10 4 369 2738 6.32
25 13/02/2011 4 1 29 2 1115 1303 0.02 5.5 93 0.19
4 2 10 4 335 2522 5.5
26 14/02/2011 4 1 29 2 1400 2327 0.02 6 165 0.12
Continued on next page
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Exp. Cold Room Layer Layer Layer Solidification Young’s Extension Surface
No. Date Temp. No. Vol. Concn Time Modulus  x Load Stress Strain
(oC) (m3) (wt%) (mins) (m) (kg) (Pa)
4 2 10 4 310 2838 6
27 15/02/2011 4 1 29 2 1230 1549 0.02 6 110 0.18
4 2 10 4 355 3242 6
28 16/02/2011 4 1 29 2 1245 1750 0.01 3.5 62 0.09
4 2 10 4 323 2818 3.5
29 27/02/2011 4 1 29 2 1365 1921 0.01 3.5 68 0.08
4 2 10 4 643 5062 3.5
30 28/02/2011 4 1 29 2 1400 1627 0.01 3 58 0.09
4 2 10 4 325 2811 3
31 01/03/2011 4 1 29 2 1515 1809 0.01 4 64 0.10
4 2 10 4 560 4154 4
32 02/03/2011 4 1 29 2 1390 1791 0.01 4 64 0.10
4 2 10 4 590 5563 4
33 07/03/2011 4 1 29 2 1400 1961 0.03 9.25 209 0.22
4 2 10 4 560 4322 9.25
34 08/03/2011 4 1 29 2 1365 2561 0.03 8 273 0.14
4 2 10 4 315 3999 8
35 09/03/2011 4 1 29 2 1350 2202 0.03 8 235 0.17
4 2 10 4 405 5010 8
36 23/03/2011 4 1 29 2 1330 1891 0.03 7.5 201 0.18
4 2 10 4 495 5726 7.5
37 24/03/2011 4 1 29 2 1380 1767 0.02 5 126 0.13
Continued on next page
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Table C.3 – continued from previous page
Exp. Cold Room Layer Layer Layer Solidification Young’s Extension Surface
No. Date Temp. No. Vol. Concn Time Modulus  x Load Stress Strain
(oC) (m3) (wt%) (mins) (m) (kg) (Pa)
4 2 10 4 750 6775 5
38 27/03/2011 4 1 29 2 1460 2245 0.02 6.25 159 0.13
4 2 10 4 370 4273 6.25
39 29/03/2011 4 1 29 2 1395 1814 0.02 6.75 129 0.17
4 2 10 4 485 5548 6.75
40 30/03/2011 4 1 29 2 1397 2109 0.02 6.25 150 0.14
4 2 10 4 792 5963 6.25
Table C.3: The set up and starting parameters for each of the experiments conducted. Experiments 1 to 8 comprised one layer gelatine blocks.
Experiments 9 onwards comprised two layer gelatine blocks.292
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
0 1 Pump Vegetaline — 60 0.388 — — —
2 — 60 0.388 — — —
1 1 Pump Vegetaline ∼80 60 0.388 — — —
2 ∼80 60 0.388 — — —
2 1 Pump Vegetaline — 50 — — — —
2 — 10 — — — —
3 1 Pump Vegetaline — 5 — — — —
2 — 10 — — — —
4 1 Pump Vegetaline — 5 — — — —
2 — 10 — — — —
5 1 Pump Vegetaline 50.5 10 0.614 — — —
2 41.5 5 0.747 — — —
3 35 5 0.886 — — —
6 1 Pump Vegetaline 45.5 10 0.681 — — —
2 37.5 10 0.827 — — —
7 1 Pump Vegetaline 43.5 10 0.713 — — —
2 Vegetaline 35.5 10 0.873 — — —
3 Vegetaline 33 10 0.939 — — —
8 1 Pump Vegetaline 40 7 0.775 — — —
2 33 7 0.939 — — —
9 1 Pump Vegetaline 64.5 10 0.481 — — —
2 51.5 5 0.602 — — —
3 58.5 5 0.530 — — —
Continued on next page
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Table C.4 – continued from previous page
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
10 1 Pump Vegetaline 76.5 2 0.405 — — —
2 Vegetaline 53 2 0.585 — — —
3 Syringe Air ∼ 20 10 ml 1.550 — — —
4 Air ∼ 20 10 ml 1.550 — — —
11 1 Pump Vegetaline ∼60 2 0.517 — — —
11 2 Syringe Air ∼20 10 ml 1.550 — — —
12 1-28 Syringe Air ∼20 — 1.550 — — —
13 1-19 Syringe Air ∼20 — 1.550 — — —
14 1-19 Syringe Air ∼20 — 1.550 — — —
15 1 Syringe Vegetaline ∼100 — 0.310 — — —
2 Vegetaline ∼100 — 0.310 — — —
3 Vegetaline ∼100 — 0.310 — — —
4 Air ∼20 — 1.550 — — —
5 Air ∼20 — 1.550 — — —
6 Water ∼20 — 1.550 — — —
7 Air ∼20 — 1.550 — — —
16 1 Syringe Vegetaline ∼100 — 0.310 — — —
2 ∼100 — 0.310 — — —
3 ∼100 — 0.310 — — —
4 ∼100 — 0.310 — — —
5 ∼100 — 0.310 — — —
17 1 Syringe Vegetaline ∼100 — 0.310 — — —
Continued on next page
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Table C.4 – continued from previous page
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
2 ∼100 — 0.310 — — —
3 ∼100 — 0.310 — — —
18 1 Pump Vegetaline ∼50-60 10 0.517 0.040 0.867 NO
2 ∼50-60 10 0.517 0.040 0.867 NO
3 ∼50-60 10 0.517 0.040 0.867 NO
19 1 Pump Vegetaline ∼50-60 10 0.517 0.052 0.832 NO
2 ∼50-60 10 0.517 0.052 0.832 NO
20 1 Pump Vegetaline ∼50-60 10 0.517 0.026 0.911 NO
2 ∼50-60 10 0.517 0.026 0.911 NO
21 1 Pump Vegetaline ∼50-60 10 0.517 0.067 0.788 NO
2 ∼50-60 10 0.517 0.067 0.788 NO
3 ∼50-60 10 0.517 0.067 0.788 NO
22 1 Pump Vegetaline 40 10 0.775 0.077 0.900 NO
2 42 10 0.738 0.077 0.882 NO
3 38 10 0.816 0.077 0.919 NO
23 1 Pump Vegetaline 42 10 0.463 0.097 0.670 NO
2 43.5 10 0.432 0.097 0.646 NO
3 41 10 0.487 0.097 0.688 NO
4 38 10 0.576 0.097 0.750 NO
24 1 Pump Vegetaline 42 10 0.560 0.083 0.772 NO
2 unknown 10 0.609 0.083 0.802 NO
3 38 10 0.667 0.083 0.835 NO
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Table C.4 – continued from previous page
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
4 35 10 0.778 0.083 0.894 NO
25 1 Pump Vegetaline 42.5 20 0.531 0.189 0.526 YES
2 46 20 0.464 0.189 0.459 YES
3 37 20 0.684 0.189 0.680 NO
26 1 Pump Vegetaline 46 20 0.674 0.106 0.799 NO
2 36 20 0.861 0.106 0.919 NO
3 49 20 0.633 0.106 0.771 NO
27 1 Pump Vegetaline 47 20 0.458 0.159 0.513 YES
2 46.5 20 0.466 0.159 0.521 YES
3 40 20 0.600 0.159 0.647 NO
28 1 Pump Vegetaline 47 10 0.429 0.070 0.726 NO
2 42.5 10 0.511 0.070 0.776 NO
3 37.5 10 0.649 0.070 0.849 NO
29 1 Pump Vegetaline 61 20 0.341 0.128 0.476 YES
2 64 20 0.320 0.128 0.456 YES
3 42.5 20 0.574 0.128 0.682 NO
30 1 Pump Vegetaline 49 20 0.493 0.152 0.563 YES
2 50 20 0.479 0.152 0.550 YES
3 39.5 20 0.673 0.152 0.725 NO
31 1 Pump Vegetaline 58 20 0.393 0.136 0.505 YES
2 63 20 0.354 0.136 0.468 YES
3 59 20 0.385 0.136 0.497 YES
Continued on next page
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Table C.4 – continued from previous page
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
4 54 20 0.432 0.136 0.542 YES
32 1 Pump Vegetaline 58.5 20 0.382 0.138 0.491 YES
2 65 20 0.333 0.138 0.444 YES
3 58 20 0.386 0.138 0.495 YES
33 1 Pump Vegetaline 70.5 30 0.319 0.189 0.315 NO
2 73 30 0.306 0.189 0.302 NO
3 55.5 30 0.430 0.189 0.426 YES
34 1 Pump Vegetaline 68.5 30 0.324 0.144 0.418 YES
2 66.5 30 0.336 0.144 0.430 YES
3 58 30 0.400 0.144 0.492 YES
35 1 Pump Vegetaline 69.5 30 0.319 0.168 0.357 NO
2 68.5 30 0.324 0.168 0.363 NO
3 54.5 30 0.434 0.168 0.471 YES
36 1 Pump Vegetaline 57 25 0.381 0.163 0.430 YES
2 56 25 0.390 0.163 0.439 YES
3 50 25 0.457 0.163 0.504 YES
37 1 Pump Vegetaline 55 25 0.429 0.175 0.453 YES
2 54.5 25 0.434 0.175 0.458 YES
3 51 25 0.474 0.175 0.497 YES
38 1 Pump Vegetaline 61.5 25 0.371 0.137 0.482 YES
2 58.5 25 0.396 0.137 0.505 YES
3 62 25 0.367 0.137 0.478 YES
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Table C.4 – continued from previous page
Exp. Injection Injection Injection Injection Injection Dimensionless Dimensionless Alpha within
Number No. Method Fluid Temp. Flow Rate Temp. Flux Alpha correct range?
(oC) (rpm)
39 1 Pump Vegetaline 61 25 0.362 0.170 0.396 NO
2 61 25 0.486 0.170 0.518 YES
3 49 25 0.486 0.170 0.518 YES
40 1 Pump Vegetaline 60 25 0.376 0.146 0.465 YES
2 63.5 25 0.350 0.146 0.439 YES
3 57 25 0.402 0.146 0.490 YES
Table C.4: Details of the experimental conditions and each of the injections made during the experiments.
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