Extravariables in the BRST quantization of second-class constrained systems: existence theorems by Bizdadea, C & Saliu, S O
Extravariables in the BRST Quantization of
Second-Class Constrained Syste ms. Existence
Theorems
C. Bizdadea and S.O.Saliu

Department of Physics, University of Craiova
13 A.I.Cuza Str., Craiova R-1100, Romania
November 2, 1995
Abstract
In this paper we show how the BRST quantization can be applied
to systems possessing only second-class constraints through their con-
version to some rst-class ones starting with our method exposed in
[Nucl.Phys. B456 (1995)473]. Thus, it is proved that i) for a certain
class of second-class systems there exists a standard coupling between
the variables of the original phase-space and some extravariables such
that we can transform the original system into a one-parameter fam-
ily of rst-class systems; ii) the BRST quantization of this family in a
standard gauge leads to the same path integral as that of the original
system. The analysis is accomplished in both reducible and irreducible
cases. In the same time, there is obtained the Lagrangian action of the
rst-class family and its provenience is claried. In this context, the
Wess-Zumino action is also derived. The results from the theoretical
part of the paper are exemplied in detail for the massive Yang-Mills






During the last years, the BRST method imposed itself as the only covariant
quantization method for gauge theories. It is well-known that at the Hamil-
tonian level, to gauge theories correspond rst (and eventually second)-class
constraints. The canonical quantization of the theories with both rst and
second-class constraints has been accomplished in [1] and [2], while the BRST
quantization of such theories is presented in [3]. A natural tendency is that
of also quantizing the systems possessing only second-class constraints in the
BRST formalism. This cannot be done directly because these theories do not
possess gauge invariances. This is why it is necessary to implement in the
theory some gauge invariances. This can be achieved by transforming the
original second-class system into a rst-class one in the original phase-space
[4] or into a larger one obtained from the original phase-space by introducing
some extra variables [5]-[6]. The BRST quantization of those second-class
systems whose constraint matrix does not depend on the canonical variables
is shown in [4] and is realized through implementing some gauge invariances
in the original phase-space. Many authors [7]-[16] have applied the methods
from [5]-[6] and succeeded in quantizing (in the BV, BRST or other methods)
various models. The BRST quantization of second-class systems in a larger
phase-space has not been gained in a general manner up to present. This
is actually the purpose of our work. Namely, in this paper it will be shown
how to realize in general the BRST quantization in a larger phase-space for
systems subject only to second-class constraints. More precisely, starting
with an original second-class system, we shall implement the following steps:
i) we shall transform this system into a rst-class one in the original phase-
space [4]; ii) from this last system we shall build a one-parameter family of
rst-class systems in a larger phase-space in the case of irreducible original
second-class constraints, as well as in the case where these initial constraints
preserve somehow the trace of reducibility of a certain rst-class system; iii)
we shall quantize the rst-class family in the light of the BRST formalism,
obtaining in the end that its path integral is identical with the one of the
original system. This is the meaning of applying the BRST quantization
to second-class systems. We mention that our method of turning the origi-
nal second-class system into a rst-class family to be employed in step ii) is
dierent from that exposed in [5]-[6]. In this paper we use for the sake of
simplicity the notations of nite-dimensional analytical mechanics, but the
2
analysis can be straightforwardly extended to eld theory. Related to the
BRST quantization, we follow the same lines as in [17].
The paper is organized into seven sections. In Sec.2 we shall briey review
the BRST quantization of second-class constrained systems in the original
phase-space. Sec.3 is devoted to the construction of the one-parameter family
of rst-class systems. There it will be proved the existence of the Hamiltonian
of the rst-class family and it will be obtained its concrete form. In Sec.4
we shall quantize in the antield BRST formalism the rst-class family and
prove that its path integral coincides with the one of the original system.
Sec.5 focuses on the Lagrangian approach of the rst-class family. Here it
will be inferred the Lagrangian form of the path integral for the rst-class
family under some simple assumptions and it will be claried the origin of
this family. The Wess-Zumino action [18] associated with the introduction
of extravariables is also emphasised. In Sec.6 there will be exposed two
examples illustrating the results derived in the theoretical part of the paper.
Sec.7 outlines some conclusions.
2 The BRST quantization of second-class sys-
tems in the original phase-space
We follow the presentation of Ref. [4], to which we refer for details and proofs.
Our starting point is represented by a system with the canonical Hamiltonian




), and subject to the second-class
constraints 





















The symbol [; ] denotes the Poisson bracket. Because the constraint functions






















]. We treat only the case where 
ab
's
do not depend on the canonical variables.
The rst step in our quantization procedure consists in the construction
of a rst-class Hamiltonian with respect to the functions G
a
. Related to this
matter, the next theorem holds.
3
Theorem 1 Let H be the canonical Hamiltonian of the system subject to
the second-class constraints, 

= 0. Then, there exists a function H =

















some functions of q's and p's.
Proof. The proof is given in [4].2
The concrete form of H reads [4]














































































. In the last formula, 
a
denotes the Grassmann
parity of the function G
a





































































































































































= 0. Transformation (5) is not canonical in
general, but its Jacobian is equal to unity, as indicated in [4].
Let's pass now to the antield BRST quantization of action (7). More
precisely, we shall show that the path integral associated to action ( 6) is
the same with the one corresponding to (7) after its BRST quantization in
4
a gauge-xing fermion implementing the canonical gauge conditions C
a
= 0.
These gauge conditions are equivalent to the conditions Q
a
= 0. The next
theorem is helpful in nding the correct form of the above mentioned gauge-
xing fermion.



































Proof. The proof is given in [4].2

















































































































































































In the last formulas, 
(ab)










It appears clearly from (9) that f
a
(Q) = 0 implies Q
a
= 0. Taking the


















is the path integral of the rst-class system in the gauge 	, and Z






















































3 The construction of the one-parameter fam-
ily of rst-class systems
Within this section we shall extend the original phase-space and shall con-
struct in the new phase-space a one-parameter family of rst-class systems
associated to the original theory. In the sequel we shall consider only those
purely bosonic systems with the primary constraints G
a
= 0 and the sec-
ondary ones C
a





). The case of the systems having only primary second-class constraints
is treated in [19]. We make, without aecting the generality, the assumption
that the functions C
a





























form (14) is not an additional restriction because if we make the transforma-



















. In order to build the rst-class family invoked above, the next
theorem is crucial in order to couple the original variables with the ones to
be added below.
Theorem 3 Let H be the canonical Hamiltonian of a system possessing the
primary second-class constraints P
a




i) the sole real solution of the system f
a














6= 0, for every Q
a
real.
Proof. i) From (9) it results directly thatQ
a
= 0 is solution for f
a
(Q) = 0.
It remains to prove that this is the only real solution. Representing the
6






































































































On the other hand, as Q
a



















= 0 =) Q
c
= 0: (18)
Comparing (17) and (18), it is clear that if there exists an other real solution
of f
a
(Q) = 0 than Q
a
= 0, e.g. Q
a
0




= 0, which contradicts the hypotheses. Thus, i) is
proved.












= 1, so the last determinant is non-















6= 0; for every Q
a
real: (19)






















the aid of the fact that Q
a








































; for every real Q
a
6= 0: (22)






are both invertible, it results immediately (19). This
proves ii).2








6= 0, for every real functions
C
b
. In the last relation, f
a









The importance of the last theorem resides in the fact that we can implement
in a simple manner some secondary rst-class constraints 
a
= 0 for the rst-




(C) which we shall
introduce in the Hamiltonian of this family. It is precisely this term which will
couple the original variables with the new ones. This way of coupling is one
of the main points in our approach and reveals the main dierence between


























If we succeed in nding a Hamiltonian H















, then the consistency of the primary constraints
G
a
= 0 will imply the secondary constraints 
a









problem will be treated in the next two subsections. The splitting (14) of the
functions C
a
will evidence two important cases, namely the irreducible case
where the functions C
0
a
are all independent, and the reducible case where
these functions are reducible. These cases will be treated separately.
3.1 The irreducible case




independent. Then, the construction of the rst-class family goes as follows.








), so the new








). We construct the
Hamiltonian H










































































































) is a function to be further derived. We notice that the
rst piece of H

is the Hamiltonian of the rst-class system in the original




H are in the
same class of gauge invariant functions with respect to the G
a
's. In principle,








directly connected with the choice of the quadratic term in the momenta p
a
's
from (27). This last quadratic term is motivated by a simpler passing to the








































Now, it appears more obviously the reason of choosing the gauge algebra
of the form (23-25), the secondary rst-class constraints as in ( 26) and
the Hamiltonian H

like in (27). With these choices, the rst-class family is









has to fulll (29-30). The next theorem shows that this function can be also
completely gained from the original system.










Proof. The proof is intended to be constructive, nally obtaining the








). We represent this function as a series of
powers in z
a











































Inserting (31) in (30) and identifying the coecients of the same powers in
z
a
































































































In this way, we proved that (31) with the coecients (35) is the solution of












= 0; for every k; (36)

































































In this way, we associated to the original system depicted by action (6) a






















































































































































These gauge transformations will be used in Sec.4 to the BRST quantization
of the irreducible rst-class family.
3.2 The reducible case
































's with both hands of (45),





































At this point we are able to build consistently the rst-class family in the









) such that the consistency of the G
a
's
to imply the secondary constraints 
a
= 0, with 
a










































which are precisely (49) up to a factor. Through this mechanism we cannot
























































If we repeated now the procedure between formulas (49-51), we would in-























Relations (55) are not constraints but identities due to (52). Thus, the





= 0 and (50-51). From (46-48) it follows that all the
previous constraints are rst-class. A new feature of these constraints is that
















of the reducible rst-








































































some functions to be subsequently determined. In the reducible






























































) a function to be further obtained. Inserting (61)

















































































) given by (37) veries









also (60). This is the aim of the next theorem.





is given by (61) with ~g = f .






































































































This completes the proof.2




to fulll (57-60). Indeed,






























with g given by (37).
To conclude with, we associated to the original theory (6) a reducible











































































The gauge invariances of action (69) are deduced to be


q
i
=
h
q
i
; G
a
i

a
1
+
h
q
i
; C
0
a
i

a
2
 
h
q
i
; Z
a
a
1
i
p
a

a
1
4
; (71)


p
i
= [p
i
; G
a
] 
a
1
+
h
p
i
; C
0
a
i

a
2
 
h
p
i
; Z
a
a
1
i
p
a

a
1
4
; (72)


z
a
= 
a
2
  Z
a
a
1

a
1
4
; (73)


p
a
= 0; (74)


y
a
1
= 
a
1
3
; (75)



a
1
= 0; (76)


v
a
= _
a
1
  C
a
bc
v
b

c
1
; (77)


v
a
1
= _
a
3
; (78)


u
a
= _
a
2
+
h
C
0
b
; f
a
(C)
i

b
2
 
cb
@f
a
(C)
@C
c

b
1
 
1


Z
b
a
1
h
C
0
b
; f
a
(C)
i
+
h
Z
a
a
1
;
~
H

i

a
1
4
+ Z
a
a
1

a
1
5
; (79)
14
