Linear Algebra and Duality of Neural Networks by Georgiev, Galin
Linear Algebra and Duality of Neural Networks
Galin Georgiev
June 1, 2015
Abstract
Bases, mappings, projections and metrics, natural for
Neural network training, are introduced. Graph-
theoretical interpretation is offered. Non-Gaussianity nat-
urally emerges, even in relatively simple datasets. Train-
ing statistics, hierarchies and energies are analyzed, from
physics point of view. Duality between observables (for
example, pixels) and observations is established. Rela-
tionship between exact and numerical solutions is studied.
Physics and financial mathematics interpretations of a key
problem are offered. Examples support all new concepts.
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1 Introduction
In modern Machine Learning, one typically studies a
collection of observables which are points in some N-
dimensional ambient space. Examples are the collection
of intensities of N pixels in visual recognition, a collection
of N frequency amplitudes derivatives in speech recogni-
tion, N stock prices or simply the collection of N bits (or
spins chains). They are often referred to also as ”nodes”
or “states”. If we have P observations, we are there-
fore looking at a P ×N matrix X - the training matrix -
where every row is an observation and every column is an
observable.
Notation-wise, we will refer to the collection {xi}, i =
1, ..., N of the columns of the training matrix as the col-
lection of observables and it is generally highly corre-
lated. The collection {xµ}, µ = 1, ..., P of the rows of
the training matrix will be referred to as the collection
of (training) observations and also typically highly cor-
related among themselves. We will use latin letters like
i, j, k etc for the index in the collection of observables and
greek letters like κ, µ, ν etc for the index in the collection
of observations
In modern applications, N values typically range in the
hundreds or thousands but can easily be into the millions,
for 1024 x 1024 pixel images for example. The dimension
P is typically in the thousands but can easily be in the mil-
lions. While P can in principle go to infinity, in practice,
observations can be split up into batches describing dif-
ferent phenomena. We will therefore assume that P and
N are of similar order of magnitude.
When one attacks typical problems of Machine Learn-
ing like Classification, Interpolation (Regression), Di-
mension Reduction etc, one looks for robust structures in
the collection of observables, assuming that observations
are simply fleeting and often noisy snapshots of these ro-
bust structures. The methods of Machine Learning are
usually separated in two general buckets:
i) In the so-called ”generative” methods like Bayesian
Networks, Gaussian Mixture Models (GMM), Hidden
Markov Models (HMM), Generative Neural Networks,
etc., one is looking to compute a conditional probabil-
ity distribution Prob(xµ|X)µ=1...P . The goal is to gen-
erate the conditional probability for a new observation
Prob(xν |X), ν 6∈ 1...P .
ii) In the so-called ”discriminatory” methods like
Logistic Regressions, Support Vector Machines (SVM),
or Classifier Neural Networks, one estimates the
mapping between the collection of observations
Prob(xµ|X)µ=1...P and labels. These methods do
not naturally offer distributions of observations and hence
do not allow to generate new observations.
The broader, generative methods, have learning time
more or less explicitly in their equations while discrimi-
natory methods do not. But even when learning time is
explicitly present, one is generally looking for stability
and robustness of the structures and these concepts are as-
sociated with stationarity i.e. independence of time. Tra-
ditional Machine Learning is, in that sense, equilibrium
Machine Learning i.e. looking for stationary structures.
For this reason, with small exceptions, most of modern
Machine Learning (including GMM and HMM) forces or
assumes wrongly the independence of observations. The
approach makes a lot of sense when one deals with any
fixed collection of observations: e.g. a collection of hu-
man faces or a collection of cats or a dictionary of words
and we have reasonable success painstakingly ”machine
learning” those domains with their domain-specific meth-
ods.
Unfortunately, the structures emerging within the dif-
ferent collections of observations, for example, music
tunes on the one hand and human faces on the other, are
completely unrelated to each other. There is no natural
mapping between sensory collections like collections of
pictures and collections of ”triphones” (used in speech
recognition), not to mention cognitive knowledge like
chess-playing or the human ability to build abstract con-
structs.
Since the human brain excellently manages all these
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distinct tasks, it is therefore generally believed that differ-
ent parts of the brain have evolved and learned separately
the skills for every specific task at hand. Because of the
plasticity of the brain, i.e. its ability to learn new tasks
by brain areas which have been originally designated for
other tasks, there is a natural expectation that the learning
approach is essentially universal. The only difference is
that the input training data varies dramatically from task
to task.
Problem is, after more than fifty years of trying really
hard to replicate that hypothetical universal learning pro-
cess, using machines, humans have not succeeded. We
are getting close - in the last few years, speech and vi-
sion recognition, for example, were more or less united
into an umbrella of similar Neural Networks, but they still
require a myriad of idiosyncratic problem-specific tech-
niques to perform well. Moreover, they are solving an
essentially stationary problem (human language, for ex-
ample, is more or less a stationary set).
”Have we thrown the baby out with the bath water?”
asked pointedly in the late nineties David MacKay - one
of the main backers of the generative Gaussian Mixture
Models (GMM), Mackay (1998). He was referring to the
disappointing state of affairs at the time when the exciting
and all-promising artificial Neural Networks in the eight-
ies had been shown to be mere smoothing devices via their
equivalence to GMMs.
Well, it looks like we have. The ”connectionist” ap-
proach to Neural Networks (Bourlard & Morgan (1993),
Ch. 5) took the wind out of the sails of the Neural Net-
works by demonstrating that, with the then current com-
puting capacity, and for the problems practically solvable
at the time i.e. number of observables in the thousands
(but no more!), Neural Networks do not really have any
advantage over explicitly generative methods like HMM
or GMM. It did not help that the single most dominant
technique for ”training” the Neural Networks - Back-
propagation - is believed to not be biologically plausi-
ble. This entirely justified critique did not really offer
viable generative, universal and biologically inspired al-
ternatives. In recent years, with the availability of more
memory and ever more powerful massive parallel GPU
computing, many research groups went back to the Neural
Networks skeleton closet and have had success improving
many benchmarks in Machine Learning, using essentially
the same back-propagation. They are becoming main-
stream in industrial speech- and visual- recognition sys-
tems, but at their core, they appear to be better engineered
copy-cats of the same miscreants the connectionists be-
moaned loudly and rejected in the nineties.
2 Definitions and notations.
Matrices and tensors will be denoted with capital bold-
faced letters like G, vectors with regular bold-faced let-
ters like q, linear of affine spaces will be denoted with
capitals like R or O.
The training P × N matrix is X =
{Xµi}µ=1,...P,i=1,...,N , with the collection of ob-
servables - the column-vectors {xi}Ni=1 of X and the
collection of observations - the row-vectors {xµ}Pµ=1 of
X.
Since our observables {xi}Ni=1 are column-vectors in
RP , we will refer toRP as the space of all, not necessarily
training observables or simply observables space. Simi-
larly, the training observations {xµ}Pµ=1 are row-vectors
in RN and we will refer to RN as observation space.
Let us assume that the training matrix is of rank M ≤
min(N,P ). We will call informally the M-dimensional
subspace spanned by the rows or columns of the training
matrix training space. More formally, let us introduce
the notion of M-dimensional linear space of training ob-
servables O ≈ RM ⊆ RP as the linear subspace of RP
spanned by the of observables {xi}Ni=1 . Its linear dual
spaceO′ ≈ RM ⊆ RN will be called the space of training
observations and is spanned by the collection of training
observations {xµ}Pµ=1.
With the risk of abusing language, we will refer to ar-
bitrary points in the spaceO, which are not in the training
set, as hidden training observables. Similarly, points in
the space O′, which are not in the training set will be re-
ferred to as hidden training observations1. In other words
bothO andO′ can be broken down into visible and hidden
subsets:
O = Ovisible ∪Ohidden,
O′ = O′visible ∪O′hidden (2.1)
1In this sense, the training observations {xµ}Pµ=1 should strictly
speaking be called visible but we will often skip the adjective “visible”.
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It is in principle of course possible that with the increase
of the training set, a hidden observation may become vis-
ible.
RN = Lin space of observations 
O’ = Lin subspace of training observations 
O’visible = Subset of 
visible observations 
O = Lin subspace of 
training observables 
Ovisible = Subset 
of visible 
observables 
RP = Lin space of observables 
Figure 1: Hierarchy of the subsets and linear spaces re-
lated to the training matrix X. The arrows indicate that O
and O′ are interchangeable , since they are isomorphic.
The hierarchy of the different sets and linear subspaces
related to X is shown on Figure 1.
Note that an arbitrary observation i.e. a row-vector q′
= [q′1, q
′
2, ..., q
′
N ] ∈ RN is not necessarily a training ob-
servation in O′, neither visible, nor hidden.
3 The training set: bases, conju-
gates, projections, and metrics.
We will analyze here the structure of the training set from
pure linear-algebraic point of view and introduce some
basic concepts like bases, overlaps, conjugates, projec-
tions and related to them Gram matrices, metrics, etc. We
will also suggest a graph-theoretical interpretation of the
training data where training observations will be the graph
vertices and their overlaps will become the graph edges.
3.1 Basis.
For a typical training dataset, neither the training observa-
tions {xµ}Pµ=1, nor the training observables {xi}Nı=1 are
independent among themselves, and hence do not form a
basis. Having a basis comes in very handy, so we will
introduce a basis for both the observations space RN and
observables space RP .
For the observations space, the most obvious choice is
the set of the ( likely hidden ) “indicator” observations
{e′i}Ni=1 ,
e′1 = (1, 0, ..., 0),
e′2 = (0, 1, ..., 0),
...
e′N = (0, 0, ..., 1)︸ ︷︷ ︸
N
(3.1)
which are row-vectors and form an orthonormal basis of
RN i.e. < e′i, e′j >E = δij in the plain Euclidean met-
ric2. One can express the training observations via this
basis in an obvious way:
xµ =
N∑
i=1
Xµie
′
i. (3.2)
and hence,
< xµ, e
′
i >E= Xµi (3.3)
is the i-th coordinate of xµ. Because of the completeness
of the basis, two observations are identical if and only if
their coordinates in this basis are the same.
Similarly, the column-vectors {eµ}Pµ=1 ,
e1 = (1, 0, ..., 0)
T ,
e2 = (0, 1, ..., 0)
T ,
...
eP = (0, 0, ..., 1)
T︸ ︷︷ ︸
P
(3.4)
form an orthonormal basis of the observables space RP .
We have for the training observables:
xi =
P∑
µ=1
Xµieµ. (3.5)
2 δij is the Kronecker symbol: δij = 1 , if i = j and 0 otherwise.
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and hence, the “dual” to (3.3) identity holds:
< xi, eµ >E= Xµi. (3.6)
3.2 Training mappings T and T′. Overlaps.
The introduction of basis in the observations and observ-
ables spaces paves the way for an elegant description of
their respective training sub-spaces. The training map-
ping of observations T is simply the multiplication from
the left by X of the transposed observations:
T : RN → O ⊆ RP ,
Te′i = Xe′
T
i = xi, i = 1, ..., N. (3.7)
where Xe′Ti is the matrix product of X and the column
vector e′′Ti (cf. the left side of Figure 2). It nicely maps
the basis {e′i}Ni=1 of the observation space RN into the
set of training observables {xi}Ni=1. Translated for an ar-
bitrary observation q′ =
∑N
i=1 q
′
ie
′
i ∈ RN , this reads:
Tq′ =
N∑
i=1
xiq
′
i = Xq
′T =
{
N∑
i=1
Xµiq
′
i
}P
µ=1
, (3.8)
where Xq′T is the matrix product of X and the column
vector q′T . The µ-th coordinate of the training mapping
of observation q′:
(Tq′)µ = (Xq′T)µ =
∑
i
q′iXµi =< xµ,q
′ >E (3.9)
is called µ-th training overlap, or simply overlap, because
it defines the proximity between the readings of q′ and the
training observation xµ (cf. Coolen et al. (2005), (3.19)).
It is natural to ask what is the training mapping Txµ
of the µ-th training observation xµ? It turns out to be the
µ-th row of the Gram matrix G′ of training observations:
G′ := XXT, G′µν = < xµ,xν >E =
∑
i
XµiXνi.
(3.10)
This follows directly from (3.2), (3.9): the ν-th overlap of
xµ is:
(Txµ)ν = (XXT )µν = G′µν . (3.11)
RN = Lin space of observations 
O = Lin subspace of training observables 
Ovisible = Subset of 
visible observables 
T: RN O 
(training mapping 
of observations) 
O’ = Lin subspace of 
training observations 
O’visible = Subset 
of visible 
observations 
RP = Lin space of observables 
T’: RP O’ 
(training 
mapping of 
observables) 
Figure 2: On the left is the training mapping of observa-
tions T from (3.7) and on the right is the training mapping
of observables T′ from (3.12). In the framework of Fig-
ure 1, we have swapped the isomorphic subspaces O and
O′ ∼= RM .
The training overlaps of the training observations with
themselves can naturally be called self-overlaps.
The training mapping T is surjective but is not a projec-
tion in the linear-algebraic sense, Kostrikin et al. (1989):
it is not idempotent because TT 6= T. We will construct
in (3.34), (3.42) genuine training projections P,P′, so the
distinction between a plain “mapping” and “projection” is
not incidental (compare Figure 2 and Figure 12).
The obvious counterpart of T for observables maps the
basis vector eµ onto the training observation xµ:
T′ : RP → O′ ⊆ RN ,
T′eµ = XTeµ = xTµ , µ = 1, ..., P. (3.12)
It maps the basis {eµ}Pµ=1 into the set of training observa-
tions {xµ}Pµ=1. We will also refer to T′ as training map-
ping because it will be clear from the context whether the
domain is space of observations or observables. For an
arbitrary observable q =
∑P
µ=1 qµeµ ∈ RP :
T′q =
P∑
µ=1
qµx
T
µ = X
Tq =
{
P∑
µ=1
Xiµqµ
}N
i=1
. (3.13)
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The i-th coordinate of this mapping :
(T′q)i = (XTq)i =
∑
µ
Xiµqµ =< xi,q >E . (3.14)
defines again a i-th training overlap, i.e. proximity be-
tween the readings of q and the training observable xi.
The training mapping T′xi of the i-th training observable
xi is the i-th row of the Gram matrix G of training ob-
servables:
G := XTX, Gij = < xi,xj >E =
∑
µ
XµiXµj ,
(3.15)
because the self-overlaps of observables are:
(T′xi)j =
P∑
µ=1
XiµXµj = Gij =< xi,xj >E . (3.16)
3.3 Conjugate and inverse observ-
ables/observations.
Let us now “chain” the training mappings T and T′ and
see if their composition amounts to anything? From the
mappings definitions (3.8) , (3.9), (3.13), one has for an
observation q′ ∈ RN :
T′T : RN T→ O T
′
→ O′,
T′Tq′ =
P∑
µ=1
< xµ,q
′ >E xTµ , (3.17)
which looks awfully similar to a Fourier decomposition
but is not, because {xµ} do not form an orthonormal ba-
sis. Using the matrix form of the training mappings, one
can re-write the training composition T′T as:
T′Tq′ = XTXq′ = Gq′, (3.18)
where G is the Gram matrix (3.15) of the training observ-
ables. The inverse of an observation q′ under the training
composition (if it exists) will be called its conjugate qˇ′:
T′Tqˇ′ := q′. (3.19)
Because T,T′ are in general surjective mappings, the con-
jugate is not uniquely defined. We will make a special
choice inspired by (3.18). Let us assume for simplicity
that rank(X) = M = N . Then G−1 is well defined3
and for any observation q′ ∈ RN , its conjugate qˇ′ from
(3.18), (3.19) will be chosen to equal:
qˇ′
T
= G−1q′T . (3.20)
The conjugate observation qˇ′ is in other words the co-
variant vector corresponding to the original contravariant
vector q′ in the metric defined by the metric tensor G−1.
The conjugates of the training observations {xˇµ} form the
rows of the P ×N left conjugate training matrix Xˇ:
XˇT = G−1XT . (3.21)
The “left” refers to the fact that XˇT is exactly the left
inverse of X:
XˇTX = G−1XTX = IN , (3.22)
i.e. the columns of Xˇ invert the training observables
(columns of X).4. The rows of Xˇ are by construction
conjugate training observations, while, its columns are in-
verse training observables.
In general, an observation and its conjugate are very
different because of the highly non-trivial nature of the
Gram matrix G (see Figure 9 for examples). There is
nevertheless a special class of hidden observations which
equal their conjugates, up to a scaling factor. They are the
so-called eigen-observations of G introduced in (4.1).
Switching to observables, one has in full analogy, for
any observable q ∈ RP :
TT′q =
N∑
ı=1
< xi,q >E xi, (3.23)
and the image of q under the training composition is again
called its conjugate qˇ:
TT′qˇ = q = G′qˇ. (3.24)
where G′ is the Gram matrix (3.10) of training observa-
tions. Similarly to observations, we will assume that the
3In the case when rank(X) = M < N ≤ P , one has to work
with the restricted, with rank = M, version of the inverse matrix G′−1,
defined via (4.5).
4The alternative product XˇXT forms the important training projec-
tion matrix P′ introduced in (3.28).
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inverse G′−1 is well defined5. Then for any observable
q ∈ RP , its conjugate qˇ from (3.24) exists and is defined
as:
qˇ = G′−1q. (3.25)
The conjugate observable qˇ is in other words the co-
variant vector corresponding to the original contravariant
vector q in the metric defined by the metric tensor G′−1.
In analogy with observations, the conjugates of the train-
ing observables {xˇi} form the columns of the P×N right
conjugate training matrix Xˇ′:
Xˇ′ = G′−1X, (3.26)
where Xˇ′
T
is the right inverse of X:
XXˇ′
T
= XXTG′−1 = IP . (3.27)
The rows of Xˇ′ are in other words orthogonal to the train-
ing observations and can be referred to as inverse train-
ing observations. There is again a special class of eigen-
observables which equal their conjugates, up to a scaling
factor (cf. (4.13)).
3.4 Example: MNIST dataset.
We plot the Gram matrix G for a part of the popular
MNIST dataset in Figure 3 (the dataset is composed of
60,000 training and 10,000 testing images of the digits
from 0 to 9, ordered randomly; every digit is displayed in
a grid of 28 × 28 = 784 pixels; see LeCun et al. (1998),
where dataset is defined).
The number of observables i.e. pixels in this dataset
is N = 28 × 28 = 784 and the digits from 0 to 9 are
randomly dispersed throughout the dataset. One can ap-
preciate better the overall symmetries in the dataset by
examining separately two special sub-blocks of G: i) the
28 pixels comprising the middle row 14 on the grid (Fig-
ure 4) and ii) the 28 pixels comprising the middle column
14 of the grid (Figure 5).
In both cases, we have dominant diagonal and first few
sub-diagonals because the neighboring pixels in both the
horizontal and vertical direction tend to “fire-up” together
5In the case when rank(X) = M < P ≤ N , one has to work with
the restricted version of the inverse matrix G′−1 - see footnote 3.
Figure 3: G for the first 5,000 images from MNIST
dataset (i.e., P = 5, 000).
Figure 4: The 28 pixel sub-block of G comprising the
middle row 14 on the 28× 28 pixel grid (P = 5, 000).
in humanly recognizable images. The extra peak on either
side in Figure 4 is due to the fact that a few digits, namely,
0, 1, 8 are (on average) symmetric with respect to the mid-
dle vertical line. The extra three peaks on either side in
7
Figure 5: The 28 pixel sub-block of G comprising the
middle column 14 on the 28×28 pixel grid (P = 5, 000).
Figure 5 are due to the fact that the digits 2, 3, 4, 5, 6, 8, 9
are (on average) “simultaneously busy” in the top , middle
and bottom section of middle vertical line.
We also plot in Figure 6 the matrix G′ for the first 5,000
observations of the MNIST dataset introduced above. Be-
cause the random order of the digits in the dataset, unlike
G, the matrix G′ has no visible structure or any sym-
metries to speak of. Humanly recognizable images in a
typical dataset, including MNIST, tend to be very highly
correlated between themselves in the Euclidean metric in
RN (Figure 7).
To appreciate the actual magnitudes better, we plot on
Figure 8 only the pairwise correlations between MNIST
images which are neighbors in the original dataset order.
The correlations are sorted subsequently in descending or-
der. The expected obvious dependence between observa-
tions runs counter to the common assumption of indepen-
dent observations in Neural Networks, which result in tar-
get minimization functions averaged uniformly across all
observations (see the Introduction to Section 5 for more
details).
To demonstrate the nature of the conjugates, we plot
on Figure 9 the first ten images from MNIST and their
respective conjugate images.
We also plot on Figures 19 - 22 the distributions of
Figure 6: G′ for the first 5,000 MNIST images (i.e., P =
5, 000).
Figure 7: Correlation matrix (Pearson) of the first 5,000
MNIST images (i.e., P = 5, 000), treated as random vari-
ables in RN .
the training mappings of the so-called eigen-observations
from Figure 17.
8
Figure 8: The first off-diagonal of the correlation matrix
from Figure 7, sorted in descending order (P = 5, 000).
The dashed lines are the corresponding 95% confidence
intervals.
3.5 Training projections P,P′ .
Let us start with the case P ≥ N and assume for simplic-
ity that rank(X) = M = N and G−1 exists. The P ×P
training projection matrix is defined as:
P′ := XˇXT = XG−1XT = X(XTX)−1XT (3.28)
with matrix elements:
P ′µν = xµG
−1xTν , (3.29)
and the following properties:
i) P′ = P′T , symmetric
ii) P′2 = P′, (IP −P)2 = IP −P′, projection
iii) (IP −P′) ⊥ P′, orthogonal projection
iv) P′X = X, (IP −P′)X = 0. invariant on X
(3.30)
This matrix emerges naturally in multi-dimensional linear
regression where it is often called hat matrix6 (cf. Hamil-
ton (1994), Section 8). The matrix P′ is plotted on Figure
6 For a multi-dimensional linear regression model y ∼ xB + ε,
where y ∈ RP and B is N × N matrix, the model-predicted values,
Figure 9: The first ten observations {xi}10i=1 (top) in the
original order of MNIST (P = 5, 000) and their respec-
tive conjugate observations {xˇi}10i=1 (bottom). The conju-
gates are spatially very localized and highlight outstand-
ing parts of the original images.
10 for the first 5,000 MNIST observations: compared to
the Gram matrix G′ with same dimension from Figure 6,
it is a lot more sparse-looking and will converge to IN
when P → N .
This symmetric projection matrix has the beautiful
often denoted by yˆ, are related to the empirical values y via yˆ = P′y
and the residuals are therefore ε = (IP −P′)y.
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Figure 10: On the top chart is the training projection
matrix P′ for the first 5,000 MNIST images (i.e., P =
5, 000). On the bottom chart are its diagonal P ′µµ (solid
line) and first off-diagonal P ′µ,µ+1 (dashed line) elements,
sorted in descending order of the diagonal elements.
property of being the observation Gram matrix:
P′ = VVT , VTV = In, (3.31)
of some P × n data matrix V, whose corresponding ob-
servables are orthonormal (VTV = In) , and n < P is
the rank of projection matrix. This follows from the di-
agonalization property of symmetric matrices and the fact
that the eigenvalues of a projection matrix equal either 1
or 0 (Hamilton (1994), (8.1.20), (8.1.21)). When we intro-
duce singular value decomposition in Sub-section 4.3, we
will recognize the training projection matrix as the Gram
matrix of the left singular matrix V of X (4.5).
There is in fact a whole family of projections which sat-
isfy (3.30) and (3.31). Pick an arbitrary P ×P orthogonal
matrix S which preserves X, i.e. SX = STX = X when
acting from the left7. Then the corresponding data matrix
Vˆ = SV and projection matrix Pˆ′ = SP′ST still satisfy
(3.30) and (3.31):
Pˆ′X = VˆVˆ
T
X = X, VˆT Vˆ = In. (3.32)
In the general case, when an arbitrary P × P orthogonal
matrix S does not preserve the observation space O′ and
X, i.e. SX = STX 6= X, the corresponding data matrix
Vˆ = SV still has orthonormal observables i.e. VˆT Vˆ =
In. In the general case though, the Gram matrix VˆVˆ
T
- while still a projection matrix - projects on a different
space. It is a projection on the rotated observation space,
spanned by SX:
Pˆ′(SX) = VˆVˆ
T
(SX) = SP′X = SX, VˆT Vˆ = In.
(3.33)
The projection matrix P′ defines a corresponding training
projection P′ on RP in an obvious way :
P′ : RP → O,
P′q := P′q = XG−1XTq. (3.34)
The training projection P′ can be thought of as Dimension
reduction which is especially violent for the typical case
P  N (see Figure 13). It is shown diagrammatically
via the training mappings T,T′ and the conjugationˇon
the top of Figure 11.
On the bottom of Figure 11 is shown the action of P′ on
the RP -orthonormal basis of column-vectors {eµ}Pµ=1,
introduced in (3.4). The training projection of eµ is the
µ-th row of the training projection matrix P′. In coordi-
7A multiplication of V from the right by an orthogonalN×N matrix
S, i.e. a rotation in the space of observables O ∼= O′, does not generate
a new projection, because (VS)(VS)T = VSSTVT = P′.
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RP
O′ O
RN
T′
P′
ˇ
T−1T′−1
T
eµ
xµ Txˇµ = XG−1xTµ
xˇµ = xµG
−1
T′
P′
ˇ
T−1T′−1
T
Figure 11: Training projection P′ in terms of linear spaces
(top) and in terms of basis vectors (bottom).
nate terms,
(P′eµ)ν = (P′eµ)ν = (Txˇµ)ν = xµG−1xTν = P ′µν ,
(3.35)
which is exactly the conjugate self-overlap of xµ - com-
pare with the self-overlap (Txµ)ν = G′µν from (3.11).
This means that the squared Euclidean norm of the train-
ing projection ||P′eµ||2E measures the sum of the squared
overlaps, hence the proximity, of the conjugate training
observation xˇµ with all other training observations. Be-
cause P′ is a projection (property ii) in (3.30)),
||P′eµ||2E =
∑
ν
(P ′µν)
2 = P ′µµ, (3.36)
the diagonal element P ′µµ = xµG
−1xTµ itself measures
the overlap of the conjugate xˇµ with all other training ob-
servations - see for the MNIST example Figures 10 and
13.
The orthogonality of the training projection (property
iii) in (3.30)), allows us to split the space of observables
RP into a direct sum of the training space O = P′RP and
its orthogonal O⊥ = (IP − P′)RP :
RP = O⊕O⊥ = P′RP ⊕ (IP − P′)RP . (3.37)
In the framework of Figure 1, we visualize on the right
side of Figure 12 this training decomposition (cmp.
against Figure 2).
RN , P <= N 
O’ = Lin subspace of training observations 
O’visible = Subset of 
visible observations 
P: RN O’ 
(training 
projection of 
observations) 
O = Lin subspace of 
training observables 
Ovisible = Subset 
of visible 
observables 
RP , P >=N 
P’: RP O 
(training 
projection of 
observables) 
O’ 
O 
Figure 12: In the framework of Figure 1, on the right is
the typical case P ≥ N and the training decomposition of
the observables space RP = O⊕O⊥ as in (3.37). On the
left is the case P ≤ N and the training decomposition of
the space of observations RN = O′ ⊕O′⊥ as in (3.43).
For the basis vectors {eµ}Pµ=1 introduced in (3.4), this
orthogonal decomposition becomes:
eµ = P′eµ + εµ, (3.38)
where εµ ∈ O⊥ can be thought of as a residual, simi-
larly to a linear regression model as in footnote 6. Due
to the orthogonality (3.37), the Pythagorean theorem and
the projection property (3.36) now imply:
1 = ||eµ||2E = ||P′eµ||2E + ||εµ||2E = P ′µµ + ||εµ||2E.
(3.39)
In particular P ′µµ = xµG
−1xTµ ≤ 1 and equality is
reached only if the basis vector eµ is in the training space
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O. In analogy with regressions, one can call the sum
RSS =
∑
µ
||εPµ=1||2E =
P∑
µ=1
(1− P ′µµ) (3.40)
residual sum of squares (RSS). In a typical dataset, it is
likely to increase as P increases for a fixedN - see Figure
13.
Switching for completeness to the case P ≤ N , there
is an obvious analogue of the training projection, using
the right conjugate matrix Xˇ′ from (3.26): the projection
matrix:
P := XT Xˇ′ = XTG′−1X = XT (XXT )−1X (3.41)
induces the projection P:
P : RN → O′,
Pq′ := q′P = qXTG′−1X. (3.42)
with the respective direct sum decomposition of the space
of observations:
RN = O′ ⊕O′⊥, (3.43)
where O′⊥ = (IN − P)RN .
3.6 Training metrics and their conjugates.
The plain Euclidean metric for observables < p,q >E
= pTq in the image space RP of T, induces a new metric
in domain space RN of T : for two arbitrary observations
p′ , q′ ∈ RN :
< p′,q′ >T :=< Tq′,Tq′ >E= (Tq′)T (Tq′) = p′Gq′
T
,
(3.44)
where G is the Gram matrix of the training observables
(3.15). We will refer to (3.44) as the T-training inner
product (or simply training metric) for observations. By
the definition (3.44), the training inner product is the plain
Euclidean product of overlaps:
< p′,q′ >T =
P∑
µ=1
(Tp′)µ(Tq′)µ, (3.45)
Figure 13: The diagonal (solid line) P ′µµ and first off-
diagonal (dashed line) elements P ′µ,µ+1 of the training
projection matrix P′ for P = 1, 000 (top) and P = 5, 000
(bottom), sorted in descending order. We used respec-
tively the first 1,000 MNIST images (top) and first 5,000
MNIST images (bottom). The residual sum of squares
RSS =
∑
µ(1−P ′µµ) is 1 minus the solid line and clearly
increases as P increases, for a fixed N . The bottom chart
differs from the bottom chart in Figure 10 because here
the dimension was reduced in the space of observables
from N = 784 to M = 600.
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where the right-hand sight is the familiar Hebbian metric
for the two observables {pµ}, {qµ} ∈ O , still widely used
for learning algorithms in Neural Networks. By mapping
arbitrary observations p′ , q′ ∈ RN into the respective ob-
servables via T, we in other words “flattened” the highly
non-trivial metric p′Gq′T into a plain Euclidean metric.
The training inner product of two training observations
< xµ,xν >T is from (3.11), (3.44), (3.45):
< xµ,xν >T := xµGx
T
ν =
P∑
κ=1
(Txµ)κ(Txµ)κ
=
P∑
κ=1
G′µκG
′
νκ = (G
′2)µν . (3.46)
In particular, the squared training norm ||xµ||2T =
xµGx
T
µ is given by the respective diagonal element of
G′2:
||xµ||2T :=< xµ,xµ >T= xµGxTµ =
= (G′2)µµ =
P∑
κ=1
(G′µκ)
2, (3.47)
and measures the sum of the squared overlaps, hence the
proximity, of this particular training observation xµ with
all other training observations.
To visualize the difference between the the training
norm <,>T and the standard Euclidean norm <,>E ,
we plot on Figure 14, for the first 5,000 MNIST obser-
vations, the scatter plot of their squared training norm
< xµ,xµ >T against their respective squared Euclidean
norm < xµ,xµ >E = G′µµ, µ = 1, ..., 5000. The two
metrics are different, albeit correlated. Similarly, the scat-
ter plot between the squared Euclidean and squared train-
ing norm, but for invisible conjugate observations, is on
Figure 15. One sees a again a very high correlation be-
tween the two metrics.
Switching to observables, in analogy with (3.44), the
Euclidean metric in the image space of T′ induces again
a training metric in the domain space RP of T′: for any
two observables p,q ∈ RP , one has:
< p,q >T′ :=< T′p,T′q >E= (T′p)T (T′q) = pTG′q,
(3.48)
where G′ is the Gram matrix of training observations
(3.10).
Figure 14: Scatter plot of the squared training norm
||xµ||2T = (G′2)µµ (vertical dimension) against the
squared Euclidean norm ||xµ||2E = G′µµ (horizontal di-
mension), using the first 5,000 MNIST images (P =
5, 000;N = 784).
Equally important to the training metrics < p′,q′ >T
and < p,q >T′ are their “conjugate” counterparts. The
conjugates training metrics are simply the training metrics
introduced above, but for the conjugates < pˇ′, qˇ′ >T and
< pˇ, qˇ >T′ , which were introduced in (3.19), (3.24). The
conjugate training metric of observations p′,q′ ∈ RN is
defined:
< p′,q′ >T′−1 :=< pˇ′, qˇ′ >T= pˇ′Gqˇ′
T
= p′G−1q′
T
,
(3.49)
where the conjugate observation qˇ′ was defined in (3.19)
(and assuming that G−1 is well-defined). The subscript
T′−1 is used because it can be thought of as induced by
the Euclidean metric for observables in the domain space
RP of T′:
< p′,q′ >T′−1 =< T′
−1
p′,T′−1q′ >E . (3.50)
There is an obvious connection with the training pro-
jection matrix P′: the conjugate training inner product
of two training observations < xµ,xν >T−1 is from
(3.29) the corresponding matrix element P ′µν of P
′ and
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Figure 15: The equivalent of Figure 14 but for conju-
gates: the scatter plot of the squared conjugate training
norm ||xµ||2T′−1 = P ′µµ = ||xˇµ||2T (vertical dimension)
against the squared Euclidean norm of the conjugate ob-
servations ||xˇµ||2E (horizontal dimension), using the first
5,000 MNIST images (i.e., P = 5, 000). Observables di-
mension was reduced from 784 to 600 i.e. N = 600.
the squared conjugate training norm is:
||xµ||2T′−1 :=< xµ,xµ >T−1= LG(xµ) =
= xµG
−1xTµ = ||P′eµ||2E = P ′µµ = ||xˇµ||2T, (3.51)
(cf. (3.36)). Unlike the training norm (3.47), there is
no matrix squaring here, due to the projection property
P′2 = P′. Similarly to the training norm, the conjugate
training norm ||xµ||2T′−1 measures the sum of the squared
overlaps, hence the proximity, of the conjugate training
observation xˇµ with all other training observations.
The squared conjugate training norms for the MNIST
dataset are plotted on Figure 13 for two different number
of observations P . We also plot on Figure 16 the scatter
plot of their squared conjugate training norm ||xµ||2T′−1
= P ′µµ against the respective squared Euclidean norm
||xµ||2E = G′µµ, µ = 1, ..., 5000. The two metrics are
completely different! It turns out, the conjugate training
metric is highly correlated with another Euclidean metric:
not of the original observations, but of their conjugates, as
seen in Figure 15.
Figure 16: Scatter plot of the squared conjugate train-
ing norm ||xµ||2T′−1 = P ′µµ (vertical dimension) against
the squared Euclidean norm ||xµ||2E = G′µµ (horizontal
dimension), using the first 5,000 MNIST images (i.e.,
P = 5, 000). Observables dimension was reduced from
784 to 600 i.e. N = 600.
Switching again to observables, for any two arbitrary
observables p , q ∈ RP :
< p,q >T−1 :=< pˇ, qˇ >T= pˇ
TG′qˇ = pTG′−1q,
(3.52)
which is equivalent to:
< p,q >T−1 :=< T−1p,T−1q >E . (3.53)
3.7 Graph-theoretical view.
From graph-theoretical point of view, we will think of
training observations as the vertices of the training graph
and will consider two training observations connected if
the overlap (xµ)κ = (xκ)µ = G′µν is greater than a pre-
defined threshold. One can think of the square of the over-
lap (G′µν)
2 as being proportional to the number of edges
between the two vertices µ and ν and hence the matrix
G′ can be thought of as the adjacency matrix of the train-
ing graph. If one goes one step further and introduces
“transition probability” between vertices in the quantum
probability sense, the square of the overlap between two
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vertices will be proportional to the probability of “direct”
transition between two vertices. Obviously, the one-step
direct transition is not in general the most probable path
between two vertices and there will be a miriad of more
probable multi-step paths connecting them.
Moreover, since G′2 is exactly the Gram matrix of the
overlaps, the training norm (3.47) is the vertex degree or
vertex valency of the vertex µ i.e. it is proportional to the
“number of edges” incident to the vertex. In particular,
the summand (G′µµ)
2 in (3.47) for κ = µ corresponds
to the self-loop of vertex µ. In order to measure the true
inter-connectedness of vertex µ, we need to compare our
graph against a graph consisting ofN identical vertices µ,
each with self-loops (G′µµ)
2.
3.8 Summary of metrics.
Let us finally summarize the different metrics introduced
so far for observations and observables. For arbitrary ob-
servations p′,q′ ∈ RN and observables p,q ∈ RP , we
have:
i) the plain Euclidean metric
< p′,q′ >E = p′q′
T
,
< p,q >E = p
Tq. (3.54)
ii) the training metric (3.44) for observations and (3.48)
for observables:
< p′,q′ >T = < Tp′,Tq′ >E = p′Gq′
T
,
< p,q >T′ = < T′p,T′q >E = pTG′q. (3.55)
iii) the conjugate training metric (3.50) for observations
and (3.53) for observables:
< p′,q′ >T′−1 = < p
′T′−1,q′T′−1 >E = p′G−1q′
T
,
< p,q >T−1 = < T−1p,T−1q >E = pTG′−1q.
(3.56)
Let us stress that the conjugate training metric for obser-
vations (resp. observables) is applicable only when G−1
(resp. G′−1) exist.
4 Training probability distribu-
tions.
Let us now look at the training set from probability-
theoretical point of view.
4.1 Eigen-observations.
From probabilistic point view, one is always better off if
some form of factorization can be achieved i.e. deal with
random variables which are independent. Independence
typically implies orthogonality in some natural metric. In
the context of the linear algebraic picture of training set
developed in Section 3, we can therefore first address the
simpler problem of orthogonal zing observations and ob-
servables.
Training observables and observations are in general
highly correlated, so we need to consider in the spirit of
(2.1) hidden variables which are linear combinations of
training observations i.e. points in the training space O′
which are not in the training set O′visible. Natural can-
didates are the orthonormal eigen-vectors {wi}Mi=1 of the
training Gram matrix G (cf. (3.15)) which are covariant
column-vectors in RN . They are in the training space O′
(cf. (4.7)) but typically hidden and we refer to them, as is
common, as eigen-observations. The eigen-observations
satisfy:
Gwi = λ
2
iwi, i = 1, ...,M. (4.1)
They are orthogonal in the training metrics and orthonor-
mal in Euclidean metrics,
< wTi ,w
T
j >T = w
T
i Gwj = λ
2
i δij , (4.2)
< wTi ,w
T
j >E = w
T
i wj = δij . (4.3)
We will order the eigen-observations {wi}Mi=1 in decreas-
ing order of the respective eigen-values {λi}Mi=1. For the
first 5,000 MNIST images, the top one hundred eigen-
observations in this order are plotted on Figure 17. The
scatter plot of the top two eigen-observations against the
averaged pixel intensities {x¯i}Ni=1 are shown in Figure 18.
We will refer to the training mappings TwTi = Xwi of
eigen-observations (cf. (3.8)) as eigen-mappings. We plot
on Figure 19 the histogram and on Figure 20 the quantile-
quantile plots of top ten eigen-mappings {Xwi}10i=1 for
the first 5,000 MNIST images.
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Figure 17: Top one hundred eigen-observations {wi}10i=1,
in decreasing order of the respective eigen-values, using
the first 5,000 MNIST images (i.e., P = 5, 000).
Due to (3.20), and the definition (4.1), eigen-
observations with non-zero eigenvalues equal, up to a
scaling factor, their conjugates:
wˇi =
1
λ2i
wi, i = 1, ...,M, (4.4)
see (4.14) and (4.15) for more color on that.
4.2 Distributions of Eigen-Mappings.
One has to ask to what extent training mappings on
the eigen-observations capture important structures of the
dataset. In the MNIST dataset e.g, there are ten distin-
guished clusters, namely the ten digits, and one would
want to find one- or higher-dimensional mappings along
which the ten clusters are visibly separated. Unfortu-
nately, as Figure 19 shows, except for the 3rd eigen-
mapping, there is no sign of multi-modal distributions
which would allow us to separate the main clusters in the
dataset. Even worse, except for the 3rd eigen-mapping
which is bi-modal, the rest of the eigen-mappings are uni-
modal and very close to Gaussian - cf. Figure 20 to con-
Figure 18: Scatter plot of the values of the first eigen-
observation w1 (circles) and the second eigen-observation
w2 (crosses) against {x¯i}Ni=1, where x¯i =
∑P
µ=1Xµi,
using the first 5,000 MNIST images (i.e., P = 5, 000).
The first eigen-observation is virtually identical to the av-
erage value of the respective pixel, which is not the case
if the data is de-meaned.
firm that they do look like “noise”. This is in stark contrast
with the time series plot of the bottom ten eigen-mappings
on Figure 21, which are visibly spiky and hence, highly
non-Gaussian. Since the clusters may be “squashed” and
invisible in one-dimensional mappings, one could look for
them in higher-dimensional eigen-mappings space. We
plot the 3-dim scatter plot of the top three eigen-mappings
on Figure 22. Again, there is no sign of any clustering.
4.3 Singular value decomposition.
We will assume for simplicity of presentation that the
eigenvalues {λ2i } of G are different and G is of full rank
M = N <= P (this assumption is not critical). The
eigen-observations are the columns {wi}Mi=1 of the or-
thonormal matrix W in the singular value decomposition
of X:
X = VΛWT (4.5)
where V is P × P left singular orthogonal matrix
(VVT = VTV = IP ) , Λ is P × N diagonal matrix,
with diagonal elements - the eigenvalues {λi}, and W
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Figure 19: Probability distributions of the top ten eigen-
mappings {TwTi }10i=1 = {Xwi}10i=1, using the first 5,000
MNIST images (i.e., P = 5, 000). The aggregate image
count for each of the 10 histograms is hence 5,000 . These
are also the histograms of the top ten eigen-observables
{vi}10i=1 (cf. (4.14)).
Figure 20: Time series plots of the top ten eigen-mappings
{TwTi }10i=1 (P = 5, 000).
is N ×N orthonormal matrix (WWT = WTW = IN ),
using the notation I for the identity matrix in the respec-
tive dimension. The matrix W is the same matrix as in
Figure 21: Time series plots of the bottom ten eigen-
mappings {TwTi }600i=591 (P = 5, 000). In order to remove
unimportant noise, we have removed the smallest eigen-
vectors and have retained only the first n = 600 of them
(out of N = 784).
Figure 22: Scatter plot of the top three eigen-mappings
TwT1 , TwT2 , TwT3 , using the first 5,000 MNIST images
(i.e., P = 5, 000).
(C.10).
One can now easily check that the eigen-observations
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are in the training observation space O′, albeit hidden in
the general case (cf. Section 3): Using the orthogonality
of V, it follows from (4.5) that:
Wji = W
T
ij =
∑
µ
λ−1i V
T
iµXµj , (4.6)
and hence
wTi =
∑
µ
(
λ−1i Vµi
)
xµ. (4.7)
The singular value decomposition of X has as an ob-
vious by-product the singular value decomposition of
G,G′:
G = XTX = WΛ2WT ,
G′ = XXT = VΛ2VT , (4.8)
where Λ2 is a diagonal matrix with positive diagonal ele-
ments the squared eigenvalues {λ2i } ∈ R.
4.4 Whitening.
In typical real-life datasets, one can add more observa-
tions while number of observables is fixed i.e. P  N
and let us assume again for simplicity that rank(X) =
M = N . In that case, one can consider instead of the
left singular matrix V its truncated P × N sub-matrix,
comprised of the first N columns (abusing notations, we
will continue to use the same letter V but will refer to
it as truncated left singular matrix). The truncated V
is orthogonal in one direction only i.e. VTV = IN but
VVT 6= IP . In fact, one can easily check from the def-
initions (3.28), (4.5), (4.8) that the Gram matrix VVT is
exactly the training projection matrix P′:
VVT = P′, (VVT )µν = P ′µν = xµG
−1xTν (4.9)
and hence its elements yield the conjugate training met-
ric (3.49), (3.51) for the training observations - see for the
MNIST example Figures 10 and 13. Because the Gram
matrix VTV of the truncated V is the identity matrix IN ,
if the columns of V have in addition zero means, the trun-
cated V is often referred to as the whitened data matrix.
The rows {vµ} of the truncated V can be used to express
the training observations: from (4.5),
xµ = vµΛW
T , µ = 1, ...,M, (4.10)
and this is why the matrix ΛWT is called de-whitening
transformation. The inverse transformation WΛ−1 ,
when well-defined, is called whitening transformation:
vµ = xµWΛ
−1, µ = 1, ...,M. (4.11)
The conjugate analog of < xµ,xν >T is from(4.9):
< xµ,xν >T′−1= xµG
−1xTν =
=< vµ,vν >E= (VV
T )µν , (4.12)
(cf. (3.50)). Unlike (3.46), there is no squared Gram ma-
trix here.
4.5 Eigen-observables.
The columns of the truncated V form an orthonormal
basis in the observable space. They are called eigen-
observables {vi}Mi=1 because they are the eigen-vectors of
the other training Gram matrix G′ (cf. (3.10)), as column-
vectors in RP . Because the eigen-observables are or-
thonormal, when their means are zero, they can also be re-
ferred to as whitened observables. The eigen-observables
satisfy:
G′vi = λ2ivi, µ = 1, ...,M. (4.13)
From the singular value decomposition (4.5) and (4.8),
eigen-observables equal, up to a constant, the training
mappings (3.8) of the transposed eigen-observations:
vi =
1
λi
TwTi :=
1
λi
Xwi, (4.14)
and vice versa, from (3.13),
wTi =
1
λi
T′vi :=
1
λi
vTi X. (4.15)
This explains why eigen-observations and eigen-
observables are self-conjugate, up to a constant:
vˇi =
1
λ2i
vi, i = 1, ...,M, (4.16)
In addition, one can express training observables xi via
the orthonormal O-basis of eigen-observables:
xi =
∑
j
(λjWij) vj . (4.17)
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Due to the relations (4.14), (4.15), the plots on Figures
(19) - (22) represent the eigen-observables as well. The
scatter plot of the values of the top two eigen-observables
against the averaged observation intensities {x¯µ}Pµ=1 are
shown in Figure 23 using the first 5,000 MNIST images.
The first eigen-observable is not identical to the average
observation intensity but appears to be highly correlated
to it. Surprisingly, the second eigen-observable is nega-
tively correlated to the average observation intensity.
Figure 23: Scatter plot of the values of the first eigen-
observable v1 (circles) and the second eigen-observable
v2 (crosses) against {x¯µ}Pµ=1, where x¯µ =
∑N
i=1Xµi,
using the first 5,000 MNIST images (i.e., P = 5, 000).
4.6 Observation probabilities. Non-
Gaussianity.
When asking the question of probability distributions in
the training set, it is convenient to work with the whitened
data matrix V, instead of the original X. Because of
the linear relationships (4.17) between the two, testing for
Gaussianity e.g. is easier done on the whitened data ma-
trix.
We did some preliminary analysis of the top ten eigen-
observables in Figures 19 and 20 and did not find evidence
of major deviation from Gaussianity for them. They rep-
resent only a very special small subset of mappings of the
training set and the cited evidence is by no means repre-
sentative of the overall distribution.
We need a more quantitative measure of deviations
from Gaussianity. A common metric for non-Gaussianity
of, say the whitened eigen-observables vi = {vµi}Pµ=1, is
their fourth moment E(v4i ), where E(.) signifies expected
value. The fourth moments of the eigen-observables
{vi}Mi=1 for the MNIST dataset are plotted on Figure 24 in
three different scales. With the exception of the first few
eigen-observables, the rest are super-Gaussian i.e. have
fatter tails than a Gaussian distribution.
This super-Gaussian behavior takes extreme propor-
tions for the bottom half of the eigen-observables. Let
us dig a little deeper into this. Recall that the eigen-
observable vi is obtained by “normalizing” the eigen-
mapping Xwi,i.e. dividing it by the respective eigenvalue
λi. The kurtosis i.e. the fourth cumulant
κ(Xwi) = E((Xwi)
4)− 3(E(Xwi)2))2 (4.18)
of the eigen-mappings {Xwi}Mi=1 is the correct 8
“un-whitened” scale-dependent generalization of E(v4i ).
When P  N , as eigenvalues decrease, somewhere half-
way through, the fourth moment E((Xwi)4) does not de-
crease as fast as λ4i , which gives rise to the extreme kurto-
sis on the right-hand side of Figure 24 (Figure 25 zooms
in on different parts of Figure 24). As Figure 26 shows,
this is not the case when P ≈ N . While there is still
visible non-Gaussianity for the eigen-observables at the
bottom end, this non-Gaussian behavior starts a lot closer
to the end and as the vertical scale shows, is not nearly
as extreme as when P  N . This is not a priori obvi-
ous since the eigenvalues and the second moments are the
same, irrespective of whether P ≈ N or P  N .
5 Statistics and hierarchy.
Increasing the training paths length to an arbitrary large
number naturally brings about the need for probabilis-
tic and statistical considerations. We will present here
combinatorial heuristics for the training graph which will
lead to natural connections with Classical and Quantum
Non-equilibrium Thermodynamics. In particular, we will
see how non-linear, bounded, monotonic, C∞ activation
8If the data is de-meaned i.e. E(Xwi) = 0.
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Figure 24: The fourth moment E(v4i ) =
1
N
∑N
i=1 V
4
µi of
the top 600 eigen-observables in the MNIST dataset (us-
ing all P = 60, 000 observations, i.e. 60, 000 = P 
N = 784). All data was scaled up by a factor of 104 ,
in order to ensure that the minimum eigenvalue exceeds
10−14, which is dangerously close to the double machine
precision. The fourth moment of a Gaussian distribution
with unit variance is 3. Eigen-observables are ordered in
descending order of their eigenvalues: clearly there is a
major break-down of Gaussianity for eigen-observables
from the bottom half (to the right) which have super “fat
tails” .
functions, widely used to connect layers in Neural Net-
works, arise naturally.
In the following sections, we will leverage off this in-
tuition to develop from first principles both the statistics
and the kinetics of the training set. We will first show how
the classical Boltzmann statistics naturally arises in the
equilibrium training graph and argue that it is inadequate
in the general case because it describes only factorisable
correlations between observations or observables. In a
geometric sense, this is equivalent to a global flattening
of the metric in the training space. The non-equilibrium
nature of the real world on the other hand demands break-
ing the reversibility in time i.e. the rise of arrow of time.
Markov processes irreversible in time violate the Princi-
Figure 25: In order to appreciate the behavior of the lead-
ing eigen-observables, we zoom in Figure 24 and plot sep-
arately the fourth moment of the leading 40 (top) and the
leading 350 (bottom) eigen-observables. With the excep-
tion of the first few eigen-observables, the rest are super-
Gaussian i.e. have fourth moments significantly exceed-
ing 3 and hence fatter tails than a Gaussian.
ple of Detailed Balancing (Lifshitz & Pitaevskii (1981),
Ch.2) and hence have non-symmetric in the real domain
Hamiltonians i.e. transition matrix.
The vast majority of Machine Learning procedures ei-
ther assume a priori independence of training observa-
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Figure 26: The same as Figure 24 (the rescaled fourth
moment of the top 600 eigen-observables) but using only
the first P = 1, 000 MNIST observations, i.e. 1, 000 =
P ≈ N = 784. While there are some extreme fourth
moments on the right, they are much more subdued than
in the case P  N in Figure 24.
tions or “force it” when taking a Thermodynamic Limit
N → ∞ (see e.g. Mackay (1998), 11.1 for the case of
Gaussian Mixture Models or Kingma & Welling (2014),
Rezende et al. (2014) for the so-called Bayesian Varia-
tional models). Ordered observations (respectively ob-
servables) which are independent or have dependencies
which are of short-term (resp. short-range) nature i.e.
“strongly mixing”, have nice asymptotic properties when
taken to the Thermodynamic Limit: they satisfy a clas-
sical Central Limit Theorem i.e. the distribution of their
mean converges to a Gaussian which corresponds to the
familiar Boltzmann statistics in Statistical Physics, Lan-
dau & Lifshitz (1980), Sec 40.
When on the other hand the dependencies or inter-
actions are long-term (resp. long-range), more general
super-statistics come in play, Beck (2009). A subset of
those are the so-called Tsallis statistics for which a q-
Central Limit Theorem holds Tsallis (2009). The limit
case q → 1 corresponds to the classical Boltzmann statis-
tics. For the cases of q > 1, the asymptotic limit is a
distribution with fatter polynomial tails than the Gaus-
sian exponential and the classical exponentials from the
Boltzmann statistics are replaced by the so-called Tsallis
q-exponential.
In physics terms, the Boltzmann statistics corresponds
to low occupational densities (see below) i.e. to very weak
statistical “interactions” or dependencies. For stronger
dependencies, there is a rich formalism developed for the
needs of Quantum Field Theory and Statistical Physics:
one now considers the tensor product of replicas of our
original space of observations (resp. observables) and
new statistics emerge. The classical Bose-Einstein Statis-
tics described by bosons is the case of symmetric tensor
products and Fermi statistics described by fermions is the
case of skew-symmetric tensor products. More generally,
if the statistics changes as the size of the tensor product
of replicas increases, one arrives at the so-called exclu-
sion statistics introduced relatively recently in physics by
F.D.M.Haldane (1991) (see M.V.N.Murthy & R.Shankar
(2009) for more recent review). It has an intimate relation
with Quantum or q-Groups (Lusztig (1994)), Vertex Op-
erator Algebras, Lepowsky & Li (2004), representations
of Infinite-Dimensional Lie Algebras, Georgiev (1996),
and many other seemingly unrelated areas in physics and
mathematics. The exclusion statistics have similar ap-
pearance to the Boltzmann statistics but with the classical
exponential replaced by another q-exponential which dif-
fers from the Tsallis q-exponential. For a generic training
set, both the Tsallis q-statistics and the exclusion statistics
will come into play.
Let us go back to our training graph (Sub-section
3.7). Inspired by quantum-mechanical analogies, the in-
ner products above and their derivatives can be thought of
as being proportional to transition probabilities between
observations (resp. observables in the dual picture). A
path is then a monomial of observations (resp. observ-
ables) and “lives” in the tensor products of O (resp. O′).
In this interpretation, the path-sums quantify the interac-
tions between the starting and ending observation, in par-
ticular, a path of length K accounts for a specific K -
observation interaction. There is no reason to choose a
priori a specific path-length, so one has to consider sums
over paths of all possible lengths. In practice, the length
of the training paths will be limited because many inner
products < xµ,xν >E will be “too small” and can be dis-
carded i.e. we have sparsity. As discussed above, in
this case, we will not consider the two vertices xµ,xν
connected and hence the training graph will not be fully-
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connected but instead broken into irreducible sub-graphs
.
There are a number of different ways to to consider
arbitrary long paths and ensure convergence in the limit
to infinitely long paths. In the spirit of social network
graphs, Bianconi & Baraba´si (2001), we will associate ev-
ery vertex in the factorized graph with an energy level εi
and a link between two vertices with a quasi-particle i.
We will assume at first that interactions between vertices
are factorisable i.e. we only have paths between identi-
cal vertices and thus our graph can be decomposed into
mutually unconnected sub-graphs. The edges in these
sub-graphs correspond to the training mappings defined
in Section 3 and thus a Ki-step path is a collection of
Ki identical quasi-particles of type i. The path-length
(number of quasi-particles) Ki is commonly referred to
in physics as occupation number.
5.1 Equilibrium, noise and hierarchy
Our goal here is, roughly speaking, to find from first prin-
ciples the most likely value of the path-lengths (occu-
pation numbers) {Ki} in equilibrium. In order to ex-
plain what that means, let us note that in a general (non-
equilibrium) condition, the state of a system with vari-
able occupation numbers, like ours, is determined by both
the energy εi and the occupation number Ki of the state,
among possibly other macro variables. Also, except for
zero temperature T = 0 (see below), there is an ambient
uncertainty i.e. noise because of the large number of mi-
cro variables {ξα} whose dynamics is too complicated to
quantify. In other words, macro variables like εi and Ki
can not be calculated exactly but are ensemble averages
over the complicated and generally unknown probability
distribution of the micro variables P(0)(ξα) :
εi = ε¯i(ξα), Ki = K¯i(ξα), (5.1)
subject to certain constraints on the micro variables. For
systems which can be broken into a large enough sub-
systems, one can consider higher levels of hierarchy
where the former macro-variables become micro-variable
and new class of macro-variables emerge, which are aver-
ages of the former ones. For example, the macro variable
occupation numbers of the so-called Boltzmann statistics
(5.12) become micro variables at the higher hierarchical
Fermi and Bose-Einstein Statistics (5.15), (5.24). As is
common in Statistical Physics, in order to simplify nota-
tions, for a given level of hierarchy, we will omit the bar
signs, signifying averages.
A full set of macro variables defines a state of our sys-
tem and Statistical Physics was built as an attempt to “can-
cel out” the micro variables completely and conjure up
laws i.e. equations between measurable macro variable
alone. If one succeeds, the frequency of occurrence or
likelihood of a state is a higher-hierarchical probability
distribution P(1) = P(1)(εi,Ki) which is a function of
the macro variables alone (will skip for simplicity the full
list of macro variables here). This distribution is the noise
at the new higher hierarchical level. There are situations
where the energy εi is independent ofKi and cases where
εi(Ki) is a function of Ki but in general, one can think of
P(1) as a function of Ki:
P(1) = P(1)(εi(Ki),Ki) = P(1)(Ki) (5.2)
In this context, equilibrium is the state with maximum
log likelihood i.e. the state which maximizes the entropy
S = ln(P), Landau & Lifshitz (1980), Ch.XII. It is de-
termined, if one finds the explicit functional dependence
Ki = ϕi(εi) which solves the optimization problem:
max
Ki
lnP(1)(εi,Ki). (5.3)
In probabilistic terms, in equilibrium, the probability dis-
tribution P(1) has a mode for KEqi = ϕi(εi). The aver-
aging of Ki over the higher-level distribution P(1) yields
same results as the averaging (5.1) over the lower-level
distribution P(0) but with some of the constraints relin-
quished. Hence, like the Gaussian distribution, the distri-
bution of Ki has the mode equal its mean i.e.
KEqi = ϕ(εi) = K¯i(εi). (5.4)
In practice, in order to account for the scale of the sys-
tem, one does not work directly with the occupation num-
bers {Ki} but instead, with the occupation densities {ki},
obtained by dividing Ki by the respective characteristic
scale or degeneracy Li for that state i.e. ki = Ki/Li. In
Quantum Statistical Mechanics, the role ofLi is played by
the number of quantum occupation states available to the
respective quasi-particles e.g. the degeneracy at a given
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energy level εi. In Classical Statistical Mechanics, Li is
the rescaled phase volume i.e.
Li =
1
(2pi~)r
∆p(i)∆q(i) (5.5)
where ∆p(i)∆q(i) is a small region in the phase space
(p, q are respectively the momenta and coordinates) but
large enough so as to contain a statistically large number
of quasi-particles, r is the dimension of the system and ~
is the Planck constant (cf. for example Landau & Lifshitz
(1980), Sec. 38). The phase space in the numerator has
the dimension of action in the physics sense of the word
i.e. “energy x time”.
In our context, the momenta are “integrated out” and
squashed into “noise”, and we will resort to the “energy
x time” interpretation. We will define it as the number of
training observations {xµ} with yet to be defined energy
H(xµ) in the range εi±∆εi, multiplied by the number of
steps needed to update all observables i, i = 1, ..., N :
Li ∼ {#µ|H(xµ) ∈ εi ±∆εi}{#i|Xµi 6= Xµ+1,i}.
(5.6)
In the so-called parallel dynamics, all observables are up-
dated simultaneously and the second multiplier is 1. In
the so-called sequential dynamics, the observables are
updated one by one by drawing randomly from the set
{1, 2, ..., N} (cf. Coolen (2002)) and hence the second
multiplier is ∼ N .
Let us summarize the task of finding equilibrium in the
context of the training graph: We are looking for Maxi-
mum Likelihood of appropriate distributions for occupa-
tion densities (scaled path lengths) of observables, possi-
bly at different hierarchy levels, i.e.
max
ki
lnP(ε1, k1, ε2, k2, ..., εM , kM ), (5.7)
subject to constraints:∑
i
Liki = K,
∑
i
εiLiki = E, (5.8)
where M = dim(O), cf. Section 3, K is the total num-
ber of quasi-particles (total sum of path-lengths) and E
is the total energy. The convention in Statistical Physics
is to “hide” the characteristic scales in the constraints by
summing in addition over a “degeneracy” index li such
that
∑Li
li=1
1 = Li which corresponds to summing over
all “sub-states” corresponding to a given energy level εi.
Then the constraints read as:∑
i,li
ki = K,
∑
i,li
εiki = E. (5.9)
In the space of observations, the characteristic lengths
are the same (because training parallelogram has the same
characteristic size) but the occupation densities are in gen-
eral different and could have a very different probability
density distribution:
max
k′i
lnP(ε1, k′1, ε2, k′2, ..., εM , k′M ), (5.10)
subject to constraints:∑
i,li
k′i = K
′,
∑
i,li
εik
′
i = E
′. (5.11)
5.2 Fermionization and Bozonization
The three statistics most often arising in Statistical Me-
chanics are the familiar Boltzmann, Fermi and Bose-
Einstein Statistics. Let us discuss them in our context,
using notations for occupation densities ki and energies
εi (cf. Landau & Lifshitz (1980), Sec. 40, 55):
i) Boltzmann Statistics, valid when ki  1 and:
kBi = k¯i = e
α−βεi . (5.12)
where averaging is over micro variables (subject to con-
straints) as in (5.1), α = µ/T and β = 1/T , µ is the
so-called chemical potential and T is the temperature (we
assume the Boltzmann constant to be 1). The occupation
densities are subject to the constraints (5.9) for the aggre-
gate number of quasi particles and energy, in particular,
∑
i,li
pBi =
∑
i,li
kBi
K
= 1, (5.13)
and hence pBi = k
B
i /K can be interpreted as weights or
probability densities over all states, including degenera-
cies.
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One should stress that the Boltzmann statistics is meant
for ideal gases i.e. systems with negligible interactions
between their components. It is inapplicable (i.e. its valid-
ity constraint ki  1 is violated), if the chemical potential
is fixed and the temperature T drops to zero, (5.12):
lim
T→0
kBi =∞ (5.14)
In other words, at low temperatures, ideal Boltzmann
gases “condense” and the interactions between their com-
ponents can not be neglected anymore. As a result, non-
trivial higher hierarchies are created, as discussed in the
text between (5.1) and (5.2). Examples of such higher hi-
erarchy statistics are the Fermi and Bose-Einstein statis-
tics introduced below.
Conversely, for fixed chemical potential and high tem-
peratures T  0, interactions fade and any probability
distribution, including the Fermi and Bose-Einstein distri-
butions, will eventually converge towards the Boltzmann
distribution, ((5.16), (5.26) below).
ii) Fermi Statistics, valid when ki ∼ kBi Li ∼ 1:
kFi = k¯
B
i =
1
e−α+βεi + 1
, (5.15)
where averaging is over the Boltzmann distribution
(5.12), subject to the the constraints that ki = 0 or ki = 1.
In other words, it is obtained by mixing together a large
(of the order of magnitude of the characteristic scale Li)
number of independent Boltzmann sub-systems (quasi-
particles) from (5.12) so that ki ∼ kBi Li ∼ 1, subject
to the the constraints that ki = 0 or ki = 1. This process
is called fermionization and the resulting system (quasi-
particle) is a fermion. As mentioned above, for high
enough temperatures, the Fermi distribution morphs back
into the Boltzmann distribution:
lim
T→∞
kFi = k
B
i . (5.16)
The Fermi distribution (5.15) is easily derived from
its interpretation as a mixture of independent Boltzmann
sub-systems, subject to the above constraints. Because
of independence, the probability of mixing rkBi ∼ LikBi
Boltzmann sub-systems of type i is (pBi )
rkBi and hence,
after canceling out K, we obtain (5.15) from
kFi = k¯
B
i =
0(pBi )
0 + 1(pBi )
1
(pBi )0 + (p
B
i )
1
. (5.17)
In the context of the earlier discussion, this is an example
of a higher hierarchy distribution P(1) built on top of the
lower hierarchy Boltzmann distributions P(0). Note that
the probability for the fermion to be in either of its two
states is given by
pFi := Prob(k
B
i = 1) =
(pBi )
1
(pBi )0 + (p
B
i )
1
=
1
e−α+βεi + 1
,
P rob(kBi = 0) = 1− Prob(kBi = 1), (5.18)
i.e. it is given by the logistic function. The probability can
also be expressed via a trigonometric hyperbolic function
as follows:
pFi =
1
2
(
1− tanh
(
α− βεi
2
))
, (5.19)
It is convenient to describe the two fermion states via a
new macro variable spin which flips sign between the two
states i.e. σi = ±1:
Prob (σi = 1) := p
F
i =
1
e−α+βεi + 1
,
P rob (σi = −1) = 1− pFi . (5.20)
With the standard parametrization α = µ/T and β = 1/T
from (5.12), noise magnitude is determined by the tem-
perature T and the noise disappears at T = 0. This is the
familiar non-linear, bounded, monotonic, C∞ activation
function in recurrent (stochastic) Neural Networks: for
given spins in all states {σj(t)} at time t and some typi-
cally linear function εi = −hi({σj(t)}) + µ of the spins
in all states, the spin σi(t + 1) at time t + 1 is randomly
drawn from the above distribution i.e. with probability:
Prob (σi(t+ 1) = 1) =
1
e−
1
T hi({σj(t)}) + 1
. (5.21)
The average of the spin in this higher hierarchy noise dis-
tribution is easily computed to be:
σ¯i = tanh
(
α− βεi
2
)
. (5.22)
This is one of the activation functions in recurrent Neural
Networks, where instead of random sampling as above,
one takes averages as time progresses:
σi(t+ 1) = tanh
(
1
2T
hi({σj(t)})
)
. (5.23)
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iii) Bose-Einstein Statistics, valid when ki ∼ 1 or ki 
1 :
kBEi = k¯
B
i =
1
e−α+βεi − 1 , (5.24)
without any constraints for ki. The Bose-Einstein distri-
bution is derived from Boltzmann distributions, using:
kBEi = k¯
B
i =
0(pBi )
0 + 1(pBi )
1 + · · ·+ k(pBi )k + . . .
(pBi )0 + (p
B
i )
1 + · · ·+ (pBi )k + . . .
.
(5.25)
The only condition is that pBi < 1 for all εi, hence µ < 0.
This is anothern example of a higher hierarchy distribu-
tion P(1) built on top of the lower hierarchy Boltzmann
distributions P(0). As mentioned above, for high enough
temperatures, the Bose-Einstein distribution morphs back
into the Boltzmann distribution:
lim
T→∞
kBEi = k
B
i . (5.26)
6 Training Statistics.
We will focus here on applying the concepts developed
above to the training set.
6.1 Characteristic training scales
Since we have all the machinery ready, lets introduce here
the concept of characteristic scales in the training space.
As mentioned above during the introduction of the physi-
cal concepts of occupation numbers and densities, we will
need some notion of “scale” and “volume” in our training
set. There are the analogues of phase space volume in
Classical Statistical Mechanics and the number of quan-
tum states in Quantum Statistical Mechanics. As men-
tioned above, the characteristic scale Li of the i−the
eigen-observation (or eigen-observable) is expected to be
of the same order of magnitude as the degeneracy or mul-
tiplicity of the resp. energy eigenvalue εi i.e.
Li ∼ mult(εi). (6.1)
Since εi are related to the eigenvalues of the Gram ma-
trices λ2i and will change as time progresses and one
adds more observations, let us discuss their asymptotic
behavior. As the size of our training set grows, so do its
characteristic scales. For random matrices consisting of
independent identical Gaussian elements with unit vari-
ance, the asymptotic behavior (and even the distribution)
of the largest eigenvalue λ1 is well known (cf. Johnstone
(2001)). It grows as the square root of the number of ob-
servations P and the number of observables N :
λ1 ∼
√
N +
√
P , P,N →∞. (6.2)
The asymptotic distribution of the remaining eigenvalues
is smaller than (6.2) (Juhasz (1981)). One can therefore
assume that there exists n ∈ N, n < N , such that the
largest n eigenvalues increase in value according to (6.2),
as the system scales up i.e.∑n
i=1 λi∑N
i=1 λi
∼ 1, (6.3)
P,N →∞ ∀i = 1, .., n. (6.4)
6.2 Training Boltzmann statistics
We are now ready to go back to the original goal of com-
puting the most likely probability distribution (5.7) of
path-lengths (occupation numbers) in our training graph,
subject to constraints (5.8). We will consider training
graphs with eigen-observations as vertices and edges cor-
responding to training mappings defined in Section 3.
Let’s start with the sub-graph of eigen-observations of
type i. As mentioned in the discussion leading to (5.7)
and (5.8), every vertex will be associated with an energy
level εi, yet to be determined. As discussed above, the
equivalent of the number of available states for our train-
ing graph are the characteristic lengths Li ∼ mult(εi)
as in (6.1). As mentioned above, the characteristic scales
will change with time and as the training graph grows.
Paths between identical vertices are indistinguishable so
our sub-graph is not ordered. The statistical weight of a
Ki-step loop path is hence the number of unordered se-
quences of length Ki, composed of the numbers 1, ..., Li:
Prob(Ki) ∼ L
Ki
i
Ki!
∼ mult(εi)
Ki
Ki!
. (6.5)
The number of its permutations Ki! in the denominator
accounts for fact that the sub-graph is not ordered.
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We can now move on to the full training graph. The
orthogonality of the eigen-observations implies that the
full graph will be an union of mutually unconnected sub-
graphs, each corresponding to distinct type i of eigen-
observations. Therefore the full probability density (5.7)
is a product of the individual densities. Switching again
to occupation densities {ki}, Ki = kiLi, the equilibrium
problem from (5.7),(5.8) i.e. finding Maximum Likeli-
hood distribution of occupation densities is:
max
ki
S = lnP(ε1, k1, ε2, k2, ..., εM , kM ) =
=
∑
i
ln
LLikii
(Liki)!
, (6.6)
subject to constraints:∑
i
Liki = K,
∑
i
εiLiki = E, (6.7)
We will show for completeness that the Boltzmann dis-
tribution is the solution of this optimization problem, fol-
lowing Landau & Lifshitz (1980), Section 40. Due to the
Stirling approximation of log-factorial:
lnK! ∼= Kln(K/e),K →∞ (6.8)
one has from (6.6), after cancellation of ln(Li) terms,
S ∼= −
∑
i
Likiln(ki/e). (6.9)
Hence, after cancellation of Li term,
∂S
∂ki
∼= −Liln(ki). (6.10)
Using standard Lagrangian multipliers technique with La-
grangian coefficients α and β for the constraints (6.7),
∂
∂ki
(S + αK − βE) = 0, (6.11)
one arrives from (6.10) at the Boltzmann distribution
(5.12):
ki ∼ eα−βεi . (6.12)
7 Observations statistics: ferromag-
netic and anti-ferromagnetic case.
We will focus here on the space of observations and look
for appropriate statistical representation. As discussed in
the introduction of Section 5, most of modern Machine
Learning assumes independence of observations while in
real life they are clearly highly correlated (cf. Figures 6
and 7 in Section 3)
We will start from the Gram matrix for overlaps G′2
and the respective training graph, introduced in Section
3. Recall that according to (3.11), the ν-th overlap (xµ)ν
of the µ-th observation xµ is the matrix element G′µν of
the observations Gram matrix G′. Moreover, switching
from observations to their overlaps “flattens” the highly
non-trivial metric xµGxTν , defined by the metric tensor
G, into a plain Euclidean metric (G′2)µν (cf. (3.46)).
Recall that, in order to capture the “pure” overlap of an
observation µ with the rest of the training observations,
the squared self-overlap (G′µµ)
2, which corresponds to a
self-loop in the graph should be subtracted from the sum
of all squared overlaps (G′2)µµ (cf. (3.47)). The resulting
difference, taken with negative sign, is smallest for those
observations which have largest overlaps with rest of the
training observations. It can therefore be interpreted as
“potential energy” εµ of the observation µ:
H(xµ) = εµ ∼ −1
2
(
(G′2)µµ − (G′µµ)2
)
=
= −1
2
(
xµGxµ
T − (xµxµT )2
)
< 0. (7.1)
This is a common assumption in Neural Networks, includ-
ing in the so-called Hopfield model and in the Restricted
Boltzmann Machines (see Coolen et al. (2005) , Bengio
et al. (2012))9. The motivation for this form of the energy
is the desire to conjure-up time evolution for the conjugate
observation qˇ, given by
∆qˇ = −∂H(qˇ)
∂qˇ
+ noise, (7.2)
9The self-interaction in the Hopfield model is strictly speaking∑
iX
2
µiGii =
∑
ν,iX
2
µiX
2
νi 6= (G′µµ)2 (cf. Coolen et al. (2005),
(21.3)) but we don’t expect the difference to be material for a typical
dataset.
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which, if we ignore the smaller self-loop term, reads from
(7.1):
∆qˇ ∼ Gqˇ + noise = q + noise, (7.3)
for the conjugate observation qˇ, introduced in (3.18),
(3.19). This is the discrete version of the Langevin equa-
tion - the fundamental equation of Non-Equilibrium Ther-
modynamics - in the so-called “strong friction” limit i.e.
for times exceeding significantly the characteristic pe-
riod of the noise and for unit mobility (cf. Chavanis &
Delfini (2014) for a modern overview). When the noise is
Gaussian, the time-continuous version of this equation de-
scribes in the time evolution of N 1-dimensional Brown-
ian particles. The Langevin equation is the stochastic gen-
eralization of the Hamiltonian equations of classical me-
chanics and the observation q plays the role of a “force”
driving the time evolution of its conjugate qˇ.
Inspired by conjugate training metric (3.51), as op-
posed to the training metric, one can re-write Hamiltonian
(7.1) as follows:
H(xµ) = −1
2
(
xµG
−1xµT − (xµxµT )2
)
< 0, (7.4)
and then (7.3) is replaced by:
∆q ∼ G−1q + noise = qˇ + noise, (7.5)
i.e. the conjugate observation qˇ plays the role of a “force”
driving the time evolution of q.
In the presence of noise, which is proportional to the
temperature T , we showed in Section 6 that equilibrium
distribution is given the Boltzmann statistics (5.12):
PB(εµ) ∼ e− 1T εµ . (7.6)
After normalizing (7.6) to ensure that
∑P(µ) = 1, one
has:
PB(εµ) = e
− 1T εµ
Z , Z =
∑
µ
e−
1
T εµ , (7.7)
where Z is the so-called training partition function. We
inserted “training” in its name to stress the fact that we
are summing up over visible training observations only.
In this sense, it is constrained, i.e. it can be thought of as
integral over all arbitrary observations of q ∈ RN , with
Dirac delta functions inserted in it:
Z =
∫
· · ·
∫ ∏
µ
δ(q− xµ)e− 1T H(q)dq1...dqN . (7.8)
Going back to the energies definition (7.1),(7.4), let
us note that models where higher overlaps are favored
and better alignment of observables is more probable, are
called ferromagnetic in physics. The energies in (7.1),
(7.4) are ferromagnetic because they favor alignment, for
example in the pixels in the MNIST dataset. If images of
uniformly lit screens i.e. same pixel intensity were part of
the MNIST dataset, they would have been the most prob-
able in these ferromagnetic models.
Conversely, a model is called anti-ferromagnetic, if it
favors maximum local misalignments between observ-
ables. In the case of images for example, the most prob-
able images in an anti-ferromagnetic model would have
been those with alternating intensities for neighboring
pixels. Flipping the sign of the energy definition (7.1)
obviously turns our original ferro-magnetic model into an
anti-ferromagnetic model:
εµ ∼ 1
2
(
(G′2)µµ − (G′µµ)2
)
=
=
1
2
(
xµGxµ
T − (xµxµT )2
)
> 0, (7.9)
and (7.4) turns into:
εµ ∼ 1
2
(
xµG
−1xµT − (xµxµT )2
)
> 0, (7.10)
We visualize in Figure 27 the sorted energy εµ and re-
spective probability P(εµ) for the first 5,000 MNIST ob-
servations for both the ferromagnetic case (7.1) (top) and
the anti-ferromagnetic case (7.9) (bottom). 10 There is
clearly something wrong in the ferromagnetic case: the
low energy states which correspond to stationarity and
equilibrium states do not look stationary at all - there is
no flattening associated with a convergence behavior near
a stationary point!
To drive that point further, we plot in Figure 28 G′ for
both the ferromagnetic and anti-ferromagnetic case, with
the observations re-ordered in the new order - from lowest
10We assumed T = 1.
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Figure 27: The equilibrium energies in descending order
(dashed line), and the respective probability P(εµ) (solid
line), for the first 5,000 images from MNIST dataset µ =
1, ..., 5000 (P = 5, 000). The ferromagnetic case (7.1) is
at the top and the anti-ferromagnetic case (7.9) is at the
bottom.
to highest probability (compare against the original Gram
matrix G′ from Figure 6). After the initial spike, G′ in the
ferromagnetic case has the recognizable look of the non-
stationary auto-covariance matrix of a Gaussian random
walk. 11
11Recall that the auto-covariance matrix E(ZµZν) of a 1-
Figure 28: G′ with all observations sorted in ascending
order of P(εµ) for the first 5,000 images from MNIST
dataset (i.e., P = 5, 000). The ferromagnetic case (7.1)
is at the top and the anti-ferromagnetic case (7.9) is at the
bottom.
One of the problems in the ferromagnetic case stems
from the inapplicability of the Boltzmann statistics for
dimensional Gaussian process {Zµ}with Gaussian incrementsZµ+1−
Zµ ∼ N (0, 1) is given by min(µ, ν). This “Gaussian” auto-
covariance shapes under the new order are surprising and certainly not
a priori obvious, especially for G′2 : we created the order by merely
sorting the diagonals of G′,G′2, without any awareness of the rest of
the matrix elements!
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low temperatures i.e. for a low or absent noise and
negative energies. In other words, when the condition
e−
1
T εµ  1, needed for the applicability of the Boltz-
mann statistics, is violated, we have the wrong distribu-
tion!12 This could have been expected: in the exponential
defining P(εµ), we have a quadratic function with a pos-
itive sign, which dominates the other term. So we have a
Gaussian distribution but with the wrong sign in the ex-
ponential!
To get a visual intuition for the overlaps and the related
probabilities, we plot in Figure 29 the one hundred most
probable observations for the ferromagnetic case (7.1).
As expected, the very likely observations in the ferromag-
netic case (7.1) are very “bloated” because P(εµ) is pro-
portional to the average overlapping of observation µwith
the rest of the dataset.
Figure 29: The 100 most likely images in the ferromag-
netic case (7.1) from the first 5,000 images from MNIST
dataset (i.e., P = 5, 000).
12See for more details the discussion leading to (5.14) .
8 Neural network architecture.
Generally speaking, the typical problem of Machine
Learning is inferring a structure in the training matrix X
i.e. finding an explicit function Y : X→ Y(X) which
in turn allows to generate ”typical values” either for ob-
servables or observations or both. In the most ambitious
scenario, Y is the probability density itself. Less taxing
methods like Regression, Classification, Dimension Re-
duction etc, are all special cases of this general learning
problem, the differences between them stemming mostly
from the nature of the ”noise” and the ways it is intro-
duced to the system. Neural Networks offer one of the
few generic methods which seem to be applicable to most
learning problems.
8.1 Core architecture.
The core architecture of Auto-Encoder and Classifier is
on Figure 30. There are three main components: an En-
coder, a Latent hidden layer(s) in the middle and a De-
coder. The latent layer encapsulates the “coded” input.
For Classifiers, this is where the “features” of the data
set are. For probability density-describing nets like Vari-
ational Auto-Encoders, Restricted Boltzmann Machines,
etc, this is where an ambient lower-dimensional manifold
of the “coded input” is. Naturally, if the model is stochas-
tic and/or generative, this is where the random number
generation takes place.
Subsequent layers are connected to one another by a
composition of:
i) affine mappings, with the tensors/matrices in the lin-
ear part usually referred to as “weights” and the transla-
tion vectors referred to as “biases” and
ii) non-linear, so-called “activation” mappings, which
we will refer to as non-linearities.
The weights/biases are determined from a training data
set via Back-propagation, minimizing typically a neg-
ative log-likelihood function −logL, where L is typi-
cally cross-entropy between data- and model- distribu-
tions, plus additional regularization terms. The log-
likelihood has a mandatory reconstruction error compo-
nent for Auto-Encoders and classification error compo-
nent for Classifiers.
The Universal Approximator theorems for Neural Net-
works (Cybenko (1989), Hornik et al. (1990)) imply that
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the Encoder needs at least two hidden layers (including
the latent) in order to approximate arbitrary well any given
continuous function. The reason is that the non-linearities
are chosen a priori and fixed thereafter, so one such non-
linearity is generally not enough to approximate an arbi-
trary non-linear function. By considerations of symme-
try, the Decoder also needs at least one additional hid-
den layer, hence the minimum five-layer architecture pre-
sented on Figure 30.
Special cases:
1. Shallow Auto-Encoder: having one hidden (latent)
layer only. It has two important special cases:
• Tied weights: the weight matrix between the input
and the latent layer is the transpose of the weight ma-
trix between the latent and the output layer
• Tied layers: iterations are performed where the out-
put layer is fed into the input layer and the recon-
struction error and the respective gradients are cal-
culated after the last iteration only. 13 For genera-
tive nets, the random sampling in each of the iterative
steps is referred to as Gibbs sampling.
2. Denoising Auto-Encoder : random sampling takes
place at the input layer (Vincent et al. (2008)).
An example of a generative Shallow auto-encoder with
tied weights of significance is the Restricted Boltzmann
Machines (presented below in Sub-section 8.3). It appears
to have been historically the first universal scalable neural
net and influenced all subsequent developments.
8.2 Shallow auto-encoder and its dual.
We will present here the mathematical formulation of the
special case of a Shallow auto-encoder i.e. with one hid-
den layer only. We will work in parallel in the observ-
ables and observations spaces and assume for simplicity
that there is no random sampling and the bias vectors are
all zero.
8.2.1 The encoder stage.
i) For observables:
In covariant terns, the weight matrix is N × n matrix
13Note that the iterative step j in a tied-layer net is not to be confused
with the iterative step m in generic numerical optimization procedures
(Sections 9, 10).
1. Input layer :
Size = # observables N
2. Encoder hidden layer(s) :
Size = Henc
3. Latent hidden layer(s):
Size = Hlat
AE : ambient manifold
+ latent random processes
C : contra-variant features
4. Decoder hidden layer(s):
Size = Hdec, Spanned by:
AE : transformed random
processes
C : feature basis vectors
5. Output layer:
Size =
AE : # observables N
C : # classes C
Affine mapping
& non-linear mapping
Affine projection made out of:{
AE : encoding weights & biases
C : filters a.k.a. “receptive fields”
& non-linear mapping
Affine mapping made out of:{
AE : decoding weights & biases
C : covariant feature basis vectors
& non-linear mapping
Affine mapping
& non-linear mapping
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Figure 30: Core Auto-Encoder / Classifier architecture .
AE stands for “Auto-Encoder”, C stands for “Classifier”.
W(1) : O→ Oˆ:
xi → yi =
N∑
j=1
xjW
(1)
ji . (8.1)
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1. Input layer:
xµ
Size = # observables N
2. Latent hidden layer:
yµ = ϕenc(xµW
(1) + b(1))
3. Output layer:
xˆµ = ϕdec(yµW
(2) + b(2))
Size = # observables N
Affine mapping (W(1),b(1))
& non-linear mapping ϕenc
Affine mapping (W(2),b(2))
& non-linear mapping ϕdec
B
ackpropagation
E
nc
od
er
D
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er
Figure 31: Shallow auto-encoder in the space of observ-
ables.
1. Input layer:
xi
Size = # observations P
2. Latent hidden layer:
y′i = ϕenc(V
(1)xi + b
(1))
3. Output layer:
xˆi = ϕdec(V
(2)y′i + b
(2))
Size = # observations P
Affine mapping (V(1),b(1))
& non-linear mapping ϕenc
Affine mapping (V(2),b(2))
& non-linear mapping ϕdec
B
ackpropagation
Figure 32: Shallow auto-encoder in the space of observa-
tions.
It can be translated conveniently in contra-variant terms,
as matrix multiplication in the space of observations:
xµ → yµ = xµW(1) =
{
N∑
j=1
XµjW
(1)
ji
}N
i=1
(8.2)
i.e. one transforms every ”visible” training observation
xµ into a ”hidden” n-dim observation yµ = xµW(1). In
Machine Learning, if the columns of W(1) are orthonor-
mal, they are referred to as feature basis vectors of the
training set.
ii) For observations:
In covariant terms, the weight matrix is n × P matrix
V(1) : O′ → Oˆ′:
xµ → y′µ =
P∑
ν=1
V (1)µν xν . (8.3)
It can be translated as matrix multiplication in the space
of observables:
xi → y′i = V(1)xi =
{
P∑
ν=1
V (1)µν Xνi
}P
µ=1
(8.4)
i.e. one transforms every ”visible” input training observ-
able xi into a ”hidden” n-dim observable y′i = V
(1)xi.
8.2.2 The decoder (reconstruction) stage.
i) For observables:
In covariant terms, the weight matrix is n × N matrix
W(2) : Oˆ → O which transforms every ”hidden” train-
ing observable yi into a ”output” n-dim observable xˆi re-
sembling the input observable as much as possible:
yi → xˆi =
N∑
j=1
yjW
(2)
ji . (8.5)
In contra-variant terms, this can be translated as a matrix
multiplication for observations:
yµ → xˆµ = yµW(2) =
{
N∑
j=1
YµjW
(2)
ji
}N
i=1
. (8.6)
The weights are considered tied if W(2) = W(1)T.
ii) For observations:
In contra-variant terms, the weight matrix is P ×n matrix
V(2) : Oˆ′ → O′:
y′µ → xˆµ =
P∑
ν=1
V (2)µν y
′
ν . (8.7)
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In contra-variant terms, this can be translated as a matrix
multiplication of observables:
y′i → xˆi = V(2)y′i =
{
P∑
ν=1
V (2)µν Y
′
νi
}P
µ=1
. (8.8)
The weights are considered tied if V(2) = V(1)T.
In terms of the full training matrix X, one can rewrite
the two steps in the respective spaces as:
Y = XW(1), Xˆ = YW(2)
Y′ = V(1)X, Xˆ = V(2)Y′, (8.9)
where Y is a P ×nmatrix and Y′ is a n×N matrix. The
pairs W(1),W(2) ( resp. V(1),V(2)) have to be such
as to minimize the reconstruction error between the input
X and the output Xˆ across all training observations. In
matrix terms:
Recon Err = ||X− Xˆ||2F =
= Tr{(X− Xˆ)T(X− Xˆ)}
= Tr{(X− Xˆ)(X− Xˆ)T} (8.10)
where ||.||2F is the squared Frobenius norm of a matrix
i.e. sum of squares of its elements. As a function of the
encoding and decoding matrices, the reconstruction error
is:
Recon Err = f(W(1),W(2)) =
= Tr{(X−XW(1)W(2))T(X−XW(1)W(2))},
(8.11)
Recon Err = f(V(1),V(2)) =
= Tr{(X−V(2)V(1)X)(X−V(2)V(1)X)T} (8.12)
where Tr is the Trace matrix operator. A more detailed
form of the error function is given in Appendix A.
8.3 Restricted Boltzmann Machine.
The Restricted Boltzmann Machine (RBM) is a neural net
with a probability density assumed to be of the shape de-
scribed by the Gibbs distribution in statistical physics. It
appears to have been the first universal net in the sense of
being capable of classification, density estimation, gen-
eration etc. It turns out, when the so-called Contrastive
Divergence training method is used (Hinton (2002)), the
RBM can be thought of as a special case of a generative
shallow auto-encoder with the following features:
i) tied weights: W(2) = W(1)T,
ii) tied non-linearities (optional): ϕ = ϕenc = ϕdec,
iii) denoising (opional): random sampling takes place
in both the latent and the input/output layers,
iv) hidden layer is binary (optional),
v) log-likelihood is approximate: cost to be minimized
consists of reconstruction error only.
The architecture is drawn in Figure 33 (in the space of
observables).
1. Input layer:
xµ(0) = µ-th data vector
2. Latent hidden layer:
yµ(j) = random sampling
with mean
ϕ(xµ(0)W
(1) + b(1))
3. Output layer:
xˆµ(j) =
= ϕ(yµ(j)W
(1)T + b(2))
j
-t
h
ite
ra
tio
n
B
ackpropagation
afterjiterations
Figure 33: Restricted Boltzmann Machine in the space of
observables.
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9 Dimension reduction: exact linear
algebraic solution.
Dimension Reduction is a search for structures in a lower
dimensional space which encapsulate as much as possible
the structure of the original data. We will work in parallel
in the observables and observations spaces:
i) In the space of training observables O , we want to
reduce the number of observables fromN to n <= N i.e.
transform the N-dim row-vectors xµ, µ = 1, ..., P, into
n-dim vectors for some n <= N and then reconstruct
them back into N-dimensional vectors with the least loss
of information.
ii) In the dual space of training observations O′ , we
want to reduce the number of observations from P to
n <= P i.e. transform the P-dim column vectors xi, i =
1, ..., N, into n-dim vectors for n <= P and then recon-
struct them back into P-dimensional vectors with the least
loss of information. We will present here the exact linear-
algebraic solution of the Dimension reduction problem
and show how it naturally leads to different recipes for
numerical solutions outlined in the Section 10.
9.1 Singular value decomposition solution.
Recall the truncated singular value decomposition of the
matrix X from (4.5), (4.9) for the case P >= N :
X = VΛWT , (9.1)
where V is P × N one-sided orthogonal matrix
(VTV = IP ) , Λ is N × N diagonal matrix and W is
N × N orthogonal matrix (WWT = WTW = I; will
assume for simplicity that rank(X) = M = N <= P ).
Note that he matrix W is the same matrix as in oscillator
discussion (C.10). Due to the orthogonality of V and W,
one has for the two different Gram matrices, introduced
in (3.10) and (3.15):
G′ = XXT = VΛ2V
T
, (9.2)
G = XTX = WΛ2W
T
. (9.3)
The matrix W (resp. V) define an orthogonal trans-
formation in the training observables space W : O → O
(resp. in the training observations space V : O′ → O′) -
see Section 3 for details:
W : xi → yi =
N∑
j=1
xjWji (9.4)
V : xµ → y′µ =
P∑
ν=1
Vνµxν . (9.5)
They can be expressed as matrix multiplications if one
switched from training observables to observations and
vice versa:
W : xµ → yµ = xµW =
{
N∑
j=1
xµjWji
}
i=1...N
(9.6)
V : xi → y′i = VTxi =
{
P∑
ν=1
Vνµxνi,
}
µ=1...P
(9.7)
or in terms of the full training matrix X:
W : X→ Y = XW (9.8)
V : X→ Y′ = VTX, (9.9)
where Y is P × N matrix, Y′ is N × N matrix. The
orthogonality of the new basis of observations (resp. ob-
servables) in the plain Euclidean metric follows directly
from (9.3) (resp.(9.2)):
yTi yj = λ
2
i δij ⇔ YTY = Λ2 ⇔
⇔ (XW)T (XW) = Λ2 (9.10)
y′µy
′T
ν = λ
2
µδµν ⇔ Y′Y′T = Λ2 ⇔
⇔ (VTX)(VTX)T = Λ2 (9.11)
y′µ(yi) = λiδµi ⇔ VTXW = Λ. (9.12)
The norms of both sets of new basis vectors are given by
the respective singular values. These basis can be made
orthonormal if we add to the transformation a division by
the singular values (will assume for simplicity non-zero
singularity values):
X→ Y = X(WΛ−1) (9.13)
X→ Y′ = (VΛ−1)TX (9.14)
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and then:
yTi yj = δij (9.15)
y′µy
′T
ν
= δµν (9.16)
y′µ(yi) = λi
−1δµi, (9.17)
where Y is P × N matrix, Y′ is N × N matrix. It will
be convenient here to introduce also the ”quasi square
roots” of the covariance matrices i.e. define
H = ΛWT ⇒ G = HTH (9.18)
H′ = VΛ⇒ G′ = H′H′T (9.19)
In this context, the particular solution of the Dimen-
sion reduction problem is easily recognized (G. Eckart
(1936)): The n-rank matrix Xˆ, n <= N , which min-
imizes the Frobenius norm Recon Err = ||X− Xˆ||2F
from (8.10):
Xˆ = VˆΛˆWˆ
T
, (9.20)
where Wˆ (resp. Vˆ) is the N × n sub-matrix of W (resp.
P × n sub-matrix of V ) formed by the n columns of W
(resp. V) corresponding to the n largest singular values
{λi}ni=1. The physics and financial mathematics interpre-
tation of this problem are discussed in Appendix C. Be-
cause the orthogonality of Wˆ is partially preserved after
the truncation i.e. WˆTWˆ = Iˆ = In, where In is the n×n
identity matrix, this is equivalent to:
Xˆ = XWˆWˆ
T
, (9.21)
and in the training observations space:
Xˆ = VˆVˆ
T
X. (9.22)
The exact general solution for Shallow auto-encoder,
discussed in Sub-section 8.2, tied weights, and the Di-
mension reduction problem here is therefore from (9.21)
and (9.22):
W(1) = WˆSˆ,W(2) = Sˆ−1WˆT
V(1) = SˆVˆ
T
,V(2) = VˆSˆ
−1
(9.23)
for an arbitrary invertible n × n transformation Sˆ which
can be called mixing matrix. Equivalently,
Y = XWˆSˆ, Xˆ = YSˆ
−1
WˆT
Y′ = SˆVˆ
T
X, Xˆ = VˆSˆ−1Y′ (9.24)
or, in vector terms,
yµ = xµWˆSˆ, xˆµ = yµSˆ
−1
WˆT
y′i = SˆVˆ
T
xi, xˆi = VˆSˆ
−1
y′i. (9.25)
It is important to stress that the truncated rectangle ma-
trices Wˆ and Vˆ are only “quasi-orthogonal” i.e.
WˆTWˆ = In, Vˆ
T
Vˆ = In,
WˆWˆ
T ∼ IN , VˆVˆT ∼ IP , (9.26)
and the degree of non-orthogonality in the bottom prod-
ucts is proportional to the “noise” i.e. N − n. One can
easily see from (9.24) that the same quasi-orthogonality
carries over to the transition matrices:
W(2)W(1) = V(1)V(2) = In,
W(1)W(2) ∼ IN , V(2)V(1) ∼ IP . (9.27)
Very importantly, the definition (8.9) of the transition ma-
trices implies that the magnitude of the discrepancy at the
bottom inequalities above is the “error” (the Frobenius
norm (8.10)) ||X− Xˆ||2F between X and Xˆ, in the exact
solution. In some sense, through “mixing”, the error, due
to the truncation from N to n dimensions, is spread out
across all N dimensions (in the case of observables). As
n gets smaller and smaller, the product W(1)W(2) devi-
ates more and more from the identity matrix IN , both on
and off the diagonal.
We show in Figure 34 the product WˆWˆ
T
=
W(1)W(2) for the MNIST dataset for two cases: n = 100
and n = 20 N = 784.
Surprisingly, there is an order of magnitude deviation
from IN , for the diagonal elements. The sorted diagonal
elements themselves and the respective off-diagonal ele-
ments are plotted in Figure 35. The diagonal elements
correspond to the amount of original information retained
in a given pixel. The Dimension reduction introduces
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Figure 34: The matrix product WˆWˆ
T
= W(1)W(2)
of Dimension reduction mapping in observables space,
which is supposed to approximate IN , for n = 100 (top)
and n = 20 (bottom), for the first 5,000 MNIST im-
ages (P = 5, 000;N = 784). Although the product is
quasi-diagonal, the diagonal elements are not even re-
motely close to 1 and even negative elements pop up.
They get closer and approach 1 only for n > 500. Un-
like V(2)V(1) in the top plot of Figure 37 (no Dimension
reduction), this “approximation” of IN still looks very ho-
mogeneous. The sorted diagonal elements are plotted in
Figure 35.
Figure 35: The diagonal (solid line) and first off-diagonal
(dashed line) elements of the Dimension reduction map-
ping WˆWˆ
T
= W(1)W(2) for n = 100 (top) and n = 20
(bottom), sorted in descending order, for the first 5,000
MNIST images (i.e., P = 5, 000). The pixels with high
values on the chart retain the most from the original in-
formation. The information carried by the pixels with ze-
ros on the chart, has no connection whatsoever with their
original information.
“spacial” noise at every pixel: only a third of the infor-
mation or less (for n = 100) in a pixel corresponds to its
original information, the rest comes from its neighboring
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pixels. The more the reduction, i.e. the smaller n, the
greater the spatial spreading of information. Moreover,
for a significant number of pixels on the right-hand side
of each graph, the information carried after Dimension
reduction has no connection whatsoever with the original
information! In fact, Dimension reduction has wiped out
their information entirely. This is qualitatively different
from the space of observations , where every observations
retains some resemblance to the original, as it should be ,
and there are observations which are left completely intact
(cf. Figure 38)! The top 100 and the bottom 100 pixels,
ranked according to their diagonal element in WˆWˆ
T
are
plotted in Figure 36. Naturally, the top pixels are in the
middle and very “busy” for a typical image, while the bot-
tom ones are on the edges and hardly add any information.
The surprisingly large number of observables (pixels)
dropped out by the Dimension reduction in this example
is not a general phenomenon but is due to the inequality
between pixels and is an artifact of the MNIST dataset.14
In the typical case, when we have many more obser-
vations than observables i.e. P  N , the first inequal-
ity W(1)W(2) = IN in (9.27) will become an equality
when n = N (for the exact solution). Because of the
massive Dimension reduction (3.12) induced by X itself
when P  N , that would not be the case for the second
inequality, i.e.
W(1)W(2) = IN ,V
(2)V(1) ∼ IP , P  N = n.
(9.28)
We plot the matrix V(2)V(1) in Figure 37 for the same
MNIST images. The case n = N is on the top and it is
clearly a far cry from IP . The sorted diagonal elements
of the matrix are plotted in Figure 38. The violent drop
on the top, for N = n, is due to the Dimension reduc-
tion (3.12) from P = 5000 to N = 784 in the space of
observations. To confirm that the deviation from identity
of the diagonal elements of VˆVˆ
T
= V(2)V(1) is due to
14The statistics of the example look as follows:
||Xˆ||2F
||X||2F
=
∑n
i=1 λ
2
i∑N
i=1 λ
2
i
≈
{
0.1481
0.1930
≈ 0.76, n = 20,
0.1790
0.1930
,≈ 0.93, n = 100,
||X− Xˆ||2F ≈

≈ 0.0432, n = 20,
≈ 0.0124, n = 100,
≈ 0.00028, n = 500.
Figure 36: The top 100 (top) and the bottom 100 (bottom)
pixels, in the ranking from Figure 35, plotted in black in
the standard 28 x 28 MNIST grid (P = 5, 000;n = 100).
the Dimension reduction (3.12) induced by X itself when
P  N , we plot them sorted again in Figure 39 but this
time for P = 1000 ≈ N . Unlike the space of observ-
ables, even for arbitrary small n, there are no observations
which are wiped out. For n = N , there is a small num-
ber of observations which are left completely intact by the
transformation V(2)V(1) (top chart in Figure 38).
For future references, we will compute here the vari-
ous “inner products” between our data matrices, using the
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Figure 37: The matrix product VˆVˆ
T
= V(2)V(1) of
Dimension reduction (3.12) induced by X itself when
P  N , which is supposed to approximate IP , for
n = N = 784 on the top. At the bottom, we have im-
posed an additional Dimension reduction in the space of
observables i.e. n = 100. Both use the first 5,000 MNIST
images. Because P = 5, 000  N , it does not look
close to an identity matrix even for n = N (top). Un-
like W(1)W(2) in Figure 34, this “approximation” of IP
looks a lot more non-homogeneous, due to the random
order of observations in MNIST. The sorted diagonal and
first off-diagonal elements are plotted in Figure 38.
Figure 38: The diagonal (solid line) and first off-diagonal
(dashed line) elements of the Dimension reduction map-
ping VˆVˆ
T
= V(2)V(1) for n = N = 784 (top) and
n = 100 (bottom), sorted in descending order, for the first
5,000 MNIST images (i.e. P = 5, 000). The violent drop
in the top plot is due to the Dimension reduction (3.12)
induced by X itself when P  N . The effect of the ad-
ditional Dimension reduction in the space of observables,
from N = 784 to n = 100 N , is plotted at the bottom
and dampens all values down indiscriminately.
decompositions (9.2), (9.3) of G,G′ and (9.24). In par-
ticular, they give explicit expression for the reduced Gram
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Figure 39: Same as Figure 38, but for P = 1, 000 ≈
N = 784 (produced by using only the first 1,000 MNIST
images). As in Figure 38, we have n = N = 784 (top)
and n = 100 (bottom). The absence of a violent drop on
the top confirms that it emerges only when P  N and is
due to the Dimension reduction in observations space.
matrices:
Gˆ = XˆT Xˆ, (9.29)
Gˆ′ = XˆXˆT . (9.30)
i) For observables:
YTY =
∑
µ
yTµyµ = Sˆ
TWˆTXTXWˆSˆ = SˆT Λˆ2Sˆ,
YTX =
∑
µ
yTµxµ = Sˆ
TWˆTXTX = SˆT Λˆ2WˆT ,
YT Xˆ =
∑
µ
yTµ xˆµ = Y
TYSˆ−1WˆT = SˆT Λˆ2WˆT ,
XˆT Xˆ =
∑
µ
xˆTµ xˆµ = WˆSˆ
−1TYTYSˆ−1WˆT = WˆΛˆ2WˆT ,
XT Xˆ =
∑
µ
xTµ xˆµ = X
TYSˆ−1WˆTWˆΛˆ2WˆT ,
YˆT Xˆ =
∑
µ
yˆTµ xˆµ = Sˆ
TWˆT XˆTX = SˆT Λˆ2WˆT ,
(9.31)
ii) For observations:
Y′Y′T =
∑
i
y′iy
′T
i = Sˆ
T VˆTXXT VˆSˆ = SˆT Λˆ2Sˆ,
Y′XT =
∑
i
y′ix
T
i = Sˆ
T VˆTXXT = SˆT Λˆ2VˆT ,
Y′Xˆ
T
=
∑
i
y′ixˆ
T
i = Y
′Y′T Sˆ−1VˆT = SˆT Λˆ2VˆT ,
XˆXˆ
T
=
∑
i
xˆixˆ
T
i = VˆSˆ
−1
Y′Y′T Sˆ−1T VˆT = VˆΛˆ
2
VˆT ,
XXˆ
T
=
∑
i
xixˆ
T
i = XY
′T Sˆ−1T VˆT = VˆΛˆ
2
VˆT ,
Yˆ′Xˆ
T
=
∑
i
yˆ′ixˆ
T
i = Sˆ
T VˆT XˆX
T
= SˆT Λˆ2VˆT .
(9.32)
In particular, when Sˆ is diagonal, the column vectors {yi}
of y are orthogonal among themselves and so are the row
vectors {y′µ} of y′. As we will see below, the diagonal-
ity of Sˆ is not a necessary condition for orthogonality of
{yi}.
One can also introduce Hˆ,Hˆ′ as the “truncated” ver-
sions of the “quasi square root” matrices introduced in
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(9.18), (9.19) of dimensions n × N and P × n respec-
tively:
Hˆ = ΛˆWˆ
T
(9.33)
Hˆ′ = VˆΛˆ. (9.34)
One can check that, in the sense of the approximate “iden-
tities” (9.26), (9.27), one has
HˆT Hˆ ∼ G, HˆHˆT = Λˆ2 (9.35)
Hˆ′Hˆ′
T ∼ G′, Hˆ′T Hˆ′ = Λˆ2. (9.36)
9.2 Special choices for the mixing matrix.
We will now go back to the exact linear-algebraic solution
and put under the microscope some special choices for
the (in general) arbitrary n × n invertible mixing matrix
Sˆ introduced in (9.23). For brevity, we will present the
choices in the space of observables only:
Scenario (a) : Sˆ = I,
Scenario (b) : Sˆ = Λˆ−1, (9.37)
Lets us also consider the same two choices but, more gen-
erally, multiplied on the right by an arbitrary orthogonal
matrix Rˆ = (Rˆ
T
)−1 :
Scenario (c) : Sˆ = Rˆ
T ⇔W(2) = W(1)T ,
Scenario (d) : Sˆ = Λˆ−1Rˆ. (9.38)
Note that, very importantly, Scenario (c) is the most gen-
eral possible scenario of tied weights i.e. W(2) = W(1)T
in O and V(2) = V(1)T in O′. In what follows, the equa-
tions for either scenario will carry the resp suffix (a), (b),
(c), (d). As above, we will continue to treat separately the
space of observables and observations.
i) For observables:
One gets directly from (9.23) for the resp. scenarios,
W(1) = Wˆ,W(2) = WˆT , (9.39a)
W(1) = WˆΛˆ
−1
= Hˆ−1,W(2) = ΛˆWˆ
T
= Hˆ,
(9.39b)
W(1) = WˆRˆ
T
,W(2) = RˆWˆ
T
, (9.39c)
W(1) = WˆΛˆ
−1
Rˆ = Hˆ−1Rˆ, W(2) = RˆT Hˆ (9.39d)
and hence,
Y = XWˆ = VˆΛˆ = Hˆ′, (9.40a)
Y = XWˆΛˆ
−1
= XHˆ
−1
= Vˆ, (9.40b)
Y = Hˆ′Rˆ
T
, (9.40c)
Y = VˆRˆ , (9.40d)
(see (9.34) for the definition of the quasi square root ma-
trix Hˆ′ and recall that Vˆ is the P × n sub-matrix of V
formed by the n columns of V corresponding to the n
largest singular values ). From (9.31) one gets the Eu-
clidean inner products of the column vectors in the latent
layer:
yTi yj = λ
2
jδij , (9.41a)
yTi yj = δij , (9.41b)
yTi yj = {RˆΛˆ
2
RˆT }ij , (9.41c)
yTi yj = δij , (9.41d)
where δij = 1 for i=j, δij = 0 for i 6= j and {λi} are the
diagonal elements of Λ. The equations in Scenario (d) are
boxed because they encapsulate the most general scenario
of orthonormal observables Y in the hidden layer.
For future references, lets compute the self-products of
the transition matrices in different scenarios:
W(1)TW(1) = In,W
(2)W(2)T = In, (9.42a)
W(1)TW(1) = Λˆ−2,W(2)W(2)T = Λˆ2, (9.42b)
W(1)TW(1) = In,W
(2)W(2)T = In, (9.42c)
W(1)TW(1) = RˆT Λˆ−2Rˆ,W(2)W(2)T = RˆT Λˆ2Rˆ
(9.42d)
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Similarly, for the permuted self-products:
W(1)W(1)T ∼ IN ,W(2)TW(2) ∼ IN , (9.43a)
W(1)W(1)T ∼ G−1,W(2)TW(2) ∼ G, (9.43b)
W(1)W(1)T ∼ IN ,W(2)TW(2) ∼ IN , (9.43c)
W(1)W(1)T ∼ G−1,W(2)TW(2) ∼ G , (9.43d)
The “approximate” sign “∼” means “similar in the sense
of (9.27)” (recall the”quasi-square root” approximate de-
composition (9.35) of G).
ii) For observations:
Similarly to above, from (9.23) ,
V(1) = VˆT ,V(2) = Vˆ, (9.44a)
V(1) = Λˆ−1VˆT = Hˆ′
−1
,V(2) = VˆΛˆ = Hˆ′, (9.44b)
V(1) = RˆT VˆT ,V(2) = VˆRˆ , (9.44c)
V(1) = Λˆ−1RˆVˆ
T
,V(2) = VˆRˆ
T
Λˆ, (9.44d)
and hence,
Y′ = VˆTX = ΛˆWˆ
T
= Hˆ, (9.45a)
Y′ = Λˆ−1VˆTX = Hˆ′
−1
X = WˆT , (9.45b)
Y′ = RˆT VˆTX = RˆT Hˆ , (9.45c)
Y′ = Λˆ−1RˆVˆ
T
X. (9.45d)
From (9.32) , one gets the Euclidean inner products of the
column vectors in the hidden layer:
y′µy
′T
ν = λ
2
νδµν , (9.46a)
y′µy
′T
ν = δµν , (9.46b)
y′µy
′T
ν = {RˆT Λˆ2Rˆ}µν , (9.46c)
y′µy
′T
ν = {Λˆ−1RˆΛˆ
2
RˆT Λˆ−1}µν . (9.46d)
For future references, let us compute the self-products
of the transition matrices in different scenarios.
V(1)V(1)T = In,V
(2)TV(2) = In, (9.47a)
V(1)V(1)T = Λˆ−2,V(2)TV(2) = Λˆ2, (9.47b)
V(1)V(1)T = In,V
(2)TV(2) = In , (9.47c)
V(1)V(1)T = Λˆ−2,V(2)TV(2) = Λˆ2, (9.47d)
(recall the”quasi-square root” decomposition (9.36) of
Gˆ′). Similarly, for the permuted self-products:
V(1)TV(1) ∼ IP ,V(2)V(2)T ∼ IP , (9.48a)
V(1)TV(1) ∼ G′−1,V(2)V(2)T ∼ G′, (9.48b)
V(1)TV(1) ∼ IP ,V(2)V(2)T ∼ IP , (9.48c)
V(1)TV(1) ∼ VˆRˆT Λˆ−2RˆVˆT ,
V(2)V(2)T ∼ VˆRˆT Λˆ2RˆVˆT . (9.48d)
The “approximate” sign “∼” means “similar in the sense
of (9.27)” (recall the”quasi-square root” decomposition
(9.36) of Gˆ′).
9.3 Duality and orthogonality.
A comparison between (9.40d) and (9.44c), on the one
hand, and (9.39d) and (9.45c) on the other, reveals a nice
duality between the hidden nodes in one of the two train-
ing spaces (O orO′) and the decoding matrix, for Scenar-
ios (c) and (d) (the dualty for Sub-scenarios (a) and (b)
is listed below, in (9.50)):
Y from (d) in O = V(2) from (c) in O′,
W(2) from (d) in O = Y′ from (c) in O′. (9.49)
In other words, when the Dimension reduction problem is
exactly solved, the decoding transition matrix W(2) in the
space of observables for Scenario (d) coincides with the
observations Y′ in the hidden layer in the space of obser-
vations for Scenario (c). But as already emphasized after
the definition (9.38), and as the boxed formulas above for
V(2) confirm, Scenario (c) is always true, as long the ob-
servation weights are tied i.e. V(2) = V(1)T in O′.
On the other hand, as seen in (9.41d), the latent ob-
servables Y in Scenario (d) are orthonormal. This is a
highly-nontrivial and often desirable feature which is hard
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Algorithm 1 Othogonalization algorithm for observables
(in O):
Input: X
Initialize:
i) weights:
In O′ : V(2)(0) = V(1)T (0) random ,
In O : W(2)(0) = Y′(0), W(1) not used
ii) layers:
In O′: X(0) = X,
In O: Y(0) = V(2)(0)
repeat
for m = 1 to M do
In O′ : back-propagation,
In O : W(2)(m) = W(2)(m) + ∆Y′(m)
Y(m) = Y(m) + ∆V(2)(m)
end for
until
In O′ : V(1)V(2) = V(2)TV(2) = Iˆn ⇔
In O : YTY = Iˆn
to achieve organically in numerical algorithms. The or-
thogonalization algorithm is in Algorithm 1.
For completeness, we also list below the duality be-
tween Scenarios (a) and (b):
Y from (a) in O = Vˆ(2) from (b) in O′,
Y from (b) in O = Vˆ(2) from (a) in O′,
Y′ from (a) in O = Wˆ(2) from (b) in O′,
Y′ from (b) in O = Wˆ(2) from (a) in O′. (9.50)
Alternatively, if the goal is to achieve orthogonality for
the hidden observations in O′, a “dual” to the above algo-
rithm has to be followed, with Scenario (d) replaced by:
Scenario (d’): Sˆ = RˆΛˆ
−1
.
10 Numerical optimization.
In practical applications, the dimensions of the training
matrix X could be in the thousands or millions, so, exact
algebraic solutions as above are not really feasible. The
transition matrices will likely be determined iteratively
and thus “evolve” in optimization time.
10.1 Target identities for numerical opti-
mization.
As a prelude to the numerical estimation methods for
W(1) and W(2), let us highlight some interesting phe-
nomena emerging in the exact solution (9.31), (9.32) 15.
The observables in the hidden layer i.e. the column
vectors of Y are orthogonal to the reconstruction error
Xˆ−X because, according to the second and third of
(9.31), one has:
YT(Xˆ−X) = YT∆X = 0, (10.1)
where
∆X := Xˆ−X. (10.2)
Intuitively, if the solution is exact, the error is confined to
the subspace spanned by the N - n eigenvectors of XTX
corresponding to the N - n smallest eigenvalues (and sim-
ilarly for observations).
10.1.1 Case of general un-tied weights.
In an iterative numerical scheme, the reconstruction error
X− Xˆ at iterative step m16 is given by (10.2) and Figure
40:
∆X(m) = X(m)−X(0) (10.3)
and the above exact solution can be rewritten at stepm as:
YT (m)∆X(m) = 0. (10.4)
The minimization of this inner products via incremental
changes of W(1) and W(2) is the objective of the numer-
ical method: at iteration m, W(1) is assumed known and
W(2) is adjusted by an incremental amount ∆W(2)(m)
= W(2)(m + 1) −W(2)(m), so as to minimize the left
hand side of (10.4) i.e.
∆W(2)(m) = −δYT (m)∆X(m) (10.5)
for a small “learning parameter” δ. To complete the itera-
tive step, one then assumes W(2) fixed and adjusts W(1).
15For brevity, we will focus on observables only, in the absence of
random sampling.
16Note that the iterative stepm in a numerical optimization procedure
is not to be confused with the iterative step j in the tied layer nets (Sub-
section 8.1).
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10.1.2 Case of tied weights.
In this case, we can not optimize the two weight matrices
independently. Instead, we want to construct an identity
similar to (10.1) which involves both the reconstruction
error ∆X := Xˆ−X and the “propagated” reconstruction
error in the latent layer ∆Y := Yˆ −Y = XˆW(1) −Y.
To accomplish this, note that we can reduce the sum of
suitable inner products of the two errors to the difference
of XTY and XˆTYˆ, which are equal in the exact solution
(9.31):
∆XTY + XˆT∆Y =
= (XˆT −XT )Y + XˆT (Yˆ −Y) =
= −XTY + XˆT Yˆ = 0, (10.6)
or, after expanding the left-hand side:
(−XTX + XˆT Xˆ)W(1) =
= (−G + Gˆ)W(1) =
= ∆GW(1) = 0, (10.7)
for ∆G = Gˆ − G. These identities can be re-written
using an iteration index m, instead of the hat symbol,
∆XT (m)Y(m) + XT (m)∆Y(m) =
(XT (m)−XT (0))Y(m)+
+ XT (m)(X(m)W(1)(m)−Y(m)) =
= XT (m)X(m)W(1)(m)−XT (0)Y(m) = 0,
(10.8)
which in expanded form renders:(
XT (m)X(m)−XT (0)X(0))W(1)(m) =
= (G(m)−G(0))W(1)(m) =
= ∆G(m)W(1)(m) = 0, (10.9)
for ∆G(m) = G(m) −G(0). This is the weight update
term for the Restricted Boltzmann Machine (cf. (10.22)).
10.1.3 Case of incremental tied weights.
Assume that instead of (10.3), the reconstruction error
∆X at stepm, is given by an incremental change ∆X(m)
= X(m + 1) −X(m) and Y(m) = X(m)W(1)(m). In
equlibrium, the iteration steps m and m + 1 are approxi-
mately equal, therefore:
∆XT (m)Y(m) + XT (m+ 1)∆Y(m) =
(XT (m+ 1)−XT (m))Y(m)+
+ XT (m+ 1)(Y(m+ 1)−Y(m)) =
= −XT (m)Y(m) + XT (m+ 1)Y(m+ 1) ≈ 0,
(10.10)
or, in expanded form, ignoring the higher order difference
between W(1)(m) and W(1)(m+ 1):(−XT (m)X(m) + XT (m+ 1)X(m+ 1))W(1)(m) =
= (−G(m) + G(m+ 1))W(1)(m) =
= ∆G(m)W(1)(m) ≈ 0, (10.11)
where we changed the definition of ∆G(m) to be instead
the incremental change G(m+ 1)−G(m).
In each of the tied weight cases, W(1) changes in it-
eration step m with an incremental amount ∆W(1)(m)
= W(1)(m+ 1)−W(1)(m) so as to minimize (10.9) or
(10.11) i.e.
∆W(1)(m) = −δ∆G(m)W(1)(m) (10.12)
for a small “learning parameter” δ.
10.2 Minimizing reconstruction error:
back-propagation from Variational
Calculus.
Let us introduce an iteration step index a.k.a. an optimiza-
tion time index m = 0, 1, 2, ... and rewrite the decoding
and encoding stage of the Shallow auto-encoder from Sec-
tion 8, using the optimization index (and Figure 40):
X = X(0),
Y = Y(m) = X(0)W(1)(m)
Xˆ = X(m) = Y(m)W(2)(m),
Gˆ = XTXˆ = G(m). (10.13)
In back-propagation, one starts typically with random
weights/biases and the goal is to decrease at every step
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1.Input Layer:
X(0)
2.Latent Layer:
Y(m)
3.Output Layer:
X(m)
Step m
W(1)(m)
W(2)(m)
1.Input Layer:
X(0)
2.Latent Layer:
Y(m + 1)
3.Output Layer:
X(m + 1)
Step m+1
W(1)(m+ 1)
W(2)(m+ 1)
Figure 40: Shallow auto-encoder in optimization time.
the reconstruction error Recon Err(m) from (8.10):
Recon Err(m) = Tr
{
∆X(m)∆X(m)T
}
(10.14)
where ∆X(m) = X(m)−X(0). This is accomplished by
modifying W(1)(m) and W(2)(m) at every time step and
hopefully reaching an equilibrium after sufficiently many
steps M .
10.2.1 Case of general un-tied weights.
One can describe the minimization of Recon Err
(10.14), subject to the constraints (10.13), as the mini-
mization of the action functional S(X,W,Z):
S(X,W,Z) = Tr
M∑
m=1
{
1
2
∆X(m)∆X(m)T +
+ Zˆ(m)
(
X(m)−Y(m)W(2)(m)
)T
+
+ Z(m)
(
Y(m)−X(0)W(1)(m)
)T}
,
(10.15)
for some, yet to be determined, Lagrangian coefficients
Zˆ(m) ∈ RP×N , Z(m) ∈ RP×n, m = 0, 1, 2, ...,M.
Note that the Trace is taken on matrices of size P × P
i.e. operators in the space of observations. In the con-
tinuous limit, the sum Σm becomes an integral in the tra-
ditional sense of variational calculus, Gelfand & Fomin
(1963) (see in particular Appendix II, where optimal con-
trol problem is discussed).
The stationary solutions are found by zeroing the par-
tial derivatives of our action with respect to the “opera-
tors” X,W,Z and their “derivatives”. But our functional
does not have explicit finite differences which are the dis-
crete analogue of derivatives (∆X is not a finite differ-
ence in time). Taking partial derivatives of the action17,
one easily gets for the stationary solution:
∂S
∂X(m)
= Zˆ(m) + (X(m)−X(0)) = 0,
∂S
∂Y(m)
= Z(m)− Zˆ(m)W(2)(m)T = 0,
∂S
∂W(2)(m)
= −Y(m)T Zˆ(m) = 0,
∂S
∂W(1)(m)
= −X(0)TZ(m) = 0. (10.16)
Note that, contrary to (10.15), where we have operators
in the space of observations, the partial derivatives with
respect to W(1)(m) and W(2)(m) are operators in the
space of observables. From the first equation, the Lagra-
nian vector-coefficient −∆X(m) = Zˆ(m) is the negative
reconstruction error vector (whose norm we are seeking
to minimize) at the output layer, for every m. From the
second equation:
Z(m) = Zˆ(m)W(2)(m)T , (10.17)
hence, we can interpret the Lagrangian coefficients Z(m),
m < M, as the “back-propagated” reconstruction error,
using for back-propagation the transpose transition oper-
ator. It is important to stress that this is NOT a back-
propagarion in time but merely in the layers of our net!
From the last two equation in (10.16), one deduces the
updating equations for the weight matrices at step m:
∆W(2)(m) = −δY(m)T∆X(m)
∆W(1)(m) = −δX(0)TZ(m) (10.18)
17We use standard matrix calculus to take derivatives of Tr() of matrix
products.
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for a small δ, reconstruction error −∆X(m) = Zˆ(m) as
above, and back-propagated reconstruction error.
The zeroing of partial derivatives at a fixed point of
time t = m was done in LeCun (1988)18.
10.2.2 Case of tied weights: Restricted Boltzman
Machine.
In the special case when W(2)(m)T = W(1)(m), the
N × n partial derivative with respect to the only weight
matrix W(1) becomes:
∂S
∂W(1)(m)
= −Zˆ(m)TY(m)−X(0)TZ(m) = 0.
(10.19)
Because ∆X(m) = −Zˆ(m), ∆Y(m) = −Z(m), where
∆Y(m) = X(m)W(1)(m) − Y(m), from (10.16),
(10.17), this being approximately zero translates into:
∆W(1)(m) ≈ −δ (∆X(m)TY(m) + X(0)T∆Y(m)) ,
(10.20)
for a small δ. Up to the higher order term
∆X(m)T∆Y(m) and (10.13), this can be expressed as:
∆W(1)(m) ≈
≈ −δ (∆X(m)TY(m) + X(m)T∆Y(m)) ≈
≈ −δ
(
−X(0)TX(0)W(1)(m) + X(m)TX(m)W(1)(m)
)
,
(10.21)
the last line resulting from the cancellation of the term
X(m)TY(m). This is the update rule of the Restricted
Boltzmann Machine, Hinton et al. (2006). It can be
approximately expressed in terms of the Gram matrix
G(m) = X(m)TX(m) as in (10.9):
∆W(1)(m) ≈ −δ∆G(m)W(1)(m), (10.22)
for ∆G(m) = G(m)−G(0).
18In this reference, the letter m is used to denote the index of the
hidden layers of a multi-layered network and NOT iterative optimization
steps, as we do. We have only one hidden layer here and do not need an
extra index for the separate layers.
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A Error function.
We will provide the more detailed formulas for the error
function from Section 8.
In expanded form, one can re-write the reconstruction
errors introduced in (8.10)- (8.12) as (recall that {xi}Ni=1
are column-vectors in RP and {xµ}Pµ=1 are row-vectors
in RN ):
Recon Err =
N∑
i=1
(xi − xˆi)T(xi − xˆi) =
P∑
µ=1
(xµ − xˆµ)(xµ − xˆµ)T, (A.1)
Recon Err(W(1),W(2)) =
=
P∑
µ=1
(xµ − xµW(1)W(2))(xµ − xµW(1)W(2))T =
=
N∑
i=1
(xi −
∑
jk
xkW
(1)
kj W
(2)
ji )
T (xi −
∑
jk
xkW
(1)
kj W
(2)
ji )
(A.2)
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Recon Err(V(1),V(2)) =
=
N∑
i=1
(xi −V(2)V(1)xi)T (xi −V(2)V(1)xi) =
=
P∑
µ=1
(xµ −
∑
νκ
V (2)µν V
(1)
νκ xκ)(xµ −
∑
νκ
V (2)µν V
(1)
νκ xκ)
T .
(A.3)
B Back-propagation and partial
derivatives of error function.
We will show how back-propagation naturally arises
when partial derivatives of error function w.r.t. weight
matrices are zero.
The differential of the error Err(W(1),W(2)) from
(8.10), (8.11), as a function of W(1) and W(2), can be
written as:
dErr = Tr
{
∂Err
∂W(1)
dW(1) +
∂Err
∂W(2)
dW(2)
}
, (B.1)
where,
∂Err
∂W(1)
T
= −2(XW(2)T )T (X− Xˆ), (B.2)
∂Err
∂W(2)
T
= −2YT (X− Xˆ), (B.3)
the first equation above being the product of our layer XT
and the ”back-propagated error” (X− Xˆ)W(2)T .
The iterative algorithm for computing the transition
matrices is given by:
∆W(1) = −δ ∂Err
∂W(1)
T
(B.4)
∆W(2) = −δ ∂Err
∂W(2)
T
, (B.5)
for some small δ and partial derivatives given by (B.2),
(B.3). Obviously this process can continue backwards if
our network had more than two layers.
C Dimension reduction with oscilla-
tors. Financial Mathematics in-
terpretation.
We will rephrase here the problem of Dimension reduc-
tion from Section 9 in both physics and financial mathe-
matics terms.
Lets start by interpreting each of the P-dimensional ob-
servables (vector-columns) {xi}Ni=1 as 1-dimensional in-
teracting quasi-particles. Each of the observations (row-
vectors) {xµ}Pµ=1 are discrete snapshots in otherwise con-
tinuous time of the locations of the N quasi-particles i.e.
the index µ plays a role of discrete time. The Dimen-
sion reduction problem from Section 9 is now the prob-
lem of finding n ”synthetic” quasi-particles (n < M =
rank(x) < min(P,N)) which ”approximate” best the
original N quasi-particles i.e. retain most of the energy of
the original system. There is a natural financial mathemat-
ics equivalent: simply think of the observables {xi}Ni=1 as
”assets”. The financial formulation of the problem from
Section 9 is to ”replicate” any portfolio of the N origi-
nal assets with only n ≤ N new ”synthetic” assets i.e.
assets which are in turn portfolios of the original assets,
Alexander & Dimitriu (2002). Replication is in the sense
of minimizing the variance of the difference portfolio.
Understanding the true dynamics in time i.e in the in-
dex of observations µ is the ultimate goal. Here we will
consider a toy model of oscillators with non-interacting
masses i.e. Euclidean kinetic energy and potential energy
given by the Gram matrix G of the training observables
from (3.15). The oscillator has among other benefits the
property that its energy is proportional to the trace of the
variance of its coordinates. The comparison of its auto-
covariance matrix against the Gram matrix of observa-
tions G′ will give us a perspective of how far the dynam-
ics of the training set is from the oscillator dynamics.
Lets consider N coupled oscillator quasi-particles
given by the N observables (column-vectors) {xi}Ni=1,
each of them thought of as 1-dimensional oscillator quasi-
particle, with pairwise interaction (potential energy) given
by their Gram matrix G = XTX (or its inverse)
and non-interacting momenta. Every ”synthetic” quasi-
particle now is a super-position of the observables i.e. P-
dimensional column-vector (using the basis {eµ}Pµ=1, in-
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troduced in Section 3):
q =
N∑
i=1
qixi =
P∑
µ=1
qµeµ, (C.1)
where, by (3.5):
qµ =
N∑
i=1
Xµiqi. (C.2)
The squared norm is given by the definition (3.15) and
(C.2):
||q||2 = qTq =
P∑
µ=1
q2µ =
N∑
i,j=1
Gijqiqj , (C.3)
or:
||q||2 =
N∑
i,j=1
G−1ij qiqj . (C.4)
We will replace the discrete ”time” index µ with
a continuous time parameter t i.e. think of our
momenta and coordinates as the usual functions
of time {pi(t), qi(t)}, i = 1, ..., N . The row-
vectors p(t) = {p1(t), p2(t), ..., pN (t)} and q(t) =
{q1(t), q2(t), ..., qN (t)} become observations at a fixed
point of time t.Conversely, for a fixed i, pi(.) and qi(.) are
observables and can be thought of as column-vectors in
infinite dimensional space of continuous time. This model
has a natural financial mathematics equivalent: think of
the quasi-particle q as a ”portfolio” of the assets with
weights given by the column-vector {qi}Ni=1 and variance
||q||2.
Let us start with the free-momenta Hamiltonian of the
oscillator quasi-particle with non-interacting momenta:
H(p,q) = 1
2
N∑
i=1
p2i +
1
2
N∑
i,j=1
G
(−1)
ij qiqj . (C.5)
For simplicity, we will use in the future the metric (C.3)
for interaction of quasi-particles.
The variation Principle of Least Action postulates that
the equations of motion minimize the action, given by:
S =
∫ N∑
i=1
piq˙i −H(p,q)dt, (C.6)
and from it, one easily derives the familiar Lagrangian
equations for the coordinates:
q¨i +
N∑
j=1
Gijqj = 0, i = 1, ..., N. (C.7)
For simplicity of the presentation, we will assume that the
rank M of the training matrix is full i.e. M = N ≤ P .
Lets recall that for given initial conditions p(0), q(0), the
one-dimensional oscillator q¨ + λ2q = 0 has a solution
which in matrix terms is:(
p(t) q(t)
)
=
(
p(0) q(0)
)( cos(λt) 1λ sin(λt)−λ sin(λt) cos(λt)
)
.
(C.8)
The solution of our multi-dimensional oscillator
is a straightforward generalization for the row-
vectors p(t) = {p1(t), p2(t), ..., pN (t)} and q(t)
= {q1(t), q2(t), ..., qN (t)} at a given time t:(
p(t) q(t)
)
=(
p(0) q(0)
)( cos(√Gt) √G−1 sin(√Gt)
−√G sin(√Gt) cos(√Gt)
)
,
(C.9)
where
√
G is defined as WΛWT, where G =
WΛ2WT is the usual Singular value decomposition
(Sub-section 4.3) of G and the trigonometric matrix func-
tions are resp. the real and imaginary part of the exponen-
tial ei
√
Gt, Ford et al. (1965). The matrix Λ2 is diagonal
with real valued diagonal elements ordered in descending
order λ21 ≥ λ22, ... ≥ λ2N ≥ 0 and W is orthogonal i.e.
W :=

w11 w12 ... w1N
w21 w22 ... w2N
. . ... .
wN1 wN2 ... wNN
 ,WWT = I.
(C.10)
One can easily verify that the N orthogonal column-
vectors wk = {w1k, w2k, ..., wNk}T of W are eigenvec-
tors (or ”eigenstates” or ”eigen quasi-particles”) of the
Gram matrix G with λ2k are the respective eigenvalues i.e.
they solve the equation:
Gwk = λ
2
kwk, k = 1, ..., N. (C.11)
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Because ei
√
Gt = WeiΛtWT, one can factorize the solu-
tion (C.9) and rewrite it in pure diagonal form as follows:(
p(t)W q(t)W
)
=(
p(0)W q(0)W
)( cos(Λt) Λ−1 sin(Λt)
−Λ sin(Λt) cos(Λt)
)
,
(C.12)
There is an obvious canonical transformation {pi, qi} →
{p˜k, q˜k} :
W : p(t)→ p˜(t) = p(t)W
q(t)→ q˜(t) = q(t)W⇔
q˜k(t) = fk(q(t)) =
∑
i
qi(t)Wik, k = 1, ..., N, (C.13)
with a dual transformation in the space of observables:
W : xi →
N∑
j=1
xjWji (C.14)
The respective generating function Φ(q,p) is of Type 2:
Φ(q,p) =
N∑
k=1
fk(q)p˜k (C.15)
In standard calculus of variations, Gelfand & Fomin
(1963), this is equivalent to modifying the action (C.6)
by adding the generating function (C.15) where the sum-
mands can be thought of as Lagrange constraints:
S =
∫ N∑
i=1
piq˙i −H(p,q)dt+
N∑
k=1
fk(q)p˜k
=
∫ N∑
i=1
p˜i ˙˜qi −H(p˜, q˜)dt (C.16)
In the new coordinates {p˜k, q˜k}, k = 1, ..., N , the Hamil-
tonian is diagonalized i.e. we have a superposition of in-
dependent oscillations:
H(p˜, q˜) = 1
2
N∑
k=1
p˜2k +
1
2
N∑
k=1
λ2kq˜kq˜k. (C.17)
We are ready to deal with the free-momenta Dimension
reduction problem in energy terms (as articulated in Sec-
tion 9). The conserved total energy of the quasi-particle
equals its potential energy 12
∑N
i,j=1Gijqiqj . In particu-
lar, in the k-th principal state, the energy is λ
2
k
2 . In general,
our quasi-particle is found in a super-position of its prin-
cipal states, given by some arbitrary superposition vector
{ξi}Nk=1 of unit norm ξT ξ = 1, with respective energy
proportional to:
E(ξ) ∼ 1
2
N∑
k=1
ξiλ
2
i . (C.18)
The maximum contribution to energy comes from the n-
dimensional subspace spanned by n eigenvectors corre-
sponding to the n largest eigenvalues λ21 ≥ λ22 ≥ ...λ2n i.e.
by the column vectors of the matrix:
Wˆ :=

w11 w12 ... w1n
w21 w22 ... w2n
. . ... .
wN1 wN2 ... wNn
 ,WˆWˆT = I.
(C.19)
We will refer to it as reduced principal space. The new
truncated Gram matrix is:
Gˆ = WˆΛˆ2WˆT (C.20)
where Λˆ2 is the diagonal matrix with diagonal elements
{λ21, λ22, ...λ2n}. Dimension reduction amounts to keeping
only the top n energy-contributing solutions from (C.9):(
pˆ(t) qˆ(t)
)
=(
p(0) q(0)
)( cos(√Gˆt) √Gˆ−1 sin(√Gˆt)
−
√
Gˆ sin(
√
Gˆt) cos(
√
Gˆt)
)
,
(C.21)
Zˆ = yˆQˆ,
yˆ = xWˆ, Qˆ = Re{eiΛˆ2t}. (C.22)
The degree of success of our Dimension reduction is mea-
sured by the proximity to 1 of the ratio R2, defined as:
0 ≤ R2 := Tr(Gˆ)
Tr(G)
=
∑n
i=1 λ
2
i∑N
i=1 λ
2
i
=
Λˆ2
Λ2
≤ 1. (C.23)
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Let us get back to part of the original coordinates via the
”partial reverse” canonical transformation:
pk = f
−1
k fk(p) = p˜Wˆ, k = 1, ..., n,
qˆk = f
−1
k fk(q) = q˜Wˆ, k = 1, ..., n,
pˆk = p˜k, k = n+ 1, ..., N,
qˆk = q˜k, k = n+ 1, ..., N. (C.24)
We have free motion in the last orthogonal N − n − 1
dimensions and the Hamiltonian of the new quasi-particle
in N dimensions is:
Hˆ(pˆ, qˆ) = 1
2
n∑
i=1
p2i +
1
2
n∑
i,j=1
Gˆij qˆiqˆj + Hˆnoise,
(C.25)
subject to constraint (see definition in (C.23)):
Hˆnoise = 1
2
N∑
i=n+1
p˜2i ≤
1
2
(Λ2 − Λˆ2). (C.26)
This is not a closed system in n dimensions: the free mo-
menta {p˜i}Ni=n+1 can take arbitrary values, subject to the
constraint in (C.26). Because the term Hˆnoise changes
the energy arbitrarily, our N -dimensional quasi-particle
can drift from one energy level to another.
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