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A Bose-Einstein condensate confined in ring shaped lattices interrupted by a weak link and pierced by an
effective magnetic flux defines the atomic counterpart of the superconducting quantum interference device: the
atomtronic quantum interference device (AQUID). In this paper, we report on the detection of current states in
the system through a self-heterodyne protocol. Following the original proposal of the NIST and Paris groups,
the ring-condensate many-body wave function interferes with a reference condensate expanding from the center
of the ring. We focus on the rf-AQUID which realizes effective qubit dynamics. Both the Bose-Hubbard
and Gross-Pitaevskii dynamics are studied. For the Bose-Hubbard dynamics, we demonstrate that the self-
heterodyne protocol can be applied, but higher-order correlations in the evolution of the interfering condensates
are measured to readout of the current states of the system. We study how states with macroscopic quantum
coherence can be told apart analyzing the noise in the time of flight of the ring condensate.
I. INTRODUCTION
Atomtronics exploits the progress in quantum technology
to realize atomic circuits in which ultra-cold atoms are ma-
nipulated in versatile laser generated or magnetic guides[1–
7]. Although atomtronic circuits quantum devices and sim-
ulators may be of a radically different type from current
technology, a fruitful starting point in the current research
has been considering ultracold matter-wave-analog of known
quantum electronic systems. With this logic, ring-shaped
condensates interrupted by one or several weak links and
pierced by an effective magnetic flux[8], have been studied
in analogy with the SQUIDs of mesoscopic superconductivity
[9–11]. Such systems, dubbed Atomtronics Quantum Inter-
ference Devices (AQUIDs), with enhanced control of noise
and low decoherence, enclose a great potential both for ba-
sic science and technology. In particular, for AQUIDs with
weak barriers and weak atom-atom interaction, hysteresis ef-
fects were evidenced[12]. In this case, the system can serve
to study the dynamics of vortices in a quantum fluid with
a new twist[13]. Such study may give important contribu-
tions to long-standing problems in quantum turbulence[14].
For stronger interactions and higher barriers, AQUIDs were
demonstrated to be governed by an effective two-level system
(qubit) dynamics[15–20].
In this paper, we consider AQUIDs in which a single weak
link is present (that, in analogy with quantum electronic de-
vices, defines the rf-AQUID); additionally, a lattice potential
along the azimuthal angle is applied[17, 18]. The resulting
device can be indeed considered as the cold atoms analogue
of the many-Josephson-junction fluxonium[21].
Depending on the conditions of the system (atomic den-
sity, atom-atom interaction, external effective magnetic flux,
strength of the weak-link), the flow of atoms in AQUIDs en-
tails physical mechanisms that may be very different in na-
ture. In the simplest situation, the current is made of atoms in
a definite (azimuthal) angular momentum state. By tuning the
effective magnetic field suitably, it is however possible to put
each particle in the ring in a superposition state of two angular
momentum states. Finally, in the qubit dynamics regime, the
current states are indeed many-particles entangled states with
macroscopic quantum coherence made of symmetric and anti-
symmetric combinations of the clockwise and anti-clockwise
flowing-states (cat states)[22].
Although the existence of the atomic current flowing in
AQUID can be detected by standard time-of-flight measure-
ment of the ring condensate[18], the analysis of the specific
features of the flowing states needs a more sophisticated con-
figuration. Specifically, the ring condensate is allowed to
interfere with a second condensate confined with Gaussian-
shaped laser beam in the center of ring. Such condensate sets
the reference for the phase winding of the ring condensate. By
in-situ measurement of the two interfering condensates, such
protocol provides, indeed, the self-heterodyne detection of the
phase of the wave function of the particles trapped in the ring
potential. With such an approach, it was demonstrated that
both the orientation and the intensity of the current states can
be detected[23–25] (see also[26]). Very recently, it was sug-
gested that similar information can be obtained by analyzing
the Doppler shift of the phonon modes caused by shrinking
the flowing condensate[27].
In such analysis the ring condensate was assumed to be in
the hydrodynamic Gross-Pitaevskii regime (weak interaction).
The read-out of the current states in AQUID is very im-
portant to be carried out for quantum simulation. At the
same time, it is a crucial step to fill for any application of
the AQUID for quantum computing. In this paper, we ap-
ply the self-heterodyne approach to read-out the current states
in rf-AQUIDs made of ring-lattice of condensates interrupted
by a single weak-link. We study the systems both in Gross-
Pitaevskii and Bose-Hubbard regimes. In the latter one, ap-
propriate for stronger atom-atom interactions, we demonstrate
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2that the standard measurement of the time evolution of the
statistical average of particle density does not reveal the main
properties of the current states (orientation and intensity of
the flow). The read out of the current states, instead, can be
done by considering the averaged density-density correlations
in two different positions of the condensates. At the same
time, our analysis provides a way to detect states with macro-
scopic quantum coherence made of superpositions of clock-
wise and and anti-clockwise flows.
The article is structured as follows. In Sect. II, we sum-
marize the main physical properties of the rf-AQUID together
with the models we exploit to describe the system. In Sect.III,
we describe the protocol leading to the heterodyne detection
of the phase in ring condensates. Similarities and difference
between the Gross-Pitaevskii and Bose-Hubbard dynamics
are discussed. In Sect.IV, we present the results we achieve.
Discussions, comments and remarks are presented in the clos-
ing Sect.V. In the appendix, we provide supplementary re-
sults on the Bose-Hubbard and Gross-Pitaevskii dynamics,
and provide the analytical calculations for the noninteracting
system we used to benchmark our results.
II. THE ATOMTRONIC QUANTUM INTERFERENCE
DEVICE
The relevant physics of the system is captured by the Bose-
Hubbard Model. The Hamiltonian reads
HBH =
M∑
i=1
[U
2
ni(ni − 1) + Λini − Ji
(
e−i2piΩ/Ma†i+1ai + h.c.
)]
(1)
where ai (a
†
i ) are bosonic annihilation (creation) operators
on the ith site of a ring with length M and ni = a
†
i ai is
the corresponding number operator. Periodic boundaries are
imposed, meaning that aM ≡ a0. The parameter U takes
into account the finite scattering length for the atomic two-
body collisions on the same site: U = 4pi~2a0
∫
dx|w(x)|4/m,
w(x) being the Wannier functions of the lattice, m the mass
of atoms and a0 the scattering length. To break the transla-
tional symmetry, there are two possible ways: Either, the hop-
ping parameters are all equal Ji = J except in one weak-link
hopping i0 where Ji0 = J
′. The other alternative, which we
choose in this paper, is to place a potential barrier at a single
site Λi = Λ and at all other sites the potential is set to zero,
with Ji = J,∀i. The two options show qualitatively the same
physics[18]. The ring is pierced by an artificial (dimension-
less) magnetic flux Ω, which can be experimentally induced
for neutral atoms as a Coriolis flux by rotating the lattice at
constant velocity [9, 28], or as a synthetic gauge flux by im-
parting a geometric phase directly to the atoms via suitably
designed laser fields [8, 29, 30]. The presence of the flux
Ω in Eq.(1) has been taken into account through the Peierls
substitution: Ji → e−i2piΩ/M Ji. The Hamiltonian (1) is man-
ifestly periodic in Ω with period 1. In the absence of the
weak-link, the system is also rotationally invariant and there-
fore the particle-particle interaction energy does not depend
on Ω. The many-body ground-state energy, as a function of
Ω, is therefore given by a set of parabolas intersecting at the
frustration points Ωn = (n + 12 ) [31, 32]. The presence of the
weak-link breaks the axial rotational symmetry and couples
different angular momenta states, thus lifting the degeneracy
at Ωn (see the Appendix E). This feature sets the qubit operat-
ing point[17, 18].
It is worth noting that the interaction U and the weak-link
strength induce competing physical effects: the weak-link sets
an healing length in the density as a further spatial scale; the
interaction tends to smooth out the healing length effect. As
a result, strong interaction tends to renormalize the weak link
energy scale[18, 33].
Assuming that the quantum dynamics of the system can be
described by the quantum dynamics of the phase of the bosons
ai ∼
√
n¯eiφi , the effective dynamics of the AQUID is governed
by [17]
Heff = Hsyst +Hbath +Hsyst-bath (2)
with
Hsyst = Un2 + 12 ELϕ
2 − EJ cos(ϕ − 2piΩ) , (3)
in which ϕ is the phase slip across the weak link, EL = J/M,
and EJ = J′. For δ  EJ/EL ≥ 1, Hsyst describes a particle
in a double well potential with the two-minima well separated
from the other features of the potential. The two parameters,
U and J′/J, allow control of the two level system. The two lo-
cal minima of the double well are degenerate for Ω = 12 . The
minima correspond to the clock-wise and anti-clockwise cur-
rents in the AQUID.
In the weak interaction regime and coherence length in the
condensate much larger than the lattice spacing, the many-
body wave function eigen-solution of Eq.(1) can be consid-
ered as a product of coherent single particle wave functions
(such conditions could be met for sufficiently shallow lattice).
This is the limit in which the system’s dynamics can be sim-
plified to obey the Gross-Pitaevskii equation. Incidentally, we
observe that, by construction, the Gross-Pitaevskii Bose fluid
cannot contain N particle entanglement (as e.g. cat states en-
tanglement). The kind of coherence possibly encoded in the
system in such regime, instead, may arise by superposition
states of single particles. The Gross-Pitaevskii equation reads
i~∂tψ(r) =
(
− ~
2
2m
∇2 + V(r) + g |ψ(r)|2 −ΩΩ0Lz
)
ψ(r) , (4)
where ψ(r) is the so called condensate wave function. The
function V(r) denotes the external trap potential, N is the to-
tal number of atoms, g = 4pi~
2a0N
m is the coupling constant,
a0 is the scattering length, N the number of atoms, Ω is
the effective flux imparted by the rotation of the weak link,
Lz = −i~
(
x∂y − y∂x
)
is the angular momentum operator, and
Ω0 =
~
mR2 is the characteristic frequency and flux quantum of
the ring.
We model the trap with a ring Gaussian potential. Modulat-
ing the potential with an azimuthal envelope allows us to add
3a lattice and a weak link. We assume a strong confinement
of the condensate in z direction, restricting the non-trivial dy-
namics to two dimensions in the x − y plane. The full expres-
sion for the potential in polar coordinates is
V(r, φ) = V0Vring(r)
(
1 + ηl sin2
( M
2
φ
)
− ηwe−
φ2
ξ2w
)
, (5)
where r and φ are the radial and azimuthal coordinates, V0 is
the strength of the trap and Vring(r) = −e−
(r−R)2
ξ2r is a ring Gaus-
sian potential with ring radius R and ring potential width ξr.
The second term in the brackets adds a lattice with n sites and
relative strength ηl. The third term adds a weak link of relative
strength ηw and angular size ξw.
We solve the normalized 2-dimensional GPE equation,
and parametrize the interaction nonlinearity with a dimen-
sionless parameter β[34]. The scattering length is then
a0 =
βσz
2
√
2piN
, where σz is the characteristic length of a
harmonic confinement in z direction. For 87Rb atoms
(a0 ≈ 100aBohr), ring radius R = 10µm, σz = 0.2R, N = 103,
radial confinement σr = 0.083R we find β = 13.3. The cor-
responding density of atoms in the ring is approximately
n = N2pi2σr2σzR = 2.4 · 1012cm−3.
To go the Bose-Hubbard regime, the lattice depth is
increased such that each lattice site is well localized.
Then, the following approximations for the Bose-Hubbard
parameters can be used: J = 4√
pi
Ers3/4 exp(−2s1/2) and
U = 8√
pi
kLa0Ers3/4, with the recoil energy Er =
~2k2L
2m , the lat-
tice depth V0, kL = pialattice , the lattice constant alattice and the
ratio s = V0Er [35]. For Rubidium atoms, R = 10µm, number
of lattice sites M = 14 and s = 10, we find J/~ = 4.1 Hz and
U/J = 1.46.
III. INTERFEROMETRIC DETECTION OF THE
CURRENT STATES
As discussed in the previous section, the atomic current is
provided by an imparted phase gradient of the wavefunction
along the ring condensate. To read-out the direction and the
intensity of the current in our lattice system, we follow the
logic originally applied in a series of works carried out by the
Maryland and Paris groups to map-out the circulating states
in continuous ring-shaped condensates[9, 12, 23, 24, 36]. Ac-
cordingly, the ring condensate is made to interfere with a
Gaussian condensate at rest, located at the center, fixing the
reference for the phase of the wavefunction. The combined
wavefunction evolves in time, interferes with itself and finally
is measured. The number of spirals gives the total number of
rotation quanta.
In the actual experiment, the condensate is imaged through
in-situ measurements. In this way, the current direction and
magnitude is well visible as a spiral pattern. The position of
the spirals depends on the relative phase between ring and the
central condensate ψ = ψring + eiφψc.
In the theoretical explanations provided so far, the mean-
field Gross-Pitaevskii equation was applied, which assumes
that the combined system is a simple product of one particle
problems in a coherent state and in a superposition of parti-
cles being in the ring and in the central condensate. In such a
state, the particle number is not conserved, and thus according
to the particle number - phase uncertainty, the phase is well
defined. The relative phase is simply a free parameter, chosen
at random (the randomness being generated by experimental
imperfections during the preparation).
However, these assumptions are not generically fulfilled. In
the experiment, the ring and central condensate are, indeed,
well separated for an extended period of time (thus the coher-
ence between the two is lost) and each of them have conserved
particle numbers. They can be described as product states of
two Fock states |Ψ〉 = |Ψr〉 ⊗ |Ψc〉. Thus, there is no a priori
defined phase between the two. A definite phase can arise
when the information about the particle number is erased. In-
deed, even if the two condensates do not have a phase relation,
a distinct, random phase results when the position of most of
the particles are measured[37, 38]. In this measurement pro-
cedure, the information from which condensate the particles
came from is erased. This implies that the relative phase is
not a property of the two condensates (or a local hidden pa-
rameter), but is determined only when the measurement is per-
formed.
In the following, we consider two separate cases in which
the ring lattice is governed by Gross-Pitaevskii or Bose-
Hubbard models.
A. Bose-Hubbard dynamics
The ring wavefunction is calculated by solving the ground
state of the Bose-Hubbard Hamiltonian, while the central con-
densate is simply a single decoupled site with Nc particles.
In a single experimental run, the spirals will be visible for
a good condensate with high number of particles. From a
theoretical point of view, such single shot results could be
generated by obtaining the many-body eigenfunctions of Eq.
(1), combining them with the wave function of the central
condensate and simulating the detection sequence of all par-
ticles of the expanding wavefunction[37, 38]. In our case,
however, the latter approach does not produce the spiral pat-
terns because the numerics are limited to a small number of
particles. To overcome this limitation, we resort to expecta-
tion values, which experimentally corresponds to take aver-
aged results over many experimental runs. Such an approach
could be particularly helpful for systems in which the vis-
ibility in single shot experiments is low. The dynamics of
the density nˆ(r, t) = ψˆ†(r, t)ψˆ(r, t) is initialized assuming that
the bosonic field operator of the system is ψˆ(r) =
∑
n wn(r)aˆn,
where wn(r) are a set of Wannier functions forming a com-
plete basis[39, 40]. In our calculation, we approximate the
full basis for wave functions living in the ambient space on
which the condensate expands with the set of Wannier func-
tions composed of Gaussians peaked at the ring lattice sites
and at its centre (the Gaussian approximation for the Wannier
functions is a well verified approximation for single site wave-
functions – see f.i. [41, 42]). For the free evolution (we are
4indeed in a dilute limit) we assume that each particle at site n
expands in two dimensions as
wn(r, t) =
1√
pi
σn
σ2n +
i~t
m
e
− (r−rn )2
2(σ2n+ i~tm ) , (6)
where σn is the width of the condensate located at the n-th
site. The dynamics of the condensates is then approximated
as ψˆ(r, t) =
∑
n wn(r, t)aˆn. We observe that such approxima-
tion works well in the situations in which the optical lattice
is assumed to be sufficiently dense in the space in which the
condensate is released (as in the release from large three di-
mensional optical lattices). In our case, we checked that the
scheme works for large ring lattices, and, at intermediate size,
in the large number of particles limit (see Appendix C). In
particular, we checked that the long time limit of the approx-
imated density 〈nˆ(r, t)〉 = 〈ψˆ†(r, t)ψˆ(r, t)〉 coincides with the
time-of-flight expansion calculated by Fourier transforming
the initial wavefunction.
Generically, it is assumed that a single shot experiment with
many particles (self-average), and the average over many real-
ization would yield the same result. Here, however, this is not
the case as every realization of the experiment has a random
phase. This phase results in an interference pattern, which is
averaged out over many repetitions. Indeed, we find that the
density operator alone does not show any interference effects.
This is consistent with the reasoning given at the beginning
of the section: As the relative phase between ring and cen-
tral condensate is determined randomly upon measurement,
the expectation value of the density operator will average over
different realizations of the spiral interference pattern, wash-
ing out the information on the current configuration structure.
As the ring and central condensate are uncoupled, there is no
uncertainty on whether a measured particle came from the ring
or the central condensate. Accordingly, the density operator,
measuring a single particle property only, cannot give infor-
mation on the interference between two condensates. This is
confirmed by Fig.9 in the Appendix. However, if we measure
two or more particles, information about the particle origin is
lost[37, 38], as the measured particles could be either from
the ring or from the central condensate. As the particle num-
ber distribution between ring and central condensate becomes
uncertain, phase certainty is gained.
As we shall demonstrate below, we, indeed, observe an in-
terference pattern in higher order density-density correlations.
We calculate the density-density covariance[37, 38, 43, 44]
cov(r, r′, t) = 〈nˆ(r, t)nˆ(r′, t)〉 − 〈nˆ(r, t)〉〈nˆ(r′, t)〉 . (7)
We also define the root of the density covariance which has
the same unit as the density to improve the contrast of the
measured interference pattern
σ(r, r′, t) = sgn(cov(r, r′, t))
√|cov(r, r′, t)| . (8)
B. Gross-Pitaevskii dynamics
In the mean-field Gross-Pitaevskii description, the relative
phase of two well separated condensates (e.g. ring and central
condensate ψ = ψring + eiφψc) is a free parameter, in contrast
to the Bose-Hubbard model. This phase factor shifts the spi-
rals in azimuthal direction in the interferometric expansion.
In experiment, this phase factor is determined randomly for
each realization of the condensate, and thus will average out
the spirals over many experimental runs. In the following, we
consider the result of a single realization with a specific value
of φ.
The ground state of the condensate in the ring potential is
found by imaginary time evolution of the Gross-Pitaevskii
equation. After that, the Gaussian central cloud is added,
the potential turned off and both ring and central condensate
freely expand.
From [25], an approximate formula for the expanding ring
condensate (for zero interaction while expanding) is given by
ψring(r, θ, t) =
(
e−
(r−R)2
2σr (t)2 ϕr(θ) + e
− (r+R)2
2σr (t)2 ϕr(θ + pi)
)
/
(
N(t)√r
)
,
(9)
with θ the angle in polar coordinates, N(t) a normal-
ization factor, ϕr(θ) the initial angular wavefunction and
σr(t)2 = σ2r +
i~t
m . Here, σr is the initial width of the radial
profile of the wavefunction. Equation 9 is valid for timescales
τB  t  τS(r), where τB = mσ
2
r
~
and τS(r) = mrR~ . τB is the
timescale of the initial ballistic expansion of the ring cloud,
while τS(r) is the timescale when the cloud acquires its far-
field behaviour (it begins to look like its initial momentum
distribution).
When t < τB r+Rσr , the second term is negligible. Inter-
ference with the expanding central cloud results in spiral
fringes. We define the characteristic time when fringes appear
τ = mRσr/~. The shape of the fringes thus allows us to read
out the phase profile of the initial state. As it is discussed be-
low, the weak link induces a discontinuity in the phase of the
initial state, resulting in the appearance of phase slips which
cause a discontinuity in the spirals.
When t > τB r+Rσr , the second term becomes significant and
interferes with the first term, resulting in the appearance of
additional circular bands. Eventually, as t → ∞, the conden-
sate evolves towards the Fourier transform of the initial state,
which corresponds to the initial momentum distribution[45].
Consistently with this theorem, we found that for suffi-
ciently weak interactions and large time scales, the conden-
sate at long times matches the momentum profile of the orig-
inal wavefunction. We find that when the central cloud is co-
expanded with the ring condensates, then the shape of the
combined condensates at intermediate time scales shows a
characteristic spiral pattern which reveals the phase winding.
IV. RESULTS
Our first goal will be pointing out the difference between
the Gross-Pitaevskii and Bose-Hubbard dynamics. Then, we
will discuss the specific spiral pattern arising when the effec-
tive magnetic field is fixed to the degeneracy point Ω = 12 . Pre-
vious studies suggest that the spiral pattern displays a specific
discontinuity at the position of the weak link. Such a discon-
5tinuity, however may reflect different states in terms of their
entanglement.
A. Bose-Hubbard interferometric measurement
The first conclusion comes from the analysis of the time
evolution of the density expectation value after the interfer-
ence with the central condensate: Consistently with the rea-
soning reported above, we observe that no spiral appears in the
density in Fig.1a. In contrast, a clear spiral pattern arises in
the density-density covariance σ(r, r′) in Fig.1b. We choose
r′ = {x′ = 0, y′ = R/2} such that it maximizes the spiral visi-
bility.
Now, we present the results at the degeneracy point Ω = 12 –
Fig.2. In this case, a step in the spirals at the weak link site
(here at the center bottom) is clearly visible for intermediate
times.
Although the interferometric pictures look similar (see
Fig.9 for the evolution of the density), different interactions
lead to current states that may be very different in nature. For
U = 0, the current is in a non-entangled superposition state,
whereas for interaction U = J in a highly entangled NOON
state. Below, we shall see how additional information on the
states can be grasped analysing the noise in the momentum
distribution of the ring condensate. Indeed, the noise for zero
momentum depends strongly on the specific entanglement be-
tween the clockwise and anti-clockwise flows. In the case
of an entangled cat state all atoms have together either zero
or one momentum quanta. A projective measurement will
collapse the wavefunction to either all atoms in the zero or
one momentum state. Averaging over many repeated mea-
surements will result in erratic statics of the measurements. In
contrast, in non-entangled single-particle superpositions, each
particle has independently either zero or one momenta quanta.
A single projective measurement will result in on average half
the atoms having zero and half the atoms having one rotation
quantum. Therefore, fluctuations averaged over many mea-
surements will be low. We define the noise of the momentum
distribution
σk(k) =
√〈nˆ(k)nˆ(k)〉 − 〈nˆ(k)〉〈nˆ(k)〉 . (10)
Having in mind a time-of-flight experiment, the optimal point
to measure the noise is at k = 0, as at this point the density
is maximal for zero rotation quanta, and zero for one or more
rotation quanta. We plot the noise of the time-of-flight image
at k = 0 without a central condensate in Fig.3. We see that the
momentum noise is minimal in a certain parameter regime in
Fig.3a. This area can provide a guide for the Gross-Pitaevskii
limit of the Bose-Hubbard model. It is given by U/J  1
and Λ/J > cU/J, where c is some constant. As soon the in-
teraction becomes larger than the energy gap induced by the
potential barrier, the noise increases. This indicates the devia-
tion from the Gross-Pitaevskii regime. Here, entangled phase
winding states of zero and one winding quantum appear. For
large interaction, the noise decreases again, however remains
higher than in the Gross-Pitaevskii regime. As we elaborate
further in the Sect.V, information about the entanglement is
also hidden in the number of particles at the site of the po-
tential barrier[18]. The noise is maximal at the degeneracy
point and when barrier and interaction are on the same order.
Changing the flux away from the degeneracy point decreases
the noise.
B. Gross-Pitaevskii interferometric measurement
In Fig.4, we plot the ring lattice condensate for different
values of flux Ω. For non-zero flux, spirals are clearly ob-
served. We point out that, in contrast with the BH dynamics
presented above, here the atom-atom interaction is kept finite
during the expansion.
As in the Bose-Hubbard dynamics, a discontinuity in the
spiral is observed at the weak link site. This discontinuity
reflects the phase jump across the weak link of the superposi-
tion state (see Figure 5). This discontinuity is slightly visible
at Ω = 0.25, indicating that there is a small contribution of
one rotation quantum in the condensate. The discontinuity is
maximal at Ω = 12 . In the polar plot, the spirals are visible as
slope in angular direction and are maximal for Ω = 1.
In Fig.6, we plot the time evolution of the condensate for
two values of the interaction.
V. DISCUSSION
In this paper, we have studied the current states in Atom-
tronic Quantum Interference Devices (AQUIDs) defined as
a ring-lattice of condensates interrupted by a weak-link and
pierced by an effective magnetic flux. The ring lattice with-
out weak-links has well defined angular momenta states, with
degeneracy between two momentum states at Ω = (2n + 1)/2.
With the weak-link, the degeneracy is lifted and the AQUID
is in a superposition state of two momenta. The interplay be-
tween the weak-link strength and interaction provides a spe-
cific crossover[18]. In particular, the AQUID can define an
effective qubit for strong enough interaction and weak-link
strength. To detect the phase configurations in the AQUID, the
ring-shaped condensate is let to interfere with a non-rotating
condensate place at the center of the ring (heterodyne phase
detection). The noise in the time-of-flight image of the ex-
panding ring condensate (without the central cloud) is ana-
lyzed. The dynamics of the combined condensates is studied
through Gross-Pitaevskii and Bose-Hubbard dynamics. As
discussed above , the Gross-Pitaevskii regime is investigated
as a single-shot expansion; the Bose-Hubbard dynamics, in-
stead, is studied through quantum mechanical expectation val-
ues (see Sect.III A).
a. Interferometric detection. For Gross-Pitaevskii
regime with small U/Λ, the spiral pattern clearly emerges
at times t < τ in the density of the expanding condensates,
for both vanishing and intermediate interaction–Fig.4,6. At
increasing times, the spiral is washed out and replaced by
a ring-shaped density, which corresponds to the Fourier
transform. The lattice acts as an azimuthal modulation of the
density along the ring. This leaves a lattice-shaped imprint
6-1
0
1
y
/R
-1
0
1
-1 0 1
x/R
0
1
-1
0
1
0
1
-1
0
1
0
1
-1
0
1
y
/R
-1
0
1
y
/R
-1 0 1
x/R
-1 0 1
x/R
-1 0 1
x/R
-1 0 1
x/R
-1 0 1
x/R
-1 0 1
x/R
-1 0 1
x/R
U
/
J
=
0
U
/
J
=
1
U
/
J
=
5
t=0.0τ t=0.3τ t=0.6τ t=1.2τ
a b
FIG. 1. Density distribution a) 〈nˆ(r)〉 and root of density-density covariance b) σ(r, r′ = {0,R/2}) of expanding atoms at times
t = 0, 0.3τ, 0.6τ, 1.2τ, with τ = mRσr/~. Calculated using Bose-Hubbard model, no interaction during expansion. Data in color and nor-
malized to one. From top to bottom: U = 0, U/J = 1, U/J = 5. 7 particles, M = 14 ring sites, ring radius R. Width of central and ring cloud
is σr = 2R/L and potential barrier Λ = J, Ω = 3, 25% of atoms in central condensate. Barrier at x = 0, y = −R. At intermediate times, we
observe some spiral-like structure at the edges. This is not due to interference with the central condensate, but a residue of the ring lattice
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FIG. 3. Momentum noise σk(k = 0) (in color, normalized to one)
plotted for potential barrier Λ against a) on-site interaction U
(Ω = 12 ) and b) flux Ω (U/J = 1). Momentum noise is extracted from
time-of-flight image after long expansion. Only ring is expanded,
without central condensate. Black line shows the critical point where
depletion at the potential barrier is 1% of the average particle number
per site. Above the line the potential barrier site is depleted. Other
parameters are M = 11 ring sites and 5 particles.
in the time-of-flight image, retaining the distinctive spiral
features and phase slips. For larger interactions (compared
with Λ), the regime well described by the Bose-Hubbard
model, the read-out is studied through expectation values
defined by the average of many condensate expansions. In
this case, we found that the spiral evolution is not displayed
by density, but by the density-density covariance–Fig.1. We
found no significant dependence between the timescales of
the expansion and the effective flux.
b. Degeneracy point. The degeneracy at the effective
magnetic flux Ω = (2n + 1)/2 is reflected by a specific discon-
tinuity of the spiral pattern at the weak link (a phase jump)–
Fig.2,5. For the Bose-Hubbard model, we found that for
stronger interactions, the discontinuity of the spirals becomes
slightly smaller (see Fig.2 at t = 0.6τ). This trend is consis-
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tent with the renormalization that the interaction implies on
the strength of the local barrier[18].
While for small interactions, the Gross-Pitaevskii equation
produces reasonable superposition states, we find that, with
increasing interaction, an instability occurs at the degeneracy
point: In a situation in which we should observe an equal su-
perposition of zero and one phase winding, we observe that
the system tends to acquire zero (or one) phase winding, in-
stead. This marks the break-down of the underlying mean-
field approximation of the Gross-Pitaevskii equation. In the
time evolution, we observe this effect as a vanishing disconti-
nuity of the spiral at the weak link for increasing interactions
(see Appendix Fig.8). In fact, the Bose-Hubbard model cor-
rectly describes this regime of strong interactions. We found
that, because of the two level system effective physics, the
noise in the time-of-flight of the ring condensate, without the
central cloud, is particularly pronounced at the degeneracy
points–Fig.3. This phenomenon would allow to detect the de-
generacy point in the ring condensate, without resorting the
heterodyne detection protocol.
c. Macroscopic quantum coherence. With increasing
interaction, we can define three regimes of entanglement[46]:
At the degeneracy point Ω = 12 , for interaction smaller than
the energy gap created by the weak link, we observe one-
particle superposition states |Ψ〉 ∝ (|l = 0〉 + |l = 1〉)N , where
N is the number of particles and l is the angular momentum
of the atom. This regime is well described by the Gross-
Pitaevskii equation. When the interaction and the weak-link
energy gap is on the same order, the near-degenerate many
body states mix and entangled NOON states are formed |Ψ〉 ∝
|l = 0〉N + |l = 1〉N . Increasing interaction further will fermion-
ize the system. With interaction, angular momentum of each
atom individually is not conserved, however the center of
mass angular momentum K of the whole condensate is. Then,
the ground state is a superposition of |Ψ〉 ∝ |K = 0〉+ |K = N〉.
This entanglement can be observed in the noise of the mo-
mentum distribution–Fig.3. The ring atoms (without central
condensate) are freely expanded until the density distribu-
tion of the atoms corresponds to the momentum distribution
k of the initially prepared state. For a non-entangled super-
position state, the momentum states have a binomial distri-
bution and the noise at k = 0 is minimal (Gross-Pitaevskii
regime) and is given by σGPk (k = 0) ∝
√
N/4. For a com-
pletely entangled NOON state, it is maximal and given by
σNOONk (k = 0) ∝ N/4. The ratio of the two extrema is
√
N.
Thus, with increasing particle number these two types of
states are clearer to distinguish.
For zero on-site interaction, the site at the potential barrier
is always depleted at the degeneracy point for any value of
potential barrier strength. However, when the interaction ex-
ceeds a critical value, particles start occupying the site[18].
This is plotted as black line in Fig.3. For small interaction the
critical value has a linear relationship between U and Λ[18].
The filling of the potential barrier site indicates the onset of
entanglement between different flux quanta. The depletion
factor can be measured by a lattice-site resolved absorption
measurements.
In summary, the read-out of the AQUID can be done by
analysis of the density (GPE) or by density-density covariance
(BH) of the ring condensate interfering with a cloud fixing
a phase reference (heterodyne detection protocol). The su-
perposition state is reflected by a specific discontinuity of the
phase pattern. The entanglement of the state can be studied by
looking at the expansion of the ring condensate (without the
central cloud) by two witness: First, the degree of depletion
at the potential barrier corresponding to the weak-link. For a
weak barrier (compared to the interaction), when the barrier
site fills up, this indicates the onset of entanglement. Second,
the noise in the time-of-flight image. The noise becomes max-
imal for a highly entangled NOON-state. It is minimal for an
one-particle superposition state, and intermediate for center-
of mass superpositions.
We believe that our findings are well within the current ex-
perimental know-how of the field.
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Appendix A: Additional GPE data
In this section, we provide additional evidence for the dy-
namic calculated with the Gross-Pitaevskii equation.
In Fig.7, we plot the time evolution of ring and central cloud
condensate against different lattice depths ηl at the degeneracy
point. We see that at intermediate times t = 0.6τ the spiral
position jump at the weak link site at the center right. This
feature is due to the jump of phase at the weak link and is
independent of lattice depth. With increasing lattice depth,
the time-of-flight image acquires a lattice structure as well.
In Fig.8, we plot the time evolution of the condensate at
the degeneracy point for different values of interaction β.
Whereas for low interaction, we see initially the character-
istic discontinuity, for strong interaction, it is suppressed. The
time evolution for strong interaction shows no spiral and thus
no phase winding. This is because the GPE mean-field breaks
down when the interaction energy is large compared to energy
gap induced by the weak link. Depending on the initial con-
ditions, either zero or one phase winding is observed in this
case.
Appendix B: Additional Bose-Hubbard data
In this section, we provide additional data for the Bose-
Hubbard simulations. First, we plot the density of expanded
atoms for different values of interaction at the degeneracy
point in Fig.9. The corresponding density-density covariance
are plotted in the main text in Fig.2. The density of expanded
atoms at longer times has some characteristic features depend-
ing on the interaction. For interaction energy smaller than
the potential barrier, the center shows a characteristic bright
and dark spot. For stronger interaction, it becomes a single,
blurred spot. At the degeneracy point we observe a superpo-
sition of counter-flowing current states. Interaction modifies
the many-body entanglement (as described in Sect.Vc), which
changes the characteristic time-of-flight pattern. After a long
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enough free expansion, the atom density assumes the initial
momentum distribution.
Finally, we look at the transition across the degeneracy
point for different values of Ω close to the degeneracy point.
In Fig.10, we plot the density and the density-density covari-
ance. At intermediate times, this graphs shows how the dis-
continuity of the spirals develops close to the degeneracy point
Ω = 0.5.
Appendix C: Density-density covariance
We define the density operator nˆ(r, t) = ψˆ†(r, t)ψˆ(r, t), rep-
resented by the Wannier functions ψˆ(r) =
∑
n wn(r)aˆn. This
defines a proper density if the operator at different positions
commute. The commutator of the density operator is
[nˆ(r), nˆ(r′)] =∑
n,m
(α(r, r′)w∗n(r
′)wm(r) − α∗(r, r′)w∗n(r)wm(r′))aˆ†naˆm ,
with α(r, r′) =
∑
n wn(r)w∗n(r′). The density operators will
commute in general only when α(r, r′) = δ(r − r′), which
means that the Wannier functions form a complete basis.
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pansion times for Bose-Hubbard model. Parameters same as in Fig.2.
Interaction U in units of J. At intermediate time, we observe some
spiral-like structure at the edges. This is not the interference with the
central condensate, but a residue of the ring lattice interfering with
itself.
Then, the density-density correlator is
nˆ(r)nˆ(r′) =
∑
i, j,n,m
wi(r)∗w j(r)wn(r′)∗wm(r′)aˆ†i aˆ j aˆ
†
naˆm . (C1)
We now restrict ourselves to a limited number N of Wannier
functions, which we fill with particles (denoted as aˆ j ), and the
rest M is empty (denoted as bˆx). Then we get
nˆ(r)nˆ(r′) =
N∑
i, j,n,m
wi(r)∗w j(r)wn(r′)∗wm(r′)aˆ†i aˆ j aˆ
†
naˆm+
N∑
i, j
M∑
x
wi(r)∗wx(r)wx(r′)∗w j(r′)aˆ†i bˆxbˆ
†
xaˆ j .
If we now only calculate the N Wannier functions (first term)
and ignore the second term, the density operator at different
positions do not commute. As a result, the density-density
correlator acquires a complex part. However, if we assume
that the particle number P is very large, then the first term
scales as P2, while the second as P (as bˆxbˆ
†
x = 1). Thus, ne-
glecting the Wannier functions corresponding to empty sites
will yield a smaller error with increasing particle number. We
confirmed numerically that with increasing particle number
the relative size of the imaginary part becomes negligible (cal-
culated for up to 14000 particles by truncating the Hilbert
space). We find that the shape of the density-density covari-
ance and the density does not change significantly for increas-
ing particle number.
Appendix D: Time-of-flight analytics without interaction
When the condensate is released during time-of-flight anal-
ysis, the spatial distribution approaches the momentum dis-
tribution of the initial condensate wavefunction. In this sec-
tion, we show this relationship. The free-particle Schrodinger
equation (we set ~ = 1, m = 1)
i∂t |ψ〉 = 12 pˆ
2 |ψ〉 (D1)
has the following propagator:
K(x, t; x′) =
∫
p
〈x p〉 〈p x′〉 e− 12 ip2tdp
=
∫
p
ei(p·x−
1
2 ip
2t) 〈p x′〉 dp (D2)
〈x ψ (t)〉 =
∫
p
eit(
1
t p·x− 12 p2) 〈p ψ0〉 dp (D3)
In the limit where t → ∞, we can find an analytic solution
using the method of steepest descent. Identifying the unique
saddle point
∇p
(
1
t
p · x − 1
2
p2
)
= 0 =⇒ p = x
t
(D4)
we arrive at the solution
|〈x ψ (t)〉| = 1N
∣∣∣∣∣〈p = xt ψ0
〉∣∣∣∣∣ (D5)
where N is a normalisation factor.
Appendix E: Perturbation Theory Analysis close to the
degeneracy point
An approximate solution to the ground state energies of the
non-interacting system can be found using degenerate pertur-
bation theory. We start by idealising the trap potential of Eq.5.
We assume that the potential highly confines the condensate to
a quasi one-dimensional system and the weak link is a Delta-
function.
V = −V0δ (r − R) (1 − ηδ (θ)) (E1)
We consider only the azimuthal part of the Hamiltonian and
gauge away the constant term V0. We can then write the weak
link as a perturbation to the rotating-frame Hamiltonian:
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FIG. 10. Density a) and b) root of density-density covariance σ(r, r′ = {0,R/2}) of expanding atoms at different times for different values of
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H = H0 + H′
H0 = −12∂
2
θ + iΩ∂θ
H′ = V0ηδ (θ)
(E2)
When Ω = 12 , the degenerate ground states of the exactly
solvable Hamiltonian H0 with energy Eg = 0 are
|0〉 = 1√
2pi
, |1〉 = 1√
2pi
eiθ (E3)
We can then write the perturbation H′ as a matrix in |0〉 and
|1〉:
H′ = V0η
[
1 1
1 1
]
(E4)
This matrix has eigenvalues
E′0 = 0, E
′
1 = 2V0η (E5)
and corresponding eigenvectors
∣∣∣0′〉 = 1√
2
[
1
−1
]
,
∣∣∣1′〉 = 1√
2
[
1
1
]
(E6)
resulting in the spectrum
E0 = Eg + E′0 = 0, E1 = Eg + E
′
1 = 2V0η (E7)
When the weak link is not a delta-function, but has a finite
width, a small correction appears in the off-diagonal elements
of H′. For a narrow Gaussian weak link with width ξ  2pi
the perturbation becomes
H′ = V0η
1√
2piξ2
e−
θ2
2ξ2 ,
and we get the matrix elements
H′ = V0η
 1 e− ξ
2
2
e−
ξ2
2 1
 (E8)
This matrix has the same eigenvectors, but with eigenvalues
E′0 = V0η
(
1 − e− ξ
2
2
)
, E′1 = V0η
(
1 + e−
ξ2
2
)
(E9)
In the limit ξ → 0, the result corresponds to the one with the
delta function. A broader weak link reduces the energy gap
induced by the weak link.
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