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The anomalous ground state phase shift in S/AF/S Josephson junctions in the presence of the
Rashba SO-coupling is predicted and numerically investigated. It is found to be a consequence of
the uncompensated magnetic moment at the S/AF interfaces. The anomalous phase shift exhibits
a strong dependence on the value of the SO-coupling and the sublattice magnetization with the
simultaneous existence of stable and metastable branches. It depends strongly on the orientation
of the Neel vector with respect to the S/AF interfaces via the dependence on the orientation of
the interface uncompensated magnetic moment, what opens a way to control the Neel vector by
supercurrent in Josephson systems.
The current-phase relation (CPR) of a Josephson junc-
tion (JJ) in its minimal form can be written as j =
jc sin(ϕ − ϕ0), where jc > 0 is the critical current of
the junction and ϕ is the phase difference between the
superconducting leads. In the ground state, which cor-
responds to j = 0, the phase difference ϕ = ϕ0. Or-
dinary Josephson junctions are characterized by ϕ0 =
0. There are various examples, including supercon-
ductor/ferromagnet/superconductor JJs [1–3], JJs via
nonequilibrium normal interlayer [4], composed of d-wave
superconductors [5, 6], JJs through quantum dots [7] and
gate-controlled carbon nanotubes [8], where ϕ0 = pi state
is realized. The so-called anomalous ground state phase
shift ϕ0 6= pin can also occur in systems with broken
time-reversal symmetry. For more general non-sinusoidal
CPR it means that condition j(ϕ) = −j(−ϕ) is violated.
It has been reported that such a state can be realized
in Josephson junctions with ferromagnetic interlayers or
under externally applied Zeeman field in the presence of
a spin-orbit(SO) coupling [9–24], as well as with inho-
mogeneous ferromagnetic interlayers without an exter-
nal SO-coupling [23–32] and for JJs between unconven-
tional superconductors [33, 34]. This effect has been ob-
served in the Josephson junctions through a quantum
dot[35], Bi2Se3 and InAs interlayers [36–38]. The ϕ0-
shift should be distinguished from the symmetric ground
state phase shift ±|ϕ| 6= pin, which does not require the
time-reversal symmetry breaking and can occur due to
the presence of higher harmonics in the CPR [39, 40].
Furthermore, it was realized that the anomalous phase
shift is of great interest for superconducting spintronics
because provides a possibility for control of magnetiza-
tion by supercurrent [28, 41–45] and electrical detection
of magnetization dynamics [46].
Traditionally spintronic devices have been based on
ferromagnetic materials. At the same time nowadays
there is an emerging subfield of spintronics research in
which the central role is played by antiferromagnets [47].
Among them are demonstrations of experimental micro-
electronic memory devices [48–51], optical control of an-
tiferromagnetic spins [52–54], interplay of antiferromag-
netic spintronics with topological phenomena [55–57],
large anomalous Hall effect and topological Hall effect
in non-collinear antiferromagnets [58–60]. However, the
prospects of synergy between antiferromagnets and su-
perconducting spintronics are practically not investigated
yet. In this respect it was reported that an antiferromag-
netic insulator with effectively uncompensated interface
induces a spin splitting in the adjacent superconductor
[61]. An enhancement of magnon-mediated superconduc-
tivity on the surface of the topological insulator was also
predicted [62].
Josephson current through antiferromagnetic interlay-
ers has already been investigated [63–67]. In particular, it
was found that it is highly sensitive to the junction length
revealing 0 − pi-transitions depending on the number of
atomic layers. However, to the best of our knowledge, the
anomalous ground state phase shift in Josephson junc-
tions through antiferromagnets has not been reported. In
the present Letter we predict an anomalous ground state
phase shift in a Josephson junction through a metallic
antiferromagnet in the presence of Rashba SO-coupling.
Our findings open a way to Josephson detection of anti-
ferromagnetic order dynamics and its control by super-
current. It is found that this effect only exists if the
antiferromagnet is uncompensated. However, we demon-
strate that it cannot be explained by an influence of just
one uncompensated magnetic layer and the AF order by
itself is of crucial importance for obtaining essential val-
ues of the anomalous phase shift ϕ0. The presence of sur-
face magnetization, stemming from broken translational
symmetry at interfaces has already been observed exper-
imentally [68–72]. The effect can be also relevant to 2D
antiferromagnets discovered recently [73–75], especially
taking into account the large SO-coupling predicted for
these materials.
Model and method. The sketch of the system un-
der consideration is presented in Fig. 1. We focus on
junctions with (110) oriented interfaces. Different situ-
ations were studied: the junction with uncompensated
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FIG. 1. System under consideration: S/AF/S junction in
(110) orientation. The presented junction is called AA-
junction in the text because the both interface planes of the
antiferromagnet are occupied by A-atoms. The unit cell con-
taining two neighboring atoms belonging to different sublat-
tices is shown by the black bar. The basis vectors ex,z are
shown together with the unit vectors a and b along the crystal
axes.
magnetic moment, shown in the sketch (this example is
called by AA-junction) and the junction with fully com-
pensated magnetic moment (AB-junction). For studying
the S/AF/S Josephson junction we consider the follow-
ing two-dimensional mean-field Hamiltonian on a square
lattice
H = −t
∑
〈ij〉σ
c†iσcjσ +
∑
〈ij〉
(∆ic
†
i↑c
†
j↓ +H.c.)−
µ
∑
iσ
nˆiσ +
∑
i
cˆ†imiσcˆj +HR, (1)
where ∆i and mi denote the superconducting and mag-
netic order parameters, respectively. For a square lat-
tice with the crystal coordinate axes a and b, the stag-
gered magnetic order parameter takes the form mi =
(−1)ia+ibm. c†iσ creates an electron of spin σ on the site
i, t denotes the nearest-neighbor hopping integral, µ is
the filling factor, and nˆiσ = c
†
iσciσ is the particle number
operator on site i. cˆi = (ci↑, ci↓)T and σ = (σx, σy, σz) is
a vector of Pauli matrices in spin space.
HR is the Rashba spin-orbit coupling due to the broken
structural inversion symmetry and is relevant to common
experimental geometries in which a thin AF film is on the
substrate:
HR = −i VR√
2
∑
i
[
cˆ†i (σx + σz)cˆi+b +
cˆ†i (σx − σz)cˆi+a −H.c.
]
, (2)
where a and b are unit vectors along the corresponding
crystal coordinate axes.
We diagonalize Hamiltonian (1) with the Bogoliubov
transformations ciσ =
∑
n
uinσ bˆn + v
i∗
nσ bˆ
†
n, where sum is
taken over positive eigenstates of (1). To simplify the
problem we consider the junction infinite along the inter-
face. We take into account the magnetic crystal symme-
try by introducing a unit cell which contains two neigh-
boring atoms belonging to different magnetic sublattices
A and B (see Fig 1). The Fourier transformation is taken
to be of the form:
uj,A(B)n,σ =
a√
2pi
pi/
√
2a∫
−pi/√2a
dkze
ikza
√
2(jz±1/4)ujx,A(B)n,σ (kz).(3)
The same expression is also valid for v
j,A(B)
n,σ . The vec-
tor j = (jx, jz) denotes coordinates of the cells, jx,z are
measured in units of the corresponding basis vectors ex,z,
see Fig. 1. For definiteness we identify cell positions with
positions of the associated site A.
The corresponding Bogoliubov-de Gennes(BdG) equa-
tions take the form
−µuˆjx,A(B)n − 2t cos
kz√
2
(uˆjx,B(A)n + uˆ
jx∓1,B(A)
n )+
m
A(B)
jx
σuˆjx,A(B)n + ∆
A(B)
jx
iσy vˆ
jx,A(B)
n +
VR√
2
×
2 sin
kz√
2
σx(uˆ
jx,B(A)
n + uˆ
jx∓1,B(A)
n )± i
VR√
2
×
2 cos
kz√
2
σz(uˆ
jx,B(A)
n − uˆjx∓1,B(A)n ) = εnuˆjx,A(B)n , (4)
where uˆ(vˆ)
jx,A(B)
n = (u(v)
jx,A(B)
n.↑ , u(v)
jx,A(B)
n,↓ )
T . The
second equation is obtained by the transformation
uˆ
jx,A(B)
n ↔ vˆjx,A(B)n , εn → −εn, VR → −VR, ∆A(B)jx →
∆
A(B)∗
jx
and σ → σT . The electric current from A atom
in jx unit cell is
Jx =
2ae
pi
Re
∑
n
pi/
√
2a∫
−pi/√2a
dkz
{
f(εn)uˆ
jx,B†
n (itkz −
VˆR)uˆ
jx,A
n − (1− f(εn))vˆjx,B†n (itkz + VˆR)vˆjx,An
}
, (5)
where tkz = tcos(kza/
√
2) and we define the SO-operator
in the spin space as VˆR = (VR/
√
2)[σzcos(kza/
√
2) +
σxi sin(kza/
√
2)]. f(εn) is the Fermi distribution func-
tion. For numerical calculations we assume T = 0.
Results. At first the spin quantization axis is chosen
along the S/AF interface and the magnetic moment of
A-sites is directed along this axis, while the moment of
B-sites is the opposite. The dependence of ϕ0 on the
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FIG. 2. CPRs for AA-junction. The current is normalized to
its critical value. Other parameters are VR = 0.28, dF = 21,
where dF is the number of vertical atomic layers in the in-
terlayer. Here and below the number if vertical atomic layers
in the superconductors dS = 40, m and VR are measured in
units of t.
orientation of the Neel vector is discussed below. A typ-
ical example of CPR calculated numerically for the AA-
junction according to Eq. (5) is presented in Fig. 2 for
two different values of m. The CPR is close to a shifted
sinusoidal shape for large values of m, while the higher
harmonics are more pronounced for smallerm values. For
the BB-junction corresponding to the same parameters
jBB(ϕ) = −jAA(−ϕ), therefore the value of the anoma-
lous phase shift is just the opposite. The AB-junction
exhibits no anomalous phase shift. Therefore, we con-
clude that the anomalous phase shift is a consequence
of an uncompensated magnetic moment presence. (100)
oriented interface has also been considered, however we
have found zero anomalous ground state phase in this
case. It also indicates the necessity of the uncompen-
sated magnetic moment, which is absent for this orien-
tation. Moreover, our results demonstrate that in the
presence of the uncompensated interface magnetic mo-
ment the Josephson energies are different for opposite
directions of the Neel vector, while these states are de-
generate in the absence of the uncompensated moment,
for example, for the AB-junction.
Naively, one can suppose that the anomalous state
might be the same if we introduce to a normal inter-
layer a thin ferromagnetic layer with the magnetic mo-
ment equal to the uncompensated magnetic moment of
the antiferromagnet, as it is shown schematically in the
insert to Fig. 3(b). To check this hypothesis in Fig. 3
we compare the values of the critical Josephson current
and the anomalous ground state phase for the antifer-
romagnetic interlayer and the normal interlayer with an
additional layer having magnetization m equal to the un-
compensated magnetic moment of the antiferromagnet.
The total widths of the interlayers are the same. Below
we call the latter system by ”normal+m”.
From Fig. 3(a) it is seen that the critical current of
the S/AF/S junction is strongly suppressed with respect
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FIG. 3. (a) Critical Josephson current and (b) ground state
phase shift ϕ0 as functions of dF for the AA-type S/AF/S
junction with different m in comparison to the critical cur-
rent for ”normal+m” interlayer having the same total mag-
netic moments. VR = 0.28. In panel (b) stable (metastable)
branches of ϕ0 are plotted by solid (dashed) lines and by big
(small) dots. Insert to panel (b): sketch of the ”normal+m”
interlayer in comparison to the antiferromagnetic one.
to the normal+m system. It is in agreement with the
available experimental results on the Josephson current
via a metallic antiferromagnet [64], where the strong sup-
pression of the critical current has been observed. The
anomalous phase shift is nonzero as for the S/AF/S junc-
tion, so as for normal+m junction. However, in the latter
case the anomalous phase shift is always very small. At
the same time the anomalous phase shift for the S/AF/S
can take any intermediate values between −pi and 0, as
it is seen from Fig. 3(b). It can be explained by the fact
that the presence of the antiferromagnetism in the inter-
layer strongly influences current-carrying Andreev bound
states spectra inside the junction providing the possibil-
ity for 0-pi transitions upon varying the junction length
in the absence of SO-coupling. In the presence of SO-
coupling these 0-pi transitions occur via the intermediate
ground phase shifts. In the vicinity of 0 − pi transitions
the anomalous phase shift can be large enough due to
the strong suppression of the critical current. At the
same time we do not obtain 0-pi transitions for the ”nor-
mal+m” model. Consequently, the anomalous ground
state phase is always small for this case as expected for
4a ferromagnet with very small average magnetic moment
corresponding to the uncompensated magnetic moment
of the antiferromagnet.
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FIG. 4. (a) ϕ0 as a function of VR for different m. dF =
21. Stable (metastable) branches of ϕ0 are plotted by solid
(dashed) lines. (b) CPRs taken at VR marked by black points
in panel (a).
Motivated by the fact that the value of the Rashba
coupling can be controlled by electrical gating, we in-
vestigate the dependence of the anomalous ground phase
shift on the value of the Rashba SO-coupling. It is pre-
sented in Fig. 4(a). First of all, it is demonstrated that
ϕ0 strongly depends on VR and varies in a wide range of
values between −pi and 0. The most interesting feature
is that in a particular range of the on-site magnetiza-
tion values we observe simultaneous existence of several
ϕ0 branches. The stable branches, corresponding to the
global minima of the Josephson energy, are plotted by
solid lines, while metastable solutions, corresponding to
local minima, are shown by dashed lines.
To demonstrate the transition between the branches in
details, in Fig. 4(b) we plot CPRs for three close values
of VR, marked by black points in Fig. 4(a). It is seen that
in this range of VR a new pair of zero crossing at the CPR
occurs. One of them corresponds the local minimum and
the other one to the maximum of the Josephson energy.
Upon further increase of VR the local maximum becomes
global one, what corresponds to the abrupt change of the
stable branch.
The dependence of the anomalous phase shift on the
VR
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FIG. 5. ϕ0 as a function of m for two different values of VR.
dF = 21. Stable (metastable) branches of ϕ0 are plotted by
solid (dashed) lines.
value of on-site magnetization m is presented in Fig. 5.
It is clearly seen that the system evolves between 0 and pi
states as a function of m and the transition occurs via a
wide region of intermediate ϕ0-states. It is also seen that
ϕ0 is a highly nonlinear function of m, what is in sharp
contrast to the available theoretical and experimental re-
sults on the anomalous phase shift in Josephson junctions
with low-dimensional ferromagnetic interlayers or under
the applied in-plane magnetic field in the presence of the
Rashba SO-coupling [12, 19, 37, 38]. Here we also ob-
serve multi-valued behavior of the anomalous phase shift
with stable and metastable branches.
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FIG. 6. ϕ0 as a function of mz component of the A-site
magnetization for dF = 21, m = 0.9 and VR = 0.28.
Up to now we have discussed the anomalous phase shift
obtained for the case when the Neel vector of the anti-
ferromagnet is directed along the S/AF interface, that
is perpendicular to the Josephson current direction. In
Fig. 6 we demonstrate that the anomalous phase shift
manifests strong dependence on the angle α between the
A-site magnetization m and the interface (or, in other
words, between the Neel vector and the interface). The
Neel vector rotates in the (x, z)-plane. ϕ0 = 0 when the
component of the Neel vector along the interface van-
ishes. In principle, this dependence of the anomalous
5phase shift on the Neel vector orientation opens a new
direction of studying prospects of the Neel vector control
by supercurrent.
In conclusion, we have predicted and numerically in-
vestigated the anomalous ground state phase shift in
S/AF/S Josephson junctions in the presence of the
Rashba SO-coupling. It is found that the nonzero anoma-
lous phase shift only takes place in the presence of the
uncompensated magnetic moment at S/AF interfaces.
Large values of the anomalous phase shift are the con-
sequence of the critical current suppression in the vicin-
ity of 0-pi transitions in the S/AF/S junction. The
anomalous phase shift exhibits strong dependence on the
value of the SO-coupling and the sublattice magnetiza-
tion with simultaneous existence of stable and metastable
branches. One of the most interesting findings is a strong
dependence of the anomalous phase shift on the orienta-
tion of the Neel vector with respect to S/AF interfaces.
The interface uncompensated magnetic moment does not
require any cost in the antiferromagnetic exchange en-
ergy, as opposed to the uncompensated moment in the
bulk of the antiferromagnet. Due to this fact our finding
opens a way to the Neel vector control by supercurrent
in Josephson systems. By analogy with ferromagnetic
systems [46] the presence of the anomalous phase shift
provides a possibility of electrical detection of the Neel
vector dynamics.
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