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 The author gave a brief review of the existing literature on interest rate modeling 
in Chapter 1. The author then introduced Markov-Functional interest rate model in 
Chapter 2, explaining its advantages over the conventional models discussed in Chapter 
1, including its perfect calibration to caps and floors as well as its efficient 
implementation.  
 The author then described the Continuous Time Lattice Method in detail in 
Chapter 3, including its derivation and proofs. The application of the Continuous Time 
Lattice Method to the Markov-Functional interest rate framework is original. This allows 
for efficient and exact numerical computations.   
 Algorithm for implementing the Continuous Time Lattice Method to obtain the 
probability kernel was proposed by the author. Algorithms for implementing the Markov-
Functional model were also proposed, one in which a perfect calibration to digital caplets 
is obtained and another which focus more on the accuracy of the discount bond prices. 
 All the Matlab codes (Appendix C) in this thesis are the work of the author. The 
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Introduction 
The traditional approach to interest rate modeling involves taking one mathematically 
convenient underlying interest rate and making certain distributional assumptions about it 
to reflect the future uncertainty of the rate. Common choices of the underlying interest 
rate include the instantaneous spot and forward rates. Interest rate models of this category 
are the focus of the first part of Chapter 1.  
However, neither the instantaneous spot rate nor the instantaneous forward rate is 
directly observable in the market. Moreover, there exists difficulty in calibrating either of 
the models to prices of actively traded instruments such as caps. In the second part of 
Chapter 1, instead of using the spot or forward rates as the basis for modeling, the model 
uses rates which are actually traded in the market such as the LIBOR rates. Hence, the 
model is commonly known as Market Models. Even though the Market Model can fit the 
market prices of caps exactly if they are given by the Black’s formula, American-style 
instruments pose a problem and make efficient numerical implementation difficult. 
Therefore, in Chapter 2, we introduce the Markov-Functional Interest Rate 
Model, which will be the main focus of this thesis. The defining characteristic of 
Markov-Functional model is that prices of discount bonds are functions of some low-
dimensional Markov process. This allows for the efficient implementation of the model. 
The model can also fit the market prices of liquid instruments such as caps perfectly. 
In order to specify the functional form of the prices of discount bonds, it is 
necessary to make the assumption that the underlying Markov process can only take on a 
set of discrete values. However, this would mean that there will be numerical integration 
 vii 
over discrete set of lattice points, introducing discretisation error. To overcome the 
problem, we introduce the Continuous Time Lattice Method in Chapter 3. In this way, 
integrals turn into finite sums and numerical integration will be exact. Algorithms are 
provided, both for the generation of the probability kernel under the Continuous Time 
Lattice Method and the implementation of the Markov-Functional model. 
Chapter 4 implements the algorithms described in Chapter 3 and examines the 
numerical results. The algorithm is able to produce an exact fit between the market and 
model prices of digital caplets while compromising on the accuracy of the prices of the 
discount bonds. Since discount bonds are instruments traded more actively than digital 
caplets, it is more appropriate to ensure the accuracy of the prices of discount bonds at 
the expense of having a slight difference between the model and market prices of digital 
caplets. Hence an alternative algorithm is proposed to achieve the above objective. The 
algorithm involves specifying the functional form of the LIBOR rates first and obtaining 
the discount bonds prices from it.  
The appendixes are provided to give additional information on the material 
covered in this thesis. Appendix A lists all the theorems and results that will be used at 
one point or another in the thesis. Appendix B provides the necessary data in the 
implementation of the algorithms in the form of graphs. Finally, Appendix C provides the 
MATLAB codes for the various algorithms described in this thesis.  
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Review of Literature 
In this chapter, I will give a brief review of the different types of interest rate models 
available, including the spot rate models, forward rate models and the market rate 
models.  I will also spend some time discussing the various advantages and disadvantages 
of each of the models before I introduce the Markov-Functional model, which will be the 
main focus of my thesis, in the following chapter.  
1.1   Spot Rate Models 
The first part of this chapter describes spot rate models. These are models that utilize the 
instantaneous spot interest rates as the basis for modeling the term structure of interest 
rates. The spot rate r, at time t is the rate of interest that one earns on a riskless 
investment in an infinitesimally short time period at time t. That is, in a short time period 
between t and t + t∆ , investors earn a percentage ttr ∆)( . The spot rate is then modeled 
as a stochastic variable, governed by a stochastic differential equation of the form   
,),(),( dWtrdttrdr σµ +=  
where ),( trµ and ),( trσ are functions of spot rate r and time t. Different choices for the 




1.1.1 The Different Models 
As mentioned above, different choices of the functions ),( trµ and ),( trσ will produce 
different models. I will thus give a brief introduction in this section to the various models 
commonly used for modeling the spot rate. 
1.1.1.1 The Vasicek Model 
In Vasicek’s (1977) model, the risk neutral process for r is  
dWdtrbadr ω+−= )(  
where ba, and ω are constants greater than zero. This model incorporates mean 
reversion, in which interest rates are pulled back towards some long-run average level 
over time. There is a compelling reason economically why mean reversion occurs in 
interest rates. When rates are high, the economy tends to slow down, causing low demand 
for funds. This in turn puts a downward pressure on rates. On the other hand, if rates are 
low, the demand for funds increases, subsequently pushing up the rates in the process.   
In this case, the spot rate r is pulled to the average level b at rate a. This can be 
seen as follows. When the spot rate r  goes above the level b, 0)( <− rb  and because a is 
positive, the overall drift will be negative, pulling the spot rate r downwards to the level 
b. Similarly, if the spot rate r happens to be below the level b, the drift will be positive, 
causing the spot rate r to have an upward tendency. The magnitude of the drift will be 
determined by the value of a, thus explaining the fact that the constant a is the rate. The 
drawback of this model is that interest rate can easily go negative. 
1.1.1.2 The Cox, Ingersoll and Ross Model 
Cox, Ingersoll and Ross (1985) have proposed an alternative model where the spot rates 
are always non-negative. The risk neutral process for r under this model is 
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dWrdtrbadr ω+−= )(  
where 0,, >ωba  are constants. Note that this model has the same mean reverting drift as 
the Vasicek’s model.  
1.1.1.3 The Ho-Lee Model 
The disadvantage of the above 3 models is that they do not automatically fit the initial 
term structure of interest rates. An approximate but not exact fit can be found by 
choosing the parameters carefully. The Ho-Lee (1986) model was the first no-arbitrage 
model. A no-arbitrage model is one that exactly fits the initial term structure of interest 
rates. Under the Ho-Lee model, the risk neutral process followed by the spot rate r is 
given by 
                                                      dWdttdr σθ += )(                                                    (1.1) 
where 0>σ  is a constant and )(tθ is a function of time t chosen so as to fit the initial 
term structure of interest rates. In Section 1.1.2, I will illustrate how to choose )(tθ , 
which will result in the theoretical discount bonds prices, output by the model, to be 
exactly the same as the market prices. The above technique is referred to as yield curve 
fitting. The main drawback of this model is that it lacks the mean reverting characteristic. 
1.1.1.4 The Hull-White Model 
Hull and White (1990) gave an extension of the Vasicek model so that it can fit the initial 
term structure of interest rates. The risk neutral process for the spot rate r is  
dWdtartdr σθ +−= ))((  
where a and σ  are constants and )(tθ is a function of time t, again chosen by the 
technique of yield curve fitting to fit the initial term structure of interest rates. This model 
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is an improvement over the Ho-Lee model in that it incorporates mean reversion. Note 
that if 0=a , the Hull-White model reduces to the Ho-Lee model.   
1.1.2 Yield Curve Fitting 
Under the Ho-Lee model, the risk neutral process followed by the spot rate r as shown in 
(1.1) is given by 
                                                   dWdttdr σθ += )(                                                       (1.2) 
Given the risk neutral process above, the prices of interest rate derivatives at time t, 
V(r,t), can then be expressed as the expected value of the discounted payoff at maturity T  







−= ∫ ),()(exp),( TrVdssrEtrV
T
t
                                  (1.3) 
where the expectation is taken with respect to the risk neutral process of r as in (1.2). To 
fit the Ho-Lee model to the initial term structure of interest rates, we must first derive the 
prices of discount bonds. The discount bond is a contract with a payoff of $1 at maturity 
T. The value of a discount bond with maturity T at time t is denoted by D(t,T). Hence, we 
have 1),(),( == TTDTrV . Substituting into (1.3), we have 
                                             ))]([exp(),0()0,( TyETDrV −==                                    (1.4) 
where the random variable y is defined as below 




)()( .                                                 (1.5) 





)()()0()( σθ . 
Substituting the above into (1.5), we have 
∫ ∫ ∫ ∫ ∫++=
t t s t s
dsudWdudsudsrty
0 0 0 0 0
)()()0()( σθ . 
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By interchanging the order of integration, we have 







)()()0()( σθ  




)()())(()0( σθ . 














σσ =−= ∫ . 









)(exp),0( TvTmTD . 













))(()0(exp),0( σθ . 








))(()0(),0(log σθ . 








)()0(),0(log σθ . 



















−= , the Ho-Lee model fits 
the initial term structure of interest rates exactly. That is, the theoretical prices of discount 
bonds as output by the model tally with the market prices of the bonds. Clearly, this is 
true provided that there exists bonds of all maturities and that their prices are twice 
differentiable with respect to their maturities. A similar approach can be done on the 
Hull-White model to obtain the function )(tθ  so as to make to model arbitrage-free. 
1.2 HJM Model 
The spot rate models discussed in the previous section are widely used for pricing interest 
rate derivatives when the simpler Black formulas are not appropriate. Black formulas for 
instruments such as caplets and digital caplets are the topic of Chapter 2. One limitation 
of the spot rate models is that they do not give complete freedom in choosing the 
volatility structure. Instead of modeling the spot rate and deriving the forward rates from 
the model, Heath, Jarrow and Morton (1992) proposed a breakthrough method of 
modeling the whole forward rate curve directly. Having known the initial forward rates, 
yield curve fitting is incorporated automatically in their model and does not appear as an 
afterthought.   
1.2.1 Processes for the Discount Bond Prices and Forward Rates 
A discount bond is a traded derivative providing no income. Hence, its return in the risk 
neutral world has to be r. Therefore, under the HJM framework, the stochastic differential 
equation governing the price of a discount bond is  
                                    dWTtDTtvdtTtDtrTtdD ),(),(),()(),( +=                               (1.6) 
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where the volatility of the discount bond ),( Ttv is a function of time t and maturity T. 
Because the discount bond gives a fixed payoff of $1 at maturity, its price volatility must 
decline to zero at maturity. Thus, we have 
                                                                0),( =ttv .                                                       (1.7) 
Let ),,( 21 TTtf be the forward rate at time t for the period between time 1T and time 2T  
( 21 TT < ). Hence, we have 
)))(,,(exp(),(),( 122112 TTTTtfTtDTtD −−= . 
Rearranging the above expression, we have 











= .                                 (1.8) 
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If we substitute TT =1 and TTT ∆+=2 into the above and take limits as 0→∆T , 
),,( 21 TTtf will become ),( TtF , the instantaneous forward rate one can contract at time t 





















































By (1.7), we have  










),( .                                           (1.10) 


















                                                                ∫ −−=
T
t
Ttsdts )),((),( ττ  
                                                                ττ dtsTts
T
t
),(),( ∫=  
where we have used (1.10) for the second equality above. Substituting the expressions of 
),( Ttm  and ),( Tts into (1.9), we arrive at 




dtsTtsTtm ττ ),(),(),( . This is the key HJM result, indicating that there is a 
link between the drift and the standard deviation (volatility) of the risk neutral process of 
the instantaneous forward rate under the HJM framework. 
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Wilmott (2006) describes the use of Monte Carlo method to simulate the 
evolution of the whole forward rate curve, calculate the value of all cashflows under each 
evolution and then discount them back to present time 0 at the realized spot rate )(tr . The 
disadvantage of the HJM model is that Monte Carlo simulation such as the one 
mentioned above can be slow. However, because the whole forward rate curve is 
calculated, the bonds prices are easily obtained. 
1.2.2 An Example: Ho-Lee Model 
In the previous section, we have seen that under the HJM framework, the stochastic 
differential equation governing the instantaneous forward rate is 
dWTtsdtTtmTtdF ),(),(),( +=  




dtsTtsTtm ττ ),(),(),( . If we choose ),( Tts to be just a constant σ , 
then we have )(),( 2 tTTtm −= σ . Therefore, we have 
dWdttTTtdF σσ +−= )(),( 2 . 





2 )()(),0(),( σσ  
                                            )(
2
1
),0()( 22 TWTTFTr σσ ++=                                    (1.11) 
where we have assumed that 0)0( =W . If we again substitute TT =1  and TTT ∆+=2  
into (1.8) and taking limits as 0→∆T , we have 
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−= .                                                               (1.12) 
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Note that the above is exactly the same risk neutral process governing the spot rate under 
the Ho-Lee model, where the drift )(tθ has been chosen by yield curve fitting. Hence, the 
Ho-Lee model is a special case of the HJM model. In fact, most of the spot rate models 
discussed previously have HJM representation. 
1.3   Market Rate Models  
In the previous two sections of Chapter 1, we look at spot rate and forward rate models 
for interest rate, in which either the spot rate or instantaneous forward rate is used as a 
basis for modeling. This is a mathematically convenient choice, leading to models which 
are highly tractable. However, it does in fact have its own disadvantages. The first one 
being that both the spot rate and instantaneous forward rate are not directly observable in 
the market. Another drawback is the difficulty in calibrating the model to prices of 
actively traded instruments such as caps. To address these concerns, we consider a model 




1.3.1 LIBOR Market Model 
Models that use real market interest rates, in which traders are used to working with, as a 
basis for modeling interest rates, are known as market rate models. One such example 
that I will elaborate in this section is the LIBOR market model, which as the name 
suggests, uses the LIBOR rate as a basis for modeling. 
Market rate models are more complicated in their setup but the main advantage 
they provide is that market standard pricing formulae for the standard instruments can be 
reproduced. Thus, the market rate models have the capability to fit the market prices of 
market instruments such as caplets perfectly. 
1.3.2 The LIBOR Rate 
Recall that in the previous section, ),( TtD is used to denote the value of a discount bond 
at time t that gives a payoff of $1 at maturity T. A forward LIBOR rate ),( STLt is the 
interest rate one can secure at time t for depositing money in a money market account for 
the time period ],[ ST . Hence, the following equation relates the link between the 
discount bond prices and the forward LIBOR rates 
),()),(1(),( , StDSTLTtD tSTτ+=  
where ST ,τ  denotes the daycount fraction for the time period ],[ ST . Rearranging the 
above, we get 








=τ                                     (1.13) 
where T is the maturity of the forward LIBOR rate and )( TS −  is known as the tenor. 
Note that at time T, the forward LIBOR rate ),( STLT is fixed and thus is known as the 
spot LIBOR rate but the interest is only paid out at the end of the time period at S. 
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1.3.3 The LIBOR Process 
In most markets, only forward LIBOR rates of a particular tenor T∆  are actively traded. 
Therefore, we make the assumption that there are N forward LIBOR rates with this tenor 




ττ for Ni ,......,1= . Also for the rest of the thesis, I will denote the discount bond 
price ),( iTtD  by )( it TD . By (1.13), we have 













TLτ .                                     (1.14) 
Then by the Unique Equivalent Martingale Measure Theorem (Appendix A), if we 
choose )( 1+it TD as the numeraire, we can find a unique probability measure 
1+iQ  such that 
under this measure, the process )( iti TLτ  is a martingale. Since iτ  is a constant, the 
process )( it TL  is also a martingale under the measure
1+iQ . This means that the process 
)( it TL is driftless and is governed by the following stochastic differential equation under 
the LIBOR market model 
                                               1)()()( += iitiit dWTLtTdL σ                                            (1.15) 
where 1+iW  is a Brownian motion under measure 1+iQ . By applying Ito’s Lemma 




)(log ++−= iiiit dWtdttTLd σσ  










)(log)(log σσ . 
Taking exponentials and rearranging, we have 
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exp)()( σσ .               (1.16) 
1.3.4 Terminal Measure 
Note that from the above, we observe that forward LIBOR rates of different maturities iT  
will be martingales under different probability measures 1+iQ  for Ni ,......,1= . To unify 
them under a single probability measure, in this case we choose the terminal measure 





. Later, we will 
show that by repeated application of the Radon-Nikodym derivative for different i , we 
can bring all the forward LIBOR rates under the terminal measure 1+NQ . By the Change 




















By (1.14), the above reduces to: 












t τρ += + .                                    (1.17) 














exp)( κκρ , 
where the process )(tκ remains to be determined later. By an application of Ito’s Lemma 
(Appendix A) similar to that in the derivation of (1.16), we find out that the stochastic 
differential equation satisfying )(tiρ is 
                                                        1)()()( += ii dWtttd ρκρ                                         (1.18) 
since 1)0( =iρ . To derive )(tκ , we consider (1.15) and (1.17) to get 
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                                         (1.19) 
where we have used (1.17) again to obtain the last equality. By comparing (1.18) with 














Now, Girsanov’s Theorem (Appendix A) gives 











−= +                                    (1.20) 
where iW  and 1+iW  are Brownian motions under probability measures iQ  and 1+iQ  
respectively. We will now work under the terminal measure 1+NQ . Under 1+NQ , 




NtNNt dWTLtTdL )()()( 111 −−− = σ . 
But what process does it follow under the terminal measure 1+NQ ? Applying (1.20) for 
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Similarly, by the repeated application of (1.20), we can show in general that )( it TL  
























for all Ni ≤≤1 . We observe that with the exception of the terminal forward LIBOR rate 
)( Nt TL , all the other forward LIBOR rates are no longer martingales under the terminal 
measure 1+NQ . They have a drift which depends on the forward LIBOR rates of longer 
maturities. As the stochastic differential equation is fairly complicated, we are not able to 





In the previous chapter, we have seen that under the market rate models, we will have to 
resort to using numerical methods to calculate derivative prices due to the complexity of 
the underlying stochastic differential equation. In this section, we introduce another class 
of interest rates models, which have the ability to calibrate perfectly to the market prices 
of liquid instruments as in the market rate models as well as the efficiency of calculating 
derivative prices as in the spot rate models.  
This is the general class of Markov-Functional models, introduced by Hunt, 
Kennedy and Pelsser (2000). The defining characteristic of the Markov-Functional 
models is the assumption that the discount bonds prices at any time are a function of 
some low-dimensional Markovian process under some martingale measure. This ensures 
its efficient implementation as we only need to keep track of the Markov process. Also 
the freedom to choose the functional forms of the models gives it the ability to fit the 
market prices of actively traded market instruments perfectly. 
The rest of this chapter is organized as follows. Section 2.1 first specifies the 
underlying Markov process and its conditional probability density function. After which 
Section 2.2 introduces the pricing of caplets and digital caplets, which are the market 
instruments to which we are calibrating the Markov-Functional model. The main 
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objective of the calibrating process is to obtain the functional forms of the terminal 
discount bonds prices. This is the focus of Section 2.3.  
2.1  The Markov Process 
The main assumption made in the Markov-Functional model is that the state of the 
economy can be summarized at time t  via some low-dimensional Markov process tx . 
This is true for the spot rate models, where we can take tt rx = . Thus, they are examples 
of Markov-Functional models. However, the model presented in this section is not going 
to model any instantaneous interest rates. Rather, the model is calibrated to market prices 
of caplets and the process for the terminal discount bond is modeled, from which we can 
derive the prices of discount bonds of other maturities and the LIBOR rates. Thus, the 
pricing formulae of market instruments are much simpler and this results in the model 
being well-calibrated to market prices.  
  The market rate models of the previous chapter are also examples of Markov-
Functional models. However, the underlying Markov process is of higher dimension. 
This explains their inefficient implementation. We will show in the next subsection that it 
is possible to calibrate the market prices of liquid instruments with just a one-dimensional 
Markov process.   
Like in the market rates models, we will choose a tenor structure NTTT ,......,, 21 , 
with TiTi ∆=  for Ni ,......,1= . Again, we select the terminal discount bond price 
)( 1+Nt TD  as the numeraire and work under the martingale measure
1+NQ . Let us now 
make the assumption that the one-dimensional Markov process follows 
1)( += Ntt dWtdx σ  
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where )(tσ  is a deterministic function of time and 1+NtW  is a Brownian motion under the 
measure 1+NQ . For a time ts > , conditional on tx , we know that the random variable sx  
follows a normal distribution with mean tx  and variance ∫
s
t
duu 2)(σ . The conditional 




































As stated previously, the main assumption of the Markov-Functional models is that the 
discount bond prices at time t can be expressed as a function of the Markov process tx . 
This means that the value of the terminal discount bond at time t can be completely 
determined by the process tx . We thus denote it by ),( 1 tNt xTD + . In the next section, we 
will determine the functional form of the terminal discount bond prices ),( 1 tNt xTD +  for 
values of t in the tenor structure NTTT ,......,, 21  by calibrating the model to digital caplet 
prices. Note that once we have obtained the functional forms of the terminal discount 
bond prices ),( 1 tNt xTD + , discount bond prices of other maturities 1+≤ Nj TT  can be 













































































φ  .               (2.1)         




















where we have substituted iTt =  into (1.14). Since 1),( =ii TiT xTD , the above reduces to 


















.                                     (2.2) 
2.2   Caplets and Digital Caplets 
We will now determine the functional form of the terminal discount bond prices 
),( 1 tNt xTD +  for values of t in the tenor structure NTTT ,......,, 21  by calibrating the model 
to prices of market instruments. If we were to fit the model to digital caplets, we have the 
LIBOR Markov-Functional model. Alternatively, we can also fit the model to digital 
swaptions, which will lead us to the Swap Markov-Functional model. I will however only 
cover the LIBOR Markov-Functional model in this section. 
A caplet with strike K, which sets at time iT but pays out at time 1+iT , has a value 
at time iT of  
++ −= ])()[(),( 1 KTLTDKTC iTiTiT iii . 
If we state the market prices for the caplets on the LIBOR rates in terms of the Black 
(1976) formula, with implied volatility
_
iσ , we have at time 0 the market price of a caplet 
as: 
 20 
                                    ))()()()((),( 210100 dKNdNTLTDKTC iii
MKT −= +                        (2.3) 































= and ii Tdd σ−= 12 . 
A digital caplet with strike K, which sets at time iT  but only pays out at time 1+iT , 
has a value at time iT  of 


















))((  is the indicator function. Dupire (1994) 
showed that the price of a digital caplet is given by 




−= .                                             (2.4) 
If we assume that the market prices of caplets are given by Black formula with implied 
volatility iσ  as in (2.3), then by using (2.4), we have the market price of digital caplets 
as: 
                                            )()(),( 2100 dNTDKTDC ii
MKT
+=                                          (2.5) 
where 2d  is defined similarly as above. Given the market prices (or similarly the market 
implied volatility iσ ) at time 0 of digital caplets of all possible strikes K that matures at 
time iT  for Ni ,......,2,1= , we will be able to obtain the functional form of the discount 
bonds prices by calibrating the model to the digital caplets prices. This will be shown in 
the next section. 
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2.3   The LIBOR Markov-Functional Model 
Since we require that the prices of digital caplets output by the Markov-Functional model 
to be the same as the market prices ),(0 KTDC i
MKT  as obtained from the Black formula in 
(2.5), we must first proceed to find the model price of digital caplets ),(0 KTDC i
MDL . From 
the previous section, we have seen that a digital caplet with strike K, which sets at time 
iT  but only pays out at time 1+iT , has a value at time iT  of 
))(()(),( 1 KTLITDKTDC iTiTiT iii ≥= + . 
If we make the assumption that the LIBOR rate ),(
ii TiT
xTL is a monotonic increasing 
function of the Markov process 
iT
x , then there exists a unique *x  such that 
KxTL iTi =*),( . Hence, we have 
*)()(),( 1 xxITDKTDC iii TiTiT ≥= + . 
By the Unique Equivalent Martingale Measure Theorem (Appendix A), we have under 













































































φ .                  (2.6) 








































































































TDKTDC φφ      (2.7) 
where *),( xTLK iTi= . Thus, the model price of a digital caplet with setting time iT  only 
depends on the one-step ahead functional form of the discount bonds )( 11 ++ NT TD i  and *x . 
This gives us an idea that the calibration procedure is to step backwards through the tenor 
structure NTTT ,......,, 21  to determine the functional form of the price of terminal discount 
bond. The starting point of the calibration is therefore Ni = . Since 1),(
11 1
=












+= φ  


























                        (2.8) 
where we have set 00 =x  and use the fact that conditional on 0x , NTx  is normally 




2)(σ . The market price for the digital 
caplets as given by (2.5) is 
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Rearranging the above, we get 
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+ − + 
 
 ∫
 .       (2.10) 
This completes the first step for i N= . For the general step i , we assume that we have 
obtained the functional forms of the prices of terminal discount bonds 1( )t ND T +  for time 
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1 1, ,......,N N it T T T− +=  and show how to find the functional form of the terminal discount 
bond at time it T= . We shall proceed in two steps. First, we will find the functional form 
of the LIBOR rate and then use that to determine the functional form of the discount bond 
at time iT , just like what we did for time NT . 






, we can numerically calculate 
the model price of digital caplets using (2.7) and we denote it by ( *)iJ x  
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i iJ x DC T K=  
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=   
 
∫ ∫            (2.11) 
with ( , *)
iT i
K L T x= . On the other hand, the market price of the digital caplets are given 
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Since we want the model price to be exactly equal to the market price, we must have 
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The strike K  that makes the model price equals to the market price is thus obtained by 
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where 1N −  is the inverse cumulative standard normal distribution function. Furthermore, 
since ( , *)
iT i
K L T x= and replacing *x  with 
iT
x , we have 











i iT i T i i i
i
J x





= − −     
.                (2.12) 
Again from (2.2), we have 
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Hence, we have 
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= +  
 
∫   .      (2.13) 
With the procedure outline as stated above, we are able to solve for the functional forms 
of the terminal discount bond prices iteratively backwards from time NT  all the way back 
to time 1T . 
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3 
Continuous Time Lattice Method 
In the previous chapter, we have seen how to calibrate the Markov-Functional model to 
the market prices of digital caplets, in order to obtain the functional form of the terminal 
discount bonds prices )( 1+NT TD i . At each time step iT , finding the functional form of the 
discount bonds prices involves the computation of a double integral in the expression 
)(
iTi
xJ , as given in (2.11). Since this must be done recursively from the final time step 
NT  to the initial time step 1T , it is necessary to just work on a discrete set of points in iTx . 
Hence, we shall make the assumption that the Markov process tx , described in Section 
2.1, can only take on a discrete set of values, namely },......,,{ 10 Mxxx . With this 
assumption, for each time step iT , we only need to compute and store the values of 
),( 1 ii TNT xTD +  at each of these 1+M  discrete points of iTx .  
 This provides a perfect setting for the application of the Continuous Time Lattice 
Method. The Continuous Time Lattice Method discretizes the state space of a stochastic 
process while maintaining continuous time. Probability kernels become matrices so that 
evaluating expectations involve finite sums instead of integrals. Application of the 
Continuous Time Lattice Method to the Markov-Functional interest rate framework 
allows for efficient and exact numerical computations. 
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3.1 Continuous Time Lattice Method 
Before we get into the introduction of the Continuous Time Lattice Method, we need to 
provide some preliminaries. To start off, Section 3.1.1 defines the infinitesimal generator 
for a general function f . After which Section 3.1.2 introduces the probability kernel and 
calculate its infinitesimal generator. Section 3.1.3 continues with the discretisation of the 
infinitesimal generator, which is the first step towards the calculation of the probability 
kernel under the Continuous Time Lattice Method. Section 3.1.4 obtains the probability 
kernel while Section 3.1.5 summarizes by providing an algorithm for the whole 
calculation process. Section 3.2 shows the application of the Continuous Time Lattice 
Method to the Markov-Functional framework.   
3.1.1 Infinitesimal Generator 
Let tx  be a Markov process, with stochastic differential equation as follows: 
                                                   tttt dWxbdtxadx )()( += ,                                           (3.1) 
where tW  is a standard Brownian motion. Its infinitesimal generator L  is defined as 












.                                 (3.2) 
By applying Ito’s Lemma (Appendix A) to )( txf , with tx  as defined in (3.1), we have 
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xa +=+→  
as +→ 0t . Hence, we have 












xaxLf +=  .                                         (3.3) 
3.1.2 Probability Kernel 
The probability kernel ),;( yxtp is the conditional probability that given the Markov 
process starts at state x  at time s , it will be at state y at a later time ts + . Mathematically, 
we have 
[ ]xxyxPyxtp sts === + |),;( . 




























                 











                 















                 



























 .                                                                                                 (3.4) 
Similarly, if we substitute ),;( yxtp for )(xf  into (3.3), we obtain 


















= .                             (3.5) 
From (3.4) and (3.5), we have 























2 .                            (3.6) 
3.1.3 Discretisation of the Infinitesimal Generator 
In the beginning of this chapter, we assume that the Markov process tx , described in 
Section 2.1, can only take on a discrete set of values, namely },......,,{ 10 Mxxx . We shall 
carry the assumption further by assuming also that these 1+M  points are equally spaced, 





=∆ .   
The first step to the Continuous Time Lattice Method can be thought of as a discretisation 
of the infinitesimal generator in (3.5). If tx  is restricted to taking only values in 


















































Rearranging the above, we get 































































Note that the above expression holds only for 1,......,2,1 −= Mi . For 0=i  and Mi = , 
we have 





















































































To simplify the above three expressions, we can let  






















i                                 for 1,......,2,1,0 −= Mi  




















i                                   for 1,......,2,1 −= Mi  







































M                           (3.7) 
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i                                            for Mi ,......,2,1= . 
With these substitutions, the above three expressions become 







































),;(),;( 1 . 
Fixing the value of y, the above 1+M  equations can actually be represented in matrix 
form as follows: 









































































































































             (3.8) 
where the left most matrix is a tri-diagonal )1( +M  by )1( +M matrix and is denoted by 
MATRIXL . However, y is also able to take on any of the 1+M  values },......,,,{ 210 Mxxxx . 
For each of these 1+M  values for y, we have a set of 1+M  equations as above. In total, 
we have 2)1( +M  equations and we represent them again in matrix form as follows: 










)(                                           (3.9) 
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where the left hand side of the equality involves a matrix multiplication, with )(tPMATRIX  





































, which is obtained from )(tPMATRIX by partial differentiating each entry with 





































































3.1.4 Transition Probabilities in the Lattice Method 













Hence, we have that )0(MATRIXP  is an )1( +M  by )1( +M  identity matrix, which we 
denote by 1+MI . With this initial condition, the full solution to (3.9) is given by 
                                                   ( )MATRIXMATRIX tLtP exp)( =                                          (3.10) 





























By partial differentiating each entry of the matrices on both sides of the above equation, 
we obtain 


































Suppose we assume that the matrix MATRIXL  is diagonalizable such that its eigenvalues iλ  
with its corresponding eigenvectors iv  satisfy 
                                                   iii
MATRIX vvL λ=                                      for Mi ,......,1,0= . 
By forming an )1( +M  by )1( +M  matrix V  with its thi )1( + column taking on the 
























 Substituting the above into (3.10), we get                                                


























































































































































































                                 1−Λ= VV                                                                                          
where Λ is a )1( +M  by )1( +M  diagonal matrix with diagonal entries as given below 



























.                              (3.11) 
Below I shall give a summary for finding the probability kernel under the Continuous 
Time Lattice Method before we proceed to apply it to the Markov-Functional model. 
3.1.5 Algorithm for finding Probability Kernel 
Given any Markov process 
tttt dWxbdtxadx )()( +=  
we can follow the following algorithm to obtain its corresponding probability kernel. 
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Probability Kernel Algorithm 
1) First discretise the state space by assuming that the Markov process tx  can only 
take on a discrete set of )1( +M values, say },......,,{ 10 Mxxx . 
2) Compute the coefficients ii BA ,  and iC  using (3.7). 
3) Form the tri-diagonal matrix MATRIXL  as given by (3.8), by using the above 
calculated coefficients. 
4) Diagonalize MATRIXL  to obtain the matrix V  of its eigenvectors. 
5) Form the diagonal matrix Λ as given by (3.11), by using the eigenvalues of 
MATRIXL   derived from the previous step.  
6) Calculate the probability kernel )(tPMATRIX from the formula 1−ΛVV .   
3.2 Application to the Markov-Functional Model 
Before we can proceed with the application of the Continuous Time Lattice Method to 
the Markov-Functional model, we need to make the assumption that the underlying 
Markov process tx , as described in Section 2.1, can only take on a discrete set of )1( +M  
values on a lattice },......,,{ 10 Mxxx=Ξ . We then define the conditional probability 
distribution function of 
jT
x  given 
iT




where 10 +≤≤≤ Nji  and Ξ∈zy, . Now, we are able to make use of the Probability 
Kernel Algorithm as discussed above to obtain the probability kernel )(tPMATRIX . Hence, 
the value of ),;,( qj
p
i xTxTU  can be obtained from the 
thp )1( +  row and thq )1( +  column 
of the matrix )( ij
MATRIX TTP −  for all values of 10 +≤≤≤ Nji  and Mqp ≤≤ ,0 .  
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We are now ready to find the values for the functional forms of the terminal 
discount bonds prices ),( 1 tNt xTD +  for all NTTt ,......,1=  and all Ξ∈tx . From the 
functional forms of the terminal discount bonds prices )( 1+NT TD i , we can obtain the 
prices at time iT  of discount bonds maturing at time 1+< Nj TT  when the underlying 
Markov process has a value of 
iT






















x . In the next section, I will provide the algorithm for finding the functional 
forms of the terminal discount bonds prices ),( 1 tNt xTD +  for all NTTt ,......,1=  and all 
Ξ∈tx . 
3.2.1 Algorithm for finding Terminal Discount Bonds Prices 
Similar to the continuous version described in Chapter 2, we shall step backwards 
through the tenor structure to obtain the functional forms of the terminal discount bonds 
prices )( 1+Nt TD , starting with NTt =  all the way back until we get to 1Tt = . 
Terminal Discount Bonds Pricing Algorithm 












































2) Set 1−= Ni . 

































for all Ξ∈jx , with Mj ,......,1,0= . Here, 0x  is the value at initial time 0  of the 
Markov process tx . 
4) Having determined )(
iTi
xJ  for all Ξ∈
iT
x  from Step 3, we can proceed to find 
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i
J x










5) From the functional forms of the LIBOR rates obtained from Step 4 for all 
Ξ∈
iT
x , we will be able to find the values of the functional forms of the terminal 




































6) If 1=i , the algorithm terminates and we are done. Otherwise, set 1−= ii  and 











In Chapter 2, we have discussed the Markov-Functional model, while Chapter 3 
introduces the Continuous Time Lattice Method and also shows its application to the 
Markov-Functional model. Later, Chapter 3 summarizes by giving the algorithm for the 
calculation of the probability kernel under the Continuous Time Lattice Method, which is 
used in the algorithm for the calculation of the terminal discount bond prices under the 
Markov-Functional model. 
4.1 Implementation of the Algorithms 
Having formulated the algorithms in the previous chapter, we shall now implement these 
two algorithms and analyze how well they work in practice. Before we can do that, we 
need to program the algorithms and specify values for the parameters. Note that the 
MATLAB codes for the two algorithms (Code C.1) are provided in Appendix C for 
reference. 
4.1.1 The Parameter Values 
We shall first specify the tenor structure by setting 10=N . For simplicity, we also 
assume a fixed tenor T∆  throughout the structure by letting 1=∆T . Thus, we have 
iTiTi =∆=   and daycount fractions 1=iτ  for 10,......,2,1=i . In this case under the 
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Markov-Functional model, the terminal discount bonds are the ones which mature at time 
11T  and we are interested in finding its value ),( 11 tt xTD  for all iTt =  where 
10,......,2,1=i . Here tx  is the underlying Markov process as given in Section 2.1 by 
tt dWtdx )(σ=  
where we have specified 25.0)( =tσ . Recall that in order to obtain the probability kernel 
for the stochastic process tx , we need to make the assumption that the Markov process 
can only takes on a discrete set of 1+M  equally spaced values, namely Mxxx ,......,, 10 . 
Here, we set 500=M , the lower value 5.30 −=x  and the upper value 5.3500 =x . Since 
the values are equally spaced, the intermediate values can be obtained by xixx i ∆+= 0  





=∆ . In Section 2.3, we have set the initial value (at 
time 0) of the Markov process tx  to be equal to zero. Since 0
250 =x , we let 
02500 == xx .  
Using the zero coupon yield curve as given in Figure B.1 in Appendix B, we are 
able to determine the prices of discount bonds with various maturities up to 11T  at time 0, 
that is the value of )(0 iTD  for 11,......,2,1=i . The LIBOR rates at time 0, denoted by 
)(0 iTL  for 10,......,2,1=i , can also be obtained from the zero coupon yield curve by the 
Bootstrap Method. The MATLAB code (Code C.2 and C.3) for these two functions are 
also given in Appendix C. Finally, recall that since we are calibrating the Markov-
Functional model to the prices of digital caplets for each time period iT , we will need the 
market prices (or equivalently the market implied volatility iσ ) at time 0 of digital 
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caplets of all possible strikes K that mature at time iT  for 10,......,2,1=i . We shall assume 
a flat volatility term structure and fix 25.0=iσ  for all 10,......,2,1=i . 
4.1.2   The Algorithms’ Results 
Having defined all the necessary parameter values, we are now ready to run the program 
codes given under Appendix C and analyze the results produced. If we substitute 0=t  in 


























Rearranging, we have 



















)()( .                                 (4.1) 
If the model is accurate and free from arbitrage opportunities, then (4.1) will hold. Before 
we examine that, let us digress a bit by taking a look at the probability kernel generated 
by the code. Figure 4.1 is a plot of the probability kernel, showing the conditional 
probability across all possible values for the underlying Markov process at time 10T , 
which is the set Ξ , given that the process starts at 02500 == xx  at time 0. Also included 
is Figure 4.2, showing the LIBOR rates at time 1T , that is ),( 11 1 TT xTL , for all Ξ∈1Tx . 
From Figure 4.2, we observe that the LIBOR rate is not a monotonic increasing function 
of the underlying Markov process value, thus contradicting the assumption that we have 




Figure 4.1   Probability Kernel 
 
Now, let’s examine (4.1) to see whether the model is arbitrage free. Table 4.1 has been 
generated by the code for this purpose. The second column of the table shows the values 
on the left hand side of (4.1) while the third column displays the values on the right hand 
side of (4.1) for 10,......,2,1=j . The final column calculates the absolute difference 
between these two values. All values have been rounded to 8 decimal places. If the model 
is arbitrage free, the two values should be equal and the absolute differences in the last 
column would all be zeros. However, as can be seen from the table, this is not the case. 
The absolute differences are not all zeros but increase in magnitude as jT  becomes 
smaller. Note that the algorithm given in Section 3.2.1 is able to produce a perfect fit of  
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Figure 4.2   LIBOR Rates for various Markov process values 
 
the digital caplets prices, that is the prices of the digital caplets generated by the model is 
exactly equal to that of the market prices of the digital caplets, while compromising on 
the accuracy of the terminal discount bonds prices as given by the equality of (4.1). Since 
discount bonds are more actively traded instruments than digital caplets, it is more 
appropriate to ensure the equality of (4.1) at the expense of having slight difference 
between the model and market prices of digital caplets. In the next section, we will work 
towards maintaining the equality of (4.1) while minimizing the squared errors between 
the market and model implied volatilities of the caplets. Note that we will work with 
caplets instead of digital caplets in the next section as the calibrating instruments. 
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 Table 4.1   Accuracy of the Yield Curve 























1 0.97465886 0.97237195 0.00228691 
2 0.93349483 0.93152717 0.00196765 
3 0.89024589 0.88859533 0.00165055 
4 0.84902463 0.84766601 0.00135862 
5 0.81059583 0.80950331 0.00109252 
6 0.77474501 0.77389728 0.00084772 
7 0.74108010 0.74046059 0.00061950 
8 0.70926074 0.70885665 0.00040409 
9 0.67903653 0.67883790 0.00019862 
10 0.65023180 0.65023091 0.00000089 
 
Recall that for the simplicity of the algorithm, we have earlier assumed a flat volatility 
term structure throughout, that is 25.0=iσ  across all strikes and 10,......,2,1=i . 
However, this assumption is not realistic in the real world, where the market implied 
volatilities tend to vary across the strikes. An example is shown in Figure B.2, with the 
bottom most line showing the variation of the market implied volatilities across strikes of 
caplets which mature in 1 year. The maturities of the caplets increase by 1 year with each 
successive line with the top most line showing the market implied volatilities of caplets 
maturing in 10 years. Observe that the market implied volatilities tend to decrease with 
increasing strikes. The market implied volatilities also varies across the maturities of the 
caplets, decreasing with longer maturities.    
It is assumed that the market implied volatilities of caplets are a function of the 
underlying strikes, which we denote by )(Kiσ . Following which, we would examine 
how this would impact terminal discount bonds prices algorithm. With this assumption, 
under the Black formula, with implied volatility )(Kiσ , the market prices for caplets on 
the LIBOR rates at time 0 will be changed from (2.3) to 
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=  and ii TKdd )(12 σ−= . Recall that by (2.4), 













































































. Since we are 
fitting the market prices to the model prices of digital caplets, we must first obtain the 
model price, denoted here by *)(xJ i , either by using (2.8) for Ni =  or by (2.11) for 
Ni < , for each Ξ∈*x . As we want to model price to be equal to the market price of 
digital caplets, we will equate *)(xJ i  to the market price of digital caplets given above to 
obtain 











.                        (4.2) 
We shall then solve for the value of K  that makes the above equation hold. Previously, 
we were able to do so analytically and obtain close form solution for K  as shown in 
(2.12). However, if the market implied volatilities of digital caplets )(Kiσ  are function 
of the underlying strikes K , we will have to resort to using numerical methods to obtain 
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the value of K  that makes (4.2) hold. As we will have to calculate K  for each Ξ∈*x  
and there are 1+M  of them for each i , this is a computational intensive process. Due to 
the above mentioned limitations, we will introduce an alternative algorithm in the next 
section for finding the functional forms of the terminal discount bonds prices.  
4.2 An Alternative Approach 
As can be seen from the previous section, one of the limitations of the algorithm 
presented in Chapter 3 is the fact that the LIBOR rates are not monotonic increasing 
function of the underlying Markov process when specified by the original algorithm, thus 
contradicting the assumption that we have made in Section 2.3 that the LIBOR rates are 
increasing function of the underlying Markov process. Recall that we also assume that the 
underlying Markov process can only take on a discrete set of 1+M  values, namely 
},......,,{ 10 Mxxx=Ξ . In this section, we will denote ),( kiT xTL i  by ),( kTL iTi  for 
Mk ≤≤0 .  
Since we want the LIBOR rates to be monotonic increasing functions of the 
Markov process, a convenient starting point would be to restrict the functional forms of 
the LIBOR rates such that they satisfy the required condition. Various functional forms 
will satisfy the monotonic increasing requirement and the natural one that comes to mind 
is the piecewise linear form with positive gradient. Since we need to specify the LIBOR 
rates at these 1+M  lattices points, namely },......,1,0{ M , we start off by partitioning 
these lattice points into 5 regions, with the LIBOR rates in each region been specified by 
a linear equation. If we define MMMMM <<<<< 43210 , then we can have the first 
region containing the lattice points in the interval ],0[ 1M , the second region in the 
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interval ],[ 21 MM  and so on until we have the last region being given by the lattice points 

































where ia  is the gradient of the linear equation in region i  for 5,4,3,2,1=i  and b  is the 
intersection with the y axis. An example is shown in Figure 4.3. From the figure, we can 
see that the LIBOR rate is in fact a monotonic increasing function of the lattice points. 
 
 
Figure 4.3   LIBOR Rates as a function of the Lattice Points 
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The functional form for the LIBOR rates has been defined in such a way that it is 
continuous and monotonic increasing. To make it monotonic increasing, we must have 
0>ia  for 5,......,2,1=i . Since we want the LIBOR rates to remain positive, we also 
require the y-intersect b to be positive. Note that the y-intersect b appears in each of the 5 
terms of ),( xTL iTi . We can factor it out by defining bxTLxTL iTiT ii −= ),(),(
0 . Hence, we 
obtain                                                                         
                                                   bxTLxTL iTiT ii += ),(),(
0 .                                            (4.3) 
Another limitation of the previous algorithm is the fact that equality (4.1) does not hold. 
Since we want (4.1) to hold, we must have 
























 .                                     (4.4) 































































































































. Rearranging the above, we arrive at 
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 .                                  (4.5) 
Hence, the y-intersect b  is dependent on the value of ),(0 jTL iTi  for Mj ,......,1,0= , 
which is in turn dependent on the values of the gradients 4321 ,,, aaaa  and 5a . From (4.3) 
and the above, we note that the functional form of the LIBOR rate is dependent on the 
values of 4321 ,,, aaaa  and 5a . If the y-intersect were to take on the form of (4.5), then 
the equality of (4.1) is automatically satisfied. However, the model prices of caplets may 
not match the market prices exactly. Our goal now is to determine the values of 
4321 ,,, aaaa  and 5a that minimize the squared difference between the market and model 
implied volatilities of the caplets. Note that it is a more common practice to minimize the 
squared difference between their implied volatilities than their prices.  
Also note the fact that we chose to work with caplets in this section as compared 
to working with digital caplets. There are two main reasons for this preference. In order 
to ensure that the model is more realistic, in this section, we will assume the market 
volatility term structure of caplets to be that as given in Figure B.2. More details can be 
obtained from the MTLAB code in Appendix C (Code C.4). In other words, the market 
implied volatilities of caplets are not constant but will vary across strikes and maturities. 
If this were the case, as seen from previous section, the Black formula for the market 
price of digital caplets is quite involved as given in (4.2) but the Black formula for the 
prices of caplets are comparatively simpler as given by 
















=  and ii TKdd )(12 σ−= . This makes our job 
of finding the model implied volatilities of caplets much easier. The second reason is that 
with a given strikeK , under the Black formula, the prices of caplets are monotonic 











. This ensures the 
existence of the model implied volatilities of the caplets. However, this may not be true 
with digital caplets. Before we give a formal definition of the model implied volatility of 
a caplet, we need first to define the model price of a caplet. Similar to the steps used to 
derive the model price of digital caplets of (2.7), if we choose the terminal discount bond 
price )( 1+NT TD i  as the numeraire, then by the Unique Equivalent Martingale Measure 







































jiTiTN kTLjTLTD ii ),(),()( 10                                               (4.7) 
with strike ),( kTLK iTi= . We again make use of the fact that the LIBOR rate is a 
monotonic increasing function of the lattice points. Now that we have the model price of 
caplets, we can proceed to define the model implied volatility of a caplet )(K
MDL
iσ  with 
strike ),( kTLK iTi=  as the value that when substituted into (4.6) for )(Kiσ  will give the 
model price of the caplet, that is 







σ= .                                (4.8) 
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Recall that the market implied volatility )(K
MKT
iσ  of caplets of maturity iT  and strike K  
are given in Figure B.2. Similarly, the market implied volatility of a caplet )(K
MKT
iσ  
with strike K  is defined as the value that when substituted into (4.6) for )(Kiσ  will give 




MKT σ= .  
Hence, we are interested in minimizing the squared differences between the model and 
market implied volatilities of caplets for all possible strikes K  for each time period iT , 
which is 







)()( σσ .                                         (4.9) 
Since we are only able to obtain market implied volatilities of those caplets whose strikes 
are actually traded in the market, it is only logical that we sum (4.9) over these values of 
strike K , which we assumed to be from the set }07.0,......,03.0,02.0{=Ω . Thus, we can 










)()( σσ . 
The following section will summarize the ideas given above into an algorithm so that we 
will be able to implement it and analyze its performance. 
4.2.1 A New Algorithm 
First calculate the probability kernel using the similar algorithm as given in Section 3.1.5.  
The Alternative Algorithm 
1) Set Ni = . 
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2) Specify the functional form of the LIBOR rate ),( xTL iTi with the y-intersect 
b being given by (4.5). This will ensure that (4.1) is automatically satisfied. Note 
also that the functional form of the LIBOR rate is dependent on the values of the 
gradients 4321 ,,, aaaa  and 5a . 
3)  For each strike Ω∈K , determine Mk ≤≤ *0 , where *k  is defined as the 




MDL xTC  by (4.7) with *kk = . Determine the model implied volatility of the 
caplet )(K
MDL
iσ  with strike *),( kTLK iTi=  by numerically solving (4.8) for it, 
with *kk = . With strike *),( kTLK iTi= , we can obtain the market implied 
volatility )(K
MKT
iσ  of caplets from Figure B.2 by linear interpolation. Having 
both the model and market implied volatility of the caplet with strike 
*),( kTLK iTi= , we can proceed to find the squared difference between them by 
( )2)()( KK MDLiMKTi σσ −  
4) For each strike Ω∈K , we have one such value for the squared difference 
between the market and the model implied volatilities ( )2)()( KK MDLiMKTi σσ −  as 
calculated from Step 3. Since 6|| =Ω , we will have 6 such squared differences. 
By adding these 6 values together, we arrive at the objective function value that 
we wish to minimize.  
5) Obtain the optimal value of 4321 ,,, aaaa  and 5a  such that the objective function 
value from Step 4 is minimized.  
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6) With those optimal values of 4321 ,,, aaaa  and 5a obtained in Step 5, the 
functional form of the LIBOR rate ),( kTL iTi  for Mk ≤≤0  is completely known. 
Thus we are able to specify the functional form of the terminal discount with 







































      for Mk ,......,1,0= . 
7) If 1=i , the algorithm terminates and we are done. Otherwise set 1−= ii  and 
start from Steps 2 through 7. 
4.2.2 Performance of the Algorithm 
After presenting the algorithm in the previous section, we are now ready to analyze its 
performance. The MATLAB codes for the above algorithm are given in Appendix C, 
starting from Code C.5. Unless otherwise specified, the parameter values are similar to 
those defined in Section 4.1.1. However, we still need to state how we are going to 
partition the lattices points into 5 regions. To do that, we need to specify the values for 
321 ,, MMM  and 4M . We will experiment with 3 different partitions, each with their own 
distinct values of 321 ,, MMM  and 4M  as given in the table below. 
 
Table 4.2   The Partitions 
 Partition 1 Partition 2 Partition 3 
1M  100 200 175 
2M  200 275 225 
3M  300 350 275 
4M  400 425 325 
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For each of the partitions given above, Table 4.3 gives the optimal objective function 
values (as defined in Step 4 of the algorithm given in the previous section) at each 
maturity iT . The last row shows the total error for each partition, by summing each of the 
10 optimal objective function values. All the values in the table have been given to 10 
decimal places. 
 
Table 4.3   Objective Function Values 
iT  Partition 1 Partition 2 Partition 3 Combination 
1 0.0001149943 0.0000838207 0.0046972474 0.0000831839 
2 0.0004721464 0.0005730664 0.0021881188 0.0005129458 
3 0.0011837195 0.0012005650 0.0020046086 0.0011953812 
4 0.0007971312 0.0005382304 0.0008695051 0.0005722336 
5 0.0007813815 0.0004087331 0.0015617200 0.0004106348 
6 0.0009698384 0.0006098362 0.0010669247 0.0006243652 
7 0.0009676884 0.0005160181 0.0004788982 0.0005150903 
8 0.0010027864 0.0005255596 0.0009089215 0.0005860682 
9 0.0012881090 0.0007584752 0.0003739329 0.0003739329 
10 0.0015961213 0.0011142899 0.0003032511 0.0003032511 
Total Error 0.0091739167 0.0063285951 0.0144531287 0.0051770875 
 
From the above table, it seems that Partition 2 gives the best fit between the market and 
model implied volatility of the caplets as indicated by it having the smallest total error 
among the 3 partitions. On closer examination of the table, we notice that for 10=iT , 
Partition 3 has a much smaller optimal objective function value than Partition 2. This 
suggests to us that maybe we can use different partitions for different maturities iT .  
We can thus modify the algorithm a little to incorporate the above fact. For each 
value of 1,......,1, −= NNi , repeat Steps 2 to 5 for Partitions 1, 2 and 3. Thus, we will 
have 3 sets of optimal objective function values and 4321 ,,, aaaa  and 5a . Choose the 
partition that results in the smallest objective function values among them and use its 
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values of 4321 ,,, aaaa  and 5a  for Step 6. In this way, we will be selecting the best 
partition to use for each maturity. The optimal objective function values for this modified 
algorithm for each maturity iT  are given in the last column of Table 4.3. 
 
 
Figure 4.4   Worst fit at 3=iT  
 
Observe that for 10=iT and 9, the modified algorithm is able to reduce the 
objective function values to that of Partition 3 while maintaining the other objective 
function values close to that of Partition 2. Overall, the total error is reduced to just 
0.005177, which is the lowest among the 3 partitions. The worst fit between the market 
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and model implied volatilities of caplets occurs at 3=iT , with objective function value 
of 0.001195.  
Figure 4.4 shows the model implied volatilities in ‘x’ and the market implied 
volatilities in ‘o’ for maturity 3=iT . The best fit of the implied volatilities occurs at 
1=iT , with an optimal objective function value of a mere 0.00008318. Figure 4.5 
compares the market implied volatilities with the model implied volatilities at 1=iT . 
  
 




4.2.3 Closing Remarks 
We have seen that using different partitions for different maturities iT , we are able to 
reduce the total error and produce a better fit between the market and model implied 
volatilities of the caplets. To get an even better fit, we can also try experimenting with 
more partitions other than the 3 chosen in the previous section and selecting the best 
partition for each maturities iT . We can also experiment with partitioning the lattice 
points into more than 5 regions as well as trying other functional forms for LIBOR rates 
as long as it is monotonically increasing with respect to the lattice points.  
Since we are partitioning the lattice points into regions, the functional form of the 
LIBOR rate will have unrealistic kinks in the curve at these end points of the regions. 
One way to improve on it and smooth out the LIBOR rate curve is to incorporate a 














In this thesis, we have introduced a new class of interest rates models, referred to 
as the Markov-Functional Models, motivated very much by the practicalities that a good 
interest rate model should have the ability to be implemented efficiently as well as be 
able to calibrate well to the market prices of liquid instruments such as caplets. We have 
seen how the Markov-Functional models achieve just that by being able to fit the market 
prices of liquid instruments such as caplets in a similar fashion to the Market Rate 
Models but also have the advantage that derivative prices can be calculated just as 
efficiently as in the spot rate models. 
Although the Market Rate Models are able to fit the market prices of instruments 
exactly, the dynamics of forward rates are path-dependent which makes efficient 
numerical implementation difficult. For the spot rate models, although efficient 
implementation isn’t much of a concern, they are usually not well calibrated to market 
instruments because of their limited number of free parameters.  
We then introduce the Continuous Time Lattice Method, which discretizes the 
state space of a stochastic process while maintaining continuous time. Probability kernels 
become matrices so that evaluating expectations involve finite sums rather than integrals. 
The Continuous Time Lattice Method is then applied to the Markov-Functional Model 
for efficient and exact numerical computations. 
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Algorithms for calculating both the probability kernel utilizing the Continuous 
Time Lattice Method as well as the functional forms of the discount bonds under the 
Markov-Functional Model are provided. Although these algorithms are able to have a 
perfect fit between the market and model prices of digital caplets, they do so at the 
expense of having arbitrage opportunities in the discount bond prices. Since discount 
bonds are more actively traded as compared to digital caplets, we chose to maintain the 
accuracy of the discount bond prices while minimizing the difference between the model 
and market prices of the calibrating instruments, in this case the prices of caplets. 
Therefore, we propose an alternative algorithm to achieve the above aim. Numerical 
results of the algorithm are presented and suggestions made on possible improvement of 
the algorithm.  
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Theorems and Results 
Appendix A lists the set of theorems and results that will be used and quoted at some 
point in the thesis. 
Unique Equivalent Martingale Measure Theorem 
Harrison and Kreps (1979) showed that, given a choice of numeraire M, we can find a 
unique probability measure MQ  such that the relative price process 
)(/),(),(' tMtrVtrV =  is a martingaleQM − . Hence, we have the fact that if a derivative 































EtMtrV Mt . 
Change of Numeraire Theorem 
The above equation for the calculation of the value ),( trV of a derivative must be 
independent of the choice of the numeraire. Geman (1995) showed that given two 
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TG = . The expectation of G under the measure NQ is thus equal to the 
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is also a Brownian motion. The above can also be written in differential form as 
dttdWdW NM )(κ+= . 
Ito’s Lemma 
Given a stochastic process x governed by the following stochastic differential equation 
dWxtdtxtdx ),(),( σµ += . 
If ),( xtf is a sufficiently differentiable function of t and x, then it follows the following 

































































Code C.1   Codes for generating the probability kernel and the terminal 
discount bond prices 
%Specifying the parameter values 
 
N = 10; 
M = 500; 
a = -3.5; 
b = 3.5; 
interval = (b-a)/M; 
sigma = 0.25; 
sigmax = 0.25; 
tau = 1; 
x0 = M/2; 
 
D = zeros(M+1,N+1); 
Lib = zeros(M+1,N); 
DC = zeros(M+1,N); 




%Probability Kernel Algorithm 
 
L = zeros(M+1,M+1); 
 
for i = 0:M 
    A(i+1) = 0.5*(sigmax/interval)^2; 
    C(i+1) = 0.5*(sigmax/interval)^2; 
    B(i+1) = -(sigmax/interval)^2; 
end 
 
B(1) = -0.5*(sigmax/interval)^2; 
B(M+1) = -0.5*(sigmax/interval)^2; 
 
L1 = diag(A(1:M),1); 
L2 = diag(B); 
L3 = diag(C(2:M+1),-1); 
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L = L1 + L2 + L3; 
 
[V D1] = eig(L); 
inverse = inv(V); 
 
for i = 1:N 
    D2 = diag(exp(i*tau*diag(D1))); 
    p(i,:,:) = V*D2*inverse; 
end 
 
%Terminal Discount Bonds Prices Algorithm 
 
VerifyBond = zeros(N,1); 
 
for x = 0:M 
    DC(x+1,N) = D0(N+1)*normcdf(-(a + x*interval)/(sigmax*sqrt(N*tau))); 
    Lib(x+1,N) = L0(N)*exp(-sigma^2*N*tau/2 + sigma*sqrt(N*tau)*(a + 
x*interval)/(sigmax*sqrt(N*tau))); 
    D(x+1,N) = (1 + tau*Lib(x+1,N))^(-1); 
    VerifyBond(N) = VerifyBond(N) + p(N,x0+1,x+1)/D(x+1,N); 
end 
 
VerifyBond(N) = D0(N+1)*VerifyBond(N); 
 
for i = N-1:-1:1 
    for x = M:-1:0 
        sum = 0; 
        for index = 0:M 
            sum = sum + p(1,x+1,index+1)/D(index+1,i+1); 
        end 
        if x == M 
            DC(x+1,i) = D0(N+1)*p(i,x0+1,x+1)*sum; 
        else 
            DC(x+1,i) = DC(x+2,i) + D0(N+1)*p(i,x0+1,x+1)*sum; 
        end 
        if DC(x+1,i)/D0(i+1)<1 
            value = DC(x+1,i)/D0(i+1); 
        end 
        Lib(x+1,i) = L0(i)*exp(-sigma^2*i*tau/2 - sigma*sqrt(i*tau)*norminv(value)); 
        D(x+1,i) = ((1 + tau*Lib(x+1,i))*sum)^(-1); 
        VerifyBond(i) = VerifyBond(i) + p(i,x0+1,x+1)/D(x+1,i); 
    end 
    VerifyBond(i) = D0(N+1)*VerifyBond(i); 
end 
 
%Verifying Equation (4.1) 
 
ZeroBond = zeros(N,1); 
 
for i = 1:N 





Difference = VerifyBond - ZeroBond 
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%Plot for the probability kernel and LIBOR Rates across all possible values for the Underlying Markov 
process  
 
for i = 1:N 
    figure(i); 
    plot(linspace(-3.5,3.5,M+1),Lib(:,i),'b.-'); 
    title('LIBOR Rates'); 
    xlabel('Underlying Markov Process Value'); 
    ylabel('Rates'); 
     
    figure(10+i); 
    plot(linspace(-3.5,3.5,M+1),squeeze(p(i,x0+1,:)),'b.-'); 
    title('Probability Kernel'); 
    ylabel('Probability'); 
    xlabel('Underlying Markov Process Value'); 
end 
 
Code C.2   Function for calculating the discount bond prices at time 0 
function y = D0(i) 
 
gradient = (0.044 - 0.026)/1023; 
change = gradient*[0;512;768;896;960;992;1008;1016;1020;1022;1023]; 
rate = 0.026*ones(11,1) + change; 
 
y = (1 + rate(i))^(-i); 
 
Code C.3   Function for calculating the LIBOR rates at time 0 
function y = L0(i) 
 
tau = 1; 
 
gradient = (0.044 - 0.026)/1023; 
change = gradient*[0;512;768;896;960;992;1008;1016;1020;1022;1023]; 
rate = 0.026*ones(11,1) + change; 
 
y = 1/tau*((1 + rate(i+1))^(i+1)/(1 + rate(i))^(i) - 1); 
 
Code C.4   Function for generating the market volatilities for caplets 





rate(:,1) = [0.54;0.455;0.375;0.345;0.325;0.3;0.29;0.285;0.28]; 
rate(:,2) = [0.495;0.42;0.35;0.32;0.3;0.27;0.265;0.265;0.265]; 
rate(:,3) = [0.48;0.41;0.32;0.30;0.285;0.26;0.25;0.25;0.25]; 
rate(:,4) = [0.44;0.38;0.31;0.28;0.265;0.245;0.22;0.22;0.22]; 
rate(:,5) = [0.43;0.37;0.3;0.275;0.26;0.23;0.21;0.205;0.205]; 
rate(:,6) = [0.41;0.355;0.29;0.26;0.245;0.22;0.205;0.2;0.195]; 
rate(:,7) = [0.39;0.34;0.28;0.25;0.24;0.21;0.2;0.19;0.19]; 
rate(:,8) = [0.37;0.33;0.27;0.24;0.23;0.2;0.185;0.18;0.18]; 
rate(:,9) = [0.355;0.32;0.26;0.23;0.22;0.19;0.18;0.175;0.175]; 
rate(:,10) = [0.34;0.31;0.25;0.225;0.21;0.18;0.175;0.17;0.17]; 
 
if strike < 0.015 
    y = rate(1,i); 
elseif strike < 0.02 
    y = rate(1,i) - (rate(1,i) - rate(2,i))/0.005*(strike - 0.015); 
elseif strike < 0.03 
    y = rate(2,i) - (rate(2,i) - rate(3,i))/0.01*(strike - 0.02); 
elseif strike < 0.035 
    y = rate(3,i) - (rate(3,i) - rate(4,i))/0.005*(strike - 0.03); 
elseif strike < 0.04 
    y = rate(4,i) - (rate(4,i) - rate(5,i))/0.005*(strike - 0.035); 
elseif strike < 0.05 
    y = rate(5,i) - (rate(5,i) - rate(6,i))/0.01*(strike - 0.04); 
elseif strike < 0.06 
    y = rate(6,i) - (rate(6,i) - rate(7,i))/0.01*(strike - 0.05); 
elseif strike < 0.07 
    y = rate(7,i) - (rate(7,i) - rate(8,i))/0.01*(strike - 0.06); 
elseif strike < 0.08 
    y = rate(8,i) - (rate(8,i) - rate(9,i))/0.01*(strike - 0.07); 
else 
    y = rate(9,i); 
end 
 
Code C.5   Codes for the Alternative Algorithm in Section 4.2.1 
%Specifying the parameter values 
 
N = 10; 
M = 500; 
first = -3.5; 
last = 3.5; 
interval = (last - first)/M; 
sigmax = 0.25; 







D = zeros(M+1,N+1); 
p = zeros(N,M+1,M+1); 
Arg = zeros(6,N);           %To store the values of the 5 gradients, y-intersect and objective function value 
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%Calculating the probability kernel 
 
L = zeros(M+1,M+1); 
 
for i = 0:M 
    A(i+1) = 0.5*(sigmax/interval)^2; 
    C(i+1) = 0.5*(sigmax/interval)^2; 
    B(i+1) = -(sigmax/interval)^2; 
end 
 
B(1) = -0.5*(sigmax/interval)^2; 
B(M+1) = -0.5*(sigmax/interval)^2; 
 
L1 = diag(A(1:M),1); 
L2 = diag(B); 
L3 = diag(C(2:M+1),-1); 
L = L1 + L2 + L3; 
 
[V D1] = eig(L); 
inverse = inv(V); 
 
for i = 1:N 
    D2 = diag(exp(i*tau*diag(D1))); 
    p(i,:,:) = V*D2*inverse; 
end 
 






Lib0 = zeros(M+1,1); 
sigmkt = zeros(6,N); 
sigmdl = zeros(6,N); 
err = zeros(N,1); 
 
Rate = [0.02;0.03;0.04;0.05;0.06;0.07]; 
 
for i = N:-1:1 
    for x = 0:M 
        for index = 0:M 
            Total(x+1,i) = Total(x+1,i) + p(1,x+1,index+1)/D(index+1,i+1); 
        end 
    end 
    Arg(1:5,i) = fminsearch('objective',initial(i)); 
    Arg(6,i) = intersect(Arg(1:5,i)); 
     
    for x = 0:M 
        D(x+1,i) = ((1 + tau*(LibAtOrigin(Arg(1:5,i)) + Arg(6,i)))*Total(x+1,i))^(-1); 
    end 
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    for x = 0:M 
        Lib0(x+1) = LibAtOrigin(Arg(1:5,i)) + Arg(6,i); 
    end 
     
    x = M; 
     
    for J = 6:-1:1 
        while Lib0(x+1) > Rate(J) 
            x = x - 1; 
        end 
        K = Lib0(x+1); 
        sigmkt(J,i) = sigma(K); 
        sigmdl(J,i) = fzero('volatility',sigma(K)); 
        err(i) = err(i) + (sigmdl(J,i) - sigmkt(J,i))^2; 
    end 
      
    figure(i); 
    plot(Rate,sigmkt(:,i),'bo-',Rate,sigmdl(:,i),'rx-'); 
    title('Implied Volatility'); 
    ylabel('Implied Volatility'); 





Code C.6   Function for calculating the objective function value 








M = 500; 
tau = 1; 
 
a1 = arg(1)^2; 
a2 = arg(2)^2; 
a3 = arg(3)^2; 
a4 = arg(4)^2; 
a5 = arg(5)^2; 
 
yintersect = intersect(arg); 
 
if yintersect < 0 
    y = 1000000*(100*(a1 + a2 + a3) + 10*a4 + a5); 
else 
     
    for x = 0:M 
        Lib0(x+1) = LibAtOrigin(arg) + yintersect; 
    end 
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    if Lib0(M+1) < Rate(6)  
        y = 1000000*(100*(0.055 - a1) + 10*(0.055 - a2) + (0.055 - a3) + (0.055 - a4) + (0.055 - a5)); 
    elseif Lib0(1) > Rate(1) 
        y = 1000000*a1; 
    else 
         
        y = 0; 
        x = M; 
         
        for J = 6:-1:1 
            while Lib0(x+1) > Rate(J) 
                x = x - 1; 
            end 
            K = Lib0(x+1); 
            sigmkt = sigma(K); 
            sigmdl = fzero('volatility',sigma(K)); 
            y = y + (sigmdl - sigmkt)^2; 
        end 
    end 
     
end 
 
Code C.7   Function for the functional form of the LIBOR rate 





a1 = arg(1)^2; 
a2 = arg(2)^2; 
a3 = arg(3)^2; 
a4 = arg(4)^2; 
a5 = arg(5)^2; 
 
if i == 10 | i == 9  
     
    if x <= 175 
        y = a1*x; 
    elseif x <= 225 
        y = a2*(x - 175) + 175*a1; 
    elseif x <= 275 
        y = a3*(x - 225) + 175*a1 + 50*a2; 
    elseif x <= 325 
        y = a4*(x - 275) + 175*a1 + 50*a2 + 50*a3; 
    else 
        y = a5*(x - 325) + 175*a1 + 50*a2 + 50*a3 + 50*a4; 
    end 
     
 
elseif i == 2  
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    if x <= 100 
        y = a1*x; 
    elseif x <= 200 
        y = a2*(x - 100) + 100*a1; 
    elseif x <= 300 
        y = a3*(x - 200) + 100*(a1 + a2); 
    elseif x <= 400 
        y = a4*(x - 300) + 100*(a1 + a2 + a3); 
    else 
        y = a5*(x - 400) + 100*(a1 + a2 + a3 + a4); 
    end 
 
elseif i == 8 | i == 7 | i == 6 | i == 5 | i == 4 | i == 3 | i == 1 
     
    if x <= 200 
        y = a1*x; 
    elseif x <= 275 
        y = a2*(x - 200) + 200*a1; 
    elseif x <= 350 
        y = a3*(x - 275) + 200*a1 + 75*a2; 
    elseif x <= 425 
        y = a4*(x - 350) + 200*a1 + 75*a2 + 75*a3; 
    else 
        y = a5*(x - 425) + 200*a1 + 75*a2 + 75*a3 + 75*a4; 




Code C.8   Function for calculating the y-intersect b 







M = 500; 
N = 10; 
tau = 1; 
x0 = M/2; 
 
num = D0(i)/D0(N+1); 
deno = 0; 
 
for x = 0:M 
    num = num - p(i,x0+1,x+1)*(1 + tau*LibAtOrigin(arg))*Total(x+1,i); 
    deno = deno + p(i,x0+1,x+1)*Total(x+1,i)*tau; 
end 
 
y = num/deno; 
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Code C.9   Function for calculating the model price of caplets 







M = 500; 
N = 10; 
x0 = M/2; 
 
y = 0; 
 
for k = x:M 
    y = y + (Lib0(k+1) - Lib0(x+1))*p(i,x0+1,k+1)*Total(k+1,i); 
end 
 
y = D0(N+1)*y; 
 
Code C.10   Function giving the initial value for fminsearch in Code C.5 
%Various initial values are tried for fminsearch from 0.01 – 0.0825 with incremental step of 0.0025. Below 
listed the optimal one for each maturity iT . 
 
function y = initial(i) 
 
if i == 10 
    y = 0.0275*ones(5,1); 
elseif i == 9 
    y = 0.0175*ones(5,1); 
elseif i == 8 
    y = 0.045*ones(5,1); 
elseif i == 7 
    y = 0.05*ones(5,1); 
elseif i == 6 
    y = 0.0575*ones(5,1); 
elseif i == 5 
    y = 0.0675*ones(5,1); 
elseif i == 4 
    y = 0.0825*ones(5,1); 
elseif i == 3 
    y = 0.0775*ones(5,1); 
elseif i == 2 
    y = 0.0225*ones(5,1); 
else 




Code C.11   Function for finding the model implied volatility of caplets 






tau = 1; 
 
d1 = (log(L0(i)/K) + 0.5*sig*sig*i*tau)/(sig*sqrt(i*tau)); 
d2 = d1 - sig*sqrt(i*tau); 
Cmkt = D0(i+1)*(L0(i)*normcdf(d1) - K*normcdf(d2)); 
 
y = CModel(x) - Cmkt; 
 
