In this work an adaptive model-based predictive control (AMPC) is designed for high-frequency waveform tracking by a PZT bimorph actuator in industrial vibratory feeding.
INTRODUCTION
Piezoelectric actuators are widely used for their high precision and good controllability. The bimorph design of the actuator provides a satisfactory coupling factor and large displacement range but at the same time it suffers from narrow bandwidth, underdamped frequency response and hysteresis effects that prevent it from being used in many industrial applications [1] . A PZT-5H bimorph actuator was used in the present work to drive a mini-sized vibratory parts feeding track operating at about 40 Hz. In order to control the parts feeding rate there is a need for precise waveform tracking in order to generate a desired mechanical force on the parts. The desired actuating waveform for effective parts feeding is composed of two quadratic parts with different curvatures (Fig. 1 ). As long as the actuator follows this waveform, the resulting mechanical force will be (in the ideal case) a desired square wave, as shown in Fig. 2 . To reduce piezoelectric actuator tracking errors, previous researchers have considered the driving waveform as composed of a series of discrete inputs and use real-time set-point tracking control to obtain the desired waveform [2] . However, this approach was based on the fact that the waveform frequency was relatively low and positioning error was the primary consideration. In this vibratory application the smoothness of the vibration trajectory was of more importance than positioning precision, while at same time the required actuator operating frequency range is wide. Therefore the required control was viewed as contour tracking instead of set-point tracking and the controller was designed to adjust the waveform shape as a whole. When the quadratic driving waveform was used for vibration drive, higher-harmonic components were excited along with the desired driving frequency. Those harmonic terms caused pronounced distortion in the responding waveform when the driving waveform frequency approached the resonant frequency of the vibratory system. To improve tracking, recursive least squares (RLS) system identification and predictive feedforward process compensation were used to suppress the harmonic-induced waveform distortion in the actuator output.
Besides errors from linear harmonics, non-linear hysteresis inherent in piezoelectric actuators is another source of waveform distortion. Many models of hysteresis have been developed [3] [4] [5] [6] [7] , but most of these models are based on a predetermined matrix to compensate the hysteresis effect statically for precise positioning. The dynamic Preisach model places very high requirements on control system computation speed and also introduces significant errors for a lightly damping system [8, 9] . Simply separating the linear and non-linear parts and viewing it as a cascaded system will not produce the desired tracking, since it adds coupling uncertainties to the control and may change the characteristics of the original system. An inversion-based zero-phase error tracking controller (ZPETC) [10, 11] has been used to compensate responding waveform distortion in a piezoelectric actuator application. One approach [12] used a third-order polynomial model to simulate the hysteresis effect and separate the linear and non-linear noise into two subsystems. The experimental results indicated successful tracking for a wide bandwidth piezoelectric actuating system. In the present vibratory feeding system, the bandwidth was much narrower and therefore the linear distortion was more significant, which in turn resulted in a more severe coupling error. Along with this coupling issue, the parts feeding load may vary continuously with time and it is impractical to describe the system by a constant function. In this work the dynamic hysteresis was therefore viewed as periodical noise and a predictive noise cancellation filter was used to calculate the necessary feedforward compensation. Research has shown that a predictive finite impulse response (FIR) filter can effectively offset the random and periodic noise [13, 14] . To improve the robustness of the system, a quasi-static assumption was used in the analysis of system dynamics and a single-layer neural network was designed for intelligent error suppression. Therefore, in the actual application, the controller could function in spite of small fluctuations in controlled system dynamics, which will occur as the number and characteristics of fed parts vary. In section 2 of this article, the design is described of two parallel controllers to compensate the linear and non-linear distortion and show that the tracking error will converge to an acceptable level within a short time period. Section 3 demonstrates the experimental implementation and results of vibration control. Section 4 draws conclusions based on results of this research.
CONTROL DESIGN

Linear dynamics compensation
A synthetic compensator designed using the inversionbased control technique can use zero-pole cancellation to assign another set of zeroes and poles to the Note the different curvature at two vertices Fig. 2 The square shape acceleration/force generated by the actuator when following a quadratic trajectory, as specified in Fig. 1 system, expanding the passband and improving the settling time. Since the load on the vibratory feeder dynamics varies during operation, the model transfer function cannot be relied on for compensator design. To design an adaptive linear compensator in the vibratory system, a recursive least squares [15] system identification method was applied to analyse the system dynamically. The determined system parameters were then used to construct an inverse compensator.
The dynamically identified transfer function can be described as
The direct inverse compensator can be applied to system input u in [n] to produce a modified driving signal u[n]
However, under most circumstances, the direct inverse transfer function is a differentiator and will result in significant spikes in the waveform third derivative at the point where two quadratic curves connected because the second derivative of the two quadratic curves changes dramatically at these points. Also, the compensator may be unstable when the system has zeroes in the right half-plane. In a practical application, these factors will either depolarize the actuator or excite resonant vibration.
To avoid these problems, a modified inverse compensator is proposed with an excess number of parameters
where k 0,1,2 are constants that are determined by the required system bandwidth and impulse response. A block diagram of a portion of the controller implementation is shown in Fig. 3 . The waveform generator outputs a desired input signal u in that is passed through the inverse compensator and the modified driving signal u is then sent to the bimorph actuator. The RLS identifier analyses u and y to determine system parameters. The output values of the RLS identifier are the coefficients of the characteristic equation, which are used to adapt the compensator design for the next cycle.
Suppression of the non-linear hysteresis effect
In this research, it is assumed that the speed of the control loop is much faster than that in the compensator adaptation and changes in the hysteresis loop so the non-linear hysteresis can be viewed as quasi-stable background noise varying periodically with time. Hillerstrom [13] has proposed a frequency adaptation method for periodical noise cancellation, in which the noise model N k is derived as a series of sinusoidal waves and is then used to design a filter for noise cancellation. In this vibratory system the base frequency is obviously the driving frequency; therefore there is no need for base frequency adaptation. In the present research, a simplified disturbance filter model ( Fig. 4 ) that only considers the first three harmonics of a disturbance n can be used 
In Fig. 4 , G m is the identified discrete linear model where G m (z) 5 B(z 21 )/A(z 21 ), G p (z) is the linear plant, and E and F are two polynomials calculated from the Diophantine relationship for noise prediction
Due to the fact that the whole waveform is being controlled instead of a single set-point, the error cannot be simply represented by an argument d in the shift operator. Instead it is an indirect feedback loop and the driving signal is separated from the feedback by a waveform generator. Therefore the neural network is used to calibrate the filter parameter for the each cycle based on the parameters of previous cycles [16] . Hence, the delay argument d is omitted from the predictive feedforward controller and equation (7) is rewritten as
Assuming a perfect model of the system, i.e.
G m~Gp~G y{y mdl~n ð9Þ and combining equations (6) and (8), the output of the linear plant y can be expressed as
Therefore, it is obvious that the real output, y, is free of non-linear disturbance, n.
The error E can be solved dynamically as
where system G is calculated by RLS and N is modelled by adaptation. F is defined as a polynomial with degfFg~degfBg{1 ð12Þ
In this work B is preidentified as a first-order term; therefore F is a constant. The non-linear disturbance n is calculated by comparing the hysteresis loop with the desired linear response. Figure 5 schematically shows the noise analysis procedure. The hysteresis loop is determined by measuring input voltage versus output displacement. The RLS identified system parameters are used to construct a linear plant model with no hysteresis influence. For an ideal linear system, the model output y mdl versus input u should be a straight line. In the operational system, however, due to parameter variation, it could be a curved line, indicating residual higher harmonic effects. Therefore, the modelled input versus output data are interpolated as a straight line by linear regression. For a point B on the hysteresis loop, the applied input voltage is V B and the output displacement is d B . The point on the interpolated straight line with the same input voltage is labelled A and the corresponding output displacement is d A . The displacement difference, Dd, between A on the desired linear shape and B on the hysteresis loop is recorded for the entire cycle as non-linear noise, and then decomposed into the Fourier series, while the base frequency for the decomposed disturbance is the same as the base driving frequency.
The calculated E and hysteresis noise n are implemented in a control system as shown in The linear loop samples input and output signals and dynamically identifies the system parameters via the RLS algorithm. A linear regression block L is implemented to decouple linear harmonic noise and non-linear hysteresis noise because the nonlinear part of the waveform will be significantly suppressed during the linear curve-fitting process, therefore reducing the non-linear influence in the RLS system identification process. The interpolated output is then used for RLS identification and the difference between the real output and model output is assumed to be hysteresis noise. The outer loop includes the hysteresis model N and the calculated FIR noise filter E. The bold arrows indicate coefficients being passed between loops while the normal arrows indicate sampled data being passed. The bidirectional arrow indicates the common process shared between different cycles for parameter computation. K 1 and K 2 are tuned filter constants that comprise a recurrent neural network (as shown in more generality in Fig. 7) where the parameters of each cycle are combined with the weighted results of previous cycles. In the following equation, the MIT rule [15] is used to vary the weighing parameter K according to the error
where c is the parameter determining tuning speed and e is the error between the measured output and model predicted output
If c is made small enough, the K i will adapt more slowly than the other system variations. The right side of equation (13) can be viewed as a derivative process computing the sensitivity of output error to the parameter K i . The left side, on the other hand, can be viewed as inputs to an integrator that gradually changes the value of K i based on the historical output error. To make the square of the error small, it is also possible to change the parameters in the direction of the negative gradient of e 2 .
Analysis of the stability of the controller
Since the dynamic system is designed as an indirect feedback loop, the stability analysis is focused on the convergence of the error in the driving waveform, i.e. whether iteration of the alternating loops control can eventually bring the error to zero. This needs a careful consideration of the coupling effect between Fig. 8 (which is a more general form of Fig. 6 ), there are two loops included in the entire control process. Loop 1 assumes that the linear RLS identification returns perfect system parameters and thereafter holds those parameters constant while forcing the non-linear error to converge through the feedback loop. Loop 2 assumes that the current contour errors are caused by system identification only and thereafter maintains the non-linear compensation and adjusts the identified system parameters h i . To analyse stability, it is assumed that for each cycle the disturbance (linear and non-linear) induced by the physical plant can be expressed as e i~wi zn i This means that the disturbance is divided into a linear and a non-linear part, where w i is the disturbance induced by the linear identification mismatch and n i is the disturbance induced by the non-linear hysteresis effect. For instance, in cycle number i, the linear modelĜ G i{1,L , identified in the previous cycle, will return an output asŷ y i {D i{1 , whereŷ y i is the reference input and D i21 is the difference between the model output and the plant output in the previous cycle. The reason for that is because the model only contains the linear part of the system, which holds the same parameters as used in waveform generation and prefilter designing, the linear distortion is 100 per cent suppressed in the model and the non-linear compensation is also copied from the last cycle but with reversed sign. Using the iteration method, the tracking error of each cycle can be derived as Fig. 7 The parameter learning process of a singlelayer neural network in the non-linear control loop. The weighting parameters K i vary according to the difference of output error of two consecutive cycles. In this system, only three or four historical values are considered due to limited computation power Fig. 8 System block diagram showing that the control process consists of two loops. Loop 1 assumes that the linear RLS identification returns perfect system parameters and thereafter holds those parameters constant while forcing the non-linear error to converge through the feedback loop. Loop 2 assumes that the current contour error is caused by system identification only and thereafter maintains the non-linear compensation and adjusts the h
HereD D is caused by the difference between the nonlinear noise compensation ofĜ G i{1,L and the physical plant. It can be seen that both the compensator and the prefilter are designed based on the information of G G i{1,L ; therefore, when u i{1 is applied toĜ G i{1,L , the compensation will be just 2D i21 . However, the real plant is different from the model; therefore, the resulting compensation in the plant will beD D i{1 and the tracking error will be expressed as equations (15) and (16).
The driving system is designed as a semi-feedback system. That means the tracking error does not directly act on the driving signal loop, instead it influences the waveform generation function of the next cycle. The robustness is obtained by allowing the feedback gain and phase shift to be bounded by the waveform generator module. Since the dynamic system tends to be stable if feedback is negative, this semi-feedback loop effectively suppressed the phase shift induced instability.
Reordering equation (15) gives
Due to the opposite phase between e i andD D i{1 , the value on the right side of equation (16) is bounded and, excluding the consideration of system noise, will converge to 0 given enough time, i.e. lim i??
which means that the right side will also approach zero lim i??
As defined,
Combining equations (18) and (19) gives the steady state
Equations (20) indicate that the modelĜ G i{1,L provides an error D i21 to maintain the non-linear suppression compensation while the plant output is a perfect match. Since the converged tracking error automatically indicates that the plant output is perfect, it has been shown that the system will converge to a stable and perfect matching.
EXPERIMENT RESULTS AND DISCUSSIONS
The vibratory parts feeding system was composed of a low damping PZT-5H bimorph actuator and a plastic rail. One end of the actuator was clamped and the plastic rail was bonded perpendicularly on the top of the other end with epoxy. When a.c. voltage was applied to the actuator the end of the actuator deflected and drove the rail to vibrate in the horizontal direction. The deflection of the actuator was monitored by a fibre-optic interferometer with a resolution of 400 nm. The optical probe was pointed to the side of the rail along the vibration direction. A finely polished platinum film was attached to the side to act as a reflective target and enhance the signal-to-noise (S/N) ratio. A computer data acquisition system (NI6040 DAQ) and a real-time control Fig. 9 The hardware of vibratory feeding and feedback control card (National Instruments PCI7030) were used for sensing and actuation control (shown in Fig. 9 ). Previous researchers have demonstrated that an electromechanical model of the piezoelectric vibration can be well modelled as a second-order system [17, 18] . The frequency response of the vibratory system was measured and is shown in Fig. 10 . The system was lightly damped as expected with a damping ratio of f 5 0.05. A simple analytical solution of the load free system, determined from the frequency response, was
The MATLAB simulated frequency response of Equation (21) is shown as a solid line in Fig. 10 . It shows a good fit to the experimental data in the frequency range of 0-150 Hz. The natural frequency of the system obtained from equation (21) is f 0 5 72.3 Hz.
To verify the effect of the linear waveform compensator, vibration experiments were conducted with 20 and 40 Hz driving waveforms. When a quadratic driving waveform was directly applied to the actuator without any compensation, the recorded responses at 20 and 40 Hz, as shown in Fig. 11 , demonstrate undesired waveform shapes. This is attributed to resonant vibration of higher harmonic frequency response components. These harmonics induce significant distortion in the responding waveform. In the application of vibratory parts feeding, feeding of parts ceases when the vibrating trajectory is as shown in Figs 11(b) and (c).
The compensator according to the design of equation (3) was then added into the system. As mentioned before, the parameters k 0,1,2 can be determined by the system from a specification of the desired frequency response of the compensated system. In this case, the corresponding compensator parameters were tuned as k 0 5 21, k 1 5 280, and k 2 5 2 000 000. After implementation of the compensator, the system reduces the differentiation effect and filters out undesired spikes while maintaining most characteristics of the inverted driving waveform u. The simulated frequency response of the compensated synthetic system had a bandwidth of 250 Hz and damping factor f 5 0.12, as shown in To verify the functionality of the alternate noise suppression method, the control designed in Fig. 6 was implemented and tested. The experimental results are analysed in two ways. The first comparison was between dynamic hysteresis loops ( Fig. 14) and the static hysteresis loop (Fig. 13) to the same voltage extremes gap. The second comparison was between the responding motion waveform and the desired waveform (Fig. 14) .
The displacement range and the width of the hysteresis loop (roughly speaking, the loop area) for the 40 Hz waveform were both greater than those of static ones, indicating that the hysteresis effect was magnified by faster vibration. It can also be observed that there was an abnormal curvature of hysteresis loop for the uncompensated vibration. This is attributed to the coupling of linear and non-linear Fig. 12 The frequency response modified by implementing an appropriate compensator. The solid line is the original response and the dotted line is the response after implementation of the compensator Fig. 13 The open-loop static hysteresis was measured by applying a saw-tooth voltage waveform in the range ¡10 V effects. When the linear frequency compensator was implemented, the higher harmonic effect was reduced and the abnormal curvature of the uncompensated hysteresis loop was diminished, as shown in Fig. 14(b) . However, compared with the response of the uncompensated system to a single driving frequency (Fig. 14(c) ), the discrepancy can still be observed. This indicates that the linear compensator cannot absolutely remove the harmonic-induced noise, because the coupling between linear and non-linear adds complexity in system identification. Figure 14(d) shows the result of iteration of alternating the process between linear identification and non-linear filtering. It indicates that reducing noise gradually through multiple cycles will allow linear and non-linear noise to be offset by each other and total noise could be reduced to a much lower level with this methodology. The experimental results have revealed that the efficiency of the vibratory feeding system was significantly improved after implementation of this controller.
CONCLUSIONS
Due to their high precision and fast response, piezoelectric actuators are widely used for static and dynamic positioning. However, low-cost bimorph PZT actuators do not offer the optimum performance of other designs and are not as widely used in industry. To overcome the drawbacks of such inexpensive actuators, external compensation is needed. In this research a PZT-5H bimorph actuator with a narrow bandwidth is used for vibratory parts feeding. To overcome the resonant distortion in the tracking waveform and frequencydependent dynamic hysteresis effect a synthetic feedforward compensator was designed using the direct waveform control (DWC) method. In the compensation design, both linear frequency dispersion and non-linear hysteresis noise were considered and their coupling effect was reduced by an adaptive FIR filter. The effect of waveform normalization was also studied. The hardware and controller were tested for 20 and 40 Hz operation. The experimental results indicate that at 20 Hz, the waveform tracking was satisfactory and hysteresis was significantly reduced. At 40 Hz, due to resonant effects, the hysteresis loop was also reduced, but was still observable. In summary, DWC has been demonstrated to be an effective control technique that would allow inexpensive bimorph PZT actuators to be applied in industry. Also, it is shown that waveform normalization decreases undesired hysteresis minor loops and the residual harmonic effect is reduced as shown in Figs 13(d) and 14(d) . 
