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5Résumé
Cette thèse se divise en 2 grandes parties indépendantes ; la première traitant
des nombres de Jacobi-Stirling, la seconde abordant les nombres d’Entringer.
La première partie introduit les nombres de Jacobi-Stirling de seconde et de
première espèce comme coefficients algébriques dans des relations polynomiales.
Nous donnons des interprétations combinatoires de ces nombres, en termes de par-
titions d’ensembles et de quasi-permutations pour les nombres de seconde espèce,
et en termes de permutations pour les nombres de première espèce. Nous étudions
également les fonctions génératrices diagonales de ces familles de nombres, ainsi
qu’une de leur généralisation sur le modèle des r-nombres de Stirling.
La seconde partie introduit les nombres d’Entringer à l’aide de leur interpréta-
tion en termes de permutations alternantes. Nous étudions les différentes formules
de récurrence vérifiées par ces nombres et généralisons ces résultats à l’aide d’un
q-analogue utilisant la statistique d’inversion. Nous verrons également que ces ré-
sultats peuvent être étendus à des permutations de forme donnée quelconque. En-
fin, nous définissons la notion de famille d’Entringer, et établissons des bijections
entre certaines de ces familles. En particulier, nous établissons une bijection reliant
les permutations alternantes de premier terme fixé, aux arbres binaires croissants
dont l’extrémité du chemin minimal est fixée.
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7Abstract
This thesis is constructed in two main independant parts ; the first one dea-
ling with the numbers of Jacobi-Stirling, the second one tackling the numbers of
Entringer.
The first part introduces the numbers of Jacobi-Stirling of the second kind and
of the first kind, as algebraic coefficients in some polynomial relations. We give
some combinatorial interpretations of these numbers, in terms of set partitions
and quasi-permutations for the numbers of the second kind, and in terms of per-
mutations for the numbers of the first kind. We also study the diagonal generating
functions of these sequences of numbers, and one of their generalization based on
the model of r-Stirling numbers.
The second part introduces the numbers of Entringer with their interpretation
in terms of alternating permutations. We study the different recurrences formu-
las satisfied by these numbers, and refine these results with a q-analogue using
the inversion statistic. We also note that these results can be extend to permu-
tations with any fixed shape. Finally, we define the notion of Entringer family,
and provide bijections between some of these families. In particular, we establish
a bijection between the alternating permutations with fixed given value, and the
binary increasing trees such that the end-point of the minimal path is fixed.
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9Introduction
Ce mémoire de thèse intitulé Etudes combinatoires des nombres de Jacobi-
Stirling et d’Entringer rassemble différents travaux réalisés dans le domaine de
la combinatoire énumérative et bijective sur deux familles de nombres ayant des
propriétés intéressantes de dénombrement.
Ces travaux se situent dans la continuité de l’analyse combinatoire, née selon
certains dès le XVIIe siècle avec les travaux de Pascal qui, confronté à des pro-
blèmes de probabilités sur les jeux, donna l’un des premiers les coefficients du
développement de (x + y)n à l’aide de son triangle qu’il disait "mystique". Bien
d’autres grands mathématiciens ont ensuite contribué à cette théorie naissante,
dont parmi tant d’autres, Newton, Leibniz, Bernoulli, . . . En particulier, Euler,
au XVIIIe siècle, a déterminé de nombreuses suites intéressantes d’entiers natu-
rels, mais il s’intéressait davantage à l’époque à l’aspect calculatoire des nombres
qu’il étudiait, plutôt qu’à un éventuel sens combinatoire que pouvaient avoir ces
nombres.
Cette science fut ensuite un peu délaissée durant une longue période, mais vé-
cut une véritable renaissance dès la fin du XIXe siècle, avec l’œuvre de André et
Lucas en France, ou bien MacMahon en Angleterre, qui permirent à cette discipline
méconnue de s’épanouir peu à peu tout au long du siècle dernier. En particulier,
Schützenberger et Foata en ont été les dignes successeurs, et ont permis à la com-
binatoire française de se développer.
La combinatoire énumérative s’intéresse à donner un sens à des suites d’entiers,
ou à des formules reliant de tels nombres. Lorsque certains nombres sont réputés
pour dénombrer des classes d’objets différentes, la combinatoire bijective s’intéresse
à relier bijectivement ces différents ensembles afin de raffiner les liens étroits entre
les divers objets étudiés.
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déjà introduits par Euler et qui vérifient des relations de récurrence intéressantes,
comme la formule Cn =
n−1∑
i=0
CiCn−1−i. Le mathématicien Stanley recense actuel-
lement 188 interprétations combinatoires différentes pour cette suite de nombres,
dont entre autres, le nombre de chemins de Dyck de longueur 2n, le nombre de pa-
renthésages de n + 1 facteurs, le nombre de partitions non croisées de {1, . . . , n},
. . . Pourtant, il n’existe pas de bijection simple entre toutes ces interprétations,
seules certaines ont pu être explicitées, et la recherche de ces chaînons manquants
passionne actuellement plusieurs chercheurs de par le monde.
Nos travaux se situent ainsi dans la continuité de cette science combinatoire.
Nous y trouverons les deux thèmes de recherche énoncés précédemment : pre-
mièrement, trouver une interprétation à certaines suites de nombres entiers, et
comprendre les différentes relations qui lient ces nombres à l’aide de leur inter-
prétation ; deuxièmement, exprimer des bijections explicites entre deux ensembles
d’objets dénombrés par les mêmes suites d’entiers, un problème qui se révèle assez
difficile en général.
Ce mémoire de thèse se divise en deux parties indépendantes, la première trai-
tant des nombres de Jacobi-Stirling, la seconde traitant des nombres d’Entringer,
construites respectivement en trois puis deux chapitres.
Partie 1 - Nombres de Jacobi-Stirling
Chapitre 1 - Nombres de Jacobi-Stirling de seconde espèce.
Ces dernières années, différents travaux ont été réalisés en théorie des opéra-
teurs différentiels où apparaissent naturellement des suites d’entiers positifs. En
particulier, les nombres de Jacobi-Stirling de seconde espèce, définis par la relation
de récurrence suivante :
JS(n, k; z) = JS(n− 1, k − 1; z) + k(k + z)JS(n− 1, k; z)
sont des polynômes de la variable z à coefficients entiers positifs. Plus remarquable,
il se trouve que les coefficients dominants (respectivement les coefficients constants)
de ces polynômes se trouvent être les nombres de Stirling de seconde espèce S(n, k)
(resp. les nombres factoriels centraux de seconde espèce U(n, k)).
Les nombres de Stirling, appelés ainsi selon Tweedie [Twe22] par Nielsen [Nie06]
en l’honneur de James Stirling, qui les avait calculés en 1730 dans [Sti30], ont été
largement étudiés (voir [Com74, Jor47, Rio58] pour leurs nombreuses propriétés)
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et sont apparus dans de nombreux contextes. Dernièrement, ils sont apparus par
exemple en physique combinatoire dans l’écriture normale des puissances d’opéra-
teurs de Boson dans l’algèbre d’Heisenberg (voir [BHPSD07] pour plus de détails).
Les nombres factoriels centraux ont fait également l’objet d’une étude analytique
[Rio68] et combinatoire [Dum74].
Le premier objet de ce chapitre est de fournir des interprétations combinatoires
de chaque coefficient du polynôme JS(n, k; z). Un premier modèle est une exten-
sion du modèle de Andrews-Littlejohn [AL09] et correspond à une partition de
l’ensemble {0,±1,±2, . . . ,±n} en k + 1 blocs, dont un particulier, avec certaines
conditions sur la disposition de chaque ±i dans les blocs. Ce modèle permet entre
autres de retrouver l’interprétation classique de S(n, k) qui compte les partitions
de {1, 2, . . . , n} en k blocs, et l’interprétation de U(n, k) qui compte les couples
(pi1, pi2) de partitions de {1, 2, . . . , n} en k blocs de mêmes minimums.
Un deuxième modèle est ensuite introduit, en généralisation du modèle de Du-
mont [Dum74] et correspond à des placements de tour sur un quadrillage. Ce mo-
dèle permet de retrouver l’interprétation de Dumont de U(n, k) en terme de couples
de quasi-permutations superdiagonales. Nous fournissons alors une bijection expli-
cite entre les deux modèles, introduisant un troisième modèle intermédiaire formé
de triplets de partitions de [n].
Il est intéressant également de regarder les fonctions génératrices diagonales
des nombres de Jacobi-Stirling, autrement dit, les fonctions génératrices des suites
JS(n+k, n; z) lorsque k est un entier fixé. Ce travail fait suite aux travaux de Gessel-
Stanley [GS78] et [Egg10]. Il est remarquable que ces fonctions génératrices soient
rationnelles avec un numérateur polynomial qui semble n’avoir que des coefficients
entiers positifs dont l’interprétation combinatoire serait loin d’être évidente.
Enfin, nous introduisons les r-nombres de Jacobi-Stirling, comme généralisa-
tions des r-nombres de Stirling qui dénombrent les partitions de {1, 2, . . . , n} en k
blocs où les entiers 1, 2, . . . , r sont des minimums de blocs (voir [Bro84] pour plus
de détails). Les r-nombres de Jacobi-Stirling vérifient des formules intéressantes
qui constituent la fin de ce chapitre.
Chapitre 2 - Nombres de Jacobi-Stirling de première espèce.
Les nombres de Jacobi-Stirling de seconde espèce pouvant être introduits comme
des coefficients de changements de base entre deux bases de polynômes, il est na-
turel de définir les coefficients du changement de base inverse, notés ici js(n, k; z).
Ces nombres, à un signe près, vérifient alors la relation de récurrence suivante :
js(n, k; z) = js(n− 1, k − 1; z)− (n− 1)(n− 1 + z)js(n− 1, k; z)
et sont encore des polynômes de la variable z à coefficients entiers de mêmes
signes. De même, les coefficients dominants de ces polynômes se trouvent être les
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nombres de Stirling de première espèce s(n, k) qui dénombrent les permutations
de {1, 2, . . . , n} en k cycles disjoints, et les coefficients constants se trouvent être
les nombres factoriels centraux de première espèce u(n, k).
Les nombres de Stirling de première espèce étaient déjà connus de Herriot
[Gla71]. On trouve dans les archives du British Museum un de ses manuscrits




pour k ≤ 7. De nombreuses propriétés des nombres s(n, k) sont détaillées dans
[Com74, Jor47, Rio58]. Les nombres factoriels centraux de première espèce u(n, k)
apparaissant également dans notre contexte sont bien moins connus et aucune
interprétation combinatoire n’en avait été faite jusqu’à présent.
Le but de ce chapitre est de fournir une interprétation combinatoire de chaque
coefficient du polynôme js(n, k; z), dont en particulier une pour le nombre u(n, k).
Ce modèle s’exprime en terme de couples de permutations de [n] ∪ {0} et de [n],
de mêmes minimums de cycles, à l’aide de la statistique du nombre d’éléments
saillants d’une permutation.
Nous étudions ensuite les liens particuliers qui unissent les nombres de Jacobi-
Stirling de première et de seconde espèce. En effet, les premiers sont en quelque
sorte un prolongement des seconds, si on les définissait pour les entiers négatifs
avec la même formule de récurrence.
La fin de ce chapitre, dans la continuité du précédent, introduit les fonctions
génératrices diagonales des nombres de Jacobi-Stirling de première espèce, autre-
ment dit, les fonctions génératrices des suites js(n, n− k; z) lorsque k est un entier
fixé. Ces travaux font également suite aux travaux de Gessel-Stanley [GS78] et
[Egg10].
Nous étudions enfin les r-nombres de Jacobi-Stirling de première espèce, géné-
ralisations naturelles des r-nombres de Stirling de première espèce, qui dénombrent
les permutations de {1, 2, . . . , n} en k cycles disjoints où les entiers 1, 2, . . . , r sont
des minimums de cycles, mais nous verrons que les résultats sont bien moins évi-
dents que pour le cas des nombres de seconde espèce.
Chapitre 3 - Nombres factoriels centraux.
Ce court chapitre traite de la suite des nombres factoriels centraux, dont
deux suites extraites sont des cas particuliers des nombres de Jacobi-Stirling. Les
nombres factoriels centraux possèdent des propriétés intéressantes au niveau ana-
lytique et il apparaît que deux autres suites extraites sont constituées d’entiers
positifs. Nous étudierons dans ce chapitre les interprétations combinatoires de ces
deux suites annexes relatives aux nombres factoriels centraux.
La première suite dénombre exactement les partitions d’un ensemble compre-
nant un nombre impair d’éléments, en un nombre impair de blocs, chacun de
cardinal impair.
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La deuxième suite dénombre ce que nous appelons les (n, k)-complexes de Rior-
dan, qui sont, partant d’une partition d’un nombre impair d’éléments en un nombre
impair de blocs, chacun de cardinal impair, des couples d’involutions sans point
fixe sur chaque bloc de cette partition.
Ce chapitre fait appel à la théorie générale de la combinatoire des fonctions
génératrices ([FS72, Chp. 3], [Sta99, Chp. 5]).
Partie 2 - Nombres d’Entringer
Chapitre 4 - Nombres d’Entringer et q-analogues.
Les nombres d’Euler, qui sont les coefficients de Taylor de la fonction tan + sec,
n’admettent pas de formule explicite à l’ordre n. Cependant, André a montré
[And79, And81] que ces nombres représentent le nombre de permutations alter-
nantes de longueur n. Les nombres d’Entringer an,k, appelés ainsi en l’honneur du
mathématicien les ayant étudiés [Ent66] dénombrent les permutations alternantes
en fonction de leur dernier terme, et fournissent alors un moyen très pratique pour
calculer de proche en proche les nombres d’Euler avec de simples additions. En
effet, les nombres d’Entringer vérifient des relations triangulaires intéressantes :
an,k = an,k−1 + an−1,k−1 lorsque n est pair,
an,k = an,k+1 + an−1,k lorsque n est impair.
Si on dispose les nombres d’Entringer dans une table triangulaire semblable au
triangle de Pascal, les nombres d’Euler apparaissent alors directement sur les bords
de cette table, que l’on appelle table de Seidel-Kempner [Kem33, Sei77].
La première partie de ce chapitre s’intéresse aux différentes formules de ré-
currence vérifiées par les nombres d’Entringer. Ces diverses relations, qui avaient
été prouvées à l’origine par des preuves analytiques [Ent66], sont démontrées ici à
l’aide d’arguments combinatoires.
Nous introduisons ensuite la théorie des q-analogues des nombres d’Euler, qui
a été largement étudiée durant les dernières années [FH08]. Il semble naturel
d’étendre les résultats précédents en définissant des q-analogues des nombres d’En-
tringer. Les différentes formules énoncées précédemment dans le cas q = 1 peuvent
alors se généraliser dans ce cadre, à l’aide de démonstrations combinatoires inté-
ressantes.
Nous verrons enfin qu’il est même possible de généraliser ces résultats à des
permutations de forme donnée quelconque, où seules les places des montées et des
descentes sont fixées, les permutations alternantes ne devenant alors qu’un cas
particulier de cette théorie.
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Chapitre 5 - Bijections entre les familles d’Entringer.
Dans ce chapitre, nous définissons de manière plus générale la notion de famille
d’Entringer, qui est simplement une famille d’ensembles (En,k) dont le cardinal est
le nombre d’Entringer. Dans plusieurs articles de recherche [FS73, Pou82, Pou97],
Poupard avait explicité plusieurs familles d’Entringer en termes de permutations
alternantes, de permutations directes alternantes, et de manière plus originale, en
termes d’arbres croissants, mais sans preuves bijectives.
L’interprétation des nombres d’Euler en termes d’arbres croissants était bien
connue [FS73] et une bijection avait même été décrite par Donaghey [Don75] entre
les permutations alternantes et les arbres. De nombreuses études ont été réalisées
sur les nombres d’Entringer dans les arborescences [Cha00, KPP94] mais aucun
lien n’avait pu être établi entre les familles d’Entringer relatives aux permutations
et celles relatives aux arbres croissants.
Le but principal de ce chapitre est de décrire des bijections simples entre ces
différentes familles d’Entringer. En particulier, le lien entre les permutations al-
ternantes et les arbres croissants est explicité à l’aide d’un nouveau modèle, que
nous appelons les suites codantes de {1, 2, . . . , n}.
Nous établissons également des bijections simples entre les modèles introduits
par Poupard [Pou97] dans les modèles des permutations alternantes, ou des per-
mutations directes alternantes.
Nous interpréterons également le récent modèle des G-mots et R-mots défini
par Martin et Wagner dans [MW09] en termes de nombres d’Entringer, créant ainsi
une nouvelle famille d’Entringer, bijectivement reliée avec le modèle arborescent
des nombres d’Entringer.
Nous définirons enfin un nouveau modèle des U-mots qui fournit également une
nouvelle famille d’Entringer, bijectivement reliée avec le modèle des permutations





Les nombres de Stirling de première et seconde espèce sont très connus en
combinatoire et ont été étudiés de manière assez approfondie par de nombreux
auteurs, que ce soit du point de vue combinatoire, du point de vue analytique,
ou même asymptotique. Les nombres factoriels centraux, eux, sont moins connus
mais ont été étudiés de manière analytique et combinatoire, principalement par
Riordan et Dumont.
Les nombres de Jacobi-Stirling sont des polynômes d’une variable z, émanant
d’identités d’opérateurs différentiels, dont respectivement les coefficients domi-
nants et les coefficients constants correspondent aux nombres de Stirling et aux
nombres factoriels centraux. Il est assez intéressant que ces suites de nombres clas-
siques interviennent dans un tel contexte, et il est donc naturel de se demander si
les autres termes apparaissant dans ces polynômes peuvent également avoir une
interprétation.
Le but principal de cette partie est de générer un modèle combinatoire pour
chacun des coefficients de ces polynômes, qui pourrait être une généralisation des
interprétations connues pour les nombres de Stirling et nombres factoriels centraux.
Ceci a permis, entre autres, de connaître plus en détail les nombres factoriels




Nombres de Jacobi-Stirling de seconde espèce
1.1 Définitions
Soient α et β deux paramètres réels, tels que α > −1 et β > −1. Le n-ième
polynôme de Jacobi P (α,β)n (t) est défini comme l’unique solution polynomiale de
degré n satisfaisant l’équation différentielle ordinaire du second ordre de Jabobi :
(1− t2)y′′(t) + (β − α− (α + β + 2)t)y′(t) + n(n+ α + β + 1)y(t) = 0, (1.1)
et les deux conditions initiales suivantes :
P (α,β)n (1) =
(α + 1)n
n!




où (z)n = z(z + 1) . . . (z + n− 1).
Introduisons `α,β[y](t) l’opérateur différentiel de Jacobi défini par :
`α,β[y](t) =
1
(1− t)α(1 + t)β
(−(1− t)α+1(1 + t)β+1y′(t))′ . (1.2)
Alors, la définition de P (α,β)n via l’équation (1.1) revient à dire que y = P (α,β)n (t)
est solution de l’équation :
`α,β[y](t) = n(n+ α + β + 1)y(t). (1.3)
Autrement dit, le n-ième polynôme de Jacobi est un vecteur propre pour l’opéra-
teur différentiel `α,β pour la valeur propre n(n+ α + β + 1).
20 1. Nombres de Jacobi-Stirling de 2nde espèce
Dans [EKLWY07, Theorème 4.2], Everitt-Kwon-Littlejohn-Wellman-Yoon ont
donné le développement suivant de la n-ième composée (pour tout n ∈ N) de
l’opérateur de Jacobi `α,β :
(1− t)α(1 + t)β`nα,β[y](t) =
n∑
k=0
(−1)kJS(n, k;α, β) ((1− t)α+k(1 + t)β+ky(k)(t))(k) ,
(1.4)
où les coefficients JS(n, k;α, β) sont appelés les nombres de Jacobi-Stirling de se-
conde espèce. Les auteurs précédents [EKLWY07, (4.4)] ont également fourni une
formule sommatoire explicite pour les nombres JS(n, k;α, β),
JS(n, k;α, β) =
k∑
i=0
(−1)i+kΓ(α + β + i+ 1)Γ(α + β + 2i+ 2) [i(i+ α + β + 1)]
n
i!(k − i)!Γ(α + β + 2i+ 1)Γ(α + β + k + i+ 2) .
(1.5)
où Γ est la fonction Gamma d’Euler. On peut remarquer que ces nombres ne
dépendent en réalité que d’un seul paramètre z = α+ β+ 1, ce qui n’était a priori
pas évident d’après l’équation (1.4) et alors en notant JS(n, k; z) := JS(n, k;α, β),
on a :
JS(n, k; z) =
k∑
i=0
(−1)i+k Γ(z + i)Γ(z + 2i+ 1) [i(i+ z)]
n
i!(k − i)!Γ(z + 2i)Γ(z + k + i+ 1) . (1.6)
Ainsi, on peut définir les nombres de Jacobi-Stirling de seconde espèce de manière








(X − i(i+ z)) si k ≥ 1, et (X)0,z = 1. L’équation (1.7) correspond
dans l’espace vectoriel Rn[X] (ensemble des polynômes réels de degré inférieur à n)
aux coefficients de changement de base entre la base canonique (1, X,X2, . . . , Xn)
et la base ((X)0,z, (X)1,z, . . . , (X)n,z).
Remarque 1. Dans [EKLWY07], les auteurs ont réalisé de longs calculs pour dé-
duire la formule explicite (1.5) pour les nombres de Jacobi-Stirling. En fait, on peut
déduire une formule explicite pour les nombres de Jacobi-Stirling directement à











(X − xi). (1.8)
1.1. Définitions 21





JS(n, j; z)(m− j + 1)j(z +m)j, (1.9)
où
JS(n, j; z) =
j∑
r=0
(−1)r [r(r + z)]
n
r!(j − r)!(z + r)r(z + 2r + 1)j−r , (1.10)
et (z)n = z(z + 1) . . . (z + n− 1). Si on substitue X par m(m+ z) + k, on obtient
[EKLWY07, Théorème 4.1].
Il s’ensuit de (1.7) que les nombres de Jacobi-Stirling JS(n, k; z) satisfont la
relation de récurrence suivante :
{
JS(0, 0; z) = 1, JS(n, k; z) = 0, si k 6∈ {1, . . . , n},
JS(n, k; z) = JS(n− 1, k − 1; z) + k(k + z) JS(n− 1, k; z), n, k ≥ 1. (1.11)
Cette relation triangulaire fournit un moyen rapide pour déterminer les pre-
mières valeurs de JS(n, k; z) (voir Table 1.1).
Comme il a été remarqué dans [ELW02, EKLWY07, AL09], la définition précé-
dente rappelle étrangement la définition des nombres de Stirling de seconde espèce
S(n, k), qui sont définis également comme coefficients dans un changement de base







(X − i), (1.12)
et satisfont la récurrence suivante :
S(1, 1) = 1 S(n, k) = 0, si k 6∈ {1, . . . , n}, (1.13)
S(n, k) = S(n− 1, k − 1) + kS(n− 1, k), n, k ≥ 1. (1.14)
Le point de départ de ce chapitre est l’observation que les nombres factoriels
centraux de seconde espèce T (n, k) semblent plus appropriés en vue d’une com-
paraison. En effet, ces nombres sont définis dans l’ouvrage de Riordan [Rio68, p.
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Les nombres T (n, k) ne sont pas tous des entiers, mais si on se restreint à regarder
les nombres factoriels centraux d’indices pairs U(n, k) := T (2n, 2k), alors :
U(0, 0) = 1 U(n, k) = 0, si k 6∈ {1, . . . , n}, (1.16)
U(n, k) = U(n− 1, k − 1) + k2U(n− 1, k), n, k ≥ 1. (1.17)
La présence du coefficient k2 dans la relation de récurrence (1.17) est ainsi plus
proche du coefficient k(k + z) des nombres de Jacobi-Stirling, à l’inverse du co-
efficient k présent dans la récurrence des nombres de Stirling. Le chapitre 3 fera
l’objet d’une étude plus approfondie des nombres factoriels centraux.
Des définitions et équations précédentes, on peut facilement déduire le résultat
suivant, qui permet de faire le lien entre les différentes suites de nombres intro-
duites.
Théorème 2. Soient n et k deux entiers positifs avec n ≥ k. Les nombres de
Jacobi-Stirling JS(n, k; z) sont des polynômes en z de degré n − k à coefficients
entiers positifs. De plus, si on note :
JS(n, k; z) = a(0)n,k + a
(1)




n,k = S(n, k), (1.19)
a
(0)
n,k = U(n, k). (1.20)
Démonstration. D’après la relation (1.11), et sachant que JS(0, 0; z) = 1, on déduit
facilement par récurrence que les nombres JS(n, k; z) sont tous des polynômes en
z de degré n−k et de coefficients positifs. La relation (1.11) peut se traduire alors











On en déduit donc que les coefficients dominants et constants de JS(n, k; z) vérifient
respectivement les relations (1.14) et (1.17).
La nature même des coefficients impliqués dans les polynômes ci-dessus, entiers
naturels positifs, réclame une interprétation combinatoire. En effet, il est classique
(voir [Com74]) que le nombre de Stirling S(n, k) possède une interpretation en tant
que nombre de partitions de l’ensemble [n] := {1, . . . , n} en k blocs non vides. En
1974, dans son étude des nombres de Genocchi, Dumont [Dum74] a découvert la
première interprétation combinatoire des nombres factoriels centraux U(n, k) en
termes de couples de quasi-permutations superdiagonales de [n] (voir pour cela le
paragraphe 1.2.3). On peut remarquer également que lorsque z = 1, les nombres
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de Jacobi-Stirling de seconde espèce deviennent les nombres de Legendre-Stirling
de seconde espèce LS(n, k),
LS(n, k) = JS(n, k; 1), (1.22)
introduits récemment dans [ELW02] et dont l’interprétation combinatoire a été
donnée par Andrews-Littlejohn [AL09] en termes de partitions d’ensembles (voir
le paragraphe 1.2.1). Récemment, Andrews et Littlejohn [AL09] ont interprété
LS(n, k) = JS(n, k; 1) en termes de partitions d’ensembles.
Plusieurs questions se dégagent alors naturellement des remarques précédentes :
– Tout d’abord, existe-t-il une généralisation combinatoire possible du modèle
d’Andrews et Littlejohn qui donnerait la signification de chaque coefficient
a
(i)
n,k du nombre de Jacobi-Stirling JS(n, k; z) et qui également serait un raf-
finement de l’interprétation originelle de S(n, k) ?
– Ensuite, existe-t-il une relation entre le modèle de Dumont en termes de
quasi-permutations et celui d’Andrews et Littlejohn en termes de partitions ?
– Enfin, étant donné que certaines généralisations des nombres de Stirling
(comme les r-nombres de Stirling par exemple) ont été introduites et étudiées
par différents auteurs, pourrait-on faire de même dans le cadre plus général
des nombres de Jacobi-Stirling ?
Le but de ce premier chapitre est de répondre à ces questions. Dans la sec-
tion 1.2, après avoir introduit quelques définitions nécessaires, nous donnerons
deux interprétations combinatoires pour le coefficient a(i)n,k dans JS(n, k; z) (0 ≤
i ≤ n − k), et construirons explicitement une bijection entre les deux modèles.
Dans la section 1.3, nous établirons des résultats complémentaires sur les formules
explicites et les fonctions génératrices des nombres de Jacobi-Stirling. Enfin, dans
la section 1.4, nous généraliserons les nombres de Stirling avec un paramètre r, sur
un travail analogue aux r-nombres de Stirling de seconde espèce.
1.2 Interprétations combinatoires
1.2.1 Le modèle des partitions signées
Pour tout entier positif n, on définit l’ensemble
[±n]0 := {0, 1,−1, 2,−2, 3,−3, . . . , n,−n}.
La définition suivante est équivalente à celle donnée par Andrews et Littlejohn
[AL09] dans le but d’interpréter les nombres de Legendre-Stirling, où le nombre
0 a été ajouté, pour éviter d’avoir un bloc vide et pour être plus proche du futur
modèle des nombres de Jacobi-Stirling de première espèce qui sera introduit au
chapitre 2.
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Définition 3. Une k-partition signée de [±n]0 est une partition de [±n]0 en k+ 1
blocs non-vides B0, B1, . . . Bk avec les règles suivantes :
1. 0 ∈ B0 et ∀i ∈ [n], {i,−i} 6⊂ B0,
2. ∀j ∈ [k] et ∀i ∈ [n], on a {i,−i} ⊂ Bj ⇐⇒ i = minBj ∩ [n].
Par exemple, la partition pi = {{2,−5}0, {±1,−2}, {±3}, {±4, 5}}, est une 3-
partition signée de [±5]0, où {2,−5}0 := {0, 2,−5} est le bloc-zéro.









Théorème 4. Pour tous entiers positifs n et k, l’entier a(i)n,k (0 ≤ i ≤ n − k),
coefficient du nombre de Jacobi-Stirling de seconde espèce :







est le nombre de k-partitions signées de [±n]0 dont le bloc-zéro contient exactement
i valeurs négatives.
Par exemple, d’après la Table 1.1, on a JS(3, 2; z) = 5 + 3z. En effet, d’après
la liste donnée précédemment il y a cinq 2-partitions signées de [±3]0 n’ayant pas
de valeurs négatives dans le bloc zéro, et trois 2-partitions signées de [±3]0 ayant
une valeur négative dans le bloc zéro.
Démonstration. Soit A(i)n,k l’ensemble des k-partitions signées de [±n]0 telles que le
bloc-zéro contienne i valeurs négatives et posons a˜(i)n,k = Card(A(i)n,k).
Par convention a˜(0)0,0 = 1. On a de manière triviale a˜
(0)
1,1 = 1 et pour que a˜
(i)
n,k 6= 0,
on doit avoir n ≥ k ≥ 1 et 0 ≤ i ≤ n − k puisque k valeurs négatives sont déjà
présentes dans les minimums des k blocs.
On partitionne ensuite l’ensemble A(i)n,k en quatre groupes.
(i) Les k-partitions signées de [±n]0 qui ont {−n, n} pour bloc. Clairement, le
nombre de telles partitions est a˜(i)n−1,k−1.
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(ii) Les k-partitions signées de [±n]0 qui ont n dans le bloc-zéro. On peut
construire de telles partitions en choisissant déjà une k-partition signée de
[±(n−1)]0 avec i valeurs négatives dans le bloc-zéro, puis en insérant n dans
le bloc-zéro et −n dans un des k blocs ; ainsi il y a k a˜(i)n−1,k possibilités.
(iii) Les k-partitions signées de [±n]0 qui ont −n dans le bloc-zéro. On peut
construire de telles partitions en choisissant déjà une k-partition signée de
[±(n−1)]0 avec i−1 valeurs négatives dans le bloc-zéro, puis en insérant −n
dans le bloc-zéro et n dans un des k blocs ; ainsi il y a k a˜(i−1)n−1,k possibilités.
(iv) Les k-partitions signées de [±n]0 où ni n ni −n n’apparaît dans le bloc-zéro
et où {−n, n} n’est pas un bloc. On peut construire de telles partitions en
choisissant déjà une k-partition signée de [±(n−1)]0 avec i valeurs négatives
dans le bloc-zéro, puis en insérant n et −n dans deux blocs différents, autres
que le bloc-zéro ; ainsi il y a k(k − 1)a˜(i)n−1,k possibilités.









n−1,k + k(k − 1)a˜(i)n−1,k, (1.23)











Enfin, avec (1.21), les suites a(i)n,k et a˜
(i)
n,k satisfont la même récurrence et mêmes
conditions initiales, et donc coïncident.





n,k, le Théorème 4 implique immédiatement le résultat
suivant d’Andrews et Littlejohn [AL09].
Corollaire 5. L’entier LS(n, k) est le nombre de k-partitions signées de [±n]0.
Par les Théorèmes 2 et 4, on déduit que l’entier S(n, k) est le nombre de k-
partitions signées de [±n]0 telles que le bloc-zéro contienne n−k valeurs négatives.
Par définition, dans ce cas, il n’y a pas d’entrée positive dans le bloc-zéro. En effa-
çant les entrées signées dans les k blocs restants, on retrouve alors l’interprétation
connue suivante pour le nombre de Stirling de seconde espèce.
Corollaire 6. L’entier S(n, k) est le nombre partitions de [n] en k blocs.
Pour une partition pi = {B1, B2, . . . , Bk} en k blocs, on note min pi l’ensemble
des minimaux de blocs
minpi = {min(B1), . . . ,min(Bk)}.
L’interprétation suivante de Dumont en termes de partitions pour les nombres
factoriels centraux d’indices pairs peut être trouvée dans [FH00, Chap. 3].
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Corollaire 7. L’entier U(n, k) est le nombre de couples (pi1, pi2) de partitions de
[n] en k blocs telles que min(pi1) = min(pi2).
Démonstration. Comme U(n, k) = a(0)n,k, d’après le Théorème 4, l’entier U(n, k)
compte le nombre de k-partitions signées de [±n]0 telles que le bloc-zéro ne contien-
ne pas de valeur positive. Pour une telle k-partition signée pi, on applique l’algo-
rithme suivant :
(i) on déplace chaque valeur positive j du bloc-zéro dans le bloc Bj qui contient
−j pour obtenir une k-partition signée pi′ = {{0}, B1, . . . , Bk},
(ii) la partition pi1 est obtenue en effaçant les valeurs négatives dans chaque
bloc Bi de pi′, et pi2 est obtenue en effaçant les valeurs positives, puis en
prenant les valeurs opposées des valeurs négatives dans chaque bloc de pi′.
Par exemple, si pi = {{3}0, {±1,−3, 4}, {±2,−4}} est la 2-partition signée de
[±4]0, le couple correspondant de partitions est (pi1, pi2) où pi1 = {{1, 3, 4}, {2}} et
pi2 = {{1, 3}, {2, 4}}.
1.2.2 Une autre décomposition de JS(n, k; z)
Le résultat suivant montre que les coefficients dans le développement des nom-
bres de Jacobi-Stirling JS(n, k; z) dans la base (1, z + 1, . . . , (z + 1)n−k) sont éga-
lement intéressants.
Théorème 8. Posons pour n et k entiers,
JS(n, k; z) = d(0)n,k + d
(1)
n,k(z + 1) + · · ·+ d(n−k)n,k (z + 1)n−k. (1.25)
Alors, le coefficient d(i)n,k est un entier positif, qui compte le nombre de k-partitions
signées de [±n]0 telles que le bloc-zéro contienne uniquement le zéro et i valeurs
positives.
Démonstration. On déduit de (1.11) que les coefficients d(i)n,k vérifient la relation







n−1,k + k(k − 1)d(i)n−1,k. (1.26)
SoitD(i)n,k l’ensemble des k-partitions signées de [±n]0 telles que le bloc-zéro contien-
ne uniquement le zéro et i valeurs positives et posons d˜(i)n,k = Card(D(i)n,k).
Par convention d˜(0)0,0 = 1. Trivialement, d˜
(0)
1,1 = 1 et pour que d˜
(i)
n,k 6= 0, on doit avoir
n ≥ k ≥ 1 et 0 ≤ i ≤ n − k puisque k valeurs positives sont déjà présentes dans
les minimums des k blocs.
On partitionne ensuite l’ensemble D(i)n,k en trois groupes.
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(i) Les k-partitions signées de [±n]0 qui ont {−n, n} pour bloc. Clairement, le
nombre de telles partitions est d˜(i)n−1,k−1.
(ii) Les k-partitions signées de [±n]0 qui ont n dans le bloc-zéro. On peut
construire de telles partitions en choisissant déjà une k-partition signée de
[±(n− 1)]0 avec i− 1 valeurs positives dans le bloc-zéro, puis en insérant n
dans le bloc-zéro et −n dans un des k blocs ; ainsi il y a k d˜(i−1)n−1,k possibilités.
(iii) Les k-partitions signées de [±n]0 où ni n ni −n n’apparaît dans le bloc-zéro
et où {−n, n} n’est pas un bloc. On peut construire de telles partitions en
choisissant déjà une k-partition signée de [±(n− 1)]0 avec i valeurs positives
dans le bloc-zéro, puis en insérant n et −n dans deux blocs différents, autres
que le bloc-zéro ; ainsi il y a k(k − 1)d˜(i)n−1,k possibilités.







n−1,k + k(k − 1)d˜(i)n−1,k. (1.27)
On voit donc bien que les suites d(i)n,k et d˜
(i)
n,k coïncident.
Corollaire 9. L’entier JS(n, k;−1) = d(0)n,k est le nombre de k-partitions signées
de [±n]0 qui ont {0} pour bloc-zéro.






D’après le Théorèmes 2 et la relation (1.25), on peut déduire les relations
suivantes.
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Démonstration. Nous allons fournir des interprétations combinatoires de ces trois
identités.
Pour l’équation (1.28), on partitionne l’ensemble A(i)n,k en comptant le nombre
total j d’éléments dans le bloc-zéro (1 ≤ j ≤ n− k). Alors pour construire un tel
élément, on commence par prendre une k-partition signée de [±n]0 qui n’a pas de
valeurs positives dans le bloc-zéro, donc (quitte à échanger chaque entier par son
inverse), il y a d(j)n,k possibilités. Puis, une fois ce choix réalisé, il reste à choisir les
j − i nombres qui sont positifs parmi les j possibilités du zéro-bloc.
Pour l’équation (1.29), on partitionne l’ensemble A(0)n,k en comptant le nombre
total j d’éléments (nécessairement positifs) dans le bloc-zéro (1 ≤ j ≤ n − k).
Cette décomposition fournit directement l’identité (1.29).
Pour l’équation (1.30), on partitionne l’ensemble des k-partitions signées de
[±n]0 suivant le nombre total j d’éléments dans le bloc-zéro (1 ≤ j ≤ n − k).
Pour construire un tel élément, on commence par prendre une k-partition signée
de [±n]0 qui n’a pas de valeurs positives dans le bloc-zéro, donc (quitte à échanger
chaque entier par son inverse), il y a d(j)n,k possibilités. Puis, une fois ce choix réalisé,
il reste à choisir une partition des j entiers du bloc zéro pour déterminer lesquels
seront positifs ou négatifs. Le nombre de partition d’un ensemble à j éléments
étant 2j, on en déduit la formule (1.30).
1.2.3 Une seconde interprétation
Nous proposons à présent un second modèle combinatoire pour interpréter
le coefficient a(i)n,k du nombre de Jacobi-Stirling JS(n, k; z), inspiré des travaux
de Foata-Schützenberger [FS72] et Dumont [Dum74]. Notons Sn l’ensemble des
permutations de [n]. Dans ce qui suit, on identifiera toute permutation σ de Sn
avec son diagramme D(σ) = {(i, σ(i)) : i ∈ [n]}.
Pour tout ensemble fini X, on notera |X| son cardinal. Si α = (i, j) ∈ [n]× [n],
on définit prx(α) = i et pry(α) = j les projections en x et y. Pour tout sous-
ensemble Q de [n]× [n], on définit les projections en x et y par
prx(Q) = {prx(α) : α ∈ Q}, pry(Q) = {pry(α) : α ∈ Q};
et les parties super-diagonales et sous-diagonales par
Q+ = {(i, j) ∈ Q : i ≤ j}, Q− = {(i, j) ∈ Q : i ≥ j}.
Définition 12. Une k-quasi-permutation à simples équerres de [n] est un sous-
ensemble Q de [n]× [n] tel que :
i) ∃σ ∈ Sn, Q ⊂ D(σ),
ii) |Q| = n− k et prx(Q−) ∩ pry(Q+) = ∅.
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Figure 1.1 – La quasi-permutation à simples équerres de [6] Q =





















Une k-quasi-permutation à simples équerres Q de [n] peut être illustrée en
noircissant les n − k cases correspondantes de Q dans un tableau carré de taille
n× n. Inversement, si on définit les équerres diagonales :
Hi := {(i, j) / i ≤ j} ∪ {(j, i) / i ≤ j}, (1 ≤ i ≤ n),
alors un sous-ensemble noirci d’un tableau carré de taille n × n représente une
quasi-permutation à simples équerres s’il n’y a pas de case noire sur la diagonale
principale et au plus une case noire par ligne, par colonne et par équerre diagonale.
Un exemple est donné dans la Figure 1.1.
Théorème 13. Le coefficient a(i)n,k (1 ≤ i ≤ n − k) apparaissant dans JS(n, k; z)
est le nombre de couples (Q1, Q2) de k-quasi-permutations à simples équerres de
[n] satisfaisant les conditions suivantes :
Q−1 = Q
−
2 , |Q−1 | = |Q−2 | = i et pry(Q1) = pry(Q2). (1.31)
Démonstration. Soit C(i)n,k l’ensemble des couples (Q1, Q2) de k-quasi-permutations
à simples équerres de [n] vérifiant (1.31), et notons c(i)n,k = |C(i)n,k|.
Par exemple, le couple (Q1, Q2) où
Q1 = {(1, 3), (2, 5), (3, 7), (4, 1), (5, 6), (8, 2), (10, 9)},
Q2 = {(1, 5), (2, 3), (3, 6), (4, 1), (5, 7), (8, 2), (10, 9)},
(1.32)
est un élément de C(3)10,3. On pourra trouver une représentation graphique de ce
couple dans la Figure 1.2.
On partitionne l’ensemble C(i)n,k en trois groupes.
– Les couples (Q1, Q2) tels que les n-ièmes lignes et n-ièmes colonnes de Q1 et
Q2 soient vides. Clairement, il y a c
(i)
n−1,k−1 tels éléments.
– Les couples (Q1, Q2) tels que les n-ièmes colonnes de Q1 et Q2 soient non
vides. On construit d’abord un couple (Q′1, Q′2) de C(i−1)n−1,k et on choisit alors
une case en même position des n-ième colonnes des deux quasi-permutations ;
il y a n−1−(n−k−1) positions possibles. Ainsi, il y a kc(i−1)n−1,k tels éléments.
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– Les couples (Q1, Q2) tels que les n-ièmes lignes de Q1 et Q2 soient non vides.
On construit d’abord un couple (Q′1, Q′2) de C(i)n−1,k et on ajoute ensuite une
case noire en haut de chaque quasi-permutation ; chaque case peut être placée















D’après (1.11), on voit que a(i)n,k satisfait la même relation de récurrence et les
conditions initiales que c(i)n,k, donc ils coïncident.
Remarque 14. Dans le premier modèle, nous n’avions pas d’interprétation directe
pour le coefficient k2 dans (1.24) car il résultait de la simplification k+ k(k− 1) =
k2. Dans le second modèle contrairement, on peut voir effectivement ce que le
coefficient k2 compte dans (1.33).
Définition 15. Une quasi-permutation super-diagonale (resp. sous-diagonale) de
[n] est une quasi-permutation à simples équerres Q de [n] avec Q− = ∅ (resp.
Q+ = ∅).
À l’aide des Théorèmes 2 et 13, on retrouve l’interprétation combinatoire de
Dumont pour les nombres factoriels centraux de seconde espèce [Dum74], et celle
de Riordan pour les nombres de Stirling de seconde espèce (voir [FS72, Prop. 2.7]).
Corollaire 16. L’entier U(n, k) est le nombre de couples (Q1, Q2) de k-quasi-
permutations super-diagonales de [n] telles que pry(Q1) = pry(Q2).
Corollaire 17. L’entier S(n, k) est le nombre de k-quasi-permutations sous-diago-
nales (resp. super-diagonales) de [n].
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Figure 1.3 – La quasi-permutation sous-diagonale qui correspond à une partition
par l’application ϕ





















Remarque 18. Pour retrouver l’interprétation classique de S(n, k) du Corollaire 6,
on peut appliquer une simple bijection, notée ϕ, de [FS72, Prop. 3]. Partant d’une
k-partition pi = {B1, . . . , Bk} pour chaque bloc non-singleton Bi = {p1, p2, . . . , pni}
contenant ni ≥ 1 éléments p1 < p2 < . . . < pni , on associe la quasi-permutation
sous-diagonale Qi = {(pni , pni−1), (pni−1 , pni−2), . . . , (p2, p1)} avec ni − 1 éléments
de [n] × [n]. Clairement, la réunion de tels Qi est une quasi-permutation sous-
diagonale de cardinal n−k. Un exemple pour la transformation ϕ est donnée dans
la Figure 1.3.
Enfin, on peut déduire du Théorème 13 et de l’équation (1.22) une nouvelle in-
terprétation combinatoire pour les nombres de Legendre-Stirling de seconde espèce.
La correspondance entre les modèles sera établie dans le prochain paragraphe.
Corollaire 19. L’entier LS(n, k) est le nombre de couples (Q1, Q2) de k-quasi-
permutations à simples équerres de [n] telles que pry(Q1) = pry(Q2).
Remarque 20. Nous n’avons pas trouvé d’interprétation ni pour les nombres d(i)n,k
de (1.25), ni pour les formules présentes dans le Théorème 11, en termes de quasi-
permutations à simples équerres.
1.2.4 Le lien entre les deux modèles
On introduit une troisième interprétation qui permet de rendre plus visible
les liens entre les deux modèles précédents. Nous noterons Πn,k l’ensemble des
partitions de [n] en k blocs non-vides.
Définition 21. Soit B(i)n,k l’ensemble des triplets (pi1, pi2, pi3) de Πn,k+i × Πn,k+i ×
Πn,n−i tels que :
i) min(pi1) = min(pi2) et Sing(pi1) = Sing(pi2),
ii) min(pi1) ∪ Sing(pi3) = Sing(pi1) ∪min(pi3) = [n],
où Sing(pi) désigne l’ensemble des singletons d’une partition pi.
Nous aurons besoin du résultat suivant.
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Lemme 22. Pour (pi1, pi2, pi3) ∈ B(i)n,k, on a :
i) |min(pi1) ∩min(pi3)| = k,
ii) |Sing(pi1) \min(pi3)| = i,
iii) |Sing(pi3) \min(pi1)| = n− k − i.
Démonstration. Par définition, on a |min(pi1)| = k+i et |min(pi3)| = n−i. Puisque
min(pi1) ∪min(pi3) = [n], par la formule du Crible, on déduit que :
|min(pi1) ∩min(pi3)| = |min(pi1)|+ |min(pi3)| − |min(pi1) ∪min(pi3)| = k,
et
|Sing(pi1) \min(pi3)| = |Sing(pi1)| − |Sing(pi1) ∩min(pi3)| = n− |min(pi3)| = i.
De la même façon, on obtient iii).
Théorème 23. Il existe une bijection explicite entre A(i)n,k et B(i)n,k.
Démonstration. Soit pi = {B0, B1, . . . , Bk} une k-partition signée de A(i)n,k. On
construit le triplet de partitions (pi1, pi2, pi3) grâce à l’algorithme suivant.
pi1, pi2 : – Soit pi′ = {B′0, B′1, . . . , B′k} la partition obtenue en échangeant tous les j
et −j de pi si j ∈ B0 (resp. j ∈ [n]).
– Soit pi′′ = {B′′0 , B′′1 , . . . , B′′k} la partition obtenue en enlevant toutes les
valeurs négatives dans pi′.
– On définit pi1 (resp. pi2) comme la partition obtenue en isolant les i éléments
positifs de B′′0 en i singletons et en effaçant 0 dans pi′′.
Les partitions obtenues pi1 et pi2 sont clairement des éléments de Πn,k+i et
satisfont min(pi1) = min(pi2) et Sing(pi1) = Sing(pi2).
pi3 : – Pour tout p ∈ [n]\minpi tel que B0∩{±p} = ∅, déplacer p dans le bloc-zéro
pour obtenir une partition pi′ = {B′0, B′1, . . . , B′k}. Ainsi, il y a n − k − i
valeurs positives dans le nouveau bloc B′0.
– Soit pi′′ = {B′′0 , B′′1 , . . . , B′′k} la partition obtenue en enlevant toutes les
valeurs négatives dans pi′.
– On définit pi3 comme la partition obtenue en isolant les n− k− i éléments
positifs de B′′0 en n− k − i singletons et en effaçant 0 dans pi′′.
La partition obtenue pi3 est un élément de Πn,n−i.
Pour tout p ∈ [n]\min(pi1), si p /∈ B0 alors B0∩{±p} 6= ∅, par définition p sera
déplacé dans le bloc-zéro, dans l’autre cas p était déjà dans le bloc-zéro. Ainsi, les
éléments qui ne sont pas dans min(pi1) deviennent des singletons dans pi3. Ainsi
min(pi1) ∪ Sing(pi3) = [n]. De même, on a Sing(pi1) ∪min(pi3) = [n].
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Par exemple, prenons la 3-partition signée de [±10]0 :
pi = {{−4, 6, 7,−8,−10}0, {±1, 3, 4,−5,−7}, {±2,−3, 5,−6, 8}, {±9, 10}}.
(1.34)
Le triplet correspondant est (pi1, pi2, pi3) ∈ Π10,6 × Π10,6 × Π10,7 où :
pi1 = {{1, 3, 7}, {2, 5, 6}, {4}, {8}, {9}, {10}},
pi2 = {{1, 5, 7}, {2, 3, 6}, {4}, {8}, {9}, {10}},
pi3 = {{1, 4}, {2, 8}, {3}, {5}, {6}, {7}, {9, 10}}.
(1.35)
Réciproquement, soit (pi1, pi2, pi3) un élément de B(i)n,k, on construit
pi = {B0, B1, . . . , Bk},
une k-partition signée de [±n]0 par la procédure suivante.
– Utiliser les k éléments de min(pi1)∩min(pi3), disons p1, . . . , pk, et 0 pour créer
k + 1 blocs :
B0 = {. . .}0, B1 = {±p1, . . .}, . . . , Bk = {±pk . . .}, (1.36)
où “. . .” signifie que les blocs ne sont pas encore complétés. Par exemple,
pour le triplet (pi1, pi2, pi3) de (1.35), on crée quatre blocs : {0, . . .}, {±1, . . .},
{±2, . . .} et {±9, . . .}.
– Pour tout élément xj de [n] \ min(pi3) (1 ≤ j ≤ i), supposons que xj ap-
paraisse dans un bloc (non-singleton) Cj de pi3. alors, on place −xj dans le
bloc-zéro B0 et xj dans le bloc de (1.36) qui contient min(Cj). Remarquons
que nous devons montrer que min(Cj) ∈ min(pi1) ∩ min(pi3) pour garantir
l’existence d’un tel bloc dans (1.36). En effet, si min(Cj) /∈ min(pi1), alors,
par la Définition 21, on aurait min(Cj) ∈ Sing(pi3). Dans l’exemple précédent,
on place le nombre 4 dans le bloc qui contient 1.
– Pour tout élément yj de [n] \min(pi2) (1 ≤ j ≤ n− k − i), supposons que yj
apparaisse dans un bloc (non-singleton) Dj (resp. Ej) de pi2 (resp. pi1). Alors,
on place −pj dans le bloc de (1.36) qui contient min(Dj) et on place pj dans
le bloc de (1.36) qui contient min(Ej) sauf si ce bloc contient déjà −pj, dans
le bloc zéro B0 sinon. Dans l’exemple précédent, on place le nombre −3 dans
le bloc qui contient 2, 5 dans le bloc qui contient 2, et 6 dans le bloc-zéro car
le bloc qui contient 2 contient déjà −6.
Puisque l’application ϕ décrite dans la Remarque 18 envoie toute partition sur
une quasi-permutation sous-diagonale, pour chaque triplet de partitions (pi1, pi2, pi2)
de B(i)n,k, on peut associer un triplet (P1, P2, P3) = (ϕ(pi1), ϕ(pi2), ϕ(pi3)) de quasi-
permutations sous-diagonales. Si Pi désigne la quasi-permutation super-diagonale
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obtenue à partir de Pi en échangeant les coordonnées x et y, alors (Q1, Q2) =
(P1∪P3, P2∪P3) est un couple de quasi-permutations à simples équerres satisfaisant
les conditions du Théorème 13. Ainsi, on obtient une bijection entre les k-partitions
signées et les couples de quasi-permutations à simples équerres.
Par exemple, pour la 3-partition signée de [±10]0 pi dans (1.34), le couple
de quasi-permutations à simples équerres (Q1, Q2) est donné par (1.32) (cf. Fi-
gure 1.2).
1.3 Fonctions génératrices diagonales
Signalons pour commencer certains résultats sur les fonctions génératrices ver-
ticales des nombres de Jacobi-Stirling.
Il est connu que la fonction génératrice verticale des nombres de Stirling de




(1− t)(1− 2t) . . . (1− kt) . (1.37)
Pour les nombres de Jacobi-Stirling, on déduit facilement à partir de la récurrence
(1.11) la relation suivante :∑
n≥k
JS(n, k; z)tn =
t
1− k(k + z)
∑
n≥k−1
JS(n, k − 1; z)tn. (1.38)
Par conséquent, la fonction génératrice verticale des nombres de Jacobi-Stirling de
seconde espèce est alors donnée par :∑
n≥k
JS(n, k; z)tn =
tk
(1− (z + 1)t)(1− 2(z + 2)t) . . . (1− k(z + k)t) . (1.39)
On peut remarquer que, en spécialisant pour le cas z = 0, on retrouve la fonction





(1− t)(1− 4t)(1− 9t) . . . (1− k2t) . (1.40)
A présent, nous allons étudier les fonctions génératrices des diagonales de la
Table 1.1. En effet, une étude analogue a été réalisée par Gessel et Stanley [GS78]
pour les nombres de Stirling, et plus récemment Egge [Egg10] a fait un travail
analogue pour les nombres de Legendre-Stirling, il apparaît donc comme naturel
de voir si une extension est possible pour les nombres de Jacobi-Stirling.
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Posons fk(n; z) (qu’on notera plus simplement fk(n), la dépendance en z étant
implicite) le nombre de Jacobi-Stirling diagonal défini par :
fk(n) = JS(n+ k, n; z).
Gessel et Stanley [GS78] ont démontré que le nombre de Stirling S(n + k, k)
(qui correspond au coefficient dominant de JS(n+ k, n; z)) est un polynôme de la
variable n de degré 2k et de coefficient dominant (2kk!)−1. Egge [Egg10] a prouvé
sur un raisonnement analogue que LS(n + k, k) (qui correspond à la somme des
coefficients de JS(n+ k, n; z)) est un polynôme de la variable n de degré 3k et de
coefficient dominant (3kk!)−1. On peut donc se demander de façon naturelle s’il
existe une généralisation pour tous les coefficients du polynôme JS(n+ k, n; z).
Théorème 24. Pour tout entier k, le nombre de Jacobi-Stirling diagonal fk(n)
est un polynôme en z de degré k, et si on note :
fk(n) = pk,0(n) + pk,1(n)z + · · ·+ pk,k(n)zk,
chaque coefficient pk,i(n) est un polynôme en n de degré 3k − i et de coefficient
dominant (αk,i)−1 où pour tout 0 ≤ i ≤ k,
αk,i =

3kk! si i = 0,











≤ i < k,
2kk! si i = k.
(1.41)
Démonstration. On procède par récurrence sur k. On sait que p0,0(n) = 1 puisque
f0(n) = JS(n, n; z) = 1, donc la propriété est vérifiée au rang 0. Supposons qu’on
ait montré que pour tout i ∈ {0, . . . , k}, pk−1,i(n) est un polynôme en n de degré
3(k − 1)− i. La formule de récurrence (1.11) nous donne l’identité suivante :
fk(n)− fk(n− 1) = n(n+ z)fk−1(n), (1.42)
ce qui se traduit en
pk,i(n)− pk,i(n− 1) = n2pk−1,i(n) + npk−1,i−1(n). (1.43)
Rappelons qu’une fonction g : N → C est un polynôme de degré d et de
coefficient α si et seulement si g(n+ 1)− g(n) est un polynôme en n de degré d−1
et de coefficient dominant αd.
Ici, en appliquant l’hypothèse de récurrence, on voit que pk,i(n)−pk,i(n−1) est
un polynôme en n de degré max(3(k−1)− i+2, 3(k−1)− (i−1)+1) = 3k− i−1.
Autrement dit, pk,i(n) est bien un polynôme en n de degré 3k − i.
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Pour tous entiers i et k tels que 0 ≤ i ≤ k, notons βk,i le coefficient dominant
du polynôme pk,i(n). Le coefficient dominant du membre de droite de (1.43) est
βk−1,i + βk−1,i−1. Ainsi, la suite βk,i doit vérifier la récurrence suivante :
βk,i =
1
3k − i (βk−1,i + βk−1,i−1) , (1.44)
c’est-à-dire que βk,i =
1
αk,i
où (αk,i) est la suite définie par les relations (2.16).
Les premières valeurs des nombres αk,i sont données dans la Table 1.4. En
particulier, on voit que les termes de la diagonale correspondent bien à l’inverse
du coefficient dominant de S(n+ k, n) déterminé par Gessel et Stanley. De même,
on retrouve sur la première colonne l’inverse du coefficient dominant de LS(n+k, n)
déterminé par Egge.
Théorème 25. On a pour tous k ≥ 1 et tout i ∈ {0, . . . , k},
pk,i(0) = pk,i(−1) = pk,i(−2) = · · · = pk,i(−k) = 0.
Démonstration. On va raisonner par récurrence sur k.
On a f1(n) = JS(n+ 1, n; z) = p1,0(n) + p1,1(n)z.
Puisque p1,1(n) = S(n+1, n), cela correspond au nombre de partitions de [n+1] en









possibilités. On a donc p1,1(n) = n(n+1)/2
et en particulier p1,1(0) = p1,1(−1) = 0.
Puisque p1,0(n) = U(n+ 1, n), cela correspond au nombre de couples de partitions
(pi1, pi2) de [n+ 1] en n blocs, dont les minimums de blocs coincident. Si j désigne
l’élément de [n+1] qui ne sera pas un minimum dans pi1 et pi2, (pour j ∈ {2, . . . , n+
1}), il y a j−1 blocs possibles pour placer j dans pi1 et de même j−1 blocs possibles
pour placer j dans pi2. On a donc p1,0(n) =
n+1∑
j=2
(j − 1)2 = n(n+ 1)(2n+ 1)
6
. En
particulier, p1,0(0) = p1,1(−1) = 0.
A présent supposons le résultat prouvé pour un certain k ≥ 1. On a toujours
pk,i(0) = 0 puisque JS(k, 0; z) = 0 dès que k ≥ 1. Ensuite, l’hypothèse de récurrence
nous donne que le membre de droite de la relation :
pk,i(n)− pk,i(n− 1) = n2pk−1,i(n) + npk−1,i−1(n), (1.45)
est nul pour n ∈ {−k + 1,−k + 2, . . . , 0}, et le résultat est alors démontré.
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Table 1.3 – Les premières valeurs de αk,i
k\i 0 1 2 3 4 5 6 7
0 1
1 3.1! 2.1!
2 32.2! 3.2.1! 22.1!
3 33.3! 32.2.2! 3.22.2! 23.3!
4 34.4! 33.2.3! 32.23.2! 3.23.3! 24.4!
5 35.5! 34.2.4! 33.23.3! 32.24.3! 3.24.4! 25.5!
6 36.6! 35.2.5! 34.23.4! 33.25.3! 32.25.4! 3.25.5! 26.6!
7 37.7! 36.2.6! 35.23.5! 34.25.4! 33.26.4! 32.26.5! 3.26.6! 27.7!
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Théorème 26. Pour tout entier k et tout entier i tel que 0 ≤ i ≤ k, si on note








alors il existe un polynôme Ak,i en t de degré 2k − i, avec Ak,i(0) = 0, tel que
Fk,i(t) =
Ak,i(t)
(1− t)3k−i+1 . (1.46)
Démonstration. C’est une conséquence conjointe des théorèmes 24 et 25. En effet,
rappelons (voir [Sta78, 4.6]) que la fonction génératrice d’un polynôme P (n) de





où A(t) est un polynôme de degré au plus d.
De plus, le fait que P admette des racines entières donne des informations sur
les coefficients du polynôme A. En notant
A(t) = a0 + a1t+ a2t
2 + · · ·+ adtd,
on sait que si P (0) = P (1) = . . . = P (`) = 0, alors
a0 = a1 = · · · = a` = 0.
Également, si P (−1) = P (−2) = · · · = P (−m), alors
ad = ad−1 = · · · = ad−m+1 = 0.
En appliquant ces propriétés à notre cas particulier, on obtient le résultat
voulu.
En traduisant la relation (1.43), on en déduit le résultat suivant.

























avec comme convention A0,0(t) = 1 et Ak,i,j = 0 si k ≥ 1, 0 ≤ i ≤ k et j 6∈
{1, . . . , 2k − i}. On déduit le résultat suivant.
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Théorème 28. La suite (Ak,i,j) vérifie la relation suivante :
Ak,i,j = j
2Ak−1,i,j − 2(j − 1)(3k − i+ j − 3)Ak−1,i,j−1 − (3k − i− 2)Ak−1,j−1
+ (j − 2)(6k − 2i− j − 6)Ak−1,i,j−2 + (3k − i− 2)(3k − i)Ak−1,i,j−2
+ jAk−1,i−1,j − (3k − i+ 2j − 3)Ak−1,i−1,j−1 (1.48)
+ (3k − i+ j − 3)Ak−1,i−1,j−2.
La relation précédente permet de calculer les polynômes Ak,i(t) pour les pre-
mières valeurs de k et i (voir Table 1.4). On remarque alors que les polynômes
Ak,i(t) sont tous à coefficients entiers positifs, ce qui est loin d’être évident d’après
la formule de récurrence (2.19).
Conjecture 29. Pour tout k ≥ 0 et 0 ≤ i ≤ k, les coefficients du polynôme Ak,i
sont tous des entiers positifs.
1.4 Les r-nombres de Jacobi-Stirling de seconde es-
pèce
Nous terminons ce chapitre par une analogie avec la théorie des r-nombres de
Stirling, que nous étendons ici aux nombres de Jacobi-Stirling de seconde espèce.
Le r-nombre de Stirling de seconde espèce, que nous noterons ici Sr(n, k), est
défini comme le nombre de partitions de l’ensemble [n] en k blocs non-vides, de
telle sorte que les entiers 1, 2, . . . , r, soient tous distribués dans des blocs distincts
(autrement dit, on impose que les nombres 1, 2, . . . , r soient des minimums de
blocs). Les nombres de Stirling classiques peuvent alors être retrouvés par S(n, k) =
S0(n, k), et dans le cas où n ≥ 1 par S(n, k) = S1(n, k).
Suivant la première interprétation combinatoire des nombres de Jacobi-Stirling,
on définit le r-nombre de Jacobi-Stirling de seconde espèce de la manière suivante :
JS(n, k, r; z) = a(0)n,k,r + a
(1)
n,k,rz + · · ·+ a(n−k)n,k,r zn−k,
où a(i)n,k,r désigne le nombre de k-partitions signées de [±n]0 telles que les entiers
1, 2, . . . , r soient des minimums de blocs.
Théorème 30. Pour tous entiers n, k, i tels que 0 ≤ i ≤ n − k, les r-coefficients
de Jacobi-Stirling a(i)n,k,r vérifient les relations de récurrence suivantes :
a
(i)
n,k,r = 0 si r > n, (1.49)
a
(i)










n−1,k,r si r < n. (1.51)
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Démonstration. Pour r ≥ n, les résultats sont immédiats.
Pour r < n, on note A(i)n,k,r l’ensemble des k-partitions signées de [±n]0 telles
que les entiers 1, 2, . . . , r soient des minimums de blocs. On procède comme dans
la preuve du Théorème 4 en partitionnant l’ensemble A(i)n,k,r en fonction d’où sont
placés n et −n dans la partition. Puisque r < n, la place de n et −n n’influera pas
sur le fait que les r premiers entiers soient des minimums ou non dans la partition.
On obtient donc la même récurrence que (1.21) avec les r en plus.
De manière immédiate avec la définition, on a :
a(i)n,n,r = 1 si n ≥ r,
a
(i)
n,k,r = 0 si k ≥ n.
On a également la relation suivante.







Démonstration. Si on veut compter les partitions de [±n]0 en r blocs sachant déjà
que les nombres 1, 2, . . . , r sont les minimums des blocs, il suffit de décider où
placer les nombres ±(r + 1),±(r + 2), . . . ,±n.
Si de plus, on impose qu’il y ait i valeurs négatives dans le bloc zéro, il faut
donc :
– choisir les i valeurs négatives qu’on met dans le bloc zéro parmi les n − r
possibilités,
– choisir la place des i valeurs positives opposées de celles placées dans le bloc
zéro : chacune a r possibilités,
– les n− r − i valeurs négatives restantes à placer ont r possibilités,
– les n − r − i valeurs positives restantes à placer ont r + 1 − 1 possibilités
(r + 1 blocs dont le bloc-zéro, et dans un bloc différent de celui contenant
leur opposé).












Remarque 32. En particulier dans le cas où i = n− r, on retrouve le fait que
Sr(n, r) = r
n−r.
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2 . . . j
αk
k ,
où la somme porte sur tous les 2k-uplets (j1, . . . , jk, α1, . . . , αk) tels que r ≤ j1 ≤
j2 ≤ · · · ≤ jk ≤ n et 1 ≤ α1, α2, . . . , αk ≤ 2 avec
k∑`
=1
α` = 2k − i.
Démonstration. On veut compter le nombre de partitions de l’ensemble [±(n+k)]0
en n blocs non vides, où les n éléments minimaux sont fixés. Notons x1 < · · · < xk
les k éléments positifs qui ne sont pas minimaux. Notons j1, . . . , jk respectivement
le nombre de minimums plus petits respectivement que x1, . . . , xk. On a alors
j1 ≤ j2 ≤ · · · ≤ jk ≤ n.
On choisit parmi ces k éléments, un sous-ensemble de i entiers xm1 , . . . , xmi (où
(mi) est une suite croissante), qui seront ceux dont la valeur négative sera dans
le bloc zéro. Il y a alors jm1 . . . jmi possibilités pour placer les valeurs positives
correspondantes à ces i nombres.
Parmi les k − i éléments restants, il y a j1 . . . jk
jm1 . . . jmi
possibilités pour placer les
valeurs négatives et autant de possibilités pour placer les valeurs positives (cela
doit être dans un bloc différent de la valeur négative, mais on rajoute la possibilité
du bloc-zéro).
Au final, on obtient donc
(j1 . . . jk)
2
jm1 . . . jmk
possibilités. En sommant sur le choix de l’ensemble x1 < · · · < xk, puis le choix
du sous-ensemble xm1 < · · · < xmi , on obtient le résultat annoncé.
Remarque 34. En particulier, en prenant i = k, on retrouve le fait que
Sr(n+ k, n) =
∑
r≤i1≤...≤ik≤n
i1i2 . . . ik.
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CHAPITRE 2
Nombres de Jacobi-Stirling de première espèce
2.1 Définitions
Comme nous l’avons souligné au chapitre précédent, les nombres de Jacobi-
Stirling de seconde espèce JS(n, k; z) sont des coefficients de changement de base
dans Rn[X] entre la base canonique (1, X,X2, . . . , Xn) et la base ((X)0,z, (X)1,z, . . . ,
(X)n,z), où (X)k,z =
k−1∏
i=0




JS(n, k; z)(X)k,z. (2.1)
Il est alors naturel de se demander ce qu’il advient des coefficients relatifs au
changement de base inverse, allant de la base ((X)0,z, (X)1,z, . . . , (X)n,z) à la base
canonique. Ces coefficients sont alors appelés les nombres de Jacobi-Stirling de
première espèce, notés js(n, k; z) et vérifiant la relation :
n−1∏
i=0
(X − i(z + i)) =
n∑
k=0
js(n, k; z)Xk. (2.2)
Il s’ensuit de (2.2) que les nombres de Jacobi-Stirling js(n, k; z) satisfont les
relations de récurrence suivantes :{
js(0, 0; z) = 1, js(n, k; z) = 0, si k 6∈ {1, . . . , n},
js(n, k; z) = js(n− 1, k − 1; z)− (n− 1)(n− 1 + z) js(n− 1, k; z), n, k ≥ 1.
(2.3)
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Les premières valeurs de js(n, k; z) peuvent ainsi être calculées facilement de
proche en proche, et sont données dans la Table 2.1.
Les définitions précédentes rappellent naturellement la définition des classiques
nombres de Stirling de première espèce s(n, k), qui sont définis (voir [Com74])
comme les coefficients du changement de base inverse de celui définissant les














Les nombres de Stirling de première espèce satisfont à la récurrence suivante :
s(n, k) = s(n− 1, k − 1)− (n− 1)s(n− 1, k), n, k ≥ 1. (2.4)
Le point de départ de ce chapitre est l’observation que les nombres factoriels
centraux de première espèce t(n, k) semblent, encore une fois, plus appropriés en
vue d’une comparaison. En effet, ces nombres sont définis dans l’ouvrage de Rior-
dan [Rio68, p. 213-217] par analogie avec les deux suites introduites précédem-
ment, comme les coefficients du changement de base inverse de celui définissant




























Comme dans le cas des nombres factoriels centraux de seconde espèce, les nombres
t(n, k) ne sont pas tous des entiers naturels. Cependant, si on note les nombres
factoriels centraux d’indices pairs par u(n, k) = t(2n, 2k), alors :
u(n, k) = u(n− 1, k − 1)− (n− 1)2u(n− 1, k). (2.7)
La présence du coefficient (n− 1)2 dans la relation de récurrence (2.7) est ainsi
plus proche du coefficient (n − 1)(n − 1 + z) des nombres de Jacobi-Stirling, à
l’inverse du coefficient (n− 1) présent dans la récurrence des nombres de Stirling
de première espèce. Le chapitre 3 fera l’objet d’une étude plus approfondie des
nombres factoriels centraux.
Des définitions et équations précédentes, on peut facilement déduire le résultat
suivant, qui permet de faire le lien entre les différentes suites de nombres intro-
duites.
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Théorème 35. Soient n, k deux entiers positifs avec n ≥ k. Les nombres de
Jacobi-Stirling (−1)n−kjs(n, k; z) sont des polynômes en z de degré n− k à coeffi-
cients entiers positifs. De plus, si on note :




n,k = |s(n, k)|, (2.9)
b
(0)
n,k = |u(n, k)|. (2.10)
Démonstration. D’après la relation (2.3), et sachant que js(0, 0; z) = 1, on déduit
facilement par récurrence que les nombres js(n, k; z) sont tous des polynômes en z
de degré n− k et de coefficients positifs. La relation (2.3) peut se traduire alors à





n−1,k−1 + (n− 1)b(i−1)n−1,k + (n− 1)2b(i)n−1,k. (2.11)
On en déduit donc bien que les coefficients dominants et constants de js(n, k; z)
vérifient respectivement les relations correspondantes pour |s(n, k)| et |u(n, k)| :
|s(n, k)| = |s(n− 1, k − 1)|+ (n− 1)|s(n− 1, k)|, (2.12)
|u(n, k)| = |u(n− 1, k − 1)|+ (n− 1)2|u(n− 1, k)|, (2.13)
qu’on peut déduire depuis (2.4) et (2.7).
Les nombres de Stirling de première espèce possèdent une interprétation com-
binatoire, puisque |s(n, k)| dénombre les permutations de l’ensemble [n] en k cycles
disjoints. Les nombres factoriels centraux de première espèce |u(n, k)|, n’avaient
cependant pas été étudiés jusqu’à présent du point de vue combinatoire. Il est donc
naturel également de se demander s’il existe un raffinement du modèle combina-
toire des nombres de Stirling de première espèce pour interpréter chaque coefficient
b
(i)
n,k du nombre de Jacobi-Stirling js(n, k; z).
Remarquons également que le nombre js(n, k; 1), qui est la somme sur i des coef-
ficients b(i)n,k, correspond au nombre de Legendre-Stirling de première espèce ls(n, k).
Ces nombres ont été signalés dans [AL09] mais aucune interprétation combinatoire
n’avait alors été énoncée.
Le but de ce chapitre est de fournir une interprétation combinatoire des nombres
de Jacobi-Stirling de première espèce. Dans la section 2.2, après quelques défini-
tions nécessaires, nous donnerons une interprétation combinatoire de b(i)n,k. Dans la
section 2.3, nous étudierons en analogie avec le chapitre 1, les fonctions généra-
trices diagonales des nombres de Jacobi-Stirling de première espèce. Enfin, dans
la section 2.4, nous définirons les r-nombres de Jacobi-Stirling de première espèce
comme nous l’avons fait pour ceux de seconde espèce et donnerons les analogues
des résultats fournis dans le chapitre 1.
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2.2 Interprétation combinatoire
Pour une permutation σ de [n]0 := [n] ∪ {0} (resp. [n]) et pour j ∈ [n]0 (resp.
[n]), on notera dans ce paragraphe Orbσ(j) = {σ`(j) : ` ≥ 1} l’orbite de j et
min(σ) l’ensemble des minimums de cycles, i.e.,
min(σ) = {j ∈ [n] : j = min(Orbσ(j) ∩ [n])}.
Définition 36. Étant donné un mot w = w(1) . . . w(`) sur l’alphabet fini [n], une
lettre w(j) est un élément saillant de w si w(k) > w(j) pour tout k ∈ {1, . . . , j−1}.
On définit rec(w) comme le nombre d’éléments saillants de w et rec0(w) = rec(w)−
1.
Par exemple, si w = 574862319, alors les éléments saillants sont 5, 4, 2, 1. Ainsi
rec(w) = 4.
Théorème 37. Pour tous entiers positifs n et k, l’entier b(i)n,k (0 ≤ i ≤ n − k),
coefficient du nombre de Jacobi-Stirling de première espèce







est le nombre de couples (σ, τ) tels que σ (resp. τ) est une permutation de [n]0
(resp. [n]) en k cycles, satisfaisant les conditions :
i) 1 ∈ Orbσ(0),
ii) minσ = min τ ,
iii) rec0(w) = i, où w = σ(0) . . . σ`(0) avec σ`+1(0) = 0.
Démonstration. Soit E (i)n,k l’ensemble des couples (σ, τ) satisfaisant les conditions du




. On partitionne E (i)n,k en trois groupes.
(i) Les couples (σ, τ) tels que σ−1(n) = n. Alors n forme un cycle dans les
partitions σ et τ ; il y a alors clairement e(i)n−1,k−1 possibilités.
(ii) Les couples (σ, τ) tels que σ−1(n) = 0. On peut construire de tels couples
en choisissant d’abord un couple (σ′, τ ′) dans E (i−1)n−1,k et en insérant ensuite
n in σ′ comme image de 0 (resp. dans τ ′). Clairement, il y a (n − 1)e(i−1)n−1,k
possibilités.
(iii) Les couples (σ, τ) tels que σ−1(n) 6∈ {0, n}. On peut construire de tels
couples en choisissant d’abord un couple (σ′, τ ′) dans E (i)n−1,k et en insérant
ensuite n dans σ′ (resp. dans τ ′). Clairement, il y a (n−1)2e(i)n−1,k possibilités.
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n−1,k−1 + (n− 1)e(i−1)n−1,k + (n− 1)2e(i)n−1,k, (2.14)
et la suite (e(i)n,k) coïncide ainsi avec la suite (b
(i)
n,k) d’après la relation (2.11).
On montre à présent comment déduire des Théorèmes 35 et 37 les interpréta-
tions combinatoires des nombres |ls(n, k)|, |s(n, k)| et |u(n, k)|.
Corollaire 38. L’entier |ls(n, k)| est le nombre de couples (σ, τ) tels que σ (resp.
τ) est une permutation de [n]0 (resp. [n]) en k cycles, satisfaisant 1 ∈ Orbσ(0) et
minσ = min τ .
Remarque 39. Remarquons que Egge [Egg10] a également montré ce résultat pa-
rallèlement à notre article [GZ10], avec une interprétation équivalente.
Corollaire 40. L’entier |s(n, k)| est le nombre de permutations de [n] en k cycles.
Démonstration. Par le Théorème 37, l’entier |s(n, k)| est le nombre de couples
(σ, τ) de E (n−k)n,k . Puisque σ et τ ont toutes deux k cycles et même minimums de
cycles, la permutation σ est entièrement déterminée par τ car Orbσ(1) est le seul
cycle non-singleton, de cardinal n− k + 2 ; de plus, les n− k éléments de ce cycle
(différents de 0 et 1) sont exactement les éléments de [n]\min τ rangés dans l’ordre
décroissant dans le mot w = σ(0)σ2(0) . . . 1 avec σ(1) = 0.
Le résultat ci-dessous est l’interprétation analogue au Corollaire 7 pour les
nombres factoriels centraux de première espèce. Cette analogie est comparable à
celle des nombres de Stirling de première espèce |s(n, k)| versus les nombres de
Stirling de seconde espèce |S(n, k)|.
Corollaire 41. L’entier |u(n, k)| est le nombre de couples (σ, τ) ∈ S2n en k cycles,
tels que min(σ) = min(τ).
En effet, l’entier |u(n, k)| est le nombre de couples (σ, τ) de E (0)n,k. Le Théorème 37
implique que σ−1(1) = 0. Le résultat suit alors en effaçant le zéro dans σ.
Remarque 42. En faisant la substitution i → n + 1 − i, on peut déduire que le
nombre |u(n, k)| est également le nombre de couples (σ, τ) de S2n en k cycles, tels
que max(σ) = max(τ), où max(σ) désigne l’ensemble des maximums de cycles de
σ, i.e.,
max(σ) = {j ∈ [n] : j = max(Orbσ(j)}.
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2.3 Fonctions génératrices diagonales
Avant d’étudier les fonctions génératrices diagonales des nombres de Jacobi-
Stirling de première espèce, nous allons étudier les liens plus profonds qui relient
les nombres JS(n, k; z) et js(n, k; z).
Les nombres de Jacobi-Stirling de seconde espèce JS(n, k; z) étaient a priori
uniquement définis pour (n, k) ∈ N2, et entièrement déterminés par les conditions
initiales et la formule de récurrence (1.11). On peut en réalité définir de manière
plus générale JS(n, k; z) pour (n, k) ∈ Z2 en posant :
JS(n, 0; z) = δn,0,
JS(0, k; z) = δk,0,
∀(n, k) ∈ Z2, JS(n, k; z) = JS(n− 1, k − 1; z) + k(k + z) JS(n− 1, k; z).
De même, on peut définir les nombres de Jacobi-Stirling de première espèce js(n, k; z)
pour (n, k) ∈ Z2 en posant :
js(n, 0; z) = δn,0,
js(0, k; z) = δk,0,
∀(n, k) ∈ Z2, js(n, k; z) = js(n− 1, k − 1; z)− (n− 1)(n− 1 + z) js(n− 1, k; z).
Cela permet en quelque sorte de "prolonger" les Tables 1.1 et 2.1 aux valeurs
négatives avec la même formule de récurrence (voir Table 2.2 pour la table étendue
des nombres de Jacobi-Stirling de seconde espèce).
Théorème 43. Les nombres de Jacobi-Stirling de première espèce sont un pro-
longement des nombres de Jacobi-Stirling de seconde espèce aux entiers négatifs,
dans le sens où :
∀(n, k) ∈ Z, js(n, k; z) = JS(−k,−n;−z). (2.15)
Démonstration. Puisque les nombres de Jacobi-Stirling de première espèce sont
déterminés de manière unique par les conditions initiales et la formule de récurrence
(2.3), il suffit de montrer que les nombres définis par J(n, k) := JS(−k,−n; z)
vérifient les mêmes relations pour avoir l’égalité voulue.
Or, pour tout (k, n) ∈ Z, on sait que :
J(n, k) = JS(−k,−n; z)
= JS(−k − 1,−n− 1) + (−n)(−n+ z)JS(−k − 1,−n; z)
= J(n+ 1, k + 1) + n(n− z)J(n, k + 1).
Autrement dit, pour tout (k, n) ∈ Z, on a :
J(n+ 1, k + 1) = J(n, k)− n(n− z)J(n, k + 1),
et on obtient le résultat demandé.
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Remarque 44. Le théorème précédent peut être aussi vu réciproquement. Les
nombres de Jacobi-Stirling de seconde espèce sont également un prolongement
des nombres de Jacobi-Stirling de première espèce aux entiers négatifs, dans le
sens où :
∀(n, k) ∈ Z, JS(n, k; z) = js(−k,−n;−z).
Une table analogue à la Table 2.2 pourrait être écrite pour les nombres js(n, k; z).
Théorème 45. Pour n ≥ 1 et pour tous entiers i, j ∈ {1, . . . , n},
n∑
k=1
js(i, k; z)JS(k, j; z) =
n∑
k=1
JS(i, k; z)js(k, j; z) = δi,j.
Démonstration. Remarquons déjà que lorsque i < n, alors js(i, n; z) = 0. Le résul-
tat se déduit alors trivialement par récurrence sur n.
Lorsque i = n, on raisonne également par récurrence sur n, la propriété étant
triviale pour n = 1 :
n∑
k=1











js(n− 1, k − 1; z)JS(k, j; z)
−(n− 1)(n− 1 + z)
n−1∑
k=1




js(n− 1, k − 1; z)
(
JS(k − 1, j − 1; z) + j(j + z)JS(k − 1, j; z)
)
−(n− 1)(n− 1 + z)δj,n−1
= δn,j + δn,j−1j(j + z)− (n− 1)(n− 1 + z)δj,n−1
= δn,j.
La preuve de la seconde somme peut se faire de manière tout à fait similaire.
Nous allons dans ce paragraphe étudier l’analogue de la section 1.3 pour les
nombres de Jacobi-Stirling de première espèce. Nous allons ainsi étudier les fonc-
tions génératrices des diagonales de la Table 2.1.
Posons gk(n; z) le nombre de Jacobi-Stirling diagonal de première espèce défini
par :
gk(n; z) = js(n, n− k; z).
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Gessel et Stanley [GS78] ont démontré que le nombre de Stirling s(n, n − k)
(qui correspond au coefficient dominant de js(n, n − k; z)) est un polynôme de la
variable n de degré 2k et de coefficient dominant (2kk!)−1. Egge [Egg10] a prouvé
sur un raisonnement analogue que ls(n, n − k) (qui correspond à la somme des
coefficients de js(n, n − k; z)) est un polynôme de la variable n de degré 3k et de
coefficient dominant (3kk!)−1. On peut donc se demander de façon naturelle s’il
existe une généralisation pour tous les coefficients du polynôme js(n, n− k; z).
Rappelons que fk(n; z) désigne le nombre de Jacobi-Stirling diagonal de seconde
espèce défini par fk(n; z) = JS(n+ k, n; z).
Théorème 46. Pour tous entiers n et k,
gk(n; z) = fk(−n;−z).
Démonstration. Cela vient directement de l’égalité (2.15) et de la définition du
nombre de Jacobi-Stirling diagonal fk(n; z).
Théorème 47. Pour tout entier k, le nombre de Jacobi-Stirling diagonal gk(n; z)
est un polynôme en z de degré k, et si on note :
gk(n; z) = qk,0(n) + qk,1(n)z + · · ·+ qk,k(n)zk,
chaque coefficient qk,i(n) est un polynôme en n de degré 3k − i et de coefficient
dominant de valeur absolue égale à (αk,i)−1 où pour tout 0 ≤ i ≤ k,
αk,i =

3kk! si i = 0,











≤ i < k,
2kk! si i = k.
(2.16)
Démonstration. En effet, cela est une conséquence directe des Théorème 24 et 46.
De plus, on a pour tous entiers i et k tels que 0 ≤ i ≤ k,
|qk,i(n)| = |pk,i(−n)|.
Théorème 48. On a pour tous k ≥ 1 et tout i ∈ {0, . . . , k},
qk,i(0) = qk,i(1) = qk,i(2) = . . . = qk,i(k) = 0.
Démonstration. C’est une conséquence directe des théorèmes et 25 et 46.
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Théorème 49. Pour tout entier k et tout entier i tel que 0 ≤ i ≤ k, si on note








alors il existe un polynôme Bk,i en t de degré 2k − i, avec Bk,i(0) = 0, tel que :
Gk,i(t) =
tkBk,i(t)
(1− t)3k−i+1 . (2.17)
Démonstration. C’est une conséquence conjointe des deux théorèmes précédents,
en utilisant le résultat de [Sta78, 4.6] (voir la preuve de l’équation (1.46)).


















Démonstration. Cela vient de la relation :
gk(n; z)− gk(n− 1; z) = −(n− 1)(n− 1 + z)gk−1(n− 1; z),
qui entraîne que :
qk,i(n)− qk,i(n− 1) = −(n− 1)2qk−1,i(n− 1)− (n− 1)qk−1,i−1(n− 1).
En passant aux fonctions génératrices, on obtient alors l’équation (2.18).







avec comme convention B0,0(t) = 1 et Bk,i,j = 0 si k ≥ 1, 0 ≤ i ≤ k et j 6∈
{1, . . . , 2k − i}. On déduit le résultat suivant :
Théorème 51. La suite (Bk,i,j) vérifie la relation suivante :
Bk,i,j = −(j + k − 1)2Bk−1,i,j + 2(j + k − 2)2Bk−1,i,j−1
+(3k − i− 2)(−3j − 3k + 7)Bk−1,i,j−1 − (j + k − 3)2Bk−1,i,j−2
+(3k − i− 2)(j − 2k + i− 3)Bk−1,i,j−2
−(j + k − 1)Bk−1,i−1,j + (j + 4k − i− 3)Bk−1,i−1,j−1.
(2.19)
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La relation précédente permet de calculer les polynômes Bk,i(t) pour les pre-
mières valeurs de k et i (voir Table 2.3). On remarque alors que les polynômes
Bk,i(t) sont tous à coefficients entiers, tous de signe positif lorsque k est pair, et
tous de signe négatif lorsque k est impair, ce qui est loin d’être évident d’après la
formule de récurrence (2.19).
Conjecture 52. Pour tout k ≥ 0 et 0 ≤ i ≤ k, les coefficients du polynôme Bk,i
sont tous des entiers relatifs de même signe.
2.4 Les r-nombres de Jacobi-Stirling de première
espèce
Pour cloturer ce chapitre, nous allons introduire les r-nombres de Jacobi-
Stirling de première espèce, de la même manière que nous l’avons fait pour ceux
de seconde espèce.
Le r-nombre de Stirling de première espèce, que nous noterons ici sr(n, k), est
défini comme le nombre de permutations de l’ensemble [n] en k cycles disjoints, de
telle sorte que les entiers 1, 2, . . . , r soient tous distribués dans des cycles distincts
(autrement dit, on impose que les nombres 1, 2, . . . , r soient des minimums de
cycle). Les nombres de Stirling classiques peuvent alors être retrouvés par s(n, k) =
s0(n, k) et dans le cas où n ≥ 1 par s(n, k) = s1(n, k).
Suivant l’interprétation combinatoire des nombres de Jacobi-Stirling de pre-
mière espèce déterminée au paragraphe 2.2, on définit le r-nombre de Jacobi-
Stirling de première espèce :
js(n, k, r; z) = b(0)n,k,r + b
(1)
n,k,rz + · · ·+ b(n−k)n,k,r zn−k,
où b(i)n,k,r désigne le nombre de couples (σ, τ) tels que σ (resp. τ) est une permutation
de [n]0 (resp. [n]) en k cycles, satisfaisant les conditions :
i) 1 ∈ Orbσ(0),
ii) minσ = min τ ,
iii) rec0(w) = i, où w = σ(0) . . . σ`(0) avec σ`+1(0) = 0,
iv) {1, 2, . . . , r} ⊂ minσ.
Théorème 53. Pour tous entiers n, k, i tels que 0 ≤ i ≤ n− k, les r-coefficients
de Jacobi-Stirling b(i)n,k,r vérifient les relations de récurrence suivantes :
b
(i)
n,k,r = 0 si r > n, (2.20)
b
(i)





n−1,k−1,r + (n− 1)b(i−1)n−1,k,r + (n− 1)2b(i)n−1,k,r si r < n. (2.22)
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Démonstration. Pour r ≥ n, les résultats sont immédiats.
Pour r < n, on note E (i)n,k,r l’ensemble des couples de partitions vérifiant les
conditions i)-iv) précédentes. On procède comme dans la preuve du Théorème 37 en
partitionnant l’ensemble E (i)n,k,r en fonction de la pré-image de n par la permutation
σ. Puisque r < n, la pré-image de n n’influera pas sur le fait que les r premiers
entiers soient des minimums ou non dans les cycles. On obtient donc la même
récurrence que (2.11) avec les r en plus.
De manière immédiate avec la définition, on a :
b(i)n,n,r = 1 si n ≥ r,
b
(i)
n,k,r = 0 si k ≥ n.
Cependant, il est beaucoup plus difficile d’énoncer des analogues des théorèmes
31 et 33 dans le cadre des r-nombres de Jacobi-Stirling de première espèce.
En effet, d’après la théorie des r-nombres de Stirling, on sait que





i1i2 . . . ik,
mais il est difficile de généraliser ce résultat pour tous les r-coefficients.
On peut cependant avoir le cas particulier des r-nombres factoriels centraux.
Théorème 54. On a pour n ≥ r,






2 . . . j
2
k .
Démonstration. Le nombre b(i)n,k,r correspond exactement aux couples (σ, τ) de per-
mutations de [n] en k cycles, de mêmes minimums de cycles, sachant que 1, 2, . . . ,
r sont parmi ces minimums de cycles.
On déduit donc très facilement les formules à partir de celles relatives aux
r-nombres de Stirling de première espèce.
Si on a r cycles dont on connaît les minimums (ce sont les r premiers entiers),
il suffit de placer les n− r éléments restants dans les cycles de chacune des permu-
tations. Le dernier élément n avait n− 1 possibilités pour sa pré-image dans σ et
n− 1 possibilités pour sa pré-image dans τ . Itérant ce raisonnement, on en déduit
la première formule.
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On veut ensuite compter le nombre de couples de permutations de [n] ayant
n−k cycles de mêmes minimums, sachant que parmi ces minimums il y a 1, 2, . . . ,
r. Il existe une bijection naturelle entre ces couples permutations et les couples de
permutations de [n] ayant n− k éléments saillants dont les entiers 1, 2,. . . , r.
En effet, partant d’une permutation en n−k cycles, on peut écrire chaque cycle
en débutant par son minimum, et ordonner les cycles de manière à ce que les mi-
nimums de cycle apparaissent dans l’ordre décroissant. En effaçant les parenthèses
des cycles, on obtient une nouvelle permutation qui a n− k éléments saillants. De
plus, si les entiers 1,. . . , r sont dans des cycles distincts de la permutation, alors
ce sont des minimums de cycles, qui deviennent avec le processus des éléments
saillants.
Enumérons donc le nombre de couples de permutations (σ, τ) de [n] ayant n−k
éléments saillants, dont 1, 2, . . . , r. Notons r < j1 < · · · < jk ≤ n les k entiers qui
ne sont pas éléments saillants.
On part de la suite décroissante des éléments saillants. Pour obtenir nos per-
mutations, il suffit de placer dans chacune les entiers j1, . . . , jk. On peut insérer
j1 après un des j1 − 1 éléments saillants plus petits que j1 dans σ comme dans τ .
Ensuite, on peut insérer j2 après un des j2 − 2 éléments saillants plus petits que
j2 ou bien après j1. On itère ainsi ce raisonnement.
Le nombre total de couples de telles permutations est donc (j1 − 1)2(j2 −
1)2 . . . (jk − 1)2. On obtient alors le résultat attendu.
Cependant, il existe des liens entre les r-nombres de Jacobi-Stirling de première
et de seconde espèce, analogues des relations existant pour les nombres de Jacobi-
Stirling.
Théorème 55. Les r-nombres de Jacobi-Stirling vérifient
n∑
k=0
jsr(n, k; z)JSr(k,m; z) =
n∑
k=0
JSr(n, k; z)jsr(k,m; z)
{
δm,n si n ≥ r,
0 sinon.
Démonstration. La preuve se conduit de la même manière que celle du Théo-
rème 45.




3.1 Suites extraites d’ordre pair et impair
Nous avons introduit dans les chapitres précédents les nombres factoriels cen-
traux de seconde espèce (resp. de première espèce) T (n, k) (resp. t(n, k)) comme les





























Les relations précédentes peuvent se traduire par le fait que les nombres factoriels
centraux vérifient les relations triangulaires suivantes :
T (n, k) = T (n− 2, k − 2) + 1
4
k2T (n− 2, k), (3.3)
et
t(n, k) = t(n− 2, k − 2)− 1
4
(n− 2)2t(n− 2, k). (3.4)
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Table 3.1 – Nombres factoriels centraux T (n, k) et t(n, k)
Les premiers valeurs de T (n, k)
k\n 0 1 2 3 4 5 6 7 8 9 10






































8 1 0 30
9 1 0
10 1
Les premiers valeurs de t(n, k)
k\n 0 1 2 3 4 5 6 7 8 9 10
0 1 0 0 0 0 0 0 0 0 0 0











2 1 0 −1 0 4 0 −36 0 576








4 1 0 −5 0 49 0 −820






6 1 0 −14 0 273
7 1 0 −84
4
0
8 1 0 −30
9 1 0
10 1
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Grâce à ces relations triangulaires, on peut facilement calculer les premières




T (n, k)t(k,m) =
n∑
k=0
t(n, k)T (k,m) = δn,m,
du fait que les suites soient l’inverse l’une de l’autre.
Les fonctions génératrices (doubles) des nombres factoriels centraux sont connues
























Nous avons déjà signalé aux chapitres précédents que les nombres T (n, k) et
t(n, k) ne sont pas tous des entiers. Cependant, si on se restreint à regarder les
nombres factoriels centraux d’indices pairs U(n, k) := T (2n, 2k) et u(n, k) :=
t(2n, 2k), alors nous avons bien des suites d’entiers (cela on peut se voir directement
sur les tables). Ces deux suites vérifient alors les récurrences suivantes :
U(0, 0) = 1 U(n, k) = 0, si k 6∈ {1, . . . , n}, (3.7)
U(n, k) = U(n− 1, k − 1) + k2U(n− 1, k), n, k ≥ 1, (3.8)
et
u(0, 0) = 1 u(n, k) = 0, si k 6∈ {1, . . . , n}, (3.9)
u(n, k) = u(n− 1, k − 1)− (n− 1)2u(n− 1, k), n, k ≥ 1. (3.10)
Les premières valeurs des suites extraites U(n, k) et u(n, k) sont données dans la
Table 3.2.
Définissons pour tous entiers n, k ≥ 0, les nombres V (n, k) et v(n, k) par :
V (n, k) = 4n−kT (2n+ 1, 2k + 1), v(n, k) = 4n−kt(2n+ 1, 2k + 1).
On peut remarquer que ces nombres sont également des entiers puisqu’ils vérifient
les relations de récurrence suivantes :
V (n, k) = V (n− 1, k − 1) + (2k + 1)2V (n− 1, k), (3.11)
v(n, k) = v(n− 1, k − 1)− (2n− 1)2v(n− 1, k). (3.12)
Les premières valeurs des suites extraites V (n, k) et v(n, k) sont données dans la
Table 3.2.
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Table 3.2 – Suites extraites des nombres factoriels centraux T (n, k) et t(n, k)
Les premiers valeurs de U(n, k) = T (2n, 2k)
k\n 1 2 3 4 5 6
1 1 1 1 1 1 1
2 1 5 21 85 341
3 1 14 147 1408
4 1 30 627
5 1 55
6 1
Les premiers valeurs de |u(n, k)| = |t(2n, 2k)|
k\n 1 2 3 4 5 6
1 1 1 4 36 576 14400
2 1 5 49 820 46076
3 1 14 273 7645
4 1 30 1023
5 1 55
6 1
Les premières valeurs de V (n, k) = 4n−kT (2n+ 1, 2k + 1)
k\n 0 1 2 3 4 5
0 1 1 1 1 1 1
1 1 10 91 820 7381
2 1 35 966 24970
3 1 84 5082
4 1 165
5 1
Les premières valeurs de |v(n, k)| = 4n−k|t(2n+ 1, 2k + 1)|
k\n 0 1 2 3 4 5
0 1 1 9 225 11025 893025
1 1 10 259 12916 1057221
2 1 35 1974 172810
3 1 84 8778
4 1 165
5 1
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3.2 Interprétations combinatoires
Une question naturelle après avoir introduit ces suites de nombres entiers est
de donner une interprétation combinatoire pour les suites extraites des nombres
factoriels centraux. Nous avons déjà vu aux chapitres précédents que :
– U(n, k) dénombre le nombre de couples (pi1, pi2) de partitions de [n] en k
blocs non-vides, de mêmes minimums de blocs,
– |u(n, k)| dénombre le nombre de couples (σ, τ) de permutations de [n] en k
cycles disjoints, de mêmes minimums de cycles.
Nous allons déterminer à présent des interprétations combinatoires des suites
V (n, k) et v(n, k) en utilisant la théorie des fonctions génératrices.
Théorème 56. L’entier V (n, k) est le nombre de partitions de [2n+ 1] en 2k+ 1
blocs, où tous les blocs sont de cardinal impair.





= sh (tsh(x)) .
La théorie combinatoire classique des fonctions génératrices (voir [FS72, Chp. 3]





= exp (t (exp(x)− 1)) ,
où S(n, k) désigne le nombre de Stirling de seconde espèce qui dénombre les par-
titions de [n] en k blocs.
Pour interpréter l’entier |v(n, k)|, nous avons besoin d’introduire la définition
suivante.
Définition 57. Un (n, k)-complexe de Riordan est un (2k + 1)-uplet :
((B1, σ1, τ1), . . . , (B2k+1, σ2k+1, τ2k+1)),
tel que
i) {B1, . . . , B2k+1} est une partition de [2n + 1] en blocs Bi de cardinaux im-
pairs ;
ii) σi et τi (1 ≤ i ≤ 2k+1) sont des involutions sans point fixe sur Bi\max(Bi).
Théorème 58. L’entier |v(n, k)| est le nombre de (n, k)-complexes de Riordan.
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où (2n−1)!! = (2n−1)(2n−3) · · · 3·1. Puisque (2n−1)!! est le nombre d’involutions
sans point fixe sur [2n] (voir [Com74]), l’entier ((2n−1)!!)2 est le nombre de couples
d’involutions sans point fixe sur [2n+ 1]\{2n+ 1}.



















Alors, d’après la théorie des fonctions génératrices exponentielles (voir [FS72, Chp.
3] et [Sta99, Chp. 5]), le coefficient J(2n+ 1,m) est le nombre de m-uplets
(B1, σ1, τ1), . . . , (Bm, σm, τm),
où {B1, . . . , Bm} est une partition de [2n + 1] avec |Bi| impair (1 ≤ i ≤ m), et
où σi et τi sont des involutions sans point fixe sur Bi\max(Bi). Puisque sh(x) =
(ex − e−x)/2, on a |v(n,m)| = J(2n+ 1, 2k + 1) si m = 2k + 1, et |v(n,m)| = 0 si
m est pair.
Exemple 59. Il y a dix (2, 1)-complexes de Riordan. Puisque les nombres n et k
sont petits, les involutions impliquées sont des transpositions identiques.
{1}, {(2, 3), 4}, {5}, {1}, {2}, {(3, 4), 5},
{(1, 2), 3}, {4}, {5}, {(1, 2), 5}, {3}, {4},
{(1, 3), 4}, {2}, {5}, {(1, 3), 5}, {2}, {4},
{(1, 2), 4}, {3}, {5}, {(1, 4), 5}, {2}, {3},
{1}, {(2, 3), 5}, {4}, {1}, {(2, 4), 5}, {3},
où {1}, {(2, 3), 4}, {5} signifie que pi = {{1}, {2, 3, 4}, {5}}, et σ = τ = 13245.
Remarque 60. On peut facilement voir que
n∑
k=0
|v(n, k)|t2k+1 = t(t2 + 1)(t2 + 32) . . . (t2 + (2n− 1)2). (3.13)
Il est intéressant de remarquer qu’une preuve du résultat précédent n’est pas
évidente à partir de (3.13). De même, des preuves des Théorèmes 56 et 58 en






Les nombres d’Entringer ont été introduits initialement afin de donner un
moyen facile de calculer les nombres tangents et sécants, difficilement calculables à
l’ordre n à partir de leur définition originelle. Ils sont introduits à l’aide d’une inter-
prétation combinatoire en termes de permutations alternantes et de leur dernière
valeur. Il est assez naturel de savoir s’il existe une extension de ces nombres qui
permettrait de calculer les nombres q-tangents et q-sécants, introduits par Jackson
et qui ont fait l’objet de nombreuses études récemment dans la théorie des q-séries.
Les différentes relations liant les nombres d’Entringer trouvent naturellement une
généralisation dans ce modèle.
Les nombres d’Entringer ont aussi d’autres interprétations dans différents mo-
dèles, dont principalement les arbres croissants. Poupard a en effet déterminé plu-
sieurs interprétations différentes, mais aucun lien bijectif n’avait été fait jusqu’à
présent entre ces différents modèles. La construction de bijections explicites entre
ces différentes interprétations constitue ainsi le coeur de cette deuxième partie.
En particulier, nous pouvons enfin créer le lien entre les modèles arborescents des




Nombres d’Entringer et q-analogues
4.1 Nombres d’Entringer





= tan(x) + sec(x)





















+ · · · .
Notons A+n l’ensemble des permutations alternantes montantes de [n], c’est-à-dire,
les permutations σ = σ(1)σ(2) . . . σ(n) de [n] satisfaisant :
σ(1) < σ(2), σ(2) > σ(3), σ(3) < σ(4), etc. . . alternativement.
Par exemple, les permutations alternantes montantes de [4] sont :
1 3 2 4, 1 4 2 3, 2 3 1 4, 2 4 1 3, 3 4 1 2.
André [And79] a démontré en 1879 que le nombre En correspond au cardinal de
l’ensemble A+n . Récemment, Stanley [Sta09] a rédigé une étude plutôt détaillée sur
les permutations alternantes et les nombres d’Euler.
Les nombres d’Entringer ont été introduits pour dénombrer les permutations
alternantes en fonction de leur dernier terme. Plus précisément, si A+n,k désigne
l’ensemble des permutations σ ∈ A+n telles que σ(n) = k, an,k est défini comme
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le cardinal de l’ensemble A+n,k. On a de manière évidente a1,1 = 1 et on pose par
convention an,k = 0 si k 6∈ [n].
C’est Entringer [Ent66] qui a remarqué quelques formules intéressantes pour la
suite an,k. Ces formules triangulaires, de type formule de Pascal, sont à l’origine
de la table de Seidel-Kempner (voir ci-après).
Nous allons commencer par rappeler les formules principales qui concernent les
nombres an,k.






De plus, on sait qu’une permutation de A+n commençe toujours par une montée.
On peut alors déduire que lorsque n est impair, on ne pourra pas finir par une
montée, le cas k = n est alors exclu. De même, lorsque n est pair, on ne pourra
pas finir par une descente, le cas k = 1 est alors exclu. Autrement dit, on a les
relations suivantes :
a2m+1,2m+1 = 0,(m ≥ 1), (4.2)
a2m,1 = 0,(m ≥ 1). (4.3)
Théorème 61. Pour tous entiers n et k, les nombres d’Entringer vérifient :








Démonstration. Supposons n pair (resp. n impair) ; alors, chaque σ ∈ A+n+1 se
termine par une descente (resp. par une montée). Pour 1 ≤ k ≤ n (resp. pour




transformation ψk : A+n+1,k →
k−1⋃
i=1
A+n,i), qui envoie toute permutation σ ∈ A+n+1,k
sur la permutation σ′ ∈ An, définie par σ′(i) = σ(i)−χ(σ(i) > k) pour tout i ∈ [n],
où la fonction booléenne χ est définie pour toute assertion A par χ(A) = 1 si A
est vraie et χ(A) = 0 si A est fausse. Puisque ϕk et ψk sont clairement bijective,
les formules suivent.
Théorème 62. Si n est pair,
an,1 = 0, an,j+1 = an,j + an−1,j, (j ∈ [n− 1]). (4.4)
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Si n est impair,
an,n = 0, an,j = an,j+1 + an−1,j, (j ∈ [n− 1]). (4.5)
Démonstration. On peut directement déduire ceci du Théorème 61, itérant an,j+1−
an,j pour j ∈ [n− 1]. On peut aussi énoncer une interprétation combinatoire pour
cette décomposition.
Supposons n pair. On partitionne A+n,j+1 = A ∪ B, A ∩ B = ∅, où A = {σ ∈
A+n,j+1, σ(n − 1) < j} et B = {σ ∈ A+n,j+1, σ(n − 1) = j}. Si σ ∈ A, on construit
σ′ = tj,j+1 ◦ σ, où tj,j+1 désigne la transposition qui échange j et j + 1. Si σ ∈ B,
on construit σ′ = ϕj+1(σ). Alors, on peut facilement voir grâce à la transformation
σ 7→ σ′ que |A| = an,j et |B| = an−1,j.
Supposons n impair. On partitionne A+n,j = C ∪D, C ∩D = ∅, où C = {σ ∈
A+n,j, σ(n−1) > j+ 1} et D = {σ ∈ A+n,j, σ(n−1) = j+ 1}. Si σ ∈ C, on construit
σ′ = tj,j+1 ◦ σ. Si σ ∈ D, on construit σ′ = ψj(σ). Alors, on peut facilement voir
grâce à la transformation σ 7→ σ′ que |C| = an,j+1 et |D| = an−1,j.
Comme cas particuliers, on peut voir les relations suivantes :
a2n,2n−1 = a2n,2n, (n ≥ 2), a2n+1,1 = a2n+1,2, (n ≥ 1), (4.6)
qui ont des interprétations combinatoires faciles : il suffit d’échanger les places de
2n− 1 et 2n (resp. de 1 et 2) dans la permutation pour obtenir les formules.
En itérant les formules (4.4) et (4.5), on obtient directement le résultat suivant.
Théorème 63. Si n est pair, le nombre d’Euler En (nombre sécant) vaut :
En = an,1 + an,2 + · · ·+ an,n = an+1,1.
Si n est impair, le nombre d’Euler En (nombre tangent) vaut :
En = an,1 + an,2 + · · ·+ an,n = an+1,n+1.
4.2 Table de Seidel-Kempner
D’après les relations de récurrence vues précédemment, on peut écrire les
nombres an,k dans la dite table de Seidel-Kempner (voir Table 4.1). Voici la construc-
tion de cette table.
Par convenance, on place a1,1 = 1 sur une première ligne ; puis, si on veut créer
la n-ième ligne avec n pair, on met un zéro en position Sud-Ouest de la dernière
ligne écrite, et ensuite, on applique la règle suivante :
an−1,k
n pair → an,k an−1,k + an,k
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Table 4.1 – La table de Kempner des nombres d’Entringer
1
→ 0 1
1 1 0 ←
→ 0 1 2 2
5 5 4 2 0 ←
→ 0 5 10 14 16 16
61 61 56 46 32 16 0 ←
→ 0 61 122 178 224 256 272 272
Au contraire, si on veut créer la n-ième ligne avec n impair, on met un zéro
en position Sud-Est de la dernière ligne écrite, et ensuite, on applique la règle
suivante :
an−1,k
an−1,k + an,k+1 an,k+1 ← n impair
Les nombres d’Euler En, qui apparaissent sur les bords de la table d’après
le Théorème 63, peuvent ainsi être calculés de manière très simple, en faisant
uniquement des additions. Les nombres d’Euler vérifient de nombreuses formules
de récurrence. Le Théorème 63 permet d’avoir une interprétation combinatoire de
ces nombres en termes de permutations alternantes dont le dernier terme est fixé.
Il est donc intéressant d’étudier ce que deviennent ces relations dans ce modèle et
en déduire une interprétation combinatoire.
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Démonstration. Si σ ∈ A+2n+2,2n+2, on a 2n + 1 = σ(2n − 2k) pour un certain k
entre 0 et n− 1. On partitionne [2n] = A∪B, A∩B = ∅, avec A = {j ∈ [2n+ 2] :






ce partage. Une fois ce partage fait, les 2n− 2k éléments de A doivent former une
permutation alternante finissant par le plus grand élément, il y a donc a2n−2k,2n−2k
possibilités. Les 2k + 2 éléments de B doivent former une permutation alternante
finissant par le plus grand élément, il y a donc a2k+2,2k+2 possibilités.
Si σ ∈ A+2n+1,1, on a 2n+ 1 = σ(2n−2k) pour un certain k entre 0 et n−1. On
partitionne [2n+1] = C∪D, C∩D = ∅, avec C = {j ∈ [2n+1] : σ−1(j) ≤ 2n−2k}





possibilités pour réaliser ce partage. Une
fois ce partage fait, les 2n − 2k éléments de A doivent former une permutation
alternante finissant par le plus grand élément, il y a donc a2n−2k,2n−2k possibilités.
Les 2k+ 1 éléments de B doivent former une permutation alternante finissant par
1, il y a donc a2k+1,1 possibilités.
On peut aussi exprimer chaque nombre d’Entringer présent dans la table de
Kempner uniquement à l’aide des nombres tangents et sécants qui sont sur les
bords de la table.


















a2i,2i, (2 ≤ k ≤ 2n− 1). (4.10)
Démonstration. Ce résultat était démontré dans [Ent66] de manière analytique.
Cependant, il est facile d’en extraire une interprétation combinatoire. En effet, on
a les relations suivantes :








Par exemple pour (4.11), on partitionne A+2n+1,k−1 en deux ensembles A et B
tels que A = {σ ∈ A+2n+1,k−1, σ(2n) 6= k} et B = A+2n+1,k−1 \ A. Alors, on a
|A| = a2n+1,k, en échangeant les places de k et k− 1 dans la permutation. De plus,
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si σ(2n) et σ(2n+ 1) sont fixées par tout élément σ de B, σ peut être représentée
par une permutation alternante d’ordre 2n − 1, finissant par un certain i avec
i ≤ k − 2. La formule suit alors, et on peut faire le même type de raisonnement
pour prouver (4.12).
En itérant ces formules, on trouve les formules du Théorème 65.
En particulier, le Théorème 65 permet de retrouver les formules (4.6).
4.3 Une q-version de la table de Kempner





χ (σ(i) > σ(j)) .
Introduisons les q-notations très utiles, pour tout entiers n et k :
[n]q := 1 + q + q
2 + · · ·+ qn−1 = 1− q
n
1− q ,















générateur, pour la statistique d’inversion, des permutations σ de [N + M ] telles
que σ(1) . . . σ(N) et σ(N + 1) . . . σ(N +M) soient deux mots croissants.























Le résultat suivant est connu [FH08] :






















Le calcul des coefficients En(q) est assez compliqué à partir de la définition
des fonctions q-tangente et q-sécantes. C’est pourquoi il est naturel de raffiner les





On obtient un q-analogue du Théorème 62.
Théorème 67. Si n est pair,




n−j−1an−1,j(q), (j ∈ [n− 1]). (4.15)
Si n est impair,
an,n(q) = 0, an,j(q) = qan,j+1(q) + q
n−jan−1,j(q), (j ∈ [n− 1]). (4.16)
Démonstration. Supposons n pair. Avec les mêmes notations que dans le Théo-
rème 62, on partitionne A+n,j+1 = A ∪ B. Pour chaque σ ∈ A, on a inv(σ′) =
inv(σ) + 1 puisqu’on ajoute une inversion entre j et j + 1. Si σ ∈ B, on a
inv(σ′) = inv(σ)− (n− j−1) puisqu’on enlève le dernier élément j+ 1 qui formait
une inversion dans σ avec tous les éléments plus grands, soit n− j − 1 éléments.
Dans un second temps, supposons n impair. Avec les mêmes notations que
dans le Théorème 62, on partitionne A+n,j = C ∪ D. Pour chaque σ ∈ C, on a
inv(σ′) = inv(σ) − 1 puisqu’on enlève l’inversion entre j et j + 1. Si σ ∈ D, on a
inv(σ′) = inv(σ) − (n − j) puisqu’on enlève le dernier élément j qui formait une
inversion dans σ avec tous les éléments plus grands, soit n− j éléments.
Comme cas particuliers, on peut remarquer les relations suivantes :
q2n,2n−1(q) = qa2n,2n(q), (n ≥ 1), a2n+1,1(q) = qa2n+1,2(q), (n ≥ 0).
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D’après les relations de récurrence précédentes, on peut écrire la table des nombres
an,k(q), appelée la table de q-Seidel-Kempner (voir Table 4.2).
Les nombres q-tangents apparaissent bien sur le bord droit de cette table.
Cependant, sur le bord gauche, il semblerait que ce soit les nombres q-sécants à















Démonstration. Si σ ∈ A+2n+2 avec σ(2n + 2) = 2n + 2, il suffit de regarder la





Si σ ∈ A+2n+1 avec σ(2n+1) = 1, on regarde σ′ ∈ A+2n, définie par σ′(i) = σ(i)−1
(1 ≤ i ≤ 2n). De manière évidente, inv(σ′) = inv(σ) − 2n puisqu’on enlève la


























Démonstration. Soit σ un élément de A+2n+2,2n+2. Supposons que 2n+1 apparaisse
en position 2n−2k (i.e. σ(2n−2k) = 2n+1). Une telle permutation est caractérisée
par les deux permutations alternantes
σ′ = σ(1) . . . σ(2n− 2k − 1)
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et
σ′′ = σ(2n− 2k + 1 . . . σ(2n+ 2).
Les inversions de σ peuvent être séparées en quatre groupes.
– Les inversions de couples de lettres, telles qu’une soit dans σ′ et l’autre soit
dans σ′′. Leur polynôme générateur est donc
[
2n










– Les 2k + 1 inversions formées par 2n+ 1 et les éléments de σ′′ sauf 2n+ 2.
– Les inversions qui sont intérieures à σ′ de polynôme générateur a2n−2k,2n−2k(q).
– Les inversions qui sont intérieures à σ′′ de polynôme générateur a2k+2,2k+2(q).
Soit σ un élément de A2n+1,1. Supposons que 2n + 1 apparaisse en position
2n− 2k (i.e. σ(2n− 2k) = 2n+ 1). Une telle permutation est caractérisée par les
deux permutations alternantes σ′ = σ(1) . . . σ(2n − 2k − 1) et σ′′ = σ(2n − 2k +
1) . . . σ(2n). Les inversions de σ peuvent être séparées en cinq groupes :
– Les inversions de couples de lettres, telles qu’une soit dans σ′ et l’autre soit
dans σ′′. Leur polynôme générateur est donc
[
2n− 1










– Les 2k inversions formées par 2n+ 1 et les éléments de σ′′.
– Les 2n− 2k inversions formées par 1 et les éléments de σ′ et 2n+ 1.
– Les inversions intérieures à σ′, leur polynôme générateur est a2n−2k,2n−2k(q).
– Les inversions intérieures à σ′′ et 1, leur polynôme générateur est a2k+1,1(q).
Il existe un q-analogue du Théorème 67.





















a2i,2i(q), (2 ≤ k ≤ 2n− 1).
(4.22)
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Gardons les notations du Théorème 4. Si on échange les places de k et k − 1 dans
une permutation de A, on enlève une inversion. Si on enlève les deux derniers
éléments d’une permutation de B, on enlève (2n+ 1)− k (resp. (2n+ 1)− k + 1)
inversions entre k (resp. k−1) et les valeurs plus grandes, on enlève donc 4n−2k+3




la formule (4.23) suit alors. On peut raisonner de la même manière pour le cas
pair.
En itérant ces formules, on trouve les formules du Théorème 70.
4.4 Permutations de forme donnée
Dans cette section, on appelle forme d’une permutation σ de [n], la suite wσ
dans {−,+}n−1 correspondant aux signes des différences σ(i + 1) − σ(i) pour
1 ≤ i ≤ n− 1. Par exemple, une permutation σ de [n] est un élément de A+n si et
seulement si sa forme est wσ = +−+−+−+− · · · alternativement, tandis que
la permutation σ = 264153 a pour forme le mot wσ = +−−+−.
Viennot [Vie79] a énoncé un moyen de calculer de manière itérative le nombre
de permutations à forme donnée. En fait, on peut réaliser une table de Kemp-
ner pour les ensembles de permutations qui ont pour forme un mot donné w ∈
{−,+}n−1. Il suffit de créer la n-ième ligne suivant le modèle "pair" lorsque
wn−1 = +, et de créer la n-ième ligne suivant le modèle "impair" lorsque wn−1 = −.
Par exemple, la table de Kempner pour les permutations de forme donnée w =
− − + − ++ est présente dans la Table 4.3. Facilement, on pourrait réaliser des
q-analogues de ces tables, utilisant (4.15) lorsque wn−1 = +, et utilisant (4.16)
lorsque wn− 1 = −.
Théorème 71. Soit w un mot {−,+}n−1 et notons pour 1 ≤ j ≤ n, Aw,j l’en-
semble des permutations de [j] de forme w1 . . . wj−1. Notons pour tout 1 ≤ j ≤
n−1, bj,k(q) le polynôme générateur des permutations σ de Aw,j telles que σ(j) = k






Alors, pour tout 1 ≤ j ≤ n les nombres bj,k(q) vérifient les relations suivantes :




n−j−1bn−1,j(q), si wj = +,
bj,j(q) = 0, bn,j(q) = qbn,j+1(q) + q
n−jbn−1,j(q), si wj = −.
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En particulier, le résultat reste vrai pour q = 1. Par exemple, la table 4.3
exprime le nombre de permutations de forme w = −−+−++ en fonction de leur
dernier terme.




1 0 0 ←
→ 0 1 1 1
3 3 2 1 0 ←
→ 0 3 6 8 9 9
→ 0 0 3 9 17 26 35
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CHAPITRE 5
Bijections entre les familles d’Entringer
5.1 Définitions
Notons A−n l’ensemble des permutations alternantes descendantes de [n], autre-
ment dit, les permutations pi = pi(1)pi(2) . . . pi(n) de [n] satisfaisant :
pi(1) > pi(2) < pi(3) > pi(4) < · · · , alternativement.
Par exemple, les permutations alternantes (descendantes) de [4] sont :
2 1 4 3, 3 2 4 1, 3 1 4 2, 4 2 3 1, 4 1 3 2.
Il y a une bijection naturelle entre A−n et l’ensemble A+n des permutations alter-
nantes montantes définies au chapitre précédent, puisqu’il suffit d’associer à une
permutation pi ∈ A−n la permutation pi′ définie par pi′(i) = n + 1 − i qui est alors
un élément de A+n . Ceci nous indique que Card(A−n ) = En pour tout n ≥ 0.
Pour ne plus à avoir à séparer les cas impairs et pair, nous changeons dans ce
chapitre les notations des nombres d’Entringer. Nous noterons à présent pour tout
n ≥ 1 et tout k ∈ [n],
En,k =
{
an,k si n est pair,
an,n+1−k si n est impair,
ainsi que le cas particulier E0,0 = a0,0 = 1.
Auparavant, le terme k représentait le dernier terme de notre permutation alter-
nante montante, l’interprétation change quelque peu avec ces notations puisqu’elle
est la suivante.
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Théorème 72. Le nombre d’Entringer En,k dénombre les permutations alter-
nantes descendantes σ de [n] telles que σ(1) = k.
Nous noterons dans la suite A−n,k l’ensemble des permutations alternantes des-
cendantes d’ordre n dont le premier terme en k. L’avantage d’écrire les nombres
d’Entringer de cette manière est que, si on les écrit dans une table, les nombres
apparaissent à présent de manière croissante sur chaque ligne (voir Table 5.1).
Table 5.1 – Les premières valeurs des nombres d’Entringer En,k
n \ k 1 2 3 4 5 6 7
1 1
2 0 1
3 0 1 1
4 0 1 2 2
5 0 2 4 5 5
6 0 5 10 14 16 16
7 0 16 32 46 56 61 61
Bien entendu la table de Seidel-Kempner reste valable, en positionnant les
nombres d’Entringer comme dans la Table 5.1. Les nombres d’Euler En = En+1,n+1
sont alors les nombres diagonaux dans la Table 5.2.
Le théorème 62 qui donnait les relations triangulaires des nombres d’Entringer
peut alors s’écrire de manière plus simple.
Théorème 73. Les nombres (En,k) ( n ≥ k ≥ 1) satisfont la récurrence suivante :
E1,1 = 1, En,1 = 0 (n ≥ 2), En,k = En,k−1 + En−1,n−k+1. (5.1)
Définition 74. Une suite d’ensembles (Xn,k)1≤k≤n est appelée une famille d’En-
tringer si pour 1 ≤ k ≤ n, le cardinal de l’ensemble Xn,k est égal à En,k.
Soit X = {x1, . . . , xn}< un ensemble ordonné tel que x1 < · · · < xn. Un arbre
croissant sur X est un arbre couvrant du graphe complet sur X, enraciné en x1 et
orienté depuis le plus petit sommet x1, de telle sorte que les sommets croissent le
long des branches de l’arbre. Notons Tn l’ensemble des arbres binaires croissants
sur [n], i.e. les arbres croissants pour lesquels au plus deux arêtes partent de chaque
sommet (voir Figure 5.1).
Foata et Schützenberger ont prouvé dans [FS73, §5] que le nombre d’Euler En
était également le cardinal de l’ensemble Tn. Une correspondance bijective entre
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Table 5.2 – La table de Seidel-Kempner des nombres d’Entringer En,k
E1,1
E2,1 → E2,2
E3,3 ← E3,2 ← E3,1
E4,1 → E4,2 → E4,3 → E4,4




1 ← 1 ← 0
0 → 1 → 2 → 2



















Figure 5.1 – Les arbres binaires croissants sur [4]
A−n et Tn a alors été construite peu après par Donaghey [Don75] (voir également
[Cal05]). Cependant, un analogue dans les arbres du résultat d’Entringer n’a été
découvert qu’en 1982 par Poupard [Pou82]. Si T est un arbre binaire croissant et
si (i, j) est une arête de T , i < j, on dit que i est le père de j, et j un fils de i. Si
i n’a aucun fils, on dit que i est une extrémité de T . Un chemin dans T est une
suite de sommets (ai) où chaque ai est un fils de ai−1 dans T, et le chemin minimal
de T est le chemin (ai)1≤i≤` où a1 = 1, ai (i = 2 . . . `) est le plus petit fils de ai−1
et a` est une extrémité, qu’on note alors p(T ). Notons Tn,k l’ensemble des arbres
T ∈ Tn tels que p(T ) = k.
Théorème 75 (Poupard). La suite (Tn,k)1≤k≤n est une famille d’Entringer.
On peut remarquer que, contrairement aux permutations alternantes, il n’est
pas facile d’interpréter l’identité (5.1) dans le modèle des arbres binaires croissants.
En effet, la bijection de Donaghey n’induit pas de bijection entre A−n,k et Tn,k
et la preuve de Poupard dans [Pou82] était de nature analytique. Trouver une
explication directe dans le modèle des arbres a donc été soulevé comme un problème
ouvert dans [KPP94]. Le premier but de ce chapitre est de construire une bijection
entre A−n,k et Tn,k et de répondre au problème ouvert ci-dessus.
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Théorème 76. Pour tous n ≥ 1 et k ∈ [n], il existe une bijection explicite Ψ :
A−n,k → Tn,k vérifiant
∀pi ∈ A−n,k, First(pi) = Leaf(Ψ(pi)),
où First(pi) désigne la première valeur de la permutation pi et Leaf(Ψ(pi)) désigne
l’extrémité p(T ) du chemin minimal de l’arbre Ψ(pi).
Poupard [Pou82, Pou97] a donné également d’autres interprétations des nombres
d’Entringer En,k (voir Section 5.4) dans les arbres croissants et les permutations
alternantes, à l’aide de preuves par récurrence. Notre second but est de fournir
des bijections simples entre ces différentes interprétations de Poupard et l’inter-
prétation originale d’Entringer dans A−n,k. Remarquons également que d’autres
interprétations des nombres d’Entringer En,k dans le modèle des arbres croissants
(non binaires) ont été données dans [KPP94]. Récemment, deux nouvelles inter-
prétations des nombres d’Euler ont été découvertes par Martin et Wagner [MW09]
dans leur modèle des G-mots et R-mots. Nous donnerons alors les interprétations
correspondantes des nombres d’Entringer En,k dans ces derniers modèles.
Le reste de ce chapitre est organisé comme suit. Dans la Section 5.2, nous
introduisons un modèle intermédiaire Dn,k et présentons une bijection ψ entre
An,k et Dn,k. Dans la Section 5.3, nous décrivons une bijection ϕ entre Dn,k et Tn,k
et ainsi l’application Ψ = ϕ ◦ ψ fournit la bijection cherchée dans le Théorème 76.
Comme application, à la fin du paragraphe 5.3, nous donnons une interprétation
directe de l’équation (5.1) dans le modèle des arbres croissants. Dans la Section 5.4,
nous rappelons les autres interprétations de En,k trouvées par Poupard et établirons
des bijections entre ces différents modèles. Enfin dans la Section 5.5, nous donnons
deux nouvelles interprétations de En,k, tout d’abord en raffinant les résultats de
Martin et Wagner [MW09] dans leur modèle des G-mots et R-mots, et ensuite en
introduisant le nouveau modèle des U-mots.
5.2 Le codage gauche-à-droite ψ des permutations
alternantes
Considérons les permutations alternantes descendantes sur un ensemble fini
ordonné I = {a1, a2, . . . , am}< of N. Deux éléments a et b de I sont dits adjacents
s’il n’existe pas d’élément c ∈ I situé entre a et b.
Soit σ une permutation alternante descendante sur I, i.e., σ(1) > σ(2) <
σ(3) > σ(4) < · · · . Supposons que σ(1) = ai et σ(2) = aj avec ai > aj. Si σ(1) et
σ(2) sont adjacents, alors, en effaçant σ(1)σ(2), on obtient encore une permutation
alternante descendante sur I \{ai, aj}. Sinon, on peut appliquer successivement les
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transpositions adjacentes (ai, ai−1), (ai−1, ai−2), . . . , (aj+2, aj+1) à la permutation
σ (de gauche-à-droite) :
σ(1) = (ai, ai−1) ◦ σ,
σ(2) = (ai−1, ai−2) ◦ σ(1),
· · ·
σ(i−j−1) = (aj+2, aj+1) ◦ σ(i−j−2),
de telle sorte que toutes les permutations σ(1), . . . , σ(i−j−1) sont alternantes des-
cendantes et que les deux premiers éléments dans σ(i−j−1) sont adjacents. En ef-
façant les deux premiers éléments, on obtient encore une permutation alternante
descendante, disons σ(i−j), sur I \{aj+1, aj}. Si on enregistre par (a, b) la composi-
tion à gauche par l’involution adjacente (a, b), et par (a, b)∗ l’effacement des deux
premières lettres a et b, alors les opérations du processus ci-dessus peuvent être
encodées par le mot
(ai, ai−1)(ai−1, ai−2) . . . (aj+2, aj+1)(aj+1, aj)∗.
Puisque la permutation obtenue σ(i−j) est encore alternante descendante, on
peut itérer ce processus jusqu’à ce qu’on obtienne une permutation vide. De ma-
nière évidente, le dernier effacement sera (am)∗ si m est impair. On appelle code
gauche-à-droite le mot obtenu en concaténant les opérations successives dans ce
processus, et on le note ψ(σ) = ∆1∆2 . . ., où chaque élément ∆` est soit une
transposition (j, i), un effacement (j, i)∗, 1 ≤ i < j ≤ n, ou l’effacement (n)∗.
De manière plus formelle, on peut écrire l’algorithme de la façon suivante.
1. On part de (σ,∆ = ∅) et d’ensemble support I = {a1, a2, . . . , am}<
2. Tant que Card(I) ≥ 2, faire :
(a) Tant qu’il existe un a ∈ I tel que σ(1) > a > σ(2), faire :
∆← ∆.(σ(1), a′), où a′ = max{a ∈ I, σ(1) > a > σ(2)},
σ ← (σ(1), a′) ◦ σ.
(b) S’il n’existe pas de a ∈ I tel que σ(1) > a > σ(2), faire :
∆← ∆.(σ(1), σ(2))∗,
σ ← σ(3)σ(4) . . . σ(n) (éventuellement σ = ∅),
I ← I \ {σ(1), σ(2)}.
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Exemple 77. Prenons σ = 7 4 8 5 9 1 6 2 3 ∈ A−9,7. Alors, l’algorithme se réalise de
la manière suivante :
Etape σ(`) ∆`
0 7 4 8 5 9 1 6 2 3 ∅
1 6 4 8 5 9 1 7 2 3 (7, 6)
2 5 4 8 6 9 1 7 2 3 (6, 5)
3 8 6 9 1 7 2 3 (5, 4)∗
4 7 6 9 1 8 2 3 (8, 7)
5 9 1 8 2 3 (7, 6)∗
6 8 1 9 2 3 (9, 8)
7 3 1 9 2 8 (8, 3)
8 2 1 9 3 8 (3, 2)
9 9 3 8 (2, 1)∗
10 8 3 9 (9, 8)
11 9 (8, 3)∗
12 ∅ (9)∗
Ainsi, le code gauche-à-droite de σ est :
ψ(σ) = (7, 6)(6, 5)(5, 4)∗(8, 7)(7, 6)∗(9, 8)(8, 3)(3, 2)(2, 1)∗(9, 8)(8, 3)∗(9)∗.
Un domino sur [n] est un couple (j, i) (1 ≤ i < j ≤ n) et un domino étoilé
sur [n] est un couple étoilé (j, i)∗ (1 ≤ i < j ≤ n) ou (n)∗ = (n, n)∗. Notons An
l’alphabet consistant des dominos (étoilés ou non) sur [n].
Définition 78. Un mot ∆ = ∆1 . . .∆r sur An est une suite codante de [n] si les
conditions suivantes sont vérifiées :
(i) les éléments présents dans les dominos étoilés de ∆ sont distincts et leur
union est exactement [n],
(ii) si ∆` = (j, i)∗, alors le prochain domino (s’il y en a un) débute avec un
élément strictement supérieur à i, et aucun élément dans un domino appa-
raissant plus tard dans ∆ ne peut se situer entre i et j,
(iii) si ∆` = (j, i), alors i et j apparaissent dans des dominos plus tard, i est
le premier élément du domino suivant, et chaque entier entre i et j apparaît
dans un domino étoilé placé avant dans ∆.
Remarque 79. Il est clair d’après la définition qu’un élément de la forme (n, i)∗
(1 ≤ i ≤ n) ne peut que se trouver en dernière position dans une suite codante. De
plus, une suite codante ne peut débuter que par un élément de la forme (k, k− 1)
ou (k, k − 1)∗ pour 2 ≤ k ≤ n.
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On note Dn l’ensemble des suites codantes de [n], et Dn,k le sous-ensemble de
Dn consistant des suites codantes commençant par (k, k − 1) ou (k, k − 1)∗, pour
2 ≤ k ≤ n.
Par exemple, l’ensemble D4 est la réunion des trois sous-ensembles suivants :
D4,2 = {(2, 1)∗ (4, 3)∗} ,
D4,3 = {(3, 2)∗ (4, 1)∗, (3, 2) (2, 1)∗ (4, 3)∗} ,
D4,4 = {(4, 3) (3, 2)∗ (4, 1)∗, (4, 3) (3, 2) (2, 1)∗ (4, 3)∗} .
Théorème 80. Pour tous n ≥ 1 et k ∈ [n], l’application de codage gauche-à-
droite ψ : A−n,k → Dn,k est une bijection. Ainsi, la suite (Dn,k)1≤k≤n est une famille
d’Entringer.
Démonstration. Soit σ = σ(1)σ(2) . . . σ(n) un élément de A−n,k. Alors, σ(1) = k,
donc la première lettre de ψ(σ) est (k, i) ou (k, i)∗ (1 ≤ i < k) par définition de ψ.
Il rest donc à vérifier que le mot ψ(σ) vérifie les points (i)-(iii) de la Définition 78.
Puisque le processus réduit la permutation σ à la permutation vide, la condition
(i) est vérifiée.
• Si ∆` = (j, i)∗, comme i et j sont adjacents dans l’ensemble support de σ(`),
les entiers entre i et j ont été enlevés dans des dominos étoilés précédem-
ment, également la première valeur du prochain domino doit être strictement
supérieure à i puisque σ(`) est alternante descendante.
• Si ∆` = (j, i), comme i et j sont adjacents dans l’ensemble support de σ(`),
les entiers entre i et j ont été enlevés dans des dominos étoilés précédemment,
également le prochain domino doit être (i,m) ou (i,m)∗ avec i > m puisque
i est la première valeur de σ(`).
Il résulte que ψ(σ) ∈ Dn,k.
Réciproquement, partant d’une suite codante ∆ = ∆1 . . .∆` ∈ Dn,k, on cons-
truit par récurrence σ(`) de telle sorte que First(σ(j)) soit égal au premier élément
du domino ∆j pour j = `, `− 1, . . . , 1.
Pour initialiser, si ∆` = (n)∗, on définit alors σ(`) = n, tandis que si ∆` = (n, i)∗
avec i < n, on définit alors σ(`) = n i.
Supposons que σ(j+1) soit construite avec First(σ(j+1)) = kj+1. Par définition
de ∆, on a deux cas :
(i) si ∆j = (kj, kj+1), où kj et kj+1 sont adjacents dans l’ensemble support de
σ(j+1), alors on définit σ(j) := (kj, kj+1)◦σ(j+1) ; cette permutation est encore
alternante descendante et le premier élément de σ(j) est kj,
(ii) si ∆j = (aj, bj)∗, où aj > bj < kj+1, et aj, bj ne sont pas dans l’ensemble
support de σ(j+1), alors on définit σ(j) comme le mot ajbjσ(j+1) ; puisque
aj > bj < kj+1, la permutation σ(j) est alternante descendante avec aj en
tant que premier élément.
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On pose alors ψ−1(∆) := σ(1), qui est un élément de A−n,k.
Remarque 81. Notons la partie entière d’un réel x par bxc et le nombre de couples
(i, j) ∈ {1, . . . , n} tels que i+ 1 < j et σ(i) > σ(i+ 1) < σ(j) < σ(i) par 31-2(pi).







En effet, 31-2(σ) correspond au nombre d’occurences des éléments (j, i), j > i,





occurences d’éléments (j, i)∗, j > i, dans
ψ(σ). Remarquons que de nombreuses formules pour le dénombrement des motifs
31-2 dans les permutations alternantes sont données dans [Che08, JV09, SZ10].
Théorème 82. Soit n ≥ 2 et k ≥ 2. Le nombre d’éléments de Dn,k commençant
par (k, k − 1) est égal à En,k−1, et le nombre d’éléments de Dn,k commençant par
(k, k − 1)∗ est égal à En−1,n+1−k.
Démonstration. Soit ∆ ∈ Dn,k.
Si ∆1 = (k, k − 1), alors, le reste de la suite (∆2,∆3, . . .) est encore une suite
codante de [n], commençant par ∆2 ∈ {(k − 1, i), (k − 1, i), 1 ≤ i ≤ k − 2}. Ainsi,
il y a En,k−1 suites encodantes commençant par (k, k − 1).
Si ∆1 = (k, k − 1)∗, alors, le reste de la suite (∆2,∆3, . . .) ne contient pas
les éléments k et k + 1 et commence par un élément dans {(i, j), (i, j)∗, 1 ≤ j ≤
i − 1} with i ≥ k + 1. Autrement dit, c’est une suite codante de n − 2 éléments,
commençant par un entier i qui doit être plus grand que les k − 2 plus petits
éléments. Ainsi, il y a En−2,k−1 +En−2,k+· · ·En−2,n−2 = En−1,n−k+1 suites codantes
commençant par (k, k − 1)∗.
Puisque toute suite codante dans Dn,k commence soit par (k, k− 1), ou (k, k−
1)∗ (2 ≤ k ≤ n), la formule d’Entringer (5.1) résulte directement du théorème
précédent.
5.3 Le codage gauche-à-droite des arbres croissants
Le but de ce paragraphe est de construire une bijection ϕ entre l’ensemble Dn,k
introduit au paragraphe précédent et l’ensemble Tn,k des arbres binaires croissants
dont le chemin minimal finit par k.
Partons d’une suite codante ∆ = ∆1∆2 . . .∆` ∈ Dn,k, nous allons construire
un arbre T = ϕ(∆) ∈ Tn,k en lisant la suite ∆ dans l’ordre inverse, i.e., de droite-
à-gauche. Plus précisément, pour m = `, `−1, . . . , 1, nous voudrions construire un
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arbre binaire croissant Tm correspondant au mot ∆m . . .∆`−1∆` de manière à ce
que
∆m = (jm, im) ou (jm, im)∗ =⇒ Leaf(Tm) = jm, (5.2)
et nous définirons alors T = T1 := ϕ(∆). L’algorithme s’énonce de la façon sui-
vante :
Si ∆` = (n)∗, on construit l’arbre T` avec un unique sommet n ; si ∆` = (n, i)∗,
on construit l’arbre croissant T` qui ne contient qu’une arête i → n. Clairement
(5.2) est vérifiée.
Supposons que nous ayons construit un tel arbre Tm+1 correspondant au mot
∆m+1 . . .∆`.
(i) Si ∆m = (jm, im)∗, on veut ajouter im et jm dans l’arbre Tm+1 pour obtenir
Tm. Supposons que le chemin minimal de Tm+1 soit (a1, . . . , apm).
• Si im < a1, on ajoute les arêtes (im, a1) et (im, jm) à l’arbre Tm−1. Alors,











• Si im > a1, par hypothèse de récurrence et la propriété (ii) des suites
codantes, on voit que a1 < m. Ainsi, il existe k ∈ {1, . . . , pm − 1} tel
que ak < im < ak+1. Alors, on efface l’arête (ak, ak+1), et on crée les arêtes
(ak, im), (im, ak+1) et (im, jm). Clairement, l’arbre Tm est toujours croissant
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(ii) Si ∆m = (jm, im) avec im et jm qui ne sont pas frères dans Tm+1, par
hypothèse de récurrence et la propriété (iii) des suites codantes, on déduit
que im est l’extrémité du chemin minimal de Tm+1. Alors, on transforme
l’arbre Tm+1 comme suit : on échange juste les places des entiers im et jm
dans Tm+1. L’arbre obtenu Tm reste bien croissant et jm est à l’extrémité du









(iii) Si ∆m = (jm, im), avec im et jm frères dans Tm+1, comme dans le cas
précédent, im est à l’extrémité du chemin minimal de Tm+1. On transforme
alors Tm+1 avec la procédure suivante : Si m1 est le père commun de im et jm
dans Tm+1, on efface l’arête (m1, jm), on crée l’arête (im, jm), et si A et B sont
les deux sous-arbres enracinés en jm avec min(A) < min(B) (éventuellement
B est vide), on coupe le sous-arbre A à partir de jm et on l’ajoute comme
sous-arbre direct dem1, ou coupe le sous-arbre B à partir de jm et on l’ajoute













Posons ϕ(∆) := T1, qui est bien alors un élément de Tn,k.
Théorème 83. Pour tous n ≥ 1 et k ∈ [n], l’application ϕ : Dn,k −→ Tn,k est une
bijection.
Démonstration. Il est suffisant de construire l’application inverse de ϕ pour mon-
trer que c’est bien une bijection.
Etant donné T un arbre binaire croissant sur l’ensemble ordonné {a1, . . . , an}
avec a1 < · · · < an, et p(T ) = ak (qui peut être interprété par un élément de Tn,k
en normalisant de façon naturelle), on construit la suite codante ∆ = ϕ−1(T ) de
[n] récursivement de la façon suivante.
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(a) Si ak−1 est le père de ak dans T , alors posons m (m > ak) l’autre fils de
ak−1 (m =∞ si ak est l’unique fils de ak−1) et s (s > k) le frère de ak−1 s’il
existe (s =∞ si ak−1 n’a pas de frère), et j le père de ak−1 dans T .
(a1) Si m < ∞ et m < s, alors on définit ϕ−1(T ) = ((ak, ak−1)∗, ϕ−1(T ′)),
où T ′ est l’arbre obtenu à partir de T en effaçant les sommets ak−1, ak et















(a2) Dans les autres cas (m = ∞ ou m > s), on définit alors ϕ−1(T ) =
((ak, ak−1), ϕ−1(T ′)), où T ′ est l’arbre obtenu à partir de T en effaçant les
arêtes (ak−1, ak), (ak−1,m) et (j, s) dans T , et en ajoutant les arêtes (j, ak),













(b) Si ak−1 n’est pas le père de ak dans T , on définit alors ϕ−1(T ) = ((ak, ak−1), ϕ−1(T ′)),
où T ′ est l’arbre obtenu à partir de T en échangeant les étiquettes ak−1 et
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Remarquons que les cas (a1), (a2) et (b) dans la construction de ϕ−1 correspondent
respectivement aux cas (i), (ii) et (iii) dans la construction de ϕ.
Il reste à prouver que la suite obtenue ∆ vérifie les points (i)-(iii) de la Défini-
tion 78.
• Il est facile de voir que chaque entier de [n] est enlevé une et une seule fois
de T . Donc (i) est bien vérifiée.
• Si un élément (j, i)∗ apparaît dans ∆, cela correspond au cas (a1), lorsque
l’on efface les sommets i et j de l’arbre T . Alors, les prochains éléments dans
∆ ne contiendront ni i ni j puisqu’ils correspondent à ϕ−1(T ′). De plus, si
nous sommes dans le cas (a1), le chemin minimal de l’arbre T ′ contient au
moins un élément m avec m > j > i, donc le prochain élément dans ∆ sera
de la forme (m, k) ou (m, k)∗ avec m > k. Donc la propriété (ii) est vérifiée.
• Si un élément (j, i) apparaît dans ∆, dans les cas (a2) ou (b), l’arbre T ′ a
pour extrémité i dans son chemin minimal. Alors, le prochain élément dans ∆
doit être (i, k) ou (i, k)∗ avec i > k. De plus, i et j doivent être des éléments
adjacents dans l’ensemble ordonné des étiquettes de T . Alors, les éléments
` tels que i < ` < j n’apparaissent pas dans T . Donc la propriété (iii) est
vérifiée.
Posons Ψ = ϕ ◦ ψ. Alors Ψ : A−n,k → Tn,k est une bijection satisfaisant
First(σ) = Leaf(Ψ(σ)) pour toute permutation alternante descendante σ ∈ A−n,k.
Ainsi, le Théorème 76 est démontré.
Exemple 84. Continuant l’Exemple 77, on applique Ψ à σ en utilisant le codage
gauche-à-droite obtenu précédemment de pi = 7 4 8 5 9 1 6 2 3. Les détails sont don-
nés dans la Figure 5.2.
La bijection Ψ fournit alors un moyen simple d’interprétation de la formule (5.1)
dans le modèle des arbres binaires croissants Tn. En effet, suivant l’interprétation
de l’équation (5.1) dans Dn (cf Théorème 5.2) et la bijection ϕ, on doit considérer
la décomposition de l’ensemble Tn,k selon si la première étape dans la construction
de ϕ−1 effacera les éléments k − 1 et k, ou bien transformera juste l’arbre pour
obtenir un autre arbre de Tn.
Pour un élément T de Tn,k, on dit que l’arête (k − 1, k) est détachable si k − 1
est le père de k et si k − 1 a un autre fils m plus grand que le frère de k − 1
(si ce dernier existe). Pour une représentation plus visible, un arbre T a l’arête
(k − 1, k) détachable si et seulement s’il correspond au cas A-1 dans la preuve du
Théorème 83.
Si l’arête (k − 1, k) n’est pas détachable, l’arbre obtenu après la première opé-
ration dans la construction de ϕ−1 sera un arbre croissant ayant encore n éléments
et dont l’extrémité du chemin minimal sera k − 1. Ainsi, il y a exactement En,k−1
arbres binaires croissants sur [n] dont le chemin minimal termine par k et tels que
l’arête (k − 1, k) ne soit pas détachable.
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σ(m) 9 839 938 21938 31928 81923
First(σ(m)) 9 8 9 2 3 8
∆m (9)


















Leaf(Tm) 9 8 9 2 3 8
σ(m) 91823 7691823 8691723 548691723 648591723 748591623
First(σ(m)) 9 7 8 5 6 7
∆m (9, 8) (7, 6)









































Leaf(Tm) 9 7 8 5 6 7
Figure 5.2 – The construction of the tree Ψ(7 4 8 5 9 1 6 2 3)
Si l’arête est détachable, l’arbre obtenu après la première opération dans la
construction de ϕ−1 sera un arbre croissant sur n− 2 éléments (sans les éléments
k − 1 et k), et l’extrémité du chemin minimal devra être un élément i plus grand
que les k − 2 plus petits éléments. Ainsi, il y a exactement En−2,k−1 + En−2,k +
· · ·En−2,n−2 = En−1,n−k+1 arbres binaires croissants sur [n] dont l’arête (k − 1, k)
est détachable.
Finalement, nous obtenons une interprétation de l’équation (5.1) dans le modèle
de Tn ; elle correspond à la décomposition selon si l’arête (k − 1, k) est détachable
ou non dans T ∈ Tn,k.
5.4 Les autres familles d’Entringer de Poupard
Pour éviter de nombreuses parenthèses dans les notations, nous identifierons
à présent une permutation σ = (σ(1), σ(2), . . . , σ(n)) avec le mot pi = pi1pi2 . . . pin
défini par pii = σ(i) pour i ∈ [n].
5.4.1 Une autre interprétation dans les arbres croissants
Soit T ′n,k l’ensemble des arbres T ∈ Tn tels que le père de n dans T soit k−1. Par
des raisonnements par récurrence, Poupard a démontré que le nombre d’Entringer
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En,k était également le nombre d’arbres dans T ′n,k. Une bijection ϕ′ entre Tn,k et T ′n,k
a été donnée dans [KPP94, §6] pour une classe plus générale d’arbres croissants,
appelés arbres géométriques.
Rappelons ici la restriction de l’application ϕ′ à Tn,k. Soit T ∈ Tn,k. Notons
son chemin minimal (ai)1≤i≤`, où a1 = 1 et a` = k. On construit un arbre T ′ sur
{2, . . . , n+ 1} en modifiant seulement les étiquettes le long du chemin minimal, de
manière à ce que celui-ci devienne (a2, a3, . . . , a`, n+1). Puis, on diminue toutes les
étiquettes de T ′ d’une unité pour obtenir un arbre T ′′ qui est alors dans Tn. L’arbre
T ′ est bien binaire croissant, puisque chaque sommet sur le chemin minimal de T
est plus petit que son frère (s’il en a un), on peut donc le faire devenir le père de
son frère. De plus, le père de n dans T ′′ devient a` − 1, c’est-à-dire k − 1, donc
on a bien T ′′ ∈ T ′n,k. Comme le processus est clairement inversible, l’application
ϕ′ : T → T ′′ est bien une bijection entre Tn,k et T ′n,k.
5.4.2 Une autre interprétation dans les permutations alter-
nantes
Si pi est une permutation de A−n,k, on définit θ(pi) comme suit :
• si k < n−k+1+pi2, alors θ(pi) = (n−k+1+pi2, n−k+pi2, . . . , k+1, k)◦pi,
• si k > n−k+1+pi2, alors θ(pi) = (n−k+1+pi2, n−k+2+pi2, . . . , k−1, k)◦pi.
Puisque pi est alternante descendante, pi2 < k = pi1. Si k < n−k+1+pi2, pi2 est
inchangé par le cycle et donc σ(pi)2 = pi2. Ainsi σ(pi)2 < k < n−k+1+pi2 = σ(pi)1
et θ(pi) est encore alternante descendante. Si k > n−k+1+pi2, puisque k ≤ n, alors
n−k+ 1 +pi2 ≥ pi2 + 1, donc pi2 est inchangé par le cycle, σ(pi)1 = n−k+ 1 +pi2 >
pi2 = σ(pi)2 et θ(pi) est encore alternante.
Notons A′n,k l’ensemble des permutations pi ∈ A−n telles que pi1−pi2 = n+1−k.
Théorème 85. Pour tous n ≥ 1 et k ∈ [n], l’application θ est une bijection de
A−n,k vers A′n,k. De plus, pour tout pi ∈ An,k, θ(pi)2 = pi2.
Démonstration. Par construction, θ est clairement inversible. De plus, si σ ∈ A−n
avec σ1 − σ2 = n− k + 1,
• si k < n−k+1+σ2, alors θ−1(σ) = (k, k+1, . . . , n−k+σ2, n−k+1+σ2)◦σ,
• si k > n−k+1+σ2, alors θ−1(σ) = (k, k−1, . . . , n−k+2+σ2, n−k+1+σ2)◦σ,
et donc θ−1(σ) ∈ An,k.
En utilisant le Théorème 85, on retrouve l’interprétation suivante de Poupard,
prouvée dans [Pou97] par des relations de récurrence.
Corollaire 86. La suite (A′n,k)1≤k≤n est une famille d’Entringer.
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Puisque A′n,k ⊂ A−n , on peut bien définir θ2(pi) pour pi ∈ A−n . En réalité, il est
facile de vérifier que θ est involutive sur A−n .
Le résultat peut également être généralisé avec l’observation suivante. Pour
tout pi ∈ A−n , on définit la permutation complémentaire pi avec pii = n + 1 − pii
pour i ∈ [n]. Ainsi l’ensemble des permutations pi telles que pi ∈ A−n correspond à
l’ensemble A+n .






Démonstration. L’application pi 7→ θ(pi) est une bijection entre {pi ∈ A+n : pi1 =
k} et {pi ∈ A+n : pi2 − pi1 = k}. Ainsi, les deux statistiques pi1 et pi2 − pi1 sont
équidistribuées sur A+n . En fait, avec la preuve du Théorème 85, l’application
pi 7→ θ(pi) est une bijection entre {pi ∈ A+n : pi1 = k, pi2−pi1 = `} et {pi ∈ A+n : pi1 =
`, pi2 − pi1 = k}. Ainsi, la distribution de ces deux statistiques est symétrique.
5.4.3 Interprétations dans les permutations alternantes di-
rectes
Introduisons l’ensembleADn des permutations alternantes directes de [n], c’est-
à-dire, les permutations pi de [n] telles que pi−11 < pi−1n (le chiffre 1 apparaît "avant"
le chiffre n) et
pi1 > pi2 < pi3 > · · · ou pi1 < pi2 > pi3 < · · · .
Ces permutations sont parfois appelées desmin-max permutations en référence aux
positions respectives de leur minimum et maximum. Par exemple, les permutations
alternantes directes de [4] sont
1 4 2 3, 1 3 2 4, 3 1 4 2, 2 3 1 4, 2 1 4 3.
Notons ADn,k l’ensemble des pi ∈ ADn telles que |pi1 − pi2| = n− k + 1.
L’ensembleA′n,k peut être partitionné en deux sous-ensembles disjoints :A′n,k,1n,
qui est l’ensemble des permutations dans A′n,k ∩ ADn, et A′n,k,n1 = A′n,k \ A′n,k,1n.
Si pi ∈ A′n,k,1n, on définit β(pi) = pi, et si pi ∈ A′n,k,n1, on définit β(pi) = pi. Alors
β(pi) ∈ ADn et β(pi)1 − β(pi)2 = −(n− k + 1).
Théorème 88. Pour tous n ≥ 1 et k ∈ [n], l’application β est une bijection entre
A′n,k et ADn,k.
En utilisant le Théorème précédent, on retrouve l’interprétation suivante de
Poupard, prouvée dans [Pou97] par des relations de récurrence.
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Corollaire 89. La suite (ADn,k)1≤k≤n est une famille d’Entringer.
Notons AD′n,k l’ensemble des permutations pi ∈ ADn telles que le terme im-
médiatement avant 1 est k, si k ≤ n − 1, et AD′n,n l’ensemble des permutations
pi ∈ ADn telles que pi1 = 1.
On veut construire une bijection ρ entre An,k et AD′n,k.
Si k = n, il suffit de définir pour pi ∈ An,n, ρ(pi) = pi. Alors, ρ(pi) ∈ AD′n,n.
Supposons que k ≤ n− 1. L’ensemble An,k peut être partitionné en deux sous-
ensembles disjoints An,k,1n qui est An,k ∩ADn et An,k,n1 := An,k \An,k,1n. Pour un
ensemble ordonné I = {a1, . . . , an} avec a1 < · · · < an, on note σI la permutation :
σI =
(
a1 a2 · · · an
an an−1 · · · a1
)
.
Enfin, pour une permutation pi = pi1 . . . pin sur l’ensemble ordonné I, notons pi
la permutation complémentaire sur I, qui est pi := σI ◦ pi, et piR la permutation
retournée :
piR := pinpin−1 . . . pi1.
Remarquons que lorsque I = [n], la définition de permutation complémentaire
coïncide avec celle vue dans la Sous-Section 5.4.2.
Alors, pour une permutation pi ∈ An,k,
• si pi ∈ An,k,1n, on peut écrire pi = σ1 1σ2, alors, on définit ρ(pi) = σR1 1σ2 ;
puisque 1 < pi1 > pi2, ρ(pi) est encore alternante, et le terme juste avant le 1
dans ρ(pi) est pi1 = k.
• si pi ∈ An,k,n1, on peut écrire pi = σ1 nσ2, alors, on définit ρ(pi) = σR1 1σ2 ;
puisque 1 < pi1 > pi2 et σ2 est alternante, ρ(σ1) est encore alternante, et le
terme juste avant le 1 dans ρ(pi) est pi1 = k.
Théorème 90. Pour tous n ≥ 1 et k ∈ [n], l’application ρ est une bijection entre
An,k et AD′n,k.
Démonstration. Pour prouver que ρ est une bijection, il suffit de décrire l’appli-
cation inverse de ρ. Soit pi un élément de ADn tel que le terme immédiatement
avant le 1 est k. Suivant la construction de ρ, on a :
• si pi ∈ An,k, on écrit pi = τ1 1 τ2, et alors, ρ−1(pi) = τR1 1 τ2 ;
• si pi 6∈ An,k, on écrit pi = τ1 1 τ2, et alors lors, ρ−1(pi) = τR1 n τ2.
En utilisant le Théorème précédent, on retrouve l’interprétation suivante de
Poupard, prouvée dans [Pou97] par des relations de récurrence.
Corollaire 91. La suite (AD′n,k)1≤k≤n est une famille d’Entringer.
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Notons AD′′n,k l’ensemble des permutations pi ∈ ADn telles que le terme immé-
diatement après n est n+1−k, si k ≤ n−1, et AD′′n,n l’ensemble des permutations
pi ∈ ADn telles que pin = n.
Notons ρ′ l’application définie pour pi ∈ AD′′n,k par ρ′(pi) = piR.
Théorème 92. Pour tous n ≥ 1 et k ∈ [n], l’application ρ′ est une bijection entre
AD′n,k et AD′′n,k. Ainsi, la suite (AD′′n,k)1≤k≤n est une famille d’Entringer.
Démonstration. Il est clair que pour k ≤ n− 1, pi ∈ ADn a le k juste avant le 1 si
et seulement si ρ′(pi) a le n+ 1− k juste après le n.
5.5 De nouvelles familles d’Entringer
5.5.1 Interprétations dans les G-mots et les R-mots
Une permutation pi de I = {a1, . . . , an} avec a1 < · · · < an est appelée un
G-mot si :
(i) pi1 = an, pin = an−1,
(ii) pi2 > pin−1 (if n ≥ 4).
De même, une permutation pi de I est appelée un R-mot si la condition précédente
(i) est vérifiée et si (ii) est remplacée par la condition :
(ii’) pi2 < pin−1 (if n ≥ 4).
Un G-mot (resp. un R-mot) est dit primitif si pour tout (i, j) ∈ [n]2, ni le mot
piipii+1 . . . pij ni le mot pijpij−1 . . . pii ne sont des G-mots (resp. des R-mots). On note
respectivement par Gn etRn les ensembles de G-mots primitifs sur [n] et ensembles
de R-mots primitifs sur [n]. Par exemple, les G-mots dand Gn sont :
6 3 4 2 1 5, 6 4 2 3 1 5, 6 2 3 4 1 5, 6 4 3 2 1 5, 6 2 4 3 1 5,
et les R-mots dans Rn sont :
6 2 1 4 3 5, 6 2 3 1 4 5, 6 1 4 2 3 5, 6 3 1 2 4 5, 6 2 4 1 3 5.
Ces permutations ont été introduites dans [Mar06] avec le prolème suivant.
Soit In l’idéal des relations algébriques sur les pentes de toutes les droites qu’on
peut former en plaçant n points dans le plan. Alors, suivant deux ordres distincts,
l’idéal In est engendré par des monômes correspondants respectivement aux G-
mots primitifs et aux R-mots primitifs.
Martin et Wagner ont prouvé [MW09] que En est le nombre de G-mots primitifs
(resp. le nombre de R-mots primitifs) sur [n+ 2]. En réalité, ces résultats peuvent
être raffinés aux nombres d’Entringer, en introduisant une statistique sur les G-
mots et les R-mots.
Etant donné un G-mot primitif ou un R-mot primitif pi sur [n + 2], on définit
la route de pi comme la suite (αi) définie par la procédure suivante :
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• α1 = n+ 2 = pi1, α2 = n+ 1 = pin+2,
• pour k ≥ 2, si αk = pii, on définit Ak = {α1, . . . , αk−1}, et
αk+1 =

αk si {pii−1, pii+1} ⊂ Ak,
max
[
{pij|j < i et pij, pij+1, . . . , pii−1 6∈ Ak}
∪ {pij|j > i et pii+1, . . . , pij−1, pij 6∈ Ak}
]
sinon.
On peut représenter la route d’un G-mot ou d’un R-mot pi comme un graphe sur
les sommets pi1, pi2, . . . , pin alignés sur une droite, avec un seul chemin partant de
n, tracé toujours au-dessus de la droite et joignant, successivement, et si cela est
possible sans croisement, les sommets n− 1, n− 2, . . . 1 (voir Figure 5.3 pour un
exemple). Notons Gn,k (resp. Rn,k) l’ensemble des G-mots primitifs pi sur [n + 2]
(resp. R-mots primitifs pi sur [n+ 2]) tels que αn+2 = n+ 1− k.
8 2 5 4 6 3 1 7
Figure 5.3 – La route du G-mot pi = 82546317
Théorème 93. Les suites (Gn,k)1≤k≤n et (Rn,k)1≤k≤n sont des familles d’Entringer.
Démonstration. On utilise la bijection δ de Gn vers Tn décrite dans [MW09]. Pour
pi un G-mot primitif sur {a1, . . . , an+2 avec a1 < · · · < an+2, on note pi′ le mot
pi2 . . . pin+1. Si pi′ est un mot sur {a1, . . . , an}, avec a1 < · · · < an et an = pi′k pour
k ∈ {1, . . . , n}, on définit T = α(pi′) comme l’arbre enraciné sur le sommet a1,
duquel partent deux sous-graphes, qui sont α(pi′1pi′2 . . . pi′k−1) et α(pi′k+1pi′k+2 . . . pi′n)
(éventuellement un des deux peut être vide). L’arbre δ(pi) = α(pi′) est un 0-1-2
arbre croissant et l’application δ est une bijection de Gn vers Tn (voir [MW09] pour
plus de détails).
De plus, il est facile de voir que les étiquettes le long du chemin minimal de
T = δ(pi) sont successivement (n+1−a1), (n+1−a2), . . . , (n+1−am), où a1 . . . , am
(a1 > · · · > am) sont les différentes valeurs qui apparaissent dans la route de pi.
Ainsi, l’extrémité du chemin minimal de T est k. Donc, δ est une bijection entre
Gn,k et Tn,k.
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Par exemple, on peut construire l’arbre correspondant au G-mot pi = 82546317 :










Le résultat analogue pour les R-mots peut être prouvé en utilisant la même
méthode avec la bijection δ′ entre Rn et Tn décrite dans [MW09].
5.5.2 Interprétations dans les U-mots
Définition 94. Un U-mot de longueur n est une suite u = (ui)1≤i≤n telle que
u1 = 1 et ∀i ∈ {2, . . . , n}, ui + ui−1 ≤ i. On note Un l’ensemble des U-mots de
longueur n.
Par exemple, les U-mots de longueur 4 sont :
1 1 1 1, 1 1 1 2, 1 1 1 3, 1 1 2 1, 1 1 2 2.
On note Un,k l’ensemble des U-mots (ui) ∈ Un tels que un = n+ 1− k.
Théorème 95. La suite (Un,k)1≤k≤n est une famille d’Entringer.




#{j ≥ pii, j 6∈ {pi1, pi2, . . . , pii−1}}, si i est impair,
#{j ≤ pii, j 6∈ {pi1, pi2, . . . , pii−1}}, si i est pair.
Par exemple, si pi = 6 3 5 1 7 2 4 ∈ A7,6, alors le mot w est calculé comme suit :
– {j ≥ 6} = {6, 7}, so w1 = 2,
– {j ≤ 3, j 6= 6} = {1, 2, 3}, so w2 = 3,
– {j ≥ 5, j 6∈ {3, 6}} = {5, 7}, so w3 = 2,
– {j ≤ 1, j 6∈ {3, 5, 6}} = {1}, so w4 = 1,
– {j ≥ 7, j 6∈ {1, 3, 5, 6}} = {7}, so w5 = 1,
– {j ≤ 2, j 6∈ {1, 3, 5, 6, 7}} = {2}, so w6 = 1,
– {j ≥ 4, j 6∈ {1, 2, 3, 5, 6, 7}} = {4}, so w7 = 1.
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Ainsi, w = 2 3 2 1 1 1 1 et γ(pi) = 1 1 1 1 2 3 2.
On montre que l’application γ est une bijection entre An,k et Un,k. Suivant la
construction, γ(pi)n = w1 = n+1−pi1 = n+1−k. De plus, quand le terme γ(pi)i =
wn+1−i est écrit, n−i éléments ont été lus dans la permutation pi auparavant ; ainsi
le nombre d’éléments comptés par γ(pi)i doit être inférieur à i. De plus, les nombres
comptés par γ(pi)i−1 et γ(pi)i sont parmi les n−i éléments qui n’ont pas été lus dans
pi et sont deux ensembles disjoints puisque pi est alternante. Ainsi, γ(pi)i + γ(pi)i−1
doit être inférieur à i. Enfin, on a montré que γ(pi) ∈ Un,k.
Réciproquement, si u ∈ Un,k, la permutation pi = γ−1(u) ∈ An,k peut être
retrouvée avec :
– pi1 = n+ 1− un,
– ∀n ≥ 1, pi2i est le un−2i+1-ème plus petit élément dans [n] \ {pi1, . . . , pi2i−1},
– ∀n ≥ 1, pi2i+1 est le un−2i-ème plus grand élément dans [n]\{pi1, . . . , pi2i}.
Notons U ′n,k l’ensemble des U-mots (ui) ∈ Un tels que un−1 + un = k.
Théorème 96. La suite (U ′n,k)1≤k≤n est une famille d’Entringer.
Démonstration. Il y a deux méthodes pour prouver le résultat précédent.
L’application γ décrite précédemment induit une bijection entre A′n,k et U ′n,k.
Pour pi ∈ A′n,k, il existe au moins un j ∈ [n] tel que pi ∈ An,j, donc on peut
bien définir v = γ(pi) ∈ Un,j ⊂ Un. Il suffit de montrer que v ∈ U ′n,k. Dans la
construction de γ(pi), vn est le nombre d’éléments qui sont plus grands que pi1, et
vn−1 est le nombre d’éléments qui sont plus petits que pi2. Donc vn = n + 1 − pi1,
vn−1 = pi2, et vn−1 + vn = n+ 1− (pi1 − pi2) = k puisque pi ∈ A′n,k.
En réalité, il est aussi très simple d’exhiber une bijection α : Un,k −→ U ′n,k.
Pour u = (u1, . . . , un) ∈ Un,k, on note α(u) = (u1, u2, . . . , un−1, n+ 1− un−1− un).
Puisque u ∈ Un,k, un − un−1 ≤ n + 1, donc on a α(u) ∈ Un. De plus, le dernier
élément est
α(u)n = n+ 1− un−1 − (n+ 1− k) = k − un−1 = k − α(u)n−1,
donc α(u) ∈ U ′n,k. L’application α est alors clairement une bijection entre Un,k et
U ′n,k.
5.6 Liste des bijections
Dans ce paragraphe, nous listons les douze interprétations de familles d’Entrin-
ger ainsi que les bijections décrites dans ce chapitre :
1. la permutation alternante descendante pi ∈ A−n,k telle que First(pi) = k,
2. la suite codante ∆ ∈ Dn,k, obtenue par ∆ = ψ(pi), où ψ est la bijection
décrite dans la Section 5.2, donc k est le premier élément lu dans ∆,
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3. l’arbre binaire croissant T ∈ Tn,k, obtenu par T = ϕ(∆), où ϕ est la bijection
décrite dans la Section 5.3, donc k est l’extrémité du chemin minimal de T ,
4. l’arbre binaire croissant T ′ ∈ T ′n,k, obtenu par T ′ = ϕ′(T ), où ϕ′ est la
bijection décrite dans la Section 5.4.1, tirée de [KPP94, §6], donc k − 1 est
le père de n dans T ′,
5. la permutation alternante descendante σ ∈ A′n,k, obtenue par σ = θ(pi), où θ
est la bijection décrite dans la sous-section 5.4.2, donc k = n+ 1− σ1 + σ2,
6. la permutation alternante directe σ′ ∈ ADn,k, obtenue par σ′ = β(σ), où β
est la bijection décrite dans la sous-section 5.4.3, donc k = n+ 1− |σ1− σ2|,
7. la permutation alternante directe τ1 ∈ AD′n,k, obtenue par τ1 = ρ(pi), où ρ
est la bijection décrite dans la sous-section 5.4.3, donc k est le terme immé-
diatement avant 1 (ou n si τ1 commence par 1),
8. la permutation alternante directe τ2 ∈ AD′′n,k, obtenue par τ2 = ρ′(τ2), où ρ′
est la bijection décrite dans la sous-section 5.4.3, donc n+ 1− k est le terme
immédiatement après n (ou 1 si τ2 se termine par n),
9. le G-mot pi′ ∈ Gn,k, obtenu par pi′ = δ−1(T ), où δ est la bijection décrite dans
la sous-section 5.5.1, donc n+ 1− k est l’extrémitié de la route de pi′,
10. le R-mot pi′′ ∈ Rn,k, obtenu par pi′′ = (δ′)−1(T ), où δ′ est la bijection décrite
dans la sous-section 5.5.1, donc n+ 1− k est l’extrémité de la route de pi′,
11. la suite u ∈ Un,k, obtenue par u = γ(pi), où γ est la bijection décrite dans la
sous-section 5.5.2, donc n+ 1− k est le dernier élément de u,
12. la suite v ∈ U ′n,k, obtenue par v = γ(σ) = α(u), où α et γ sont les bijections
décrites dans la sous-section 5.5.2, donc k est la somme des deux derniers
éléments de v.
On peut résumer les bijections de ce chapitre dans le diagramme de la Fi-
gure 5.4, où sur la gauche, on rassemble les modèles concernant les permutations
alternantes, et sur la droite, on rassemble toutes les modèles concernant les struc-
tures arborescentes.
Dans la Figure 5.5, on résume les douze interprétations pour E4,k, k ∈ {2, 3, 4}.
Dans chaque colonne, les éléments correspondants sont décrits via les différentes
bijections mentionnées dans le chapitre. De plus, dans la table, on encadre la
statistique k = pi1 si pi ∈ An,k et les statistiques correspondantes dans les autres
modèles.
































Figure 5.4 – Les bijections mentionnées dans ce chapitre
5.7 De nouvelles relations sur les nombres d’En-
tringer
Poupard [Pou82] avait démontré que En,k était le cardinal de Tn,k en mon-
trant, simultanément pour le modèle des permutations alternantes et des arbres












Cette relation a une interprétation combinatoire simple dans le cadre des arbres
croissants. En effet, il suffit de partitionner l’ensemble En+1,k+1 selon le nombre
j d’éléments constituant le sous-arbre T1 enraciné au sommet frère de k + 1 (si
ce frère existe). Le nombre j varie bien de 0 à (n + 1) − (k + 1), puis on forme
un arbre croissant sur ces j éléments, et les n− j éléments de T \ {T1 ∪ {k + 1}}
doivent former un arbre croissant finissant par le père de k + 1, qui est donc un
entier i ∈ {1, . . . , k}.
Cependant, la relation (5.3) n’admet pas d’interprétation équivalente dans le
modèle des permutations alternantes. Poupard avait démontré cette formule à
l’aide d’une preuve analytique, en observant les fonctions génératrices diagonales
de la table de Seidel-Kempner. Il est donc remarquable qu’il n’y ait pas d’inter-
prétation simple pour cette décomposition dans An.
Néanmoins, à l’issue de discussions avec Féray [Fer10], plusieurs autres relations
entre les nombres d’Entringer ont été découvertes.
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k 2 3 4
(1) pi ∈ A4,k 2 1 4 3 3 2 4 1 3 1 4 2 4 2 3 1 4 1 3 2
(2) ∆ ∈ D4,k
( 2 , 1)∗
(4, 3)∗
( 3 , 2)∗
(4, 1)∗
( 3 , 2)
(2, 1)∗
(4, 3)∗
( 4 , 3)
(3, 2)∗
(4, 1)∗







































(5) σ ∈ A′4,k 4 1︸︷︷︸
3
3 2 4 2︸︷︷︸
2
3 1 3 1︸︷︷︸
2
4 2 3 2︸︷︷︸
1
4 1 2 1︸︷︷︸
1
4 3
(6) σ′ ∈ DAP4,k 1 4︸︷︷︸
3
2 3 1 3︸︷︷︸
2
2 4 3 1︸︷︷︸
2
4 2 2 3︸︷︷︸
1
1 4 2 1︸︷︷︸
1
4 3
(7) τ1 ∈ DAP ′4,k 2 1 4 3 2 3 1 4 3 1 4 2 (4) 1 3 2 4 (4) 1 4 2 3
(8) τ2 ∈ DAP ′′4,k 2 1 4 3 1 4 2 3 3 1 4 2 1 3 2 4 (1) 2 3 2 4 (1)
(9) pi′ ∈ G4,k 6 3 4 2 1 5 6 4 2 3 1 5 6 2 3 4 1 5 6 4 3 2 1 5 6 2 4 3 1 5
(10) pi′′ ∈ R4,k 6 2 1 4 3 5 6 2 3 1 4 5 6 1 4 2 3 5 6 3 1 2 4 5 6 2 4 1 3 5
(11) u ∈ U4,k 1 1 1 3 1 1 2 2 1 1 1 2 1 1 2 1 1 1 1 1
(12) v ∈ U ′4,k 1 1 1 1︸︷︷︸
2
1 1 2 1︸︷︷︸
3
1 1 1 2︸︷︷︸
3
1 1 2 2︸︷︷︸
4
1 1 1 3︸︷︷︸
4
Figure 5.5 – Douze interprétations pour E4,k, 1 ≤ k ≤ 4
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Démonstration. On prouve cette identité dans le modèle des permutations al-
ternantes. Soit σ ∈ An+1,k+1. Vue l’alternance de σ, on sait que 1 sera l’image
par σ d’un nombre pair ; on peut donc supposer que σ(n − j + 1) = 1 pour
j ∈ {0, 1, . . . , n − 1} avec n − j impair. Notons alors k − i le nombre d’éléments
plus petits que k + 1 parmi les j éléments σ(n− j + 2), . . . , σ(n+ 1). Choisir une
telle permutation revient donc à choisir k− i éléments parmi {2, . . . , k} (i = 1..k),
et j − k + i éléments parmi k + 2, . . . , n + 1, puis former une permutation alter-
nante descendante avec ces j élements, et enfin avec les n − j éléments restants
(sans le 1) former une permutation alternante descendantes commençant par i (en
renormalisant).














Démonstration. On prouve cette identité dans le modèle des arbres croissants. Soit
T ∈ Tn+1,k+1. On décompose T en trois sous-arbres : la racine 1, un sous-arbre A
contenant 2 et tous ses descendants (qui contient donc la chaîne principale avec les
k + 1 à son extrémité), et B le sous-arbre restant (éventuellement vide). Notons j
le nombre de sommets de B, (on a bien j ∈ {0, 1, . . . , n− 1}), et k − i le nombre
d’éléments plus petits que k + 1 parmi les j éléments de B. Choisir un tel arbre
revient donc à choisir k−i éléments parmi {3, . . . , k (i = 1..k), et j−k−i éléments
parmi k + 2, . . . , n + 1, puis former un 0-1-2 arbre croissant avec ces j éléments,
et enfin avec les n − j éléments restants (sans la racine) former un 0-1-2 arbre
croissant dont l’extrémité termine par i (en renormalisant).
On peut remarquer qu’il n’est pas évident que les deux expressions trouvées
pour En+1,k+1 d’après les relations (5.4) and (5.5) soient égales. En effet, une des
sommes porte sur tous les entiers j de 1 à n, tandis que l’autre somme ne garde
qu’un entier sur deux.
De plus, l’équation (5.4) n’a pas d’interprétation évidente dans le modèle des
arbres, et l’équation (5.5) n’a pas d’interprétation dans le modèle des permutations.
Ce problème reste donc encore ouvert.
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Conclusion et perspectives
Certains problèmes soulevés dans ce mémoire restent encore à ce jour ouverts,
certains semblant plus abordables que d’autres au premier abord. Nous allons reve-
nir sur les principaux problèmes ouverts qui forment ainsi de nouvelles perspectives
de recherche pour l’avenir.
Enfin, nous allons voir que les deux parties qui constituent ce recueil ne sont
pas si éloignées l’une de l’autre et peuvent très bien prochainement être liées de
manière plus équivoque à l’aide des nombres de Genocchi.
5.8 Problèmes ouverts
Problème 1. Les coefficients des nombres de Jacobi-Stirling de seconde espèce
dans la base (z + 1)i introduits dans le paragraphe 1.2.3 ont une interprétation
claire dans le modèle des partitions signées. Il serait bon de savoir s’il est possible
de trouver également un sens à ces coefficients dans le modèle des couples de
quasi-permutations. On pourrait alors peut-être interpréter également les formules
énoncées dans le Théorème 11 dans le modèle des quasi-permutations.
Problème 2. Comme nous l’avons souligné au chapitre 1, les fonctions géné-
ratrices diagonales des coefficients de Jacobi-Stirling de seconde espèce peuvent








où Ak,i(t) est un polynôme en t de degré 2k− i, vérifiant Ak,i(0) = 0. Il semblerait
que les coefficients de Ak,i soient tous des entiers strictement positifs. Dans le cas
des nombres de Stirling, Gessel-Stanley [GS78] ont déterminé une interprétation
combinatoire de ces coefficients et Egge [Egg10] a fait de même dans le cas des
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nombres de Legendre-Stirling. Il semblerait naturel de généraliser ces résultats
pour les coefficients de Ak,i pour tous k et i tels que 0 ≤ i ≤ k. Cependant la
formule de récurrence 2.19 semble très difficile à interpréter et n’assure même pas,
par sa forme, que les coefficients soient tous positifs.
Problème 2’. Les fonctions génératrices diagonales des coefficients de Jacobi-
Stirling de première espèce induisent un problème analogue, car elles font ap-
paraître des polynômes, dont les coefficients semblent être des entiers relatifs de
coefficients de signe constant. Il serait utile de trouver une interprétation de ces
coefficients généralisant les résultats de [GS78, Egg10].
Problème 3. Dans le cadre des r-nombres de Jacobi-Stirling de première es-
pèce, il nous apparaît à première vue difficile d’établir une formule claire pour
les nombres b(i)n,r,r et b(i)n,n−k,r pour tout entier i, sauf dans le cas où ces nombres
se ramènent aux r-nombres de Stirling ou aux r-nombres factoriels centraux. Une
possibilité serait d’expliciter un autre modèle pour les nombres de Jacobi-Stirling
de première espèce, où la statistique du nombre d’éléments saillants deviendrait
une autre statistique plus facilement manipulable.
Problème 4. Nous avons vu que la théorie des q-nombres d’Entringer est
relativement facile dans le cadre des permutations alternantes pour la statistique
d’inversion. Nous avons obtenu une bijection explicite avec le modèle des 0-1-2
arbres croissants ; il est alors naturel de se demander s’il y aurait un q-analogue des
nombres d’Entringer dans les arbres qui coïnciderait avec la statistique d’inversion
des permutations alternantes. La notion d’inversion dans les arborescentes a été
assez développée (voir par exemple la thèse de Chauve [Cha00]) mais n’a pas
vraiment de sens si on se place dans le cadre des arbres croissants. Il faudrait donc
définir une nouvelle statistique qui soit mieux adaptée à la situation.
Problème 5. Comme nous l’avons précisé dans le chapitre 5, la décompo-
sition triangulaire des nombres d’Entringer possède un (p, q)-analogue avec les
statistiques d’inversions et de la présence du motif 31-2 dans la permutation. Une
question naturelle est de savoir si on peut généraliser toutes les formules de récur-
rence énoncées dans le cas q = 1 ou q quelconque au cadre des p-analogues, voire
(p, q)-analogues, avec les résultats connus sur ces motifs. En effet, la théorie des
motifs de permutations est en pleine expansion et pourrait apporter de nombreux
résultats intéressants à notre étude.
Problème 6. Etant donné que nous avons renforcé les liens entre les interpré-
tations combinatoires des nombres En,k dans le modèle des arbres et des permu-










































dans le modèle des arbres coissants.
Problème 7. Considérons les nombres tangents réduits tn = E2n+1/2n. Pou-
pard [Pou89] a prouvé que tn est en réalité le nombre de 0-2 arbres croissants
(i.e. les arbres dans Tn pour lesquels chaque sommet a seulement 0 ou 2 fils).
Cependant, il semble qu’il n’y ait pas d’interprétation analogue pour tn dans les
permutations alternantes. Par ailleurs, si tn,k représente le nombre de 0-2 arbres
croissants tels que l’extrémité du chemin minimal est k, alors la suite (tn,k) est de
manière évidente un raffinement de tn comme les nombres d’Entringer en sont un
pour les nombres d’Euler.
Notons t′n (resp. t′n,k) le nombre d’arrangements à paires séparées de [n], qui sont
des arrangements σ du multi-ensemble {0, 0, 1, 1, 2, 2, . . . , n, n} tels que σ(1) = n
(resp. σ(1) = σ(k+1) = n) et, entre les deux apparitions de i dans σ (0 ≤ i ≤ n−1),
le nombre i+ 1 apparaît exactement une fois.
Récemment, Graham et Zang [GZ08] ont prouvé que pour 1 ≤ k ≤ n, t′n,k =
tn,k. En particulier, t′n = tn. Cependant, il n’y a aucune preuve bijective entre le
modèle de Poupard et le modèle de Graham et Zang. Signalons également que
récemment une q-généralisation du modèle des arrangements à paires séparées a
été construit par [FH09] avec la notion de doublons.
5.9 Les nombres de Genocchi
Les nombres de Genocchi de première espèce (G2n)n≥1 peuvent être définis par










Ces nombres ont été étudiés par Dumont [Dum74] et sont liés à la fois aux
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Les nombres de Genocchi ont des interprétations combinatoires intéressantes [Dum74]
puisque G2n est le nombre de permutations σ d’ordre 2n−1 telles que σ(i+ 1) > i
si i est impair, et σ(i + 1) < i si i est pair [Dum74]. Cependant, le problème est
toujours ouvert de trouver un sens combinatoire à l’identité 22n−2G2n = nE2n−1.
Les nombres de Genocchi de seconde espèce (G′2n)n≥1 peuvent être définis par
leur interprétation combinatoire : G′2n est le nombre de permutations σ de [2n−2]
telles que σ(i) > i si i est impair et σ(i) < i si i est pair.




→ 2 3 3
8 6 3 ←
→ 8 14 17 17
56 48 34 17 ←
→ 56 104 138 155 155
608 552 448 310 155 ←
avec des relations faciles, proches de la table de Seidel-Kempner. Plus précisément,
les nombres gn,k de cette table vérifient les relations :
g2n,k = g2n,k−1 + g2n−1,k, g2n+1,k = g2n+1,k+1 + g2n,k,
(voir [Kre97] pour plus de détails). Dans cette table, les nombres de la première
colonne sont les nombres de Genocchi de seconde espèce, alors que les nombres sur
le bord droit sont les nombres de Genocchi de première espèce.
Kreweras et ensuite Ehrenborg-Steingrímsson [Kre97, ES00] ont remarqué des
relations entre les nombres de table de Genocchi et les permutations selon leur
premier terme. Cependant, il existe des q-analogues des nombres de Genocchi
[Cig09, ZZ06], et on peut définir des q-généralisations de la table de Genocchi.
Zeng et Zhou ont des interprétations combinatoires de chaque valeur de la table en
termes de statistiques sur les pistolets alternants. Il serait intéressant de trouver
des résultats plus proches de ceux des nombres tangents-sécants, en exprimant
chaque valeur en termes de statistiques sur les permutations alternantes selon leur
premier (ou dernier) terme. Cela fournirait une analogie avec notre travail sur les
permutations alternantes quelconques.
Signalons que les nombres de Genocchi sont liés à d’autres problèmes com-
binatoires récents, comme la théorie des tableaux alternatifs et des polynômes
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de Dumont Foata [JV10], ou celle des fonctions symétriques non-commutatives
[HNTT09].
5.10 Les matrices d’Euler-Seidel
Soit (bn)n≥0 une suite de nombres (ou plus généralement des éléments dans un
anneau commutatif). On appelle matrice d’Euler-Seidel associée à (bn) la suite
double (bn,k)n,k≥0 donnée par :
bn,0 = bn (n ≥ 0), bn,k = bn,k−1 + bn+1,k−1 (n ≥ 0, k ≥ 1). (5.6)
La suite initiale est la suite (bn,0)n≥0 = (bn)n≥0. La suite finale est la suite (b0,n)n≥0.
Dans [Dum95], Dumont rappelle les formules impliquées par la matrice d’Euler-
Seidel : relations de récurrence, liens avec les fonctions génératrices ordinaires ou
exponentielles, et donne finalement plusieurs exemples pour illustrer la théorie.
Si on prend pour suite initiale les nombres tangents signés, i.e.
b0,0 = 1, b2n,0 = 0, b2n−1,0 = (−1)na2n−1(n ≥ 1),
alors on obtient comme suite finale les nombres sécants signés : b0,2n = (−1)na2n,
b0,2n−1 = 0 (n ≥ 1). De manière équivalente, si on commence cette fois par les
nombres sécants signés, on réobtient les nombres tangents signés pour suite finale.
1 −1 0 2 0 −16 0
0 −1 2 2 −16 −16
−1 1 4 −14 −32




En réalité, la table de Kempner et la table de Genocchi sont simplement des
cas particuliers de matrices d’Euler-Seidel, écrites d’une manière plus simple, en
enlevant les signes et écrivant les éléments dans des positions différentes.
Puisque les formules décrites dans [Dum95] sont vraies pour des polynômes, il
serait intéressant d’écrire la table pour les polynômes eulériens généralisés, avec
d’autres statistiques classiques plutôt que seulement le nombre d’inversions. On
pose
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où Sn (resp. Sn,k) désigne l’ensemble des permutations σ d’ordre n (resp. d’ordre













iχ(σ(i) > σ(i+ 1)).
En fait, Foata et Han [FH08] ont remarqué un lien entre les nombres q-tangents



























Ainsi, si on écrit la table des nombres cn,k, on obtient des (x, y, q)-versions des
nombres tangents et sécants sur les côtés de la table. Un problème ouvert serait
de trouver d’intéressantes formules entre les nombres cn,k comme celles décrites
dans le Chapitre 4, et de fournir des interprétations combinatoire pour de telles
relations, des formules qui permettraient de retrouver celles de la table de Kempner
en spécialisant les valeurs de x, y and q et peut-être établir un lien avec la table de
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