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Résumé
L'imagerie par résonance magnétique fonctionnelle (IRMf) étant une technique non inva-
sive pour l'étude de cerveau, elle a été employée pour comprendre les mécanismes cérébraux
sous-jacents à la prise alimentaire. Cependant, l'utilisation de stimuli liquides pour simuler
la prise alimentaire engendre des dicultés supplémentaires par rapport aux stimulations
visuelles habituellement mises en ÷uvre en IRMf. L'objectif de cette thèse a donc été de
proposer une méthode robuste d'analyse des données tenant compte de la spécicité d'une
stimulation alimentaire. Pour prendre en compte le mouvement dû à la déglutition, nous
proposons une méthode de censure fondée uniquement sur le signal mesuré. Nous avons de
plus perfectionné l'étape de normalisation des données an de réduire la perte de signal.
La principale contribution de cette thèse est d'implémenter l'algorithme de Ward de sorte
que parcelliser l'ensemble du cerveau soit réalisable en quelques heures et sans avoir à réduire
les données au préalable. Comme le calcul de la distance euclidienne entre toutes les paires de
signaux des voxels représente une part importante de l'algorithme de Ward, nous proposons
un algorithme  cache-aware  du calcul de la distance ainsi que trois parallélisations sur les
architectures suivantes : architecture à mémoire partagée, architecture à mémoire distribuée
et GPU NVIDIA.
Une fois l'algorithme de Ward exécuté, il est possible d'explorer toutes les échelles de
parcellisation. Nous considérons plusieurs critères pour évaluer la qualité de la parcellisation
à une échelle donnée. À une échelle donnée, nous proposons soit de calculer des cartes de
connectivités entre les parcelles, soit d'identier les parcelles répondant à la stimulation à
l'aide du coecient de corrélation de Pearson.
Mots-clés : IRMf alimentaire, Parcellisation multi-échelle, Algorithme de Ward, Dis-
tance euclidienne, Parallélisation, OpenMP, MPI, CUDA
Abstract
As a non-invasive technology for studying brain imaging, functional magnetic resonance
imaging (fMRI) has been employed to understand the brain underlying mechanisms of food
intake. Using liquid stimuli to fake food intake adds diculties which are not present in
fMRI studies with visual stimuli. This PhD thesis aims to propose a robust method to
analyse food stimulated fMRI data. To correct the data from swallowing movements, we have
proposed to censure the data uniquely from the measured signal. We have also improved the
normalization step of data between subjects to reduce signal loss.
The main contribution of this thesis is the implementation of Ward's algorithm without
data reduction. Thus, clustering the whole brain in several hours is now feasible. Because
Euclidean distance computation is the main part of Ward algorithm, we have developed a
cache-aware algorithm to compute the distance between each pair of voxels. Then, we have
parallelized this algorithm for three architectures: shared-memory architecture, distributed
memory architecture and NVIDIA GPGPU.
Once Ward's algorithm has been applied, it is possible to explore multi-scale clustering
of data. Several criteria are considered in order to evaluate the quality of clusters. For a
given number of clusters, we have proposed to compute functional connectivity maps between
clusters or to compute Pearson correlation coecient to identify brain regions activated by
the stimulation.
Keywords: food fMRI, multi-scale clustering, Ward's algorithm, Euclidean distance,
Parallelisation, OpenMP, MPI, CUDA
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Chapitre 1
Introduction à l'imagerie par résonance
magnétique fonctionnelle
L'imagerie par résonance magnétique fonctionnelle (IRMf) est l'une des techniques non-
invasives les plus employées chez l'homme pour l'étude des processus cérébraux avec une bonne
résolution anatomique. L'intérêt de l'IRMf est d'étudier la connectivité cérébrale et la coopéra-
tion des aires cérébrales pour des processus complexes [9]. Elle permet la localisation des réseaux
neuronaux activés, de connaître l'amplitude de l'activité et la dynamique des processus céré-
braux. On distingue deux sortes d'expérience : la première où les sujets doivent eectuer une
tâche plus ou moins complexe et la deuxième où les sujets sont au repos. Pendant longtemps,
l'activité au repos a été considérée comme une activité accessoire dont il faut tenir compte pour
l'analyse des images. Récemment, elle est devenue l'objet de recherches spéciques [174]. En eet
l'activité au repos est fondée sur la connectivité des aires cérébrales et cette connectivité peut
être altérée par des processus dégénératifs comme le vieillissement [138] ou les démences [192].
Dans cette thèse, cet aspect ne sera pas traité puisque l'intérêt porte sur les processus cérébraux
momentanés induits par des stimulations alimentaires.
1.1 Les principes et objectifs de l'IRMf de type BOLD
1.1.1 Imagerie par résonance magnétique nucléaire
Ce paragraphe n'a pas pour objet de décrire en détail l'imagerie par résonance magnétique
(IRM) mais d'en donner les grands principes. Cette technique d'imagerie repose sur la notion
de spin qui est une propriété physique des noyaux au même titre que la masse. La résonance
magnétique nucléaire repose sur cette propriété propre à certains noyaux atomiques possédant
ce spin. Lorsque plusieurs noyaux sont placés dans un champ magnétique externe, ils absorbent
l'énergie du rayonnement radiofréquence à une fréquence précise, d'où le terme de résonance.
L'IRM nécessite un champ magnétique intense, homogène et stable an de permettre l'expérience
au sein des tissus biologiques. À l'aide d'antennes placées à l'intérieur de l'aimant et à proximité
des tissus d'intérêt, des champs radiofréquences sont appliqués sous forme d'impulsions an de
mesurer un signal qui rend compte d'un grand nombre de spins. La spécicité de l'IRMf est de
pouvoir localiser précisément l'origine de ce signal, et de reconstruire ainsi une image en trois
dimensions du cerveau (par exemple). Pour des raisons de sensibilité, les protons de l'eau et des
gras sont les noyaux principalement ciblés en IRM chez l'homme. L'imagerie écho-planaire (EPI
pour echo-planar imaging) est la méthode d'acquisition la plus communément utilisée pour deux
raisons principales ; elle est rapide (une image de l'ensemble du cerveau entre 500 ms et quelques
secondes [68]) et elle est sensible au contraste Blood oxygenation level dependent (BOLD) sur
lequel repose généralement l'IRMf, en particulier dans ce travail.
On appelle temps de relaxation le temps nécessaire pour que les protons retrouvent leur
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état initial. Il existe deux types de temps de relaxation : le T1 longitudinal (c'est-à-dire parallèle
au champ magnétique imposé) et le T2 perpendiculaire. L'intensité du signal dépend du temps
de relaxation et de la densité des protons. Cependant, lors d'une expérience d'IRM, ce temps
T2 décroît plus que ce qui est prédit par les mécanismes moléculaires. On appelle alors T2*
le temps de relaxation transverse observé qui reète à la fois le vrai temps de relaxation T2
et les inhomogénéités du champ magnétiques [198]. On appelle temps de répétition (TR)
l'intervalle de temps entre deux impulsions magnétiques [9]. On appelle temps d'écho (TE)
le temps écoulé entre l'impulsion magnétique et la détection du signal émis. Le contraste (image
plus ou moins grise) dépend alors de la densité d'eau dans le tissu, de son interaction avec les
macromolécules environnantes et des deux variables que sont le temps de répétition et le temps
d'écho. On appelle images pondérées en T1 les images acquises avec des temps de relaxation
et des temps d'écho court. Les images dites pondérées en T2 sont acquises avec un long
temps de relaxation et un long temps d'écho. Les images pondérées en T1 fournissent un bon
contraste entre la substance grise (en gris) et la substance blanche (en blanc) alors que le liquide
cérébro-spinal ne contient pas de signal. Les images pondérées en T2 fournissent, quant à elles,
un contraste entre le liquide cérébro-spinal et les tissus cérébraux [103].
1.1.2 Contraste BOLD
L'IRMf repose sur la théorie du couplage neurovasculaire décrite par Roy et al. [177] selon
laquelle l'activité neuronale entraîne une augmentation régionale de la consommation en oxy-
gène et donc une augmentation du débit sanguin cérébral local. La méthode de référence est
l'utilisation du contraste BOLD introduit par Ogawa et al. [158]. Le contraste BOLD prend ap-
pui sur les propriétés magnétiques diérentes entre l'hémoglobine dés-oxygénée et l'hémoglobine
oxygénée. L'hémoglobine désoxygénée est en eet paramagnétique au contraire de l'hémoglobine
oxygénée, qui elle est diamagnétique.L'activation d'une zone cérébrale entraîne une augmentation
de la consommation en oxygène et donc une augmentation du débit et du volume sanguin céré-
bral, à proximité des neurones dont l'activité varie. Ces variations métaboliques donnent lieu au
contraste BOLD. Il y a généralement un surcroît de concentration en sang oxygéné dans les vais-
seaux proches des neurones actifs. Le ratio hémoglobine oxygénée sur hémoglobine désoxygénée
noté Hb/HbO2 augmente, ce qui conduit à une augmentation du signal IRM (eet diamagné-
tique favorable au signal RMN) [58]. Il parait important d'insister sur le fait que l'IRMf de type
BOLD ne se fonde pas sur la détection directe de l'activité électrique des neurones, mais sur
un couplage neurovasculaire dont les déterminants sont multiples. Le contraste BOLD naît de
l'interaction entre trois facteurs (consommation d'oxygène, débit et volume sanguin) dont les
contributions respectives sont très variables spatialement, d'un sujet à un autre ou selon le type
de stimulation. Beaucoup de modèles sont disponibles pour expliquer les signaux observés [195].
En général, le signal BOLD augmente environ deux secondes après le début de l'activité
neuronale et atteint son maximum après environ six secondes. Tant que l'activité neuronale,
continue, le signal BOLD reste à son maximum puis revient à sa ligne de base (sa valeur sans
activité neuronale) au bout d'une dizaine de secondes après l'arrêt de l'activité neuronale [5].
1.1.3 Expérience en IRMf
Au cours d'une expérience d'IRMf, les sujets sont placés dans le champ magnétique d'un
aimant horizontal et sont donc allongés sur le dos. Au cours d'une expérience d'IRMf fondée
sur des tâches, les sujets sont soumis à des stimuli. Pour améliorer la détection des variations
du signal, ces stimuli sont répétés au cours de l'expérience en alternance avec des périodes de
repos an d'améliorer la puissance statistique de l'expérience car les variations sont de faible
amplitude. L'ordre des stimuli ainsi que leur durée est appelé paradigme de l'expérience. Une
étude IRMf comporte trois étapes majeures (détaillée en Figure 1.1) :
1. la conception de l'étude (Experimental design cf. Fig 1.1)
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2. l'acquisition des données, eectuée généralement sur une cohorte de sujets (Data acquisition
et Reconstruction cf. Fig 1.1)
3. le traitement et l'analyse des données (Preprocessing et Data Analysis cf. Fig 1.1), étape
cruciale car les données sont extrêmement bruitées.
Figure 1.1  Les étapes majeures d'une expérience d'IRMf issue de [127].
Lors de l'acquisition d'une image sur tout le cerveau, l'image est en fait constituée de plusieurs
coupes du cerveau acquises séquentiellement, donc à des temps diérents. L'étape de correction
des coupes temporelles (slice timing correction cf. Figure 1.1) a pour but le réalignement
temporel les coupes du cerveau an que l'ensemble des coupes corresponde à un même instant
d'acquisition. La deuxième étape (Motion correction) consiste à ré-aligner la série d'images tem-
porelles an de corriger le mouvement du sujet au cours de l'expérience. Le but est de limiter
l'impact du mouvement sur les signaux temporels mesurés localement. Pour cela, six paramètres
de mouvement pour chaque image sont estimés par rapport à une image de référence (la première
image ou l'image moyenne par exemple). Ces six paramètres de mouvement sont composés de
trois translations (en mm) et de trois rotations (en degré). La Figure 1.2 montre les six paramètres
de réalignement ou de recalage rigide. La coregistration sert à aligner les images fonctionnelles
sur les images structurelles obtenues sur le même sujet pendant le même expérience. La nor-
malisation vise à placer chaque image de cerveau dans un repère neuroanatomique de référence
par une transformation non-linéaire an de combiner les images de plusieurs sujets. Dans ce
repère, une région cérébrale peut-être identiée grâce à ses coordonnées. Cette étape gomme la
variabilité inter-sujets et permet d'identier les zones du cerveau activées. Enn la dernière étape
du prétraitement, le lissage spatial, consiste à convoluer les images fonctionnelles avec un noyau
gaussien an de réduire le bruit aléatoire et de faire en sorte que le bruit se rapproche d'une
distribution gaussienne, prérequis aux inférences statistiques faites en n de traitement [127]. En
réduisant la résolution spatiale, il permet d'améliorer le recouvrement spatial des acquisitions
provenant de diérents sujets qui proviennent d'une normalisation imparfaite et ainsi d'améliorer
les inférences de groupe .
Une fois les prétraitements terminés, plusieurs méthodes d'analyse sont envisageables an de
déterminer quelles régions cérébrales sont activées par la stimulation.
1.2 Les principales dicultés
1.2.1 Inconvénients du contraste BOLD
La section 1.1.2 montre que le signal BOLD est une mesure indirecte de l'activité neuronale.
De plus, le signal BOLD est transitoire (une dizaine de secondes environ) et correspond à une
6
CHAPITRE 1. INTRODUCTION À L'IMAGERIE PAR RÉSONANCE MAGNÉTIQUE
FONCTIONNELLE
(a) Translations (b) Rotations
Figure 1.2  Paramètres de recalage rigide issus de l'étape de réalignement.
variation de signal par rapport à l'état de repos de l'ordre du pourcent voire moins [118, 209],
le rendant dicile à détecter à cause du bruit (cf. section 1.2.3). Si l'IRMf bénécie d'une
résolution spatiale meilleure que les autres techniques d'imagerie cérébrale, à cause du retard de
la réponse hémodynamique au changement métabolique, sa résolution temporelle est faible, si
on la compare à la durée des signaux électriques qui la sous-tendent. À cause de la distorsion
spatiale ou de la perte de signal dans les régions orbito-frontales et pariétales latérales (à cause
de la diérence de susceptibilité magnétique entre l'air et les tissus cérébraux,cf. Section A.2
pour une localisation), le signal BOLD peut ne pas être détecté dans les régions ventrales et
temporales et dans le cortex préfrontal [76], donnant alors des faux-négatifs. De plus, le signal
BOLD ne peut pas facilement diérencier un processus fonctionnel spécique d'une neuromodu-
lation (qui est la régulation d'un groupe de neurones par un autre neurone) [132]. De plus, la
réponse hémodynamique est inuencée par le nombre de neurones activés, nombre de neurones
qui peut changer spatialement ou temporellement. Dans les régions corticales où peu de groupes
de neurones répondent à la stimulation, la diusion des neuro-transmetteurs peut dominer la
réponse hémodynamique et rendre impossible la détermination du rôle exact de l'aire cérébrale
[132]. L'intensité du signal BOLD est limitée en résolution spatiale du fait de l'étalement de la
perfusion au-delà du strict territoire des neurones activés. Ceci est généralement contrecarré -
dans une certaine limite - par l'augmentation du champ statique [210].
1.2.2 Imperfections de l'imagerie
À champ inférieur ou égal à 3 T, l'imagerie rapide utilisée en IRMf est sensible aux variations
du T2*, temps de relaxation spin-spin apparent. Ces approches sont sensibles aux inhomogénéités
du champ magnétique macroscopique qui proviennent par exemple des diérences de susceptibi-
lité magnétique entre les substances présentes dans la boîte crânienne. Il en résulte des distorsions
géométriques [108], le plus souvent non-rigides, et des modulations du signal évoquées dans le
paragraphe précédent [222]. En résumé, les risques liés aux imperfections de l'imagerie sont es-
sentiellement des erreurs de localisation des territoires activés et une mauvaise détection (faux
négatif) dans les territoires proches des interfaces
1.2.3 Bruits
Les données temporelles d'IRMf acquises contiennent à la fois du signal BOLD lié à l'activité
cérébrale et des signaux de bruit dont l'amplitude est souvent du même ordre de grandeur voire
plus grande que l'amplitude du signal d'intérêt. Avec l'émergence de l'IRMf au repos qui n'utilise
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pas de stimulation, mais dont les résultats sont très sensibles aux mouvements spontanés du sujet,
l'analyse du bruit et en particulier du mouvement a connu récemment un regain d'intérêt.
Liu a proposé récemment une revue des diérentes contributions du bruit au signal d'IRMf
[129] que nous reprenons ici. La première source de bruit est le bruit de fond composé du bruit
thermique et du bruit radio-fréquence. Le bruit thermique résulte de l'ensemble des uctuations
aléatoires induites par l'agitation thermique le long de la chaîne électronique de détection du
signal IRM (antennes, amplicateurs, convertisseurs, . . .). Le bruit thermique est inhérent à
l'acquisition et ne peut donc pas être évité. En revanche, il peut être réduit en ltrant tout
signal en dehors de la bande de fréquence d'intérêt. Les bruits radio-fréquence peuvent être
dus au contact intermittent de deux pièces métalliques ou à l'émergence soudaine d'un signal
radio dans l'environnement du scanner. Une autre source de bruit est constituée par la dérive
basse fréquence des signaux mesurés, partiellement dues aux instabilités du scanner. Elles sont
problématiques lorsqu'elles sont dans la même bande de fréquence que la tâche réalisée. C'est
pourquoi le paradigme de l'expérience en IRMf dure en général moins de soixante secondes.
La deuxième source principale est le bruit physiologique. Le bruit physiologique résulte des
mouvements du sujet qu'ils soient périodiques, cardiaques et respiratoires, ou provoqués par les
mouvements conscients du sujet. Leurs eets en IRMf sont complexes car ils induisent plusieurs
perturbations simultanées ; un déplacement des tissus, des variations de la distribution du champ
magnétique et des modulations métaboliques au cours du temps. Ces perturbations produisent
le plus souvent des modulations non-linéaires du signal, à distance de la source (le champ magné-
tique dans le cerveau est modulé par la déglutition par exemple [25]) et pas toujours de manière
synchrone (eet de la relaxation par exemple).
La troisième source principale de bruit est le mouvement. Si le mouvement du sujet décale
les images de la largeur d'un voxel à partir de la moitié de l'expérience, le signal est alors acquis
pour un voxel pour la première moitié du signal et pour un voxel voisin pour la seconde moitié
de l'expérience. Dans ce cas le signal mesuré ne représente pas la réponse d'un seul et même
voxel tout au long de l'expérience. Concrètement, le signal d'un voxel est composé des signaux
des voxels voisins et cette combinaison change au cours du temps en fonction des mouvements
eectués par le sujet. Les changements de signaux sont particulièrement importants pour des
voxels à la frontière de plusieurs tissus cérébraux pour lesquels l'intensité du signal varie entre
les tissus. La correction des artéfacts de mouvement est détaillée ci-dessous.
1.2.4 Reproductibilité et réplicabilité des résultats
Après que Ioannidis a montré que la majorité des résultats publiés sont faux [105], plusieurs
articles se sont interrogés sur la validité des études en IRMf [27, 62]. Eklund et al. ont en
eet montré que les études d'IRMf peuvent avoir des taux de faux positifs bien supérieurs au
seuil des 5% choisi (qui correspond au nombre de voxels considérés comme actifs alors qu'ils
sont inactifs). Ils ont trouvé que pour une analyse individuelle, l'analyse avec le logiciel SPM
peut atteindre 70% de faux positifs pour des temps de répétitions courts et/ou un paradigme
par blocs avec des blocs lents [61] en cause d'une mauvaise modélisation de la fonction d'auto-
corrélation temporelle. Ils ont noté cependant, que le lissage spatial permet de réduire le taux
de faux positifs. Pour l'analyse de groupe, ils ont montré que même en prenant d'autres logiciels
d'analyse, le taux de faux positifs pour les tests paramétriques avec une correction FWER (cf.
section 2.1.5) atteint également 70% dans certains cas lorsque sont considérés les tests à l'échelle
des clusters (groupe de voxels) remettant ainsi à cause la validité de nombreuses études d'IRMf.
Les tests à l'échelle du voxel sont conservatifs mais valides et en dessous du seuil des 5% [62].
Les tests non-paramétriques (à l'échelle des clusters et à l'échelle des voxels) produisent un taux
de faux positifs en dessous de 5%. Ils attribuent ces taux de faux positifs élevés à une violation
des hypothèses de la théorie des champs aléatoires gaussiens (Random eld theory) : la première
violation concerne sur la forme de l'auto-corrélation spatiale qui plutôt que d'être gaussienne et
une queue plus longue et la deuxième réfute l'hypothèse d'une auto-corrélation spatiale constante
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dans l'ensemble du cerveau [63]. Cox et al. ont réfuté ce taux alarmiste de 70% de faux positifs,
obtenant sur les mêmes données qu'Eklund et al. [62] des taux de faux positifs allant jusqu'à
30% pour les tests paramétriques (les tests non-paramétriques étant en dessous des 5%) [49].
Kessler et al. ont nuancé les propos d'Eklund et al. en montrant que les clusters de voxels seuillés
à 0,001 sont valides pour une correction FDR [116] pour les jeux de données initialement analysés
par Eklund et al.. Cependant, Eklund et al. considèrent que les seuils donnés par Keller et al. ne
sont pas facilement généralisables aux autres études déjà publiées [63].
Goodman et al. distinguent la réplicabilité de la reproductibilité [82]. Ils dénissent la repro-
ductibilité comme la capacité pour un chercheur de dupliquer les résultats d'une étude antérieure
en utilisant les mêmes données et le même processus d'analyse [82]. La réplicabilité est dénie
comme la capacité à dupliquer les résultats d'une étude antérieure à partir d'une nouvelle expéri-
mentation [82]. Poldrack et al. ont identié plusieurs raisons expliquant la faible réplicabilité des
résultats obtenus en IRMf [167]. La première raison est la faible puissance statistique des études
à cause du nombre limité de sujets analysés et de la faible taille de l'eet mesuré, conjugués
ces deux limitations permettent d'atteindre rarement la signicativité. Dans ce contexte, Turner
et al. suggèrent par exemple de constituer les groupes avec une centaine de sujets [208], ce qui
est très rarement le cas. Une deuxième raison est la décience des procédures de correction des
tests multiples. Les tests statistiques étant répétés sur un grand nombre de voxels du cerveau,
la correction des tests multiples (cf. section 2.1.5) est en eet nécessaire en IRMf. Malgré des
procédures bien établies, Eklund et al. ont montré que certaines de ces procédures produisent
des taux de faux positifs largement supérieurs au seuil de 5% habituellement choisi [61, 62].
Un frein à la réplicabilité des résultats est que le pipeline d'analyse est rarement détaillé en
entier. Carp et Guo et al. ont ainsi analysé un grand nombre de publications d'IRMf et ont trouvé
que certains détails de l'analyse sont rarement rapportés [38, 86]. Le détail du pipeline d'analyse
est d'autant plus important qu'il existe une grande exibilité d'analyse des données d'IRMf.
Une chaîne peut en eet varier en fonction des prétraitements appliqués, des paramètres de ces
prétraitements, de l'ordre des prétraitements et de la méthode d'analyse choisie. En analysant
plus de 6 000 pipelines (prétraitement et analyse), Carp a trouvé que les résultats et notamment
la localisation des pics d'activation varient en fonction du pipeline choisi [37]. Un autre problème
est le report des tests d'hypothèses où il est courant de ne reporter que la p-valeur sans préciser
ni la taille de l'eet, ni le nombre de degrés de liberté [43]. Or Chen et al. expliquent que la valeur
statistique permet seulement une inférence binaire (hypothèse nulle contre hypothèse alternative)
mais ne contient pas d'information sur l'amplitude de la réponse. Ils recommandent d'utiliser
les valeurs statistiques pour ne faire apparaître que les régions signicatives au-delà d'un seuil
conservatif, et de colorer les cartes d'activation en fonction de la valeur de l'eet plutôt qu'avec
la p-valeur.
1.3 Pourquoi l'IRMf des signaux alimentaires ?
Comprendre comment les stimuli alimentaires sont traités par le cerveau est un aspect es-
sentiel pour comprendre la représentation des aliments ainsi que l'appréciation et le désir de
nourriture qui contrôlent l'appétit et donc la prise alimentaire [26]. Or l'IRMf a permis d'identi-
er les régions cérébrales impliquées dans la perception des caractéristiques (saveur et intensité)
des aliments et de leur valeur aective (goût plaisant ou déplaisant) [53, 196]. Cependant, la plu-
part des paradigmes visant à identier les régions cérébrales impliquées dans le traitement des
signaux alimentaires utilisent uniquement des images alimentaires. Ces paradigmes ont permis
d'obtenir des réponses robustes dans plusieurs régions cérébrales comme l'insula, l'amygdale, le
cortex orbito-frontal et le striatum (cf. section A.2) [213, 199, 214, 106]. Cependant, les ca-
ractéristiques temporelles de la réponse BOLD à des stimuli alimentaires, comme la forme ou la
variabilité entre les répétitions de la réponse, ne sont complètement connues [153]. Une stimula-
tion directe des sens chimiques par des arômes ou de la nourriture est obligatoire pour étudier la
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chronologie de la dégustation qui impliquent à la fois des perceptions chimio-sensorielle et des pro-
cessus cognitives. Une telle stimulation permet de plus l'étude des interactions olfacto-gustatives
à l'origine de la perception multi-sensorielle de la saveur [193].
Mais la stimulation directe soulève plusieurs problèmes [226]. D'abord, les sujets doivent être
allongés sur le dos en étant dans le scanner ce qui rend dicile la mastication. La mastica-
tion étant dicile, les aliments solides ne peuvent pas être utilisés et seuls les aliments liquides
sont pris comme stimuli. De plus, comme la réponse cérébrale aux stimuli alimentaires survient
quelques secondes après la prise des aliments, les aliments ne peuvent pas être pris avant d'en-
trer dans le scanner et doivent donc être administrés pendant que le sujet est dans le scanner.
Ils sont en général délivrés par un gustomètre contrôlé soit par ordinateur soit manuellement
[11]. Un gustomètre est composé de plusieurs seringues contenant les diérents stimuli liquides,
attachés à des tubes qui se terminent par un embout central, attaché à la tête de bobine. La
plupart des études IRMf étudiant la réponse aux stimuli alimentaires utilisent un paradigme
qui nécessite l'ingestion d'une petite quantité de solution contenant la saveur étudiée, même si
certains gustomètres ont été conçus pour éviter la déglutition [83, 113]. Or la déglutition en-
traîne des mouvements important du corrélés avec la stimulation [25] et il est reconnu depuis
longtemps que le risque de faux-positif peut augmenter lorsque le mouvement est corrélé au sti-
mulus [87, 29, 129]. Les stimulations utilisant des liquides sont par les plus problématiques car le
sujet doit successivement ouvrir et fermer la bouche, garder la boisson en bouche puis avaler ce
qui génère des mouvements complexes des mâchoires, de la langue, du velum et du larynx [28].
Néanmoins, les stimuli gustatifs doivent être répétés au cours de l'expérience an que leurs eets
sur les activations atteignent une puissance statistique able [39]. En plus de ces mouvements
corrélés à la stimulation, la déglutition crée une asynchronie car les récepteurs gustatifs sont
stimulés dès que le liquide vient en contact de la bouche et de la langue, alors que les récepteurs
olfactifs sont principalement activés par les éléments volatiles portés par voie rétro-nasale. Ce
décalage entre le goût et l'odorat pose la question de savoir si les sensations du goût et de l'odeur
sont perçues susamment proches dans le temps pour induire une intégration multi-sensorielle
[166]. Comme les sujets avalent sur ordre visuel ou sonore et que la déglutition est une action
rapide, le moment exact de la déglutition reste inconnu et seule une approximation peut être faite
[99]. Deux méta-analyses récentes ont toutefois montré que les régions cérébrales impliquées dans
la perception des caractéristiques des aliments (saveur et intensité) et de la valeur aective des
aliments (goût plaisant ou déplaisant) ont été identiées par plusieurs dizaines d'études IRMf
[230, 231]. Cependant, ces deux méta-analyses ont mis en évidence une concordance modérée
entre les études pour l'identication de ces régions cérébrales. Cette concordance n'excède pas
les 60% de l'ensemble des expériences (le maximum étant atteint pour les régions codant l'in-
tensité). On peut supposer que ce manque de concordance s'explique peut-être en partie par la
présence de faux positifs dus aux mouvements [218].
Il est possible d'étudier par IRMf les régions cérébrales impliquées dans la re-
présentation des qualités de l'aliment et des dimensions cognitives associées à cette
prise alimentaire (plaisir, désir, choix,. . .) chez le consommateur. Cependant, les
méta-analyses récentes ont montré que les résultats des études précédentes sont peu
reproductibles [230, 231]. Il semble donc nécessaire de développer des méthodes
d'analyse permettant à la fois de réduire le taux d'erreurs (faux positifs et faux
négatifs) et de tenir compte des mouvements propres à la stimulation avec des ali-
ments liquides. Le chapitre 2 décrit les principales méthodes utilisées pour l'analyse
de données d'IRMf.

Chapitre 2
Analyse des données d'IRM
fonctionnelle
Il existe plusieurs méthodes d'analyse des données d'IRMf, qui se séparent en deux catégories
les méthodes fondées sur un modèle et les méthodes conduites par les données. Le modèle linéaire
général appartient à la première catégorie : en eet, il nécessite de connaître le paradigme an
d'identier des régresseurs d'intérêts qui correspondent aux phases de l'expérience à modéliser.
C'est à partir de ces régresseurs que sont construits les tests statistiques. À l'inverse, les méthodes
d'analyse conduites par les données ne nécessitent pas de modélisation a priori. Elles travaillent
à partir des données et en extraient des composantes. Avant l'analyse, les données d'IRMf sont
soumises à une chaîne de prétraitements qui ont été brièvement décrit en section 1.1.3.
2.1 Analyse fondée sur les modèles
Les méthodes classiques de détection des activations se fondent sur la dénition d'un modèle
a priori. Des hypothèses construites à partir du modèle sont ensuite testées pour déterminer
quels voxels sont activés par la stimulation. On distingue deux types d'analyse par des modèles :
les modèles massivement univariés où le modèle est estimé et l'hypothèse est testée pour chaque
voxel et les modèles multivariés dont le but est de déterminer quelle information est encodée par
une région cérébrale.
2.1.1 Le modèle linéaire général (GLM)
Le modèle linéaire général (GLM) est un modèle statistique linéaire qui généralise la régres-
sion linéaire à plusieurs régresseurs/prédicteurs et à plusieurs variables observées. Le GLM est
un modèle car il formalise mathématiquement la connaissance d'une relation entre les données
observées X et des données connues Y [168]. Il est de plus linéaire c'est-à-dire que les données
X sont formées d'une somme pondérées des données connues Y appelées régresseurs [168]. Il est
général car les régresseurs peuvent être des données mesurées mais également des appartenances
à une condition ou un groupe [168]. Il s'écrit sous forme mathématique X = Y .β + ε où X est
une matrice contenant les données observées une colonne par donnée, Y est la matrice design
décrivant le modèle utilisé, β représentent les paramètres estimés et ε est le résidu c'est-à-dire la
diérence entre les données observées et le modèle estimé par Y .β qui suit une loi dénie par le
modèle. Sous forme matricielle, le modèle linéaire général se réécrit donc :
(
x1 · · ·xj · · ·xnV
)
=
 Y11 · · · Y1nR... . . . ...
YnT1 · · · YnTnR

 β11 · · · β1nV... . . . ...
βnR1 . . . βnRnV
+ (ε1 · · · εj · · · εnV)
11
12 CHAPITRE 2. ANALYSE DES DONNÉES D'IRM FONCTIONNELLE
Figure 2.1  Exemple de matrice design pour un paradigme gustatif .
avec nV le nombre de voxels, nT le nombre de points temporels et nR le nombre de régresseurs.
En IRMf, chaque colonne xj de la matrice X représente le signal BOLD temporel d'un voxel.
La matrice design Y , quant à elle, regroupe plusieurs composants qui expliquent les données
observées (cf. Figure 2.1). Les paramètres β dénissent la contribution de chaque composante
de la matrice design à la valeur de X. Ils sont estimés pour minimiser l'erreur ε par la méthode
des moindres carrés β = (Y >Y )−1Y >X.
Le modèle linéaire général sert pour l'analyse individuelle une fois que le paradigme de l'expé-
rience a été modélisé. La modélisation du paradigme permet de dénir les régresseurs d'intérêt du
modèle. À ces régresseurs, peuvent être ajoutés des régresseurs de non intérêt. En IRMf, les para-
mètres de recalage rigide sont très souvent utilisés comme régresseurs de non intérêt. Le logiciel
SPM (Statistical Parametric Mapping, Wellcome Department of Cognitive Neurology, Londres,
Royaume-Uni) ajoute automatiquement la moyenne du signal comme régresseur constant. Ces
régresseurs sont convolués avec une ou plusieurs fonctions modélisant la réponse hémodynamique
(HRF). Une régression linéaire est ensuite eectuée pour estimer les β pour chaque régresseur.
En IRMf, les β sont sous forme des cartes cérébrales 3D.
2.1.2 Détection d'une activation univariée
L'idée sous-jacente du test univarié est qu'un ensemble de voxels (regroupant un très grand
nombre de neurones puisque la résolution est grossièrement millimétrique) partagent la même
taille de l'eet. Le test mis en ÷uvre a pour objet de tester si l'eet est diérent de zéro,
statistiquement parlant. Tester s'il y a un eet d'un facteur dans le modèle revient soit à tester
si une combinaison de bêtas est nulle (λ>β = 0)) soit à tester si une combinaison de bêtas est
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Figure 2.2  Analyses de premier et second niveau avec des données d'IRMf.
strictement positive/négative (λ>β > 0) ou λ>β < 0)). Si l'hypothèse nulle ne concerne qu'une
seule combinaison linéaire de bêtas, le rejet ou l'acceptation de hypothèse nulle s'eectue alors
à l'aide d'un test-T ou d'un test-F calculé comme suit [168] :
tdf =
λ>β
σ(λ>β)
,
où σ(λ>β) est l'écart-type de λ>β. Si les erreur sont indépendantes et suivent une loi gaussienne,
le test tdf suit alors une loi de Student. Pour tester conjointement plusieurs colonnes de la matrice
Y , le test-F se forme en comparant la somme au carré des résidus calculés avec le modèle réduit
(autrement dit sans les régresseurs correspondant aux eets testés) et la somme au carré des
résidus calculés avec le modèle complet. Le test est eectué pour l'ensemble des données observées
(donc pour chaque voxel en IRMf).
2.1.3 Détection d'une activation multivariée
2.1.3.1 Principes
À l'inverse du GLM où chaque voxel est une variable indépendante (des autres voxels), les
méthodes multivariées ne considèrent plus les voxels comme des variables indépendantes mais
tiennent compte de la relation entre les voxels. Les analyses multivariées (Multivariate pattern
analysis (MVPA)) sont utilisées dans deux buts diérents, soit pour prédire une condition à
partir du signal de plusieurs voxels, soit pour détecter les régions cérébrales codant le contraste
entre les conditions [95]. Ces deux utilisations ont donc des objectifs très diérents. La prédiction
vise à établir des biomarqueurs pouvant être utilisés pour prédire un état particulier du cerveau.
La détection correspond à l'objectif visé dans ce travail et consiste à interpréter la manière dont
le cerveau code l'information temporellement et géographiquement.
L'exemple donné par Haynes [94] illustre ce second cas. Il s'agit de déterminer les territoires
du cerveau impliqués dans le codage de l'information contenue dans deux images diérentes. Les
gures 2.3.A et 2.3.B montrent le signal acquis dans plusieurs voxels pendant le visionnage d'une
image de chat et le visionnage d'une image de chien. Chaque dimension représente un voxel (il
y a donc autant d'axes que de voxels considérés). Le classieur a pour but de séparer les deux
distributions (l'une pour le visionnage d'une image de chat et l'autre pour le visionnage d'une
image de chien pour notre exemple) en évitant de sur-apprendre. Pour cela, il détermine un
hyper-plan qui sert de séparateur entre les points en groupe distincts. La gure 2.3.C illustre le
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Figure 2.3  Analyse de motifs multivarié issue de [94].
cas où les deux distributions sont séparables en utilisant un seul axe (séparateurs en pointillé
parallèles aux axes) car les distributions ne sont pas superposées. Le cas général est montré en
gure 2.3.D : les deux distributions sont superposées. Il faut alors prendre en compte les valeurs
acquises dans tous les voxels de manière simultanée. Une première approche est de déterminer une
frontière de décision linéaire à l'aide d'une analyse de discriminant linaire (Linear discriminant
analysis) ou d'une machine à vecteurs de support (SVM) linéaire. La gure 2.3.E montre un tel
séparateur en pointillé. Dans certains cas illustrés en gure 2.3.F, les distributions ne peuvent
pas être séparées par une frontière linéaire et des approches non linéaires comme les SVMs non
linéaires ou la méthode de plus proches voisins (k-nearest neighbours). La gure 2.3.G illustre la
prédiction d'une variable continue (plutôt que discrète).
Le classieur fonctionne en deux étapes (cf. Figure 2.3.H) l'apprentissage et le test. Pen-
dant l'apprentissage, seule une partie des données est utilisée. Cette phase consiste à trouver une
frontière de décision qui sépare les données d'apprentissage en groupe distinct. Cette frontière
est ensuite testée sur les données de tests (les données qui n'ont pas été utilisées pour l'appren-
tissage) : la proportion d'images bien classées donne un score d'exactitude. Dans notre exemple,
ce serait le pourcentage de volumes acquis pendant le visionnage d'une image de chat à qui le
classieur a attribué le label  chat . Ces deux étapes sont généralement répétées plusieurs fois
en partitionnant diéremment les données entre l'étape d'apprentissage et l'étape de test. Cette
répétition des deux phases est appelée validation croisée. L'exactitude est alors moyennée sur
les diérentes itérations. La validation croisée à k-couches consiste à découper les données en k
sous-ensembles puis d'entraîner le classieur sur k − 1 ensemble et de tester le classieur sur le
sous-ensemble restant (sur lequel le classieur n'a pas été entraîné). Grootswagers et al. recom-
mandent également la validation croisée en laissant dehors un exemplaire : toutes les répétitions
2.1. ANALYSE FONDÉE SUR LES MODÈLES 15
correspondant à une condition (le visionnage d'image de chat par exemple) servent dans la phase
de test et les répétitions correspondant aux autres conditions (visionnages d'image de chien)
sont utilisées pour entraîner le classieur, et le mécanisme est répété pour chaque condition [85].
Dans leur cas (animé versus inanimé), cette validation croisée séparant les conditions leur permet
d'être sûr que le classieur se fonde sur des critères traduisant que l'objet est animé, et non sur
des critères visuels. Les données d'entraînement et les données de test doivent être indépendantes
an d'éviter le sur-ajustement du prédicteur et les inférences circulaires.
Si le classieur prédit mieux que la chance (dans notre exemple, il y a deux labels donc une
chance sur deux d'attribuer le bon label), cela prouve que le classieur peut généraliser ce qu'il
a appris à de nouvelles données. Pour cela, il faut ensuite déterminer si ces scores de prédiction
sont statistiquement diérents de la chance. Hebart et al. soulignent que la distribution des scores
de prédiction ne suivent pas une loi binomiale et donc les tests binomiaux ne sont pas adaptés.
Une alternative est alors d'utiliser des permutations c'est-à-dire de mélanger les données et de
calculer à nouveau les cartes de précision sur les données mélangées. L'interprétation des cartes
de précision est dicile car elles ne permettent pas de conclure qu'un voxel donné contribue
de manière signicative au décodage. En eet, le poids d'un voxel reète l'utilité du voxel en
interaction avec les autres voxels pour la classication [95]. Pour tester si un voxel contribue
de manière signicative, il faut tester s'il y a une diérence signicative en incluant le voxel
et en l'excluant [94]. De plus, un voxel peut ne pas contenir d'information mais être utile à la
classication parce qu'il permet de débruiter le signal par exemple. Comme le soulignent Hebart
et al., l'analyse multivariée ne dépend pas seulement de ce qui est traité classiquement comme
du signal mais également de ce qui est considéré comme bruit. De plus, l'information mesurée
par un classieur peut aussi bien reéter des diérences dans les moyennes mutlivariées que des
diérences de variabilité [95].
2.1.3.2 Que mettre en entrée dans le classieur ?
Dans le cas de données d'IRMf, il faut choisir quelle partie des données sont passées dans
classieur. Une approche naturelle est de considérer l'ensemble des voxels associés à la série tem-
porelle entière. Comme le souligne Hebart et al., l'avantage est que le classieur dispose de toute
l'information disponible, cependant il est par la suite dicile de dire l'origine de l'information
[96]. De plus, comme il y a beaucoup plus de voxels que de volumes acquis, le classieur peut
sourir du éau de la dimension c'est-à-dire que le le pouvoir prédictif du classieur est réduit.
C'est pourquoi Allefeld et al. suggèrent d'employer en entrée du classieur les bêtas issus d'un
modèle linéaire général [6]. Cela permet de réduire l'information temporelle et de prendre en
compte la situation où des stimulations sont eectuées avant de revenir à l'état de base (c'est-à-
dire lorsque le temps entre deux stimuli successifs est inférieur à la durée de la HRF). En outre,
les cartes de bêtas ont un label clair, alors qu'un volume EPI peut correspondre à un mélange
de diérentes conditions expérimentales.
Pour ne pas considérer tous les voxels, Hebart et al. proposent plusieurs approches [96]. La
plus utilisée est la searchlight analysis, qui peut se voir comme un ensemble de régions d'intérêt
sphériques, mais sans sélectionner les régions d'intérêt ce qui évite le biais par rapport à la loca-
lisation de l'information. Toutefois, cette analyse ne tient pas compte non plus de l'information
codée entre des régions cérébrales distantes. Concrètement, le classieur est appliqué à un petit
ensemble de voxels, par exemple une sphère d'un rayon donné autour d'un voxel choisi, et l'ana-
lyse est répétée en prenant diérents voxels comme centre de la sphère. La deuxième approche
proposée est de sélectionner des régions d'intérêt. Toutefois, les régions d'intérêt de tailles variées
sont diciles à comparer et l'information encodée entre les diérentes régions d'intérêt n'est pas
prise en compte par le classieur.
Loula et al. proposent un décodage dans le domaine temporel pour des expériences de type
event related où il est possible d'enchaîner vite les stimulations.[135]. Plutôt que de classier les
bêtas issus du GLM, ils proposent de séparer les données en données d'apprentissage et données
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de test puis d'eectuer un GLM sur les données d'apprentissage et de calculer la matrice design
sur les données de test à partir de l'estimation du GLM puis la classe de chaque stimulation est
prédite.
2.1.4 Inférences de groupe
Les inférences de groupe consistent à chercher des voxels qui présentent des diérences si-
gnicatives entre régresseurs de manière consistante sur le groupe an d'inférer à l'échelle de la
population. On distingue deux types d'analyses pour inférer à l'échelle du groupe : l'analyse à
eet xe et l'analyse par eets aléatoires. L'analyse à eet xe considère le facteur sujet comme
les autres régresseurs du modèle et ne tient compte que de la variance intra-sujet due à la répé-
tition des stimuli comme source de variance.A contrario, l'analyse par eets aléatoires considère
les sujets comme un facteur aléatoire, tirés au hasard dans la population. En plus de la variance
intra-sujet, elle tient également compte de la variance inter-sujet. L'analyse par eet xe ne
permet pas de généraliser les résultats de l'inférence de groupe à l'ensemble de la population
[154]. Pour l'analyse multivariée, Hebart et al. suggèrent de combiner les cartes de prédiction
individuelle et de mener une analyse de second niveau comme pour le GLM classique et d'utiliser
alors un test-T [96].
2.1.5 Correction des tests multiples par le FDR
Les tests statistiques présentés en section 2.1.2 et 2.1.3.1 sont eectuées sur l'ensemble des
voxels donc les tests sont répétés entre 104 et 5.105fois. La détection des zones activées se fait
à travers un seuillage du score statistique calculé pour chaque voxel. Le plus souvent en IRMf,
plutôt que de donner la valeur du test statistique, les articles rapportent la valeur-P [43] qui
est la probabilité d'obtenir sous l'hypothèse nulle H0 un score égal ou plus extrême que le score
observé sur l'échantillon [223, 41]. Pour un seuil xé α, si la valeur-P est inférieure à ce seuil,
alors on rejette l'hypothèse nulle (pas de variation signicative du signal dans le voxel) ; sinon
on accepte l'hypothèse nulle [156]. Le choix du seuil α permet de contrôler les faux positifs. Un
faux positif est lorsqu'on accepte l'hypothèse nulle alors qu'elle est fausse.
Cependant l'utilisation du seuil α = 0, 05 sans correction peut fausser les analyses : ainsi,
une étude a trouvé une activité cérébrale signicative dans le cerveau d'un saumon mort [23].
Un moyen de corriger le seuil est d'utiliser la correction de Bonferroni : pour un seuil α, si on
eectue n tests indépendants, le seuillage des valeur-P se fait avec le seuil α/n. Cette correction
est délaissée maintenant car elle se révèle trop dépendante du nombre de voxels, conservative
sur le cerveau entier et libérale sur des régions ciblées. La correction pour les tests multiples
s'eectue soit en contrôlant le Familywise Error Rate (FWER) qui est la probabilité qu'il y ait
un faux positif. [155] soit le False Discovery Rate (FDR) qui est la proportion de faux positifs
parmi les tests positifs [140, 22]. Contrôler le FWER à 0,05 signie qu'il y a 5% de chance qu'il
y ait un ou plusieurs faux positifs parmi tous les tests. Contrôler le FDR à 0.05 signie qu'il y a
5 % de faux positifs parmi les résultats observés [24]. Le contrôle du FDR permet une analyse
plus sensible des données que les procédures conventionnelles de contrôle du FWER. En eet,
si toutes les hypothèses nulles sont vraies alors le FDR est équivalent au FWER et sinon, le
FDR est inférieur ou égal au FWER. Par conséquent, toute procédure qui contrôle le FWER
contrôlera également le FDR. En revanche, l'inverse est faux et donc une procédure qui contrôle
le FDR peut être plus puissante qu'une procédure contrôlant le FWER [22]. Actuellement, la
démarche de référence [155, 22, 24, 97, 44, 45] est donc de contrôler le FDR.
2.1.6 Critiques des méthodes fondées sur des modèles
Le GLM est la méthode d'analyse la plus utilisée en IRMf. En eet, il présente une grande
exibilité qui permet d'adopter plusieurs stratégies de test [147]. Cependant, les modèles créés
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sont rarement validés bien qu'il existe plusieurs initiatives pour valider un modèle. Luo et al. ont
proposé une boîte à outil dans SPM pour vérier la validité des hypothèses du modèle comme
la normalité ou l'homoscédasticité [137], mais qui n'est désormais plus maintenue [189]. Plus
récemment, Soch et al. ont introduit une méthode pour comparer plusieurs modèles [190] qu'ils
ont ensuite intégré dans une boîte à outil pour SPM permettant la validation d'un modèle, la
comparaison de plusieurs modèles et la sélection d'un modèle parmi plusieurs [189].
Le non respect des hypothèses du modèle linéaire peut venir de plusieurs facteurs [147].
Le premier facteur est la non-linéarité du signal BOLD due à la réponse vasculaire [31] et au
comportement adaptatif de la réponse neuronale [133]. Cependant, la non-linéarité peut ne pas
être prise en compte lorsque les stimuli sont séparés par un intervalle d'au moins quatre secondes.
De plus, la présentation aléatoire des stimuli, l'ajout d'un jitter aléatoire à la durée de stimulation
et l'augmentation du nombre de répétition atténuent l'eet non linéaire [147]. Le deuxième facteur
est l'hétéroscédasticité peu étudiée en IRMf excepté par Luo et al. qui ont trouvé une violation
de l'hypothèse d'Homoscédasticité du GLM, due aux artéfacts [137]. Le troisième facteur est dû
à la mauvaise modélisation de la réponse hémodynamique. Il a en eet été montré que la HRF
est variable entre les sujets, et pour un même sujet la HRF varie d'une tâche à l'autre, d'une
région à l'autre, voire d'un jour à l'autre [5, 89], rendant la modélisation dicile. Le quatrième
facteur est la mauvaise spécication du modèle avec les risques (potentiellement cumulés) de
la sur-modélisation consistant à inclure un régresseur non nécessaire qui va alors ajuster le
bruit, et de la sous-modélisation consistant à oublier d'ajouter un régresseur nécessaire dans
le modèle [190]. Mais, il est dicile de prendre en compte des facteurs individuels relatifs à
l'état physiologique du sujet et la manière dont il eectue les taches. Or on sait que le niveau
d'activité dépend par exemple de l'attention [217], de l'habituation, de l'apprentissage [56], du
sommeil [73] ou de l'ingestion de caféine [130]. De plus, même en alternant de manière aléatoire
les stimulations, les réponses cérébrales consécutives à une même stimulation sont variables dans
le temps car sujettes à des mécanismes d'adaptation complexes [150, 112]. Or les régresseurs
ne doivent pas être colinéaires entre eux c'est-à-dire qu'aucun des régresseurs n'est corrélé de
manière parfaite avec un autre régresseur ou une combinaison d'autres régresseurs. Mumford et
al. ont en eet montré que l'orthogonalisation des régresseurs pour s'aranchir de la colinéarité
n'est pas forcément la meilleure solution et qu'il est préférable de construire un modèle sans
colinéarité [152].
Le cinquième facteur vient de l'auto-corrélation présente dans le signal mesuré. Cette auto-
corrélation peut toutefois être corrigée par des algorithmes de pré-blanchiment [147]. Cependant,
les diérents algorithmes peuvent aboutir à des inférences diérentes [121]. Le sixième facteur
vient du fait que le signal BOLD ne suit pas une loi gaussienne : Hanson et al. ont en eet montré
que le signal BOLD suivrait plutôt une loi Gamma [90]. Un dernier facteur est la mauvaise prise
en compte du bruit. Or le signal observé dans chaque voxel est constitué en plus du signal
d'intérêt de plusieurs autres sources de signal comme les pulsations cardiaques et respiratoires, le
mouvement ou la dérive temporelle du scanner. Ces diérentes sources de bruit rendent dicile
l'identication du signal BOLD d'intérêt [145].
Le problème de la mauvaise spécication du modèle est qu'elle peut conduire à une perte
de la puissance statistique et une augmentation du taux de faux positif supérieur au niveau
nominal [134, 128]. Récemment, Gonzales-Castillo et al. ont en eet montré que les erreurs de
modélisation dominent les autres sources de variance intra-sujet dans l'ensemble du cerveau et
correspondent entre 60% et 80% de la variance intra-sujet [80]. La part de variance expliquée est
donc minoritaire ce qui signie que la modélisation est inadéquate. Pour réduire la variance intra-
sujet, Gonzales-Castillo et al. préconisent de mieux prendre en compte la variabilité spatiale de
la réponse hémodynamique et de modéliser des composantes liées aux tâches supplémentaires
comme les réponses transitoires [80].
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2.2 Méthodes conduites par les données
Les articles les plus récents d'analyse de données issues de l'IRMf se tournent de plus en plus
vers des méthodes dites conduites par les données qui présentent l'avantage de ne pas nécessiter
de modèle et peuvent donc prendre en compte plus de variance, en étant moins tributaire de
modèles xés a priori.
2.2.1 Analyse en composantes principales (ACP)
L'analyse en composantes principales est une procédure qui convertit un ensemble d'obser-
vations qui peuvent être corrélées entre elles en un nouvel ensemble de variables linéairement
non corrélées appelées composantes principales, au moyen d'une transformation orthogonale. Le
nombre de composantes principales est plus petit ou égal au nombre de variables initiales. Les
composantes principales forment une base de vecteurs orthogonaux non corrélées. Considérons
une matrice X de taille nT × nV où les lignes correspondent aux observations (qui en IRMf
correspondent au signal image ou aux paramètres issus de la modélisation) et les colonnes à des
caractéristiques. Considérons de plus que chaque colonne de X a une moyenne nulle. Mathé-
matiquement, on dénit l'analyse en composantes principales par un ensemble de vecteurs de
dimension p de poids wk qui fait correspondre chaque ligne x(i) de X à un nouveau vecteur de
composantes principales ti donné par tk(i) = x(i).w(k). La première composante est dénie par
w(1) = arg max
{
w>X>Xw
w>w
}
.
La kème composante principale est ensuite calculée en soustrayant les k-1 composantes principales
de X
X̂k = X −
k−1∑
s=1
Xw(s)w
>
(s)
puis en trouvant le vecteur qui maximise la variance restante
w(k) = arg max
{
w>X̂>k X̂kw
w>w
}
.
Les composantes principales peuvent être obtenues par la décomposition en valeurs propres de la
matrice XX> et correspondent aux vecteurs propres et la proportion de variance expliquée par
la composante principale est donnée par le ratio de la valeur propre associée au vecteur propre
sur la somme des valeurs propres. L'analyse en composantes principales peut être utilisées pour
réduire les données. En eet, on peut ne pas garder toutes les composantes principales. La
réduction des données consiste à ne garder que les composantes principales qui expliquent un
certain pourcentage de variance. L'analyse en composantes principales (ACP) a été utilisée en
IRMf pour étudier la connectivité fonctionnelle [122], pour explorer les données [216, 17], pour
débruiter les données [21, 191] et principalement pour réduire la dimension des données [188]
2.2.2 Analyse en composantes indépendantes (ACI)
2.2.2.1 Principe de l'analyse en composantes indépendantes
L'analyse en composantes indépendantes est une technique de séparation des sources à
l'aveugle [100, 1] car il s'agit de trouver nR sources à partir des données observées. Notons
xi(t) i ∈ {1, . . . , nV}, t ∈ {1, . . . , nT} les variables observées. L'analyse en composantes indé-
pendantes (ACI) suppose que ces variables observées sont la combinaison linéaire de variables
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cachées sj(t) j ∈ {1, . . . , nR} avec des coecients inconnus aij . On peut donc écrire
∀i ∈ {1, . . . , nV},xi(t) =
nR∑
j=1
aijsj(t) .
L'ACI détermine donc ,à partir des seules observations connues, à la fois les sj(t) qui sont les
composantes indépendantes et les aij appelés coecients de mélange. Si on range les observations
xi dans une matrice X de taille nV×nT, les composantes indépendantes dans une matrice S de
taille nR×nT et les coecients de mélange dans une matrice A de taille nV×nT, on peut écrire
l'équation de l'ACI : X = AS. Les matrices A et S peuvent être identiées à deux ambiguïtés
près lorsqu'on pose l'hypothèse que les composantes indépendantes sont non gaussiennes. Plus
précisément, on suppose :
1. Les composantes sj sont mutuellement indépendantes statistiquement (l'indépendance sert
de critère pour distinguer les sources). Autrement dit, leur densité de probabilité jointe est
factorisable en fonction des densités de probabilité marginale pj(sj) :
p(s1, . . . , snR) =
∏
j
pj(sj) .
2. Les composantes sj ont des distributions non-gaussiennes (non-normales).
3. La matrice de mélange A est carrée et inversible
Dans ce cas, on peut déterminer A et S à deux ambiguïtés près. En eet, on ne peut pas
déterminer la variance des composantes indépendantes car la multiplication d'une source sj par
un scalaire peut être compensée par la division de la j ème colonne Aj de A puisque A et S sont
toutes les deux inconnues. De plus, l'ordre des composantes est indéterminée : on peut librement
changer l'ordre des termes dans la combinaison linéaire et donc permuter l'ordre des sources
dans les matrices A et S. La troisième hypothèse n'est pas nécessaire et peut être simpliée de
diérentes manières.
Concrètement, les algorithmes ACI divisent l'estimation du modèle en deux étapes : un
blanchiment préliminaire des données et l'estimation des composantes indépendantes [101]. Le
blanchiment consiste à transformer les données X par une matrice V telle que Z = V X soit
blanche, ce qui est déni par
1
T
ZZ> = I
où I est la matrice identité. Cette première étape peut se faire à l'aide d'une analyse en compo-
santes principales. La deuxième étape consiste ensuite à estimer A en maximisant une fonction
objectif qui mesure la non-gaussianité. Une première mesure de la non-normalité des données est
la négentropie dénie par J(x)=H(xgauss)-H(x) où x est une variable aléatoire ; xgauss est une
variable aléatoire gaussienne dont la matrice de covariance est égale à la matrice de covariance de
x, et H(x) est l'entropie de x. Cette entropie se dénit pour une variable aléatoire x de densité
f(x) par
H(x) =
∫
f(x) log f(x)dx .
La négentropie est toujours positive et est nulle si et seulement si x a une distribution normale.
L'algorithme fastICA implémente l'analyse en composantes indépendantes en maximisant une
approximation de la négentropie. On peut également maximiser la non-normalité en minimisant
l'information mutuelle. On dénit cette information mutuelle entre nR variables aléatoires (xi)
scalaire par
I(x1, . . . , xnR) =
nR∑
i=1
H(xi)−H(x) .
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Figure 2.4  Illustration de l'ACI spatiale et de l'ACI temporelle issue de [35].
On peut montrer que
I(x1, . . . , xnR) = c−
∑
i
J(xi)
où c est une constante. L'algorithme Infomax utilise l'information mutuelle comme fonction
objectif [120].
2.2.2.2 Application aux données d'IRMf
On distingue deux types d'ACI applicables aux données d'imagerie fonctionnelle : une analyse
en composantes indépendantes spatiales et une analyse en composantes indépendantes tempo-
relles [35]. Dans l'ACI spatiale, on suppose que les données observées sont représentées par une
matrice X de taille nT×nV où nT est le nombre de points temporels et nV le nombre de voxels,
les signaux sont les nV voxels spatiaux aplatis dans un vecteur 1D et il y a donc nT observa-
tions diérentes de ces signaux : une observation à chaque pas de temps. La décomposition de
l'ACI spatiale (cf. gure 2.4) s'écrit S = WX où W est l'inverse de la matrice A de taille
nR×nR, appelée matrice de déminage, contenant les nR composantes indépendantes ; ou encore
X = W−1S où les composantes spatialement indépendantes sont situées dans les lignes de S et
les courbes temporelles spatialement indépendantes associées sont dans les colonnes de W−1. À
l'inverse, dans l'ACI temporelle, les données observées sont de taille nV×nT et la décomposition
s'écrit S = WX où W est la matrice de déminage de taille nR×nR et S une matrice nR par nT
contenant les nR composantes indépendantes. Cette décomposition se réécrit comme précédem-
ment X = W−1S où les courbes temporelles temporellement indépendantes se trouvent dans
les lignes de S et les cartes associées (temporellement indépendantes) sont dans les colonnes de
W−1. En IRMf, les régions se distinguent selon la réponse neuronale au paradigme. De ce fait,
il parait plus naturel de séparer les sources selon un critère d'indépendance temporelle. Pour
autant, l'ACI spatiale prévaut car l'ACI est plus ecace algorithmiquement. Lorsque leurs hy-
pothèses sont respectées, ces deux méthodes donnent des résultats similaires. Cependant, l'ACI
spatiale ne peut être appliquée que lorsque les sources sont spatialement indépendantes, alors que
l'ACI temporelle suppose des sources temporellement indépendantes. Néanmoins, Gao et al. ont
montré que l'ACI temporelle et spatiale ne sont pas vraiment équivalentes et suggèrent que l'ACI
temporelle est potentiellement plus intéressante que l'ACI classiquement utilisée. Le nombre de
composantes indépendantes est souvent déterminé à l'aide soit du critère d'information d'Akaike
2.2. MÉTHODES CONDUITES PAR LES DONNÉES 21
(AIC) soit du critère de longueur minimale de description (MDL) [33] :
AIC(nR) = −2nV(ML− nR)L(θ̂nR) + 2(1 +ML+
1
2
(nR − 1))
MDL(nR) = −nV(ML− nR)L(θ̂nR) +
1
2
(1 +ML+
1
2
(nR − 1)) ln (nV) ,
où ML est le nombre de points temporels après la première étape de réduction, nR le nombre de
sources et
(θ̂nR) = ln
(
(λnR+1 · · ·λML)
1
ML−nR
1
ML−nR (λnR+1 + · · ·+ λML)
)
le logarithme du maximum de vraisemblances des paramètres du modèle avec λi la ième plus
grande valeur propre issue de l'analyse en composantes principales. Le nombre de composantes
est obtenu en minimisant un de ces critères par rapport à nR.
L'ACI a été appliquée avec succès pour analyser des données d'IRMf en utilisant diérentes
stimulations [143, 184]. Cependant, l'ACI présente plusieurs inconvénients. Tout d'abord, une
fois l'ACI réalisée, il est nécessaire d'apporter une connaissance supplémentaire an de savoir si
chaque composante est attribuable à du bruit ou du signal. L'identication en bruit ou signal n'est
pas univoque : les oscillations cardiaques, respiratoires ou liées à la tâche apparaissent fréquem-
ment dans plus d'une composante et peuvent apparaître mélangées dans la même composante
[203]. De plus, il n'existe pas de notion d'ordre [232]. Il reste donc à ordonner les composantes se-
lon le critère voulu (amplitude, position, fréquence, ...). Comparés à l'approche classique (analyse
univariée par GLM), les résultats obtenus sont assez similaires, même si l'ACI se révèle parfois
plus sensible. Comme toute approche fondée sur les données, l'avantage de l'ACI est de séparer
les signaux temporels, sans faire d'hypothèse a priori sur leur décours. C'est pourquoi l'ACI est
l'approche de référence pour analyser la connectivité fonctionnelle à partir de données d'IRMf au
repos où l'absence de stimulation ne permet pas de dénir un modèle [20]. L'ACI est aussi utilisée
pour  débruiter  les données. L'idée est d'identier les composantes indépendantes associées
au bruit, le modèle mathématique de l'ACI permettant de reconstruire ensuite les données en
enlevant ces composantes. Il s'agit donc d'une méthode de prétraitement dont l'ecacité repose
sur la sélection des composantes d'origine neuronale. Cette approche est détaillée dans la section
suivante.
2.2.2.3 Débruitage des données par l'ACI
L'ACI a aussi été développée pour tenter de débruiter le signal. L'idée est d'identier les
composantes indépendantes qui sont du bruit de celles qui représentent du signal puis de recons-
truire le signal en ne gardant que les composantes indépendantes de signal. Il existe diérentes
méthodes pour classer les composantes selon des critères très diérents [221]. Ne sont mentionnées
ici que les approches utiles pour séparer bruit et signal en IRMf.
La classication par le pourcentage de variance expliquée n'apparaît pas comme idéale car
les sources de bruit génèrent souvent plus de variance que les sources d'origine [232]. Diérentes
approches ont été proposées. Par exemple, Moritz et al. proposent d'ordonner les composantes
indépendantes selon le spectre de puissance obtenu par analyse de Fourier [149]. Ces spectres
de puissance ont été triés dans l'ordre décroissant de l'amplitude du pic correspondant à la fré-
quence fondamentale de la tâche. Cet ordonnancement combiné avec une inspection rétrospective
des évolutions temporelles et des cartes spatiales permet de séparer le bruit des activations. Par
exemple, dans le cas de mouvements de la tête corrélés à la tâche, l'ordonnancement par le spectre
de puissance des composantes spatiales assigne un rang élevé à certaines composantes associées
aux artéfacts de mouvements mais une inspection visuelle de leur carte spatiale permet de les
identier comme artéfacts. Zeng et al. proposent d'ordonner les composantes indépendantes par
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la moyenne des maxima de corrélation (MMC maximum mean correlation) [232]. Ils se sont fon-
dés sur un résultat de abilité de l'ACI obtenu par McKeow [144] montrant que réaliser une ACI
sur les données ne comportant que les points temporels pairs ou que des points temporels impairs
conduit à des composantes semblables à l'ACI réalisée sur l'ensemble des données, si la compo-
sante n'est pas du bruit. Pour chaque ensemble de données deux ACIs sont réalisées une sur tous
les points temporels (composantes ALL) et l'autre sur les points temporels impairs (composantes
ODD). Puis les corrélations spatiales (rs) et temporelle (rt) sont calculées entre chaque compo-
sante ALL et chaque composantes ODD où seul le maximum est retenu. Cette méthode reste
inférieure à la méthode d'ordonnancement de Moritz mais elle ne nécessite pas de connaissance
a priori. En outre, les auteurs ont trouvé que les composantes signicatives ont habituellement
une haute reproductibilité à la fois temporelle et spatiale alors que la plupart des composantes de
bruit bien qu'elles aient une haute reproductibilité temporelle ont une reproductibilité spatiale
plus basse.
Plutôt que d'utiliser des critères pour ordonner les composantes puis les inspecter manuel-
lement, plusieurs auteurs ont tenté de développer des méthodes de classication automatique
pour séparer les composantes assimilables à du bruit de celles assimilables à du signal. Thomas
et al. séparent le bruit structuré (respiration et battements cardiaques) du bruit non-structuré
en décomposant le signal soit par l'ACP soit par l'ACI [203]. Ils utilisent pour cela une analyse
fréquentielle en identiant le bruit structuré grâce aux fréquences cardiaque et respiratoire. Ils
préfèrent utiliser l'ACI pour identier les signaux cardiaques et respiratoires ; et l'ACP pour
identier le bruit non structuré. D'autres auteurs ont développé des classieurs automatiques
pour distinguer le signal du bruit [141, 172, 173, 207]. Pour cela, ils ont déni diérents critères
permettant de distinguer le bruit du signal. Ces critères peuvent se classer en trois grandes caté-
gories : la première utilise la distribution spatiale des composantes indépendantes, la deuxième
fait appel à l'analyse de Fourier et la dernière concerne le domaine temporel. La classication
s'eectue alors en eectuant des combinaisons de tests logiques portant sur les diérents cri-
tères. Tohka et al. utilisent six critères et distinguent quatre classes de bruit. De Martino et al.
emploient onze critères dans [141] une SVM aux moindres carrés (least square Support vector
machine), plutôt qu'un arbre de décision comme Tokha, et classent les composantes indépen-
dantes en six catégories dont une spécique au signal d'intérêt. Prium et al. se servent seulement
de quatre critères et identient trois classes : une pour le mouvement et une pour un réseau au
repos [172, 173]. Ils ont montré que leur classieur n'aurait pas besoin d'être entraîné à chaque
nouveau jeu de données. Dans une étude comparative de leur méthode avec diérentes straté-
gies de correction du mouvement, ils ont montré que leur méthode permet de réduire les eets
signicatifs du mouvement de la tête tout en préservant le signal d'intérêt.
Cependant, les classieurs automatiques ont deux inconvénients majeurs. Tout classieur né-
cessite une phase d'apprentissage qui consiste d'abord en la classication manuelle par un expert
d'un jeu de données similaires à celui à analyser en diérentes classes, suivie de la détermination
des fonctions logiques discriminantes pour chaque classe (choix des critères et apprentissage du
seuil). De plus, la plupart des classieurs ont besoin d'être réentraînés lorsque le paradigme des
nouveaux jeux de données s'éloigne de celui du jeu sur lequel ils ont été entraînés.
2.2.2.4 Analyse en composantes indépendantes et inférences de groupe
Un autre dé de l'analyse en composantes indépendantes est son extension à des analyses de
groupe. Contrairement au modèle linéaire général où tous les sujets partagent le même modèle,
l'ACI est dicilement généralisable au groupe car chaque individu a des composantes diérentes
temporellement et spatialement. Or, les ACIs de groupe sont utiles pour séparer bruit et signal
car une caractéristique sous-jacente du signal d'intérêt est qu'il est commun pour la plupart des
sujets. C'est pourquoi il est intéressant de pouvoir mettre en ÷uvres des ACIs exploratoires à
l'échelle du groupe.
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Figure 2.5  Les diérentes manières de faire une analyse en composantes indépendantes de
groupe issue de [36].
a) ACI pour chque sujet séparément puis groupement par corrélation ou parcellisation ; b)
Concaténation temporelle puis ACI sur les données concaténées ; c) Concaténation spatiale puis ACI sur
les données concaténées ; d) ACI eectuées sur les données moyennées sur le groupe ; e) Approche par
tenseur : les données sont représentées dans un cube pour représenter les dimensions spatiale,
temporelle et sujet.
Calhoun et al. distinguent cinq catégories d'ACI de groupe présentées en gure 2.5 [36]. La
première catégorie utilise des ACIs sur les sujets pris individuellement puis essaye de combiner
les sorties en un groupe post hoc en utilisant des approches comme le clustering ou la corrélation
spatiale des composantes ce qui tient compte des traits temporels et spatiaux uniques [66, 102].
Mais comme les données sont bruitées, il n'existe pas nécessairement des composantes communes
au groupe. Par exemple, Esposito et al. proposent de calculer une similarité entre les composantes
indépendantes des diérents sujets à partir des coecients de corrélation spatial et temporel. Leur
idée est ensuite d'utiliser de parcelliser (autrement dit par clustering) la matrice de ces similarités
an de trouver les composantes appartenant à plusieurs sujets. Hyvärinen et al. mesurent quant
à eux la similarité à partir des matrices Sk des diérents sujets et s'en servent pour calculer
des valeurs de p [102]. L'algorithme de parcellisation est ensuite appliqué sur ces valeurs de p,
après correction pour test multiple, pour réunir les composantes qui sont assez similaires chez
les diérents sujets pour qu'on puisse les considérer comme une seule composante.
Les deux approches suivantes consistent à calculer l'ACI sur le groupe en concaténant les
données soit spatialement [197] soit temporellement [33]. Leur avantage est de calculer une seule
ACI qui peut ensuite être séparée entre les diérents sujets ce qui simplie la comparaison des
sujets au sein d'une même composante. La concaténation temporelle tient compte de l'unicité des
évolutions temporelles de chaque sujet mais suppose des cartes spatiales communes. À l'inverse, la
concaténation spatiale tient compte de l'unicité des cartes spatiales mais suppose une évolution
temporelle commune. L'un des avantages de la concaténation spatiale est qu'elle ne nécessite
pas de normaliser les données dans un espace commun de référence. De plus, en concaténant
spatialement, les sources ayant des caractéristiques temporelles diérentes entre sujet (ce qui
devrait inclure les sources de bruit) tendent à être supprimées. Schmithorst et al. ont montré
que la concaténation temporelle semble mieux fonctionner pour les données d'IRMf [183].
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Une autre approche implique de moyenner les données avant de réaliser l'ACI de groupe
[182] : l'approche est moins coûteuse en calcul mais a une hypothèse plus forte de carte spatiale
et évolution temporelle commune. La dernière approche est celle proposée par Beckmann et al.
et fait appel à des tenseurs pour représenter à la fois l'évolution temporelle, les cartes spatiales
et les modes individuels [19]. Cependant cette approche peut ne pas fonctionner correctement si
les réponses temporelles des sujets sont très diérentes [36].
Comme le soulignent Erhardt et al., l'ACI de groupe est pertinente car elle est robuste et
s'interprète naturellement [65]. Comme toute analyse de groupe, elle gomme une part de la va-
riabilité inter-sujet selon la méthode choisie. D'un point de vue pratique, inférer par exemple que
tous les sujets partagent la même réponse dans les mêmes territoires n'a pas la même signication
que de présenter la même réponse dans des territoires diérents. Il est très utile de pouvoir choisir
la méthode d'inférence de groupe (type de concaténation par exemple) au regard de la question
posée. À l'inverse, le principal avantage des ACI sujet par sujet est que les composantes trouvées
révèlent les propriétés spatiotemporelles des réponses du sujet [66]. Elles autorisent alors une
analyse détaillée de la variabilité inter-individuelle.
2.2.3 Corrélation inter-sujet (ISC)
Une autre méthode d'analyse conduite par les données est la corrélation inter-sujet (ISC)
ou corrélation inter-participants. Introduite par Hasson et al., cette analyse se fonde sur l'idée
que pour une même stimulation, la stimulation active les mêmes régions et dans ces régions,
la réponse est similaire [92]. Pour mesurer la similarité de la réponse temporelle, le coecient
de corrélation de Pearson est employé. L'idée de la corrélation inter-sujet est de calculer voxel
par voxel et pour chaque paire de sujet, la corrélation entre les deux réponses temporelles pour
lesquelles l'ordre de stimulation est le même. La gure 2.6 illustre le principe. Notons nS le
nombre de sujets et nV le nombre de voxels considérés, notons sn(v, t) le signal dans le voxel
v au temps t ∈ [1, nT] en ordonnant les stimulations de manière identique pour tous les sujets.
Comme les stimulations sont souvent présentées dans un ordre aléatoire, la réponse temporelle
doit être réordonnée an de corréler la réponse temporelle des diérents sujets correspondant à
la même stimulation. Notons rm,n(v) le coecient de corrélation de Pearson entre le signal du
sujet n et le signal du sujet m dans le vème voxel qui s'écrit donc :
rn,m(v) =
∑nT
t=1
(
sn(v, t)− sn(v)
)(
sm(v, t)− sm(v)
)
√∑nT
t=1
(
sn(v, t)− sn(v)
)2∑nT
t=1
(
sm(v, t)− sm(v)
)2
La corrélation inter-sujet au voxel v consiste à moyenner les coecients de corrélation rm,n(v)
calculés pour chaque paire de sujets ce qui donne :
ISC(v) =
2
nS(nS − 1)
∑
1≤m<n≤nS
rm,n(v) .
La corrélation inter-sujet est donc calculée en chaque voxel. Une carte spatiale contenant
les corrélations entre tous les sujets est ainsi obtenue. Il faut ensuite pouvoir déterminer quelle
corrélation est signicativement importante. Le principe clé de cette approche est de détecter les
territoires qui présentent des corrélations signicatives. La méthode eectue donc une inférence
de groupe en recherchant les mêmes réponses (au sens de la corrélation) dans les mêmes territoires
Cependant, le coecient de corrélation de Pearson ne suit pas une loi normale. Le coecient de
corrélation peut être converti en z-score par la transformation de Fisher : z = ln(1−r1+r ) qui suit
une loi normale [93, 224]. Une autre manière de faire est de calculer la distribution empirique
de la corrélation inter-sujet à l'aide de permutations. Une fois la distribution empirique estimée,
les valeurs de p peuvent être calculées pour une corrélation inter-sujet donnée le nombre de fois
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Figure 2.6  Corrélation inter-sujet .
Les carrés représentent chacun un voxel diérent. Sur la ligne du haut, sont montrés le signal mesuré
dans chacun des voxels (la couleur du signal correspondant à la couleur du voxel) pour le premier sujet.
La ligne du bas montre les signaux mesurés dans les deux mêmes voxels pour un deuxième sujet. Le
coecient de corrélation (r) est calculé entre les signaux des deux sujets pour chaque voxel. À gauche,
les signaux sont fortement corrélés ce qui traduit que la réponse est similaire chez les deux sujets. À
droite, les signaux sont faiblement corrélés : les réponses des deux sujets sont diérentes entre elles.
où la distribution empirique donne une corrélation inter-sujet supérieure à celle évaluée. Tokha
explique qu'il s'agit de tester s'il y a une synchronisation de l'activité neuronale entre les sujets
dans le voxel considéré, ce qui est diérent de tester si la corrélation inter-sujet est nulle [206]. Le
problème est que pour être valide, ce test non-paramétrique doit tenir compte des dépendances
suivantes : les corrélations temporelles dans le signal d'IRMf, l'utilisation du signal d'un sujet
nS−1 fois (donc les coecients de corrélation ne sont pas indépendants) et la dépendance spatiale
entre le signal temporel des voxels voisins. Tohka propose donc d'obtenir la distribution en faisant
une permutation circulaire du signal c'est-à-dire qu'on tire aléatoirement un temps tn ∈ [1, nT]
et qu'au lieu de prendre pour le sujet n le signal dans l'ordre naturel, on calcule la corrélation
inter-sujet avec le signal [sn(v, tn + 1), sn(v, tn + 2), . . . , sn(v, nT), sn(v, 1), . . . , sn(v, tn)] [206].
L'idée de la procédure (utilisée dans l'ISCToolbox [115]) est de choisir aléatoirement un voxel, de
tirer aléatoirement nS entiers (tn)1≤n≤nS et de calculer la corrélation inter-sujet sur les signaux
permutés ; puis de répéter la procédure un grand nombre de fois. Les corrélations inter-sujets
obtenues forment alors la distribution empirique permettant de calculer les valeurs de p. Pajula et
al. ont montré que les résultats obtenus avec l'ISC sont ables à partir d'un groupe de vingts sujets
[163]. Chen et al. ont critiqué l'approche implémentée dans l'ISCToolbox [42]. Tout d'abord, ils
considèrent que moyenner les coecients de corrélation rm,n pose problème car le coecient
de corrélation n'est pas une fonction linéaire de la force de la relation entre deux variables.
Moyenner les coecients de corrélation sous-estime l'eet de groupe car l'estimation tend vers 0.
Par exemple, si on prend deux coecients de corrélation r = 0, 5 et r = 0, 9, la moyenne donne
0, 7 alors qu'en passant par la transformation de Fisher, une corrélation de 0,77 est obtenue. Ils
ont également comparé la méthode de permutation de Tokha avec une permutation sujet par
sujet ou élément par élément et un bootstrapping sujet par sujet ou élément par élément [42]. Ils
ont montré que dans le cas d'un groupe, la méthode par bootstrapping sujet par sujet contrôle
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mieux le taux de faux positif que les autres méthodes [42].
La ISC a ensuite été étendue à la comparaison de groupe [42, 91],à l'analyse individuelle en
calculant la corrélation intra-sujet c'est-à-dire la corrélation entre les diérentes répétitions d'une
même stimulation [78, 93] et au domaine fréquentiel [114] en calculant la corrélation intersujet
après une décomposition en ondelettes. Kauppi et al. ont également proposé de comparer deux
conditions en regardant s'il y a des diérences signicatives entres les ISCs calculées sur deux
conditions diérentes.
Comme toute méthode guidée par les données, la méthode de corrélation inter-sujet permet
d'identier les aires cérébrales activées sans avoir besoin ni d'une matrice de dessein (paradigme),
ni de modèle de la réponse fonctionnelle. En revanche, elle ne permet pas d'analyse individuelle.
Elle a été très utilisée pour l'analyse de données d'IRMf obtenues avec une stimulation naturelle
comme le visionnage d'un lm [78, 92, 93, 110, 98, 114, 157], la synchronisation des émotions [157],
la perception d'un dilemme moral [15], l'écoute d'un récit [224, 123] ou de musique [4, 126]. Pour
trouver quels moments de la stimulation suscite la synchronisation entre les sujets, Hasson et al.
proposent d'utiliser la corrélation inversée [92] : en se plaçant dans une région où la corrélation
inter-sujet est signicative, ils moyennent le signal temporel sur les sujets et identient à partir
des pics de ce signal moyen les moments de la stimulation suscitant la synchronisation entre les
sujets. Cela étant, le niveau de corrélation dépend beaucoup du niveau de bruit présent dans les
données. Pajula et al. montrent qu'il est nécessaire de ltrer an d'assurer un ratio signal sur
bruit susant et de limiter l'impact des erreurs de normalisation [162].
2.2.4 Parcellisation (ou clustering)
Parcelliser le cerveau consiste à regrouper les voxels en régions distinctes, ces régions étant
homogènes selon un critère donné. Nous décrivons ici les principales techniques de parcellisation.
Notons par la suite xv le signal temporel du vème voxel de taille nT et notons nV le nombre
de voxels.
2.2.4.1 k-means
Soit nC le nombre de parcelles à trouver en deux étapes. L'algorithme des k-moyennes consiste
à choisir nC voxels parmi les nV, comme parcelles initiales. Notons Ci la i
ème parcelle et Ci son
centroïde déni comme la moyenne des signaux temporel de chaque voxel dans la parcelle Ci.
Pour chaque voxel, la similarité entre xv et chacun des nC centroïdes. Chaque voxel est ensuite
attribué à la parcelle pour laquelle la similarité est maximale. Pour les nC parcelles, leur centroïde
est recalculé à partir des voxels dans la parcelle. Les étapes d'attribution des voxels dans les
parcelles et de mise à jour des centroïdes sont répétées jusqu'à ce qu'un critère de stabilité soit
atteint (les parcelles n'évoluent plus par exemple). Le problème de l'algorithme K-means est que
les parcelles nales dépendent de l'initialisation des nC parcelles initiales donc deux exécutions
sur le même jeu de données peuvent donner des parcellisations diérentes. De plus, le résultat
dépend également du critère de similarité choisi.
Kahnt et al. emploient l'algorithme K-means avec la corrélation comme similarité pour par-
celliser le cortex orbito-frontal (cf. section A.2) [111]. Similairement, Yeo et al. ont parcellisé le
cortex en fonction de la connectivité fonctionnelle et ont ainsi trouvé des réseaux d'aires primaires
adjacentes et des réseaux constitués d'aires éparpillées dans le cortex [205].
Golland et al. ont utilisé l'algorithme K-means sur des données d'IRMf issues de plusieurs
expériences [79] et ont divisé le cerveau en deux réseaux : un réseau intrinsèque s'apparentant
au réseau de mode par défaut et un plus extrinsèque. Gonzalez-Castillo et al. utilisent également
l'algorithme des k-moyennes dans [81] pour parcelliser à l'échelle individuelle le signal moyenné
sur 100 répétitions d'un paradigme moteur en choisissant comme similarité le coecient de
corrélation de Pearson. Ils ont obtenu des parcellisations symétriques, comparables entre sujets
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et correctes en termes d'anatomie fonctionnelle. En outre, plusieurs parcelles correspondant à
des régions répondant à la stimulation ont été identiées.
2.2.4.2 Hierarchical agglomerative clustering (HAC)
Les algorithmes de clustering hiérarchiques agglomératifs (HAC) commencent par considérer
chaque voxel comme une parcelle comportant un unique élément. À chaque itération, une paire de
parcelles est fusionnée en une parcelle regroupant les deux parcelles selon un critère de similarité.
Cela produit donc une hiérarchie de parcelles aussi appelé dendrogramme. Il existe plusieurs
algorithmes hiérarchiques agglomératifs qui se distinguent selon deux éléments : la similarité
utilisée entre les voxels et le critère d'agglomération qui détermine de quelle manière les nouveaux
membres sont ajoutés aux parcelles.
Michel et al. ont développé un clustering hiérarchique agglomératif (HAC) avec le critère de
Ward et contraint spatialement (seuls les voxels voisins peuvent être dans la même parcelle) pre-
nant en compte la structure spatiale et l'information multivariée des données [146]. L'originalité
de leur approche est qu'ils utilisent un algorithme d'apprentissage pour déterminer la meilleure
répartition des voxels dans les parcelles (en fonction du score d'apprentissage). Leur approche
permet de se concentrer sur de petites parcelles informatives et laisse les aires non-informatives
non parcellisées. Wang et al. parcellisent des données d'IRM au repos à l'aide d'un clustering
hiérarchique agglomératif avec le critère du lien moyen (qui calcule la similarité entres parcelles
comme la moyenne des similarités entre les voxels d'une paire appartenant respectivement à l'une
ou l'autre des deux parcelles) et le coecient de corrélation comme distance entre les voxels [220].
Ils se limitent à des voxels dans la substance grise et seuillent la matrice de corrélation croisée
mettant à 0 toutes les corrélations inférieures à 0.3. L'originalité de leur approche est qu'ils uti-
lisent la taille des parcelles comme critère pour raner la parcellisation : si une parcelle comporte
plus de 5 000 voxels, elle est divisée en sous-parcelles. Parmi les 37 parcelles trouvées, ils en ont
identiées 20 qui correspondent à des réseaux observés au repos.
Orban et al. emploient un HAC avec le critère de Ward et la distance euclidienne an de
parcelliser des données issues d'une expérience de contrôle moteur [160]. Leur approche est multi-
niveau et utilise des procédures de bootstrapping. Le premier niveau est le niveau individuel, ils
utilisent le signal moyen dans chacune des 957 régions et le moyennent sur les répétitions. Ils
parcellisent alors les signaux ainsi obtenus an d'obtenir une matrice de stabilité, qui consiste à
mesurer le nombre de fois où les régions sont assignées à la même parcelle pour une échelle K
donnée. Ils répètent la procédure plusieurs fois en tirant avec remise les répétitions. Les matrices
de stabilité individuelles sont ensuite parcellisées ce qui donne une matrice de stabilité de groupe
pour une échelle L donnée. Ils répètent l'expérience plusieurs fois en tirant avec remise les sujets et
ils moyennent ensuite les matrices de stabilité de groupe ainsi obtenue. Cette matrice de stabilité
moyenne de groupe est ensuite parcellisée à une échelle M donnée. Finalement, ils arrivent à
décomposer le cerveau en des réseaux liés à la tâche stables à l'échelle du groupe. Gonzales-
Castillo et al. ont trouvé des résultats similaires à ceux obtenus par l'algorithme K-means en
utilisant le HAC avec le critère de Ward et la distance euclidienne [81], ce qui conforte leurs
résultats puisqu'ils sont retrouvables à partir de deux méthodes de parcellisation diérentes.
2.2.4.3 Spectral clustering
Le clustering spectral consiste en exécuter un algorithme K-means non sur les données direc-
tement mais sur une transformation des données qui permet de préserver la structure spatiale
tout en représentant la similarité fonctionnelle. Soit pour chaque paire de voxels, W représente
alors une matrice d'adjacence (autrement dit de voisinage) pondérée par la distance fonctionnelle
choisie. Soit alors ∆W la matrice diagonale contenant la somme des lignes de W . Le clustering
spectral consiste alors à appliquer l'algorithme K-means sur les m premières solutions de l'équa-
tion W ξ = λ∆W ξ [202].
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Plusieurs auteurs ont utilisé le clustering spectral pour parcelliser les données d'IRMf [201,
50, 107]. Ce qui change entre les diérents algorithmes proposés est la dénition de la matrice
d'adjacence W et la coupure du dendrogramme pour obtenir la parcellisation nale. An de
parcelliser sur un critère fonctionnel et anatomique, Thirion et al. construisent leur matrice
d'adjacence à l'aide des β obtenus à l'aide d'un GLM, et imposent des contraintes spatiales
(seuls les voxels voisins spatialement peuvent être regroupés) [201]. Craddock et al. et James et
al. emploient le coecient de corrélation comme matrice d'adjacence [50, 107].
Plutôt que de proposer uniquement une parcellisation fondée sur des critères anatomiques
(grâce à la distance géodésique) et sur l'algorithme K-means comme Flandin et al.[69], Thirion
et al. utilisent le clustering spectral pour parcelliser le cerveau en régions anatomiques et fonc-
tionnelles. Pour cela, ils construisent leur matrice d'adjacence à l'aide des β obtenus à l'aide d'un
GLM, en imposant que seuls les voxels voisins puissent être regroupés dans une même parcelle.
En calculant les contrastes dans les parcelles, ils obtiennent des activations similaires à celles
après inférence univariée mais avec une plus grande sensibilité.
2.2.4.4 Méthodes de parcellisation de groupe
Plusieurs approches ont été développées pour créer une parcellisation de groupe. Ces ap-
proches peuvent se diviser en deux catégories :
1. appliquer un algorithme de parcellisation sur chaque sujet individuellement puis appliquer
un deuxième algorithme de parcellisation à ces parcellisations individuelles ;
2. calculer une matrice représentant les caractéristiques à l'échelle de groupe (par concaténa-
tion de la réponse temporelle par exemple) et appliquer un algorithme de parcellisation à
cette matrice [12].
Les travaux de van den Heuvel et al. et ceux de Arslan et al. s'inscrivent dans la première
approche [212, 13]. En eet, van den Heuvel et al. proposent de parcelliser à l'échelle du groupe
une matrice qui pour chaque paire de voxels compte le nombre de parcellisation individuelle les
classant dans la même parcelle [212]. Arslan et al. reprennent la même technique mais les par-
cellisations individuelles sont elles-mêmes obtenant après une première parcellisation individuelle
combinant critère anatomique et fonctionnelle [13]. Parmi les travaux utilisant la deuxième ap-
proche, nous pouvons citer les travaux de Thirion et al. qui concatènent les données des diérents
sujets en un seul jeu de données pour ensuite appliquer sur ce jeu de données un algorithme de
parcellisation [202, 201] ; et le moyennage de la distance sur l'ensemble des sujets proposée par
Patel et al. [178].
2.2.5 Temporal clustering analysis
L'analyse par clustering temporel (ou Temporal clustering analysis (TCA)) est une autre
méthode conduite par les données que nous ne classons pas dans les méthodes de parcellisation
vues précédemment. En eet, cette technique n'a pas pour but de regrouper les voxels mais
tendrait à regrouper les points temporels sans pour autant dénir de similarité entre les points
temporels. La TCA est fondée sur l'hypothèse que le nombre de voxels avec des valeurs maximales
est plus grand pendant les phases d'activations que pendant les phases de repos.
Considérons la matrice X> de taille nV par nT dont la ligne v contient le signal mesuré dans
le voxel v. Dénissons maintenant la matrice W de taille nV par nT par :
wvt =
{
xtv si t = arg max{xpv, p ∈ {1, . . . , nT}}
0 sinon
. (2.1)
L'équation 2.1 dénit un critère qui indique si le signal mesuré dans le voxel v atteint son
intensité maximale. Est ensuite déni le vecteur k correspondant à l'évolution du nombre de
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voxels dont la variation de signal est maximale au cours de temps en sommant les éléments de
chaque colonne de la matrice W :
k =
(∑nT
t=1w1t, . . . ,
∑nT
t=1wnVt
)
.
Le vecteur k représente l'évolution au cours de temps du nombre de voxels dont l'intensité de
signal est maximale. Il peut donc être utilisé pour détecter les périodes d'activations sans avoir
de modèle de la réponse temporelle. Pour cela, les vecteurs k sont calculés pour chaque sujet
puis moyennés sur le groupe. Les voxels actifs sont ensuite identiés en comparant la moyenne
du signal pendant ces phases d'activation et la moyenne du signal pendant la phase de repos (les
points temporels ne correspondant pas à une période d'activation).
La TCA a été appliquée avec succès pour détecter les changements de la réponse BOLD après
l'ingestion d'une boisson à base de glucose [131]. Elle a ensuite été améliorée pour augmenter sa
sensibilité [229] et pour détecter plusieurs phases d'activations [74] par une procédure itérative.
Elle a également été généralisée à l'ensemble du cerveau [136]. Morgan et al. ont réussi à détecter
l'activité épileptique chez des patients épileptiques avec la TCA [148]. Cependant, leurs résultats
ont été réfutes par Hamandi et al. qui ont montré que le vecteur k est corrélé aux paramètres de
mouvements [88].
2.3 Quelle méthode d'analyse conduite par les données choisir ?
À notre connaissance, il n'existe aucune comparaison exhaustive des diérentes méthodes
d'analyse guidée par les données. Il semble pourtant que l'analyse en composantes indépendantes
soit la plus répandue, grâce au développement de GiFT développé par Calhoun et al. [34]. C'est
pourquoi l'ACI a été utilisée non seulement pour détecter les activations mais également pour
débruiter les données comme montré en section 2.2.2.3. Correa et al. ont par ailleurs comparé
cinq algorithmes implémentés dans GIFT et ont montré que l'algorithme Infomax est le meilleur
choix pour les données d'IRMf car il permet de distinguer les diérents sortes de sources en ayant
un un meilleur ratio contraste sur bruit [48]. Les autres méthodes guidées par les données ont
ainsi été comparées soit à l'ACI soit au GLM suivi d'une inférence univariée an de montrer leur
validité. Pajula et al. ont ainsi comparé l'ISC et le GLM à l'aide du coecient de corrélation
de Pearson spatial et de l'indice de Dice (sur les cartes d'activation binarisées) [161]. Ils ont
ainsi montré que les activations détectées par l'ISC correspondent bien aux activations détectées
par le GLM.Wilson et al. ont aussi comparé le GLM avec l'ISC lors d'une compréhension orale
d'un récit [224]. Quelle que soit la méthode employée, ils trouvent des régions impliquées dans la
compréhension du discours. Mais, ils ont également montré que l'ISC révèle des zones cérébrales
rarement rapportées pour la compréhension écrite d'un récit, bien qu'elles aient été rapportées
lors de tâches de compréhension écrite. Cependant, malgré le développement d'un logiciel im-
plémentant l'ISC [115], la corrélation inter-sujet est restée connée à quelques laboratoires et
pour traiter des simulations naturelles. Un reproche adressé à l'ISC par Chen et al. dans [42] est
le moyennage des coecients de corrélation sans passer par une transformation de Fisher. De
plus, contrairement au GLM ou à l'ACI, il n'existe pas de méthode assurant à la fois l'analyse
individuelle et l'analyse de groupe. Concernant la temporal clustering analysis, elle a été com-
parée à l'ACI par Zhao et al. [234]. Ils ont montré que lorsque le contraste sur bruit est assez
élevé, les deux méthodes donnent des résultats similaires que ce soit sur des données simulées ou
réelles. Malgré sa simplicité, elle ne semble pas s'être répandue sans doute car il n'existe pas de
méthode d'analyse de groupe. Concernant la parcellisation, Abraham et al. ont comparé l'ACI,
l'ACP, l'algorithme K-means et le HAC avec le critère d'agglomération de Ward [2] et ont mon-
tré que l'ACP et l'ACI agrègent des réseaux fonctionnels capturant mieux la variance du signal
que ceux trouvés par les méthodes de parcellisation. Mais les réseaux fonctionnels trouvés par la
parcellisation sont plus stables sur l'ensemble des sujets que ceux trouvés par l'ACI et l'ACP.
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Bien que l'ACI se soit imposée comme la méthode conduite par les données de référence,
elle n'est pas excepte de critiques. Ainsi, Daubechies et al. ont mis en question le critère d'in-
dépendance. Ils ont en eet montré que l'ACI spatiale avec les algorithmes InfoMax et FastICA
peut capturer avec précision la variabilité spatiale même à une ne échelle mais que cela dépend
plus de la sparsité des composantes que de l'indépendance des composantes trouvés [55]. Gao et
al. ont remis en question l'utilisation quasi systématique de l'ACI spatiale et ont démontré que
l'ACI spatiale et l'ACI temporelle ne sont pas totalement équivalentes [75]. Ces dernières années,
la parcellisation semble remplacer l'analyse en composantes indépendantes en particulier pour
les données d'IRMf au repos notamment pour l'étude de la connectivité fonctionnelle. Plusieurs
comparaisons des algorithmes de parcellisation ont été eectué. Thirion et al. ont comparé quatre
algorithmes de parcellisation appliqués à des images contrastes (obtenues après un GLM) : l'al-
gorithme K-means, le HAC avec le critère de Ward avec des contraintes spatiales, le clustering
spectral et l'algorithme K-means appliqué aux coordonnées spatiales [202]. Ils ont montré que
le clustering spectral donne une parcellisation géométrique et donc tient moins compte de l'in-
formation fonctionnelle ; l'algorithme K-means présente des clusters disjoints spatialement mais
plausibles fonctionnellement et l'algorithme de Ward (c'est-à-dire un algorithme HAC utilisant
le critère d'agglomération de Ward) est un compromis entre les deux. Pour des échelles nes,
ils recommandent d'utiliser l'algorithme de Ward avec contraintes spatiales. Arslan et al. ont
d'ailleurs récemment étendu la comparaison faite par Thirion à un grand nombre d'algorithmes
de parcellisation individuelle et de groupe [12] appliquées à des données acquises au repos. Ils
dénissent pour cela quatre catégories de critères : la reproductibilité entre sujets ou entre dié-
rentes acquisitions pour un même sujet ; l'homogénéité qui évalue la similarité du signal des voxels
dans chaque parcelle ; la comparaison avec des parcellisations avec des cartes issues d'autres mo-
dalités (comme les aires de Brodmann) ; et la capacité à capturer la variabilité inter-individuelle
et à expliquer les processus cognitifs observés. Ils ont montré que par rapport à l'ensemble des
critères considérés, il n'existe pas un algorithme ou un type d'algorithme qui fasse consensus.
Par exemple,l'algorithme K-means ou le HAC avec le critère de Ward et des contraintes spatiales
donnent des parcelles homogènes mais sont peu reproductibles et se recoupent peu avec les autres
modalités.
Néanmoins, en cohérence avec Thirion [202], l'algorithme de Ward avec contraintes spatiales
apparaît comme un bon compromis entre l'algorithme des k-moyennes et le clustering spectral.
Grâce à cette parcellisation, des réponses BOLD avec une riche variété de formes ont été observées
dans l'ensemble du cerveau après l'exécution d'une stimulation visuelle [81] ou d'une stimulation
motrice [160]. L'algorithme de clustering hiérarchique avec le critère de Ward apparaît
comme une alternative crédible à la GLM. Cependant, un frein à la parcellisation des
données d'IRMf est la quantité de données à traiter qui joue à la fois sur l'espace de stockage
nécessaire mais également sur le temps d'exécution des algorithmes de parcellisation. Pour limiter
ce problème, Orban et al. ont parcellisé le signal moyenné dans des régions prédénies à l'avance
[160] et Gonzales Castillo et al. [81] ont réduit le nombre de voxels considérés. Thirion et al. ont
proposé pour réduire la taille des données à parcelliser, d'ajouter des contraintes spatiales en ne
regroupant que des parcelles voisines spatialement [202]. Cependant, il existe diérents exemples
de régions fonctionnellement connectées mais disséminées dans tout le cerveau [47].
L'idée de ce travail est donc d'utiliser l'algorithme de clustering hiérarchique avec
le critère de Ward pour analyser les données d'IRMf fondées sur des tâches alimen-
taires. L'objectif est bien sûr de s'aranchir autant que possible de l'étape de modéli-
sation qui peut gommer des diérences subtiles entre réponses. De plus, s'aranchir
de toute contrainte spatiale nécessite d'optimiser la mise en ÷uvre des algorithmes
pour traiter les données dans des temps raisonnables (en quelques heures). Pour
cela, il faut utiliser du calcul parallèle dont les principes sont décrits au chapitre 3.
Chapitre 3
Introduction au calcul haute
performance
Ce chapitre dénit ce qu'est le parallélisme et pourquoi il est devenu nécessaire. On s'intéresse
ensuite à l'architecture d'un ordinateur et aux algorithmes dit cache-aware et les algorithmes
dit cache-oblivious. Le chapitre se poursuit par une description des diérentes architectures d'or-
dinateurs parallèles puis s'achève par la description des diérents modèles de programmation
correspondant.
3.1 Qu'est-ce que le parallélisme ?
Le parallélisme se dénit comme l'ensemble des techniques logicielles et matérielles permet-
tant l'exécution simultanée de séquences d'instructions indépendantes sur des processeurs ou
c÷urs diérents. Les techniques matérielles correspondent aux diérentes architectures de calcu-
lateur parallèle. Les techniques logicielles correspondent aux diérents modèles de programmation
parallèle [84].
Le parallélisme a plusieurs objectifs : soit l'accélération d'un programme (donc la réduction de
son temps d'exécution) en distribuant le travail, soit le traitement de problèmes de plus grandes
tailles en utilisant plus de ressources matérielles notamment la mémoire. Le parallélisme peut
également servir dans des applications temps-critique ou pour minimiser les coûts de calcul [8].
De plus en plus d'applications de calcul scientique nécessitent l'emploi du parallélisme que
ce soit à cause de contraintes de temps : prédiction du climat à l'échelle mondiale, à cause de
contraintes de coût : simulateur de crash d'avion ou de voiture, ou à cause de contrainte d'échelle :
modélisation du climat, l'astrophysique ou la combustion à une échelle ne. Par exemple, l'exé-
cution du code pour l'allumage d'une chambre de combustion d'hélicoptère prend 78 h sur 112
processeurs Intel Xeon hexa-c÷urs cadencés à 2,6 Ghz contre près d'un an de calcul sur un seul
processeur de même type [84]. De plus, les performances avec un seul processeur sont proches
des limites physiques. En eet, une des manières d'accélérer la vitesse de calcul est d'accélérer
la fréquence d'horloge. Cependant, la puissance électrique et la dissipation de la chaleur sont
proportionnelles à la fréquence au cube, ce qui est limitant pour l'augmentation de la fréquence.
Une deuxième manière est de faire du parallélisme d'instructions au niveau du matériel. Mais
le gain en exécution concurrente est faible à cause des schémas d'accès mémoire irréguliers, de
la dépendance des accès aux données et des calculs dépendants d'un contrôle. Une autre limi-
tation d'un uni-processeur est la latence mémoire. En eet, l'écart s'est creusé entre la vitesse
des processeurs et la vitesse d'accès mémoire. Ainsi pour délivrer une performance multipliée par
deux avec la même bande passante, le taux de défaut de cache (qui correspond à la proportion
d'accès à des données non présentes dans la mémoire cache) doit être réduit de moitié, ce qui
signie d'augmenter la taille du cache (par exemple d'un facteur quatre pour la multiplication
matricielle) [30].
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Figure 3.1  Hiérarchie de la mémoire .
3.2 Architecture d'un ordinateur
Avant de s'intéresser aux systèmes parallèles, nous détaillons la hiérarchie de la mémoire d'un
processeur et dénissons la localité des données et les algorithmes cache-aware et cache-oblivious.
3.2.1 Terminologie
Un processeur ou Central Processor Unit (CPU) est le composant de l'ordinateur qui exé-
cute les instructions qui lui sont données par le système d'exploitation [171]. Un processus est
un programme en cours d'exécution par un ordinateur. Un processus peut avoir plusieurs pro-
cessus légers qui se partagent la mémoire virtuelle du processus et peuvent donc collaborer sur
les mêmes données [60].
3.2.2 Hiérarchie de la mémoire
Il existe une hiérarchie des mémoires informatiques : les mémoires les plus rapides sont placées
près du processeur et les mémoires lentes sont placées loin du processeur. Plus la mémoire est
rapide, plus elle est coûteuse à fabriquer et donc plus elle est petite.
La gure 3.1 montre la hiérarchie de la mémoire. La taille de la mémoire est exprimée en
octets (un octet valant huit bits). On appelle kibioctet (noté Kio) 210 = 1024 octets, mébioctet
(noté Mio) 220 octets et gibioctet (noté Gio) 230 octets. La latence est dénie comme le temps
passé entre une requête et le début de la réponse correspondante. En général, elle correspond
au temps d'accès des données. Elle est exprimée en nombre de cycles. Les registres sont des
mémoires intégrées au processeur d'accès très rapide en général 1 cycle mais de quelques dizaines
d'octets. Les caches sont des mémoires intermédiaires entre le processeur et la mémoire centrale
qui sont hiérarchisées. Le cache L1 est accédé en quelques cycles (ce qui correspond à une vitesse
maximale de 700 Gio/s) et fait environ 128 Kio. Le cache L2 a une latence entre 2 et 10 fois
supérieure au cache L1 (vitesse maximale d'environ 200 Gio/s) pour une taille d'environ 1 Mio.
Le cache L3 fait environ 6 Mio mais a une vitesse de 40 Gio/s. La mémoire centrale fait entre
une dizaine et une centaine de Gio mais a une latence de quelques centaines de cycles. Le disque
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a une taille en général de plusieurs centaines de Gio voire plusieurs Tio, mais sa latence est de
l'ordre de plusieurs millions de cycles.
La façon d'accéder aux données peut dégrader la performance d'un programme. Pour amé-
liorer la performance, il faut limiter les défauts de cache et mieux utiliser la localité des données.
Revenons d'abord à la mémoire cache. Le cache est divisé en lignes de mots. Lorsque le processeur
doit accéder à une donnée deux cas de gure peuvent se produire : soit la donnée est présente
dans la mémoire cache (cache hit) et le transfert vers les registres a lieu immédiatement ; soit
la donnée ne se trouve pas dans le cache et c'est ce qu'on appelle un défaut de cache (ou cache
miss) : il faut alors charger une nouvelle ligne dans le cache depuis la mémoire centrale et le
processeur attend donc la n du chargement de cette nouvelle ligne de cache. Pour charger cette
nouvelle ligne de cache, il faut renvoyer en mémoire centrale une ligne déjà présente en cache, en
général celle qui n'a pas été utilisée depuis longtemps. Il existe trois défauts de cache : le défaut
de cache obligatoire qui survient la première fois que le programme fait référence à une donnée,
qui peut être évité si le système réussit à prédire quelle sera la donnée suivante ; le défaut de
cache dû à la taille du cache qui survient quand une donnée doit être écrasée car la taille du
cache n'est pas susante pour contenir toutes les données utilisées par le programme et le défaut
de conit qui surviennent lorsque deux données sont associées au même endroit dans le cache.
Pour éviter les défauts de cache dus à la taille mémoire, il faut partitionner les données en blocs
susamment petits pour que les données restent dans la mémoire cache pendant assez de temps,
ce qui suppose que les données soient utilisées plusieurs fois (une donnée utilisée une seule fois
n'a pas besoin de rester dans la mémoire cache) [60].
3.2.3 Localité des données et algorithmes cache-aware
Pour éviter les défauts de cache, il faut utiliser le principe de localité des données. La localité
temporelle des données est le principe que si un processus accède à une donnée, il est probable
qu'il y accédera à nouveau dans un futur proche. La localité spatiale des données revient à l'idée
que si un processus accède à une donnée, il accédera aux données voisines dans un futur proche.
Comme le chargement des données se fait par ligne de cache, il est intéressant de programmer
de manière à utiliser toutes les données de la ligne de cache, notamment lorsqu'on travaille sur
des matrices et des vecteurs.
3.2.3.1 Algorithme cache-aware
Lorsque les applications sont limitées par la bande-passante ou par la latence, le temps d'accès
mémoire ne peut alors se réduire qu'en réduisant le nombre de défauts de cache. En général, les
temps de calculs sont plus rapides que les temps d'accès mémoire. Pour réduire les temps d'accès
mémoire, il faut mieux exploiter la localité des données et notamment utiliser le modèle dit cache-
aware. Dans ce modèle illustré en gure 3.2, on suppose qu'il existe deux niveaux de mémoire :
le cache et la mémoire centrale. Le transfert des données entre la mémoire centrale et le cache
s'eectue par bloc d'une taille connue B. Le cache a une taille mémoire xée M et peut donc
contenir MB blocs. Créer un algorithme cache-aware consiste donc à réarranger les accès mémoire
pour tenir compte de la taille des blocs et de la taille du cache pour utiliser le cache de manière
optimale.
Un réarrangement possible de l'algorithme est le loop tiling qui consiste à diviser une boucle
en deux boucles imbriquées : la boucle externe itère sur des blocs et la boucle interne parcourt le
bloc. Par exemple, le parcours d'une seule dimension montré en algorithme 1 devient le parcours 2.
L'algorithme 3 montre qu'on parcourt toutes les cases d'un tableau (boucle ligne 2) plusieurs fois
(boucle ligne 1) mais ce tableau n'entre pas dans la mémoire cache (la taille du tableau x est
donnée en ligne 2 et vaut 100 000). Lorsqu'on va accéder de nouveau aux premiers éléments du
tableau (lorsque on passe à une autre itération de la boucle externe ligne 1), ceux-ci auront été
sortis de la mémoire cache. L'algorithme 4 réécrit l'algorithme 3 en découpant le tableau en blocs
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Figure 3.2  Modèle cache-aware issu de [200].
(autrement-dit en sous-tableaux). Il est possible de choisir la taille du bloc (Algorithme 4 ligne 1)
de sorte que le sous-tableau entre dans la mémoire cache. La boucle externe de l'algorithme 4
en ligne 5 parcourt les sous-tableaux ; chacun de ces sous-tableaux est réutilisé plusieurs fois
(boucle en ligne 6) et pour chaque réutilisation, on ne parcourt que le sous-tableau concerné
(boucle en ligne 7). L'intérêt est que si le sous-tableau entre en mémoire cache, on le charge
lorsqu'on le parcourt la première fois, puis pour les neuf autres parcours, il est toujours présent
en mémoire. La taille de sous-tableau optimal est dépendante de la taille de la mémoire cache
[60].
Algorithme 1 : Parcours
d'un vecteur sans loop-tiling
1 pour i de 1 à n faire
2 Faire une action;
Algorithme 2 : Parcours d'un vecteur avec
loop-tiling
1 mC = B /* Taille du bloc */
2 ; nB = nmC /* hypothèse: n multiple de b
*/
3 pour b de 1 à nB faire
4 pour i de 1 + b×mC à b×mC faire
5 Faire une action
Algorithme 3 : Parcours
d'un tableau x plusieurs fois
1 pour n de 1 à 10 faire
2 pour i de 1 à 100 000
faire
3 Accéder à x(i)
Algorithme 4 : Parcours d'un tableau x plu-
sieurs fois avec loop-tiling
1 mC = B /* Taille du bloc */
2 ;
3 nB =
100 000
mC
/* hypothèse: n multiple de
b */
4 ;
5 pour b de 1 à nB faire
6 pour n de 1 à 10 faire
7 pour i de i de 1 + b×mC à b×mC
faire
8 Accéder à x(i)
Une des limites des algorithmes cache-aware est que les paramètres utilisés (comme la taille
des blocs pour découper les données) pour mieux exploiter la localité des données dépendent de
la taille de la mémoire cache. Or la taille de la mémoire cache varie d'un processeur à l'autre. Les
performances des algorithmes cache-aware ne sont pas portables sur des architectures diérentes.
De plus, le découpage des données par bloc devient compliqué lorsqu'on considère une mémoire
cache à plusieurs niveaux. C'est pourquoi plusieurs auteurs proposent plutôt de développer des
algorithmes cache-oblivious [60].
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Figure 3.3  Modèle cache-oblivious issu de [200] .
3.2.3.2 Algorithmes cache-oblivious
Le modèle cache-oblivious illustré en gure 3.3 est similaire au modèle cache-aware excepté
que la taille de la mémoire cache et la taille des blocs transitant entre la mémoire centrale
et la mémoire cache sont inconnues [70]. La taille M de la mémoire cache et la taille B des
blocs transférés de la mémoire centrale vers la mémoire cache n'étant pas donné, les algorithmes
cache-oblivious ne peuvent les utiliser pour optimiser la localité des données. En particulier, le
la stratégie du loop-tiling ne convient pas puisque la taille des blocs est xée en fonction de la
taille de la mémoire cache. Ce modèle a deux avantages par rapport au modèle cache-aware. Tout
d'abord, le modèle est multi-niveaux car on peut remplacer le couple mémoire centrale/mémoire
cache par n'importe quel couple de niveau de mémoire : cache L2/cache L1, cache L3/cache L2
ou cache L3/mémoire centrale. De plus, un tel algorithme est portable : puisqu'on n'utilise ni
la taille du cache ni la taille des blocs (autrement dit la taille des lignes de cache), il s'adapte à
n'importe quelle architecture de cache. Une autre diérence est que dans ce modèle la stratégie
de remplacement est supposée optimale : la ligne évincée de la mémoire cache est la ligne qui
sera utilisée le plus tard possible. C'est une hypothèse de travail, irréalisable en pratique car il
faudrait connaître tous les accès mémoire futurs. Une des limites du modèle cache-oblivious est
qu'il ne prend pas en compte la prélecture (autrement dit la prédiction des accès mémoire) :
un algorithme avec plus de défauts de cache mais des accès plus prédictibles peut être plus
performant qu'un algorithme cache-oblivious.
L'alternative cache-oblivious de la stratégie de loop tiling est la stratégie de diviser pour
régner qui consiste à diviser récursivement le calcul en blocs de plus en plus petits. Il existe
alors un niveau de découpe pour lequel le bloc entre dans la mémoire cache, et ce sans avoir à
connaître la taille de la mémoire cache. Plutôt que de diviser par bloc, une possibilité est d'utiliser
une space-lling curve (ou courbe remplissante), qui est une courbe en dimension n remplissant
l'hypercube unité de dimension n. L'idée est ensuite de découper ou de parcourir les données
en suivant la space-lling curve. La localité obtenue en utilisant ces courbes est meilleure que la
localité obtenue par un découpage récursif [200]. Par exemple, pour la multiplication de matrices
denses ont été utilisées les courbe de Peano [16] et la courbe de Morton [179].
L'utilisation d'algorithmes cache-oblivious peut soulever plusieurs problèmes qui peuvent
diminuer la performance théorique. Le premier problème est que l'accès aux données est souvent
plus compliqué que dans les algorithmes cache-aware. Par conséquent, le processeur a du mal à
prédire les accès mémoire et donc la prélecture est limitée. L'utilisation des space-lling curve
entraîne un coût de calcul de l'adresse mémoire plus élevé, ce qui augmente alors le nombre
d'instructions et donc peut cacher le gain obtenu par des accès mémoires avec une meilleure
localité [200]. Le modèle cache-oblivious n'est pas privilégié dans cette thèse.
3.3 Ordinateurs parallèles
Un ordinateur parallèle est une machine avec plus d'un processeur qui peuvent travailler pour
résoudre un problème donné.
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3.3.1 Quantication du parallélisme
Il existe plusieurs mesures pour quantier le parallélisme. La première mesure est l'accélé-
ration autrement dit le gain de temps d'une exécution parallèle par rapport à une exécution
séquentielle (sur un seul processeur). Formellement, on dénit l'accélération comme le ratio
Sp =
T1
Tp
où T1 est le temps d'exécution sur un seul processeur et Tp est le temps d'exécution
sur p processeurs. Parfois, T1 est pris comme le meilleur temps d'exécution séquentiel, ce qui
autorise à considérer un algorithme séquentiel diérent de l'algorithme parallèle. Idéalement, on
souhaite une accélération linéaire c'est-à-dire que si on prend p processeurs, on veut que le temps
d'exécution soit divisé par p autrement dit Tp =
T1
p . Pour mesurer à quel point l'accélération
s'éloigne de cette accélération linéaire idéale, on mesure également l'ecacité comme le rapport
de l'accélération sur le nombre de processeurs Ep =
Sp
p avec donc 0 < Ep ≤ 1 [60].
Il y a plusieurs raisons expliquant que l'accélération linéaire est dicile à atteindre. Tout
d'abord, en utilisant plus d'un processeur, on introduit des communications entre les processeurs
pour l'échange de données, communications qui ne sont pas présentes dans le cas séquentiel
et qui sont une source majeure de perte d'ecacité. De plus, la charge de travail entre les
processeurs peut ne pas être équitablement répartie entre les diérents processeurs c'est-à-dire
que les processeurs peuvent dans ce cas ne pas avoir la même charge de travail, ce qui nuit à
l'accélération. Imaginons pour cela qu'on a deux processeurs et huit tâches indépendantes prenant
le même temps à faire, et que pour continuer de travailler ces huit tâches doivent être terminées. Si
on répartit trois tâches sur le premier processeur et cinq tâches sur le second, le premier processeur
devra attendre le second sans rien avoir à faire ; en revanche, si on répartit quatre tâches chacun,
les deux processeurs niront en même temps et aucun processeur ne sera resté inactif. La dernière
raison est que le code peut avoir des parties qui ne peuvent pas être parallélisées. Cela limite
le parallélisme : supposons qu'il y a 5% du code qui ne peut pas être parallélisé, l'accélération
est alors limitée à un facteur vingt et ce quel que soit le nombre de processeurs utilisés. Ce
phénomène est connu comme la loi d'Amdhal : soit Fs la partie séquentielle du code et Fp la
partie parallèle du code, (Fs + Fp = 1), soit T1 le temps d'exécution séquentiel, alors le temps
TP d'exécution sur P processeurs s'écrit TP = T1(Fs +
Fp
P ) autrement dit Tp est la somme de la
partie séquentielle (T1Fs) et de la partie qui peut être parallélisée (
T1Fp
P . Lorsqu'on fait tendre
le nombre de processeurs vers l'inni, le temps de l'exécution parallèle tend vers T1Fs. Donc
l'accélération est majorée par Sp ≤ 1Fs [60].
Cependant, répartir un problème sur de plus en plus de processeurs n'a parfois pas de sens
car à force de diviser le travail, il n'y a plus assez de travail pour que chaque processeur travaille
ecacement. C'est pourquoi on parle parfois plus de scalabilité qui se dénit comme la qualité
des programmes à rester ecace pour un grand nombre de processeurs et/ou de c÷urs. Cette
scalabilité est pénalisée par le surcoût des communications entre processeurs, la mauvaise répar-
tition des tâches entre les processeurs et la fraction du code parallélisé. Un programme est dit
fortement scalable si son accélération est linéaire ou quasi-linéaire lorsqu'on augmente le nombre
de processeurs. La scalabilité forte correspond donc à comment évolue le temps de résolution
d'un problème de taille xe en fonction du nombre de processeurs. La scabilité faible décrit
comment le temps d'exécution varie en fonction du nombre de processeurs lorsque la taille des
données par processeur reste xe. Pour mesurer la scalabilité faible, lorsqu'on double le nombre
de processeurs, on double aussi la taille des données [60].
3.3.2 Architectures des ordinateurs parallèles
Une façon de classer les diérentes architectures existantes d'ordinateur parallèle est la clas-
sication de Flynn qui se fonde sur le partage ou l'indépendance du ot de données et du ot de
contrôle. On distingue quatre types d'architecture illustrés en gure 3.4 :
 SISD (Single Instruction Single Data) : c'est l'architecture monoprocesseur traditionnelle :
à chaque temps une seule instruction est exécutée sur un seul élément de données ;
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 SIMD (Single Instruction Multiple Data) : chaque processeur exécute de façon synchrone
la même instruction sur des données diérentes et les instructions sont diusées par une
unité de contrôle ;
 MISD (Multiple Instruction Single Data) : très peu d'architectures répondent à cette
description ;
 MIMD (Multiple Instruction Multiple Data) : plusieurs CPUs eectuent des instructions
diérentes sur des éléments de données diérentes, chaque CPU ayant sa propre unité de
contrôle (architecture la plus courante).
Figure 3.4  Classication de Flynn issue de [60].
Les architectures SIMD sont faciles à programmer et à déboguer. Comme les processeurs
sont synchronisés, le coût de synchronisation est faible. Elles sont idéales pour les opérations
vectorielles. Les CPUs modernes ont des instructions vectorielles qui peuvent réaliser plusieurs
instances d'une instruction simultanément. Pour les processeurs Intels, les architectures SIMD
sont les SIMD Streaming Extensions (SSE) ou les Advanced Vector Extensions (AVX). Ils se
trouvent également dans les Graphical Processor Units (GPUs) (cf. section 3.3.5) : en eet, les
GPUs contiennent un grand nombre de processeurs regroupés par groupe de 32 (appelé warp )
mais les processeurs d'un même warp doivent exécuter la même instruction.
Les architectures MIMD sont plus exibles et beaucoup plus générales. Les processeurs exé-
cutent des instructions multiples possiblement diérentes, chacun sur ses données propres. Ce-
pendant, diérentes instructions ne signient pas que les processeurs exécutent diérents pro-
grammes : le mode de la majorité des architectures MIMD est en eet le Single Program Multiple
Data où un même exécutable est lancé sur les diérents processeurs. Comme les processeurs
peuvent prendre des chemins diérents (nombre d'itérations diérent, branche diérente du si),
les processeurs ne sont plus synchrones à la diérence de l'architecture SIMD. Il y a une grande
variété d'ordinateurs avec une architecture MIMD qui dièrent par l'organisation de leur mé-
moire, par le réseau connectant les diérents processeurs ou les façons de les programmer. Les
clusters de calcul réunissant plusieurs processeurs suivent l'architecture MIMD puisque les pro-
cesseurs sont indépendants.
Un ordinateur parallèle a été déni comme un ensemble de processeurs travaillant ensemble
pour résoudre un même problème. Cela suppose que les processeurs ont accès aux mêmes données.
On distingue donc également les architectures en fonction de l'organisation de leur mémoire. Il
existe quatre types d'architecture de mémoire [84] :
 les architectures à mémoire partagée,
 les architectures à mémoire distribuée,
 les architectures mixtes
 les architectures hybrides (GPU).
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3.3.3 Architecture à mémoire partagée
Sur une architecture à mémoire partagée, tous les processeurs partagent la même mémoire :
ils partagent le même espace d'adressage. Si deux processeurs font référence à une variable x, ils
accèdent au même emplacement mémoire. Les processeurs ont en revanche leur propre mémoire
cache dans laquelle est copiée une partie de la mémoire globale et dont il faut assurer la cohérence
entre les processeurs. On distingue deux types d'architecture à mémoire partagée : l'architecture
UMA (Unied Memory Access) et l'architecture NUMA (Non-Unied Memory Access) (illustrées
en gure 3.5). Pour l'architecture UMA, il y a une seule mémoire centralisée et le temps d'accès
à un emplacement quelconque de la mémoire est identique quel que soit le processeur qui accède
à la donnée. Cependant, l'architecture UMA est limitée à un petit nombre de processeurs. Dans
l'architecture NUMA, il y a une mémoire centrale par processeur (ou par groupe de processeurs
UMA) mais les processeurs peuvent accéder à n'importe quel emplacement mémoire. Cependant,
le temps d'accès à la mémoire dépend d'où se trouve la donnée en mémoire : un processeur accède
plus rapidement aux données présentes dans sa mémoire centrale qu'aux données stockées dans
la mémoire centrale d'un autre processeur. La mémoire est physiquement distribuée mais elle est
logiquement partagée, c'est-à-dire que l'espace d'adressage est partagé entre les processeurs. La
gestion de la cohérence de cache est le plus souvent transparent pour l'utilisateur. L'échange de
données entre les tâches attribuées aux processeurs est transparent et rapide. Mais le nombre de
processeurs par machine est limité et les performances décroissent rapidement avec le nombre
de processeurs à cause du trac généré par les accès mémoire. De plus, lorsque le nombre de
processeurs augmente, les machines deviennent coûteuses.
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Figure 3.5  Architecture à mémoire partagée .
3.3.4 Architecture à mémoire distribuée
Pour les architectures à mémoire distribuée, un espace mémoire est associé à chaque proces-
seur et les processeurs sont connectés entre eux à travers un réseau comme illustré en gure 3.6.
L'accès à la mémoire du processeur voisin doit donc se faire explicitement par échange de mes-
sage à travers le réseau d'interconnexion entre les processeurs. Le réseau d'interconnexion est
important car il détermine la vitesse d'accès aux données d'un processeur voisin. Il est carac-
térisé par sa latence qui correspond au temps d'initialisation d'une communication, sa bande
passante qui correspond à la vitesse de transfert des données à travers le réseau et sa topologie
qui est l'architecture physique du réseau. L'accès à la mémoire locale est rapide. L'architecture
permet d'obtenir facilement des machines avec un grand nombre de c÷urs pour un coût réduit
par rapport à l'architecture à mémoire partagée. En revanche, l'échange de données doit être
géré explicitement par le programmeur et les performances sont dépendantes de la qualité du
réseau entre les processeurs.
3.3.5 Graphical Processor Unit (GPU)
Les GPUs ont été développés originellement pour leurs performances graphiques pour les jeux
vidéo ou les logiciels de conception assistée par ordinateur. Le problème d'origine était l'achage
d'un maillage 3D texturé à 60-100 frames par secondes lorsque le maillage compte plus de dix
millions de triangles ou lorsque la résolution de l'écran est portée à plus de huit millions de
3.3. ORDINATEURS PARALLÈLES 39
Processeur
ca
ch
e
Mémoire
Processeur
ca
ch
e
Mémoire
Processeur
ca
ch
e
Mémoire
Processeur
ca
ch
e
Mémoire
Réseau d'interconnexion
Figure 3.6  Architecture à mémoire distribuée .
pixels. En 1999, NVIDIA introduit des cartes graphiques 3D appelées GPUs non programmables
qui permettent d'augmenter la résolution de l'écran et le nombre de triangles dans le maillage.
Avec la carte graphique NVIDIA GeForce 3, est introduit un pipeline programmable : c'est le
début des GPGPUs (General Purpose Computing on Graphical Processing Units) et du calcul
scientique sur GPU. Mais la programmation reste complexe car il faut transformer les données
en un format graphique (pixel ou sommet des triangles). Fin 2006, NVIDIA met sur le marché
la GeForce 8800 avec une API dédiée au calcul scientique à côté de l'API graphique et permet
l'utilisation du langage C pour la programmation. Il existe aujourd'hui deux vendeurs de cartes
graphiques : NVIDIA et AMD. Les GPUs NVIDIA sont programmables en CUDA (Compute
Unied Device Architecture) langage créé par NVIDIA pour ses GPUs . Les GPUs de AMD se
programment en OpenCL (Open Computing Language) qui est un langage de programmation
dérivé du C, proposé comme un standard ouvert et conçu pour programmer des systèmes paral-
lèles hétérogènes comprenant par exemple à la fois un CPU multi-c÷ur et un GPU. Par la suite,
nous nous intéressons spéciquement aux GPUs proposés par NVIDIA [227].
La conception générale d'un GPU est donc motivée par le pipeline graphique : des opérations
identiques sont réalisées sur un grand nombre d'éléments sous forme d'un parallélisme de données
et plusieurs blocs d'un tel parallélisme de données sont actifs simultanément. Cependant comme
le CPU, le GPU est limité par les accès mémoires qui entraînent une longue latence. Mais là
où le CPU réduit la latence en insérant plusieurs mémoires cache, le GPU choisit de délivrer de
grandes quantités de données en même temps avec un taux moyen élevé plutôt que de délivrer un
seul résultat le plus vite possible. Cela est possible en supportant un grand nombre de threads et
en pouvant changer de contexte entre les threads très rapidement. Le GPU cache la latence des
accès mémoire par l'exécution d'autres threads : quand un thread attend de recevoir une donnée
depuis la mémoire, un autre thread pour lesquels les données sont disponibles eectue son calcul
[60]. La gure 3.7 montre les performances théoriques en GFlops des GPUs et des CPUs : les
performances des GPUs sont bien meilleures que les CPUs. En eet, le GPU a une structure
hautement parallèle : il dispose de plusieurs centaines de c÷urs et de plusieurs milliers de threads.
Les GPUs sont particulièrement adaptés pour les problèmes où le même programme (avec plus
d'opérations arithmétiques que d'opérations mémoire) s'exécute en parallèle sur plusieurs élé-
ments des données. D'une part, puisque le même programme est exécuté sur chaque élément, le
contrôle de ux est moins sophistiqué. D'autre part, comme le programme est eectué sur un
grand nombre d'éléments et qu'il y a plus d'opérations arithmétiques que d'opérations mémoire,
la latence peut être cachée par des calculs plutôt qu'avec la présence de mémoire cache : dès
qu'un thread est en attente d'un accès mémoire, il est remplacé par un autre thread qui peut
exécuter une opération. La gure 3.8 montre l'architecture schématique d'un CPU et d'un GPU.
Il existe plusieurs diérences entre le CPU et le GPU. Premièrement, le GPU est attaché au
CPU, relié au CPU par un bus PCI-X donc pour opérer sur des données, il faut que le CPU
ait copié ces données dans la mémoire GPU. Or la bande-passante entre le CPU et le GPU est
faible, plus faible même que le transfert des données à l'intérieur du GPU, il faut donc disposer
de susamment de calculs à faire sur GPU pour compenser le temps de transfert du CPU vers
le GPU. De plus, les GPUs ont mis l'accent sur le calcul en simple-précision ; et donc bien que le
calcul en double précision ait été introduit sur les GPUs, la vitesse de calcul en double précision
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est deux fois moindre qu'en simple précision. Le CPU est optimisé pour gérer un seul ot d'ins-
tructions potentiellement hétérogènes ; a contrario, un GPU a été créé pour le parallélisme des
données. Une autre diérence est que le CPU est prévu pour gérer un thread ou un petit nombre
de threads alors que le GPU a besoin d'un grand nombre de threads (supérieur au nombre de
c÷urs disponibles sur GPU) pour avoir une bonne performance.
Figure 3.7  Comparaison des performances en GFlops des GPUs et des CPUs issue de [51].
Figure 3.8  Architecture shématique des CPUs et des GPUss issue de [51]
ALU : unité en charge de fonctions basiques de calcul arithmétique et les opérations logique.
Un GPU est composé d'un grand nombre de c÷urs pour le calcul avec plus de c÷urs en simple
précision qu'en double précision. Ces c÷urs de calcul sont regroupés en Streaming Multiprocessors
(Streaming Multiprocessor (SM)) qui opèrent de manière indépendantes les uns des autres. Un
SM est donc constitué de plusieurs c÷urs qui partagent un même ux d'instructions : les SMs
agissent comme des processeurs vectoriels. Chaque c÷ur a des registres privés. Les c÷urs dans
un même SM partagent une mémoire L1 rapide. L'ensemble des SMs ont accès à la mémoire
globale et à des mémoires spécialisées : la mémoire de textures et la mémoire constante [104].
La gure 3.9 présente le modèle mémoire des GPUs NVIDIA. On renvoie à la section 3.4.3
pour une dénition des blocs. La mémoire globale est la mémoire principale du GPU. Elle est
accessible via des pointeurs en arguments des noyaux. L'allocation en mémoire globale se fait
uniquement depuis l'hôte. Lorsqu'elle est accédée depuis un noyau, les accès doivent être coales-
cents c'est-à-dire que les accès qui se font par segment de 32, 64 ou 128 octets doivent se suivre
en mémoire [67]. La mémoire partagée est accessible par tous les threads d'un même bloc (cf.
section 3.4.3 pour une dénition d'un bloc), de manière plus rapide que la mémoire globale.
Son allocation est statique et elle ne peut être accédée que depuis un noyau CUDA. Elle est
utilisée comme un cache pour partager les données entre les threads. La mémoire de texture est
physiquement dans la mémoire globale. Cependant, elle dière de la mémoire globale : elle est
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Figure 3.9  Organisation mémoire du GPU issue de [67].
optimisée pour la localité 2D et peut s'utiliser en 1D, 2D ou 3D. Contrairement à la mémoire
globale, l'accès à la mémoire texture ne se fait pas par des pointeurs mais par des fonctions
spéciques. La mémoire locale est propre à chaque thread utilisé par le compilateur mais elle
n'est pas programmable. Elle sert à stocker les tableaux locaux avec des accès non constants ou
des registres dépassant la capacité mémoire par exemple. La mémoire constante est située dans
la mémoire globale (partagée entre tous les blocs) mais elle n'est accessible qu'en lecture seule
depuis un noyau et en contrepartie, l'accès est très rapide pour des paramètres déclarés comme
constants dans le noyau.
3.3.6 Autres architectures
L'architecture mixte est la combinaison des architectures à mémoire partagée et à mémoire
distribuée. Les machines sont alors constituées de machines à mémoire partagée (n÷ud de calcul)
reliées entre elles par un réseau d'interconnexion. Les architectures hybrides correspondent à
l'équipement des n÷uds de calcul avec des GPUs.
3.4 Modèle de programmation
À chaque architecture de machine parallèle correspond un modèle de programmation. Nous
détaillons ici le modèle de programmation pour les architectures à mémoire partagée et pour les
architectures à mémoire distribuée. Les architectures mixtes combinent les modèles de program-
mation des architectures à mémoire partagée et à mémoire distribuée. Le modèle de program-
mation pour les GPUs est présenté en section 3.3.5.
3.4.1 Programmation à mémoire partagée
La programmation pour des architectures à mémoire partagée s'eectue sur le modèle du
multithreading. Un programme multithreading s'exécute dans un processus unique et active
plusieurs processus légers (cf. section 3.2.1) capables de s'exécuter de manière concurrente. Les
processus légers sont dynamiques c'est-à-dire qu'ils peuvent être créés au cours de l'exécution
du programme. Lorsqu'un programme commence, il y a un seul processus léger appelé processus
maître. Les autres processus légers sont lancés de façon dynamique et le processus maître attend
qu'ils aient ni leur exécution avant de poursuivre le programme. C'est le modèle fork-join
montré en gure 3.10. Sur la gure, la ligne rouge correspond au processus maître. Il y a ici
deux régions exécutées en parallèle. Pour la première région, on crée trois processus légers (traits
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bleus) et l'un d'eux crée pendant son exécution deux autres processus légers (lignes vertes).À la
n de sous-section parallèle, les processus légers représentés en vert sont détruits. Puis les trois
processus légers (en bleus) sont détruits à la n de la première section parallèle. Le processus
maître continue l'exécution du programme en séquentiel. Puis il rencontre une seconde section
parallèle et cette fois-ci sept processus légers sont créés (en bleu). Une fois la section terminée,
ils sont détruits et le processus maître reprend l'exécution du programme en séquentiel. Les
processus légers ont accès à la mémoire du processus qui les lance et également à une mémoire
locale qui leur est propre et qui est invisible pour les autres processus légers. Les processus légers
constituent un moyen de faire du parallélisme. Cependant, pour que l'utilisation des processus
légers soit plus rapide qu'une exécution sur un seul processus léger, il faut que le matériel puisse
lancer plus d'un processus léger à la fois. Cela est possible lorsqu'un processeur multic÷ur peut
lancer un processus léger par c÷ur ou lorsqu'il est possible de lancer plusieurs processeurs légers
par c÷ur. C'est donc l'exécution des processus légers sur plusieurs processeurs ou c÷urs qui
permet l'exécution en parallèle du programme. Le système distribue les processus légers sur les
diérents processeurs ou c÷urs de la machine à mémoire partagée [60, 84].
Séquentiel En parallèle Séquentiel En parallèle Séquentiel
Figure 3.10  Création et suppression des processus légers au cours d'une exécution parallèle .
On appelle contexte la totalité des données auxquelles peut accéder un processus léger. Le
contexte contient donc à la fois les données partagées et les données privées propres au processus
léger, ainsi que les résultats temporaires des calculs. Si on crée plus de processus légers que le
nombre de c÷urs qu'a le processeur, le processeur peut avoir besoin de passer d'une exécution
d'un processus léger à l'exécution d'un autre processus léger. Un tel changement est appelé la
commutation de contexte et est en général coûteux sur la plupart des processeurs. Comme les
processus légers accèdent aux mêmes données, il est possible que des processus légers écrivent
dans la même variable. Par exemple, le produit scalaire entre deux vecteurs a et b se calcule
en faisant s = s + a(i) × b(i). Les produits a(i) × b(i) sont indépendants et peuvent donc
s'exécuter en parallèle ; mais les processus légers doivent tous écrire dans la variable s. Pour que
le code en parallèle se comporte de la même manière en parallèle qu'en séquentiel, il faut donc
faire attention aux écritures dans la mémoire partagée. Pour cela, il existe deux dispositifs : les
sections critiques ou les verrous. Une section critique est une partie du code qui ne peut être
exécutée que par un processus léger à la fois : il faut que l'exécution de la section critique soit
totalement terminée avant qu'un autre processus léger puisse entrer dans la section critique. La
deuxième solution est de poser un verrou sur une partie des données. Lorsqu'un processus léger
veut accéder à une donnée protégée par un verrou, deux cas de gures sont possibles : soit aucun
autre processus léger n'a le verrou des données et alors le processus léger prend le verrou et peut
travailler sur les données, soit un autre processus léger a déjà pris le verrou et le processus léger
doit attendre que le verrou soit libéré [60].
Nous avons vu en section 3.3.3 que dans le cas d'une architecture NUMA, l'accès aux données
n'est pas uniforme et dépend d'où est localisée la donnée. Pour améliorer les performances d'un
code parallèle, il est préférable qu'un processus léger travaille sur les données de la mémoire
centrale du c÷ur auquel il est attaché. De même, supposons qu'il y a deux sections parallèles,
la première créant la donnée et la seconde exploitant la donnée, pour une donnée en particulier,
il faut s'assurer que le processus léger créant la donnée et le processus léger travaillant dessus
soient sur le même c÷ur. On appelle anité la mise en correspondance entre les processus légers
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Figure 3.11  Diérentes répartitions des itérations d'une boucle en OpenMP issue de [30].
Chaque ligne représente un thread .
et les c÷urs.
OpenMP (Open Multi-Processing) est une interface de programmation pour générer un pro-
gramme multithreads. Ce n'est pas un langage de programmation mais une extension des lan-
gages de programmation C et Fortran. Sa principale approche du parallélisme est l'exécution en
parallèle des boucles. OpenMP est basé sur les processus légers et ore donc un parallélisme dy-
namique c'est-à-dire que le nombre de processus légers s'exécutant en parallèle peut varier d'une
portion de code à l'autre. Le parallélisme est déclaré en créant des régions parallèles. Il fonctionne
ensuite par l'insertion de directives dans le code source, directives qui sont ensuite interprétées
par le compilateur. Le système d'exécution gère ensuite l'exécution en parallèle. Les directives
se mettent sous la forme de commentaires spéciques commençant en Fortran par !$OMP et en
C par #pragma omp. De cette façon, un code OpenMP ressemble à un code Fortran ou C si le
compilateur ne supporte pas OpenMP. Du coup, pour que le programme s'exécute en parallèle,
il doit être lié à la librairie d'exécution OpenMP. Il est ainsi beaucoup plus facile d'écrire un
code en OpenMP qu'en MPI car on peut partir d'un code séquentiel et y ajouter des directives
pour le rendre parallèle [30]. OpenMP propose plusieurs manières de répartir les itérations d'une
boucle parallèle :
 de manière statique : les itérations sont découpées en blocs d'une taille spéciée par
l'utilisateur ou de taille égale au ratio du nombre d'itérations sur le nombre de processus
légers et les blocs sont répartis de manière cyclique entre les processus légers ;
 de manière dynamique : les itérations sont découpées en blocs d'une taille spéciée par
l'utilisateur ou de taille égale au ratio du nombre d'itérations sur le nombre de processus
légers ; mais les blocs sont répartis de manière dynamique entre les processus légers :
dès qu'un processus léger a ni le bloc qui lui a été alloué, un nouveau bloc lui est
dynamiquement alloué ;
 de manière guidée : pour une taille de bloc égale à 1, la taille de chaque bloc est propor-
tionnelle aux nombres d'itérations qui n'ont pas encore été assignées à un processus léger)
divisé par le nombre de processus légers, puis on enlève un à la valeur du ratio. Pour une
taille de bloc égale à k, la taille des blocs est déterminée de la même façon mais on ajoute
la contrainte que les blocs ne peuvent pas contenir moins de k itérations. La taille des
blocs varie donc au cours de l'exécution.
La répartition statique n'est pas toujours optimale car les itérations peuvent avoir un temps
d'exécution diérent. La gure 3.11 montre les trois types de répartition pour une boucle avec
200 itérations.
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3.4.2 Modèle de programmation à mémoire distribuée
Pour les architectures à mémoire distribuée, on utilise le modèle de programmation par mes-
sage. En eet chaque processus exécute un programme sur des données diérentes et chacun n'a
accès qu'aux données dans sa mémoire centrale sans accès direct aux données présentes dans
les mémoires des autres. Cependant, ils peuvent s'échanger des messages soit pour se transférer
des données soit pour se synchroniser. La programmation par message nécessite des outils de
sécurité et de gestion des droits d'accès, de créations de processus à distance, de communication
entre processus et de synchronisation des processus. On peut également trouver des outils pour la
gestion de la cohérences des données et des traitements, un séquenceur des tâches réparties et des
outils de gestion dynamique des processeurs et des processus (gestion des pannes et des points de
reprise). Dans un modèle de programmation par message, le parallélisme et la distribution des
données est à la charge du programmeur. De plus, le programmeur doit gérer de manière explicite
l'échange de données entre les processeurs. MPI (Message Passing Interface) est une interface de
programmation pour générer un programme par échange de messages, qui est devenu le standard
de ce mode de programmation. L'interface fournit des fonctions permettant de gérer un environ-
nement d'exécution (création de l'environnement parallèle, création de groupe de processeurs),
de communiquer point-à-point autrement dit entre deux processus : ce sont essentiellement des
variantes des fonctions d'envoi et de réception de messages et des fonctions pour les communica-
tions collectives. On distingue plusieurs types de communication collective : one-to-many pour
les communications d'un processus vers un ensemble de processus ; many-to-one : un processus
collecte une information en provenance d'un ensemble de processus et many-to-many qui est un
échange global d'informations entre plusieurs processus [8]. Un communicateur est un ensemble
statique de processus, qui peut être créé et détruit en cours d'application et qui est utile pour les
communications collectives. Chaque processus est identié par un numéro d'instance (rang dans
un groupe) et par le communicateur. Un processus peut appartenir à plusieurs communicateurs
et avoir un rang diérent dans chacun d'eux [151].
Un message est divisé en une zone de données et une enveloppe. Les données contiennent
l'adresse de la mémoire tampon (buer), le nombre d'éléments et le type des données. L'enve-
loppe d'un message doit permettre la caractérisation et le traitement du message. Elle contient
donc le communicateur concerné, le numéro de l'émetteur, le numéro du récepteur, l'étiquette
du message et la taille du message. Il existe plusieurs modes de communication pour l'envoi et la
réception de messages. Les envois et réceptions peuvent être synchrones c'est-à-dire que le pre-
mier arrivé attend le second. Ils peuvent être a contrario asynchrones : l'émetteur et le récepteur
ne s'attendent pas. Un envoi asynchrone peut toutefois être bloqué par la non-consommation du
message par le récepteur. L'émetteur et le récepteur n'ont pas à être tous les deux synchrones
ou tous les deux asynchrones. La gure 3.12 montre l'implémentation d'un algorithme de fac-
torisation LU de matrices creuses (avec un grand nombre de zéros) asynchrone (développé par
l'ENSEEIHT,Toulouse) et synchrone (développé au NRSC à Berkeley) : les phases de calcul sont
colorées en bleu et les blocs rouges correspondent aux communications. L'algorithme asynchrone
arrive à recouvrir une partie des communications par des calculs. L'envoi et la réception peuvent
également être bloquants : la ressource est disponible en retour de la procédure autrement dit,
la donnée est modiable dès que le processus reprend la main sans que le message envoyé soit
modié. La réception peut être non-bloquante simple : un paramètre de retour indique si l'infor-
mation est disponible. Les envois et réceptions peuvent aussi être non-bloquants généraux : la
procédure rend la main au processus immédiatement sans garantie que la donnée ait été envoyée
ou reçue. Dans ce cas, l'utilisateur ne peut pas réutiliser l'espace mémoire associé au message
sans risque de changer ce qui sera envoyé. Il faut donc tester et attendre la libération (dans le
cas d'un envoi) ou la réception eective de la donnée. La gure 3.13.(a) montre l'envoi asyn-
chrone dans les cas bloquant et non bloquants. Dans le cas d'un envoi bloquant, si le message
est de petite taille, l'émetteur reprend immédiatement la main et l'envoi devient non-bloquant.
Si l'envoi est synchrone, l'émetteur doit attendre que le récepteur appelle une fonction de ré-
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Figure 3.12  Algorithme asynchrone vs Algorithme synchrone, image issue de [8].
(a) Envoi asynchrone (b) Réception
Figure 3.13  Mode bloquant et non-bloquant issu de [8].
ception. Les données sont alors copiées directement dans la zone de réception du destinataire.
La gure 3.13.(b) montre la réception en mode non-bloquant simple et en mode non-bloquante
générale. La communication entre les processeurs est beaucoup plus lente que le transfert des
données depuis la mémoire d'un seul processeur. Pour cette raison, il faut s'assurer qu'il y a
assez de travail pour chaque processeur pour compenser les coûts de communications ou il faut
recouvrir les temps de communication avec des calculs pour cacher la latence.
3.4.3 CUDA pour les GPUs
Le programme principal s'exécute sur le CPU. Une partie du code va s'exécuter sur le CPU
(en séquentiel ou en parallèle) : des calculs qu'on souhaite exécuter sur le CPU car il est dicile
de le paralléliser sur GPU ou car il n'y a pas assez de travail pour justier l'usage du GPU,
la gestion de la mémoire sur CPU et sur GPU, des synchronisations voire des communications.
Mais le programme principal peut également lancer des noyaux (kernel ) sur le GPU : les noyaux
sont des codes écrit spécialement pour s'exécuter sur le GPU. Une séquence classique de code
CUDA est : le CPU alloue de la mémoire sur le GPU, puis il copie les données dans la mémoire
globale du GPU allouée, le CPU lance ensuite l'exécution du noyau sur GPU, le GPU exécute
le noyau puis le CPU copie les résultats depuis la mémoire globale du GPU. Les noyaux GPU
sont exécutés par plusieurs threads en parallèle : tous les threads exécutent le même code : ils
eectuent la même opération mais sur des données diérentes. Chaque thread est identié de
manière unique. Le modèle CUDA regroupe les threads en blocs de threads, typiquement une
centaine de threads par bloc. À l'intérieur d'un bloc de threads, les threads peuvent interagir : ils
peuvent s'échanger des données via la mémoire partagée et ils peuvent être synchronisés. Les blocs
de threads sont indépendants et doivent donc pouvoir être exécutés dans n'importe quel ordre.
Ces blocs de threads sont eux-mêmes groupés en une grille comme montré en gure 3.14.(a).
Le bloc de threads est identié de manière unique dans une grille. La grille est un tableau de
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blocs exécutant le même noyau et peut accéder à la mémoire globale du GPU. Les blocs ne se
synchronisent qu'en terminant un noyau et en commençant un nouveau noyau. Un noyau est
exécuté sur une grille pour laquelle il est possible de spécier le nombre de blocs par grille et le
nombre de threads par bloc. Chaque thread est exécuté par un c÷ur du GPU. Un bloc de threads
est exécuté sur un seul SM : il peut y avoir plus de threads dans un bloc que de c÷urs disponibles
sur le SM, ce qui assure que le GPU a susamment de travail. Il est possible d'avoir plusieurs
blocs de threads s'exécutant sur un même SM, l'avantage est qu'ainsi, les blocs de threads vont
être échangés au cours de l'exécution pour cacher la latence. L'indépendance des blocs de threads
assure la scalabilité du code CUDA : en eet si on exécute huit blocs et qu'on dispose de deux
SMs, chaque SM est chargé de quatre blocs, si on dispose de quatre SMs, chaque SM est alors
chargé de deux blocs, ce qui est illustré en gure 3.14.(b) [51, 104, 227].
(a) Thread,Bloc et Grille (b) Scalabilité du GPU
Figure 3.14  Organisation logique du GPU : threads, blocs et grille issu de [51].
Cependant, les threads ne sont pas créés égaux. Les SMs sont de vrais processeurs vecto-
riels de largeur trente-deux, c'est-à-dire que trente-deux c÷urs agissent en mode bloqué plutôt
qu'indépendamment et partagent donc le même ot d'instructions avec un seul compteur de pro-
gramme. Les threads à l'intérieur d'un bloc sont organisés en groupe de trente-deux appelé warp.
Les threads de chaque warp exécutent une seule et même instruction. Si un bloc contient plu-
sieurs warps, les warps sont exécutés tour à tour. Les opérations mémoire sont également faites
sur la base d'un warp, autrement dit par bloc de trente-deux adresses mémoires consécutives
à la fois. Les branchements (conditionnel par exemple) peuvent donc être pénalisants pour le
parallélisation car les trente-deux threads d'un même warp exécutent la même instruction. Si au
sein d'un warp, certains threads exécutent à cause d'un branchement une instruction diérente
des autres threads du warp : chaque instruction diérente est traitée séquentiellement (et non
plus simultanément). Pour cela, les threads qui n'ont pas pris le chemin ne cours sont désactivés.
Dans le pire des cas, chaque thread d'un warp peut suivre un chemin qui lui est propre ce qui
conduit à l'exécution de trente-deux chemins en séquentiel. En revanche, les threads d'un warp
et les threads d'un autre warp peuvent exécuter des chemins diérents en parallèle [104].
Une application CUDA peut exécuter diérentes tâches simultanément : des calculs sur l'hôte,
des calculs sur le GPU, des transferts mémoires CPU vers GPU et des transferts mémoires GPU
vers CPU. Les possibilités dépendent d'une caractéristique du GPU : la Compute Capability
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Figure 3.15  Exemple d'utilisation de streams issu de [211].
(CC). Certaines opérations sont de plus considérées comme asynchrones (il n'y a pas d'attente
entre les deux exécutants) comme le lancement des noyaux (le CPU récupère donc la main une
fois le noyau GPU lancé) et les copies mémoires déclarées asynchrones. Un GPU (CC>2.x) peut
exécuter diérents noyaux simultanément. On peut également superposer l'exécution de noyau
et un transfert mémoire si on utilise la mémoire page-locked sur l'hôte. Un GPU (CC>2.x) peut
exécuter des copies CPU vers GPU et GPU vers CPU simultanément, si la mémoire allouée
sur CPU est page-locked. Un stream est une série de diérentes commandes (noyaux et copies
mémoire) qui s'exécutent dans l'ordre d'appel sur le GPU. Les commandes de diérents streams
peuvent s'exécuter dans un ordre quelconque ou simultanément sans garantie. La gure 3.15
montre comment l'utilisation de plusieurs streams asynchrones réduit le temps d'exécution du
programme CUDA en permettant à la copie et au noyau de s'exécuter simultanément. Cependant,
si on ne précise pas le stream sur lequel s'exécute un noyau, le noyau est lancé sur le stream
par défaut qui a eet de synchronisation implicite. En eet, toutes les opérations eectuées
sur le stream par défaut sont synchrones. L'asynchronisme peut donc être atteint en utilisant
plusieurs streams (diérents du stream par défaut), en copiant les données de manière asynchrone
avec la mémoire hôte page-locked et si les ressources sont disponibles. Certaines opérations sont
responsables d'une synchronisation implicite : l'utilisation du stream par défaut, les allocations
mémoires paged-locked sur CPU, les allocations dans la mémoire globale du GPU et les copies
synchrones. Il existe ensuite plusieurs synchronisations explicites. On peut synchroniser toutes
les opérations s'exécutant sur GPU : on attend la n de l'ensemble des opérations lancées sur le
GPU. On peut également synchroniser un seul stream : on attend la n de toutes les opérations
sur un stream. Enn, un stream peut être synchronisé à l'aide d'un événement : le stream attend
que l'événement spécié arrive avant de continuer son exécution. Les événements permettent
de mesurer précisément la progression d'une application. Un événement est ajouté comme une
opération dans un stream et obtient la date de sa complétion lorsque toutes les opérations qui
le précèdent sont terminées. [211].

Chapitre 4
Objectifs de la thèse
4.1 Objectifs
Cette thèse a pour objectif de proposer une méthode d'analyse guidée par les données appli-
cable à des acquisitions en IRMf alimentaire en tenant compte de la spécicité d'un tel paradigme.
Pour cela nous disposons d'un jeu de données de référence acquis pour la thèse qui permet d'éva-
luer les perturbations induites par les stimulations gustatives répétées. Ce jeu de données nous
a permis d'analyser les perturbations et de proposer une méthode pour corriger ces perturba-
tions. En s'appuyant sur la littérature, nous avons choisi de parcelliser les données à l'aide d'un
clustering hiérarchique agglomératif avec le critère de Ward. En particulier un des enjeux de la
thèse est de permettre la parcellisation d'un sujet sur l'ensemble du cerveau (même pour des
images à haute résolution spatiale) en quelques heures en considérant l'ensemble de la réponse
temporelle. Le développement d'une méthode ecace de parcellisation passe par le développe-
ment d'algorithmes parallèles. Enn, cette thèse a pour objectif de mettre en ÷uvre une analyse
multi-échelle des données, c'est-à-dire de regarder le résultat de la parcellisation pour diérents
nombres de parcelles. L'objectif de cette analyse multi-échelle est d'identier des régions codant
les caractéristiques du stimulus alimentaire utilisé ; et de pouvoir raner la localisation de ces
régions en des sous-régions plus nes.
4.2 États de l'art
Sont regroupés ici trois états de l'art. Nous établissons d'abord un rapport sur les diérentes
techniques de correction du bruit contaminant les données d'IRMf présenté en section 1.2.3. Nous
présentons ensuite les travaux sur la parallélisation des algorithmes de clustering hiérarchique
agglomératif (sans se restreindre au critère de Ward) et les travaux sur la parallélisation du calcul
de la distance euclidienne, qui représente une part importante de l'algorithme de Ward.
4.2.1 Correction du bruit
Nous présentons ici les diérentes méthodes pour réduire le bruit physiologique et pour tenir
compte des mouvements de la tête. Les mouvements de la tête posent particulièrement problème
lorsqu'ils sont corrélés avec la tâche expérimentale (discours manifeste ou déglutition par exemple
[25]) car ils peuvent empêcher la diérentiation entre le signal BOLD et le mouvement malgré le
moyennage du signal sur les diérentes répétitions de la tâche. Pelphrey et al. soulignent qu'une
corrélation entre un artéfact de mouvement et le stimulus est susceptible de biaiser gravement
les résultats [57].
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4.2.1.1 Bruits physiologiques
Les bruits physiologiques peuvent être aliasés et donc mélangés au signal d'intérêt en fonction
du temps de répétition choisi. L'inconvénient du phénomène d'aliasing est que les bruits physiolo-
giques ne peuvent pas être enlevés par ltrage temporel. On distingue trois approches pour tenir
compte du bruit physiologique. La première approche consiste à utiliser un enregistrement ex-
terne de la pulsation cardiaque (à l'aide d'un oxymètre par exemple) et de la respiration (à l'aide
d'une ceinture pneumatique) pour réduire le bruit physiologique grâce à un ltre coupe-bande
ou grâce au logiciel RETROICOR [77]. Lorsqu'aucun enregistrement n'est disponible (car non
acquis ou inexploitable), le bruit physiologique peut être estimé en moyennant le signal dans des
régions dominées par le bruit physiologique comme les larges vaisseaux sanguins, les ventricules
ou la substance blanche. Enn, des approches conduites par les données ont aussi été dévelop-
pées pour enlever le bruit physiologique. Par exemple, le logiciel CompCor utilise l'analyse en
composantes principales (voir section 2.2.1 pour une explication de la méthode) pour éliminer le
bruit physiologique [21]. Les algorithmes CORSICA [165] et PESTICA [18] emploient l'analyse
en composantes indépendantes spatiales pour CORSICA et temporelles pour PESTICA (voir
section 2.2.2 pour la méthode) pour trouver les composantes liées au bruit physiologique et les
enlever du signal mesuré.
4.2.1.2 Mouvements
L'analyse du mouvement a connu récemment un regain d'intérêt en raison de l'avènement
de l'IRMf dont les résultats sont très sensibles aux mouvements spontanés du sujet. Power et
al. ont proposé cinq indicateurs de mouvement fondés soit sur le déplacement des images, soit
sur l'évolution du signal au cours de l'expérience : le framewise displacement ,l'absolute trans-
lational/rotational displacement , la variation du signal dans des compartiments tissulaires et la
moyenne du signal sur l'ensemble du cerveau (les deux premiers sont détaillés en section 5.3.1)
[170].
Si une correction du mouvement apparaît nécessaire, il n'y a pas de consensus sur l'intérêt
d'utiliser un facteur de correction plutôt qu'un autre. Siegel considère que le réalignement est
indispensable mais n'est pas susant [187]. Car le réalignement ne corrige ni les modulations
du signal ni les distorsions non linéaires de l'image qui résultent du mouvement. En eet, le
réalignement rigide ne corrige ni les modulations du signal ni les distorsions non linéaires de
l'image qui résultent du mouvement. Il sera donc insusant dans notre cas puisque Birn et al. [25]
ont montré que les modulations du champ magnétique pendant la parole ou la déglutition peuvent
générer des distorsions. Régresser le signal avec un modèle linéaire intégrant les paramètres de
nuisance estimés au moment du réalignement des images peut réduire l'eet des mouvements de
la tête mais pas les variations de susceptibilité ou les distorsions non rigides [228]. Ainsi, une
correction non-linéaire du mouvement est nécessaire en plus du recalage rigide(ou réalignement).
Friston et al. ont proposé une extension non-linéaire des paramètres de recalage rigide incluant
la dérivée de chaque paramètre et l'élévation au carré des douze paramètres ainsi obtenus [71].
Caballero-Gaudes et al. suggèrent également d'utiliser le signal moyen dans la substance blanche
ou dans le liquide céphalo-rachidien comme régresseur de non-intérêt.Cependant, ces signaux
doivent être calculés avant tout lissage spatial et être dénis sur des masques stricts pour éviter
de mélanger des signaux de diérents tissus [32].
Les approches les plus communément utilisées sont les approches de censure consistant à
identier et rejeter les images trop altérées à partir d'un ensemble de critères pour estimer le degré
de mouvement ou la quantité de variations due aux artéfacts dans l'intensité de l'image. Siegel a
comparé une censure avec ou sans augmentation (élimination des points précédents ou suivants
le point éliminé par la censure) et les régresseurs de mouvements. Il a souligné la supériorité de
la censure sur la régression, les deux méthodes permettant une augmentation de la signicativité
des activations. L'amélioration due à la régression semble modeste et insusante pour corriger
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de fortes modulations du signal, comme en IRMf gustative. Il a également testé l'eet combiné
de la censure et de la régression à partir de la dérivée des paramètres de mouvement, mais les
changements de z-scores ne sont pas signicativement diérents de ceux observés en utilisant
uniquement la censure. Cependant, il n'a étudié ni la régression par le signal global [173] ni
la régression avec un signal extra-cérébral. En outre, Xu et al. considèrent les approches de
censure comme problématiques en raison de la diminution de la puissance statistique, de la
présence de données altérées qui ne dépasseraient pas le seuil de la censure et de la présence de
séries temporelles discontinues plus diciles à analyser. En eet, la censure réduit le nombre de
degrés de liberté créant un déséquilibre dans le groupe puisque certains sujets qui présenteront
plus de mouvement auront moins de degré de liberté. De plus, même si le signal est interpolé
pour les scans censurés au lieu d'être supprimé, les discontinuités ou l'interpolation perturbent
la corrélation temporelle du signal [32].
Une alternative à la censure et à l'utilisation des paramètres de mouvement est l'utilisation
de méthodes conduites par les données. Caballero-Gaudes et al. expliquent en eet que les ap-
proches guidées par les données pourraient mieux tenir compte à la fois du mouvement entre
les coupes et de l'hétérogénéité spatiale du bruit que la régression avec les paramètres de mou-
vements. Plusieurs auteurs ont créé des classieurs à partir d'une décomposition des données
en composantes indépendantes an de séparer les composantes de signal des composantes de
bruit [141, 207, 203, 228]. Ces classieurs se fondent sur diérents critères : temporels (corréla-
tion avec les régresseurs des tâches exécutés ou avec les paramètres de mouvement), fréquentiels
(proportion du spectre de puissance au-dessus d'un seuil donné, distribution dans les bandes de
fréquence) et spatiaux (taille des clusters et leurs distributions, fréquence spatiale, entropie,la
proportion de voxels dans chacun des tissus). Le classieur choisi et le nombre de critères varient
d'un classieur à l'autre. Le débruitage à l'aide de l'analyse en composantes indépendantes est
détaillée en section 2.2.2.3.
4.2.2 Parallélisation des algorithmes de clustering hirérachique
Olson a proposé un algorithme hiérarchique agglomératif parallèle pour plusieurs critères
d'agglomération sur un PRAM (architecture à mémoire partagée) [159]. Rasmussen et al. ont
développé l'algorithme de Ward sur un réseau de processeurs distribué ICL (qui fut le premier or-
dinateur massivement parallélisé commercialisé) [175]. Leur algorithme a atteint une accélération
de 6 pour une matrice de taille 20×10 000. Matias-Rodrigues et al. ont développé HPC_CLUST
un clustering hiérarchique agglomératif parallèle sur un système à mémoire distribuée en utilisant
l'interface MPI [142]. Ils ont testé leur algorithme sur un cluster de calcul de 24 n÷uds avec 8
c÷urs chacun pour parcelliser un million de séquences de gènes et ont ainsi calculé et trié la dis-
tance en 57 min au lieu de plus de 10 000 min avec un seul processeur. Du et al. ont implémenté
une version MPI sur un cluster de n÷uds en distribuant le calcul de la distance et également
le calcul de la distance minimale et les mises à jour de la distance [59] sur les diérents proces-
seurs : ils ont obtenu une accélération maximale de 25 pour 48 processeurs pour une matrice X
de taille 300×10, 000.Dash et al. [54] ont proposé l'algorithme parallèle de recouvrement partiel
dans lequel les données sont découpées en cellules qui se recouvrent partiellement, de sorte que
plusieurs parcelles peuvent être fusionnées à la même itération s'ils appartiennent à des cellules
diérentes. La parallélisation consiste à distribuer les cellules sur les diérents processeurs. Ils
ont obtenu une accélération maximale de 8 avec 8 processeurs pour un jeu de données de taille
2 × 60, 000. Zhang et al. ont quant à eux développé un algorithme hiérarchique agglomératif
entièrement sur GPU pour la génétique en utilisant la mémoire texture du GPU et ont ainsi
obtenu une accélération entre 2 et 4 pour tout l'algorithme en regroupant jusqu'à 4 096 gènes
[233].
52 CHAPITRE 4. OBJECTIFS DE LA THÈSE
4.2.3 Parallélisation de la distance
Avec le développement des processeurs graphiques dédiés au calcul, plusieurs auteurs ont
développé des algorithmes de calcul de la distance sur GPU. Chang et al. [40] ont proposé un
noyau CUDA pour calculer la distance mais uniquement pour des matrices dont les dimensions
sont multiples de 16. Leurs matrices de tests ont au plus nV=12 000 vecteurs et nT=64 carac-
téristiques, alors que les jeux de données plus larges on des centaines de milliers d'instances,
la distance pour de tels jeux de données ne peut être calculée par cette méthode à cause de la
taille limitée de la mémoire GPU. Kim et al. ont étendu le travail de Chang quelle que soit la
dimension de la matrice en ajoutant des lignes et des colonnes de zéros à la matrice pour que
les nouvelles dimensions soient multiples de 16 [117].Cependant, leur implémentation n'est pas
adaptée pour les grands jeux de données à cause de la taille de la mémoire GPU. Li et al. ont
proposé une implémentation du calcul de la distance en utilisant CUBLAS qui peut être étendu
au calcul sur plusieurs GPUs [124]. Zhang et al. ont également parallélisé le calcul de la distance
sur GPU mais en utilisant la mémoire texture et en prenant jusqu'à 4 096 gènes, ils ont accéléré
le calcul de la distance d'un facteur 12 [233]. Sarje et al. ont développé un algorithme sur GPU
pour le calcul de la distance entre toutes les paires (M1i,M2i) où M1 et M2 sont deux matrices
contenant nV vecteurs de taille nT, adaptables à diérentes distances [180]. Ils proposent de
découper la matrice de distance en tuiles rectangulaires et de découper également ces tuiles en
sous-tuiles an de pouvoir réutiliser une partie des données que les threads du GPU ont chargé
dans leur mémoire partagée. Lorsque la dimension nT est trop grande pour qu'un vecteur entre
en entier dans la mémoire partagée, ils décomposent le vecteur en coupes de dimension plus pe-
tite. Après une étude de la taille des tuiles et des coupes, ils obtiennent en simple précision une
accélération autour de 350 et une accélération autour de 90 en double précision.Cependant, ils
ont testé leur implémentation avec des vecteurs de grande dimension (nT=5419 et nT=40 000)
mais un nombre assez réduit de vecteurs (nV variant entre 1 000 et 6 000). Avec un nombre peu
élevé de vecteur, la matrice de distance tient dans la mémoire centrale du GPU et les vecteurs
d'entrée sont découpés en coupes pour entrer dans la mémoire GPU. Plus récemment, Czarnul
a implémenté le calcul de la distance en utilisant à la fois OpenMP et CUDA [52]. Pour cela,
il a découpé la matrice de triangulaire en blocs rectangulaires qui sont ensuite réparti entre le
GPU et le CPU. Il aecte un processus léger pour chaque GPU disponible an de distribuer le
calcul sur le GPU et il aecte les processus légers restants au calcul de la distance. Pour un jeu
de données de taille nT=20 000 et nV=10 000, il a obtenu une accélération de 5.
Plusieurs parallélisations pour le calcul de la distance euclidienne et l'algorithme
de clustering hiérarchique agglomératif ont été proposés. Cependant, excepté l'algo-
rithme proposé par Matias-Rodrigues et al., aucune implémentation n'a été appli-
quée à la parcellisation d'un grand nombre de vecteurs avec un nombre de caracté-
ristiques assez grand. Pour pouvoir traiter les données d'IRMf qui comportent entre
50 000 et 500 000 vecteurs de dimension entre 100 et 1 000, il apparaît nécessaire de
développer de nouvelles implémentations de l'algorithme de Ward.
4.3 Organisation du manuscrit
Le chapitre 5 décrit le jeu de données acquis pour la thèse ainsi que l'analyse des perturbations
et leur correction. Le chapitre 6 présente l'algorithme de Ward et sa parallélisation. Le chapitre
7 contient le travail réalisé pour le calcul de la distance : algorithmes séquentiel et parallèles,
ainsi que le stockage de la matrice de distance. Le chapitre 8 donne les résultats numériques
pour le calcul de la distance et la parallélisation de l'algorithme de Ward. Le chapitre 9 illustre
l'application de la parcellisation au jeu de données. Enn, le chapitre 10 conclut la thèse.
Deuxième partie
Données&Méthodes
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Chapitre 5
Données
Ce chapitre présente le jeu de données acquis pour la thèse dans la première section et
les prétraitements appliqués, en particulier la méthode de normalisation, des données dans la
deuxième section. La troisième section est consacrée à la caractérisation du mouvement et sa
correction par la méthode de l'ellipse de conance. La dernière partie explique la manière dont
les données sont parcellisées.
5.1 Jeu de données
5.1.1 Participants
Avant le recrutement pour la session d'IRMf, les participants ont été invités à une session
préalable. Chaque participant a dû conrmer qu'il n'avait pas d'antécédents cliniques de graves
maladies et qu'il disposait de capacités olfactives et gustatives normales. Pour détecter les in-
susances olfactives ou gustatives, chaque participant a passé le test européen des capacités
olfactives (ETOC) [204] ainsi qu'un test de reconnaissance des quatre goûts basiques (c'est-à-
dire sucré, salé, acide et amer). Les participants ont ensuite attribué un score à la boisson utilisée
lors de l'expérience d'IRMf sur une échelle analogue visuelle de dix centimètres avec le label  Je
n'aime pas du tout  placé à gauche au point 0 cm et le label  J'aime beaucoup  placé à droite
au point 10 cm. Les résultats montrent que les participants ont évalué positivement la boisson
(6, 4± 1, 6).
Les participants se sont également entraînés à boire et à avaler dans les conditions de l'ex-
périence lors d'une session dédiée une semaine avant l'acquisition. Lors de cette session, les
participants étaient couchés sur leur dos, la tête immobilisée par une fausse bobine de tête et
les stimuli étaient délivrés par un gustomètre compatible avec le scanner et aux mêmes temps
que lors de l'acquisition. Quatre participants sains, droitiers et volontaires (un homme et trois
femmes), âgés de 23, 2±1, 5 ans et d'indice de masse corporelle 22, 4±2, 3 kg/m2, ont participé à
l'étude. Les participants n'ont pas été autorisés à manger et n'ont pu boire que de l'eau pendant
les deux heures précédant la session d'IRMf. Cette étude a été approuvée par le comité éthique
de l'hôpital universitaire de Clermont-Ferrand (AU1283) et l'accord écrit de chaque participant
a été obtenu conformément à la déclaration d'Helsinki.
5.1.2 Paradigme
Le paradigme fonctionnel est découpé en blocs. Une répétition consiste en quatre phases
successives qui commencent par un signal visuel d'avertissement pendant deux secondes, suivi de
la réception d'un millilitre d'eau de source (Volvic, Danone, France) ou d'une boisson sucrée (sirop
de pêche dilué à 10,2 g/100 mL d'eau de source, Teisseire, France) pendant cinq secondes, liquide
gardé en bouche pendant cinq secondes puis la phase de déglutition pendant trois secondes.
La phase de repos suivante dure vingts secondes plus ou moins un jitter aléatoire (d'une durée
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maximale de 1,5 secondes). Chaque phase est signiée au sujet au moyen d'une image particulière
(cf. Figure 5.1. Ce bloc de trente-cinq secondes a été répété quarante fois par session. Les deux
boissons ont été présentées alternativement. Deux sessions de vingts-quatre minutes ont été
réalisées pour chaque sujet pendant la même session.
Temps| | | | |
2s 5s 5s 3s 19s-21s
Avertissement
Réception Boisson
Attente
Déglutition
Attente
Figure 5.1  Paradigme de l'expérience de déglutition.
Tous les stimuli liquides ont été administrés à température ambiante (23°C) avec un gusto-
mètre. Le gustomètre est composé de huit pompes à seringues programmables (Aladin Pump,
World Precision Instrument, Sarasota, États-Unis), contrôlées par le logiciel E-Prime 2.0 (Psy-
chological Software Tools, Sharpsburg, États-Unis). Chaque pompe tient une seringue en verre
d'une contenance de 50 mL (Fortuna Optima, Poulten & Graf GmbH, Wertheim, Allemagne)
connectée à un tube de distribution de boisson Tygon®(Saint-Gobain Performance Plastics,
France). Les huit tubes de distribution convergent vers le même collecteur, xé à la bobine de
tête, de manière à obtenir une administration reproductible de la solution sur la langue des sujets
[215]. Les signaux visuels ont été présentés sur un écran via un système de stimulation visuelle
compatible avec le scanner (NordicNeuroLab, Bergen, Norvège).
Lors de cette expérience, un capteur de pression a aussi été posé sous l'épiglotte, an de
détecter l'ouverture de la bouche et la déglutition du sujet. Le relevé de pression est étudié en
section 9.1.
5.1.3 Acquisition des données
Les données d'imagerie ont été acquises sur un système à résonance magnétique General
Electric Discovery MR750 à 3 T (General Electric Medical Systems, Milwaukee, États-Unis).
Une bobine de tête à 32 canaux receive-only phased-array a été utilisée pour l'acquisition des
images cérébrales. Une séquence (BRAVO) d'acquisition FSPGR 3D avec préparation IR a été
utilisée pour acquérir les images anatomiques du cerveau entier pondérées en T1 pour chaque
sujet. Les images T2*-pondérées à gradient d'écho ont été acquises en utilisant un encodage 2D et
un seul volume utilisant une trajectoire cartésienne de type Echo-Planar ou EPI (TR=3000 ms,
TE=30 ms et angle d'inclinaison=90°). Les images ont été acquises en haute-résolution spatiale
selon une orientation axiale coplanaire avec la ligne CA-CP (commissure antérieure-commissure
postérieure) avec un petit volume de voxels égal à 1,5 × 1,5 × 1,8 mm3 (42 coupes contiguës
entrelacées, taille=192 × 192 mm2, une matrice de 128 par 128, une bande-passante en réception
de 250 kHz et encodage de la phase de la gauche vers la droite). Une haute résolution spatiale a
été choisie an de faciliter la détection des faibles activations en particulier dans les régions qui
tendent à être sensibles aux artéfacts de susceptibilité [106].
Les images fonctionnelles acquises pendant l'expérience sont fortement entachées de distor-
sions géométriques, notamment sur les coupes inférieures. Ces distorsions sont dues à l'utilisation
la technique EPI qui favorise la rapidité au prix d'une sensibilité accrue aux hétérogénéités du
champ magnétique. Pour faciliter la correction a posteriori de ces distorsions, une image de réfé-
rence présentant sensiblement le même contraste mais sans distorsion géométrique a été acquise
pour chaque sujet. Cette image pondérée en T2 (notée T2w) s'ajoute à l'imagerie pondérée T1
pour constituer les acquisitions anatomiques permettant de normaliser les images fonctionnelles.
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5.2 Prétraitements
Tous les prétraitements ont été eectués à l'aide du logiciel SPM12 (Statistical Parametric
Mapping ; Welcome Trust Dept of Cognitive Neurology, Londres, Royaume-Uni) disponible sous
MATLAB. Les images suivent un processus de prétraitement classique en IRMf de slice timing
correction, de recalage des images fonctionnelles sur les images anatomiques et de normalisation
dans un espace neuroanatomique de référence (espace MNI). Classiquement, les images EPI sont
recalées sur l'image anatomique T1 au moyen d'une transformation rigide. Notre originalité réside
essentiellement dans l'idée de se servir de l'image T2w pour eectuer une étape de correction
des distorsions géométriques à l'échelle individuelle. Pour cela, la boîte à outils de DARTEL
(Dieomorphic Anatomical Registration using Exponentiated Lie algebra [14]) a été utilisée car
elle dispose de fonctions de recalage non linéaires.C'est pourquoi nous ne détaillons que ce point
et nous contentons de donner les paramètres utilisés pour les autres étapes.
5.2.1 Prétraitements classiques
Tout d'abord, les volumes EPIs de chaque sujet sont corrigés pour le slice timing avec les
paramètres suivants : nombre de coupes=42, ordre des coupes croisé c'est-à-dire coupes impaires
puis coupes paires, coupe de référence : la coupe no 2, donnant les volumes aEPI. L'étape suivante
est le réalignement (Estimation&Reslice) : les EPIs sont réalignées sur l'image moyenne calculée
pour les deux sessions. L'estimation est calculée avec les paramètres suivants : qualité de 1,
séparation xée à 1,5 avec un smoothing isotrope de 3 mm sans warping et en interpolant
avec des B-splines d'ordre 7. Le reslice s'eectue sans warping et en interpolant avec des B-
splines d'ordre 7. À la n de l'étape de réalignement et de reslice (boîte Réalignement), on
obtient des images réalignées (raEPIs) et leur image moyenne (raEPI). Vient ensuite l'étape
de coregistration. An d'améliorer les résultats de la coregistration, nous dénissons l'origine de
l'EPI moyenne, des EPIs, de la T1 pondérée et de la T2 pondérée sur la commissure antérieure.
Il faut d'abord rééchantilloner la T1 pondérée pour obtenir la même résolution spatiale qu'en
EPI (1,5 mm isotrope). Nous commençons par coregistrer la T2 pondérée (image source) sur la
T1 pondérée (image de référence), ce qui permet d'unier la géométrie entre la T1 pondérée et
la T2 pondérée et d'eectuer un premier recalage ane (ce qui donne une image T2w coregistrée
notée cT2w). L'EPI moyenne (image source) est ensuite coregistrée sur la T2 pondérée (image de
référence) obtenue par la coresgistration précédente : l'image moyenne coregistrée notée craEPI
et une transformation ane qui est appliquée aux EPIs permettant d'obtenir les EPIs coregistrées
(craEPI). Les deux coregistrations se font avec les paramètres par défaut de SPM excepté pour
le vecteur de séparation qui vaut [4 2 1,5] et l'interpolation qui se fait avec des B-splines d'ordre
7.
5.2.2 Normalisation
5.2.2.1 Méthode
Après recalage des deux images anatomiques (T1w et T2w), l'EPI moyenne (image source)
est recalée sur la T2 pondérée (image de référence) avec une transformation ane. Les corrections
appliquées jusqu'ici sont seulement anes. L'idée est donc d'appliquer la fonction de recalage non-
linéaire de DARTEL. Celle-ci ne traitant que des images binaires, l'EPI moyenne et les images
anatomiques sont segmentées avec la fonction Segment avec les paramètres par défaut. Cette
segmentation génère une carte oue d'appartenance aux diérentes classes de tissus cérébraux ;
substance grise (préxe c1 et rc1), substance blanche (préxe c2 et rc2) et liquide céphalo-
rachidien (préxe c3 et rc3). Les ots de déformation (u_rc_EPI et u_rc_T1w) sont ensuite
calculés par la fonction Run DARTEL : en regroupant le tissu de substance grise issu de la
segmentation de la T1 pondérée avec celui issu de la segmentation de l'EPI moyenne coregistrée ;
le tissu de substance blanche issu de la segmentation de la T1 pondérée avec celui issu de la
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segmentation de l'EPI moyenne coregistrée ; et le tissu du liquide céphalo-rachidien issu de la
segmentation de la T1 pondérée avec celui issu de la segmentation de l'EPI moyenne coregistrée,
en utilisant les paramètres par défaut (cf. Section A.1). Cette transformation non-linéaire
(appelée également étape de warping) est appliquée à toutes les images EPI, sujet par sujet.
Ensuite l'étape de normalisation DARTEL classique (étapes 8 et 9) est appliquée. Elle consiste
à construire un modèle moyen après recalage non-linéaire inter-sujet des images anatomiques
T1w. Ce modèle est ensuite recalé à un modèle moyen qui est positionné dans le repère neu-
roanatomique de référence MNI. Ces deux étapes sont appliquées bien sûr sur l'ensemble des
acquisitions T1.
5.2.2.2 Résultats
Pour comparer l'approche conventionnelle (une seule normalisation au niveau du groupe)
et notre approche, les images cmeans (EPIs moyennes coregistrées) ont été moyennées sur les
quatre sujets. La gure 5.3 montre les images moyennes avec un warping individuel à gauche et
sans warping individuel à droite (approche conventionnelle). Pour les coupes inférieures, l'ajout
de l'étape de warping individuel permet de retrouver du signal (zones grises sur les gures de
gauche correspondant à des zones noires sur les gures de droite).
L'amélioration induite par le warping individuel est spectaculaire, notamment
au niveau des coupes inférieures qui présentent deux améliorations majeures : (1)
les contours du cerveau sont plus nets, ce qui illustre une meilleure correspondance
anatomique inter-sujets, (2) les atténuations du signal dues aux diérences de suscep-
tibilité magnétique sont partiellement compensées par le warping individuel. C'est
donc cette méthode, plus complexe, mais plus performante qui est utilisée.
5.3 Caractérisation du mouvement et correction
5.3.1 Notations et dénitions
Le tableau 5.1 dénit les diérents paramètres de mouvement utilisés par la suite. Pour
les dérivées des paramètres de réalignement, on considère par convention la valeur au premier
pas de temps comme égale à 0. TAD est l'abréviation de Translational absolute displacement .
RAD est l'abréviation de Rotational absolute displacement . FD est l'abréviation de framewise
displacement . Les notations TAD′ et RAD′ sont abusives car TAD′ (respectivement RAD′)
n'est pas la dérivée de TAD(t) (respectivement RAD) mais la somme des dérivées.
5.3.2 Quelques mesures caractérisant les données
La caractérisation du mouvement du sujet repose d'abord sur les paramètres issus du recalage
rigide eectué pour mettre en correspondance toutes les images EPI acquises au cours du temps.
Les paramètres obtenus quantient donc le mouvement de tête du sujet entre deux acquisitions
successives espacées de TR (ici 3 s). Ces paramètres ne reètent que partiellement le mouvement
eectué au cours du paradigme, en particulier les mouvements non rigides (ouverture de bouche,
déglutition, . . . ).
Le tableau 5.2 montre les statistiques des paramètres issus du recalage rigide
[∆x(t) ∆y(t) ∆z(t) roll(t) pitch(t) yaw(t)] .
Le tableau montre pour chacun la valeur moyenne (µ), l'écart-type (σ), la médiane (Md.) et les
extrema (Min et Max). Les paramètres de mouvement montrent une variabilité intra-sujet : les
moyennes changent entre les deux sessions. De plus, il y a également de la variabilité inter-sujet
(en comparant par exemple le paramètre roll(t) pour les sujets nos 1 et 2). En se fondant sur
les caractéristiques du paramètres du mouvement, on peut en déduire qu'un soin
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EPI T2w T1w
1)Slice timing (a)
aEPI
2)Réalignement (r)
raEPI EPI Même origine
3)Co-registration (c)
ci
bl
e
cT2w
4)Coregistration (c)
cible
source
craEPI cEPI
5)Segmentation 5)Segmentation
c1EPI
rc1EPI
c2EPI
rc2EPI
c3EPI
rc3EPI
c1T1w
rc1T1w
c2T1w
rc2T2w
c3T1w
rc3T1w
6)Dartel template
Templateu_rc_EPI u_rc_T1w
7)Warp (w) 7)Warp (w)
wEPI wEPI wT1w wrc1T1w wrc2T1w wrc3T1w
Pour
chaque
sujet
wrc1T1w Sn wr2T1w Sn wrc3T1w Snwrc1T1w S1 wrc2T1w S1 wrc3T1w S1
8)Dartel template
Template u_rc_T1wu_rc_T1w S1 u_rc_T1w Sn
9)Warp (w)
wwEPI wwEPI wwT1w
Pour chaque sujet
Images Prétraitement Entrées des prétraitements Sortie des prétraitements
Tissu de SG Tissu de SB Tissu du LCR Prétraitement de groupe
En provenance des autres sujets (a-z) Préxe des images de sortie
Figure 5.2  Chaîne des prétraitements : Les EPIs subissent les prétraitements classiques (
étapes 1 à 5). Une étape de warping (c'est-à-dire de déformation non linéaire) est ajoutée à
l'échelle individuelle (étapes 6 à 7). Après ce warping individuel, la normalisation de groupe est
appliquée (étapes 8 à 9).
La segmentation donne les cartes de tissus de la substance grise (SG, préxe c1), de la substance blanche (SB, préxe c2)
et du liquide céphalo-rachiden (LCR, préxe c3). Les images rc* correspondent aux cartes de tissus  importés  pour
DARTEL.
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(a) Avec warping individuel (b) Sans warping individuel
(c) Avec warping individuel (d) Sans warping individuel
(e) Avec warping individuel (f) Sans warping individuel
(g) Avec warping individuel (h) Sans warping individuel
Figure 5.3  Comparaisons de plusieurs coupes axiales pour les deux approches : gures a) et
b) z=-24 mm MNI ; gures c) et d) z=-20mm MNI ; gure e) et f) z=-12 mm MNI et gures g)
et h) z=38 mm MNI.
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Paramètres de réalignement
∆x(t) Translation
∆y(t) Translation
∆z(t) Translation
roll(t) Rotation
pitch(t) Rotation
yaw(t) Rotation
Indicateurs de mouvement
TAD (t) |∆x(t)|+ |∆y(t)|+ ‖∆z(t)|
RAD (t) |roll(t)|+ |pitch(t)|+ |yaw(t)|
Dérivées de paramètres de réalignement
x′(t) ∆x(t)−∆x(t− 1)
y′(t) ∆y(t)−∆y(t− 1)
z′(t) ∆z(t)−∆z(t− 1)
roll′(t) roll(t)− roll(t− 1)
pitch′(t) pitch(t)− pitch(t− 1)
yaw′(t) yaw(t)− yaw(t− 1)
Indicateurs de mouvement
FD (t) |x′(t)|+ |y′(t)|+ |z′(t)|+ |roll′(t)|+ |pitch′(t)|+ |roll′(t)|
TAD' (t) |x′(t)|+ |y′(t)|+ |z′(t)|
RAD' (t) |roll′(t)|+ |pitch′(t)|+ |roll′(t)|
Variations du signal
sWM Variation moyenne dans la substance blanche (masque à 90%)
sWM =
∑
v∈WM
s(v,t)−s(v)
s(v)
× 100
sGM Variation moyenne dans la substance grise (masque à 90%)
sGM =
∑
v∈GM
s(v,t)−s(v)
s(v)
× 100
MP (t) Ensemble des paramètres dénis ci-dessus
Table 5.1  Paramètres de mouvement.
particulier doit être apporté au mouvement puisqu'il y a à la fois une variabilité
intra-sujet et une variabilité inter-sujet. Quant au relevé de pression, les statistiques ne
dièrent pas beaucoup entre les sujets excepté le minimum du relevé de pression.
5.3.3 Mise en évidence de perturbations dans la substance grise
Les diagrammes de Power ont été introduit pour caractériser le mouvement à l'échelle indi-
viduelle et pour évaluer la qualité des données [169]. Leur idée est de mettre en correspondance
les paramètres de recalage rigide avec la variation de signal dans la substance grise et dans la
substance blanche. Ils ont été introduits comme un outil d'évaluation de la qualité des don-
nées acquises car ils permettent d'identier diérents artéfacts. Utilisés en IRMf au repos, nous
proposons de l'étendre aux données d'IRMf avec tâche. En eet, ces diagrammes sont complé-
mentaires à l'étude menée sur les paramètres de réalignement car ils permettent de visualiser les
conséquences du mouvement sur le signal.
Les diagrammes de Power [169] tracés pour chacune des sessions d'acquisition de l'expérience
de déglutition présentée en section 5.1 pour les quatre sujets (cf. Figures 5.4 à 5.7) mettent
en évidence la présence de fortes perturbations dans la substance blanche, perturbations se
propageant dans la substance grise. Ces modulations dans la substance blanche sont inattendues
et sont donc le stigmate d'un artéfact de mouvement. Les sessions ont été séparées car elles ne
présentent pas la même ligne de base. La variation du signal a été calculée par rapport à la ligne
de base caractéristique de la session d'acquisition. Les gures 5.4 à 5.7 montrent les diagrammes
de Power pour les quatre sujets. Le premier graphique représente l'évolution de TAD′ au cours
du temps, le deuxième graphique montre l'évolution de RAD′ au cours du temps. Le troisième
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Paramètres Sujet 1 Sujet 2 Sujet 3 Sujet 4
de mouvement Session 1 Session 2 Session 1 Session 2 Session 1 Session 2 Session 1 Session 2
∆x(t)
µ -0.15 -2.99 0.11 -1.24 0.43 -1.72 0.08 -2.68
σ 0.53 0.45 0.08 0.06 0.17 0.16 0.09 0.06
Méd. -0.34 -2.77 0.11 -1.24 0.46 -1.73 0.07 -2.68
Min -0.86 -5.22 -0.09 -1.44 -0.01 -2.14 -0.13 -2.82
Max 1.31 -2.21 0.33 -1.09 0.94 -1.27 0.36 -2.49
∆y(t)
µ -1.63 -2.52 0.19 0.28 -0.40 0.24 0.06 0.23
σ 0.64 0.42 0.11 0.06 0.40 0.23 0.05 0.04
Méd. -1.64 -2.43 0.19 0.29 -0.34 0.23 0.08 0.23
Min -2.98 -3.43 -0.16 0.13 -1.13 -1.00 -0.21 0.03
Max 0.21 -1.51 0.43 0.46 0.45 0.84 0.17 0.32
∆z(t)
µ -0.19 -1.05 0.00 -0.57 0.49 0.90 0.82 0.75
σ 0.26 0.22 0.19 0.31 0.32 0.34 0.35 0.15
Méd. -0.13 -1.06 0.01 -0.70 0.45 0.94 0.86 0.74
Min -1.27 -1.66 -0.58 -1.11 -0.36 -0.32 -0.32 0.17
Max 0.74 -0.45 0.64 0.15 1.52 1.87 2.05 1.75
roll(t)
µ -1.46 -2.26 -0.12 -0.04 0.95 0.36 -0.55 -0.14
σ 0.58 0.36 0.31 0.26 0.50 0.30 0.33 0.21
Méd. -1.48 -2.17 -0.13 -0.03 0.91 0.35 -0.53 -0.15
Min -1.27 -1.66 -0.58 -1.11 -0.36 -0.32 -0.32 0.17
Max 0.17 -1.31 0.90 0.58 1.89 1.99 0.16 0.36
pitch(t)
µ -0.33 -1.11 -0.14 -0.03 -0.22 -0.95 0.05 -0.23
σ 0.31 0.22 0.08 0.08 0.15 0.23 0.17 0.08
Méd. -0.45 -1.05 -0.12 -0.03 -0.23 -0.95 0.08 -0.23
Min -0.73 -2.09 -0.40 -0.20 -0.59 -1.54 -0.30 -0.43
Max 0.44 -0.58 0.06 0.17 0.12 -0.47 0.47 -0.02
yaw(t)
µ 0.05 -0.50 0.07 0.14 0.28 -0.64 -0.26 0.13
σ 0.11 0.32 0.05 0.04 0.09 0.28 0.14 0.07
Méd. 0.06 -0.39 0.07 0.15 0.28 -0.54 -0.27 0.14
Min -0.25 -2.48 -0.09 -0.02 -0.01 -1.34 -0.68 -0.28
Max 0.30 -0.12 0.24 0.27 0.61 -0.18 0.00 0.28
Table 5.2  Quelques statistiques sur les paramètres de mouvement.
graphique correspond aux périodes de réception de boisson (d'une durée de 3 secondes) et le
quatrième graphique correspond aux périodes de déglutition (d'une durée de 3 secondes). Le
cinquième graphique correspond au relevé de pression mesuré au niveau de la glotte. La carte
en niveaux de gris représente les variations du signal mesuré dans la substance grise (masque à
90% cf. Section A.1, partie au-dessus de la ligne verte) et dans la substance blanche (masque
à 90%, partie en dessous de la ligne verte).
Les huit diagrammes de Power présentés aux gures 5.4 à 5.7 mettent en évidence que la
variabilité inter-session et la variabilité inter-individuelle observées à l'aide des paramètres de
mouvement se retrouvent dans les variations de signal. Certaines sessions sont en eet presque
exemptes de fortes variations négatives se propageant de la substance blanche dans la substance
blanche. De plus, si ces variations sont essentiellement négatives, certaines variations sont posi-
tives (session no 2 du sujet 2). Pour certains sujets, les variations de signal sont contenues dans
une seule partie de la substance blanche. Nous remarquons également le cas de la session no 1
du sujet 4 qui contient des perturbations continues sur tout un intervalle de temps.
Les diagrammes de Power sont un moyen élégant pour caractériser nement
(c'est-à-dire à l'échelle individuelle et au cours du paradigme) l'inuence du mouve-
ment sur le signal image. Des variations importantes du signal sont clairement mises
en évidence. Elles risquent de masquer des activations ou de créer de fausses activa-
tions. Il sera donc nécessaire de les considérer comme perturbations dans l'analyse.
Avant d'aborder ce point, les parties suivantes visent à caractériser l'origine des
perturbations.
5.3.4 Ces variations du signal sont-elles liées au paradigme ?
Pour déterminer si ces variations sont dues au paradigme, une inspection visuelle a été menée
an d'identier les variations présentes à la fois dans la substance blanche et dans la substance
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(a) Session 1
(b) Session 2
Figure 5.4  Diagramme de Power pour le sujet no 1.
Le premier graphique correspond à l'évolution de TAD′(t) en mm. Le deuxième graphique correspond
à l'évolution de RAD′(t) en deg. La troisième courbe représente la phase de réception de la boisson du
paradigme présenté en gure 5.1. La quatrième courbe représente la phase de déglutition du paradigme
présenté en gure 5.1. Le cinquième graphique représente le signal de pression mesuré sous l'épiglotte.
La carte de gris correspond à la variation de signal par rapport à la ligne de base mesuré dans les voxels
de la substance grise et de la substance blanche. La ligne verte marque la séparation entre la substance
grise (en haut) et la substance blanche (en bas).
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(a) Session 1
(b) Session 2
Figure 5.5  Diagramme de Power pour le sujet no 2.
Le premier graphique correspond à l'évolution de TAD′(t) en mm. Le deuxième graphique correspond
à l'évolution de RAD′(t) en deg. La troisième courbe représente la phase de réception de la boisson du
paradigme présenté en gure 5.1. La quatrième courbe représente la phase de déglutition du paradigme
présenté en gure 5.1. Le cinquième graphique représente le signal de pression mesuré sous l'épiglotte.
La carte de gris correspond à la variation de signal par rapport à la ligne de base mesuré dans les voxels
de la substance grise et de la substance blanche. La ligne verte marque la séparation entre la substance
grise (en haut) et la substance blanche (en bas).
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(a) Session 1
(b) Session 2
Figure 5.6  Diagramme de Power pour le sujet no 3.
Le premier graphique correspond à l'évolution de TAD′(t) en mm. Le deuxième graphique correspond
à l'évolution de RAD′(t) en deg. La troisième courbe représente la phase de réception de la boisson du
paradigme présenté en gure 5.1. La quatrième courbe représente la phase de déglutition du paradigme
présenté en gure 5.1. Le cinquième graphique représente le signal de pression mesuré sous l'épiglotte.
La carte de gris correspond à la variation de signal par rapport à la ligne de base mesuré dans les voxels
de la substance grise et de la substance blanche. La ligne verte marque la séparation entre la substance
grise (en haut) et la substance blanche (en bas).
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(a) Session 1
(b) Session 2
Figure 5.7  Diagramme de Power pour le sujet no 4.
Le premier graphique correspond à l'évolution de TAD′(t) en mm. Le deuxième graphique correspond
à l'évolution de RAD′(t) en deg. La troisième courbe représente la phase de réception de la boisson du
paradigme présenté en gure 5.1. La quatrième courbe représente la phase de déglutition du paradigme
présenté en gure 5.1. Le cinquième graphique représente le signal de pression mesuré sous l'épiglotte.
La carte de gris correspond à la variation de signal par rapport à la ligne de base mesuré dans les voxels
de la substance grise et de la substance blanche. La ligne verte marque la séparation entre la substance
grise (en haut) et la substance blanche (en bas).
5.3. CARACTÉRISATION DU MOUVEMENT ET CORRECTION 67
grise qui surviendraient pendant une période du paradigme (réception de la boisson ou déglu-
tition). Sur les gures 5.8 et 5.9, le trait bleu plein identie l'acquisition correspondant à la
perturbation au niveau de l'onset et les deux traits bleus l'identient au niveau de la variation
du signal. Ces gures montrent que certaines perturbations sont dues à la réception de la boisson
ou à la déglutition. Cependant, d'autres variations ne sont pas imputables aux paradigmes.
La table 5.3 montre le coecient de corrélation calculé entre la variation de signal dans la
substance blanche et le paradigme (déni comme un signal créneau valant 1 lors des périodes de
stimulation et 0 ailleurs). Nous constatons qu'il n'y a presque aucune corrélation existant entre
les variations dans la substance blanche et le paradigme à l'exception notable du sujet 2 pour
lequel il existe une corrélation négative entre le paradigme de déglutition et les variations du
signal dans la substance blanche. Cette table conrme les résultats observés sur les diagrammes
de Power.
(a) Sujet no 3 - Session 1
Figure 5.8  Variations survenant pendant une période de réception de la boisson.
Sujet no Session 1 Session 2
1 0,03 -0,07
2 0,13 0,20
3 0,12 0,04
4 0,19 0,08
(a) Corrélation entre sWM et l'onset
Drink
Sujet no Session 1 Session 2
1 0,00 0,04
2 -0,53 -0,56
3 -0,01 -0,07
4 -0,07 0,04
(b) Corrélation entre sWM et l'onset
Swallow
Table 5.3  Corrélation entre sWM et le paradigme .
Certaines variations dues au mouvement sont synchrones à certaines phases du
paradigme, en particulier la phase de déglutition et à moindre échelle à la phase de
réception de la boisson. Cela étant, les faibles corrélations observées suggèrent que
les artefacts de mouvement ne sont pas synchrones à ces deux phases particulières.
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(a) Sujet no 2 - Session 1
Figure 5.9  Variations survenant pendant une période de déglutition.
Pour corriger l'impact du mouvement, il n'est donc pas pertinent de masquer les
signaux acquis pendant ces phases du paradigme. La partie suivante vise à préciser
l'importance des artéfacts se produisant en dehors de ces périodes bien identiées,
mouvements qualiés donc de sporadiques.
5.3.5 Ces variations sont-elles dues aux mouvements sporadiques ?
An de déterminer si les variations observées sont dues aux mouvements sporadiques, on ne
considère comme mouvements sporadiques que les valeurs de RAD′ et TAD′ appartenant au
95ème centile (autrement dit les 5% de valeurs les plus élevée).Les gures 5.10 et 5.11 montrent
quelques exemples de variations du signal imputables aux mouvements sporadiques. L'acquisition
est identiée sur le graphique TAD'/RAD' par un trait bleu clair et est reporté sur la carte en
nuance de gris par des traits rouges. Pour les sujets nos 1, 3 et 4, plusieurs variations de signal
surviennent à même temps que des forts mouvements de TAD′ ou RAD′ (voire les deux en même
temps). Ce n'est pas le cas pour le sujet no 2 ; toutefois pour ce sujet, une grande partie de ses
variations sont imputables aux paradigmes.
Il existe donc un lien entre les fortes variations de signal observées dans la substance blanche
et dans la substance grise et les mouvements sporadiques. Ce lien est conrmé par le coecient
de corrélation entre le signal sWM (t) dans la substance blanche et les paramètres de mouvement
montré en Table 5.4. Une corrélation moyenne existe entre TAD′ et sWM (t) pour les sujets nos
1, 3 et 4, comme le conrme les gures 5.10 et 5.11. Cependant, il est impossible d'établir un lien
entre un paramètre de mouvements particulier et les variations dans la substance grise. En eet,
nous observons une variabilité à la fois inter-session et inter-individuelle de la corrélation. Nous
pouvons cependant noter que pour les sujets nos 1, 3 et 4, la corrélation est surtout présente avec
les dérivées des paramètres de mouvement.
Une grande partie des variations observées dans la substance blanche se produit
en même temps qu'un mouvement sporadique. Bien que ce lien soit conrmé par
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(a) Sujet no 1 - Session 1
Figure 5.10  Variations survenant pendant un fort mouvement sporadique de translation .
(a) Sujet no 1 - Session 1
Figure 5.11  Variations survenant pendant un fort mouvement sporadique de rotation .
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Sujet no 1 2 3 4
∆x(t) -0,06 -0,05 -0,12 0,18
∆y(t) 0,04 0,05 0,06 0,46
∆z(t) -0,18 0,11 -0,11 -0,32
roll(t) 0,02 -0,07 -0,05 0,44
pitch(t) -0,02 0,00 0,03 0,02
yaw(t) -0,16 -0,02 -0,02 0,14
TAD(t) -0,11 0,00 -0,17 -0,31
RAD(t) -0,04 0,01 -0,05 -0,37
FD(t) -0,44 -0,11 -0,50 -0,49
x′(t) -0,46 0,06 -0,09 0,14
y′(t) 0,18 0,22 0,19 0,41
z′(t) -0,53 0,31 -0,02 -0,54
roll′(t) 0,13 -0,23 -0,13 0,38
pitch′(t) -0,23 0,22 0,07 0,06
yaw′(t) -0,26 0,31 -0,12 0,34
TAD′(t) -0,44 -0,11 -0,50 -0,49
RAD′(t) -0,21 -0,10 -0,36 -0,48
(a) Session 1
Sujet no 1 2 3 4
∆x(t) 0,01 0,09 -0,12 0,06
∆y(t) -0,01 0,12 0,03 0,23
∆z(t) -0,06 0,05 -0,19 -0,35
roll(t) -0,02 -0,10 0,00 0,31
pitch(t) 0,02 0,03 0,07 0,01
yaw(t) 0,02 -0,02 0,00 0,20
TAD(t) 0,03 -0,04 -0,14 -0,31
RAD(t) 0,00 0,06 -0,07 -0,26
FD(t) -0,14 -0,09 -0,63 -0,26
x′(t) 0,12 -0,04 -0,15 0,05
y′(t) -0,08 0,32 -0,00 0,18
z′(t) -0,24 0,35 -0,42 -0,13
roll′(t) -0,10 -0,34 0,04 0,24
pitch′(t) 0,13 -0,17 0,14 -0,01
yaw′(t) 0,09 -0,18 0,07 0,18
TAD′(t) -0,14 -0,09 -0,63 -0,26
RAD′(t) -0,17 -0,08 -0,46 -0,29
(b) Session 2
Table 5.4  Corrélation entre sWM (t) et les paramètres de mouvement
une corrélation moyenne, la correction des artéfacts de mouvements par les dérivées
des paramètres de mouvement ne nous paraît pas pertinent pour deux raisons. La
première raison est que cette relation entre variation dans la substance blanche et
mouvement sporadique n'existe que pour certains paramètres du mouvement propre
à chaque session. La deuxième raison est qu'en identiant les variations à l'aide des
paramètres de mouvement, les variations liées à l'exécution du paradigme risquent
de ne pas être identiées.
5.3.6 Correction des artéfacts de mouvements
L'analyse précédente et les diagrammes de Power en particulier ont montré que pour prendre
en compte le mouvement, qui présente de nombreux événements sporadiques, mieux vaut se
fonder sur ses conséquences que sur ses causes. C'est pourquoi la stratégie développée a consisté à
identier les acquisitions présentant des variations atypiques du signal dans la substance blanche
et dans la substance grise. Une censure de ces acquisitions a été ensuite utilisée car elle s'est
avérée ecace pour des paradigmes présentant un haut degré de mouvement [186].
5.3.6.1 Méthode de l'ellipse de conance
Pour éliminer les perturbations dues aux mouvements de déglutition ou sporadiques, nous
avons choisi d'éliminer les points temporels qui correspondent à des fortes variations dans la
substance blanche se répercutant dans la substance grise. Pour cela, nous proposons de tracer la
variation de la substance grise en fonction de la variation dans la substance blanche, variation
relative par rapport à la ligne de base moyennée sur la session. La gure 5.12 représente le nuage
des acquisitions pour la première session du sujet 1. Les points d'une session se répartissent selon
une ellipse. De plus, ce diagramme permet de détecter certains points aberrants, dont l'amplitude
est très atypique par rapport à l'ensemble de la population. Or ces points correspondent aux
traînées observables sur les diagrammes de Power.
Paramètres de l'ellipse de conance L'idée est d'utiliser le nuage de points pour déterminer
les points atypiques. Nous choisissons d'utiliser une ellipse de conance et d'exclure les points
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Figure 5.12  Nuages de acquisitions de la session 1 du sujet no 1.
Chaque point représente une acquisition. La variation de signal moyennée dans la substance blanche est
reportée sur l'axe des abscisses. La variation de signal moyennée dans la substance grise est donéne en
ordonnée.
(et donc les acquisitions correspondantes) qui se trouvent à l'extérieur de l'ellipse de conance
[109].
+G
~V2
~V1
α
b
a
Figure 5.13  Paramètres de l'ellipse.
Le centre de l'ellipse de conance correspond au centre de gravité du nuage de points. L'orien-
tation de l'ellipse (son angle α) est calculée à l'aide de la matrice de covariance C du nuage de
points. Pour cela, on obtient la décomposition en valeurs propres de la matrice C, soit V l'en-
semble de ses vecteurs propres et λ l'ensemble de ses valeurs propres. Ces valeurs propres repré-
sentent la variance des données dans la direction des vecteurs propres. Notons λ1 = max(Λ)
la plus grande valeur propre et V1 le vecteur propre associé, l'angle α est alors déni par
α = arctan V1(y)V1(x) en radians. En prenant comme repère les vecteurs propres de la matrice de
covariance ayant pour origine le centre de gravité du nuage de points G, l'équation de l'ellipse
s'écrit :
x2
λ1
+
y2
λ2
= s (5.1)
où s ≥ 0 dénit l'échelle de l'ellipse de conance. Le demi-grand axe a de l'ellipse s'obtient par
a =
√
(sλ1) et le demi-petit axe b s'obtient par b =
√
(sλ2). Il sut ensuite de choisir s pour
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représenter un intervalle de conance choisi. Pour calculer s, on fait l'hypothèse que nos données
sont échantillonnées selon une loi gaussienne. Le terme gauche de l'équation (5.1) correspond
alors à la somme des carrés de deux variables indépendantes normalement distribuées. Or cette
somme est distribuées selon la loi du χ2, à deux degrés de liberté dans notre cas (puisqu'on a deux
inconnues). Pour un intervalle de conance de probabilité p, on peut dénir s par s = Inv−χ2(p).
Une ellipse de conance avec une probabilité p=0.95 signie qu'un nouveau couple (x, y) de points
aura une probabilité de 95% d'être dans l'ellipse de conance.
Test d'appartenance à l'ellipse de conance Pour tester si les couples (sWM (t), sGM (t))
appartiennent à l'ellipse de conance, une solution serait de vérier l'équation de l'ellipse donnée
en (5.1). Cependant, on utilise la distance de Mahalanobis. L'équation de l'ellipse donnée en
(5.1) est en eet valable dans le repère déni par les vecteurs propres V 1 et V 2. Pour l'utiliser, il
faut donc faire un changement de repère : du repère cartésien classique vers le repère de l'ellipse.
Notons E l'ellipse de conance, la distance de Mahalanobis entre le point p = (sWM (t), sGM (t))
et l'ellipse E est donnée par
d(p, E) =
√
p>C−1p .
Notons également C la matrice de covariance du nuage de points. la distance de Mahalanobis
est simple à calculer et n'implique pas de changement de repère. Pour tester si un point p =
(sWM (t), sGM (t)) est à l'intérieur de l'ellipse, il sut de tester si d(p, E) ≤
√
s où s est l'échelle
choisie (rappelons que s = Inv − χ2(p)).
Reste alors à choisir la probabilité p de l'intervalle de conance. Il faut choisir la probabilité p
assez grande pour éliminer les perturbations (les traînées noires observables sur les diagrammes
de Power) tout en veillant à ne pas éliminer trop de points. La gure 5.14 montre que certains
points sont considérés comme aberrants quelle que soit la probabilité p ∈ {0, 90; . . . ; 0, 99}. Pour
les autres points à l'inverse, le choix de la probabilité aura toute son importance.
Figure 5.14  Nuage des acquisitions pour la session 1 du sujet no 1 et ellipses de conance à
diérentes probabilités.
5.3.6.2 Choix de la probabilité pour l'intervalle de conance
Pour choisir la probabilité, il faut donc s'assurer que toutes les traînées observables sur le
diagramme de Power sont considérées comme des perturbations et sont en dehors de l'ellipse de
conance.
La gure 5.15 montre par exemple que pour le sujet no 1, avec la probabilité p = 0, 99 l'ellipse
de conance englobe des points correspondant à des traînées noires dans le diagramme de Power
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(a) Diagramme de Power avec une ellipse de conance à 99%
(b) Diagramme de Power avec une ellipse de conance à 97%
(c) Diagramme de Power avec une ellipse de conance à 95%
Figure 5.15  Évolution du diagramme de Power pour la session 1 du sujet no 1.
Les lignes bleues représentent les points atypiques.
(èches violettes sur la gure 5.15(a)). Avec la probabilité p = 0.97, toutes les fortes variations de
signal (èches violettes sur la gure 5.15(b)) ne sont pas situées en dehors de l'ellipse et ne sont
donc pas considérées comme aberrantes. À partir de la probabilité p = 0, 95, toutes les traînées
noires sont considérées comme des perturbations.
Sur la base de l'analyse des 4 sujets, un seuil de p = 0, 95 parait correct. La
gure 5.16 montre l'eet de la correction pour la session 1 du sujet no 4 (qui présente des
variations sur un intervalle temporel plutôt que ponctuellement). Les gures des autres sessions
et sujets sont disponibles en Annexe E.1. Le seuil de 95% permet d'éliminer tous les points
atypiques correspondant aux traînées identiées à l'aide des diagrammes de Power, et mêmes des
points non identiés comme aberrant par les diagrammes de Power.
Nous disposons ainsi d'une méthode pour identier des points temporels aber-
rants dénis comme des points temporels où la variation de signal dans la substance
blanche est élevée et se répercute dans la substance grise. Cette méthode est indé-
pendante des paramètres de réalignement rigide et des paramètres de mouvement
dérivés des paramètres de réalignement. Elle ne dépend que des données acquises.
Elle s'appuie sur le tracé de l'ellipse de conance dans le nuage de points repré-
sentant la variation de signal dans la substance blanche en fonction de la variation
du signal dans la substance grise. Le seul paramètre de la méthode est le choix de
l'intervalle de conance.
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(a) Original
(b) Après censure
Figure 5.16  Diagramme de Power avant/après censure pour la session 1 du sujet no 4.
5.4 Choix du ltre de passe-haut
Un ltre passe-haut sur les données normalisées est souvent appliqué comme prétraitement sur
les données d'IRMf avec une période de coupure de 128 secondes. L'idée est d'enlever les variations
lentes, issues des dérives du système d'imagerie. Notre but étant de parcelliser les signaux les
plus similaires, nous avons étudié l'inuence de la période de coupure sur les variations du signal.
Nous voulons en eet regrouper les voxels qui répondent de manière similaire au paradigme et
non les voxels qui présentent les mêmes artéfacts de signal. De plus, notre méthode de censure est
fondée sur la variation de signal dans la substance grise et dans la substance blanche calculée à
partir de la ligne de base. Or, l'application d'un ltre passe-haut modie la ligne de base. Il faut
donc choisir une période de coupure susante pour corriger la dérive temporelle sans introduire
de nouveaux artéfacts. Ces variations du signal ont été moyennées sur un masque de substance
grise en ne gardant que les voxels dont l'appartenance à la substance grise est supérieure à
0,9 et sur un masque de substance blanche en ne gardant que les voxels dont l'appartenance
à la substance blanche est supérieure à 0,9 (cf. Section A.1). Les points déterminés comme
aberrants par correction du mouvement, introduite en section 5.3.6, pour les données ltrées avec
une période de coupure de 128 s, sont représentés en rouge dans les nuages de points an de voir
leur évolution suivant les périodes de coupure choisies.
Les gures 5.17 et 5.18 montrent l'évolution des variations de signal et le nuage de points
utilisé pour tracer l'ellipse de conance pour deux sujets en fonction de la période de coupure
choisie. Quelle que soit la période de coupure choisie, l'ellipse est inclinée traduisant une relation
entre la variation de signal dans la substance grise et la variation de signal dans la substance
blanche. Lorsqu'aucun ltre passe-haut n'est appliqué, la dérive temporelle peut être observée.
Dès qu'un ltre passe-haut est appliqué, la dérive temporelle est corrigée. Cependant, lorsque le
ltre passe-haut est choisi avec une période de coupure de 512 s, des oscillations de la ligne de base
sont observables. Nous remarquons également que l'application d'un ltre passe-haut accentue
les variations de signal négatives. Concernant les points aberrants détectés, il est notable que leur
position évolue avec l'augmentation de la fréquence de coupure. L'augmentation de la période
de coupure entraîne une accentuation des variations négatives ce qui se traduit par un décalage
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de l'ellipse vers le quadrant en bas à gauche. De plus, les points ayant une variation positive à la
fois dans la substance grise et dans la substance blanche se rapprochent de l'ellipse de conance
(jusqu'à y entrer avec une période de coupure de 512 s voire 256 s).
(a) Sans ltre (b) Passe-haut avec une cop=32 s
(c) Passe-haut avec une cop=64 s (d) Passe-haut avec une cop=128 s
(e) Passe-haut avec une cop=256 s (f) Passe-haut avec une cop=512 s
Figure 5.17  Sujet no 1 Session o 1 : Évolution des variations du signal en fonction de la
période de coupure (cop).
Pour corriger la dérive temporelle présente dans les données, un ltrage temporel est né-
cessaire. Cependant, le choix de la période de coupure inuence la détermination des points
aberrants à l'aide de la méthode de l'ellipse de conance en modiant la moyenne temporelle du
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(a) Sans ltre (b) Passe-haut avec une cop=32 s
(c) Passe-haut avec une cop=64 s (d) Passe-haut avec une cop=128 s
(e) Passe-haut avec une cop=256 s (f) Passe-haut avec une cop=512 s
Figure 5.18  Sujet no 2 Session o 1 : Évolution des variations du signal en fonction de la
période de coupure (cop).
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Figure 5.19  Comparaison de la parcellisation sur le signal (à gauche) et du bêta constant
issu du GLM (à droite).
signal. Si une période de coupure de 32 secondes permet de corriger la dérive, une période de
coupure trop élevée (512 secondes pour nos données) peut faire apparaître des oscillations dans
la variation de signal. Il est également à noter que lorsque la période de coupure augmente, les
pics de variations négatifs s'accentuent alors que les pics de variations positives tendent à dimi-
nuer. La période de coupure par défaut de 128 secondes corrige la dérive temporelle
sans introduire d'oscillations. De plus, par rapport aux points aberrants, l'ellipse de
conance apparaît stable entre une période de coupure de 128 s et une période de
coupure de 256 s. C'est pourquoi un ltre passe-haut avec une période de coupure
de 128 secondes a été appliqué à nos données.
5.5 Quel signal parcelliser ?
Le signal d'IRMf étant prétraité et débarrassé autant que possible des perturbations liées au
mouvement, il reste à dénir l'information utilisée par l'algorithme agglomératif.
La variation relative du signal est utilisée pour s'aranchir de la ligne de base. En eet,
cette ligne varie dans le cerveau en fonction de facteurs instrumentaux (hétérogénéités du champ
statique et des réponses des antennes) et non neuronaux. Cette variation est beaucoup plus
importante (>10%) que le contraste BOLD ( 1%). Elle détermine donc le résultat de la parcel-
lisation si la ligne de base n'est pas soustraite. La variation de signal ( percent signal change
(PSC)) est dénie par :
PSC(v, t) =
s(v, t)− s(v)
s(v)
où s(v, t) représente le signal mesuré dans un voxel v au temps t et s(v) correspond à la moyenne
du signal temporel dans le voxel v. La variation de signal est une mesure indirecte de la réponse
aux stimuli mesurée dans chaque voxel. La gure 5.19 compare la parcellisation obtenue sur
l'ensemble du cerveau lorsqu'on considère le signal après ltrage et censure des points temporels
aberrants (gure de gauche) et la carte du bêta constant issu du GLM (gure à droite) pour
le même sujet donné. La carte du bêta correspond à la moyenne sur la période de repos. La
parcellisation correspond à une répartition en dix parcelles et pour plus de clarté, chaque parcelle
est représentée par une couleur (du bleu au rouge en fonction de l'indice de la parcelle). Les
couleurs sur la carte du bêta code la valeur de la constante. La parcellisation sur le signal
après prétraitement ressemble donc à la carte du bêta constant, ce qui montre que
la parcellisation est dominée par la moyenne du signal et non par la réponse aux
stimuli.
Par la suite, pour limiter le nombre de voxels considérés, on a restreint les voxels à ceux dans
la substance grise avec un seuil d'appartenance xé à 0,5 (cf. Section A.1). Cela permet de
78 CHAPITRE 5. DONNÉES
réduire le nombre de voxels de moitié.
La parcellisation individuelle consiste à parcelliser le signal obtenu pour chaque sujet séparé-
ment obtenant ainsi, pour un nombre de parcelles donné, une parcellisation par sujet. L'avantage
est que la parcellisation individuelle reète l'organisation spatiale de la réponse aux stimuli propre
au sujet. En revanche, il n'y a pas de parcellisation commune aux sujets car rien ne garantit que
les parcelles vont se recouvrir. À l'inverse, il est possible de réaliser une parcellisation de groupe
après l'étape de normalisation qui assure que les images de chaque sujet sont dans le même es-
pace de coordonnées. Nous proposons d'obtenir une parcellisation de groupe en concaténant les
signaux de chaque sujet, c'est-à-dire qu'on forme pour chaque voxel le signal :
PSC(v) = [PSC1(v, 1), . . . , PSC1(v, nT), . . . , PSCi(v, 1), . . . , PSCi(v, nT), . . . , PSCnS (v, 1), . . . , PSCnS (v, nT)]
où PSCi(v, t) est la variation de signal mesurée dans le voxel v au temps t pour le sujet i.
L'avantage d'une parcellisation de groupe est que les sujets partagent les mêmes parcelles, ce qui
permet par exemple de calculer la corrélation entre parcelles pour chaque sujet puis de moyenner
les corrélations sur l'ensemble des sujets. Cependant, dans le cas de la concaténation, les voxels
sont regroupés selon la similarité du signal concaténé ce qui ne garantit pas que le signal est
similaire entre les sujets. Mais, la concaténation permet de prendre en compte la censure des
points temporels atypiques qui s'eectue à l'échelle individuelle.
Nous avons proposé deux prétraitements inédits pour traiter nos données : une
normalisation avec warping à l'échelle individuelle qui permet de recouvrir du signal
et une méthode de censure des EPIs. Cette méthode de censure est fondée unique-
ment sur le signal mesuré dans la substance blanche et dans la substance grise.Nous
proposons de parcelliser les données à partir des variations du signal après censure
des EPIs et d'obtenir une parcellisation de groupe commune à partir de la conca-
ténation des variations du signal censurées des diérents sujets. Les résultats de
parcellisation sont présentés au chapitre 9. Le chapitre suivant détaille la méthode
de parcellisation utilisée.
Chapitre 6
Méthode : Algorithme de Ward
Ce chapitre présente en détail le clustering hiérarchique agglomératif ainsi que l'algorithme
de Ward et ses implémentations séquentielles et parallèles. La première partie est consacrée aux
algorithmes hiérarchiques agglomératifs. La deuxième partie détaille l'algorithme de Ward et son
implémentation. La troisième section détaille les implémentations parallèles.
6.1 Clustering hiérarchique agglomératif
6.1.1 Principe général
Nous voulons regrouper nV vecteurs ayant nT caractéristiques en nC sous-groupes. Notons
ces vecteurs xi de dimension nT. Appelons X l'ensemble de ces vecteurs (leur concaténation).
Pour obtenir nC sous-groupes à partir de X, il faut dénir selon quels critères on souhaite
regrouper les vecteurs xi Par exemple, sur la gure 6.1, on dispose de vingt carrés qu'on souhaite
regrouper selon leur couleur. Pour cela, on peut représenter la couleur des carrés sous le format
RGB où chaque couleur est décomposée en fonction de sa portion de rouge, de sa portion de
vert et de sa portion de bleu. On veut maintenant regrouper ces carrés en trois parcelles : une
parcelle pour les bleus, une parcelle pour les rouges et une parcelle pour les verts.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
x11 x12 x13 x14 x15 x16 x17 x18 x19 x20
Figure 6.1  Exemple : Regrouper les carrés en fonction de leur couleur.
Dans l'exemple présenté à la gure 6.1, on a donc nT = 3 et nV = 20. La matrice X est
donnée par :
X =
0.00 0.00 0.00 1.00 0.00 0.14 0.00 0.44 1.00 0.00 0.00 1.00 0.86 0.00 0.74 0.02 1.00 0.00 1.00 1.001.00 0.58 1.00 0.00 0.04 1.00 1.00 0.00 0.12 0.76 0.46 0.00 1.00 1.00 0.00 1.00 0.00 1.00 0.00 0.00
0.40 1.00 0.22 0.06 1.00 0.00 0.40 1.00 0.00 1.00 1.00 0.96 0.00 0.76 1.00 0.00 0.42 0.46 0.36 0.12

Revenons maintenant à la méthode. Les vecteurs seront donc regroupés en fonction de leur
similarité. La dénition de la similarité dépend de ce que contiennent les vecteurs. Cette simi-
larité est calculée en prenant en compte les nT dimensions des vecteurs (xi)i∈{1,...,nV}. Plutôt
que de parler de similarité, on dénit une distance entre les vecteurs : plus la distance entre
deux vecteurs est petite, plus les vecteurs sont proches. Plusieurs métriques sont possibles pour
calculer la distance entre les observations. On peut utiliser la distance euclidienne, le coecient
de corrélation de Pearson ρ comme similarité et dénir une distance par 1 − ρ, la distance de
Manhattan,. . .
Une fois que la matrice de distances (ou de similarités) est calculée entre les nV vecteurs,
on peut commencer à regrouper les vecteurs. Cependant, lorsqu'on regroupe les vecteurs, il faut
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mettre à jour la matrice de distances en calculant la distance entre les nouveaux sous-groupes
et les vecteurs restants, et entre les sous-groupes. Concrètement, reprenons l'exemple des carrés
de couleur et supposons qu'à la première étape, on regroupe deux carrés rouges, il nous faut
déterminer comment représenter ces deux carrés rouges par rapport aux autres carrés an de
calculer la distance entre les deux carrés rouges et les carrés restants. La question qui se pose dès
qu'on a regroupé plusieurs éléments en sous-groupes est donc comment calculer la distance entre
deux sous-groupes (éventuellement unitaires). Cette distance entre sous-groupes est le critère
d'agglomération. Il existe plusieurs critères d'agglomération qui seront détaillés plus bas (cf.
Section 6.1.2).
Supposons que nous disposons d'une distance et d'un critère d'agglomération pour regrou-
per les vecteurs. Qu'appelle-t-on un algorithme de clustering hiérarchique agglomératif ? Un tel
algorithme commence par mettre chaque élément dans une parcelle (un groupe). Autrement dit,
au commencement, chaque parcelle contient un unique élément et est donc de taille unitaire. En-
suite, on cherche les deux parcelles les plus similaires en calculant le critère d'agglomération pour
chaque paire de parcelles. On regroupe ces deux parcelles en une seule parcelle. Puis on calcule
la distance entre cette nouvelle parcelle et les parcelles restantes. L'idée est d'itérer le processus
de groupement de deux parcelles deux à deux : à chaque étape, on regroupe les deux parcelles les
plus proches et on les fusionne en une seule parcelle. L'algorithme se termine lorsqu'il ne reste
plus qu'une seule parcelle. Autrement dit, le regroupement est terminé lorsque tous les éléments
sont dans une même parcelle.
La gure 6.2 illustre le principe du clustering hiérarchique agglomératif. Sur la gure, les
ovales correspondent à des parcelles. La notation Ckj indique la j
ème parcelle à l'itération k. À la
première itération, chaque parcelle n'est composée que d'un seul élément : on a donc nV parcelles.
À chaque itération, on regroupe deux parcelles en une seule : le nombre de parcelles diminue donc
de un à chaque itération. Il faut ainsi nV− 1 itérations pour obtenir une parcelle contenant tous
les éléments.
C11=x1 C
1
2 C
1
3
. . . C1nV=xnV 1
min dist
C21 C
2
2
. . . C2nV−1 2
nV parcelles initiales
...
CnV−41 C
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3 C
nV−4
4
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CnV−31 C
nV−3
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3
nV − 3
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nV−2
2
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Figure 6.2  Clustering hiérarchique agglomératif.
Comme le montre la gure 6.2, l'algorithme aboutit au regroupement des vecteurs en une
seule parcelle, ce qui n'est pas très intéressant. Cependant, chaque ligne de la gure 6.2 représente
une parcellisation à une échelle donnée c'est-à-dire pour un nombre de parcelles donné. Soit nC
le nombre de parcelles souhaité, la parcellisation à l'échelle nC s'obtient à l'itération nV − nC.
Pour une partition en nC parcelles, l'algorithme pourrait se terminer à l'itération nV − nC. Il
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existe plusieurs raisons pour poursuivre l'algorithme jusqu'à l'obtention d'une seule parcelle. La
première raison est qu'en général, on ne connaît pas a priori le nombre de parcelles optimal
et dérouler l'algorithme jusqu'au bout permet d'obtenir l'ensemble des échelles de parcellisation
possibles. Les critères pour déterminer le nombre optimal de parcelles sont détaillés en section
6.1.5. La deuxième raison est qu'il est plus rapide d'eectuer une fois l'algorithme que de le
relancer plusieurs fois. Elle sera détaillée dans la section 6.2.
Le qualicatif d'agglomératif vient du fait qu'on part des plus petites parcelles possibles pour
faire grossir au fur et à mesure des étapes les parcelles. C'est un algorithme de bas en haut. Le
clustering est dit hiérarchique car le regroupement des parcelles à une étape donnée dépend des
regroupements eectués à toutes les étapes précédentes. De ce fait, l'algorithme est sensible aux
données aberrantes.
Le clustering hiérarchique agglomératif est déterministe. On obtiendra le même résultat pour
plusieurs exécutions. À l'inverse, l'algorithme des k-moyennes est non déterministe car le résultat
dépend du choix des clusters initiaux et donc si on change ces clusters initiaux le résultat peut
être diérent d'une exécution à l'autre.
6.1.2 Critères d'agglomération
Nous avons vu plus haut que pour regrouper les vecteurs, il faut dénir comment calculer la
distance entre deux groupes. Sont présentés ici les critères d'agglomérations les plus connus (la
liste n'étant pas exhaustive).
Les critères d'agglomération les plus connus sont :
 le critère du saut minimal (single linkage) : la proximité entre deux parcelles est donnée
par la proximité entre leurs deux plus proches vecteurs. Soit Cki et C
k
i deux parcelles, la
dissimilarité entre Cki et C
k
j est donnée par
d(Cki , C
k
j ) = min
{
δ(xi,xj),xi ∈ Cki ,xj ∈ Ckj
}
;
Figure 6.3  Critère du saut minimal.
 le critère du saut maximal (complete linkage) : la proximité entre deux parcelles est donnée
par la proximité entre les deux vecteurs les plus éloignés. Soit Cki et C
k
i deux parcelles, la
dissimilarité entre Cki et C
k
j est donnée par
d(Cki , C
k
j ) = max
{
δ(xi,xj),xi ∈ Cki ,xj ∈ Ckj
}
;
 le lien moyen (average linkage ou Unweighted pair group method with arithmetic mean) : la
proximité entre deux parcelles est la moyenne arithmétique des proximités sur l'ensemble
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Figure 6.4  Critère du saut maximal.
des paires des vecteurs de la forme (un vecteur d'une parcelle, un vecteur de l'autre
parcelle). Soit Cki et C
k
i deux parcelles, la dissimilarité entre C
k
i et C
k
j est donnée par
d(Cki , C
k
j ) =
1∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣
∑
xi∈Cki
∑
xj∈Ckj
δ(xi,xj) ;
∑
Figure 6.5  Lien moyen.
 le lien moyen équilibré (Weighted pair group method with arithmetic mean) qui est une
version modiée du lien moyen : à chaque fusion de parcelles, les deux parcelles participent
autant au calcul de la distance avec les autres parcelles quelle que soit leur taille. Soit Cki
et Cki les deux parcelles fusionnées à l'itération k, alors la dissimilarité entre la parcelle
Ck+1i∪j et la parcelle C
k+1
l est donnée par
d(Ck+1i∪j , C
k+1
l ) =
1
2
(
d
(
Cki , C
k
l
)
+ d
(
Cki , C
k
l
))
;
 la méthode du centroïde (centroid linkage ou Unweighted centroid clustering) : la proximité
entre deux parcelles est donnée par la distance entre les centroïdes des deux parcelles. Soit
Cki et C
k
i deux parcelles, la dissimilarité entre C
k
i et C
k
j est donnée par
d(Cki , C
k
j ) = δ
(
Cki , C
k
j
)
;
 la méthode du centroïde équilibré ou méthode de la médiane ( Weighted centroid cluste-
ring) qui est une version modiée de la méthode du centroïde : la proximité entre deux
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∑
∑
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Figure 6.6  Lien moyen équilibré.
G1
G2
Figure 6.7  Méthode du centroïde.
parcelles est donnée par la distance entre leurs centroïdes géométriques.Soit Cki et C
k
i
deux parcelles, la dissimilarité entre Cki et C
k
j est donnée par
d(Cki , C
k
j ) = δ
(
C̃ki , C̃
k
j
)
,
avec C̃ki le centroïde géométrique. Si la parcelle C
k
i est née de la fusion des parcelles C
k−1
i1
et Ck−1i2 , alors le centroïde géométrique est déni récursivement par :
C̃ki =
1
2
(
C̃k−1i1 + C̃
k−1
i2
)
;
M1
M2
G1
G2
Figure 6.8  Méthode de la médiane.
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Sur la gure 6.8, M1 et M2 représentent les centroïdes géométriques de chacune des
parcelles. Le changement de couleurs représente des parcelles qui ont été fusionnées pour
donner les deux parcelles considérées.
 le critère de Ward : on maximise l'augmentation de l'inertie inter-classe qui mesure la
dispersion des parcelles par rapport à la moyenne des vecteurs (xi)i∈{1,...,nV}. Le critère
de Ward correspond également à minimiser l'augmentation de la somme des carrés. Cette
augmentation correspond à la somme des carrés de la parcelle jointe (issue de l'union
des deux parcelles) à laquelle on soustrait la somme des carrés des deux parcelles. On
cherche la paire de parcelles pour laquelle cette diérence est minimale. Soit Cki et C
k
i
deux parcelles, la distance entre Cki et C
k
j est donnée par
d(Cki , C
k
j ) =
∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣δ
(
Cki , C
k
j
)
.
6.1.2.1 Exemple
Appliquons maintenant les diérents critères sur l'exemple des carrés colorés. Les résultats
ont été obtenus à l'aide des fonctions linkage et cluster de Matlab. Sur les gures 6.9 à 6.15
chaque ligne de carrés correspond à une parcelle diérente et les trois lignes permettent donc de
visualiser le découpage des vingt carrés initiaux en trois parcelles.
Regardons le résultat obtenu avec le critère du saut minimal donné à la gure 6.9. Les parcelles
sont déséquilibrées en taille. La parcelle sur la ligne du bas regroupe les carrés de couleur rouge.
La parcelle sur la ligne du haut comporte un seul carré de couleur vert kaki. Tous les autres
carrés ont été regroupés dans la parcelle du milieu formant une longue chaîne mélangeant les
couleurs.
Passons maintenant à la parcellisation avec le critère du saut maximal montrée en Figure
6.10. La parcelle du bas regroupe des carrés de couleur bleue avec le dernier carré tirant vers le
vert. La parcelle du milieu regroupe des carrés de couleur verte. En revanche, la parcelle du haut
regroupe les carrés de couleurs rouge et violet ainsi qu'un carré bleu foncé, que visuellement on
ne rangerait pas dans cette parcelle mais dans la parcelle du bas.
La parcellisation obtenue en utilisant le lien moyen est donnée à la gure 6.11. La parcelle du
bas regroupe les carrés bleus. La parcelle du milieu regroupe les carrés verts. La parcelle du haut
regroupe les carrés rouges et les carrés violets. Cette parcellisation est cohérente visuellement
(même si on pourrait préférer regrouper les carrés violets avec les carrés bleus).
Le résultat obtenu avec le lien moyen équilibré est présenté en Figure 6.12. La parcelle du
bas regroupe les carrés violets et le carré bleu foncé. La parcelle du milieu regroupe des carrés
verts et des carrés bleus. La parcelle du haut regroupe les carrés rouges et le carré vert kaki, ce
qui visuellement ne correspond pas.
La méthode du centroïde montrée en Figure 6.13 donne un résultat semblable à celui du
lien moyen. La diérence entre les deux parcellisations est que pour la méthode du centroïde, la
parcelle du bas contient les carrés bleus et un carré vert, qui pour la parcellisation avec le lien
moyen est dans la parcelle 2 avec les autres carrés verts.
Regardons maintenant la parcellisation obtenue avec le critère de la médiane. La parcelle du
bas regroupe les carrés rouges. La parcelle du milieu regroupe les carrés violet et le carré bleu
foncé. La parcelle du haut regroupe des carrés bleus et des carrés verts. La parcelle du bas et la
parcelle du milieu sont cohérentes visuellement. Mais pour la parcelle du haut, visuellement, on
séparerait les carrés bleus des carrés verts. Cette constatation semble indiquer que le découpage
en trois parcelles n'est peut-être pas le plus adapté pour l'exemple choisi et qu'un découpage en
quatre parcelles conviendrait éventuellement mieux.
Finissons l'exemple avec la méthode de Ward montré en Figure 6.15. La parcelle du bas
regroupe les carrés verts. La parcelle du milieu regroupe des carrés bleus, les carrés violet et un
6.1. CLUSTERING HIÉRARCHIQUE AGGLOMÉRATIF 85
carré vert. La parcelle du haut regroupe les carrés rouges. Excepté le carré vert dans la parcelle
du milieu, le découpage est visuellement correct.
Figure 6.9  Exemple : Critère du saut minimal.
Figure 6.10  Exemple : Critère du saut maximal .
Figure 6.11  Exemple : Lien moyen .
Figure 6.12  Exemple : Lien moyen équilibré.
Pour l'exemple ici illustré, les parcellisations en trois groupes obtenues avec chaque critère
d'agglomération sont diérentes les unes des autres. Le résultat n'est pas étonnant puisque
l'exemple a été construit pour obtenir des résultats diérents, illustrant ainsi l'inuence du cri-
tère d'agglomération sur la parcellisation. Il est cependant possible d'obtenir d'obtenir le même
résultat pour diérents critères d'agglomération (quitte à permuter le numéro des parcelles).
6.1.2.2 Avantages et inconvénients de certains critères
Comme le montre l'exemple des carrés de couleur, les résultats de la parcellisation varient
selon le critère d'agglomération utilisé. De plus, l'exemple illustre l'inuence du critère d'agglo-
mération mais ces critères d'agglomération dépendent également de la métrique utilisée. On peut
donc se demander si certains critères sont mieux que d'autres.
Tout d'abord, le critère du saut minimal est un critère local puisque la distance entre deux
parcelles est donnée par la proximité entre les plus proches éléments. Par conséquent, ne sont
pas prises en compte les parcelles plus distantes et la structure globale des parcelles. Le critère
du saut minimal vise la séparation mais ne tient pas compte de la compacité des parcelles ni
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Figure 6.13  Exemple : Centroïde .
Figure 6.14  Exemple : Médiane .
Figure 6.15  Exemple : Critère de Ward .
de l'équilibre entre les parcelles. Comme illustré dans l'exemple, ce critère peut aboutir à la
formation de longues chaînes de parcelles [139]. En d'autres termes, le critère du saut minimal
tend à ajouter les éléments un par un aux parcelles. En n'imposant aucune contrainte sur la
forme des parcelles, ce critère ne permet pas de trouver des parcelles compactes mais autorise la
détection de parcelles irrégulières et allongés [181].
À l'inverse du critère du saut minimal, le critère du saut maximal n'est pas un critère local. Il
tient compte de l'ensemble de la structure de la parcellisation. Les parcelles ainsi obtenues sont
compactes [139] et tendent à avoir le même diamètre (c'est-à-dire la même distance maximale
entre deux éléments de la parcelle). Il est en revanche sensible aux éléments aberrants [181].
Le critère du lien moyen évite les inconvénients des critères de saut minimal et maximal en
prenant en compte toutes les similarités entre les éléments [139] et apparaît donc comme un
compromis entre le critère du saut minimal et le critère du saut maximal. Il tend à joindre des
parcelles avec des petites variances et à produire des parcelles avec la même variance [181]. Le lien
moyen et la méthode du centroïde peuvent parfois donner des renversements du dendrogramme
c'est-à-dire que deux parcelles fusionnées à une itération k sont plus proches que les paires
de parcelles fusionnées aux itérations précédentes. Un tel renversement se produit pour notre
exemple pour la méthode de la médiane : sur la gure 6.21 on observe en eet qu'à la dernière
itération les deux parcelles sont séparées par une distance de 1,02 alors que la parcelle contenant
les carrés rouges et la parcelle contenant les carrés violets sont distantes de 1,03.
Le critère de Ward tend à joindre les parcelles avec un petit nombre d'observations et à
produire des parcelles avec à peu près le même nombre d'observations. Il est de plus sensible
aux observations aberrantes [181]. Si on considère deux paires de parcelles dont les centroïdes
sont à la même distance, la méthode de Ward tendra à fusionner les parcelles les plus petites
[185]. Le critère de Ward est le critère le plus proche de la méthode des K-moyennes en terme
de propriétés et d'ecacité [194].
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6.1.3 Formule de mise à jour des distances
Après chaque fusion de deux parcelles, il faut calculer la distance entre la nouvelle parcelle
et les autres parcelles. Le calcul de cette distance peut être coûteux puisque pour certains cri-
tères, cette distance nécessite la distance entre toutes les paires d'éléments. Cependant, Lance
et Williams ont établi une formule pour mettre à jour les dissimilarités après la fusion de deux
parcelles [119].
Soient Cki et C
k
j (ne contenant éventuellement qu'un seul élément) les deux parcelles à être
fusionnées à l'itération k pour former la parcelle Ck+1i∪j . La dissimilarité entre la parcelle C
k+1
i∪j et
une autre parcelle Ckl (contenant éventuellement un seul élément) qui devient la parcelle C
k+1
l
(puisqu'elle n'est pas fusionnée) est donnée par
d
(
Ck+1i∪j , C
k+1
l
)
= α(i)d
(
Cki , C
k
l
)
+α(j)d
(
Ckj , C
k
l
)
+βd
(
Cki , C
k
j
)
+γ
∣∣∣d((Cki , Ckl )− d(Ckj , Ckl )∣∣∣
(6.1)
Cette formule de mise à jour a l'avantage de n'impliquer que trois distances : la distance
entre les deux parcelles fusionnées d
(
Cki , C
k
j
)
, la distance entre la parcelle Cki et la parcelle C
k
l
d
(
Cki , C
k
l
)
et la distance entre la parcelle Ckj et la parcelle C
k
l d
(
Ckj , C
k
l
)
. Or chacune de ces
distances a déjà été calculée. L'utilisation de la formule de mise à jour permet de ne pas recalculer
la distance entre deux parcelles.
Les paramètres α(i), β et γ de la formule dépendent du critère d'agglomération choisi. Initia-
lement, Lance et Williams n'ont pas généralisé la formule de mise à jour au critère de Ward. La
formule de mise à jour des distances a été généralisée au critère de Ward par Wishart [225]. La
table 6.1 donne la valeur des paramètres α(i), β et γ pour les diérents critères d'agglomération.
Table 6.1  Paramètres de la formule (6.1).
Critère d'agglomération α(i) β γ
Critère du saut minimal 0,5 0 -0,5
Critère du saut maximal 0,5 0 0,5
Lien moyen
|Cki |
|Cki |+|Ckj |
0 0
Méthode du centroïde
|Cki |
|Cki |+|Ckj |
− |C
k
i ||Ckj |
(|Cki |+|Ckj |)
2 0
Méthode de Ward
|Cki |+|Ckl |
|Cki |+|Ckj |+|Ckl |
− |C
k
l |
|Cki |+|Ckj |+|Ckl |
0
Méthode de la médiane 0.5 -0.25 0
6.1.4 Représentation de la parcellisation
Le résultat d'un clustering hiérarchique agglomératif se représente sous forme d'un arbre,
appelé dendrogramme. Le dendrogramme se construit en traçant un trait entre les deux par-
celles fusionnées à chaque itération. Certaines représentations font apparaître comme ordonnée
la distance à laquelle les parcelles ont été fusionnées.
Les gures 6.16 à 6.22 montrent le dendrogramme obtenu pour chacun des critères d'agglo-
mération appliqué à l'exemple 6.1.2.1. Sur les gures, l'échelle verticale correspond à la distance
à laquelle ont été fusionnées les parcelles. Sur la gure 6.21 est observable le renversement des
distances qui peut survenir pour la méthode de la médiane et du centroïde. En eet, à la dernière
itération les deux parcelles fusionnées (cluster à droite avec les carrés verts et bleus et cluster à
gauche avec les carrés rouges et violets) sont plus proches que les parcelles fusionnées à l'itération
précédente (parcelle contenant les carrés rouges et parcelle contenant les carrés violets). La gure
6.16 illustre l'eet de chaînage du lien par saut minimal notamment pour les carrés verts.
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Le dendrogramme est un outil pratique visuel pour étudier la parcellisation puisqu'on y voit
la structure. Cependant à partir d'un certain nombre de vecteurs à regrouper, le dendrogramme
ne tient plus sur une feuille A4 et devient donc dicile à dessiner.
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Figure 6.16  Exemple : Dendrogramme avec le critère du saut minimal.
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Figure 6.17  Exemple : Dendrogramme avec le critère du saut maximal.
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Figure 6.18  Exemple : Dendrogramme avec le lien moyen.
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Figure 6.19  Exemple : Dendrogramme avec le lien moyen équilibré.
6.1.5 Comment déterminer le nombre de parcelles ?
Lors du découpage de l'exemple en trois parcelles, les résultats montrés en 6.1.2.1 suggèrent
qu'un découpage en trois parcelles pour séparer le vert, le rouge et le bleu n'est peut-être pas le
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Figure 6.20  Exemple : Dendrogramme avec la méthode du centroïde.
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Figure 6.21  Exemple : Dendrogramme avec la méthode de la médiane.
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Figure 6.22  Exemple : Dendrogramme avec le critère de Ward.
plus approprié. Pour cet exemple, on pourrait imaginer un découpage en quatre parcelles : une
pour les carrés bleus, une pour les carrés rouges, une pour les carrés verts et une pour les carrés
violets.
Bien qu'il existe plusieurs critères, déterminer le nombre optimal de parcelles pour représenter
l'ensemble X reste un problème dicile et non résolu car le nombre optimal de parcelles dépend
à la fois de la méthode de parcellisation utilisée et des caractéristiques de la distributions des
vecteurs [72]. Sont présentés ici diérents critères utilisés pour déterminer le nombre optimal de
parcelles.
6.1.5.1 Indice de silhouette
L'indice de silhouette [176] mesure la qualité de la parcellisation en mesurant pour chaque
vecteur à quel point il correspond à la parcelle à laquelle il a été assigné. Pour chaque vecteur,
il compare la dissimilarité intra-parcelle à la dissimilarité inter-parcelles. L'indice de silhouette
évalue la compacité des parcelles et leur degré de séparation.
Soit xj un vecteur et soit Cki la parcelle à laquelle il a été assigné, on dénit la dissimilarité
intra-parcelle par
akj =
1∣∣Cki ∣∣
∑
xl∈Cki
δ(xj ,xl) .
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La dissimilarité inter-parcelles est dénie par
bkj = min
m6=i
 1
|Ckm|
∑
xl∈Ckm
δ(xj ,xl)
 .
L'indice de silhouette pour le vecteur xj est alors donné par
skj =
bkj − akj
max(akj , b
k
j )
.
Pour un niveau de parcellisation k, l'indice de silhouette est déni par
s(k) =
1
nV
nV∑
j=1
skj .
L'indice de silhouette skj est compris entre -1 et 1. Lorsqu'il vaut 1, cela signie que la
dissimilarité intra-parcelle est beaucoup plus petite que la plus petite des dissimilarités inter-
parcelles donc le vecteur xj a été assigné dans la parcelle appropriée. Si skj est égale à -1, la
dissimilarité intra-parcelle est plus grande que la plus petite dissimilarité inter-parcelles donc xj
est plus près de la parcelle pour lequel le minimum de dissimilarité inter-parcelles a été atteint
que de la parcelle à laquelle il a été assigné. Si ski = 0, le vecteur xj est à la même distance de
la parcelle à laquelle il a été assignée que de la parcelle pour lequel le minimum de dissimilarité
inter-parcelles a été atteint.
Le nombre optimal de parcelles n∗C est alors donné par
n∗C = arg max
k∈{2,...,nV}
s(k) . (6.2)
Fujita et al. ont montré que cette procédure fonctionne lorsque les parcelles sont homogènes
c'est-à-dire qu'elles ont la même variabilité interne ; mais que la procédure échoue lorsqu'il y a
une parcelle avec une variabilité interne dominante.
En général, le calcul du coecient de silhouette est simplié car il nécessite le calcul de la
matrice de distances qui est coûteux lorsque le nombre nV de vecteurs à parcelliser augmente.
Par exemple, Arslan et al. proposent de calculer le coecient bkj en considérant uniquement les
parcelles voisines de la parcelle considérée [12]. Une autre manière de simplier le calcul est de
calculer akj et b
k
j non pas en fonction des distances entre les vecteurs mais en fonction de la
distance par rapport au centroïde des parcelles [219]. L'indice de silhouette simplié ssij devient
alors :
ssikj =
b
′k
j − a
′k
j
max(ak′j , b
k
′j)
,
avec
a
′k
j = δ(xj , C
k
i ) et b
′k
j = min
m 6=i
(
δ(xj , Ckm)
)
.
6.1.5.2 Méthode du coude
On dénit la somme des carrés intra-parcelle par
Wk =
k∑
i=1
∑
xj1∈C
k
i
∑
xj2∈C
k
i
j2 6=j1
(xj1 − xj2)(xj1 − xj2)> . (6.3)
La méthode du coude consiste à déterminer le nombre optimal de parcelles n∗C graphiquement
en traçant Wk en fonction de k. n∗C correspond au nombre de parcelle pour lequel on observe un
coude donc un changement de pente comme illustré en gure 6.23.
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Figure 6.23  Méthode du coude [64].
6.1.5.3 Indice de Calinski et Harabaz
Notons k le nombre de parcelles choisies pour parcelliser l'ensemble X comportant nV élé-
ments. On dénit Bk la somme des carrés inter-parcelles par
Bk =
k∑
i=1
∣∣∣Cki ∣∣∣ (Cki −X)(Cki −X)> ,
avec X la moyenne des éléments de X, et la somme des carrés intra-parcelle dénie par (6.3).
L'indice de Calinski et Harabaz est déni par
CH(k) =
Bk
k−1
Wk
nV−k
.
Le nombre optimal n∗C est donné par
n∗C = arg max
k∈{2,...,nV}
CH(k) . (6.4)
6.1.5.4 Indice de Krzanowski et Lai
Rappelons que notre ensemble X a nV éléments de taille nT.
On dénit à partir de la somme des carrés intra-parcelle donnée en (6.3) :
DIFF (k) = (k − 1)
2
nTWk−1 − k
2
nTWk .
On dénit ensuite l'indice de Krzanowski et Lai par
KL(k) =
∣∣∣∣ DIFF (k)DIFF (k + 1)
∣∣∣∣ .
Le nombre optimal de parcelles n∗C est donné par
n∗C = arg max
k∈{2,...,nV}
KL(k) . (6.5)
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6.1.5.5 Indice du saut (gap statistic)
L'idée de l'indice du saut introduit par Tibshirani est de standardiser le graphe de log(Wk)
avec Wk la somme des carrés intra-parcelles dénie en (6.3) en le comparant à l'espérance sous
une distribution de référence (où les vecteurs seraient issus d'une même distribution). Notons
E∗nV l'espérance sous la distribution de référence. L'indice du saut est alors déni par
GapnV(k) = E ∗nV log(Wk)− log(Wk) .
Le nombre optimal de parcelles n∗C est donné par
n∗C = arg max
k∈{2,...,nV}
GapnV(k) . (6.6)
6.1.5.6 Slope statictic
Fujita et al. ont déni la slope statictic à partir de l'indice de silhouette introduit en section
6.1.5.1. Leur idée est de choisir un nombre de parcelle n∗C tel que les n
∗
C parcelles obtenues ne
peuvent pas être scindées en parcelles plus petites sans qu'il y ait une diminution de l'indice de
silhouette [72].
Ils déterminent le nombre optimal de parcelles n∗C par
n∗C = arg max
k∈{2,...,nV−1}
−(s(k + 1)− s(k))s(k)p , (6.7)
où p est un paramètre ajustable pour choisir entre un critère où le saut (s(k+ 1)− s(k)) est plus
important (pour de petits p) et un critère où la valeur de l'indice de silhouette s(k) a plus de
poids (pour de larges p). Ils ont montré que quelle que soit la conguration des données, p = 1
donne de bons résultats.
6.1.5.7 Exemple
Appliquons quelques-uns de ces critères à l'exemple 6.1.2.1 en utilisant la distance de Ward.
La gure 6.24 montre trois indices : à gauche l'indice de silhouette, au milieu l'indice de Calinski
et Harabaz et à droite la slope statistic. Déterminons maintenant le nombre optimal de parcelles
grâce à ces diérents indices. L'indice de silhouette donne n∗C = 9. L'indice de Calinski et Harabaz
est maximal pour n∗C = 16. La slope statistic avec p=0 donne n
∗
C = 16. Si on prend p=1, on
obtient n∗C = 10. Passons à p=2, on détermine alors n
∗
C = 9. Pour p=3, on obtient également
n∗C = 9. Suivant l'indice employé, on obtient donc un nombre optimal de parcelles diérent.
L'exemple illustre bien la diculté à déterminer le nombre optimal de parcelles alors qu'on ne
considère que vingts objets avec trois caractéristiques chacun. On note toutefois que plusieurs
indices donnent n∗C = 9 ou n
∗
C = 16 qui pourraient donc faire consensus. Il faut cependant
remarquer qu'on a utilisé la distance de Ward qui ne donne pas le meilleur dendrogramme, ce
qui pourrait expliquer l'absence de consensus pour le nombre optimal de parcelles.
Néanmoins, pour trouver le nombre de parcelles optimal, tous ces indices requièrent de tester
tous les niveaux de parcellisation possibles. Or, si on regroupe nV vecteurs, il existe nV niveaux
de parcellisation possibles : du niveau le plus n où chaque vecteur est dans sa propre parcelle au
niveau le plus grossier où les vecteurs appartiennent à une seule et même parcelle. Le coût pour
trouver le nombre optimal de parcelles grandit donc avec le nombre nV d'éléments à parcelliser
et peut vite devenir prohibitif.
6.2 Algorithme de Ward
Suivant l'étude bibliographique et en particulier l'article de Thirion et al. [202], nous avons
choisi de développer l'algorithme de Ward puisqu'il donne de meilleurs résultats et a une meilleure
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Figure 6.24  Détermination du nombre optimal de parcelles pour l'exemple des carrés de
couleur.
reproductibilité sur notre cas d'application à savoir les données d'imagerie fonctionnelle. Thirion
et al. ont implémenté l'algorithme de Ward en Python dans la librairie Nilearn [164, 3]. An
de réduire le coût du calcul de la distance pour de très grandes données (comme les données
d'IRMf), ils proposent une version avec contraintes spatiales n'autorisant que le regroupement
de voxels voisins spatialement. Un tel regroupement est illustré en gure 6.25.
Figure 6.25  Voisinage d'un point dans R3.
À la diérence de l'algorithme présenté par Thirion et al., nous avons développé un algorithme
de Ward sans contrainte spatiale qui puisse traiter un grand nombre de données. En eet, sur
les données d'un sujet, l'algorithme de Nilearn ne peut pas traiter sans contraintes spatiales plus
de 40 000 voxels sur COMP1 (cf. section 8.1).
Ci-dessous est rappelé l'algorithme de Ward. La deuxième sous-partie est consacrée au calcul
de la distance. Suit l'implémentation de l'algorithme et l'évaluation des complexités en mémoire
et en nombre d'opération ottante.
6.2.1 Principe
L'algorithme de Ward est un algorithme de clustering hiérarchique agglomératif, qui utilise
le critère d'agglomération de Ward.
6.2.1.1 Métrique et critère d'agglomération pour l'algorithme de Ward
Nous souhaitons regrouper les nV éléments (xj ,j ∈ {1, . . . , nV}) ayant nT caractéristiques.
Pour l'algorithme de Ward, la métrique choisie pour calculer la distance entre deux éléments xj
et xi est la distance euclidienne au carré :
δ(xi,xj) = ‖xi − xj‖22 =
nT∑
t=1
(xti − xtj)2 . (6.8)
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Le critère d'agglomération choisi est le critère de Ward qui minimise l'augmentation de la somme
des carrés. Soient Cki et C
k
i deux parcelles, la distance entre C
k
i et C
k
j est donnée par
d(Cki , C
k
j ) =
∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣δ
(
Cki , C
k
j
)
(6.9)
6.2.1.2 Algorithme
La gure 6.2 montre le déroulement de l'algorithme. Décrivons cet algorithme en détail.
1. Pour chaque paire d'éléments, calculer la distance entre les vecteurs
2. Tant que toutes les parcelles ne sont pas regroupées en une seule parcelle
a) Trouver les deux parcelles séparées par la distance minimale
b) Fusionner les deux parcelles
c) Mettre à jour la matrice de distances
En se référant à l'équation 6.9, on constate qu'à chaque étape il faut donc calculer le centroïde
de la nouvelle parcelle issue de la fusion des deux parcelles pour mettre à jour la distance entre la
nouvelle parcelle et les autres parcelles. Cependant, la formule de mise à jour de Lance-Williams
exprime la distance entre la nouvelle parcelle Ck+1i∪j et une autre parcelle C
k+1
l à l'aide de la
distance entre la parcelle Cki et la parcelle C
k
l et de la distance entre la parcelle C
k
j et la parcelle
Ckl . Comme la parcelle C
k
l n'a pas été fusionnée à l'itération k + 1, elle est égale à elle-même à
l'itération k + 1 (Ckl = C
k+1
l ). La formule de mise à jour de lance-Williams pour le critère de
Ward (démontrée en Annexe B) est donnée par
d
(
Ck+1i∪j , C
k+1
l
)
=
∣∣Cki ∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Cki , C
k
l
)
+
∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Ckj , C
k
l
)
−
∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Cki , C
k
j
) (6.10)
À partir de l'équation 6.10, on constate qu'une fois la matrice de distances entre les éléments
calculée (xj , j ∈ {1, . . . , nV}) à partir de la métrique δ, tous les calculs peuvent se faire à partir
de la matrice de distancesD, sans avoir à utiliser la matrice de donnéesX. L'algorithme de Ward
pourrait donc ne prendre en entrée que la matrice de distances D sans connaître les données X.
Toutefois, pour notre cas d'application, nous aurons besoin de calculer la matrice de distances
entre les éléments. C'est pourquoi le calcul de la distance est inclus dans l'algorithme de Ward.
L'algorithme 5 reprend les grandes étapes de l'algorithme.
Algorithme 5 : Algorithme de Ward simplié
1 pour chaque élément v∈ {1, . . . , nV} faire
2 pour Pour chaque élément v' 6=v faire
3 Calculer la distance d(Xv,Xv′) =
1
2 ‖Xv −Xv′‖
2
2
4 pour iter de 1 à nV-1 faire
5 (i∗,j∗)=arg mini,j 6=i d(i, j)
6 Fusionner les clusters (i∗,j∗)
7 Mettre à jour la matrice des distances pour le nouveau cluster
6.2. ALGORITHME DE WARD 95
nT nV Distance Part Itérations Part Total
1 000
10 000 42,27 83,97% 8,07 16,03% 50,34
30 000 378,19 81,87% 83,75 18,13% 461,95
50 000 1 049,69 81,19% 243,23 18,81% 1 292,93
70 000 2 057,43 80,83% 487,82 19,17% 2 545,28
100 000 4 199,21 80,41% 1 023,14 19,59% 5 222,43
120 000 6 049,13 79,69% 1 541,89 20,31% 7 591,15
10 000
10 000 448,96 98,13% 8,56 1,87% 457,52
30 000 4 038,77 97,83% 89,57 2,17% 4 128,35
50 000 11 218,68 97,72% 262,13 2,28% 11 480,84
70 000 22 376,47 97,71% 523,28 2,29% 22 899,79
10 0000 44 918,72 97,44% 1 180,98 2,56% 46 099,84
20 000
10 000 919,79 99,07% 8,64 0,93% 928,43
30 000 8 285,79 98,92% 90,28 1,08% 8 376,08
50 000 23 006,90 98,87% 262,47 1,13% 23 269,39
70 000 45 110,97 98,84% 528,64 1,16% 45 639,64
100 000 91 480,48 98,80% 1 113,73 1,20% 92 594,34
Table 6.2  Répartition du temps de calcul entre le calcul de la distance et les itérations .
6.2.2 Calcul de la matrice de distances
L'une des étapes coûteuses de l'algorithme de Ward est le calcul de la matrice de dis-
tances D. En eet, nous devons calculer la distance entre chaque paire de vecteurs (xi,xj), i ∈
{1, . . . , nV}, j ∈ {1, . . . , nV}. Pour les paires (xj ,xj), j ∈ {1, . . . , nV} la distance vaut 0 et n'a
donc pas besoin d'être calculée. De plus, il ne faudra pas tenir compte de cette distance lors-
qu'on calculera le minimum des distances sur toutes les paires. Pour chaque paire (xi,xj), i ∈
{1, . . . , nV}, j ∈ {1, . . . , nV}, par symétrie de la distance une seule distance doit être calculée
δ(xi,xj) = δ(xj ,xi). Nous devons donc calculer nV(nV − 1)/2distances. L'expression de la dis-
tance euclidienne est donnée par l'équation 6.8 et nécessite donc 3nT opérations (une soustraction
et une multiplication pour chaque caractéristique puis la somme de toutes les caractéristiques).
La complexité temporelle du calcul de la distance est donc en O(nTn2V/2).
La table 6.2 montre les temps de calcul en secondes de la distance et des itérations, c'est-
à-dire la fusion des parcelles deux à deux jusqu'à ce qu'il ne reste qu'une parcelle ; ainsi que la
proportion de chacune des parties sur le temps complet de l'algorithme. On constate que pour
nT = 1 000 qui correspond à la parcellisation des données pour un sujet, le calcul de la distance
prend 80% du temps total. Mais lorsqu'on passe à nT ≥ 10 000, qui correspond à la parcellisation
des données concaténées de plusieurs sujets, le calcul de la distance prend environ 98% du temps
de calcul total. Ce constat explique que nous ayons concentré notre travail sur l'amélioration du
calcul de la distance. Cet eort est détaillé dans le chapitre 7.
6.2.3 Implémentation de l'algorithme
L'algorithme complet est donné en annexe D. La section 6.2.3.1 explique ce que doit renvoyer
l'algorithme de Ward an d'obtenir la parcellisation pour n'importe quelle échelle. La section
6.2.3.2 montre comment mettre à jour la distance et comment réduire le temps de calcul pour
trouver la distance minimale à chaque itération.
6.2.3.1 Comment obtenir la répartition des vecteurs dans les parcelles ?
L'algorithme prend en entrée la matrice de données X de taille nT × nV contenant les nV
vecteurs de nT caractéristiques à regrouper.
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Intéressons-nous maintenant à ce que doit retourner l'algorithme pour qu'on puisse obtenir la
parcellisation à n'importe quelle échelle. On pourrait garder à chaque itération à quelle parcelle
appartient l'ensemble des vecteurs. Cependant, cela requerrait une matrice de taille nV−1×nV, ce
qui serait aussi coûteux que la matrice de distances. Il faut donc trouver une autre stratégie moins
coûteuse en espace mémoire. De plus à chaque itération, seules deux parcelles sont fusionnées
et donc changent d'indice de parcelle. On peut donc conserver à chaque itération uniquement le
couple d'indices des deux parcelles qui ont été fusionnées ensemble.
L'algorithme renverra donc la matrice mergedClusters de taille 2 × (nV − 1) telle que
mergedClustersiter contient l'indice des parcelles fusionnées à l'étape iter. Reste à donner
un indice aux parcelles fusionnées. Les nV colonnes de la matrice X forment les nV parcelles
initiales. La parcelle nouvellement formée à l'itération k a pour numéro nV + k.
La matrice mergedClusters sut-elle à obtenir toutes les parcellisations ? Prenons un
exemple avec nV = 10 éléments et considérons le dendrogramme présenté en gure 6.26.
1 2 3 4 5 6 7 8 9 10
11 3 4 5 6 7 8 9 10
123 4 5 6 7 811
13 5 6 7 811 12
145 611 1213
15 611 1214
16611 15
1711 16
18 16
19
Figure 6.26  Exemple de dendrogramme pour 10 éléments à parcelliser.
La matrice mergedClusters correspondant à la gure 6.26 s'écrit :
mergedClusters =
(
1 9 3 7 13 14 6 11 16
2 10 4 8 6 12 15 17 18
)
.
Comment à partir de cette matrice trouver la décomposition en nC parcelles ? Supposons
qu'on veuille former nV-1 parcelles, cela veut dire que seulement deux parcelles initiales ont été
fusionnées, autrement dit une seule itération de l'algorithme a été réalisé. OrmergedClusters1
donne les deux parcelles fusionnées à la première étape, c'est-à-dire pour obtenir les nV − 1 par-
celles. Supposons maintenant qu'on veuille nV−2 parcelles c'est-à-dire qu'on a eectué deux itéra-
tions de l'algorithme, il nous faut alors regarder mergedClusters1 et mergedClusters2 qui
identient quelles ont été les parcelles fusionnées aux étapes 1 et 2. Par récurrence, on peut mon-
trer que pour obtenir nV − k parcelles, il faut regarder dans mergedClustersj ,j ∈ {1, . . . , k}
pour savoir quelles parcelles ont été fusionnées aux étapes j ∈ {1, . . . , k} pour former nV − k
parcelles. Nous souhaitons obtenir un nombre arbitraire nC de parcelles, en suivant le raisonne-
ment précédent, on sait que les parcelles fusionnées pour obtenir nC parcelles sont données par
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mergedClustersj pour j ∈ {1, . . . , nV−nC}. Mais, cela n'indique pas quels sont les indices des
parcelles présentes c'est-à-dire quelles sont les parcelles formant les nC parcelles recherchées. Or
ces parcelles présentent à l'étape nV-nC seront fusionnées aux itérations suivantes. Les indices
de ces parcelles sont donc présents dans les colonnes nV-nC+1 à nV-1 de mergedClusters
puisqu'elles sont fusionnées à partir de l'itération nV-nC+1 jusqu'à la dernière itération. Le pro-
blème est que dans les colonnes d'indices nV-nC+1 à nV-1 de mergedClusters, on dispose de
2(nC − 1) indices de parcelles (puisqu'il y a nC − 1 colonnes et chaque colonne contient deux
indices de parcelles). Cela vient du fait que les parcelles présentes à l'étape nV-nC seront com-
binées aux étapes ultérieures pour former de nouvelles parcelles. Or, on a adopté la convention
qu'à l'étape k, la nouvelle parcelle formée a pour indice nV + k. De fait, à l'étape nV-nC, les
parcelles présentent peuvent avoir pour indice maximal nV+nV-nC. Pour obtenir nC parcelles,
il faut donc regarder les colonnes d'indices nV-nC+1 à nV-1 de mergedClusters et ne garder
que les parcelles dont les indices sont inférieurs à nV+nV-nC.
Reprenons notre exemple et supposons qu'on veuille avoir nC=4 parcelles. La technique
décrite précédemment donne qu'il faut retenir les parcelles nos 6, 11, 15 et 16. Reste maintenant
à déterminer dans laquelle de ces parcelles chaque vecteur initial se range. Le dendrogramme
présenté en gure 6.26 donne visuellement la répartition des vecteurs initiaux. Le dendrogramme
n'étant représentable que pour un petit nombre de vecteurs initiaux, notre objectif est de trouver
la parcellisation à partir de mergedClusters. Pour cela pour chaque vecteur, il faut trouver
où il apparaît dans mergedClusters. Supposons que le vecteur xj qui porte donc le numéro j
apparaisse dans la lème colonne demergedClusters. Cela veut dire que le vecteur xj appartient
maintenant à la parcelle nV + l. Si cette parcelle n'est pas une des parcelles sélectionnées, il
faut de nouveau chercher où elle apparaît dans mergedClusters et ce jusqu'à trouver une
parcelle sélectionnée. Sur notre exemple, le vecteur 1 appartient ainsi à la parcelle 11, qui a été
sélectionnée, de même pour le vecteur 2. Prenons maintenant le vecteur 3, il appartient à la
parcelle 13, qui elle n'a pas été sélectionnée. Cherchons donc dans quelle parcelle a été fusionnée
la parcelle 13. La parcelle 13 a été fusionnée dans la parcelle 15, qui est une des parcelles choisies.
La matricemergedClusters est donc susante pour trouver la parcellisation. En revanche,
l'obtention de la parcellisation à échelle donnée est coûteuse car pour chaque vecteur initial, il
faut parcourir plusieurs fois la matrice mergedClusters. En eet, pour un vecteur initial xj
on parcourt une première fois mergedClusters jusqu'à trouver la colonne l1 où j apparaît.
Deux cas sont alors possibles : soit la parcelle l1 + nV est un des indices des parcelles choisies
et on nit, soit la parcelle l1 + nV n'a pas été sélectionnée. Dans le deuxième cas, il faut de
nouveau chercher dans mergedClusters où l'indice l1 apparaît en commençant à la colonne
l1 +1 puisque la parcelle nV + l1 ne peut pas être fusionnée avant d'avoir été créée à l'itération l1.
La gure 6.27 illustre le processus itératif expliqué ci-dessus. Dans le pire cas, pour un vecteur,
la complexité temporelle est en O(n2V). Supposons qu'on a dix vecteurs numérotés de un à dix
dont la parcellisation forme une chaîne c'est-à-dire que les vecteurs 1 et 2 sont dans la parcelle
11 puis qu'on ajoute les vecteurs 3 à 10 à cette parcelle 11 l'un après l'autre, lorsqu'on cherche à
quelle parcelle appartient le vecteur 1 pour un découpage en trois parcelles, on obtient la parcelle
11. Or la parcelle 11 appartient à la parcelle 12 ainsi de suite jusqu'à être dans la parcelle 17.
Et à chaque étape i, on parcourt la matrice mergedClusters à partir de la case i. Or, il faut
traiter nV vecteurs donc dans le pire des cas, la complexité est en O(n3V).
Pour y remédier, l'idée est de conserver pour chaque parcelle dans quelle parcelle parente
elle a été fusionnée. Pour cela, on utilise un vecteur parent de taille 2nV − 1 tel que parentj
contienne le numéro de la parcelle dans laquelle la parcelle j a été fusionnée.
Sur l'exemple, on obtient le vecteur
parent =
(
11 11 13 13 15 17 14 14 12 12 18 16 15 16 17 19 18 19 19
)
Pour obtenir la parcellisation, on trouve d'abord à l'aide de la matrice mergedClusters les
indices des parcelles gardées. À l'aide du vecteur parent, on répartit chaque élément xi dans les
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Soit nV vecteurs xj parcellisés en nC groupes.Soit P l'ensemble des indices de ces groupes
Pout tout j ∈ {1, . . . , nV}, déterminer à quelle parcelle xj appartient
vec=j ;
col=1 ;
mergedClusters(1, col) = vec
ou mergedClusters(2, col) = vec ?
col=col+1nV + col ∈ P ?
Non
O
ui
Arrêt
vec=col+nV ;
col=col+1 ;
O
uiN
on
xj appartient à la parcelle nV+col
Figure 6.27  Obtention de la composition des clusters à partir de mergedClusters.
parcelles gardées. Pour cela, il faut calculer pour chaque vecteur xj p = parent(j) et si p n'est
pas l'indice d'une des parcelles gardées, on calcule p = parent(p) récursivement jusqu'à tomber
sur une parcelle p sélectionnée. La gure 6.28 illustre le processus récursif. Évaluons la complexité
de ce nouveau processus. Si le vecteur xj est une parcelle sélectionnée, alors le processus s'arrête
en ayant fait nC comparaisons pour tester si xj fait partie des nC parcelles sélectionnées. Sinon,
on eectue nC comparaisons et l'appel à la fonction avec p = parent(p). Si on note T (n) le
nombre d'opérations élémentaires eectuées à l'étape n, on a T (n) = T (n − 1) + nC. On peut
montrer que la complexité du processus est en O(nV) [46]. Donc la complexité pour traiter tous
les vecteurs est en en O(n2V). La complexité a diminué d'un ordre de grandeur par rapport au
cas où on n'utilise que mergedClusters.
6.2.3.2 Comment trouver la distance minimale et mettre à jour la distance ?
Il faut stocker la matrice de distances entre les vecteurs initiaux puis la distance entre les par-
celles. Remarquons déjà que pour les parcelles initiales, par symétrie de la distance et puisque
la distance d'une parcelle avec elle-même n'intervient pas dans l'algorithme (puisqu'on ne re-
groupe pas la parcelle avec elle-même), on peut ne stocker que la partie triangulaire supérieure
stricte de la matrice de distances. Reste à savoir où stocker à chaque itération la distance entre
la nouvelle parcelle fusionnée et les autres parcelles. Puisque l'ultime parcelle (contenant tous les
éléments) a pour indice 2nV − 1, on pourrait penser stocker une matrice de distances de taille
(2nV − 1)(2nV − 2)/2.Cette solution est à exclure si l'algorithme doit traiter un grand nombre
de données pour limiter la consommation mémoire. La distance de la parcelle Ci∪j issue de la
fusion de la parcelle Ci et de la parcelle Cj avec les autres parcelles sera stockée à la place de la
distance entre la parcelle Cmin(i,j) et les autres parcelles. Autrement dit, la parcelle C
k+1
i∪j issue
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Soit nV vecteurs xj parcellisés en nC groupes.
Soit P l'ensemble des indices de ces groupes
Pout tout j ∈ {1, . . . , nV}, déterminer à quelle parcelle xj appartient
p=j
p ∈ P ?
p=parent(p)Arrêt
xj appartient à la parcelle p
O
ui
N
on
Figure 6.28  Obtention de la composition des clusters à partir de parent.
de la fusion de la parcelle Cki et de la parcelle C
k
j aura pour indice nV + k mais sa distance sera
stockée dans la colonne min(i, j).
La formule 6.10 démontrée en annexe B fait intervenir, en plus des distances, la taille des
parcelles. Il faut donc garder la taille des parcelles. Comme pour la distance, la taille de la parcelle
Ci∪j issue de la fusion de la parcelle Ci et de la parcelle Cj est stockée à l'indice min(i, j) et
la taille de la parcelle d'indice max(i, j) vaudra alors 0 puisque cette parcelle n'existe plus. Elle
permet de ne pas calculer le centroïde de la parcelle nouvellement formée et utilise uniquement
des distances déjà calculées.
À chaque itération, il faut trouver quelle paire de parcelles est séparée par la distance mi-
nimale. Une possibilité est de parcourir à chaque itération la matrice de distances pour trouver
son minimum. Cependant l'opération est coûteuse puisque dans le pire cas, il faut parcourir
toute la matrice qui est de taille (nV(nV − 1)/2.Pour y remédier, on utilise deux vecteurs de
taille nV : un vecteur minDist qui contient pour chaque parcelle sa distance minimale avec les
autres parcelles et un vecteur minLoc contenant l'indice de la parcelle avec laquelle la distance
minimale est atteinte. L'idée est qu'il sut alors de chercher le minimum dans le premier vec-
teur qui est de taille nV au lieu de (nV(nV − 1)/2.Toutefois, il faut mettre à jour ce vecteur à
chaque itération. À chaque itération, peut se produire deux cas : soit la distance minimale est
atteinte pour une des parcelles fusionnées et dans ce cas, il faut recalculer la distance minimale ;
soit la distance minimale n'est pas atteinte pour une des parcelles fusionnées et il sut alors de
comparer la distance minimale avec la distance entre la parcelle considérée et la nouvelle parcelle
fusionnée.. L'idée est que pour les premières itérations où le nombre de parcelles est grand, ce
sera la deuxième situation qui se produira et donc l'étape de mise à jour sera moins coûteuse.
L'algorithme 6 montre comment mettre à jour ces deux vecteurs à chaque itération.
6.2.4 Analyse de complexité
6.2.4.1 Complexité en espace mémoire
Théorème 6.1. La complexité en espace mémoire est en O(n2V).
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Algorithme 6 : Étape de mise à jour de minDist et minLoc.
Entrée : Si on note i∗ = arg minminDist et j∗ = minLoc(i∗) les indices des deux
parcelles fusionnées, on a upInd=min(i∗, j∗) la parcelle gardée et
delInd=max(i∗, j∗) la parcelle devenant inactive
1 minDist(delInd,1)=∞
2 pour j de 1 à nV faire
// ne considérer que les clusters actifs
3 si dimClusters(j) 6=0 alors
// Recalculer minDist si minLoc(j) est dans le cluster delInd ou
upInd
4 si (minLoc(j)=delInd) ou (minLoc(j)=upInd) alors
5 minDist(j)←∞
6 pour i de 1 à j-1 faire
7 si dimClusters(i) 6=0 alors
8 d=D(i,j)
9 si (d<minDist(j)) ou (d=minDist(j) et i<minLoc(j)) alors
10 minDist(j)← d
11 minLoc(j)←i
12 pour i de j+1 à nV faire
13 si dimClusters(i) 6=0 alors
14 d=D(i,j)
15 si d<minDist(j) ou (d=minDist(j) et i<minLoc(j)) alors
16 minDist(j)← d
17 minLoc(j)←i
18 sinon
// Calculer la distance avec le nouveau cluster formé
19 d=D(j,upDim)
20 si d<minDist(j) ou (d=minDist(j) et upInd<minLoc(j)) alors
21 minDist(j)← d
22 minLoc(j)←upInd
Démonstration du théorème 6.1. Considérons les variables nécessaires pour l'algorithme :
 X de taille nT × nV : la matrice de données
 mergedClusters de taille 2× (nV − 1)
 parent de taille 2nV − 1
 D vecteur de taille nV(nV−1)2 contenant la distance
 minDist vecteur de taille nV contenant pour chaque parcelle sa distance minimale avec
les autres parcelles
 minLoc vecteur de taille nV contenant pour chaque parcelle i avec quelle parcelle j 6= i
la distance minimale est atteinte
 dimClusters vecteur de taille nV contenant le cardinal des parcelles
Nous avons quatre vecteur en O(nV), une matrice en O(nV) et deux matrices en O(n2V). La
complexité en espace mémoire est donc en O(n2V).
6.2.4.2 Complexité en temps
Théorème 6.2. La complexité du calcul de la distance euclidienne est en O(n2VnT)
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Preuve du théorème 6.2. on calcule les distances euclidiennes entre chaque paire d'éléments ini-
tiaux. Or, on a
(
nV
2
)
= nV(nV − 1)/2 paires d'éléments initiaux. Intéressons-nous maintenant à
la distance euclidienne : pour chaque composante des vecteurs, on eectue deux opérations : une
soustraction et une multiplication (pour l'élévation au carré) puis les résultats des composantes
sont sommés. On eectue donc 3nT−1 opérations pour calculer la distance euclidienne. Le calcul
de la distance euclidienne a donc une complexité en O(nT). Comme ce calcul est répété pour
chaque paire, la complexité pour le calcul de la distance est O(n2VnT).
Théorème 6.3. Dans le pire des cas, les itérations se font en O
(
n3V
3
)
.
Preuve du théorème 6.3. On a vu en section 6.1.1 qu'il faut nV − 1 itérations pour obtenir une
seule parcelle. Pour déterminer la complexité du calcul des itérations, détaillons ce qui se passe
pour une itération :
1. Calcul de l'indice du minimum de minDist
2. Mise à jour des distances pour la parcelle supprimée et pour la nouvelle parcelle
3. Mise à jour de minDist et minLoc
4. Remplissage de mergedCluster et parent
La première étape est en O(nV) (cf. Lemme 6.1). La deuxième étape est en O(2nV−k) (cf.
Lemme 6.2). La troisième étape est dans le pire des cas en O(nV − k)2 (cf. Lemme 6.3). La
quatrième étape est en O(nV) (cf. Lemme 6.4). On répète les quatre étapes à chaque itération.
Le complexité des itérations est donc donnée par :
nV−1∑
k=1
(nV + nV + 2nV − k + (nV − k)2 + nV) . (6.11)
Or, on a :
nV−1∑
k=1
k =
nV(nV − 1)
2
.
De plus, en posant K = nV − k, on obtient
nV−1∑
k=1
k2 =
nV−1∑
K=1
K2
=
(nV − 1)(nV − 2)(2nV − 1)
6
En revenant à l'équation (6.11), les itérations se font donc dans le pire des cas en O
(
n3V
3
)
.
Lemme 6.1. Trouver l'indice de la distance minimale se fait en O(nV) opérations.
Preuve du lemme 6.1. Pour trouver l'indice de la distance minimale, il faut parcourir minDist
pour trouver le minimum. Or minDist est de taille nV (qui représente le nombre initial de
parcelles). Il faut donc O(nV) opérations.
Lemme 6.2. L'étape de mise à jour du vecteur de distance à l'itération k s'eectue en O(2nV−k)
opérations.
Preuve du lemme 6.2. La mise à jour du vecteur de distance se fait en deux étapes. La première
consiste à mettre à l'inni la distance entre la parcelle qui n'est plus active et les autres parcelles.
La mise à jour s'eectue donc pour les nV − 1 paires : elle est donc en O(nV).
La deuxième étape met à jour la distance entre la nouvelle parcelle et les autres parcelles
encore actives. Comme on fusionne les parcelles deux à deux à chaque itération, à l'itération
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k, il y a nV − k parcelles actives. La deuxième sous-étape s'eectue donc en nV − k mises à
jour. Or, la nouvelle distance est calculée par la formule de Lance-Williams et nécessite douze
opérations élémentaires (six additions, une soustraction, quatre multiplications et une division).
La deuxième étape s'eectue donc en O(nV − k) opérations.
Lemme 6.3. La mise à jour du vecteur minDist à l'itération k se fait en O((nV − k)2)
opérations.
Preuve du lemme 6.3. On cherche pour chaque parcelle active, la distance minimale entre cette
parcelle et les autres parcelles actives. Plaçons-nous à l'itération k et considérons une parcelle
Ckl encore active mais qui n'est pas fusionnée à cette itération. Si la distance minimale entre la
parcelle Ckl et les parcelles actives à l'itération k − 1 est atteinte pour une parcelle qui n'est pas
fusionnée à l'itération k, il sut de comparer cette distance avec la distance entre la parcelle Ckl
et la nouvelle parcelle à l'itération k.
En revanche, si cette distance minimale est atteinte pour une des parcelles fusionnées, il
faut recalculer la distance minimale en parcourant les distances entre la parcelle l et les autres
parcelles encore actives, ce qui se fait en O(nV− k) comparaisons. Pour la parcelle nouvellement
formée, il faut recalculer la distance minimale. Dans le pire des cas, il faut recalculer la distance
minimale pour chacune des parcelles encore actives donc la troisième étape s'eectue dans le pire
des cas en (nV − k)2 calculs.
Lemme 6.4. Le remplissage de parent et mergedClusters est en O(nV).
Preuve du lemme 6.4. Pour remplir parent, on cherche pour les indices des deux parcelles qui
sont fusionnées la parcelle parente. En eet, an de gagner de la place mémoire pour les tableaux
utilisés dans l'algorithme, lorsqu'on fusionne la parcelle i et la parcelle j, la parcelle i ∪ j est
placée à l'indice min(i, j). Cependant, dans les tableaux mergedClusters et parent, on a
besoin d'un nouvel indice pour représenter les parcelles fusionnées. La parcelle i ∪ j correspond
alors à la parcelle nV + k où k est l'indice de l'itération où les parcelles i et j ont été fusionnées.
Dans le pire des cas, on parcourt tout le vecteur parent. L'étape se fait donc en O(nV).
Le remplissage de mergedClusters nécessite deux aectations donc et en O(1).
Théorème 6.4. L'algorithme de Ward s'eectue dans le pire des cas en O
(
n2VnT
2 +
n3V
3
)
.
Preuve du théorème 6.4. L'algorithme de Ward est décomposé en deux étapes : le calcul de la dis-
tance euclidienne pour chaque paire de vecteurs qui s'eectue en O(nTn2V) (cf. Théorème 6.2)
et les itérations qui s'eectuent dans le pire des cas en O
(
n3V
3
)
(cf. Théorème 6.3). Donc,
l'algorithme de Ward se fait dans le pire des cas en O
(
n2VnT
2 +
n3V
3
)
.
On constate que la complexité des itérations est plus grande que la complexité du calcul de la
distance, ce qui est en contradiction par rapport à la répartition du temps de calcul montré à la
table 6.2. Cependant, la complexité de la distance est la complexité réelle alors que la complexité
des itérations est donnée dans le pire cas. Or cette complexité dans le pire cas ne se produit
que lorsqu'à chaque itération les parcelles sont séparées par exactement la même distance, ce
qui donne une chaîne sur le dendrogramme. Il est donc peu probable que ce cas arrive. Malgré
une complexité théorique plus élevée, l'exécution des itérations est plus rapide que le calcul de
la distance.
6.3 Parallélisation de l'algorithme de Ward
6.3.1 Pourquoi paralléliser ?
La section 6.2.4 montre que le nombre d'opérations de l'algorithme de Ward est en O(n2VnT +
n3V). Rappelons maintenant que l'objectif de la thèse est de traiter des données d'IRMf. Pour ces
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données d'IRMf, chaque colonne de la matrice X correspond au signal temporel mesuré dans un
voxel puisque le but est de regrouper les voxels qui ont une réponse temporelle similaire. Prenons
le cas d'un sujet, on a nT ∈ {100, . . . , 1000} et nV ∈ {104, . . . , 5× 105}.
Regardons le temps de calcul estimé pour les bornes supérieures (nT = 1000 et nV = 5×105).
Le nombre d'opérations est estimé à environ 2.5 × 1014. Supposons que le CPU est à 1 GFlops
(c'est-à-dire qu'il eectue 109 opération ottante par seconde), le temps théorique est d'environ
3 jours. Et cela, rien que pour calculer la distance entre les voxels.
Pour pouvoir traiter de grands jeux de données, il faut donc trouver des stratégies de paral-
lélisation pour réduire le temps de calcul.
Nous avons envisagé trois parallélisations possibles : une première parallélisation uniquement
avec OpenMP à la fois pour la distance et les mises à jour de la distance à chaque itération ;
une deuxième parallélisation utilisant le GPU pour le calcul de la distance et une troisième
parallélisation utilisant OpenMP et le GPU.
6.3.2 Les diérentes versions de la parallélisation
Nous proposons plusieurs versions parallélisées de l'algorithme de Ward, qui s'appuient prin-
cipalement sur les diérentes parallélisations du calcul de la distance euclidienne présentées au
chapitre 7. En eet, en reprenant l'algorithme de Ward, on distingue deux parties à paralléliser :
la distance et les mises à jour. La gure 6.29 montre les diérentes parties de l'algorithme qui
sont parallélisées : les cadres rouges montrant la parallélisation avec OpenMP et les cadres bleus
la parallélisation avec CUDA. Seul le calcul de la distance a été parallélisé avec CUDA. L'étape
de mise à jour des distances est dicilement portable sur GPU. Bien qu'on puisse copier sur GPU
les parties du vecteur de distance correspondant aux distances entre les deux parcelles fusionnées
et les autres parcelles, la mise à jour de la distance ne se fait que si la parcelle est encore active.
Il faut donc tester si la parcelle est encore active par un branchement. Les processus du GPU
n'exécuteront pas le même code si la parcelle est active ou inactive. L'exécution sur GPU se fera
donc en séquentiel et donc on perdrait le bénéce d'une implémentation sur GPU. La table 6.3
récapitule les diérentes parallélisations développées avec la référence aux sections décrivant la
parallélisation. La deuxième version de la parallélisation apporte essentiellement des améliora-
tions pour le calcul de la distance. La parallélisation des étapes de mise à jour de la distance est
décrite dans la section 6.3.3
Approches Calcul de la distance Mise à jour des distances et de minDist
1ère approche OpenMP (cf. 7.3.1) OpenMP(cf 6.3.3)
2ème approche CUDA (cf. 7.3.2) Séquentiel
3ème approche CUDA (cf. 7.3.2) OpenMP (cf. 6.3.3)
(a) 1ère version
Approche Calcul de la distance Mise à jour des distances et de minDist
1ère approche OpenMP (cf. 7.4.1) OpenMPcf. 6.3.3
2ème approche CUDA (cf. 7.4.2) Séquentiel
3ème approche CUDA+OpenMP (cf. 7.4.3) OpenMP (cf. 6.3.3)
(b) 2ème version
Approche Calcul de la distance Mise à jour des distances et de minDist
1ère approche OpenMP (cf. 7.5.2.1) OpenMP (cf. 6.3.3)
2ème approche CUDA (cf. 7.5.2.2) Séquentiel
(c) 3ème version
Table 6.3  Synthèse des trois approches parallèles
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1.
Pour chaque paire
d'éléments, calcu-
ler la distance entre
les vecteurs
2. Tant que toutes les
parcelles ne sont pas
regroupées en une
seule parcelle :
a) Trouver les
deux parcelles
séparées par
la distance
minimale
b) Fusionner les
deux parcelles
c)
Mettre à jour
la matrice de
distances
(a) OpenMP (en rouge)
1.
Pour chaque paire
d'éléments, calcu-
ler la distance entre
les vecteurs
2. Tant que toutes les
parcelles ne sont pas
regroupées en une
seule parcelle :
a) Trouver les
deux parcelles
séparées par
la distance
minimale
b) Fusionner les
deux parcelles
c) Mettre à jour
la matrice de
distances
(b) CUDA (en bleu)
1.
Pour chaque paire
d'éléments, calcu-
ler la distance entre
les vecteurs
2. Tant que toutes les
parcelles ne sont pas
regroupées en une
seule parcelle :
a) Trouver les
deux parcelles
séparées par
la distance
minimale
b) Fusionner les
deux parcelles
c)
Mettre à jour
la matrice de
distances
(c) CUDA (bleu)+OpenMP (rouge)
Figure 6.29  Les diérentes parallélisations possibles de l'algorithme de Ward.
6.3.3 Parallélisation de l'étape de mise à jour des distances avec OpenMP
L'algorithme de Ward étant itératif (fusion des parcelles deux à deux), on ne peut paralléliser
que des sous-étapes à chaque itération. En eet, les étapes de mise à jour des distances et des
vecteurs minDist et minLoc peuvent se faire séparément pour chaque parcelle. Ces mises à
jour sont donc distribuées sur les diérents processus légers.
Pour cela, on ouvre une session de processeurs parallèles avant le calcul des distances, ce qui
permet en plus d'éviter de recréer à chaque itération une session parallèle ce qui est coûteux.
Cela oblige alors à utiliser des sections OMP SINGLE pour calculer quelles parcelles fusionner et
remplir les vecteurs de sortie an que chaque processus léger ait les bonnes valeurs en mémoire.
Une des dicultés notamment pour le calcul des distances est d'éviter le false sharing de la
mémoire.
Ce chapitre décrit l'algorithme de Ward, son implémentation et sa parallélisation.
Les résultats numériques de la parallélisation sont donnés en section 8.3. Le chapitre
suivant est consacré au calcul de la distance euclidienne.
Chapitre 7
Calcul de la distance euclidienne
Le chapitre 6 a montré que le calcul de la distance représente une part importante du temps
d'exécution de l'algorithme de Ward. Une grande partie de la thèse a donc porté sur l'amélioration
du calcul de distance et sa parallélisation ecace. Ces eorts sont d'autant plus justiés que le
calcul de la distance peut servir dans d'autres applications que l'algorithme de Ward. La première
partie explore les diérentes façons de calculer la distance en séquentiel pour paralléliser par la
suite un algorithme proche de l'optimal. La deuxième partie explique comment passer d'une
matrice de distances à un vecteur de distances. La troisième partie présente la première version
de la parallélisation eectuée. La quatrième partie décrit la deuxième version de la parallélisation
et la cinquième partie décrit la dernière approche développée qui est cache-aware.
7.1 Calcul de la distance en séquentiel
Il existe diérentes manières de calculer la matrice de distances. Sont présentés ci-dessous
diérents algorithmes allant de l'algorithme classique par double boucle aux algorithmes par
découpage en tuiles en passant par une version vectorielle et une version matricielle de la distance.
La manière la plus naturelle pour calculer la matrice de distances est décrite dans l'algorithme
7 et consiste à parcourir les éléments avec une double boucle (cf. lignes 1 et 2).
Algorithme 7 : Calcul des distances par double boucle.
Entrée : X matrice de taille nT × nV
Sortie : D matrice de taille nV × nV
1 pour j de 1 à nV faire
2 pour i de j+1 à nV faire
3 D(i, j)=
∑nT
t=1(xtj − xti)2
On peut toutefois vectoriser une partie des opérations. Posons A = xj · 1>nV , on a alors
Dj =
(
col∑
(A−X )̂ 2
)>
.
Cette formule a plusieurs implémentations pour le calcul de A : soit par multiplication matri-
cielle soit en répétant la colonne xj . L'algorithme 8 montre comment utiliser cette formule : on
n'utilise plus qu'une seule boucle (en ligne 1) en remplaçant la boucle interne par des opérations
vectorielles en ligne 3.
On peut pousser la vectorisation plus loin en utilisant uniquement des matrices. Posons pour
cela
S =
col∑
Xˆ2 · 1nV ,
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Algorithme 8 : Calcul des distances sous forme vectorielle.
Entrée : X matrice de taille nT × nV
Sortie : D matrice de taille nV × nV
1 pour j de 1 à nV faire
2 Aj = xj · 1>nV
3 Dj ←
∑col(A−X )̂ 2
on peut alors calculer D par D = S + S> − 2X> ·X. L'algorithme 9 montre comment utiliser
cette formule : les deux boucles  Pour  (lignes 1 et 2 de l'algorithme 7) ont disparu au prot
d'opérations matricielles en lignes 1 et 2.
Algorithme 9 : Calcul des distances sous forme matricielle.
Entrée : X matrice de taille nT × nV
Sortie : D matrice de taille nV × nV
1 S =
∑colXˆ2 · 1nV
2 D = S + S> − 2X> ·X
Un dernier algorithme est envisagé : l'idée est de reprendre l'algorithme avec la double boucle
mais en exploitant mieux la localité des données. Pour cela, on propose de découper la matrice
de données en tuiles rectangulaires : la gure 7.1 et l'annexe C illustre l'algorithme qui est donné
par l'algorithme 10. La double boucle sur les colonnes est remplacée par une double boucle sur
les tuiles en lignes 2 et 7. La ligne 3 calcule les indices de colonnes et de n de la tuile d'indice
K. Le minimum permet de tenir compte du cas où nV n'est pas un multiple de mC . À l'intérieur
de la boucle 2, on calcule la distance entre chaque paire de colonnes de la tuile considérée (cf.
lignes 4 et 5). Puis à l'intérieur de la double boucle, on calcule la distance entre les paires de
colonnes de deux tuiles diérentes (cf. lignes 9 et 10). La ligne 8 calcule les indices de colonnes
et de n de la tuile d'indice L.
X= X·1 . . . X·i . . . X·j . . . X·nCB
Décomposition de la matrice en tuiles
nV
nT D=
D(X·1,X·1) D(X·1,X·i) D(X·1,X·j) D(X·1,X·nCB )
D(X·i,X·i) D(X·i,X·j) D(X·i,X·nCB )
D(X·j ,X·j) D(X·j ,X·nCB )
D(X·nCB ,X·nCB )
Matrice de distances
nV
nV
Figure 7.1  Calcul de la distance par découpage en tuiles.
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Algorithme 10 : Calcul de distance par tuile rectangulaire.
Entrée : X une matrice de taille nT × nV
mC la taille de la tuile
Sortie : D matrice de taille nV × nV
// Calcul du nombre de tuiles pour couvrir la matrice
1 nCB =
⌈
nV
mC
⌉
// Parcours des tuiles en colonnes
2 pour K de 1 à nCB faire
3 KBeg=1+(K-1)×mC ;KEnd=min(K ×mC , nV)
// Calcul des distances entre les colonnes de la tuile X·K
4 pour j de KBeg à KEnd faire
5 pour i de KBeg à KEnd faire
6 D(i, j) =
∑nT
t=1(xti − xtj)2
// Calcul de la distance entre colonnes de la tuile X·K avec les
colonnes de la tuile X·L
7 pour L de K+1 à nCB faire
8 LBeg=1+(L-1)×mC ;LEnd=min(L×mC , nV)
9 pour j de KBeg à KEnd faire
10 pour i de LBeg à LEnd faire
11 D(i, j) =
∑nT
t=1(xti − xtj)2
12 D(j, i) = D(i, j)
Une dernière amélioration est de combiner le découpage en tuiles au calcul matriciel de la
distance pour les sous-matrices de la matrice de distances présenté à l'algorithme 11. Les doubles
boucles de l'algorithme 10 en lignes 4 et 5 et en lignes 9 et 10 sont remplacées par deux opérations
matricielles en lignes 3 et 4, puis en lignes 6 et 7. Dans les formules, on noteX·K la tuile couvrant
les colonnes KBeg à KEnd et X·L la tuile couvrant les colonnes LBeg à LEnd.
Algorithme 11 : Calcul de distance par tuile rectangulaire avec opérations matricielles.
Entrée : X matrice de taille nT × nV
mC taille de la tuile
Sortie : D matrice de taille nV × nV
// Nombre de tuiles pour couvrir toute la matrice
1 nCB=
⌈
nV
mC
⌉
// Parcours des tuiles en colonnes
2 pour K de 1 à nCB faire
// Calcul des distances entre les colonnes de la tuile X·K
3 S1 =
∑colX·Kˆ2 · 1nV
4 D(·K, ·K) = S1 + S>1 − 2X>·K ·X·K
// Calcul de la distance entre colonnes de la tuile X·K avec les
colonnes de la tuile X·L
5 pour L de K+1 à nCB faire
6 S2 =
∑colX·Lˆ2 · 1nV
7 DKL = S2 + S
>
1 − 2X>·K ×X·L
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nV Double précision Simple précision
10 000 0,8 0,4
30 000 7,2 3,6
50 000 20 10
70 000 39,2 19,6
100 000 80 40
120 000 115,2 57,6
Table 7.1  Taille de la matrice de distances de taille nV × nV en Go.
7.2 Nombres triangulaires et conversion d'indices
vectoriels/matriciels
Maintenant que nous avons établi un algorithme ecace pour le calcul de la distance, il faut
s'intéresser au stockage de la matrice de distances. La table 7.1 montre la taille de la matrice
de distances en fonction du nombre de colonnes nV de la matrice X. On voit bien que garder
la distance sous forme matricielle devient rapidement prohibitif puisque sur des machines de
calcul de bureau en double précision pour nV = 120 000, la matrice de distances ne peut pas être
stockée en mémoire RAM.
Cependant, la matrice de distances est symétrique donc on peut ne garder qu'une partie
triangulaire de la matrice de distances. De plus, la distance d'un vecteur avec lui-même est nulle
donc on peut également ne pas stocker ni calculer la diagonale de la matrice. On propose donc
de garder uniquement la partie triangulaire (stricte ou non selon les cas) et de la représenter
sous forme de tableau. Pour cela, on propose de ranger les cases des matrices triangulaires en
les lisant colonne par colonne. Le problème est qu'en passant sous forme vectorielle, la distance
entre xi et xj n'est plus rangée dans la case D(i, j) ou la case D(j, i) mais dans la case k du
vecteur de distances.
Les sous-sections suivantes établissent la transformation permettant de passer des indices ma-
triciels à l'indice vectoriel et la transformation inverse permettant d'obtenir les indices matriciels
à partir de l'indice vectoriel. Les gures 7.2 et 7.3 illustrent le passage des indices matriciels vers
l'indice vectoriel, même si pour plus de clarté, le vecteur est représenté sous forme matricielle.
On remarque que dans le cas d'une matrice triangulaire supérieure stricte (cf. Figure 7.3), on
a un décalage des diagonales par rapport à une matrice triangulaire supérieure pour obtenir les
indices vectoriels k. La gure 7.4 montre le passage des indices matriciels à l'indice vectoriel
pour une matrice triangulaire inférieure où les cases sont stockées colonnes par colonnes. Les
sections 7.2.2, 7.2.3 traitent les transformations des matrices triangulaires supérieures strictes
et non strictes vers un vecteur et les sections 7.2.5 et 7.2.4 traitent les transformations pour les
matrices triangulaires inférieures.
On cherche à établir l'expression de la fonction φ qui associe à un couple d'indices matriciels
(i, j) son indice vectoriel k :
φ :
{
N2 −→ N
(i, j) 7−→ k
,
et l'expression de sa fonction réciproque ψ = φ−1 qui à un indice vectoriel k associe le couple
d'indices matriciels (i, j) :
ψ :
{
N −→ N2
k 7−→ (i, j)
,
Pour distinguer les trois cas présentés en gures 7.2, 7.3 et 7.4, on note par la suite φ1 et ψ1 les
transformations pour le cas des matrices triangulaires supérieures, φ2 et ψ2 les transformations
pour le cas des matrices triangulaires supérieures strictes, φ3 et ψ3 les transformations pour le
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i
j
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
(3, 3) (3, 4) (3, 5) (3, 6)
(4, 4) (4, 5) (4, 6)
(5, 5) (5, 6)
(6, 6)
Indices matriciels (i, j)
1 2 4 7 11 16
3 5 8 12 17
6 9 13 18
10 14 19
15 20
21
Indice vectoriel k
Figure 7.2  Transformation d'une matrice triangulaire supérieure en vecteur.
(1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 3) (2, 4) (2, 5) (2, 6)
(3, 4) (3, 5) (3, 6)
(4, 5) (4, 6)
(5, 6)
i
j
Indices matriciels (i, j)
1 2 4 7 11
3 5 8 12
6 9 13
10 14
15
Indice vectoriel k
Figure 7.3  Transformation d'une matrice triangulaire supérieure stricte en vecteur.
cas des matrices triangulaires inférieures et φ4 et ψ4 les transformations pour le cas des matrices
triangulaires inférieures strictes.
7.2.1 Préliminaires : Nombres triangulaires
7.2.1.1 Dénition géométrique
Un nombre triangulaire est un nombre entier non nul égal au nombre de pastilles rondes de
même taille inscrite dans un triangle équilatéral construit comme indiqué en gure 7.5. Les sept
premiers nombres triangulaires sont donc 1, 3, 6, 10, 15, 21, 28. On note par la suite tn le nombre
triangulaire de rang n. Le nème nombre triangulaire tn est le nombre de pastilles composant un
triangle équilatéral de côté de longueur n pastilles. La gure montre la construction pour les
premiers nombres triangulaires.
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i
j
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(6, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(6, 2)
(3, 3)
(4, 3)
(5, 3)
(6, 3)
(4, 4)
(5, 4)
(6, 4)
(5, 5)
(6, 5) (6, 6)
Indices matriciels (i, j)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20 21
Indice vectoriel k
Figure 7.4  Transformation d'une matrice triangulaire inférieure en vecteur.
t1 t2 t3 t4 t5 t6 t7
Figure 7.5  Premiers nombres triangulaires.
7.2.1.2 Dénition par récurrence
Plus formellement, les nombres triangulaires se dénissent par une relation de récurrence
donnée par l'équation 7.1. La gure 7.6 illustre la construction de tn à partir des tj , j ∈ {1, . . . , n}.
{
t1 = 1
∀n > 1, tn = tn−1 + n
(7.1)
t1 t2 t3 t4 t5 t6 t7
Figure 7.6  Relation de récurrences entre les tn.
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La relation de récurrence peut être développée pour obtenir l'expression arithmétique de tn.
tn = tn−1 + n
tn = tn−2 + n− 1 + n
...
tn = 1 + 2 + . . .+ n− 1 + n
tn =
n∑
i=1
i
(7.2)
On peut ainsi trouver l'expression analytique de tn donnée par :
∀n ≥ 1, tn =
n(n+ 1)
2
.
Figure 7.7  Démonstration graphique.
Démonstration. La gure 7.7 démontre la formule de manière graphique. Sur la gure, ont été
réarrangés deux triangles correspondant à tn pour former un rectangle de taille n× (n+ 1). Est
également donnée une preuve mathématique.
L'idée est d'écrire la formule donnant tn une fois en écrivant la somme dans l'ordre croissant
et une seconde fois en écrivant la somme dans l'ordre décroissant.
tn = 1 + 2 + . . .+ n− 1 + n (7.3)
tn = n+ n− 1 + . . .+ 2 + 1 (7.4)
En additionnant 7.3 et 7.4, on obtient :
2tn = (n+ 1) + (n+ 1) + . . .+ (n+ 1) (7.5)
2tn = n(n+ 1) (7.6)
7.2.1.3 Quelques propriétés des nombres triangulaires
Propriété 1. La somme de deux nombres triangulaires consécutifs est un carré parfait.
Démonstration.
∀n ≥ 1, tn + tn+1 =
n(n+ 1)
2
+
(n+ 1)(n+ 2)
2
= (n+ 1)
(
n
2
+
n+ 2
2
)
= (n+ 1)2
Propriété 2. Si tn est un nombre triangulaire alors 8tn + 1 est un carré parfait.
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Démonstration.
∀n ≥ 1, 8tn + 1 = 8
n(n+ 1)
2
= 4n2 + n+ 1
= (2n+ 1)2
7.2.1.4 Racine triangulaire
Par analogie avec la racine carrée, on peut dénir une racine triangulaire.
Dénition 3. On dénit la racine triangulaire d'un nombre x, notée par T
√
x, l'unique nombre
tel que
t T√x =
T
√
x( T
√
x+ 1)
2
= x
Propriété 4.
T
√
x =
√
8x+ 1− 1
2
.
Démonstration. Calculons n en fonction du nombre triangulaire tn.
2tn = n(n+ 1)
2tn = n
2 + n
n2 + n− 2tn = 0
On obtient une équation du second degré de discriminant ∆ = 1 + 8tn. Or la proposition 2 a
établi que 8tn+1 est un carré parfait donc le discriminant est positif. Il existe alors deux solutions
n1 =
−1−
√
8tn + 1
2
n2 =
−1 +
√
8tn + 1
2
.
Mais n2 < 0 n'est pas possible donc
n =
−1 +
√
8tn + 1
2
.
7.2.2 Cas des matrices triangulaires supérieures
7.2.2.1 Transformation φ1 des indices matriciels vers l'indice vectoriel
Établissons maintenant le lien entre les nombres triangulaires et l'indice vectoriel. Reprenons
la transformation des indices matriciels vers l'indice vectoriel, rappelée à la gure 7.8. Sur la
gure, est mise en évidence la diagonale principale. Les indices vectoriels des cases de la diagonale
principale sont 1, 3, 6, 10, 15 et 21. Ce sont les premiers nombres triangulaires.
Superposons maintenant les triangles construisant les nombres triangulaires présentés en -
gure 7.6 sur la matrice de distances. La superposition est illustrée en gure 7.9. On voit apparaître
les diérents triangles. Lorsque la dimension de la matrice triangulaire passe de n colonnes et n
lignes à (n+1) colonnes et (n+1) lignes, on ajoute n+1 cases au vecteur. La dernière case ainsi
ajoutée a pour indice k = tn+1. L'indice de la colonne j donne donc la taille du triangle auquel
appartient l'indice vectoriel. En d'autres mots, on a que
∀(i, j) \ i ≥ 1, j ≥ 1, φ1(i, j) ≤ tj .
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i
j
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
(3, 3) (3, 4) (3, 5) (3, 6)
(4, 4) (4, 5) (4, 6)
(5, 5) (5, 6)
(6, 6)
Indices matriciels (i, j)
1 2 4 7 11 16
3 5 8 12 17
6 9 13 18
10 14 19
15 20
21
Indice vectoriel k
Figure 7.8  Mise en évidence des nombres triangulaires parmi les indices vectoriels.
i
j
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
(3, 3) (3, 4) (3, 5) (3, 6)
(4, 4) (4, 5) (4, 6)
(5, 5) (5, 6)
(6, 6)
Indices matriciels (i, j)
1 2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
Indice vectoriel k
Figure 7.9  Construction du vecteur de distances à l'aide des triangles de construction des tn.
Puisque lors de la construction du vecteur à partir de la matrice, on ajoute les colonnes dans
l'ordre croissant, la colonne j est rangée après les colonnes 1 à j − 1. Les indices vectoriels de la
colonne j sont donc supérieurs à tj−1, qui est la valeur de la dernière case du triangle formé par
les colonnes 1 à j − 1. Autrement dit, on a :
∀(i, j) \ i ≥ 1, j ≥ 1, tj−1 < φ1(i, j) ≤ tj .
Lorsqu'on range la colonne j, on parcourt les lignes dans l'ordre croissant : on range d'abord
(1, j) puis (2, j) jusqu'à ranger (j, j). Lorsqu'on ajoute la colonne j, la dernière case rangée dans
le vecteur est la case (j − 1, j − 1) avec un indice φ1(i, j) = k = tj−1. La case (i, j), i ≤ j se
range donc à l'indice φ1(i, j) = k = tj−1 + i.
Pour être complet, on peut traiter le cas où on considère une case dans la partie triangulaire
inférieure. La case (i, j) de la partie triangulaire inférieure correspond par symétrie à la case
(j, i) qui appartient bien à la matrice triangulaire supérieure. La case (i, j), j ≤ i se range donc
à l'indice φ1(i, j)k = ti−1 + j.
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En distinguant les deux cas, on peut écrire :
φ1 :

N2 −→ N
(i, j) 7−→ k =

i+
j(j − 1)
2
si i ≤ j
j +
i(i− 1)
2
si j ≤ i
.
Finalement, la transformation des indices matriciels pour une matrice triangulaire vers des
indices vectoriels est donnée par :
φ1 :
{
N2 −→ N
(i, j) 7−→ k = min(i, j) + max(i,j)(max(i,j)−1)2
.
7.2.2.2 Transformation ψ1 de l'indice vectoriel vers les indices matriciels
Établissons maintenant la réciproque de la fonction φ1 pour retrouver les indices matriciels
à partir de l'indice vectoriel. Par construction du vecteur, on a la propriété :
∀(i, j) \ i ≥ 1, j ≥ 1, tj−1 < φ1(i, j) ≤ tj .
Utilisons maintenant la racine triangulaire sur cette équation. L'équation 7.7 est obtenue en
rappelant que la racine triangulaire d'un nombre triangulaire est son rang T
√
tn = n.
tj−1 < k ≤ tj
=⇒ T
√
tj−1 <
T
√
k ≤ T
√
tj
⇐⇒j − 1 < T
√
k ≤ j
(7.7)
On reconnaît à l'équation 7.7 la dénition de la partie entière supérieure. On a donc
j = d T
√
ke .
On peut ensuite dénir l'expression de i à partir de la dénition de φ1. Il sut d'exprimer i
en fonction de k et de j qu'on vient de déterminer.
φ1(i, j) = k = i+
j(j − 1)
2
⇔ i = k − j(j − 1)
2
La transformation ψ1 de l'indice vectoriel vers le couple d'indices matriciels est donnée par :
ψ1 :
{
N −→ N2
k 7−→ (i, j) =
(
k − 12
⌈√
8k+1−1
2
⌉(⌈√
8k+1−1
2
⌉
− 1
)
,
⌈√
8k+1−1
2
⌉) ,
Théorème 5. Sur l'ensemble (i, j) ∈ N2\i ≤ j, on a :
ψ1 = φ
−1
1
Démonstration. Notons IdN la fonction identité de N qui à tout entier n associe lui-même.
Notons également IdN2 la fonction identité de N2 qui à tout couple d'entier (n1, n2) associe
le couple (n1, n2).
Montrons d'abord que φ1 ◦ ψ1 = IdN. Prenons k∈ N, on a
φ1 ◦ ψ1(k) = φ1
(
k − 1
2
⌈√
8k + 1− 1
2
⌉(⌈√
8k + 1− 1
2
⌉
− 1
)
,
⌈√
8k + 1− 1
2
⌉)
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φ1 ◦ ψ1(k) = k −
1
2
⌈√
8k + 1− 1
2
⌉(⌈√
8k + 1− 1
2
⌉
− 1
)
+
1
2
⌈√
8k + 1− 1
2
⌉(⌈√
8k + 1− 1
2
⌉
− 1
)
φ1 ◦ ψ1(k) = k
Montrons maintenant que ψ1 ◦ φ1 = IdN2 . Prenons (i, j) ∈ N2 avec i ≤ j, on a alors :
ψ1 ◦ φ1(i, j) = ψ
(
i+
j(j − 1)
2
)
ψ1 ◦ φ1(i, j) =
i+ j(j − 1)2 − 12

√
8
(
i+ j(j−1)2
)
+ 1− 1
2



√
8
(
i+ j(j−1)2
)
+ 1− 1
2
− 1

,

√
8
(
i+ j(j−1)2
)
+ 1− 1
2


On reconnaît la racine triangulaire introduite en section 7.2.1.4 :
√
8
(
i+ j(j−1)2
)
+ 1− 1
2
 =
T
√
i+
j(j − 1)
2
.
Calculons cette racine triangulaire. Observons d'abord que
i+
j(j − 1)
2
= i+ tj−1 .
On peut donc encadrer ce nombre par deux nombres triangulaires.
tj−1 < i+ tj−1 ≤ tj
⇐⇒ T
√
tj−1 <
T
√
i+ tj−1 ≤ T
√
tj
⇐⇒j − 1 < T
√
i+ tj−1 ≤ j
À la dernière équation, on reconnaît une des propriétés de la partie entière supérieure. On a
donc
j =
⌈
T
√
i+ tj−1
⌉
.
Reprenons maintenant le calcul de ψ1 ◦ φ1(i, j)
ψ1 ◦ φ1(i, j) =
i+ j(j − 1)2 − 12

√
8
(
i+ j(j−1)2
)
+ 1− 1
2



√
8
(
i+ j(j−1)2
)
+ 1− 1
2
− 1

,

√
8
(
i+ j(j−1)2
)
+ 1− 1
2


ψ1 ◦ φ1(i, j) =
(
i+
j(j − 1)
2
− 1
2
j(j − 1), j
)
ψ1 ◦ φ1(i, j) = (i, j)
116 CHAPITRE 7. CALCUL DE LA DISTANCE EUCLIDIENNE
7.2.3 Cas des matrices triangulaires supérieures strictes
Considérons maintenant le cas d'une matrice triangulaire stricte. Observons que par rapport
au cas de la matrice triangulaire, les indices vectoriels sont décalés d'une diagonale supérieure,
comme le montre la gure 7.10.
1 2 4 7 11 16
3 5 8 12 17
6 9 13 18
10 14 19
15 20
21
Indice vectoriel k pour une matrice triangulaire
1 2 4 7 11
3 5 8 12
6 9 13
10 14
15
Indice vectoriel k pour une matrice triangulaire stricte
Figure 7.10  Décalage pour le cas d'une matrice triangulaire stricte par rapport au cas d'une
matrice triangulaire.
Si la matrice triangulaire stricte supérieure a n colonnes et lignes, le vecteur aura tn−1 cases.
La colonne j de la matrice triangulaire stricte se range à la place de la colonne j − 1 pour une
matrice triangulaire supérieure.
La colonne j d'une matrice triangulaire supérieure stricte est rangée avec les mêmes numéros
que la colonne j − 1 de la matrice triangulaire. Soit un couple d'indice matriciel (i, j), on a que
k = φ2(i, j) = φ1(i, j − 1) et donc en composant par ψ1, on obtient (i, j − 1) = ψ1(k). Les
transformations sont donc :
φ2 :
{
N2 −→ N
(i, j) 7−→ k = min(i, j) + (max(i,j)−1)(max(i,j)−2)2
.
ψ2 :
{
N −→ N2
k 7−→ (i, j) =
(
k − 12
(⌈√
8k+1−1
2
⌉)(⌈√
8k+1−1
2
⌉
− 1
)
,
⌈√
8k+1−1
2
⌉
+ 1
) ,
7.2.4 Cas d'une matrice triangulaire inférieure
La gure 7.11 rappelle le rangement d'une matrice triangulaire inférieure dans un vecteur.
Contrairement au cas d'une matrice triangulaire supérieure, les nombres triangulaires ne sont
pas placés dans un endroit particulier (cases en bleu). L'idée est de transformer l'indice vectoriel
k pour mieux placer les nombres triangulaires. Pour cela, on propose de prendre k′ = n(n+1)2 −k.
En appliquant cette transformation f , on obtient les indices vectoriels montrés en gure 7.12 : les
nombres triangulaires (dans les cases bleues) sont ainsi placés sur la dernière ligne. On remarque
que la dernière case a pour indice 0 qui peut se dénir comme le nombre triangulaire t0.
7.2.4.1 Transformation φ3 des indices matriciels vers l'indice vectoriel
Maintenant que les nombres triangulaires sont bien placés, on peut superposer les indices
aux triangles de construction des nombres triangulaires. Cette superposition est montrée en
gure 7.13.
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i
j
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(6, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(6, 2)
(3, 3)
(4, 3)
(5, 3)
(6, 3)
(4, 4)
(5, 4)
(6, 4)
(5, 5)
(6, 5) (6, 6)
Indices matriciels (i, j)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20 21
Indice vectoriel k
Figure 7.11  Transformation d'une matrice triangulaire inférieure en vecteur.
i
j
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(6, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(6, 2)
(3, 3)
(4, 3)
(5, 3)
(6, 3)
(4, 4)
(5, 4)
(6, 4)
(5, 5)
(6, 5) (6, 6)
Indices matriciels (i, j)
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1 0
Indice vectoriel k'
Figure 7.12  Transformation de l'indice vectoriel : k′ = n(n+1)2 − k.
On remarque que la colonne j correspond au triangle de construction de tn−j+1 avec un
décalage des indices de 1. La colonne j est ainsi numérotée de tn−j à tn−j+1 − 1, avec pour
la dernière colonne k′ = 0. Une fois dans la colonne j, les lignes sont rangées dans l'ordre
décroissant : la ligne n est rangée en premier et la ligne 1 est rangé en dernier. Lorsqu'on range
la ligne i, on ajoute à tn−(j−1) la valeur n− i. On a donc que k′ = tn−j + n− i.
Connaissant la transformation f de k vers k′, on peut obtenir l'expression de k = φ3(i, j) en
fonction de (i, j) puisque k = n(n+1)2 − k
′. La transformation φ3 pour une matrice triangulaire
inférieure est donnée par :
φ3 :
{
N2 −→ N
(i, j) 7−→ k = n(n−1)2 −
(n−j)(n+1−j)
2 + i
.
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i
j
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(6, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(6, 2)
(3, 3)
(4, 3)
(5, 3)
(6, 3)
(4, 4)
(5, 4)
(6, 4)
(5, 5)
(6, 5) (6, 6)
Indices matriciels (i, j)
0
2
1
5
4
3
9
8
7
6
14
13
12
11
10
20
19
18
17
16
15
Indice vectoriel k'
Figure 7.13  Mise en relation entre l'indice k′ et les triangles de construction des tn.
7.2.4.2 Transformation ψ3 de l'indice vectoriel vers les indices matriciels
Établissons maintenant la fonction ψ3 réciproque de φ3 permettant de passer de l'indice
vectoriel aux indices matriciels.
Rappelons que pour déterminer φ3, on applique d'abord la transformation f à k pour obtenir
f(k) = k′ = n(n+1)2 − k. On a montré à la sous-section précédente que par construction, on a :
tn−j ≤ k′ < tn−j+1 .
Prenons la racine triangulaire de cette équation. On rappelle que T
√
tn = n. On obtient alors
n− j ≤ T
√
k′ < n− j + 1 .
On reconnaît dans l'équation ci-dessus la dénition de la partie entière. On a ainsi :
n− j = b T
√
k′c ⇔ j = n− b T
√
k′c .
Maintenant qu'on a déterminé j, on peut calculer i à partir de l'expression de φ3.
k′ = tn−j + n− i
⇔ i = tn−j + n− k′
La transformation ψ3 de l'indice vectoriel vers le couple d'indices matriciels est donnée par :
ψ3 :
{
N −→ N2
k 7−→ (i, j) =
(
n− k′ + 12
⌊√
8k′+1−1
2
⌋(⌊√
8k′+1−1
2
⌋
+ 1
)
, n−
⌊√
8k′+1−1
2
⌋) ,
ce qui donne en remplaçant l'expression de k′ :
ψ3 :

N −→ N2
k 7−→ (i, j) =
k + n(1−n)2 + 12
√8(n(n+1)2 −k)+1−1
2
√8(n(n+1)2 −k)+1−1
2
+ 1
 ,
n−
√8(n(n+1)2 −k)+1−1
2

.
7.2. NOMBRES TRIANGULAIRES ET CONVERSION D'INDICES
VECTORIELS/MATRICIELS 119
Théorème 6. Sur l'ensemble (i, j) ∈ N2\j ≤ i, on a :
ψ3 = φ
−1
3
Démonstration. Notons IdN la fonction identité de N qui à tout entier n associe lui-même.
Notons également IdN2 la fonction identité de N2 qui à tout couple d'entier (n1, n2) associe
le couple (n1, n2).
Montrons d'abord que φ3◦ψ3 = IdN. Prenons k∈ N, en notant k′ = n(n+1)2 −k et en rappelant
que T
√
k′ =
√
8k′+1−1
2 on a
φ3 ◦ ψ3(k) = φ3
(
n− k′ + 1
2
T
√
k′
(
T
√
k′ + 1
)
, n− T
√
k′
)
φ3 ◦ ψ3(k) =
n(n− 1)
2
− 1
2
(n− (n− T
√
k′))(n+ 1− (n− T
√
k′r)) + n− k′ +
T
√
k′( T
√
k′ + 1)
2
)
φ3 ◦ ψ3(k) =
n(n+ 1)
2
−
T
√
k′( T
√
k′ + 1)
2
− k′ +
T
√
k′( T
√
k′ + 1)
2
φ3 ◦ ψ3(k) =
n(n+ 1)
2
− k′ = k
Montrons maintenant que ψ1 ◦ φ1 = Id{1, . . . , n}2.
Prenons (i, j) ∈ {1, . . . , n}2 avec j ≤ i, on a alors :
ψ3 ◦ φ3(i, j) = ψ3
(
n(n− 1)
2
− (n− j)(n+ 1− j)
2
+ i
)
ψ3 ◦ φ3(i, j) = ψ3
(
n(n− 1)
2
− tn−j + i
)
ψ3 ◦ φ3(i, j) =
(
n(1− n)
2
+
n(n− 1)
2
− tn−j + i+
1
2
T
√
n+ tn−j − i
(
T
√
n+ tn−j − i+ 1
)
,
n− T
√
n+ tn−j − i
)
ψ3 ◦ φ3(i, j) =
(
i− tn−j +
1
2
T
√
n+ tn−j − i
(
T
√
n+ tn−j − i+ 1
)
, n− T
√
n+ tn−j − i
)
Calculons maintenant la racine triangulaire de T
√
n− i+ tn−j . Comme i ≤ n, on a n− i ≥ 0.
Donc
tn−j ≤ n− i+ tn−j .
Montrons ensuite que n− i+ tn−j < tn+1−j .
tn+1−j − (tn−j + n− i) =
(n+ 1− j)(n+ 2− j)
2
− n(n+ 1)
2
− n+ i
= i+ 1− j
Or on a pris j ≤ i avec (i, j) ∈ N2 donc i > j − 1. On a nalement
tn−j ≤ n− i+ tn−j < tn+1−j
On reconnaît une des propriétés de la partie entière. On a donc
n− j =
⌊
T
√
n− i+ tn−j
⌋
.
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Reprenons maintenant le calcul de ψ3 ◦ φ3 :
ψ3 ◦ φ3(i, j) =
(
i− tn−j + i+
1
2
(n− j) (n+ 1− j) , j
)
ψ3 ◦ φ3(i, j) = (i, j)
7.2.5 Cas d'une matrice triangulaire inférieure stricte
Considérons maintenant le cas d'une matrice triangulaire inférieure stricte. Par rapport au cas
développé en section 7.2.4, la diagonale n'est plus stockée. La gure 7.14 montre la transformation
d'une matrice triangulaire inférieure stricte en vecteur.
i
j
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(6, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(6, 2)
(3, 3)
(4, 3)
(5, 3)
(6, 3)
(4, 4)
(5, 4)
(6, 4)
(5, 5)
(6, 5) (6, 6)
Indices matriciels (i, j)
1
2
3
4
5
6
7
8
9
10
11
12
13
14 15
Indice vectoriel k
Figure 7.14  Transformation d'une matrice triangulaire inférieure stricte en vecteur.
Malheureusement, contrairement aux cas des matrices triangulaires supérieures, il n'apparaît
ici de lien évident entre l'indice k pour une matrice triangulaire inférieure stricte et l'indice k pour
une matrice triangulaire inférieure (montrée en Figure 7.11). Pourtant, on peut se ramener au
cas d'une matrice triangulaire inférieure. Si la matrice triangulaire inférieure stricte est de taille
n (n = 6 sur la gure 7.14), on considère une matrice triangulaire inférieure (avec la diagonale)
de taille n− 1. La gure 7.15 montre une telle matrice pour n = 5. Appelons (i∗, j∗) les indices
matriciels de la matrice inférieure de taille n∗ = n − 1 et k∗ son indice vectoriel. On remarque
que l'indice k∗ correspond à l'indice k qu'on souhaite avoir dans le cas d'une matrice triangulaire
inférieure stricte. La formule donnant k∗ donne donc l'indice k cherché. Reste maintenant à
trouver la relation entre (i∗, j∗) et (i, j). Si on compare les gures 7.14 et 7.15, on constate qu'on
a les mêmes numéros de colonnes donc j∗ = j. En revanche, la ligne i = 2 correspond à la ligne
i∗ = 1 : on a donc un décalage des ligne i∗ = i− 1. En remplaçant i, j∗ et n∗ par leur valeur en
fonction de i, j et n dans l'expression de φ3 et ψ3, on obtient les transformations suivantes :
φ4 :
{
N2 −→ N
(i, j) 7−→ k = (n−1)(n−2)2 −
(n−1−j)(n−j)
2 + i− 1
.
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i∗
j∗
(1, 1)
(2, 1)
(3, 1)
(4, 1)
(5, 1)
(2, 2)
(3, 2)
(4, 2)
(5, 2)
(3, 3)
(4, 3)
(5, 3)
(4, 4)
(5, 4) (5, 5)
Indices matriciels (i∗, j∗)
1
2
3
4
5
6
7
8
9
10
11
12
13
14 15
Indice vectoriel k∗
Figure 7.15  Transformation d'une matrice triangulaire inférieure de taille (n− 1) en vecteur.
ψ4 :

N −→ N2
k 7−→ (i, j) =
k + (n−1)(2−n)2 + 12
√8(n(n−1)2 −k)+1−1
2
√8(n(n−1)2 −k)+1−1
2
+ 1
 ,
n−
√8(n(n−1)2 −k)+1−1
2

.
L'obtention de i dans ψ4 peut étonner au premier regard car il y a toujours n alors qu'on
s'attend à voir n− 1. Toutefois, il ne faut pas oublier que certes on a n∗ = n− 1, mais également
i∗ = i− 1 et d'où i = i∗ + 1 = n− 1 + 1 + . . ..
7.2.6 Stockage choisi
La gure 7.16 montre le stockage de la matrice de distances sous forme de vecteur : les cases
grisées sont des cases ignorées lors du passage sous forme de vecteur et les numéros indiquent
les indices dans le vecteur dist. Nous avons choisi de stocker la matrice triangulaire supérieure
stricte colonne par colonne. La section 7.2.2 établit la formule de l'indice k dans le vecteur dist
en fonction des indices i et j de la matrice :
∀i 6= j, k = min(i, j) + (max(i, j)− 1)(max(i, j)− 2)
2
.
Ainsi la colonne Dj est stockée aux indices
{k = j + (i− 1)(i− 2)
2
, i = 1, . . . , j − 1}
⋃
{k = i+ (j − 1)(j − 2)
2
, i = j + 1, . . . , nV} .
7.3 1ère version de la parallélisation
La version expliquée ci-dessous est la version présentée à la conférence PPAM2017 [10].
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1 2
3
4
5
6
7
8
9
10
11
12
13
14
15
Figure 7.16  Stockage choisi pour le vecteur de distance.
7.3.1 Parallélisation avec OpenMP
Pour le calcul de la distance, les tuiles sont distribuées entre les diérents processus légers.
Notons nCB le nombre de tuiles. Prenons le processus léger k, il a la charge de la tuile X·k. Il
doit calculer la distance entre les colonnes de la tuile X·k. Ensuite, le processus léger k calcule la
distance entre les colonnes de la tuile X·k et les colonnes des tuiles X·j j ∈ {k+ 1, . . . , nCB}. On
ne considère que les tuiles X·j j ∈ {k, . . . , nCB} par symétrie de la distance. La distance entre
la tuile X·k et les tuiles X·j j ∈ {1, . . . , k − 1} sont calculées par les processus légers en charge
des tuiles X·j . Par exemple, la distance entre la tuile X·k et la tuile X·k−1 est calculée par le
processus léger en charge de X·k−1. La gure 7.17 illustre la répartition du calcul de la distance
en OpenMP pour sept tuiles et quatre processus légers.
Décomposition de la matrice en tuiles
X= X·1 X·2 X·3 X·4 X·5 X·6 X·7 D=
Matrice de distances
D(X·1,X·1) D(X·1,X·2) D(X·1,X·3) D(X·1,X·4) D(X·1,X·5) D(X·1,X·6) D(X·1,X·7)
D(X·2,X·2) D(X·2,X·3) D(X·2,X·4) D(X·2,X·5) D(X·2,X·6) D(X·2,X·7)
D(X·3,X·3) D(X·3,X·4) D(X·3,X·5) D(X·3,X·6) D(X·3,X·7)
D(X·4,X·4) D(X·4,X·5) D(X·4,X·6) D(X·4,X·7)
D(X·5,X·5) D(X·5,X·6) D(X·5,X·7)
D(X·6,X·6) D(X·6,X·7)
D(X·7,X·7)
Thread 1
Thread 2
Thread 3
Thread 4
Figure 7.17  1ère version : Exemple de calcul de la distance avec OpenMP pour 7 tuiles et 4
processus .
7.3.2 Parallélisation sur GPU avec CUDA
Comme on ne peut pas stocker tout le vecteur de distances dans la mémoire GPU, la stratégie
de découpage en tuiles rectangulaires a aussi été adoptée pour le calcul sur GPU.
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7.3.2.1 Formule matricielle de calcul de distance
Considérons les tuiles A de taille mCA regroupant les colonnes d'indice i1 à imCA et B de
taille mCB regroupant les colonnes d'indice j1 à jmCB :
A =
(
xi1 . . . ximCA
)
B =
(
xj1 . . . xjmCB
)
.
Les tuiles sont en général de la même taille (mCA = mCB) sauf si le nombre de colonnes nV
n'est pas multiple de la taille de tuiles choisie. Dénissons s le vecteur ligne contenant la norme
euclidienne au carré des colonnes de X :
s =
(
‖x1‖22, . . . , ‖xnV‖
2
2
)
.
Notons ensuite sA la restriction du vecteur s aux colonnes de A et sB la restriction du
vecteur s aux colonnes de B. La distance entre les colonnes de la tuile A est donnée par le
théorème 7.3.1. La distance entre les colonnes de la tuile A et les colonnes de la tuile B est
donnée par le théorème 7.3.2.
Théorème 7.3.1. DA = 1mCAsA + s
>
A1
>
mCA
− 2A>A.
Démonstration du théorème 7.3.1.
DA =

0
nT∑
t=1
(xti1 − xti2)
2 . . .
nT∑
t=1
(
xti1 − xtimCA
)2
nT∑
t=1
(xti2 − xti1)
2 0 . . .
nT∑
t=1
(
xti2 − xtimCA
)2
...
...
. . .
...
nT∑
t=1
(
xtimCA − xti1
)2 nT∑
t=1
(
xtimCA − xti2
)2
. . . 0

DA =

0 . . .
nT∑
t=1
(
x2ti1 + x
2
timCA
− 2xti1xtimCA
)
...
. . .
...
nT∑
t=1
(
x2timCA
+ x2ti1 − 2xtimCAxti1
)
. . . 0

DA =

nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2ti1
...
. . .
...
nT∑
t=1
x2timCA
. . .
nT∑
t=1
x2timCA
+

nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2timCA
...
. . .
...
nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2timCA

− 2

nT∑
t=1
x2ti1 . . .
nT∑
t=1
xti1xtimCA
...
. . .
...
nT∑
t=1
xtimCAxti1 . . .
nT∑
t=1
x2timCA

DA =
1...
1
× (nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2timCA
)
+

nT∑
t=1
x2ti1
...
nT∑
t=1
x2timCA
×
(
1 . . . 1
)
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− 2
x1i1 . . . xnTi1... . . . ...
x1im . . . xnTimCA
×
 x1i1 . . . x1imCA... . . . ...
xnTi1 . . . xnTimCA

DA = 1mCAsA + s
>
A1
>
mCA
− 2A>A
L'idée est ensuite d'utiliser le GPU pour calculer les produits matriciels à l'aide de CUBLAS.
Les formules données dans les théorèmes 7.3.1 et 7.3.2 sont calculables avec trois appels à la
fonction GEMM, qui calcule CopC = αAopABopB + βCopC avec opA, opB et opC indiquant si les
matrices doivent être transposées ou non.
Théorème 7.3.2. DAB = 1mCBsB + s
>
A1
>
mCA
− 2A>B.
Démonstration du théorème 7.3.2.
DAB =

nT∑
t=1
(xti1 − xtj1)
2 . . .
nT∑
t=1
(
xti1 − xtjmCB
)2
...
. . .
...
nT∑
t=1
(
xtimCA − xtj1
)2
. . .
nT∑
t=1
(
xtimCA − xtjmCB
)2

DAB =

nT∑
t=1
(
x2ti1 + x
2
tj1
− 2xti1xtj1
)
. . .
nT∑
t=1
(
x2ti1 + x
2
tjmCB
− 2xti1xtjmCB
)
...
. . .
...
nT∑
t=1
(
x2timCA
+ x2tj1 − 2xtimCAxtj1
)
. . .
nT∑
t=1
(
x2timCA
+ x2tjmCB
− 2xtimCAxtjmCB
)

DAB =

nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2ti1
...
. . .
...
nT∑
t=1
x2timCA
. . .
nT∑
t=1
x2timCA
+

nT∑
t=1
x2tj1 . . .
nT∑
t=1
x2tjmCB
...
. . .
...
nT∑
t=1
x2tj1 . . .
nT∑
t=1
x2tjmCB

− 2

nT∑
t=1
xti1xtj1 . . .
nT∑
t=1
xti1xtjmCB
...
. . .
...
nT∑
t=1
xtimCAxtj1 . . .
nT∑
t=1
xtimCAxtjmCB

DAB =
1...
1
× (nT∑
t=1
x2ti1 . . .
nT∑
t=1
x2timCA
)
+

nT∑
t=1
x2tj1
...
nT∑
t=1
x2tjmCB
×
(
1 . . . 1
)
− 2
 x1i1 . . . XnTi1... . . . ...
x1imCA . . . xnTimCA
×
 x1j1 . . . x1jmCB... . . . ...
xnTj1 . . . xnTjmCB

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DAB = 1mCBsB + s
>
A1
>
mCA
− 2A>B
7.3.2.2 Implémentation
Au début du programme, le processus CPU va copier le vecteur 1 de la mémoire CPU vers
la mémoire GPU À chaque étape de la boucle externe, le processus sur CPU initialise la tuile
A et calcule sA. Ensuite, sA et A sont copiés depuis le CPU vers le GPU. Le calcul de DA est
eectué en trois étapes toutes sur le GPU :
1. DA = 1mCAsA
2. DA = DA + s>A1
>
mCA
3. DA = DA − 2A>A
La matrice DA est ensuite copiée du GPU vers le CPU. À chaque étape de la boucle interne,
le processus CPU initialise B et calcule sB. Puis sB et B sont copiés du CPU vers le GPU. Le
calcul de DAB s'eectue ensuite en trois étapes toutes sur le GPU :
1. DAB = 1mCAsB
2. DAB = DAB + s>A1
>
mCB
3. DAB = DAB − 2A>B
La matrice DAB est ensuite copiée du GPU vers le CPU.
Les appels aux noyaux GPU sont asynchrones, c'est-à-dire qu'une fois le noyau lancé, le CPU
reprend la main. Le CPU peut donc eectuer des tâches pendant que le GPU calcule. Dans notre
implémentation, le CPU copie les matrices de distance dans le vecteur de distances pendant que
le GPU calcule. La boucle externe est décroissante. Ainsi, la distance entre les colonnes de la tuile
AnCB est écrite lors du calcul de la distance entre les colonnes de la tuile AnCB−1. La distance
entre les colonnes de la tuile Ai pour i 6= nCB est écrite durant le calcul de la distance entre la
tuile Ai et la tuile AnCB . La distance entre les colonnes de la tuile Ai et la tuile X·j , j ≥ i est
écrite pendant le calcul de la distance entre la tuile Ai et la tuile Aj+1.
Sur certains GPUs, on peut superposer l'exécution d'un noyau et la copie du CPU vers le GPU
ou du GPU vers le CPU en utilisant des streams. Pour cela, les copies doivent être asynchrones
pour que le CPU puisse lancer le noyau GPU après avoir lancé la copie. En reprenant le calcul de
DA, on s'aperçoit qu'une fois le vecteur sA copié sur le GPU, les deux premiers calculs peuvent
être lancés, même si la tuile A n'est pas encore copiée sur le GPU. Pour cela, on utilise deux
streams : sur le premier stream on lance la copie de sA puis les deux premiers calculs nécessaires
pour DA et le stream 2 copie A ; le stream 1 attend ensuite que le stream 2 ait ni la copie
pour lancer le dernier calcul. Le stream 2 est chargé de la copie de DA. Le CPU doit donc se
synchroniser avec le stream 2 pour copier DA dans le vecteur de distances. Pour le calcul de
DAB, on utilise aussi 2 streams : le stream 1 copie sB puis calcule les deux premières étapes
pendant que le stream 2 copie la tuile B. Une fois la copie de B terminée, le stream 1 achève le
calcul de DAB. Le calcul achevé, le stream 2 copie DAB sur le CPU. Le calcul est illustré à la
gure 7.18 pour un découpage de la matrice de données en deux tuiles tel que :
X =
(
X·1 X·2
)
D =
(
D(X·1,X·1) D(X·1,X·2)
D(X·2,X·1) D(X·2,X·2)
)
7.4 2ème version de la parallélisation
La première version de la parallélisation avec OpenMP n'est pas satisfaisante. En eet, les
accélérations obtenues sont loin de s'approcher d'une accélération linéaire.
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7.4.1 Parallélisation avec OpenMP
Le calcul de la distance décrit en section 7.3.1 présente un défaut : il y a un processus léger
qui est chargé de la première ligne de la matrice de distance. Un seul processus léger est donc
en charge de calculer la distance entre la tuile X·1 et X·j pour j de 2 à nCB. Le calcul de la
distance a donc été amélioré. Cette fois-ci au lieu de répartir les lignes de tuiles de la matrice de
distances, on répartit les tuiles. Une telle répartition est illustrée en gure 7.19.
Décomposition de la matrice en tuiles
X= X·1 X·2 X·3 X·4 X·5 X·6 X·7
D=
Matrice de distances
D(X·1,X·1)
D(X·2,X·1)
D(X·3,X·1)
D(X·4,X·1)
D(X·5,X·1)
D(X·6,X·1)
D(X·7,X·1)
D(X·2,X·2)
D(X·3,X·2)
D(X·4,X·2)
D(X·5,X·2)
D(X·6,X·2)
D(X·7,X·2)
D(X·3,X·3)
D(X·4,X·3)
D(X·5,X·3)
D(X·6,X·3)
D(X·7,X·3)
D(X·4,X·4)
D(X·5,X·4)
D(X·6,X·4)
D(X·7,X·4)
D(X·5,X·5)
D(X·6,X·5)
D(X·7,X·5)
D(X·6,X·6)
D(X·7,X·6) D(X·7,X·7)
Thread 1
Thread 2
Thread 3
Thread 4
Figure 7.19  2ème version : Exemple de calcul de la distance avec OpenMP pour 7 tuiles et 4
processus .
Cependant, contrairement à la gure, lorsqu'on distribue une tuile de la matrice de distances
sur un processus léger, ce processus ne connaît pas entre quelles tuiles de la matrice d'entréeX, il
doit calculer la distance. Pour cela, il faut retrouver à partir de l'indice k de la tuile de distance les
indices (i, j) des tuiles de la matrice X. Si on note Dk la kème tuile de la matrice de distances, on
a Dk = D(X·i,X·j). La gure 7.20 illustre une telle correspondance. Contrairement au vecteur
de distances, le découpage en tuiles de la matrice de distances a été indexé en considérant la
matrice triangulaire inférieure. La section 7.2.2 établit la correspondance entre l'indice k et les
indices (i, j). Pour un indice k ∈ {1, . . . , nCB}, on a
i =k +
nCB(1− nCB)
2
+
1
2

√
8
(
nCB(nCB+1)
2 − k
)
+ 1− 1
2



√
8
(
nCB(nCB+1)
2 − k
)
+ 1− 1
2
+ 1

j =nCB −

√
8
(
nCB(nCB+1)
2 − k
)
+ 1− 1
2

7.4.2 Parallélisation avec CUDA
L'un des inconvénients de la première méthode présentée est que peu de noyaux CUDA
s'exécutent en parallèle sur le GPU. Comme illustré sur la gure 7.18, la première version ne
superpose que des copies ou une copie avec un calcul. Mais on ne superpose pas plusieurs calculs.
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D=
Matrice de distances
D(X·1,X·1)
D(X·2,X·1)
D(X·3,X·1)
D(X·4,X·1)
D(X·5,X·1)
D(X·6,X·1)
D(X·7,X·1)
D(X·2,X·2)
D(X·3,X·2)
D(X·4,X·2)
D(X·5,X·2)
D(X·6,X·2)
D(X·7,X·2)
D(X·3,X·3)
D(X·4,X·3)
D(X·5,X·3)
D(X·6,X·3)
D(X·7,X·3)
D(X·4,X·4)
D(X·5,X·4)
D(X·6,X·4)
D(X·7,X·4)
D(X·5,X·5)
D(X·6,X·5)
D(X·7,X·5)
D(X·6,X·6)
D(X·7,X·6) D(X·7,X·7)
D=
Matrice de distances
D1
D2
D3
D4
D5
D6
D7
D8
D9
D10
D11
D12
D13
D14
D15
D16
D17
D18
D19
D20
D21
D22
D23
D24
D25
D26
D27 D28
Figure 7.20  2ème version : Correspondance entre l'indice des tuiles de distance et les tuiles
de la matrice X.
Plutôt que de parcourir les tuiles X·i de la matrice X, l'idée est de parcourir les tuiles Dk
de la matrice de distances. Lorsqu'on traite la tuile Dk, il faut trouver les indices (i, j) tels que
Dk = D(X·i,X·j) et copier les tuilesX·i etX·j sur le GPU. On peut ensuite calculer sX·i et sX·j
puis calculer M = D(X·i,X·j). Bien qu'on puisse calculer sX·i et sX·j de manière indépendante
et donc en même temps sur le GPU, le calcul de M nécessite trois appels dépendants à Gene-
ral Matrix Multiplication (GEMM). Pour augmenter la concurrence entre les noyaux CUDA, il
faudrait lancer plusieurs GEMMs indépendantes. Ceci est possible, si on calcule Dk pour plu-
sieurs k. Pour cela, il faut dérouler la boucle sur k c'est-à-dire traiter plusieurs k pour une même
itération. Prenons le cas simple où on découpe la matrice X en quatre tuiles. Dans ce cas, la
matrice de distances est composée de seize tuiles, mais on ne calcule grâce à la symétrie que dix
tuiles. Si on ne déroule pas la boucle, on va calculer D1, puis D2 jusqu'à calculer D10. Déroulons
maintenant la boucle avec une profondeur de 2 (c'est-à-dire qu'on traite deux tuiles à la fois).
Cette fois-ci on va calculer à la première itération D1 et D2, puis à la deuxième itération D3 et
D4 jusqu'à calculer à la cinquième itération D9 et D10. La gure 7.21 illustre le procédé pour
une profondeur de 3.
L'intérêt de dérouler la boucle sur les k est qu'en créant un nombre de streams égal à la
profondeur du déroulement, on peut lancer sur chaque stream le calcul d'une tuile Dk de manière
indépendante. La contrepartie au déroulement de la boucle est qu'il faut allouer plus de mémoire
sur CPU et sur GPU. Pour eectuer le calcul de la distance Dk = D(X·i,X·j), chaque stream
doit en eet disposer des tuilesX·i etX·j initialisées sur CPU et copiées sur le GPU, des vecteurs
sX·i et sX·j calculés sur GPU et de la matrice M où stocker la distance calculée sur GPU puis
copiée sur CPU. Pour une profondeur p de boucle, il faut p fois plus de mémoire. La profondeur
choisie dépend à la fois de la taille de tuiles choisies puisqu'il faut disposer d'assez de mémoire
sur GPU et également du nombre d'unités de calcul disponibles pour la précision choisie. La
gure 7.22 illustre le calcul de la distance sur GPU pour un découpage de la matrice X en deux
tuiles, une profondeur de boucle égale à 2 et donc l'utilisation de deux streams. La gure montre
bien que plusieurs noyaux de calcul sont lancés simultanément sur GPU. Cependant, ces calculs
sont décalés car même si on déroule la boucle, il faut que le CPU ait eu le temps de construire
les tuiles avant de lancer le calcul sur GPU. De plus, le CPU est inactif pendant que le GPU
calcule. Le CPU pourrait prendre en charge le calcul d'une tuile Dk pendant que le GPU calcule.
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D=
Matrice de distances
D1
D2
D3
D4
D5
D6
D7
D8
D9 D10
D=
Matrice de distances
D1
D2
D3
D4
D5
D6
D7
D8
D9 D10
Figure 7.21  2ème version : Calcul de la distance sans déroulement de boucle (à gauche) et
avec déroulement de la boucle (à droite) pour une profondeur de 3. Chaque couleur représente
une itération : les tuiles d'une même couleur sont traitées durant la même itération.
Cependant, le temps de calcul sur CPU est largement supérieur au temps de calcul sur GPU.
C'est pourquoi il n'y a pas de superposition entre calcul sur CPU et calcul sur GPU.
7.4.3 Parallélisation avec CUDA+OpenMP
Nous proposons ici d'utiliser à la fois OpenMP et CUDA. Les calculs sont faits sur le GPU
mais on se sert de OpenMP pour mieux superposer les calculs sur le GPU.
Reprenons la deuxième version du calcul de la distance (cf. Figure 7.22). Ce qui est frappant
est que les calculs sur GPU ne débutent pas en même temps alors qu'ils sont indépendants. Ce
décalage est dû au fait que l'initialisation des tuiles se fait séquentiellement sur le CPU. L'idée
est d'utiliser OpenMP pour initialiser les tuiles simultanément et donc lancer les calculs sur GPU
en même temps. La gure 7.23 illustre le procédé pour un découpage de la matrice avec deux
tuiles, un déroulement de boucle de profondeur 2 et l'utilisation de deux processus légers et de
deux streams.
7.5 3ème version de la parallélisation
7.5.1 Calcul de la distance par découpage des lignes et des colonnes
La taille de la tuile change les performances du calcul de la distance. An d'obtenir les
meilleures performances, l'idée est donc de découper la matrice X de données à la fois en tuiles
de colonnes et en blocs de lignes. Si les tuiles XIJ sont susamment petites, elles peuvent
entrer dans la mémoire cache du processus léger qui va la traiter. Si on reprend l'expression de la
distance euclidienne entre deux vecteurs xj1 et xj2 , on se rend compte qu'on peut la décomposer
sur chaque bloc de lignes Ik :
‖xj1 − xj2‖2 =
nT∑
i=1
(xij1 − xij2)2 =
mR∑
k=1
∑
i∈Ik
(xij1 − xij2)2 .
L'idée est donc pour deux tuiles X·J1 et X·J2 de charger la ligne Ii, de calculer la distance sur
ces lignes et d'ajouter cette distance calculée à DJ1J2 . On ajoute donc la distance sur les blocs
de lignes à la distance déjà calculée II au fur et à mesure. Reste le problème du premier bloc de
lignes I1 qu'on ne peut pas ajouter à la distance déjà calculée. Une manière serait d'initialiser le
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vecteur de distances à zéro et on pourrait alors ajouter la distance sur le premier bloc de lignes au
vecteur de distances. Cependant, le vecteur de distances est de taille nV(nV−1)2 donc l'initialiser
à zéro devient coûteux lorsque nV est grand. L'initialisation se fera donc avec le premier bloc de
lignes I1 puisqu'il faut le calculer dans tous les cas. En eet, même si mR >= nT, on a au moins
un bloc de lignes I1 éventuellement de taille plus petite que la taille mR prévue. Si nT > mR,
on a alors au moins deux blocs de lignes à parcourir.
L'algorithme 12 montre le calcul de la distance avec un découpage des lignes et des colonnes.
La ligne 1 correspond au calcul du nombre nCB de tuiles nécessaires pour couvrir toutes les
colonnes, du nombre nRB de blocs de lignes pour couvrir toutes les lignes qui correspond aussi
aux nombres d'itérations qu'on va faire ; et du nombre de blocs nB de la matrice de distances
D. On dispose de nCB tuiles pour lesquelles il faut calculer la distance pour toutes les paires en
comptant les paires de tuiles identiques (tuiles sur la diagonale) d'où la formule utilisée pour nB.
La ligne 2 correspond à l'initialisation du premier bloc de lignes : I1 l'indice m1 correspond à la
première ligne dans le bloc etm2 correspond à la dernière ligne du bloc I1. La boucle commençant
à la ligne 3 correspond au parcours des blocs de la matrice de distances. Pour une tuile Dκ, il
faut trouver à quelles tuiles ce bloc correspond : le calcul utilise l'expression de ψ3 démontrée
en section 7.2.4 (ligne 4). Une fois les tuiles X·K et X·L identiées, on détermine la colonne de
début (i1 et j1) et la colonne de n (i2 et j2) des tuiles en ligne 5. On distincte ensuite le cas
K > L à la ligne 6 qui correspond à une tuile de D en dehors de la diagonale et le cas K ≤ L
correspondant à une tuile diagonale en ligne 12. Dans le cas K > L, il faut calculer la distance
sur toutes les paires de colonnes (i, j) avec i ∈ JK et j ∈ JL. Cette distance est calculée par la
boucle 10 avec une initialisation de la distance à la ligne 9 puisqu'on travaille dans le premier
bloc de lignes I1. Dans le cas K ≤ L, la tuile de D considérée est une tuile diagonale, il ne faut
donc calculer que la partie triangulaire supérieure stricte (sans la diagonale). C'est pourquoi la
boucle 14 est dépendante de la boucle 13. La distance est ensuite calculée par l'initialisation 15
et la boucle 16. L'indice où stocker la distance est donné par k en ligne 9 et 15 selon la fonction
ψ2 donnée en section 7.2.3. La boucle 18 permet de calculer la distance sur les autres blocs de
lignes Ii. La boucle interne 20 est donc la même que la boucle 3 excepté que les valeurs de
m1 et m2 sont diérentes. La seule diérence entre les boucles ligne 3 et 20 est le calcul de la
distance qui en ligne 27 et 33 n'a pas besoin d'être initialisée puisqu'elle a déjà été partiellement
calculée lors les boucles 9 et 15. Le calcul de la distance est ici montré sous forme de boucle (cf.
Lignes 9, 9, 27 et 33) mais en pratique, il est remplacé par l'utilisation du calcul matriciel ou
par l'emploi de la fonction sum ou dot_product.
L'algorithme 12 a cependant un défaut. En eet, en faisant d'abord la boucle sur les itérations,
pour calculer la distance DKL, la tuile DKL va être chargée en mémoire à chaque accès donc
nRB fois. De plus lorsqu'on calcule la distance sur les mR lignes du bloc Ii, on ne charge pas
seulement ces mR lignes des tuiles X·K et X·L mais aussi les lignes suivantes si cela rentre dans
la mémoire cache. Supposons qu'au moment de calculer la distance sur le bloc de lignes Ii, on
charge en mémoire le Ii et le Ii+1, ce bloc Ii+1 occupe de l'espace mémoire mais il n'est pas
utilisé. Lorsqu'on passe au calcul sur le bloc Ii+1, ces lignes précédemment chargées ne sont plus
disponibles en mémoire car on a chargé entre-temps les lignes de bloc Ii pour les autres tuiles. On
ne respecte donc pas la localité spatiale des données. Inversons l'ordre des boucles, c'est-à-dire
que la boucle sur les blocs Ii des lignes est interne à la boucle sur les tuiles de la matrice de
distances. Après avoir calculé la distance sur le bloc de lignes Ii, on calcule la distance sur le
bloc de lignes Ii+1. Si en chargeant le Ii, le Ii+1 est aussi chargé en mémoire, le calcul de la
distance sur le bloc Ii+1 n'a pas besoin de charger les lignes depuis la mémoire centrale car elles
sont présentes en mémoire cache. Éviter un chargement des données depuis la mémoire cache
permet de gagner du temps.
lorsqu'on calcule la distance sur les lignes du bloc Ii+1 : elles sont déjà chargées en mémoire
cache ce qui évite d'avoir à les charger depuis la mémoire vive et donc de gagner du temps.
Lorsqu'on calcule la distance pour chaque paire de tuiles, on s'aperçoit que certains cal-
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Algorithme 12 : Calcul de la distance par découpage en tuiles de colonnes et en blocs de
lignes.
Entrée : X matrice de taille nT × nV ; mR nombre de lignes par bloc ; mC nombre de
colonnes par tuile
Sortie : D vecteur de taille nV(nV−1)2
1 nCB =
⌈
nV
mC
⌉
; nRB =
⌈
nT
mR
⌉
; nB =
nCB [nCB+1)
2 ;
2 iter=1 ; m1=1+(iter-1)mR ; m2=iter × mR;
3 pour κ de 1 à nB faire
4 (K,L) = ψ3(κ) ;
5 i1=1+(K-1)mC ; i2=min(KmC , nV) ; j1=1+(L-1)mC ; j2=min(LmC , nV) ;
6 si K >L alors
7 pour i de i1 à i2 faire
8 pour j de j1 à j2 faire
9 k = j + (i−1)(i−2)2 ; d(k)=(xm1i − xm2j)
2;
10 pour m de m1 + 1 à m2 faire
11 d(k)=d(k)+(xmi − xmj)2;
12 sinon
13 pour j de j1 à j2 faire
14 pour i de i1 à j − 1 faire
15 k = i+ (j−1)(j−2)2 ; d(k)=(xm1i − xm2j)
2;
16 pour m de m1 + 1 à m2 faire
17 d(k)=d(k)+(xmi − xmj)2;
18 pour iter de 2 à nRB faire
19 m1=1+(iter-1)mR ; m2=iter × mR;
20 pour κ de 1 à nB faire
21 (K,L) = ψ3(κ);
22 i1=1+(K-1)mC ; i2=min(KmC , nV) ; j1=1+(L-1)mC ; j2=min(LmC , nV);
23 si K >L alors
24 pour i de i1 à i2 faire
25 pour j de j1 à j2 faire
26 k = j + (i−1)(i−2)2 ;
27 pour m de m1 à m2 faire
28 d(k)=d(k)+(xmi − xmj)2;
29 sinon
30 pour j de j1 à j2 faire
31 pour i de i1 à j − 1 faire
32 k = i+ (j−1)(j−2)2 ;
33 pour m de m1 à m2 faire
34 d(k)=d(k)+(xmi − xmj)2;
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culs sont faits plusieurs fois alors qu'ils pourraient être calculés une seule fois puis réutilisés.
Développons l'expression du calcul de la distance euclidienne :
‖xi − xj‖2 =
nT∑
k=1
(xki − xkj)2
=
nT∑
k=1
(x2ki + x
2
kj − 2xkixkj)
=
nT∑
k=1
x2ki +
nT∑
k=1
x2kj − 2
nT∑
k=1
xkixkj
= ‖xj‖2 + ‖xi‖2 − 2
nT∑
k=1
xkixkj
. (7.8)
Pour chaque colonne xj de la matrice X, sa norme ‖xj‖ est donc utilisée dans le calcul de
la distance entre xj et xi avec j ≤ i ≤ nV. On peut donc calculer la norme de chaque colonne à
l'avance pour la réutiliser par la suite dans le calcul de la distance. Ce calcul de la norme peut
se faire en utilisant le découpage des nT lignes en blocs.
L'algorithme 13 reprend l'algorithme 12 en inversant l'ordre des boucles et en séparant le
calcul de la norme des colonnes. Cet algorithme commence aussi par calculer le nombre de tuiles
pour couvrir toutes les colonnes, le nombre de blocs de lignes pour couvrir toutes les lignes et le
nombre de blocs de la matrice de distances en ligne 1. La boucle commençant en ligne 2 calcule
la norme pour chaque colonne xj de la matrice X en itérant le calcul sur les blocs de lignes.
La ligne 3 calcule les indices de la ligne de début m1 et de la ligne de n m2 du bloc de lignes
I1. La distance est initialisée avec la valeur de xj à la ligne m1 en ligne 3 puis les autres lignes
sont ajoutées avec la boucle en ligne 4. Les blocs de lignes suivants sont traités par la boucle en
ligne 6 avec calcul des indices de ligne de début et de n en ligne 7 puis la boucle sur les lignes
en ligne 8. La boucle commençant en ligne 10 parcourt les blocs de la matrice de distances. Pour
chaque tuile de la matrice de distances, on initialise les indices de ligne m1 et m2 du bloc I1
en ligne 11 et on trouve à quelles tuiles de X la tuile correspond en ligne 12 puis on initialise
les indices de colonnes des tuiles X·K et X·L en ligne 13 . On distingue encore le cas des tuiles
de D hors diagonale (boucle ligne 14) et le cas des tuiles sur la diagonale (boucle ligne 20). La
diérence avec l'algorithme 12 est que la distance est ici initialisée avec la somme des normes des
colonnes xi et xj en lignes 17 et 23 puis les boucles en lignes 18 et 24 calculent uniquement le
double produit des termes. Et les calculs sont recommencés pour les autres blocs de lignes grâce
à la boucle 26.
7.5.2 Parallélisations
7.5.2.1 Parallélisation avec OpenMP
Sont parallélisées avec OpenMP les boucles ligne 2 et 10 de l'algorithme 13. Autrement dit,
chaque processus léger prend en charge une colonne xj de la matrice et calcule sa norme, quand
le calcul est terminé, il prend en charge une autre colonne et ce jusqu'à ce que toutes les normes
aient été calculées. Les tuiles de la matrice de distances sont ensuite réparties dynamiquement
entre les processus légers. Chaque processus léger a donc en charge une paire de tuiles de la
matrice X et calcule la distance en découpant la tuile en blocs de lignes. Lorsque le calcul de
la distance est ni, le processus léger prend en charge une autre paire de tuiles. La répartition
dynamique entre les processus légers est importante car le temps de calcul est diérent si la
tuile Dκ est une tuile sur la diagonale par rapport à une tuile non diagonale car pour une
tuile diagonale, par symétrie de la matrice de distances, on ne calcule que la partie triangulaire
inférieure stricte.
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Algorithme 13 : Calcul de la distance par découpage en tuiles de colonnes et en blocs de
lignes (amélioré) .
Entrée : X matrice de taille nT × nV ; mR nombre de lignes par bloc ; mC nombre de colonnes
par tuile
Sortie : D vecteur de taille nV(nV−1)2
1 nCB =
⌈
nV
mC
⌉
; nRB =
⌈
nT
mR
⌉
; nB =
nCB(nCB+1)
2 ;
2 pour j de 1 à nV faire
3 iter=1 ; m1=1+(iter-1)mR ; m2=iter × mR ; s(j)=x2m1j ;
4 pour m de m1 + 1 à m2 faire
5 s(j)=s(j)+x2mj
6 pour iter de 2 à nRB faire
7 m1=1+(iter-1)mR ; m2=iter × mR;
8 pour m de m1 à m2 faire
9 s(j)=s(j)+x2mj
10 pour κ de 1 à nB faire
11 iter=1 ; m1=1+(iter-1)mR ; m2=iter × mR;
12 (K,L) = ψ3(κ);
13 i1=1+(K-1)mC ; i2=KmC ; j1=1+(L-1)mC ; j2=LmC ;
14 si K >L alors
15 pour i de i1 à i2 faire
16 pour j de j1 à j2 faire
17 k = j + (i−1)(i−2)2 ; d(k)=s(j)+s(i);
18 pour m de m1 à m2 faire
19 d(k)=d(k)-2xmi × xmj ;
20 sinon
21 pour j de j1 à j2 faire
22 pour i de i1 à j − 1 faire
23 k = i+ (j−1)(j−2)2 ; d(k)=s(j)+s(i);
24 pour m de m1 à m2 faire
25 d(k)=d(k)-2xmi × xmj ;
26 pour iter de 2 à nRB faire
27 m1=1+(iter-1)mR ; m2=iter × mR;
28 si K >L alors
29 pour i de i1 à i2 faire
30 pour j de j1 à j2 faire
31 k = j + (i−1)(i−2)2 ;
32 pour m de m1 à m2 faire
33 d(k)=d(k)-2xmi × xmj ;
34 sinon
35 pour j de j1 à j2 faire
36 pour i de i1 à j − 1 faire
37 k = i+ (j−1)(j−2)2 ;
38 pour m de m1 à m2 faire
39 d(k)=d(k)-2xmi × xmj ;
136 CHAPITRE 7. CALCUL DE LA DISTANCE EUCLIDIENNE
7.5.2.2 Parallélisation avec CUDA
Pour le calcul de la distance sur GPU, on utilise encore la formule donnée par le théo-
rème 7.3.2. L'algorithme 13 est modié : le calcul des normes se fait en calculant les vecteurs
sA et sB pour chaque paire (A, B) de tuiles (B peut être la tuile A). Si on veut calculer la
norme pour tous les vecteurs d'abord, il faut copier la matrice X sur le GPU entièrement ce
qui peut être lent pour de grandes matrices et allouer un vecteur s sur le GPU, ce qui peut être
limitant pour des GPUs avec peu de mémoire. An de mieux superposer l'exécution des noyaux
sur le GPU, on utilise deux streams et au lieu d'allouer une seule matrice M pour y stocker la
distance au fur et à mesure du parcours des blocs de lignes Ii, on alloue deux matrices M1 et
M2. Pour une paire de tuile (A, B), le stream 1 copie la matrice A du CPU vers le GPU, calcule
sA puis calcule M1 = s>A1
>
mCA
. En même temps, le stream 2 copie la matrice B du CPU vers
le GPU, calcule sB puis calcule M2 = 1mCBsB. On copie toutes les lignes des matrices A et
B an de réduire le nombre de copies du CPU vers le GPU. Le calcul de sA et sB se fait alors
sur l'ensemble des lignes an d'utiliser au mieux le grand nombre de threads disponibles sur le
GPU. Le calcul de −2A>B sur les blocs de lignes est réparti entre les deux streams : le stream
1 est chargé des blocs de lignes d'indice impair I2i+1 et le stream 2 est chargé des blocs de lignes
d'indice pair I2i. À la n, les matrices M1 et M2 sont additionnées sur le GPU puis le stream 2
copie la matrice résultante sur le CPU dans une matrice Mh. Pour le bloc Dκ+1, pendant que
le GPU calcule, le CPU va copier la matrice Mh qu'il a reçu à la n du calcul deDκ sur le GPU
dans le vecteur de distances D, ce qui permet de superposer le travail du CPU au travail sur
GPU. Pour plus de clarté, la gure 7.24 illustre le calcul de la distance sur GPU en prenant une
matrice X découpée en deux tuiles et en deux blocs de lignes :
X =
(
X11 X12
X21 X22
)
7.5.2.3 Parallélisation avec MPI
L'algorithme 13 n'est pas adapté pour une architecture à mémoire distribuée. En eet, sur
une telle architecture, l'échange d'informations entre processeurs n'est possible qu'en envoyant
des messages par le réseau. Le calcul de la distance sur une architecture distribuée ne semble
pas possible car il faut remplir une matrice triangulaire par bloc. Une adaptation directe de
l'algorithme 10 conduit à une topologie impraticable avec un nombre variable de processeurs
impliqués.
L'algorithme proposé ci-dessous est fondé sur des permutations circulaires. Une permutation
circulaire d'un ensemble avec un décalage k à droite consiste à décaler les k derniers éléments
en les plaçant au début de la liste et une permutation circulaire avec un décalage k à gauche
consiste à placer les k premiers éléments à la n de la liste. Par exemple, pour l'ensemble allant
de 1 à 10, une permutation circulaire avec un décalage de trois à gauche donne 8, 9, 10, 1, 2, 3,
4, 5, 6 et 7 et à décalage de deux à droite donne 3, 4, 5, 6, 7, 8, 9, 10,1 et 2. Plus formellement,
une permutation circulaire est une permutation σ des n entrées de l'ensemble {1, 2, . . . , n} telle
que pour chaque entrée i :
σ(i) = i+ 1 (mod n) Permutation à droite
σ(i) = i− 1 (mod n) Permutation à gauche
(7.9)
En appliquant récursivement (7.9) k-fois, on obtient une permutation circulaire avec un décalage
de k, noté σk et déni par :
σk(i) = i+ k (mod n) Permutation à droite
σk(i) = i− k (mod n) Permutation à gauche
(7.10)
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Considérons maintenant qu'on dispose de nP processeurs. On découpe alors la matrice X en
nP tuiles X·j rectangulaires (autrement dit comportant toutes les lignes). On suppose que sur
chaque processeur, on peut calculer ecacement la sous-matrice Dij = d(X·i,X·j), en adaptant
l'algorithme 13.On commence l'algorithme en assignant au processeur i le calcul de la sous-
matrice Dii. On réalise ensuite une permutation circulaire à droite pour le second indice de sorte
qu'à la deuxième étape, le processeur i calcule Dσ(i)i=Di+1i. En pratique, puisqu'il sut de
remplir la partie triangulaire inférieure de la matrice de distance, chaque processeur lorsqu'il
a deux blocs de matrice d'indice ·i et ·j calcule la sous-matrice Di∗j∗ avec i∗ = max(i, j) et
j∗ = min(i, j). La procédure circulaire continue, comme illustrée en table 7.2, jusqu'à ce que tous
les blocs Dij avec j ≤ i soient calculés (an de ne calculer que la partie triangulaire inférieure
de la matrice de distance). Le théorème 7.5.1 montre qu'on peut calculer la matrice triangulaire
inférieure de distance en utilisant les permutations circulaires comme schéma de communication
entre les processeurs.
Processeurs 1 2 . . . i . . . nP
Étape 1 D11 D22 . . . Dii . . . DnPnP
Étape 2 D21 D32 . . . Di+1i . . . DnP1
Étape 3 D31 D42 . . . Di+2i . . . DnP2
. . .
Étape k Dσk−1(1)1 Dσk−1(2)2 . . . Dσk−1(i)i . . . DnPσk−1(nP)
Table 7.2  Procédure de permutation circulaire successive sur les blocs .
Théorème 7.5.1. La procédure de permutations cycliques décrite en table 7.2 s'arrête après
(nP+1)
2 étapes.
Démonstration. Lorsqu'on découpe la matrice X en nP tuiles, la partie triangulaire inférieure
de la matrice de distance contient nP(nP+1)2 bloc car il y a un bloc par paire de tuile (X·i,X·j).
Or à chaque étape, la procédure de permutation circulaire calcule nP blocs de distance. Il faut
donc au moins d(nP + 1)/2eétapes. Montrons maintenant que les blocs calculés jusqu'à l'étape
d(nP + 1)/2esont diérents. À l'étape k, le processeur i calcule Dσk−1(i)i (σ0 étant la fonction
identité). Or pour un ensemble à n éléments, σk−1(i) = i lorsque k − 1 = n. Le processeur i
recalcule donc les distances à partir de l'étape nP + 1. Un processeur ne recalcule donc pas un
même bloc. Reste à montrer qu'un processeur i ne calcule pas un bloc Dσk−1(i)i qui équivaut à un
bloc Dσk′−1(j)j calculé sur un processus j. Comme i 6= j, ce cas ne se produit que si i = σk′−1(j)
et j = σk−1(j). Le système présenté en (7.11) traite le cas où k = k′ (autrement dit, on calcule
des blocs identiques durant la même étape) aboutit au cas nP divisible par 2(k − 1) donc pair.
En eet, si on prend k = d(nP + 1)/2e,on calcule plusieurs fois le même bloc sur des processeurs
diérents. Le système donné en 7.12 présente le cas où on prend k 6= k′ et aboutit à la conclusion
que k + k′ − 2 divise nP. Or, si on considère qu'il n'y a que d(nP + 1)/2eétapes, on a alors
k ≤ d(nP + 1)/2eet k′ ≤ d(nP + 1)/2edonc k + k′ − 2 ≤ d(nP + 1)/2e.Dans le cas nP = 2p pair,
on obtient k+k′−2 ≤ 2p(= nP) et on retrouve le cas précédent. Dans le cas nP = 2p+1 impair,
on obtient k + k′ − 2 ≤ 2p < nP, ce qui est en contradiction avec k + k′ − 2 diviseur de nP.{
i = σk−1(j) = j + k − 1 (mod n)
j = σk−1(i) = i+ k − 1 (mod n)
⇔
{
i = j + k − 1 (mod n)
j = j + 2k − 2 (mod n)
⇔
{
i = j + k − 1 (mod n)
2(k − 1) = 0 (mod n)
(7.11)
{
i = σk′−1(j) = j + k
′ − 1 (mod n)
j = σk−1(i) = i+ k − 1 (mod n)
⇔
{
i = j + k′ − 1 (mod n)
j = j + k + k′ − 2 (mod n)
⇔
{
i = j + k′ − 1 (mod n)
k + k′ − 2 = 0 (mod n)
(7.12)
Donc d(nP + 1)/2e étapes sont susantes pour calculer tous les blocs.
Le théorème 7.5.1 a deux conséquences :
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 Si nP est pair, à la dernière itération seuls d(nP + 1)/2e blocs ont besoin d'être calculés,
comme montré ci-dessous dans le cas nP=4 (en italique sont présentés les blocs en double
qui ne doivent pas être calculés) :
(1,1) (2,2) (3,3) (4,4)
(1,2) (2,3) (3,4) (4,1)
(1,3) (2,4) (3,1) (4,2)
 Si nP est impair, à chaque étape nP blocs doivent être calculés, comme illustré ci-dessous
dans le cas nP=5 :
(1,1) (2,2) (3,3) (4,4) (5,5)
(1,2) (2,3) (3,4) (4,5) (5,1)
(1,3) (2,4) (3,5) (4,1) (5,2)
En pratique, les permutations cycliques sont réalisées par des procédures d'envoi et de récep-
tion dans une topologie cartésienne 1-D périodique dans laquelle le processeur i a deux voisins :
le processeur i − 1 (mod nP) et le processeur i + 1 (mod nP). À une étape k, le processeur i
calcule Dσk−1(i)i : il a donc besoin de X·i qu'il a reçu au commencement de l'algorithme et de
X·σk−1(i) qu'il n'a pas et qui doit donc lui être envoyé. Reprenons le processus à partir de la
deuxième étape : le processeur i calcule Di+1i (respectivement Di1 si i = nP). Or le processeur
i+ 1 (respectivement le processus 1 si i = nP) a la tuile Xi+1 (respectivement X1) : il peut donc
l'envoyer au processeur i. De même, le processeur i envoie X·i au processeur i−1 (ou processeur
nP si i = 1). À la troisième étape, le processeur i calcule Diσ2(i), or σ2(i) = σ1(i+ 1) car ce sont
des permutations circulaires dans le même sens. Cela veut dire que le processeur i+ 1 dispose de
X·σ1(i+1) = X·σ2(i) donc il peut l'envoyer. De manière similaire, la tuile X·σ1i que le processeur i
a reçue à la seconde étape est demandée par le processeur i− 1 (mod n). À chaque étape k > 1,
le processeur i reçoit donc du processeur i+ 1 (mod nP) la tuile X·σk−1(i), il calcule la distance
puis il transmet au processeur i− 1 (mod nP) la tuile X·σk−1(i).
L'algorithme distribué pour le calcul de la distance euclidienne est donné à l'algorithme 14.
Les permutations circulaires sont itérées dans la boucle commençant à la ligne 4. La boucle
commençant en ligne 5 sert à indiquer que les trois opérations internes sont exécutées par chaque
processeur indépendamment. Si ce n'est pas la première étape, chaque processeur commence par
recevoir la tuile nécessaire au calcul de la distance en provenance de son voisin de droite à la
ligne 7. Puis, chaque processeur transmet cette tuile à son voisin de gauche à la ligne 8 et enn,
il calcule la distance à la ligne 9. La réception est placée avant le calcul car elle est nécessaire
pour le calcul de la distance. L'intérêt de commencer l'envoi avant le calcul est que si on utilise
un envoi asynchrone non bloquant, on peut recouvrir l'envoi par le calcul de la distance.
Algorithme 14 : Algorithme distribué du calcul de la distance euclidienne.
Entrée : X matrice de taille nT × nV ;
nP le nombre de processeurs organisés par une topologie cartésienne 1-D
périodique
Sortie : D vecteur de taille nV(nV−1)2
1 Partitionner X en nP tuiles (X·i)i∈{1,...,nP};
2 Assigner au processeur I la tuile X·I et calculer la sous-matrice DII ;
3 Créer une copie locale de X·i pour chaque processeur i;
4 pour K de 1 à
⌈
(nP+1)
2
⌉
faire
5 pour Pour chaque processeur faire
6 si k>1 alors
7 Recevoir du processeur I + 1 (mod nP) la tuile X·σK−1(I) ;
8 Envoyer au processeur I − 1 (mod nP) la tuile X·σK−1(I);
9 Calculer DIσK−1(I);
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Dans ce chapitre, nous avons optimisé le calcul de la matrice de la distance par un
découpage en tuiles. Nous avons proposé plusieurs parallélisations possibles adaptées
à des architectures à mémoire partagée, à des architectures avec des GPUs NVIDIA
et à des architectures à mémoire distribuée. La dernière version de l'algorithme est
un algorithme cache-aware pour lequel nous proposons un test pour déterminer la
taille de tuile sur une architecture donnée. Les résultats numériques sont décrits en
section 8.2.
Troisième partie
Résulats
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Chapitre 8
Résultats numériques
Dans ce chapitre, nous comparons les diérents algorithmes de calcul de la distance en sé-
quentiel et en parallèle. Puis, sont présentées les accélérations et performances obtenues pour
les algorithmes de parallélisation de la distance. Enn, sont montrés les résultats obtenus pour
l'algorithme de Ward complet. Tous les algorithmes ont été implémentés en FORTRAN, excepté
le calcul de la distance sur GPU. La parallélisation avec CUDA a été écrite en C et la fonction
C est appelée dans le code FORTRAN. Nous avons choisi le langage FORTRAN pour bénécier
de ses fonctions vectorielles internes. Pour les tests avec OpenMP, chaque thread a été attaché à
un CPU (avec OMP_PROC_BIND=1).
8.1 Caractéristiques des machines utilisées
Les tests ont été réalisés sur trois environnements de travail dénis ci-dessous :
COMP1 un DELL PRECISION avec 16 c÷urs Intel(R) Xeon(R) E5-1660 avec une fréquence
d'horloge à 3,20 GHz et un GPU NVIDIA Quadro M2000 avec 768 c÷urs CUDA et une
fréquence d'horloge à 1,16 GHz. La gure 8.1 montre la topographie de la mémoire pour
cet ordinateur : chaque c÷ur a deux CPUs se partageant 256 Ko de cache L2 et les huit
c÷urs se partagent un cache L3 de 20 Mo. La mémoire totale est de 64 Go pour le CPU et
4 Go pour le GPU.
Figure 8.1  Organisation de la mémoire de COMP1.
COMP2 un DELL PowerEdge R930 muni de processeurs Intel Xeon E7-8890 avec une fréquence
d'horloge à 2,50 GHz. L'ordinateur est constitué de quatre sockets de 18 c÷urs chacune
(donc 72 c÷urs au total). Chaque socket a un cache L3 privé de 45 Mo partagé par tous
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les c÷urs sur la socket et chaque c÷ur a un cache L2 privé de 256 Ko et un cache L1 de
32 Ko. La RAM totale est de 3 To.
COMP3 un DELL PRECISION RACK7910 muni de 10 c÷urs Intel Xeon E5-2640 avec une
fréquence d'horloge de 2,40 GHz et un GPU NVIDIA Quadro P5000 avec 2 560 c÷urs
CUDA. La mémoire RAM totale est de 62 Go pour le CPU et 16 Go pour le GPU.
8.2 Calcul de la distance euclidienne
8.2.1 Comparaison des algorithmes séquentiels
Le nombre de lignes a été xé à nT = 1 000. Le nombre de colonnes nV varie entre 10 000 et
100 000. On compare les algorithmes suivants :
ALGA l'algorithme 7 qui calcule la distance avec une double boucle,
ALGB l'algorithme 8 qui vectorise le calcul de la distance, implémenté à l'aide de la fonction
SPREAD pour calculer A,
ALGC l'algorithme 8 calculant la distance par des opérations vectoriels en utilisant la fonction
MATMUL pour calculer A,
ALGD l'algorithme 9 calculant la distance par des opérations matricielles utilisant la fonction
MATMUL pour calculer XX>,
ALGE l'algorithme 9 calculant la distance par des opérations matricielles en utilisant la fonction
DGEMM de la librairie BLAS pour calculer XX>,
ALGF l'algorithme 10 qui opère un découpage en tuiles rectangulaires et utilisant la fonction
SUM pour calculer la distance entre les paires de colonnes des tuiles,
ALGG l'algorithme 10 avec découpage en tuiles rectangulaires et utilisant la fonction DOT_PRODUCT
pour calculer la distance entre deux colonnes,
ALGH l'algorithme 11 qui correspond au découpage de la matrice X en tuiles rectangulaires
utilisant la fonction MATMUL pour le calcul matriciel,
ALGI l'algorithme 11 qui découpe la matrice en tuiles rectangulaires et calcule la distance entre
els tuiles avec la fonction DGEMM de la librairie BLAS pour le calcul matriciel.
Temps CPU
nV 10 000 50 000 90 000
ALGA 75, 14 1 901,62 6 386,09
ALGB 820,63 22 387,58 OOM
ALGC 497,88 12 028,87 OOM
ALGD 145,87 3 777,91 OOM
ALGE 134,52 3 366,31 12 254,55
ALGF 42,82 1 107,72 3 834,36
ALGG 59, 13 1 517,89 5 582,21
ALGH 44,36 1 128,54 3 977,52
ALGI 45,61 1 127, 19 3 934,21
Table 8.1  Comparaison des temps CPU (en secondes) des diérents algorithmes de calcul de
distance sur COMP1.(OOM dépassement mémoire)
Le tableau 8.1 donne les temps de calcul en secondes pour les diérents algorithmes envisagés
en prenant nT=1000. Pour les algorithmes vectoriels (ALGB et ALGC), on constate que les
implémentations ne permettent pas de calculer pour un grand nombre de colonnes à cause de la
limitation mémoire. De plus, comme on copie de grosses matrices la fonction SPREAD est très
lente. La version matricielle (ALGD et ALGE) est plus lente que la version simple avec la double
boucle (ALGA). Le découpage en tuiles est en revanche plus ecace (ALGF, ALGG, ALGH
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et ALGI) : les temps de calcul ont diminué par rapport à ALGA. Cependant, l'utilisation du
produit scalaire (ALGG) ralentit l'exécution. L'utilisation de la fonction sum (ALGF) semble
plus ecace que l'utilisation d'opérations matricielles (ALGH et ALGI). La gure 8.2 compare
les performances en GFlops des diérents algorithmes en prenant le nombre d'opérations égal
à nTn2V pour les algorithmes vectoriels (ALGB et ALGC) et matriciels (ALGD et ALGE) et le
nombre d'opérations égale à nTn2V/2 pour les autres algorithmes qui exploitent la symétrie de la
matrice de distance. En concordance avec la table 8.1, la gure conrme que ALGF c'est-à-dire
par découpage en tuile avec la fonction SUM donne les meilleures performances en séquentiel
avec un maximum de 1,2 GFlops, suivi par ALGH puis ALGI qui ont des performances très
proches.
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Figure 8.2  Comparaison des algorithmes séquentiels de calcul de la distance sur COMP1.
Comme les temps d'exécution des algorithmes ALGF, ALGG, ALGH et ALGI dépendent de
la taille de la tuile choisie, nous avons fait varier cette taille de tuile de 128 à 1 024, en choisissant
des multiples de 32 (an d'être en accord avec la taille des warps sur GPU). La gure 8.3(a)
compare les performances de ALGF pour diérents tailles de problèmes, nous observons que
pour nV ≤ 50 000 les meilleures performances atteignent environ 1,20 GFlops pour mC∗=512.
Pour nV=70 000, mC∗=1024 donne une performance de 1,19 GFlops. Enn, pour nV=90 000, la
meilleure performance est de 1,06 GFlops pour mC∗=128. La gure 8.3(b) montre l'inuence de
la taille de la tuile sur les performances de ALGG pour diérentes tailles : nous constatons que
pour nV ≤ 50 000, la performance optimale est autour de 0,85 GFlops pour mC∗=512, moindre
que la performance obtenue pour ALGF. Pour nV > 50 000, mC∗=1024 donne les meilleures
performances (0,87 GFlops pour nV=70 000 et 0,79 GFlops pour nV=90 000). Nous observons
ainsi que ALGG est moins performant que ALGF.
La gure 8.3(c) compare les performances de ALGH pour diérentes tailles de tuiles. Nous
constatons que pour nV ≤ 50 000 la performance optimale est entre 1,15 GFlops et 1,20 GFlops
et est atteinte pour mC∗=512. En revanche, pour nV > 50 000, la performance est au-dessus
de 1,15 GFlops et est atteinte pour mC∗=1024. Les performances maximales de ALGH sont
un peu en dessous des performances de ALGF. La gure 8.3(d) présente l'inuence de la taille
de la tuile sur les performances de ALGI. Nous obtenons pour nV = 10 000 une performance
maximale de 1,1 GFlops pourmC∗=128. Pour nV > 50 000, la performance maximale est atteinte
pour mC = 1 024∗ et est aux alentours 1,15 GFlops. Pour les problèmes de taille moyenne, la
performance optimale au-dessus de 1,17 GFlops s'obtient avec mC∗=512. Nous constatons que
ALGH et ALGI ont des performances très similaires, légèrement inférieures aux performances de
ALGG.
La taille des tuiles mC∗ donnant les meilleures performances est donnée pour chacun des
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quatre algorithmes à la table 8.2 en fonction de la taille du problème (le nombre de lignes ayant
été xé à nT=1000).
mC
∗
nT 10 000 50 000 100 000
ALGF 512 512 128
ALGG 512 512 1 024
ALGH 512 512 1 024
ALGI 128 521 1 024
Table 8.2  mC∗ pour ALGF, ALGG, AGLH et ALGI
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Figure 8.3  Eet de la taille de la tuile sur la performance en GFlops sur COMP1.
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8.2.2 Comparaison des algorithmes parallélisés
Cette section compare les diérentes parallélisations du calcul de la distance :
ALG_SHARE la troisième version de la parallélisation avec OpenMP présentée en section
7.5.2.1 avec une implémentation matricielle c'est-à-dire avec découpage de la matrice X en
blocs de lignes et blocs de colonnes et parcours des tuiles de la matrice de distance,
ALG_GPU la première version de la parallélisation avec CUDA présentée en section 7.3.2
avec découpage en blocs de colonnes et parcours des tuiles de la matrice X par une double
boucle,
ALG_DIS la troisième version de la parallélisation avec MPI présentée en section 7.5.2.3 cor-
respondant à un découpage des lignes et des colonnes en blocs et parcours des tuiles de la
matrice D,
ALG_HYBR la parallélisation avec CUDA+OpenMP présentée en section 7.4.3 correspondant
à un découpage tuiles de colonnes avec superposition des noyaux CUDA grâce à OpenMP,
ALG1 la première version de la parallélisation avec OpenMP présentée en section 7.3.1 qui
correspond à un découpage en tuiles de colonnes et parcours des tuiles par une double
boucle,
ALG2 la deuxième version de la parallélisation avec OpenMP présentée en section 7.4.1 où la
matrice X est découpé en tuiles de colonnes mais les tuiles sont parcourues avec une seule
boucle,
ALG3 la troisième version de la parallélisation avec OpenMP présentée en section 7.5.2.1 qui
correspond à un découpage de X en blocs de lignes et de colonnes avec une implémentation
vectorielle du calcul de la distance entre les blocs et un parcours des tuiles avec une seule
boucle,
ALG4 la deuxième version de la parallélisation avec CUDA présentée en section 7.4.2 qui dé-
coupe la matrice X en blocs de colonnes et parcourt les tuiles de la matrice D avec une
seule boucle avec déroulement de cette boucle pour lancer plusieurs noyaux CUDA en même
temps,
ALG5 la troisième version de la parallélisation avec CUDA présentée en section 7.5.2.2 qui
correspond à découpage en blocs de lignes et de colonnes de la matrice X.
Le nombre de lignes vaut soit 1 000 pour simuler la parcellisation individuelle soit 10 000
pour simuler le cas de parcellisations de groupe. Le nombre de colonnes a été pris entre 10 000 et
120 000. Les tests avec OpenMP ont été réalisés en xant un thread par c÷ur. La taille des tuiles
et des blocs de ligne est donnée pour chaque algorithme à la table 8.3. Pour ALG5, la profondeur
du déroulement de la boucle (c'est-à-dire le nombre de noyaux CUDA lancés par itération de la
boucle) a été xée à cinq.
La table 8.4 compare les algorithmes parallélisés avec OpenMP c'est-à-dire les algorithmes
ALG_SHARE, ALG1, ALG2 et ALG3 en fonction du temps d'exécution en secondes sur COMP1
en double précision. Pour ALG1 quelle que soit la taille du problème, il y a une stagnation du
temps d'exécution à partir de huit threads, ce qui était attendu puisque sans linéarisation des
indices matriciels, il y a un déséquilibre des charges entre les threads. Pour ALG3, passer de
huit threads à seize threads diminue peu le temps de calcul. Pour ALG2 et ALG3, il n'y a
pas de stagnation entre huit et seize threads, ce qui montre que la linéarisation des indices
matriciels permet une meilleure répartition du travail entre les threads. En revanche, ALG2 est
plus lent que ALG1 excepté pour 16 threads. Pour nT=10 000, ALG3 est plus rapide que ALG2
excepté pour nV=100 000, ce qui montre que le découpage en bloc de lignes est ecace. Pour
nT=100 000, les temps très longs proviennent certainement des paramètres (mR, mC) inadaptés
car ils ont été choisi en fonction d'un plus petit problème. Le phénomène n'est pas reproduit
pour nT=1000 alors qu'il y a un découpage en blocs de lignes et est attribuable à l'utilisation
des opérations vectorielles plus lentes que les opérations matricielles comme constaté en section
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Nombre de threads mR mC
ALG_SHARE 1 à 8 64 256
ALG_SHARE 16 128 512
ALG1 1 à 16 N.R. 1 024
ALG2 1 à 16 N.R. 1 024
ALG3 1 à 4 256 1 024
ALG3 8 64 256
ALG3 16 128 512
ALG_GPU N.R. N.R. 2 048
ALG4 N.R. N.R 1 024
ALG5 N.R 256 1 024
(a) Double précision
Nombre de threads nT mR mC
ALG_SHARE 1 à 8 - 64 256
ALG_SHARE 16 - 128 1 024
ALG1 1 à 16 - N.R. 1 024
ALG2 1 à 16- N.R. 1 024
ALG3 1 - 1 000 2 048
ALG3 2 - 1 000 512
ALG3 4 à 16 - 1 000 256
ALG_GPU N.R. 1 000 N.R. 1 024
ALG_GPU N.R. 10 000 N.R. 2 048
ALG4 N.R. - N.R 1 024
ALG5 N.R - 128 1 024
(b) Simple précision
Table 8.3  Tailles des tuiles et des blocs de lignes choisies pour les diérents algorithmes sur
COMP1
−nT ∈ {1 000, 10 000} ; N.R. : non requis.
8.2.1. L'algorithme le plus rapide quel que soit le nombre de threads employés est ALG_SHARE
qui correspond à un découpage en lignes et en colonnes avec des opérations matricielles.
La table 8.4 compare les algorithmes ALG_SHARE, ALG1, ALG2 et ALG3 en fonction du
temps d'exécution en secondes sur COMP1 en simple précision. Pour ALG3, nous constatons une
stagnation du temps de calcul entre huit et seize threads malgré la linéarisation. Pour ALG1, il n'y
a pas de stagnation mais seulement une faible amélioration du temps de calcul entre huit et seize
threads. On retrouve toutefois que ALG_SHARE est plus rapide que les trois autres algorithmes
quel que soit le nombre de threads employés et la taille du problème comme le montre la gure
8.4.
La table 8.6 compare les parallélisations avec CUDA c'est-à-dire les algorithmes ALG_GPU,
ALG4 et ALG5 en fonction de leur temps d'exécution sur COMP1 en simple et double précision.
En comparant ALG4 et ALG5, nous constatons que ALG5 est plus lent que ALG4 malgré un
découpage en blocs de lignes et le portage sur GPU du calcul de la norme des colonnes. Toutefois,
les temps d'exécution de ALG4 sont montrés avec un déroulement de boucle permettant de
superposer plus de noyaux CUDA sur le GPU que ALG5. Contrairement à la parallélisation avec
OpenMP, l'algorithme le plus performant est ALG_GPU qui ne fait intervenir ni linéarisation
des blocs de la matrice de distance ni le découpage en blocs de lignes. Ceci s'explique par le fait
que le parcours de la double boucle permet de réduire le nombre de copies du CPU vers le GPU
puisque la tuile A n'est copiée qu'une seule fois pour toutes les paires de tuiles (A,B).
Ainsi, nous avons établi que l'algorithme le plus rapide en séquentiel est ALG_-
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nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 35,39 42,27 56,92 77,12 346,09 448,96 785,47 761,29
2 threads 20,66 25,21 37,16 39,30 195,40 277,85 578,81 386,19
4 threads 11,01 16,30 18,86 19,90 106,94 165,13 285,27 201,58
8 threads 5,50 11,08 10,42 10,62 53,41 113,63 152,26 105,73
16 threads 3,24 9,96 6,21 10,30 30,80 125,00 82,73 102,42
(a) nV=10 000
nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 860,28 1 049,69 1 423,14 1 905,96 8 275,41 11 218,68 19 449,94 19 050,43
2 threads 498,70 535,41 916,08 967,39 4 789,56 6 029,73 14 413,29 9 510,96
4 threads 273,60 322,38 461,66 492,90 2 618,34 3 256,97 6 983,61 5 011,20
8 threads 138,45 196,99 245,98 261,98 1 312,85 2 008,34 3 571,43 2 610,63
16 threads 79,72 193,25 125,27 251,15 761,68 2 005,91 1 885,21 2 528,98
(b) nV=50 000
nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 3 461,98 4 199,21 5 689,40 7 447,80 28 046,13 44 918,72 77 929,03 75 309,11
2 threads 2 009,98 2 169,33 3 653,47 3 772,01 20 021,06 24 476,43 56 465,27 38 185,36
4 threads 1 104,40 1 266,88 1 846,89 1 967,33 10 548,03 12 681,65 27 850,51 20 027,44
8 threads 563,93 743,79 985,51 1 047,34 5 292,04 7 478,98 14 211,84 10 406,39
16 threads 326,52 756,15 498,28 997,59 3 082,66 7 916,87 7 564,88 10 153,14
(c) nV=100 000
Table 8.4  Comparaison des temps CPU (en secondes) des algorithmes parallélisés avec
OpenMP en double précision sur COMP1 .
nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 31,49 42,33 56,29 70,11 308,66 429,78 640,21 717,06
2 threads 16,24 25,75 25,43 35,48 158,64 254,95 301,00 368,96
4 threads 8,51 15,38 13,37 18,55 82,94 156,09 159,61 187,66
8 threads 4,26 10,16 7,02 9,29 41,59 102,37 85,43 94,30
16 threads 3,03 11,27 4,49 9,37 29,35 89,81 50,89 94,06
(a) nV=10 000
nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 788,48 1047,50 1 408,84 1 753,25 7 685,21 11 049,00 15 802,90 17 844,58
2 threads 407,14 532,40 637,60 889,20 3 925,91 5 745,86 7 558,45 8 997,49
4 threads 213,16 295,53 332,77 463,29 2 068,17 3 053,89 3 998,86 4 685,00
8 threads 107,58 165,41 167,90 231,85 1 033,14 1 685,41 2 127,51 2 344,90
16 threads 76,80 123,70 98,67 232,61 731,46 1 305,56 1 130,62 2 338,68
(b) nV=50 000
nT=1000 nT=10 000
ALG_SHARE ALG1 ALG2 ALG3 ALG_SHARE ALG1 ALG2 ALG3
Séquentiel 3 190,54 4 189,79 5 639,69 7 015,09 30 769,54 43 897,01 71 993,25
2 threads 1 627,61 2 161,40 2 559,19 3 547,10 15 703,23 22 142,14 30 124,35 35 897,72
4 threads 863,56 1 155,95 1 347,10 1 852,93 8 267,79 11 872,82 16 002,26 18 739,04
8 threads 442,38 619,25 686,38 926,80 4 147,31 6 177,16 8 551,53 9 373,73
16 threads 319,32 446,07 405,22 931,03 2 937,05 4 392,98 4 516,54 9 354,35
(c) nV=100 000
Table 8.5  Comparaison des temps CPU (en secondes) des algorithmes parallélisés avec
OpenMP en simple précision sur COMP1.
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Figure 8.4  Comparaison des performances (en GFlops) des algorithmes parallélisés avec
OpenMP en double précision pour un problème de taille 10 000× 100 000
nT nV ALG_GPU ALG4 ALG5
1000
10000 2,93 3,63 3,43
50000 62,49 68,85 78,56
100000 247,60 272,96 314,83
10000
10000 23,79 26,40 29,96
50000 533,79 597,63 696,01
100000 2115,31 2368,37 2760,81
(a) Double précision
nT nV ALG_GPU ALG4 ALG5
1 000
10 000 0,84 1,28 1,92
50 000 13,48 28,19 48,17
100 000 53,19 115,23 195,53
10 000
10 000 2,59 8,33 8,90
50 000 52,58 187,26 206,10
100 000 205,03 728,92 786,95
(b) Simple précision
Table 8.6  Comparaison des temps CPU (en secondes) des algorithmes parallélisés avec
CUDA sur COMP1.
SHARE et donc son temps d'exécution servira de référence pour le calcul de l'accélé-
ration. ALG_SHARE permet également la meilleure parallélisation avec OpenMP.
Pour la parallélisation sur GPU, on gardera dans la suite des résultats ALG_GPU.
8.2.3 Choix de la taille de la tuile et des blocs
Les performances des algorithmes sélectionnés à savoir ALG_SHARE, ALG_GPU, ALG_-
HYBR et ALG_DIST dépendent du choix de la taille des blocs de lignes et de colonnes choisis.
Nous avons donc développé un banc de tests pour déterminer (mR∗,mC∗) donnant les meilleures
performances.
La gure 8.5 montre l'inuence de la taille des tuiles et des blocs sur les performances
de ALG_SHARE en double précision sur COMP1 pour un problème de taille nT=1000 et
nV=10 000. Les performances augmentent lorsque lorsque mR et mC augmentent jusqu'à at-
teindre leur maximum pour mR∗ = 64 et mC∗ = 256 en séquentiel et en parallèle jusqu'à huit
threads. Pour seize threads, la performance optimale est atteinte pour mR∗ = 128 et mC∗ = 512.
Avec seize threads, toute la socket est occupée ce qui explique la diérence entre les performances.
La gure 8.6 montre l'évolution des performances de ALG_SHARE en simple précision pour un
problème de taille nT=1000 et nV=10 000. Nous trouvons que les performances optimales sont
obtenues quel que soit le nombre de threads pour mR∗ = 64 et mC∗ = 256.
La gure 8.7 montre l'évolution des performances en GFlops en fonction de la taille de la
tuile en simple et double précision sur COMP1. Nous avons testé nT=1000 et nT=10 000 car il
n'y a pas de découpage en blocs de lignes et donc il est possible que les tuiles n'entrent pas dans
la mémoire GPU pour nT=10 000. Nous constatons qu'en double précision les performances sont
proches quel que soit le nombre de lignes. En revanche, en simple précision, les performances sont
bien meilleures pour nT=10 000. La diérence de performances entre la double précision et la
simple précision vient de la diérence entre le nombre de c÷urs CUDA dédiés à la double précision
et le nombre de c÷urs CUDA dédiés à la simple précision. En double précision, la performance
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Figure 8.5  ALG_SHARE : Inuence de de mR et mC sur la performance en double
précision sur COMP1.
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Figure 8.6  ALG_SHARE : Inuence de de mR et mC sur la performance en simple
précision sur COMP1.
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Figure 8.7  ALG_GPU : Inuence de mCsur les performances (en GFlops) sur COMP1 pour
nV=30 000.
optimale est atteinte pour mC∗ = 2 048. En simple précision, il faut choisir mC∗ = 1 024 pour
nT=1000 et mC∗ = 8 192 pour nT = 10 000 an d'avoir la meilleure performance.
Les gures 8.8 et 8.9 montrent l'évolution des performances en fonction de la taille des blocs
de lignes et de colonnes pour ALG_SHARE sur COMP2 pour un problème de taille nT=1000
et nV=10 000. Nous constatons que la performance optimale est obtenue avec mR∗ = 16 et
mC
∗ = 64 en simple et double précision.
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Figure 8.8  Eet de la taille des blocs sur les performances de ALG_SHARE en double
précision sur COMP2.
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Figure 8.9  Eet de la taille des blocs sur les performances de ALG_SHARE en simple
précision sur COMP2.
La gure 8.10 représente l'évolution des performances de ALG_GPU sur COMP3 en fonction
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Figure 8.10  ALG_GPU : Inuence de mC sur les performances (en GFlops) sur COMP2
pour nV=30 000.
Nombre de threads mR
∗ mC
∗
ALG_SHARE 1 à 8 64 256
ALG_SHARE 16 128 512
ALG_GPU N.R. N.R. 2 048
(a) Double précision
nT mR
∗ mC
∗
ALG_SHARE - 64 256
ALG_GPU 1000 N.R. 1 024
ALG_GPU 10 000 N.R. 8 192
(b) Simple précision
Table 8.7  Paramètres (mR∗,mC∗) optimaux sur COMP1
- : nT ∈ {1 000, 10 000} ; N.R : non requis
mR
∗ mC
∗
ALG_SHARE 16 64
ALG_GPU N.R. 2 048
(a) Double précision
nT mR
∗ mC
∗
ALG_SHARE - 16 64
ALG_GPU 1000 N.R. 2 048
ALG_GPU 10 000 N.R. 8 192
(b) Simple précision
Table 8.8  Paramètres (mR∗,mC∗) optimaux sur COMP2 et COMP3
- : nT ∈ {1 000, 10 000} ; N.R : non requis
de la taille de la tuile. En double précision, nous constatons que les performances sont assez
similaires pour nT=1000 et nT=10 000. En simple précision, les performances sont supérieures
pour nT=10 000. Nous retrouvons en revanche que les performances en simple précision sont plus
élevées que celles en double précision, car le nombre de c÷urs CUDA simple précision est plus
grand que le nombre de c÷urs CUDA double précision. En double précision, les performances
optimales sont atteintes pour mC∗ = 2 048. En simple précision, nous obtenant les meilleures
performances pour nT=1000 en prenant mC∗ = 2 048 et pour nT=10 000 en prenant mC∗ =
8 192.
La table 8.7 récapitule les paramètres optimaux en simple et double précision pour ALG_-
SHARE et ALG_GPU sur COMP1. La table 8.8 reprend les paramètres optimaux en simple et
double précision pour ALG_SHARE sur COMP2 et pour ALG_GPU sur COMP3.
8.2.4 Comparaison des performances des algorithmes
Pour comparer les performances, nous prenons les tailles de tuiles données en Table 8.7 et
Table 8.8. Pour ALG_DIST, la matrice de données est découpée en nPtuiles réparties sur chaque
processeur et chaque processeur utilise ALG_SHARE avec les paramètres (mR∗,mC) donnant
les performances optimales en séquentiel. Nous rappelons que le temps de référence est le temps
séquentiel obtenu avec ALG_SHARE. Pour ALG_HYBR, la profondeur de la boucle (c'est-à-
dire le nombre de noyaux CUDA lancés simultanément) a été choisie égale au nombre de threads
utilisés.
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La table 8.9 montre les accélérations obtenues en double précision avec ALG_SHARE sur
COMP1. La table 8.11 montre les accélérations en simple précision pour COMP1 pour ALG_-
SHARE. Dans les deux cas, les accélérations obtenues sont quasi linéaires avec une accélération
autour de 11 au lieu de 16 pour seize threads. Les tables 8.10 et 8.12 donnent les performances
obtenues avec ALG_SHARE en double et simple précision et montrent que les meilleures per-
formances sont obtenues avec seize threads. La table 8.13 montre les accélérations obtenues sur
COMP1 avec ALG_GPU en simple et double précision. Nous constatons que les accélérations
sont meilleures lorsque le nombre de lignes augmente. En double précision, ALG_GPU permet
d'obtenir une accélération entre 13 et 15 donc supérieure à celle obtenue avec ALG_SHARE
avec 16 threads. En simple précision, les accélérations de ALG_GPU sont nettement supérieures
à celles obtenues avec ALG_SHARE. Nous remarquons qu'en simple précision, les accélérations
sont bien plus grandes qu'en double précision grâce au nombre supérieur de c÷urs CUDA en
simple précision. En simple et double précision, les performances sont meilleures pour nT=10 000.
Les tables 8.14 et 8.16 montrent les accélérations obtenues avec ALG_HYBR en double et simple
précision sur COMP1. Nous remarquons que les accélérations augmentent avec le nombre de
threads. En revanche, le gain en double précision est assez faible entre 2 threads et 16 threads.
Cela s'explique sans doute par le faible nombre de c÷urs CUDA dédiés à la double précision.
La table 8.15 conrme que les meilleures performances sont atteintes avec seize threads avec
nT=10 000. En simple précision, le gain est meilleur lorsque le nombre de threads (et donc le
nombre de noyaux CUDA lancés) augmente jusqu'à huit threads. Avec seize threads, les accéléra-
tions sont moins bonnes qu'avec huit threads en simple précision : on peut supposer que les seize
copies ralentissent ALG_HYBR. La table 8.17 conrme que les meilleures performances sont
atteintes avec huit threads en particulier pour le plus gros problème de taille 10 00 par 100 000.
Les gures 8.11 et 8.12 comparent les accélérations et performances obtenues avec les trois
algorithmes sur COMP1 en double et simple précision. Nous retrouvons que l'accélération de
ALG_SHARE est quasi-linéaire en particulier en simple précision. Nous constatons également
que ALG_HYBR est plus performant que ALG_GPU à partir de huit threads, excepté pour le
problème de très grande taille (10 000 par 100 000) en simple précision. Bien que ne partant pas
de l'algorithme le plus performant, ALG_HYBR surpasse ALG_GPU en permettant à plus de
noyaux CUDA de s'exécuter en parallèle.
Temps CPU Accélération
Sequentiel 2 threads 4 threads 8 threads 16 threads
1 000
10 000 35,39 1,71 3,21 6,43 10,93
50 000 860,28 1,73 3,14 6,21 10,79
100 000 3461,98 1,72 3,13 6,14 10,60
10 000
10 000 346,09 1,77 3,24 6,48 11,24
50 000 8275,41 1,73 3,16 6,30 10,86
100 000 28046,13 1,40 2,66 5,30 9,10
Table 8.9  ALG_SHARE : Temps de référence (en secondes) et accélérations (en gras) en
double précision sur COMP1.
Performance
Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
10000 2,83 4,84 9,08 18,17 30,87
50 000 2,91 5,01 9,14 18,06 31,36
100 000 2,89 4,98 9,05 17,73 30,63
10 000
10 000 2,89 5,12 9,35 18,72 32,46
50 000 3,02 5,22 9,55 19,04 32,82
100 000 3,57 4,99 9,48 18,90 32,44
Table 8.10  ALG_SHARE : Performances (en GFlops) en double précision sur COMP1 .
La table 8.18 montre les accélérations obtenues avec ALG_SHARE en double précision sur
COMP2. Nous constatons que l'accélération est éloigné du cas idéal avec une accélération de
38 pour 64 threads, obtenant une ecacité de 0,60. La table 8.19 montre les performances de
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Temps CPU Accélération
Sequentiel 2 threads 4 threads 8 threads 16 threads
1 000
10 000 31,49 1,94 3,70 7,40 10,39
50 000 788,48 1,94 3,70 7,33 10,27
100 000 3190,54 1,96 3,69 7,21 9,99
10 000
10 000 308,66 1,95 3,72 7,42 10,52
50 000 7685,21 1,96 3,72 7,44 10,51
100 000 30769,54 1,96 3,72 7,42 10,48
Table 8.11  ALG_SHARE : Temps de référence (en secondes) et accélérations (en gras) en
simple précision sur COMP1.
Performance
Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
10 000 3,18 6,16 11,75 23,49 33,00
50 000 3,17 6,14 11,73 23,24 32,55
100 000 3,13 6,14 11,58 22,60 31,32
10 00
10 000 3,24 6,30 12,06 24,04 34,07
50 000 3,25 6,37 12,09 24,20 34,18
100 000 3,25 6,37 12,10 24,11 34,05
Table 8.12  ALG_SHARE : Performances (en GFlops) en simple précision sur COMP1 .
Temps CPU ALG_GPU
Sequentiel Accélération Performances
1 000
10 000 35,39 12,09 34,15
50 000 860,28 13,77 40,00
100 000 3 461,98 13,98 40,39
10 000
10 000 346,09 14,55 42,03
50 000 8 275,41 15,50 46,83
100 000 28 046,13 13,26 47,27
(a) Double précision
Temps CPU ALG_GPU
Sequentiel Accélération Performances
1000
10000 31,49 37,31 118,47
50000 788,48 58,51 185,51
100000 3190,54 59,99 188,01
1000
10000 308,66 119,36 386,66
50000 7685,21 146,15 475,43
100000 30769,54 150,08 487,74
(b) Simple précision
Table 8.13  ALG_GPU : Accélérations (en gras) par rapport au temps de référence (en
secondes) en double et simple précision sur COMP1.
Temps CPU Accélération
Sequentiel 2 threads 4 threads 8 threads 16 threads
1 000
10 000 35,39 10,34 11,44 12,88 13,23
50 000 860,28 12,44 14,14 15,50 16,24
100 000 3 461,98 12,64 14,29 15,57 16,47
10 000
10 000 346,09 12,36 14,18 15,22 15,37
50 000 8 275,41 13,00 14,97 16,12 16,78
100 000 28 046,13 11,13 12,81 13,80 14,38
Table 8.14  ALG_HYBR : Accélérations (en gras) par rapport au temps de référence en
double précision sur COMP1.
Performances
2 threads 4 threads 8 threads 16 threads
1 000
10 000 32,31 36,39 37,37 30,87
50 000 36,14 41,09 45,04 47,19
100 000 36,51 41,27 44,98 47,57
10 000
10 000 35,71 40,98 43,97 44,41
50 000 39,29 45,23 48,71 50,68
100 000 39,70 45,69 49,19 51,26
Table 8.15  ALG_HYBR : Performances (en GFlops) en double précision sur COMP1.
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Temps CPU Accélération
Sequentiel 2 threads 4 threads 8 threads 16 threads
1 000
10 000 31,49 27,33 41,32 52,48 49,98
50 000 788,48 40,13 64,69 80,85 85,05
100 000 3 190,54 37,07 51,10 64,09 66,85
10 000
10 000 308,66 58,94 93,36 109,73 75,91
50 000 7685,21 68,68 112,68 130,60 91,96
100 000 30769,54 68,01 109,65 152,82 89,87
Table 8.16  ALG_HYBR : Accélérations (en gras) par rapport au temps de référence en
simple précision sur COMP1.
Performances
2 threads 4 threads 8 threads 16 threads
1 000
10 000 86,80 131,22 166,65 158,71
50 000 127,23 205,10 256,35 269,65
100 000 116,17 160,15 200,86 209,52
10 000
10 000 190,93 302,45 355,46 245,92
50 000 223,42 366,53 424,83 299,13
100 000 221,03 356,37 496,65 292,06
Table 8.17  ALG_HYBR : Performances (en GFlops) en simple précision sur COMP1.
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Figure 8.11  Comparaison des accélérations obtenues avec ALG_SHARE, ALG_GPU et
ALG_HYBR sur COMP1.
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Figure 8.12  Comparaison des performances (en GFlops) obtenues avec ALG_SHARE,
ALG_GPU et ALG_HYBR sur COMP1.
ALG_SHARE sur COMP2 en double précision et conrme que les meilleures performances sont
atteintes avec 64 threads. La table 8.20 montre les accélérations obtenues sur COMP2 en simple
précision. En simple précision, les accélérations se rapprochent du cas idéal avec une accélération
entre 53 et 58 pour 64 threads, ce qui donne une ecacité d'environ 0,8. La performance optimale
en simple précision est supérieure à celle obtenue en double précision (186 GFlops en simple
précision contre 116 GFlops en double précision) mais reste atteinte pour 64 threads.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 337,49 1,46 2,79 5,70 10,78 20,98 40,38
64 000 1 350,27 1,44 2,75 5,51 10,38 20,12 38,76
128 000 5 411,50 1,42 2,74 5,44 10,23 19,71 38,14
10 000
32 000 3 232,96 1,33 2,51 5,09 9,62 18,69 36,60
64 000 12 927,66 1,32 2,51 5,09 9,63 18,71 36,66
128 000 52 044,22 1,31 2,51 5,09 9,69 18,83 36,76
Table 8.18  ALG_SHARE : Temps de calcul (en secondes) et accélération (en gras) en
double précision sur COMP2.
Temps CPU Accélération
nT nV Séquentiel 2 threadsThread 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 3,03 4,42 8,45 17,29 32,71 63,64 122,51
64 000 3,03 4,36 8,33 16,70 31,50 61,02 117,58
128 000 3,03 4,30 8,30 16,47 30,98 59,68 115,48
10 000
32 000 3,17 4,21 7,94 16,12 30,45 59,18 115,92
64 000 3,17 4,19 7,95 16,12 30,52 59,26 116,14
128 000 3,15 4,12 7,91 16,03 30,50 59,27 115,71
Table 8.19  ALG_SHARE : Performances (en GFlops) en double précision sur COMP2.
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Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 313,40 1,90 3,72 7,61 14,01 26,87 52,59
64 000 1 258,86 1,89 3,64 7,41 13,66 26,40 51,44
128 000 5 042,33 1,88 3,70 7,27 13,48 25,83 49,80
1 000
32 000 2 948,54 1,93 3,84 7,64 13,99 27,04 53,54
64 000 11 785,00 1,93 3,83 7,63 14,00 27,09 53,56
128 000 51 957,14 2,01 4,20 8,28 15,36 29,79 58,31
Table 8.20  ALG_SHARE : Temps de calcul (en secondes) et accélérations (en gras) en
simple précision sur COMP2.
Temps CPU Accélération
nT nV Séquentiel 2 threadsThread 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 3,27 6,20 12,17 24,88 45,76 87,78 171,84
64 000 3,25 6,16 11,84 24,11 44,46 85,89 167,37
128 000 3,25 6,11 12,01 23,61 43,80 83,94 161,83
1 000
32 000 3,47 6,71 13,34 26,54 48,58 93,91 185,95
64 000 3,48 6,72 13,30 26,53 48,65 94,14 186,15
128 000 3,15 6,34 13,23 26,10 48,44 93,94 183,86
Table 8.21  ALG_SHARE : Performances (en GFlops) en simple précision sur COMP2.
La table 8.22 montre les temps de calcul et les performances de ALG_GPU en simple et
double précision sur COMP3.
Si on compare les performances en double précision de ALG_GPU à celles obtenues avec
ALG_SHARE sur COMP2 (cf. Table 8.19), on constate que les performances de ALG_GPU
se situent entre les performances de ALG_SHARE pour 32 threads et celles obtenues pour 64
threads. En revanche, en simple précision, on obtient une performance maximale pour ALG_GPU
de 192 GFlops contre une performance de 171 GFlops pour ALG_SHARE (cf. Table 8.20) pour
nT=1000 et une performance de 1 326 GFlops pour nT=10 000 bien supérieure à celle obtenue
avec ALG_SHARE.
nT nV Temps CPU Performance
1 000
32 000 10,40 98,44
64 000 38,51 106,37
128 000 180,21 90,92
10 000
32 000 56,44 181,42
64 000 210,74 194,36
128 000 OOM
(a) Double précision
nT nV Temps CPU Performance
1 000
32 000 5,98 171,15
64 000 21,72 188,61
128 000 84,92 192,94
10 000
32 000 10,32 991,74
64 000 33,13 1 236,40
128 000 123,50 1 326,58
(b) Simple précision
Table 8.22  ALG_GPU : Temps de calcul (en secondes) et performances (en GFlops) sur
COMP3 OOM : dépassement mémoire
La table 8.23 montre les temps d'exécution, les performances (en GFlops) et les accéléra-
tions obtenues pour ALG_DIST sur COMP2 en double précision. Nous constatons que pour 2
processeurs, l'accélération est presque inexistante. L'accélération maximale est autour de 34 et
est atteinte avec 64 processeurs. Si on compare les performances de ALG_DIST avec celles de
ALG_SHARE (cf. Table 8.19), on constate que ALG_SHARE est plus performant que ALG_-
DIST avec une performance maximale de 102 GFlops pour ALG_DIST contre une performance
de 115 GFlops pour ALG_SHARE en prenant nT=1000 en double précision. Le résultat n'est
pas étonnant puisque ALG_DIST est ralenti par les échanges de messages. La table 8.24 montre
les résultats de ALG_DIST sur COMP2 en simple précision. Comparés aux accélérations et
aux performances (cf. Table 8.23) en double précision, on constate que les accélérations et
performances en simple précision sont plus élevées qu'en double précision : on obtient une per-
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formance maximale de 127 GFlops en simple précision contre 101 GFlops en double précision.
Mais cette performance reste inférieure à la performance obtenue avec ALG_SHARE qui est de
171 GFlops (cf. Table 8.21). En revanche pour nT=10 000, nous constatons que ALG_DIST
surpasse les performances de ALG_SHARE à partir de 16 threads en simple précision, ce qui
donne une performance de 194 GFlops avec 64 threads pour ALG_DIST contre une performance
de 184 GFlops pour ALG_SHARE. De même en double précision pour nT=10 000, à partir de 8
threads, ALG_DIST est plus performant que ALG_SHARE avec une performance de 157 GFlops
pour ALG_DIST contre une performance de 115 GFlops pour ALG_SHARE. Une explication
possible est qu'avec nT=10 000, les blocs sont susamment gros pour que le temps de calcul
recouvre le temps de communication ; autrement dit, lorsque le calcul est ni, la communication
est achevée donc le processeur n'a pas besoin d'attendre.
La gure 8.13 compare les performances de ALG_SHARE sur COMP2, ALG_GPU sur
COMP3 et ALG_DIST sur COMP2 en double et simple précision pour nT=1000. Elle conrme
que ALG_SHARE est plus performant que ALG_DIST lorsque le nombre de threads est suf-
samment élevé. Quant à ALG_GPU, cette gure montre qu'il est plus performant en simple
précision alors qu'en double précision ALG_SHARE est plus performant en prenant 64 threads.
nT=1000
nV=64 000 nV=256 000
Temps Accélération Performance Temps Accélération Performance
1 processeur 1 373,27 2,98 22 137,35 2,96
2 processeurs 1 281,88 1,07 3,20
4 processeurs 491,84 2,79 8,33 8 056,59 2,75 8,13
8 processeurs 214,53 6,40 19,09 3 494,47 6,33 18,75
16 processeurs 113,57 12,09 36,06 1 802,66 12,28 36,36
32 processeurs 64,77 21,20 63,24 1 028,87 21,52 63,70
64 processeurs 40,40 33,99 101,38 646,94 34,22 101,30
(a) nT=1000
nV=128 000
nT=1000 nT=5000 nV=10 000
Temps Accélération Perf. Temps Perf. Temps Perf.
1 processeur 5 453,23 3,00
4 processeurs 1 957,46 2,79 8,37 9 553,56 8,57
8 processeurs 857,86 6,36 19,10 4 071,46 20,12 7 925,92 20,67
16 processeurs 455,16 11,98 36,00 1 991,19 41,14 3 947,95 41,50
32 processeurs 254,91 21,39 64,27 1 021,80 80,17 2 037,57 80,41
64 processeurs 160,118 34,06 102,32 560,29 146,21 1 044,87 156,80
(b) nV=128 000
Table 8.23  ALG_DIST : Temps de calcul (en secondes), accélération (en gras) et
performance (en GFlops) en double précision sur COMP2.
nV=128 000
nT=1000 nT=5000 nV=10 000
Temps Performance Temps Performance Temps Performance
4 processeurs 1 646,935 9,95 7 852,281 10,43 15 500,902 10,57
8 processeurs 715,106 22,91 3 327,252 24,62 6 554,438 25,00
16 processeurs 377,659 43,38 1 661,936 49,29 3 268,145 50,13
32 processeurs 209,852 78,07 836,477 97,93 1 623,331 100,93
64 processeurs 128,49 127,51 441,224 185,66 844,68 193,97
Table 8.24  ALG_DIST : Temps de calcul (en secondes), accélérations (en gras) et
performances (en GFlops) en simple précision pour nV=128 000 sur COMP2.
Après comparaison des quatre algorithmes sur des environnements diérents,
nous pouvons conclure que ALG_SHARE est plus performant en double précision
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Figure 8.13  Comparaison de ALG_SHARE (sur COMP2), ALG_GPU (sur COMP3) et
ALG_DIST (sur COMP2) pour nT=1000.
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Figure 8.14  Comparaison de ALG_SHARE (sur COMP2), ALG_GPU (sur COMP3) et
ALG_DIST (sur COMP2) pour nT=10 000.
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que ALG_GPU et ALG_DIST lorsque le nombre de threads employés est susant
et le nombre de lignes peu élevé. Si le nombre de lignes devient élevé, ALG_DIST
pourra être préféré à ALG_SHARE. Sur un poste de travail avec peu de c÷urs
disponibles, ALG_GPU pourra être préférée à ALG_SHARE. En revanche, en
simple précision, ALG_HYBR ou ALG_GPU sont plus performants.
8.3 Parallélisation de l'algorithme de Ward
Nous comparons les algorithmes de parallélisation suivants :
ALG_WSHARE l'algorithme de Ward utilisant la parallélisation de la distance décrite en
section 7.5.2.1 (découpage en blocs de lignes et de colonnes et parcours des tuiles avec une
seule boucle) et la parallélisation des itérations décrite en section 6.3.3,
ALG_WGPU l'algorithme de Ward utilisant la parallélisation de la distance décrite en section
7.3.2 (c'est-à-dire un découpage en tuiles de colonnes et un parcours des tuiles avec une
double boucle) sans parallélisation des itérations.
Les tables 8.25 et 8.27 montrent les accélérations obtenues pour ALG_WSHARE sur les
itérations de l'algorithme (sans le calcul de la distance). Nous constatons que les accélérations
sont faibles, montant jusqu'à 2,36 en double précision avec 16 threads et jusqu'à 2 en simple
précision. Les tables 8.26 et 8.28 montrent les accélérations obtenues pour les itérations sur
COMP2 avec ALG_WSHARE. Nous constatons que même avec un plus grand nombre de threads,
l'accélération est seulement de 3 en double précision et de 2,4 en simple précision. Cela n'est pas
étonnant puisque seules des sous-étapes sont parallélisées. De plus, les étapes de mises à jour ont
une parallélisation peu ecace à cause du test pour avoir si une parcelle est encore active, et
donc les mises à jour eectuées se réduisent au fur et à mesure des itérations. Les accélérations
varient peu lorsque le nombre de lignes augmentes, ce qui est normal puisque le nombre de lignes
n'intervient pas dans les itérations.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
32 000 131,18 1,16 1,55 2,11 2,11
64 000 839,98 1,15 1,51 2,02 2,35
128 000 4 431,97 1,15 1,46 1,88 2,23
10 000
32 000 141,77 1,16 1,56 2,22 2,16
64 000 897,16 1,15 1,52 2,02 2,36
128 000 4 608,40 1,09 1,32 1,60 1,82
Table 8.25  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) pour les
itérations en double précision sur COMP1.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 147,36 0,95 1,16 1,48 1,91 2,43 2,98
64 000 630,53 1,03 1,18 1,43 1,85 2,36 2,93
128 000 2 694,18 1,07 1,24 1,51 1,90 2,42 3,01
10 000
32 000 158,18 0,98 1,18 1,49 1,87 2,47 3,08
64 000 682,03 1,04 1,18 1,46 1,87 2,44 3,02
128 000 2 919,58 1,07 1,24 1,54 1,95 2,49 3,11
Table 8.26  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) pour les
itérations en double précision sur COMP2.
Les tables 8.29 et 8.30 montrent les accélérations pour l'algorithme complet. En double préci-
sion, nous obtenons des accélérations entre 4 et 5 pour nT=1000 et entre 8 et 10 pour nT=10 000.
Les accélérations en simple précision sont moindres avec une accélération maximale de 4,13 pour
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Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
32 000 111,36 0,98 1,13 1,49 1,40
64 000 667,15 1,04 1,24 1,62 1,93
128 000 3 890,86 1,05 1,24 1,51 1,84
10 000
32 000 122,16 1,02 1,24 1,55 1,65
64 000 706,26 1,04 1,31 1,54 1,77
128 000 4 129,35 1,08 1,28 1,56 1,70
Table 8.27  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) pour les
itérations en simple précision sur COMP1.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 142,51 0,89 1,05 1,43 1,59 1,97 2,31
64 000 615,71 0,95 1,08 1,25 1,55 2,16 2,27
128 000 2627,37 1,02 1,15 1,33 1,79 2,18 2,30
10 000
32 000 153,72 0,90 1,07 1,27 1,61 2,23 2,42
64 000 667,17 0,97 1,06 1,28 1,60 2,03 2,35
128 000 2855,16 0,95 1,16 1,38 1,68 2,30 2,43
Table 8.28  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) pour les
itérations en simple précision sur COMP2.
nT=1000 et de 8,83 pour nT=10 000. Les tables 8.31 et 8.32 montrent les accélérations ob-
tenues sur COMP2 avec ALG_WSHARE pour l'algorithme complet. Nous trouvons jusqu'à
16 threads des accélérations proches de celles observées sur COMP1. Nous constatons cepen-
dant qu'en double précision, l'accélération est autour de 8 pour nT=1000 et autour de 24 pour
nV=10 000 avec 64 threads. En simple précision, sur COMP2, l'accélération maximale est de
6,75 pour nT=1000 (légèrement inférieure à celle obtenue en double précision) et de 26,18 pour
nT=10 000 avec 64 threads.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
32 000 503,57 1,53 2,56 4,24 5,29
64 000 2 315,11 1,45 2,30 3,59 4,71
128 000 10 144,33 1,38 2,09 3,09 4,00
10 000
32 000 3 678,83 1,67 3,17 6,12 9,74
64 000 14 912,60 1,66 3,06 5,75 9,14
128 000 62 504,73 1,63 2,93 5,32 8,23
Table 8.29  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) en double
précision sur COMP1.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads
1 000
32 000 432,68 1,55 2,33 3,66 3,88
64 000 1 960,38 1,50 2,21 3,32 4,13
128 000 9 095,98 1,42 1,99 2,75 3,45
10 000
32 000 3 300,12 1,87 3,50 6,57 8,83
64 000 12 723,46 1,76 3,25 5,90 7,95
128 000 52 426,44 1,82 3,13 5,55 7,23
Table 8.30  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) en simple
précision sur COMP1.
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Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 484,86 1,26 1,95 3,05 4,47 6,32 8,38
64 000 1 980,85 1,28 1,93 2,89 4,21 5,93 7,92
128 000 8 105,87 1,28 1,96 2,92 4,17 5,83 7,82
10 000
32 000 3 391,15 1,31 2,38 4,57 8,06 14,30 24,28
64 000 13 609,74 1,31 2,37 4,53 7,97 14,02 23,51
128 000 54 963,98 1,29 2,38 4,53 8,00 13,96 23,35
Table 8.31  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) en double
précision sur COMP2.
Temps CPU Accélération
nT nV Séquentiel 2 threads 4 threads 8 threads 16 threads 32 threads 64 threads
1 000
32 000 455,92 1,40 2,07 3,24 4,07 5,44 6,75
64 000 1 874,59 1,43 2,05 2,83 3,84 5,63 6,35
128 000 7 669,79 1,46 2,10 2,88 4,16 5,49 6,17
10 000
32 000 3 102,27 1,83 3,40 6,12 10,13 17,43 26,18
64 000 12 452,20 1,83 3,36 6,03 9,90 16,29 24,68
128 000 54 812,39 1,90 3,69 6,56 10,78 18,36 26,52
Table 8.32  ALG_WSHARE : Temps (en secondes) et accélérations (en gras) en simple
précision sur COMP2.
La table 8.33 montre les accélérations obtenues avec ALG_WGPU sur COMP1 en simple et
double précision. Pour nT=1000, en simple et double précision les accélérations obtenues avec
ALG_WSHARE sur COMP1 se situent entre les accélérations de ALG_WSHARE obtenues
pour 4 threads et celles obtenues avec 8 threads. Pour nT=10 000, en double précision les accélé-
rations de ALG_WGPU sont situées entre les accélérations de ALG_WSHARE obtenues pour 8
threads et celles pour 16 threads sur COMP1. En revanche pour nT=10 000 en simple précision,
les accélérations de ALG_WGPU surpassent celles obtenues avec ALG_WSHARE à cause des
accélérations très élevées du calcul de la distance qui permettent de compenser la non paralléli-
sation des itérations sur COMP1. La table 8.34 montre les accélérations obtenues sur COMP3
avec ALG_WGPU par rapport à l'exécution en séquentiel de ALG_WSHARE sur COMP3.
Nous constatons que pour nT=1000 en double précision, les accélérations de ALG_WSHARE
sont équivalentes aux accélérations obtenues avec 16 threads pour ALG_SHARE sur COMP2.
Pour nT=10 000 en double précision, elles se situent entre les accélérations de ALG_WSHARE
obtenues pour 32 threads et pour 64 threads. En simple précision pour nT=1000, les accélérations
obtenues avec ALG_WGPU sur COMP3 sont équivalentes à celles obtenues sur COMP2 avec
ALG_WSHARE pour 16 threads. En revanche pour nT=10 000 en simple précision, les accéléra-
tions de ALG_WGPU sur COMP3 sont équivalentes à celles de ALG_WSHARE sur COMP2
obtenues avec 64 threads.
La gure 8.15 compare les accélérations obtenues avec ALG_WSHARE et ALG_WGPU
sur COMP1 et conrme qu'excepté le cas de la simple précision et nT=10 000, ALG_-
WSHARE est plus performant que ALG_WGPU. Cependant, comme ALG_WGPU
atteint au moins les performances de ALG_WSHARE avec quatre threads, nous pouvons penser
qu'un algorithme hybride qui utiliserait ALG_GPU pour le calcul de la distance et la parallélisa-
tion des itérations avec OpenMP dépasserait les performances de ALG_WSHARE. La gure 8.16
compare les accélérations obtenues avec ALG_WSHARE et ALG_WGPU sur COMP2 et sur
COMP3 (pour ALG_WGPU) : nous retrouvons qu'en double précision et en simple précision
pour nT=1000, ALG_WSHARE surpasse ALG_WGPU. En simple précision pour nT=10 000,
ALG_WSHARE atteint la performance de ALG_WGPU avec 64 threads.
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Figure 8.15  Comparaison de ALG_WSHARE et ALG_WGPU en double et simple
précision sur COMP1 pour nV=128 000.
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Figure 8.16  Comparaison de ALG_WSHARE (sur COMP2) et ALG_WGPU (sur COMP3)
en double précision .
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Temps CPU Accélération
nT nV Séquentiel CUDA
1 000
32 000 503,57 3,20
64 000 2 315,11 2,45
128 000 10 144,33 2,13
10 000
32 000 3 678,83 10,13
64 000 14 912,60 8,40
128 000 62 504,73 6,66
(a) Double précision
Temps CPU Accélération
nT nV Séquentiel CUDA
1 000
32 000 432,68 3,56
64 000 1 960,38 2,84
128 000 9 095,98 2,32
10 000
32 000 3 300,12 22,96
64 000 12 723,46 15,82
128 000 52 426,44 11,62
(b) Simple précision
Table 8.33  ALG_WGPU : Temps (en secondes) et accélérations (en gras) en double et
simple précision sur COMP1 .
Temps CPU Accélération
nT nV Séquentiel / COMP3 / COMP2
1 000
32 000 454,53 4,21 4,49
64 000 1 835,61 4,09 4,42
128 000 8 014,27 3,72 3,77
10 000
32 000 3 318,07 20,59 21,06
64 000 13 294,26 20,31 20,79
128 000 OOM OOM OOM
(a) Double précision
Temps CPU Accélération
nT nV Séquentiel / COMP3 / COMP2
1 000
32 000 425,61 4,03 4,32
64 000 1 730,83 3,88 4,21
128 000 7 010,41 3,74 4,09
10 000
32 000 3 165,52 26,74 26,20
64 000 12 623,50 25,26 24,92
128 000 50 626,4258 24,14 26,14
(b) Simple précision
Table 8.34  ALG_WGPU : Temps (en secondes) et accélérations (en gras) en double et
simple précision sur COMP3 .
OOM : dépassement mémoire
8.4 Discussion
Nous avons montré qu'en séquentiel, ALGF (c'est-à-dire le découpage en tuiles de la matrice
de données) est le plus performant. Nous avons ensuite comparé les parallélisations de la distance.
Sur un serveur de calcul disposant d'au moins une cinquantaine de c÷urs (comme COMP2),
ALG_SHARE est le plus performant en double précision. En simple précision, ALG_GPU a
de meilleures performances que les autres algorithmes. Cette diérence entre la simple et double
précision s'explique par un nombre de streaming multiprocessors dédiés à la simple précision plus
important que le nombre de streaming multiprocessors dédiés à la double précision sur les GPUs
NVIDIA. Sur un ordinateur de bureau (comme COMP1), ALG_GPU est le plus adapté car ses
performances sont équivalentes à celle de ALG_SHARE en utilisant tous les c÷urs. Un défaut
de ALG_GPU est que les tuiles sont copiées sur le GPU avec toutes les lignes de la matrice
X, ce qui pourrait être limitant si le nombre de lignes est très élevé. Toutefois, sur COMP1 en
double précision, l'algorithme est exécutable avec nT=100 000 et nV=100 000 ; et avec nT=60 000
et nV=128 000.
Concernant l'algorithme deWard, ALG_WSHARE est plus rapide que ALG_WGPU excepté
en simple précision lorsque le nombre de lignes est élevé. Nous pourrions de plus combiner la
parallélisation de la distance sur GPU avec la parallélisation des itérations avec OpenMP. Même
si le gain sur les itérations est faible (réduction du temps d'un facteur 2), la combinaison des deux
parallélisations devrait être meilleure que ALG_WSHARE. Cette amélioration apparaît d'autant
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plus importante qu'une fois la distance parallélisée, le temps d'exécution des itérations domine
le temps de l'algorithme. Un inconvénient de notre approche est sa consommation mémoire car
il faut stocker le vecteur de distances. Par exemple pour traiter un sujet, la parcellisation des
données d'IRMf dans la substance grise requiert environ 250 Gio.
Chapitre 9
Parcellisation des données d'IRMf
Ce chapitre décrit les résultats de la parcellisation obtenus sur les données issues du jeu de
données présenté au chapitre 5 après application de la censure. Dans la première section, nous
montrons la parcellisation du signal de pression en fonction des répétitions. La deuxième section
étudie l'ecacité de l'algorithme de Ward sur des simulations. Enn, nous montrons les résultats
de la parcellisation sur notre jeu de données.
9.1 Parcellisation du signal de pression
Un signal de pression relevé sur l'épiglotte de chaque sujet a été mesuré pendant les sessions
d'IRMf. L'objectif était double :
1. mieux connaître la façon dont le sujet gère un stimulus liquide dans l'IRM ;
2. établir un lien entre les mouvements de tête et les mouvements particuliers induits par ce
type de stimuli.
Le protocole mis en ÷uvre a été conçu pour maximiser la puissance statistique au moyen d'un
grand nombre de stimulations liquides (80) et d'un délai prolongé post-stimulation pour revenir à
la ligne de base. Outre les données d'IRM, les relevés de pression constituaient un jeu de données
de choix pour étudier la déglutition des sujets placés en décubitus dorsal. C'est pourquoi nous
avons parcellisé le signal de pression en fonction des répétitions. Nous avons séparé le signal de
pression selon les 80 stimulations et nous avons parcellisé les stimulations avec un algorithme
de Ward en déterminant le nombre de parcelles optimal selon la slope statistic comme introduit
dans le chapitre 6.
9.1.1 Analyse intra-individuelle du signal de pression
Nous avons caractérisé la variabilité entre les 80 stimulations pour chaque sujet selon diérents
critères : l'amplitude des pics de déglutition et leur retard par rapport à l'ordre de déglutition.
Pour cela, nous avons estimé à l'aide de la fonction FINDPEAKS de MATLAB le nombre de pics
au-dessus de 10% de variation du signal, leur amplitude et leur retard par rapport à l'ordre de
déglutition de chaque stimulation. Cette variation de signal est calculée pour chaque stimulation
séparément selon la formule
psct(t) =
s(t)− s
s
,
le calcul de la moyenne se faisant sur toute la durée de la stimulation. An de gérer les diérences
de durée de la période de repos entre deux stimulations, la parcellisation des 80 stimulations ne
considère pour chaque stimulation que les quinze premières secondes de la période de repos.
Pour ne pas alourdir le manuscrit, nous ne présentons ici que les résultats obtenus avec le
sujet no1. Les analyses du signal de pression pour les autres sujets sont données à l'annexe E.2.
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Figure 9.1  Moyenne des signaux de déglutition sur toutes les stimulations pour le sujet 1.
La gure 9.1 représente la moyenne sur toutes les stimulations pour le sujet 1. On peut y voir
un premier pic qui représente l'ouverture de la bouche (èche bleue) puis un second pic (èche
rouge) représentant la déglutition. On remarque qu'il n'y a presque pas de diérences entre
les moyennes sur les stimulations de boisson sucrée et les stimulations d'eau pure. Cependant,
moyenner les stimulations eace la présence de plusieurs pics de déglutitions qui se retrouvent
dans plusieurs stimulations.Le tableau 9.1 caractérise les pics sur l'ensemble des stimulations.
Nous remarquons un pic lors de la période d'avertissement (donc avant l'ordre de déglutition)
qui correspond sans doute à l'ouverture de la bouche. Le pic no2 est le pic de déglutition (l'ordre
arrivant à 12 secondes). Les pics suivants ont lieu lors de la phase de repos : ce sont des pics
post-déglutition. Nous constatons que les amplitudes de ces pics post-déglutition sont plus faibles
que le pic de déglutition mais restent élevées. Le tableau E.1 montre le nombre de pics et leur
caractérisation pour chaque stimulation. On peut y voir la variabilité des stimulations : deux
stimulations successives ne se ressemblant parfois pas (par exemple les stimulations nos18,19 et
20).
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 0.74±0.65 36.65±11.03
2 13.84±0.27 43.70±2.88
3 19.37±0.99 37.06±10.02
4 23.22±1.58 40.02±7.82
5 28.47±0.95 33.55±12.26
6 32.15±1.45 32.14±11.74
Table 9.1  Caractérisation des pics sur l'ensemble des stimulations pour le sujet 1.
Nous avons ensuite cherché à déterminer s'il existe des schémas communs à ces déglutitions.
Pour cela, nous avons parcellisé les répétitions an d'obtenir des groupes de stimulations et donc
des types de déglutition spéciques. Le critère slope statistic est ensuite utilisé pour déterminer
le nombre de parcelles, c'est-à-dire le nombre de signaux de déglutition types. Pour ce sujet, le
critère slope statitic détermine que le nombre optimal de parcelles est 39. La table 9.3 montre
la répartition des stimulations dans les diérentes parcelles. Nous remarquons que plusieurs
parcelles ne comportent qu'une seule stimulation. Les gures 9.2 à 9.8 montrent les variations du
signal en pourcentages pour les centroïdes des diérentes parcelles, calculés comme moyenne des
stimulations dans la parcelle. Nous constatons que le centroïde 24 comporte une forte variation
au moment de la déglutition et que les centroïdes 3, 8, 18, 26, 27, 29, 30 et 35 ont trois fortes
variations. Le reste des centroïdes présentent deux fortes variations. Le tableau 9.2 montre les
pics sur l'ensemble des centroïdes. Il conrme qu'il y a un pic en début de paradigme pour
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l'ouverture de la bouche, puis le pic no 2 pour le pic de déglutition et ensuite plusieurs pics lors
de la phase de repos.
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 0.74±0.65 36.84±10.59
2 13.85± 0.30 43.53±3.40
3 19.49±1.22 35.23±10.82
4 23.72±1.42 38.84± 8.05
5 28.76±0.83 28.56± 9.67
Table 9.2  Caractérisation des pics sur l'ensemble des centroïdes pour le sujet 1.
No de la parcelle Nos des stimulations dans la parcelle
1 19
2 60
3 11
4 38,74
5 56
6 52,67
7 72
8 7,43
9 12,25,27,71
10 28,76
11 31,42,57,65
12 9,16,58
13 24,39,77
14 21
15 22,33,45
16 14,49
17 2,35,75
18 61
19 34
20 79
21 3,63
22 4
23 6,48
24 18,20,30,36,44,62,66,70,78
25 68
26 80
27 8
28 13,29,59,73
29 41
30 5,40
31 32,54
32 15,17,55
33 69
34 23,47,51,64
35 1
36 26,50
37 37
38 46
39 10,53
Table 9.3  Répartition des stimulations dans les parcelles pour le sujet 1.
170 CHAPITRE 9. PARCELLISATION DES DONNÉES D'IRMF
Figure 9.2  Centroïdes des parcelles 1 à 6 pour le sujet 1.
Figure 9.3  Centroïdes des parcelles 7 à 12 pour le sujet 1.
Figure 9.4  Centroïdes des parcelles 13 à 18 pour le sujet 1.
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Figure 9.5  Centroïdes des parcelles 19 à 24 pour le sujet 1.
Figure 9.6  Centroïdes des parcelles 25 à 30 pour le sujet 1.
Figure 9.7  Centroïdes des parcelles 31 à 36 pour le sujet 1.
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Figure 9.8  Centroïdes des parcelles 37 à 39 pour le sujet 1.
(a) Indice de silhouette (b) Slope statistic
Figure 9.9  Détermination du nombre optimal de parcelles pour le sujet 1.
Le nombre de parcelles optimal élevé pour ce sujet montre une forte variabilité intra-individuelle.
La gure 9.9(a) montre que l'indice de silhouette (cf. équation 6.2) est élevé entre 20 et 40 par-
celles sans saut important entre deux valeurs successives (c'est-à-dire entre l'indice de silhouette
pour un nombre de parcelles nC et l'indice de silhouette pour nC+1). De plus, le deuxième choix
du nombre optimal de parcelles avec la slope statistic est de 38 (cf. Figure 9.9(b) et équation 6.7)
et le troisième choix de 25. Cela conrme que les déglutitions réalisées pendant les 80 stimula-
tions sont très diverses et qu'il n'existe pas un seul type de déglutition. La parcellisation permet
également de trouver des centroïdes présentant plusieurs pics de variations élevées correspondant
à plusieurs déglutitions par le sujet 1.
Après analyse, il apparaît que la déglutition en deux fois est la plus fréquente
(28 centroïdes regroupant au total 53 stimulations) pour le sujet 1. La variabi-
lité intra-individuelle est importante, en d'autres termes le sujet ne déglutit jamais
de la même façon pendant une session. Nous observons également plusieurs pics
post-déglutitions d'amplitude comparable à la première. Ceci suggère que l'analyse
postérieure à l'événement  déglutition  du paradigme sera dicile à analyser. De
plus, cela conrme l'intérêt de la censure fondée sur le signal. L'analyse des trois
autres sujets conrment la variabilité intra-individuelle mais pour les sujets nos 2 et
4, la déglutition en une seule fois est la plus fréquente.
9.1.2 Variabilité inter-sujet
Les observations de la section 9.1.1 en plus de caractériser la variabilité intra-individuelle
des stimulations de déglutition permettent de mettre en évidence des diérences entre les sujets.
Certes, tous les sujets présentent un pic de déglutition. En revanche, les sujets 1 et 3 présentent
beaucoup de stimulations comportant plusieurs pics ; alors que pour les sujets 2 et 4, les stimula-
tions n'ont principalement qu'un seul pic au moment de la déglutition. De plus, le sujet 1 a des
pics tardifs de déglutition survenant environ six secondes après le premier pic de déglutition et
dont les variations du signal sont proches de la variation du premier pic de déglutition ; à l'inverse,
le sujet 3 présente un pic de déglutition dès la n de la phase de déglutition mais les variations
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du signal de ces pics tardifs sont plus faibles que la variation du premier pic de déglutition. La
parcellisation des stimulations montre également diérentes variabilités intra-sujet des stimula-
tions. En eet, pour le sujet 4, le nombre optimal de parcelles n'est que de cinq parcelles contre
37 pour le sujet 1. Les cas du sujet 2 et du sujet 3 sont plus diciles à classer. En eet, pour le
sujet 2, le nombre optimal de parcelles est 2, suggérant une faible variabilité intra-individuelle
mais le deuxième maximum donne 37 qui correspond à une variabilité intra-individuelle plus
importante. À l'inverse pour le sujet 3, le nombre optimal de parcelles est de 30 dénotant une
variabilité intra-individuelle importante mais le deuxième maximum donne une parcellisation en
3, ce qui montrerait une faible variabilité intra-individuelle.
9.1.3 Relation entre le signal de pression et les paramètres de recalage
rigide
Nous calculons le coecient de corrélation de Pearson entre le signal de pression (interpolé
toutes les trois secondes sur la durée de l'acquisition) et ces paramètres de réalignement. On s'in-
téresse également à la corrélation entre le signal de pression et les mesures de mouvement décrit
par Power[170] : le framewise displacement (FD) , le translational absolute displacement (TAD)
et le rotational absolute displacement (RAD) dénis en section 5.3.1. Le tableau 9.4 résume les
coecients de corrélation pour les quatre sujets : on constate qu'il n'y a pas de corrélation linéaire
entre le signal de pression et les paramètres de réalignement rigide. Les paramètres de réali-
gnement ne sont donc pas des régresseurs de non intérêt susants pour représenter
le mouvement dû à la déglutition traduit par le relevé de pression. Autrement dit,
utiliser les régresseurs de non-intérêts conventionnels est une stratégie peu ecace
pour prendre en compte les mouvements générés par des stimuli liquides.
Coecient de corrélation
entre le signal de pression et
Sujet no1 Sujet no2 Sujet no3 Sujet no4
∆x 0.02 0 0.10 -0.02
∆y 0.03 0.06 -0.10 0.06
∆z 0.04 -0.03 -0.06 -0.09
∆roll 0.02 -0.02 0.08 0.08
∆pitch 0.0 -0.04 0.06 -0.03
∆yaw 0.04 0.04 0.08 0.02
TAD -0.04 0.01 -0.08 0.01
RAD -0.02 -0.02 0.0 -0.07
FD -0.13 -0.17 -0.18 -0.04
Table 9.4  Coecient de corrélation entre le signal de pression et les paramètres de
mouvement.
9.2 Simulations : l'algorithme de Ward peut-il dissocier les
régions de signal des régions de bruit ?
L'algorithme de Ward a d'abord été testé sur des données simulées an d'évaluer son com-
portement dans un contexte où le nombre de parcelles est connu. L'objectif est en particulier
de déterminer un indice pour estimer le nombre optimal de parcelles.Pour cela, nous avons créé
des jeux de données articiels se limitant à une seule coupe pour tester si l'algorithme de Ward
sépare les régions contenant du signal des régions de bruit, si on dispose d'un indice pour calculer
le nombre optimal de parcelles et étudier ce qui se passe lorsque le nombre de parcelles est mal
estimé.
Pour cela, nous avons créé trois types de signal. Chaque signal peut s'écrire sous la forme
s(t) = bsl + PSC(t) ∗ hrf(t) + ε(t). bsl représente la ligne de base xée à 100. ε(t) est un
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bruit gaussien de moyenne nulle et d'écart-type σ = bslSNR avec le ratio signal sur bruit SNR ∈
{100, 200, 300}. PSC(t) correspond aux variations de signal représentées sous forme d'un signal
créneau convolué avec la réponse hémodynamique hrf(t). Le premier type de signal (signal A1
et A2) est composé uniquement de variations positives d'une valeur de 1% pour la première
condition, 2% pour la deuxième condition et ainsi de suite. Le deuxième type de signal (signal
B1 et B2) correspond à des variations négatives d'une valeur de -1% pour la première condition,
-2% pour la deuxième condition et ainsi de suite. Le troisième type de signal est plus hétérogène :
le signal appelé C1 est composé de variations positives d'une valeur de 0,5% pour la première
condition et 2,5% pour la deuxième condition ; le signal appelé C2 est composé d'une variation
positive de 0,5% pour la première condition et d'une variation négative de -2,5% pour la deuxième
condition ; et le signal appelé C3 est composé de variations positives d'une valeur de 0,5% pour la
première condition, de 2,5% pour la deuxième condition, de 1,5% pour la troisième condition et
d'une variation négative de -0,5% pour la quatrième condition. La gure 9.10 montre les diérents
signaux moyennés dans une région pour atténuer l'eet du bruit avec un SNR de 200. La table
9.5 montre les diérentes caractéristiques des simulations utilisées : la conguration utilisée avec
éventuellement le nombre de blocs et les signaux employés.
(a) Signal A1- 2 conditions avec va-
riation positive
(b) Signal A2- 4 conditions avec va-
riation positive
(c) Signal B1- 2 conditions avec va-
riation négative
(d) Signal B2- 4 conditions avec va-
riation négative
(e) Signal C1- 2 conditions avec va-
riation positive
(f) Signal C2- 2 conditions avec va-
riation positive et négative
(g) Signal C3- 4 conditions avec va-
riation positive et négative
(h) Signal A2+C3- 4 conditions
Figure 9.10  Les diérents signaux simulés.
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Simulation Conguration Signaux utilisés n∗C
1 1 (5 blocs) A1 (2 conditions) et bruit 2
2 1 (5 blocs) A1 (2 conditions), B1 (2 conditions) et bruit 3
3 1 (5 blocs) A1 (2 conditions), B1 (2 conditions), C1 (2 conditions) et bruit 4
4 1 (5 blocs) A1 (2 conditions), B1 (2 conditions), C2 (2 conditions) et bruit 4
5 1 (5 blocs) A2 (4 conditions) et bruit 2
6 1 (5 blocs) A2 (4 conditions), B2 (4 conditions) et bruit 3
7 1 (5 blocs) A2 (4 conditions), B2 (4 conditions), C3 (4 conditions) et bruit 4
8 1 (2 blocs) A2 (4 conditions) et B2 (4 conditions) 2
9 1 (4 blocs) A2 (4 conditions), B2 (4 conditions) et bruit 3
10 1 (2 blocs) A2 (4 conditions) et C2 (4 conditions) 2
11 1 (4 blocs) A2 (4 conditions), C2 (4 conditions) et bruit 3
12 2 A2 (4 conditions) et bruit 2
13 5 A2 (4 conditions), B2 (4 conditions) et bruit 3
14 6 A2 (4 conditions), B2 (4 conditions) et C3 (4 conditions) 3
15 3 A2 (4 conditions) et bruit 2
16 7 A2 (4 conditions) et C3 (4 conditions) 4
17 4 A2 (4 conditions), B2 (4 conditions), C3 (4 conditions) et bruit 4
18 2 A2 (4 conditions) et B2 (4 conditions) 2
19 2 A2 (4 conditions) et C3 (4 conditions) 2
Table 9.5  Caractéristiques des simulations.
Nous avons ensuite créé diérentes congurations des régions. Dans la première conguration,
une région est un bloc de 32 par 64 pixels : on accole ensuite entre deux et cinq régions et les
régions contenant du signal sont placées à gauche. Dans la deuxième conguration, les régions
sont des blocs de 32 par 32 pixels, les régions contenant du signal ne sont pas contiguës et sont
au milieu des régions ne contenant que du bruit. La troisième conguration est constituée de 56
blocs de 16 par 16 pixels dont un seul contient du signal. La quatrième conguration comporte 40
blocs de taille soit 4 par 4 pixels soit 4 par 8 pixels soit 8 par 8 pixels avec trois blocs contenant un
signal diérent. La cinquième conguration ressemble à la conguration 3 excepté que la région
centrale contenant le signal A est entourée de huit régions contenant le signal B. La sixième
conguration consiste en 25 blocs de 32 par 32 pixels : le bloc au centre contient le signal A, la
couronne interne contient le signal B et la couronne externe contient le signal C. La septième et
dernière conguration est composée de 15 blocs de 32 par 32 pixels : quatre blocs contiennent
le signal A et quatre blocs contiennent le signal C ; et les signaux A et C sont superposés dans
un bloc. Les diérentes congurations sont illustrées en gure 9.11. Les congurations 1, 2, 3,
4 et 5 ont pour but de déterminer si l'algorithme de Ward peut dissocier les régions de signal
des régions de bruit quel que soit l'agencement et la taille des régions. Les congurations 1 (sans
région de bruit) et 6 ont pour but de voir si l'algorithme sépare les régions de signal en fonction
du signal sans être guidé par le bruit. La conguration 7 a été créée pour voir comment réagit
la parcellisation lorsque il y a deux signaux superposés dans une région.
Pour chacune des simulations, nous avons fait varier le SNR et nous avons déterminé le
nombre de parcelles à l'aide de l'indice de silhouette simpliée (SSI) (cf. équation 6.2), du
coecient de Calinski-Harabaz (CHI) (cf. équation 6.4) et de la slope statistic calculée à partir
de l'indice de silhouette simpliée (cf. équation 6.7)). Dans les tables 9.6, 9.7 et 9.8, les nombres
en gras correspondent au nombre exact de parcelles. Les trois tables mettent en évidence qu'il
n'existe aucun indice ayant un taux de réussite de 100%, c'est-à-dire qui parvient à estimer le
nombre réel de parcelles, et cela quel que soit le niveau de bruit. Le taux de succès montre
également que hormis pour le coecient de Calinski-Harabaz (CHI), augmenter le ratio signal
sur bruit améliore l'estimation du nombre de parcelles (le taux de succès augmente lorsque le
SNR augmente).
L'indice slope statistic (avec p=0) semble être un indicateur convenable du
nombre de parcelles. Cependant, il nécessite de calculer l'indice de silhouette à
chaque niveau de parcellisation, autrement dit nV -1 fois, et le coecient de sil-
houette pour chaque voxel. Ce calcul est très coûteux. La démarche utilisée a donc
été plus exploratoire en étudiant l'évolution des résultats fonctionnels à diérentes
176 CHAPITRE 9. PARCELLISATION DES DONNÉES D'IRMF
A B C N
(a) Conguration 1
A A AB B
B
B
(b) Conguration 2
A
(c) Conguration 3
B
A
C
(d) Conguration 4
A A AB B
B
B
(e) Conguration 5
A
C
C
C CB B
B
B
(f) Conguration 6
A
C
A+C
(g) Conguration 7
Figure 9.11  Les diérentes congurations des régions.
Les cases blanches représentent des régions de bruit.
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échelles.
Simulation CHI SSI slope(p=0) slope(p=1) slope(p=2) slope(p=3)
1 2 2 2 2 2 2
2 2 2 3 2 3 3
3 6 2 4 2 4 4
4 3 2 4 4 4 4
5 8 2 2 2 2 2
6 5 3 3 2 3 3
7 2 3 4 2 4 4
8 2 2 2 2 2 2
9 3 2 3 2 2 2
10 7 2 2 2 2 2
11 5 2 4 2 2 2
12 5 2 10 2 10 10
13 5 3 3 2 3 3
14 8 2 3 2 3 3
15 7 2 2 2 2 2
16 6 2 2 2 2 2
17 7 2 4 2 4 3
18 3 2 6 2 6 6
19 5 2 7 2 7 7
Taux de succès 10,53% 52,63% 73,68% 52,63% 68,43% 63,16%
Table 9.6  Nombre de parcelles optimal pour snr = 200.
Simulation CHI SSI slope(p=0) slope(p=1) slope(p=2) slope(p=3)
1 3 2 2 2 2 2
2 8 2 3 2 3 3
3 11 2 5 2 2 2
4 5 2 5 5 2 2
5 3 2 2 2 2 2
6 10 2 3 2 3 3
7 3 2 3 2 3 3
8 5 2 3 2 2 2
9 2 2 3 2 2 2
10 6 2 2 2 2 2
11 5 2 3 2 2 2
12 3 2 6 2 6 6
13 4 2 3 2 3 3
14 2 2 3 2 3 3
15 8 2 2 2 2 2
16 4 2 2 2 2 2
17 2 2 4 2 3 3
18 4 2 10 2 10 10
19 6 2 7 2 7 7
Taux de succès 5,26% 42,11% 57,49% 42,11% 42,11% 42,11%
Table 9.7  Nombre de parcelles optimal pour snr = 100.
Bien que le nombre de parcelles estimé ne corresponde pas à la réalité, lorsqu'on découpe les
données en spéciant le nombre correct de parcelles, on constate que hormis pour les simulations
nos 3 et 4, on retrouve le découpage initial en région de bruit et de signal. En particulier, pour
la simulation no 16, pour quatre parcelles, on retrouve le découpage en quatre régions. Pour
la simulation no 3 (cf. Figure 9.12(a)), certains voxels sont associés à la mauvaise parcelle,
bien que dans l'ensemble on retrouve la conguration choisie. Cela semble dû au bruit car le
résultat dière suivant le SNR choisi : le nombre de voxels mal classés diminue lorsque le SNR
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Simulation CHI SSI slope(p=0) slope(p=1) slope(p=2) slope(p=3)
1 12 2 2 2 2 2
2 2 3 3 2 3 3
3 5 3 4 2 4 4
4 10 3 4 4 4 4
5 11 2 2 2 2 2
6 3 3 3 2 3 3
7 9 3 4 2 4 4
8 7 2 3 2 2 2
9 2 2 3 2 2 2
10 9 2 3 2 2 2
11 7 2 3 2 2 2
12 4 2 5 2 5 5
13 5 3 3 2 3 3
14 9 2 3 2 3 3
15 9 2 2 2 2 2
16 8 2 2 2 2 2
17 5 2 4 2 4 4
18 4 2 7 2 7 7
19 5 2 9 2 9 9
Taux de succès 0% 63,16% 68,42% 52,63% 68,42% 68,42%
Table 9.8  Nombre de parcelles optimal pour snr = 300.
augmente. On retrouve également pour la simulation 1 avec un SNR de 100, quelques voxels
mal classés. Comme on ne dispose pas d'indice pour estimer le nombre optimal de parcelles,
nous avons regardé sur les simulations ce que donne la surparcellisation c'est-à-dire choisir un
nombre de parcelles supérieur au nombre de parcelles optimal. Pour cela, on a choisi un nombre
de parcelles égal à 10. Pour la conguration 1 et pour les simulations avec cinq blocs, la région
de bruit est parcellisée (cf. Figure 9.13(b)). Pour les simulations nos 8 et 10, les deux régions
de signal sont découpées en plusieurs régions (cf. Figure 9.14(b)). Pour les simulations nos
9 et 11, suivant le SNR, en plus de la région de bruit, les régions de signal peuvent être aussi
parcellisée (cf. Figure 9.16(b)). Pour la conguration 2, la région de signal est parcellisée en
plusieurs parcelles qui se répartissent dans les trois blocs de signal (cf. Figure 9.17(b)). En
outre, suivant le signal sur bruit, la région entourant les trois blocs est également parcellisée.
Pour la conguration 4, la région de bruit est divisée en plusieurs régions et la région de signal
est intacte (cf. Figure 9.18(b)). Pour la conguration 5, la région contenant le signal B est
parcellisée en sous-régions alors que la région de signal A et la région de bruit sont intactes
(cf. Figure 9.15(b)). Pour la conguration 6, la couronne extérieure est divisée en plusieurs
parcelles. Enn, pour la conguration 7, la région de bruit et la région de superposition des deux
signaux restent intactes et ce sont les régions contenant les signaux A et B qui sont divisées (cf.
Figure 9.19(b)). Concernant la conguration 7, lorsqu'on divise l'image en deux parcelles, on
constate que les régions contenant seulement le signal A et le signal B sont groupées avec la
région de bruit (cf. Figure 9.19(c-d)). L'eet de la surparcellisation dépend donc de la
conguration spatiale des régions et aussi du SNR.
(a) Simulation 3- Nombre opti-
mal de parcelles
(b) Simulation 3- nC = 10
Figure 9.12  Eet de la surparcellisation pour la simulation 3 .
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(a) Simulation 4- Nombre opti-
mal de parcelles
(b) Simulation 4- nC = 10
Figure 9.13  Eet de la surparcellisation pour la conguration 1 avec cinq blocs (1 couleur
par parcelle).
(a) Simulation 8-
Nombre optimal de
parcelles
(b) Simulation 8-
nC = 10
Figure 9.14  Eet de la surparcellisation pour la conguration 1 sans zone de bruit (1
couleur par parcelle) .
(a) Simulation 14-
Nombre optimal de
parcelles
(b) Simulation 14-
nC = 10
Figure 9.15  Eet de la surparcellisation pour la conguration 6 (1 couleur par parcelle) .
(a) Simulation 11- Nombre
optimal de parcelles
(b) Simulation 11- nC = 10
Figure 9.16  Eet de la surparcellisation pour la conguration 1 autant de région de signal
que de région de bruit (1 couleur par parcelle) .
(a) Simulation 12- Nombre
optimal de parcelles
(b) Simulation 12- nC = 10
Figure 9.17  Eet de la surparcellisation pour la conguration 2 (1 couleur par parcelle).
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(a) Simulation 13- Nombre
optimal de parcelles
(b) Simulation 13- nC = 10
Figure 9.18  Eet de la surparcellisation pour la conguration 5 (1 couleur par parcelle).
(a) Simulation 16-
Nombre optimal de
parcelles
(b) Simulation 16- nC =
10
(c) Simulation 16- nC = 3 (d) Simulation 16- nC =
2
Figure 9.19  Évolution du nombre de parcelles pour la conguration 7 (1 couleur par
parcelle).
Les simulations conrment les bonnes performances de l'algorithme deWard pour
agglomérer les séquences fonctionnelles en parcelles, en restant totalement guidé
par les données. Elles soulignent aussi l'instabilité des résultats lorsque le nombre
de parcelles demandé est supérieur au vrai nombre de parcelles (surparcellisation).
C'est pourquoi les résultats des parcellisations seront analysés d'abord avec un faible
nombre de parcelles (100).
9.3 Parcellisation des données à diérentes échelles
9.3.1 Quelques cartes de parcellisations
Nous testons la parcellisation de groupe par concaténation des données et la parcellisation
individuelle pour chaque sujet. Cependant, pour concaténer les signaux de chaque sujet, on ne
garde que les voxels présentant du signal (en éliminant les voxels avec un signal très faible) et
communs à tous les sujets. C'est pour cela que le nombre de voxels parcellisés est moindre pour
la parcellisation de groupe (de l'ordre de 160 000) que pour les parcellisations individuelles (de
l'ordre de 230 000). La gure 9.20 montre la coupe axiale z=0 mm MNI pour la parcellisation
de groupe (à droite) et pour chacune des parcellisations individuelles avec une censure à 95% ;
chaque couleur représente une parcelle diérente. Sur la première ligne de la gure 9.20, on
s'aperçoit que la parcellisation en 100 parcelles change d'un sujet à l'autre. Par exemple, pour les
sujets nos 2 et 4, la partie frontale (partie en haut de l'image cf. Section A.2) est plus morcelée
que pour les sujets nos 1 et 3. À l'inverse, la partie occipitale (en bas de l'image cf. Section
A.2) est regroupée dans une parcelle pour le sujet no 4 alors qu'elle est recouverte par quelques
parcelles pour les sujets nos 1 et 2 et qu'elle est très morcelée pour le sujet no 3. Les noyaux
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nC Sujet 1 Sujet 2 Sujet 3 Sujet 4 Groupe
100
1 000
5 000
Figure 9.20  Parcellisation individuelle et de groupe à diérentes échelles.
Chaque couleur représente une parcelle.
caudés (cf. Section A.2) sont dans une seule parcelle pour le sujet no 1 alors que pour les autres
sujets, certains voxels appartiennent à d'autres parcelles. De part et d'autre des noyaux caudés,
on observe pour les parcellisations individuelles une dissymétrie gauche-droite : la partie droite
semblant plus morcelée que la partie gauche. Pour la parcellisation de groupe, les noyaux caudés
sont dans une parcelle, les parties frontale et orbitale (cf. Section A.2) sont moins morcelées que
pour les parcellisations individuelles et on observe une plus grande symétrie entre la gauche et la
droite. La deuxième ligne de la gure 9.20 montre la parcellisation en 1 000 parcelles. On constate
de nouveau que les parcellisations individuelles sont très variables : la partie frontale est plus
morcelée pour les sujets 2 et 4 que pour le sujet 1. Pour le sujet 1, la partie à gauche des noyaux
caudés est recouverte de plus de parcelles que la partie droite, alors que pour les autres sujets,
la partie droite est plus morcelée. La parcellisation de groupe présente un compromis entre les
diérents sujets. Pour les parcellisations en 5 000 parcelles (Figure 9.20 3ème ligne), les constats
sont les mêmes : les parcellisations individuelles sont assez dissemblables et la parcellisation de
groupe semble être un compromis entre les diérentes parcellisations individuelles.
Si l'inspection visuelle des parcellisations est délicate, en particulier pour les
petites échelles, il faut souligner que sans aucune contrainte spatiale les parcelles
ne sont pas éparses et semblent correspondre à des territoires neuro-anatomiques.
De plus, la parcellisation obtenue est relativement symétrique. Ces éléments sont
encourageants et doivent être anés au moyen de critères adaptés.
9.3.2 Comment évaluer la parcellisation ?
Puisqu'une parcelle doit regrouper des voxels ayant un signal similaire, plusieurs critères
fonctionnels ont été dénis. Notons si(v, t) le signal dans le voxel v au temps t appartenant à
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la parcelle i. On peut mesurer la variance intra-parcelle du signal au temps t dans la parcelle i
vari(t) = var({s(v, t), v ∈ Ci}). Cette variance peut être moyennée sur le temps et sur l'ensemble
des parcelles en un seul critère. On obtient donc un critère de variance intra-sujet qui donne une
indication sur l'homogénéité du signal dans les parcelles. Sous cette forme, le critère est absolu.
Pour comparer la taille de l'eet, la variance a été rapportée à la ligne de base calculée dans
la parcelle (moyenne selon v) : vari(t) = var({s(v, t) − si(t), v ∈ Ci}) où si(t) représente le
signal moyen dans la parcelle i au temps t. Un autre critère est de mesurer le résidu de signal
res(v, t) = s(v, t)− si(t) et le moyenner sur le temps. Un critère pertinent est de chercher si de
l'information est présente dans le signal moyen de la parcelle. On doit rechercher un  lien  avec
le paradigme, sachant que de manière générale il est constitué d'un enchaînement non périodique
de stimuli de plusieurs types. L'idée la plus simple est de calculer la corrélation moyenne entre
tous les signaux issus du même type de stimulation (par exemple les phases de réception de
la boisson sucrée). Pour n'obtenir qu'un seul critère, le critère de corrélation est moyenné sur
l'ensemble des stimulations considérées puis sur l'ensemble des parcelles. On considère ici les
deux phases de réception de la boisson (sucre ou eau) et on moyenne la valeur absolue des deux
corrélations en utilisant la transformation de Fisher. Pour cela, les deux coecients de corrélation
sont convertis en z de Fisher ; la moyenne des deux z de Fisher ainsi obtenus est transformée
en coecient de corrélation par la transformée inverse de Fisher. Cette procédure est nécessaire
car le coecient de corrélation n'est pas une mesure linéaire de la force [42]. En passant par la
transformation de Fisher, les corrélations sont moins atténuées. L'utilisation de la corrélation a
toutefois un inconvénient majeur : elle nécessite un modèle, ce qui est contraire au principe de la
méthode pour déterminer la durée de l'onset. De plus, il faudrait l'associer au GLM pour tenir
compte du délai de la réponse hémodynamique (ce qui n'a pas été fait ici).
Pour s'aranchir du paradigme, une idée a été de construire des cartes de corrélations entre
les parcelles. Pour cela, on calcule le signal moyen dans la parcelle puis pour chaque paire de
parcelles, on corrèle les deux signaux moyens. On obtient ainsi une matrice de corrélations avec
des 1 sur la diagonale (puisqu'on corrèle le même signal). Cette matrice de corrélations peut être
ensuite représentée par carte de chaleur où chaque couleur représente un coecient de corrélation.
Cette carte permet d'identier les régions cérébrales ayant un signal similaire.
9.3.3 Étude des paramètres fonctionnels en fonction du nombre de parcelles
La gure 9.21 représente pour chaque sujet la boîte à moustache de la corrélation pour
chaque sujet avec à gauche la parcellisation individuelle et à droite la parcellisation de groupe.
On constate que pour tous les sujets, la corrélation médiane est presque nulle et est stable en
fonction du niveau de parcellisation, ce qui signie que la moitié des parcelles n'est pas corrélée
avec la première phase du paradigme. Cette médiane est correcte puisqu'il serait surprenant que
toutes les parcelles soient fortement corrélées avec le paradigme. La valeur du maximum (hors
données considérées comme aberrantes) augmente un peu pour un découpage en 500 et 1 000
parcelles excepté pour le sujet 2. Le maximum de corrélation est aux alentours de 0,2 donc une
corrélation faible. Le sujet 2 a des parcelles avec une corrélation à 0,5, ce qui est assez élevé si on
tient compte du bruit dans le signal. L'intervalle entre le premier et le troisième quartile diminue
lorsqu'on augmente le nombre de parcelles, mais il se stabilise à partir de 10 000 parcelles. D'une
part, à une échelle grossière (un nombre de parcelles petit) les parcelles sont plus grandes donc
le bruit présent dans le signal est diminué, ce qui peut expliquer pourquoi la corrélation est plus
élevée. De plus à une échelle grossière, les parcelles ont plus de chances de contenir des voxels
contenant du signal corrélé avec le paradigme. On observe en revanche qu'il y a peu de diérences
entre la parcellisation de groupe et les parcellisations individuelles.
La gure 9.22 montre l'évolution de la variance en fonction du nombre de parcelles. On
remarque là encore que la variance diminue lorsqu'on augmente le nombre de parcelles pour la
même raison que le résidu moyen puisqu'à une échelle ne, les parcelles contiennent moins de
voxels. Comme pour le résidu moyen, on observe des parcelles avec une très forte variance. On
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retrouve également que la variance est plus faible avec la parcellisation de groupe, en partie car le
nombre de voxels parcellisés est moindre. Mais cela suggère aussi que la parcellisation de groupe
donne une parcellisation plus homogène.
Parcellisation Individuelle Groupe
Sujet 1
Sujet 2
Sujet 3
Sujet 4
Figure 9.21  Évolution de la corrélation avec le nombre de parcelles.
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Parcellisation Individuelle Groupe
Sujet 1
Sujet 2
Sujet 3
Sujet 4
Figure 9.22  Évolution de la variance avec le nombre de parcelles.
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9.3.4 Cartes de corrélations entre les parcelles
Calculer la corrélation entre les parcelles permet d'étudier la connectivité des régions céré-
brales c'est-à-dire de mettre en lumière les régions cérébrales répondant de manière similaire.
L'avantage est d'utiliser l'information fonctionnelle mise en valeur par la parcellisation sans né-
cessiter de modèle, mais en comparant les signaux deux à deux. Les gures 9.23 à 9.27 montrent
les matrices de connectivités obtenues pour chaque sujet à partir de leur parcellisation indivi-
duelle et la matrice de connectivités moyennée sur les sujets pour la parcellisation de groupe.
Pour labelliser la région anatomique à laquelle appartient chaque parcelle, le coecient de Dice
a été calculé entre la parcelle considérée et les régions d'intérêt issues de l'atlas AAL2 (cf. Sec-
tion A.2). Chaque parcelle a ensuite été associée à la région pour laquelle le coecient de Dice
est maximal. Sur les matrices de corrélation, les parcelles ont ensuite été regroupées par régions
d'intérêt et présentées dans l'ordre de l'atlas AAL2. Autrement dit, toutes les parcelles qui sont
majoritairement dans l'insula gauche selon le critère de Dice apparaissent sous le label Insula_L.
Ces matrices de corrélations sont variables d'un sujet à l'autre. Le sujet 1 (cf. Fig 9.23)
présente des corrélations entre une partie du cortex frontal(Frontal_) et le cortex orbito-frontal
(OFC,Frontal_Inf_Tri), entre une partie du cortex gustatif (Insula, Thalamus) et le cortex
frontal et cingulaire. Chez le sujet 2 (cf. Fig 9.24), nous trouvons également une corrélation entre
une partie du cortex frontal et le cortex orbito-frontal, entre le cortex gustatif (insula) et les cortex
orbito-frontal (OFC), cingulaire (Cingulate_) et frontal ; et également une corrélation négative
entre le gyrus post-central (cortex somato-sensoriel) et le cortex cingulaire, l'insula et le cortex
orbito-frontal. Le sujet 3 présente également des corrélations entre le cortex orbito-frontal et le
cortex frontal, entre le cortex frontal et le cortex gustatif (insula et thalamus) et entre le cortex
orbito-frontal et le cortex gustatif (cf. Fig 9.25). Pour le sujet 4, nous retrouvons également
cette corrélation entre le cortex frontal et le cortex orbito-frontal(Frontal_Inf_Tri),entre le cortex
gustatif (insula et thalamus) et le cortex frontal, le cortex gustatif(insula) et le cortex orbito-
frontal(Frontal_Inf_Tri) ; mais également une corrélation entre le gryus post-central (cortex
somato-sensoriel) et le thalamus et entre le gyrus pré-central (cortex somato-sensoriel) et l'insula.
En moyennant les corrélation sur le groupe, nous observons une corrélation entre le cortex frontal
et le cortex orbito-frontal(OFC, Frontal_Inf_Tri), entre le cortex frontal et le cortex gustatif
(insula, thalamus), entre le cortex orbito-frontal et le cortex gustatif ; et une corrélation entre le
gyrus pré-central et le cortex frontal, le cortex gustatif et le cortex orbito-frontal.
Si on augmente le nombre de parcelles, on retrouve des connectivités similaires mais sur
un nombre de parcelles réduit. La répartition dans les région d'intérêts (ROIs) issues de l'atlas
changent également puisque les parcelles sont plus petites. Par exemple, la gures 9.28 montre la
matrice de corrélations pour un découpage en 1 000 parcelles pour le sujet no 1. Les matrices de
corrélations des autres sujets et celle issue de la parcellisation de groupe sont données en annexe
E.3. La parcellisation de groupe présente donc une meilleure connectivité entre les régions par
rapport aux parcellisations individuelles.
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9.3.5 Exemples de signaux trouvés à partir de la corrélation
Nous avons choisi d'explorer les signaux dans les parcelles à un niveau de parcellisation donné.
Nous avons pris la parcellisation de groupe an de disposer de parcelles communes aux sujets et
donc d'observer la réponse temporelle dans les mêmes voxels. Nous avons xé arbitrairement le
nombre de parcelles à 5 000 an d'avoir des parcelles d'une taille équivalente aux activations que
donnent habituellement les inférences issues d'un GLM. Nous avons sélectionné les parcelles en
fonction de la corrélation avec la phase de réception de boisson du paradigme décrite en section
9.3.2, moyennée sur les sujets (en passant par la transformation de Fisher). Les parcelles les plus
corrélées se trouvent dans les régions AAL2 suivantes (cf. Section A.2) : le gyrus précentral, le
gyrus postcentral, le cortex frontal inférieur operculaire, le cortex frontal inférieur triangulaire et
l'operculum rolandique. On trouve également quelques parcelles dans le cortex frontal milieu, le
cortex temporal supérieur et milieu, et dans le cortex frontal médial orbital. Les gyrus postcentral
fait partie du cortex somato-sensoriel, le gyrus précentral se trouve dans le cortex moteur et le
cortex frontal inférieur operculaire appartient quant à lui au cortex gustatif primaire donc il est
logique de les trouver lorsqu'on corrèle avec la phase de réception de la boisson. En revanche,
les parcelles situées dans l'insula qui fait partie du cortex gustatif sont très faiblement corrélées.
Cependant, la corrélation est calculée avec les phases de réception de boisson sans tenir compte
du décalage hémodynamique donc il est probable que la réponse temporelle de l'insula survienne
pendant une autre phase du paradigme.
Les gures 9.29 à 9.33 montrent la parcelle et le signal dans la parcelle pour chaque sujet.
On a choisi des parcelles avec une corrélation moyenne (sur les sujets) supérieure à 0,25 et
dans les régions anatomiques probables pour la réception de la boisson. Les signaux montrés
ont été échantillonnés toutes les 0,5 secondes en utilisant des splines pour l'interpolation, et ont
été moyennés sur les quarante répétitions (ligne noire) et les écarts entre les répétitions sont
représentées par les barres d'erreur grises. Les bandes de couleur représentent les diérentes
phases du paradigme : jaune pour la phase d'attente, rouge pour la phase de réception de la
boisson sucrée, bleu pour la phase de réception de l'eau, violet pour la phase d'attente et vert
pour la phase de déglutition. La ligne rouge représente le signal moyen calculé sur la phase de
repos. Les variations seront décrites ci-après par rapport à cette ligne rouge.
Sur la gure 9.29, on observe le signal dans une parcelle située dans le gyrus pré-central :
on constate que pour les sujets nos 1, 3 et 4, il y a une variation négative du signal pendant les
phases de réception et d'attente alors que pour le sujet 2, il y a une variation négative suivie
d'une variation positive pendant la phase d'attente.
La gure 9.30 montre le signal dans une parcelle située dans à cheval entre le gyrus pré-central
et le gyrus post-central : on observe pour les sujets nos 2, 3 et 4 une variation positive pendant
les phases de réception et d'attente. En revanche pour le sujet 1, il y a une plus grande variabilité
entre les répétitions mais on observe en regardant le signal moyen, une variation positive comme
pour les autres sujets.
La gure 9.31 correspond à une parcelle dans le gyrus post-central. On observe également une
variabilité inter-sujet : pour les sujets 2 et 3, on remarque une variation positive assez marquée
pendant la phase de réception et d'attente, pour le sujet 1, il y a également une variation positive
mais entre la phase de réception de la boisson sucrée et l'attente et pendant la phase d'attente
suivant la phase de réception de l'eau, pour le sujet 4, la variation positive a lieu pendant la
phase de réception.
Sur la gure 9.32 on observe la réponse temporelle dans une parcelle située du cortex frontal
inférieur operculaire : la réponse des sujets 2 et 3 sont similaires avec une variation positive
pendant la phase de réception et d'attente, pour le sujet 4, on retrouve ces variations en plus
marquées et pour le sujet 1, la réponse est similaire pour la réception de l'eau mais la variation
après la réception de la boisson est plus étendue et forme un pic pendant la phase d'attente.
La gure 9.33 montre la réponse dans une autre parcelle du cortex frontal inférieur opercu-
laire : les réponses des sujets 3 et 4 se ressemblent avec une forte variation positive pendant la
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(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.29  Signaux dans la parcelle 4755 dans le gyrus pré-central.
(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.30  Signaux dans la parcelle 3764 dans les gyrus pré-central et post-central .
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(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.31  Signaux dans la parcelle 4749 dans le gyrus postcentral .
(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.32  Signaux dans la parcelle 1200 dans le cortex frontal inférieur operculaire .
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phase de réception et d'attente, la réponse du sujet 2 présente une variation positive plus courte
dans le temps (qui ne dure que pendant la phase de réception) avec une variation négative pen-
dant la phase de déglutition. En revanche, le sujet 1 ne présente pas de réponse spécique à la
stimulation avec une très forte variation entre les répétitions. Les signaux présentés comportent
des variations pendant les phases de réception et d'attente ce qui est normal car la corrélation a
été calculée avec la phase de réception.
(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.33  Signaux dans la parcelle 1943 dans le cortex frontal inférieur operculaire .
La gure 9.34 montre le signal dans une parcelle du cortex frontal médian : pour les sujets nos
2, 3 et 4 on observe une belle réponse avec une variation positive pendant les phases de réception
et d'attente mais pour le sujet 1, la réponse comporte plusieurs pics pendant toutes les phases
et ne semble donc pas spécique à la réception de la boisson.
Nous avons ainsi trouvé des parcelles avec des signaux assez similaires entre les
sujets et dans des régions fonctionnelles cohérentes avec le paradigme. En revanche,
certaines parcelles n'ont pas de signaux similaires entre les sujets, ce qui montre la
limite de la parcellisation de groupe par concaténation qui ne calcule pas de similarité
entre les réponses des diérents sujets. Toutefois, l'exploration des parcelles bien que
fastidieuses permet de faire ressortir des signaux avec une grande variété de formes.
196 CHAPITRE 9. PARCELLISATION DES DONNÉES D'IRMF
(a) Parcelle (b) Sujet 1 (c) Sujet 2
(d) Sujet 3 (e) Sujet 4
Figure 9.34  Signaux dans la parcelle 1525 dans le cortex frontal médian .
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Chapitre 10
Conclusion
10.1 Résumé des contributions
L'emploi d'une stimulation alimentaire lors d'une expérience d'IRMf permet d'identier les
régions impliquées dans l'intégration cérébrale de ce signal, depuis celles codant la aveur jus-
qu'à des informations cognitives comme la valeur. Cependant, en plus des problèmes inhérents à
l'acquisition de telles données, leur analyse est dicile en raison notamment de l'incertitude et
des perturbations liées à l'exécution du paradigme et des variabilités intra- et inter-sujet des ré-
ponses aux stimuli chimiques. L'enjeu principal de cette thèse était de proposer une méthode
d'analyse adaptée à ces données et guidée par elles seules. Notre choix s'est porté sur la
parcellisation qui consiste à regrouper les voxels ayant une réponse similaire. Plusieurs auteurs
ont obtenu des résultats satisfaisants en employant la parcellisation sur des données d'IRMf
[202, 160, 81]. Cependant, ils ont tous réduit la dimension des données parcellisées an d'exé-
cuter la parcellisation en un temps raisonnable. Cette thèse a permis de parcelliser les données
d'IRMf sans réduction préalable. Ceci a été rendu possible en développant une implémentation
de l'algorithme de Ward à l'aide du calcul intensif.
Nous avons donc optimisé et parallélisé l'algorithme deWard. Nous avons concentré nos eorts
sur la parallélisation du calcul de la distance euclidienne qui représente plus de 90% du temps
d'exécution de l'algorithme en séquentiel. L'optimisation du calcul de la distance euclidienne en
séquentiel a abouti à un découpage des lignes et des colonnes de la matrice de données exploitant
mieux la localité des données. Nous avons ainsi implémenté un algorithme cache-aware pour
le calcul de la distance avec la possibilité de déterminer les paramètres optimaux. Nous avons
ensuite parallélisé le calcul de la distance et produit trois algorithmes parallèles : un algorithme
utilisant OpenMP pour les architectures à mémoire partagée, un algorithme avec CUDA pour les
GPUs NVIDIA et un algorithme utilisant MPI pour les architectures à mémoire distribuée. Sur
une station de travail, l'emploi des GPUs NVIDIA est plus ecace. Mais sur un serveur de calcul
disposant d'un grand nombre de c÷urs, l'algorithme avec OpenMP surpasse en double précision
l'algorithme en CUDA. Une fois le calcul de la distance parallélisé, les itérations regroupant
les voxels deux à deux deviennent le facteur limitant de l'algorithme. Nous avons proposé une
parallélisation à l'intérieur des itérations mais le gain est faible bien que non négligeable lorsqu'on
traite des données de grande taille. Grâce au travail sur le calcul de la distance, nous avons rendu
possible la parcellisation des données d'IRMf sans réduction des données au préalable et en temps
raisonnable comme le montre la table 10.1.
L'objectif était aussi de proposer une chaîne complète intégrant l'algorithme de parcellisa-
tion. C'est pourquoi, an d'obtenir une parcellisation optimale, un soin particulier a été porté
aux prétraitements appliqués sur les données. La normalisation des données a été perfection-
née en ajoutant une étape de recalage non linéaire (warping) individuel pour mieux corriger les
distorsions géométriques. En moyennant les images fonctionnelles sur le groupe, notre méthode
rend les contours entre tissus plus nets et recouvre plus de signal pour les coupes inférieures et
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Taille du problème 64 threads Temps séquentiel
Parcellisation individuelle (substance grise) 9321× 233 539 38 min 5h54 min
Parcellisation individuelle (cerveau entier) 988×564 471 3h52 min >48 h
Parcellisation de groupe (substance grise) 3 7032×155 697 26 min 8h21 min
Table 10.1  Temps de calcul pour la parcellisation sur COMP2.
supérieures. En constatant que les mouvements du crâne sont faiblement corrélés aux perturba-
tions du signal image, nous avons également développé une méthode de censure des acquisitions
contaminées par le mouvement en se fondant uniquement sur les variations de signal dans la
substance grise et dans la substance blanche. Pour cela, chaque acquisition a été synthétisée sous
forme d'un nuage de points en mettant en ordonnée la variation de signal dans la substance grise
et en abscisse celle dans la substance blanche. La méthode consiste ensuite à tracer une ellipse
de conance et à considérer comme aberrantes toutes les acquisitions en dehors de cette ellipse.
Nous avons également montré qu'il faut s'aranchir de la ligne de base avant de parcelliser sous
peine d'être dominé par des facteurs instrumentaux, plutôt que par l'information fonctionnelle.
Nous avons proposé de faire une parcellisation de groupe en concaténant les signaux de chaque
sujet, ce que permet l'algorithme dans la limite des moyens informatiques disponibles. Une fois
la parcellisation obtenue, plusieurs indices ont été étudiés pour mesurer la qualité de la parcelli-
sation. Ces indices suggèrent, comme attendu, que la parcellisation de groupe est plus cohérente.
À l'aide d'un paradigme spécialement mis au point pour cette étude et mis en ÷uvre sur quatre
sujets, nous avons également identié des régions cérébrales activées à l'aide du coecient de
corrélation de Pearson et situées dans une partie du cortex somato-sensoriel et du cortex gustatif.
Dans ces régions, des signaux fonctionnels de diérentes formes ont été révélés, ce qui démontre
la puissance de cette approche sans modèle.
10.2 Valorisations
Sont données ci-dessous les publications soumises en rapport avec la thèse.
[1] Mélodie Angeletti, Jean-Marie Bonny, Franck Durif, and Jonas Koko. Parallel Hierarchical
Agglomerative Clustering for fMRI Data. In Roman Wyrzykowski, Jack Dongarra, Ewa
Deelman, and Konrad Karczewski, editors, Parallel Processing and Applied Mathematics,
pages 265275, Cham, 2018. Springer International Publishing.
[2] Mélodie Angeletti, Jean-Marie Bonny, Franck Durif, and Jonas Koko. Parallelization of
Ward's algorithm for fast clustering of fMRI datasets. Conférence Organisation of Human
Brain mapping (OHBM 2018), Singapour, June 2018.
[3] Mélodie Angeletti, Jean-Marie Bonny, and Jonas Koko. Parallel Euclidean distance matrix
computation on big datasets. en cours de soumission.
[4] Mélodie Angeletti, Jonas Koko, Franck Durif, and Jean-Marie Bonny. Model-free analysis of
fMRI brain responses to food tastes using fast clustering. Conférence Organisation of Human
Brain mapping (OHBM 2018), Singapour, June 2018.
[5] Mélodie Angeletti, Sylvie Clerjon, Jonas Koko, and Jean-Marie Bonny. Detection of robust
group-level fMRI brain responses to food tastes. Présentation orale-14th International Confe-
rence on the Applications of Magnetic Resonance in Food Science 2018, sept 2018.
1. après censure avec une ellipse à 95%
2. concaténation du signal censuré avec une ellipse à 95% des quatre sujets
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10.3 Perspectives concernant le calcul de la distance et
l'algorithme de Ward
L'algorithme de Ward peut être appliqué à d'autres types de données en considérant que nT
est le nombre de caractéristiques relevées par observation et nV le nombre d'observations total.
Le calcul de la distance euclidienne représente une contribution majeure de la thèse. Toutefois,
plusieurs points pourraient être étudiés voire améliorés.
10.3.1 Stockage de la matrice de distance
Tout d'abord, la section 7.2 propose deux façons de stocker la matrice de distance. Il est légi-
time de s'interroger sur l'inuence du stockage sur les performances du calcul de la distance. En
eet, le stockage de la distance détermine ce que le processeur charge en mémoire cache lorsqu'il
range une distance et donc il doit être pris en compte pour exploiter au mieux la localité spatiale
de la distance. La localité temporelle du vecteur de distance n'intervient pas car même lorsque la
matrice X est découpée en lignes, la distance est calculée sur toutes les lignes avant d'être ran-
gée en mémoire donc chaque case du vecteur distance n'est utilisé qu'une seule fois. Cependant,
s'il faut tenir compte de la localité spatiale du vecteur de distance, il faut également exploiter
au mieux la localité spatiale et temporelle de la matrice X utilisée pour calculer la distance.
La manière de ranger la distance en mémoire devrait avoir un impact sur les performances en
séquentiel et sur des architectures à mémoire partagée voire à mémoire distribuée. Cependant,
pour le calcul sur GPU, l'inuence devrait être moindre puisque le GPU dispose uniquement de
deux blocs rectangulaires de la matrice X à la fois et que le rangement dans le vecteur distance
est assuré par le CPU. De plus, le gain observé avec le GPU est essentiellement dû à la puissance
de calcul du GPU.
10.3.2 Parallélisation hybride
10.3.2.1 Paralélisation MPI+OpenMP ou MPI+GPU
Puisque nous disposons d'un algorithme adapté aux architectures à mémoire distribuée, nous
pouvons envisager de développer un algorithme pour des architectures hybrides. Par exemple,
si l'un des n÷uds de calcul possède plusieurs c÷urs, la distance entre de deux tuiles peut être
parallélisée avec OpenMP. De même si un des n÷uds possède un GPU, il est envisageable de
déléguer le calcul de la distance au GPU.
10.3.2.2 Calcul de la distance par découpage en blocs de lignes et de colonnes
(3ème version) avec CUDA+OpenMP
Par manque de temps, nous n'avons pas développé le calcul de la distance avec un découpage
des lignes et des colonnes en combinant CUDA+OpenMP. Une possibilité serait de combiner le
déroulement de la boucle introduit en section 7.4.2 et le découpage des lignes. L'idée reviendrait
donc à calculer la distance entre plusieurs paires de tuiles (X·i,X·j) à l'aide des streams en
calculant la distance par bloc de lignes. La section 7.5.2.2 au lieu de dérouler la boucle délègue
à deux streams distincts le calcul sur les blocs de lignes d'indice pair et le calcul sur les blocs de
lignes d'indice impair. On peut combiner ce dédoublement au déroulement de la boucle avec pour
seule limite la taille de la mémoire GPU. En eet, lorsqu'on déroule la boucle à une profondeur
p, il faut allouer p fois plus de mémoires sur le GPU. Il faudrait ensuite évaluer si combiner
le déroulement de la boucle et le dédoublement sur les blocs de lignes donne de meilleures
performances que le déroulement de la boucle. On pourrait ensuite paralléliser le déroulement
de la boucle à l'aide de OpenMP. Une autre solution serait d'utiliser OpenMP pour calculer la
distance sur un bloc de la matrice de distance pendant que le GPU calcule. Cependant,il est
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possible que la taille des blocs et des tuiles donnant les meilleures performances sur GPU et avec
OpenMP ne soient pas la même. Il faudrait alors gérer des tuiles de taille diérentes.
10.3.3 Précision du calcul de la distance
Lors du développement des diérentes parallélisations, nous nous sommes assurés que les im-
plémentations développées donnent des résultats égaux. Nous avons pour cela xé le seuil d'erreur
à 10−4 en double et simple précision. Il serait intéressant d'étudier les diérences numériques des
diérentes versions plus en profondeur.
De plus, en simple précision, on s'est aperçu que suivant la taille des blocs choisie, les résultats
ne sont pas corrects numériquement. Par exemple, en prenant chaque colonne de la matrice égale
à l'indice de la colonne de sorte que Dij = (i−j)2nT, le calcul de la distance sur GPU en prenant
mR=64 et mC=256 et en choisissant mR=256 et mC=256 ne donne pas le même résultat pour
D(257, 259) : le premier calcul trouve 4 000 qui est le résultat correct et le deuxième donne
3 976. Il serait intéressant d'identier précisément d'où vient cette erreur numérique et voir s'il
est possible de la corriger.
10.3.4 Extension aux distances Lp
Le chapitre 7 est consacré au calcul de la distance euclidienne. Cependant, il serait possible
d'étendre le travail eectué au calcul de la distance Lp. Soit x un vecteur de Rn, la norme associée
à l'espace Lp,p ∈ R, p ≥ 1, notée ‖.‖p est dénie comme suit :
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
.
10.3.4.1 Calcul de la distance Lp sur des architectures à mémoire partagée ou à
mémoire distribuée
Pour les architectures à mémoire partagée, la répartition des sous-matrices Dij entre les
diérents processeurs reste inchangée. Cependant, plutôt que d'adapter l'algorithme 13 présenté
en section 7.5, on propose ici d'adapter l'algorithme 12. En eet, dans l'algorithme 13, le calcul
de la distance euclidienne s'eectue en deux étapes : le calcul de la norme puis le calcul du
double-produit, ce qui est optimisé dans le cas de la distance euclidienne. Cependant, on veut
traiter ici une distance Lp avec un p ≥ 1 quelconque. Or, l'algorithme 12 calcule la distance en
déroulant la boucle sur les lignes (cf. les boucles en lignes 10, 16, 27 et 33). Ces boucles
sont adaptables à la norme ‖.‖p en prenant la valeur absolue et en élevant à la puissance p au
lieu de deux. L'algorithme 15 montre l'adaptation de l'algorithme 10 pour la distance Lp. On a
changé l'expression du calcul de la distance dans les boucles en lignes 12, 19, 27 et 33. Avant la
boucle nale commençant en ligne 35, on a calculé la norme ‖.‖p à la puissance p : la boucle en
ligne 35 permet alors de calculer la norme ‖.‖p.
Sur des architectures à mémoire distribuée, on a considéré en section 7.5.2.3 qu'on pouvait
calculer la distance euclidienne de manière ecace et ensuite on a déni le schéma de commu-
nication entre les processeurs. Dans le cas de la distance Lp, le schéma de communication reste
identique, ce qui change est le calcul de la distance. Sur chaque processeur, on peut appliquer
l'algorithme 15.
10.3.4.2 Calcul de la distance Lp sur GPU
L'implémentation de l'algorithme 13 sur GPU est fondée sur l'utilisation des routines BLAS
sur GPU et donc sur du calcul matriciel (cf. Section 7.5.2.2). Par conséquent, nous ne pouvons
pas adapter l'algorithme CUDA de la même manière que nous avons modié les algorithmes en
OpenMP et MPI en section 10.3.4.1.
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Algorithme 15 : Calcul de la distance Lp
Entrée : X matrice de taille nT × nV ; mR nombre de lignes par bloc ; mC nombre de colonnes
par tuile
Sortie : D vecteur de taille nV(nV−1)2
1 nCB =
⌈
nV
mC
⌉
; nRB =
⌈
nT
mR
⌉
; nB =
nCB [nCB+1)
2 ;
2 pour κ de 1 à nB faire
3 K = κ+ nCB(1−nCB)2 +
1
2
√8(nCB(nCB+1)2 −κ)+1−1
2
√8(nCB(nCB+1)2 −κ)+1−1
2
+ 1
;
4 L = nCB −
√8(nCB(nCB+1)2 −κ)+1−1
2
;
5 i1=1+(K-1)mC ; i2=KmC ; j1=1+(L-1)mC ; j2=LmC ;
6 iter=1 ; m1=1+(iter-1)mR ; m2=iter × mR;
7 si K >L alors
8 pour i de i1 à i2 faire
9 pour j de j1 à j2 faire
10 k = j + (i−1)(i−2)2 ;
11 d(k)=(xm1i − xm2j)2;
12 pour m de m1 + 1 à m2 faire
13 d(k)=d(k)+|xmi − xmj |p;
14 sinon
15 pour j de j1 à j2 faire
16 pour i de i1 à j − 1 faire
17 k = i+ (j−1)(j−2)2 ;
18 d(k)=(xm1i − xm2j)2;
19 pour m de m1 + 1 à m2 faire
20 d(k)=d(k)+|xmi − xmj |p;
21 pour iter de 2 à nRB faire
22 m1=1+(iter-1)mR ; m2=iter × mR;
23 si K >L alors
24 pour i de i1 à i2 faire
25 pour j de j1 à j2 faire
26 k = j + (i−1)(i−2)2 ;
27 pour m de m1 à m2 faire
28 d(k)=d(k)+|xmi − xmj |p;
29 sinon
30 pour j de j1 à j2 faire
31 pour i de i1 à j − 1 faire
32 k = i+ (j−1)(j−2)2 ;
33 pour m de m1 à m2 faire
34 d(k)=d(k)+|xmi − xmj |p;
35 pour k de 1 à nV(nV−1)2 faire
36 d(k)=d(k)
1
p ;
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Dans le cas où on considère p ∈ N∗ pair, on peut étendre le calcul de la distance euclidienne
à la distance Lp en utilisant CUBLAS. Considérons deux tuiles rectangulaires de la matrice X :
la tuile X·i contenant les colonnes d'indice i1 à im et la tuile X·j contenant les colonnes d'indice
j1 à jn, l'expression de la distance (élevée à la puissance p) entre chaque paire de colonnes (i, j)
avec i1 ≤ i ≤ im, j1 ≤ j ≤ jn est donné par :
D(Xi,Xj) =

∑nT
l=1 |xli1 − xlj1 |
p . . .
∑nT
l=1 |xli1 − xljn |
p
...
. . .
...∑nT
l=1 |xlim − xlj1 |
p . . .
∑nT
l=1 |xlim − xljn |
p
 (10.1)
Puisqu'on travaille dans le cas où p est pair, on peut s'aranchir des valeurs absolues et donc
développer l'expression de la distance donnée en (10.1) en utilisant la formule du binôme de
Newton. On obtient alors :
D(X·i,X·j) =

nT∑
l=1
p∑
k=0
(
n
k
)
(xli1)
p−k(−xlj1)k . . .
nT∑
l=1
p∑
k=0
(
n
k
)
(xli1)
p−k(−xljn)k
...
. . .
...
nT∑
l=1
p∑
k=0
(
n
k
)
(xlim)
p−k(−xlj1)k . . .
nT∑
l=1
p∑
k=0
(
n
k
)
(xlim)
p−k(−xljn)k

=

p∑
k=0
(
n
k
) nT∑
l=1
(xli1)
p−k(−xlj1)k . . .
p∑
k=0
(
n
k
) nT∑
l=1
(xli1)
p−k(−xljn)k
...
. . .
...
p∑
k=0
(
n
k
) nT∑
l=1
(xlim)
p−k(−xtlj1)k . . .
p∑
k=0
(
n
k
) nT∑
l=1
(xlim)
p−k(−xljn)k

=

p∑
k=0
(
n
k
)
(−1)k
nT∑
l=1
(xli1)
p−k(xlj1)
k . . .
p∑
k=0
(
n
k
)
(−1)k
nT∑
l=1
(xli1)
p−k(xljn)
k
...
. . .
...
p∑
k=0
(
n
k
)
(−1)k
nT∑
l=1
(xlim)
p−k(xlj1)
k . . .
p∑
k=0
(
n
k
)
(−1)k
nT∑
l=1
(xlim)
p−k(xljn)
k

(10.2)
Supposons maintenant qu'on dispose également de l'opération ˆk telle que pour la matrice A et
pour un k quelconque, on obtienne :
Aˆk =
 x
k
1i1
. . . xk1im
...
. . .
...
xknTi1 . . . x
k
nTim
 .
Soit maintenant α et β deux réels, calculons le produit matriciel Aˆα>Bˆβ :
Aˆα>Bˆβ =
x
k
1i1
. . . xknTi1
...
. . .
...
xk1im . . . x
k
nTim
×
 x
k
1j1
. . . xk1jm
...
. . .
...
xtknTj1 . . . x
k
nTjm

=

∑nT
l=1 x
α
li1
xβlj1 . . .
∑nT
l=1 x
α
li1
xβljn
...
. . .
...∑nT
l=1 x
α
lim
xβlj1 . . .
∑nT
l=1 x
α
lim
xβljn

(10.3)
En prenant α = p − k,β = k,A = X·i et B = X·j , on retrouve la seconde somme de
l'expression de D(X·i,X·j) donnée en équation (10.2). Donc, on peut écrire la distance comme
une somme de produit matriciel :
D(X·i,X·j) =
p∑
k=0
(
n
k
)
(−1)kX·iˆp−k
>
X·jˆ
k .
10.3. PERSPECTIVES CONCERNANT LE CALCUL DE LA DISTANCE ET
L'ALGORITHME DE WARD 205
Décrivons maintenant comment on peut l'implémenter sur GPU. On peut créer un noyau CUDA
correspondant à l'opération ˆk en demandant à chaque thread d'élever à la puissance k un élément
de la matrice. Le noyau aura sans doute besoin de charger la matrice dans sa mémoire partagée
pour limiter les temps d'accès mémoire. Pour stocker X·iˆp−k et X·jˆk, le GPU a besoin d'avoir
deux tuiles supplémentaires en mémoire, car il faut garder X·i et X·j en mémoire pour ne
pas avoir à les copier depuis le CPU à chaque fois. Il faut également disposer des coecients
binomiaux : on peut calculer les coecients binomiaux sur CPU et les stocker dans un tableau
qu'on transmet au GPU mais Altaf Wani et al. proposent une implémentation du calcul des
coecients binomiaux sur GPU [7]. Lorsqu'on prend p entier strictement positif pair ; on peut
s'aranchir de la valeur absolue. En revanche, pour p entier strictement positif impair, la valeur
absolue ne peut pas être supprimée et le calcul sous forme de produit matriciel n'est plus valable.
Si on veut étendre le calcul de la distance euclidienne à n'importe quel p ∈ R, il faut alors
écrire un noyau spécique. Pour cela, on peut s'inspirer de ce qu'ont proposé Kim et al. dans
[117]. Leur approche ne permet pas toutefois de traiter le cas de matrices de très grandes tailles.
Cependant, en découpant la matrice X en tuiles rectangulaires et en appelant leur noyau adapté
au cas des distances Lp, il doit être possible de calculer la distance pour de grandes matrices.
L'algorithme 16 associe le découpage en tuiles de la matrice X avec l'appel à un noyau CUDA
calculant la distance Lp (élevée à la puissance p) donné par le listing 37. L'algorithme commence
par calculer le nombre de tuiles et le nombre de blocs (autrement dit le nombre de paires de
tuiles) nécessaires en ligne 1 ; puis il fait les allocations sur GPU en ligne 2 pour stocker sur
le GPU les copies des tuiles X·i et X·j et en ligne 3 pour stocker la sous-matrice de distance
calculée sur GPU. L'algorithme itère ensuite sur les blocs (boucle commençant en ligne 4). Pour
chaque bloc, on calcule les deux indices de tuile auquel il correspond en lignes 5 et 6. Une fois les
tuiles identiées, le CPU les copie dans des tuiles intermédiaires aux lignes 7 et 9, puis il copie
ces matrices sur le GPU en lignes 8 et 10. Le CPU lance ensuite l'appel au noyau CUDA pour
calculer la distance Lp (qui ne s'exécute que lorsque les deux tuiles aient été copiées entièrement
sur le GPU) en ligne 11. Une fois que l'exécution du noyau est terminée, le GPU copie la matrice
résultanteM sur le CPU (ligne 12). Lorsque la copie est terminée, le CPU peut ranger la matrice
résultante dans le vecteur de distance en ligne 13.
__global__ void distanceLp ( int nb_rows , int nb_cols , double *A, double
*B, int p , double *out ) {
__shared__ double Xs [ BlockS ize ] [ B lockS ize ] ;
__shared__ double Ys [ BlockS ize ] [ B lockS ize ] ;
int bx=blockIdx . x ; int by=blockIdx . y ;
int tx=threadIdx . x ; int ty=threadIdx . y ;
// indexes o f the sub−matr ices
int xBeg=bx*BlockS ize *nb_rows ;
int yBeg=by*BlockS ize *nb_rows ;
int xEnd=xBeg+nb_rows ;
// loop indexes
int x , y , k ;
// out index
int outInd ;
// temporary v a r i a b l e
double temp ;
// eu c l i d i a n d i s t ance
double d i s t =0.0 ;
// loop on the t i l e to have a l l the rows
for ( x=xBeg , y=yBeg ; x<xEnd ; x+=BlockSize , y+=BlockS ize ) {
// each thread f i l l s one element o f sub−matrix
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Ys [ tx ] [ ty ]=B[ y+ty*nb_rows+tx ] ;
Xs [ tx ] [ ty ]=A[ x+ty*nb_rows+tx ] ;
// syncrhon i ze a l l t h reads to have complete sub_matrices
__syncthreads ( ) ;
// loop on the rows o f submatr ix
for ( k=0;k<BlockS ize ; k++){
temp=fabs (Xs [ k ] [ tx ]−Ys [ k ] [ ty ] ) ;
d i s t=d i s t+pow( temp , p) ;
}
__syncthreads ( ) ;
}
// each thread computes one case o f d i s t ance
outInd=ty+nb_cols* tx+bx*BlockS ize *nb_cols+by*BlockS ize ;
out [ outInd ]= d i s t ;
}
Listing 10.1  Noyau CUDA pour le calcul de la distance Lp.
Algorithme 16 : Calcul de la distance Lp sur GPU
Entrée : X matrice de taille nT × nV ;
mC le nombre de colonnes par tuile
Sortie : D vecteur de taille nV(nV−1)2
1 nCB =
⌈
nV
mC
⌉
; nB =
nCB [nCB+1)
2 ;
2 Allouer sur le GPU X·i et X·j de taille nT ×mC ;
3 Allouer sur le GPU M de taille mC ×mC ;
4 pour κ de 1 à nB faire
5 K = κ+ nCB(1−nCB)2 +
1
2
√8(nCB(nCB+1)2 −κ)+1−1
2
√8(nCB(nCB+1)2 −κ)+1−1
2
+ 1
;
6 L = nCB −
√8(nCB(nCB+1)2 −κ)+1−1
2
;
7 Calculer X·K sur CPU;
8 Copier X·K dans X·i sur le GPU;
9 Calculer X·L sur CPU;
10 Copier X·L dans X·j sur le GPU;
11 Lancer le noyau distanceLp(nT,mC ,X·i,X·j ,p,M);
12 Copier M sur le CPU;
13 DtiM=M ;
10.3.5 Parallélisation des itérations
Au sein des itérations, nous avons parallélisé uniquement la mise à jour de la distance et
des vecteurs minDist et minLoc. Cependant, le gain ainsi obtenu est faible. Nous pourrions
paralléliser également la recherche de la distance minimale, qui peut se faire à l'aide d'une
opération de réduction. Pour cela, plusieurs auteurs recherchent les plus proches voisins ou trient
la distance avant d'exécuter les itérations [175, 159, 125]. Zhang et al. ont réussi à implémenter
les itérations sur GPU mais ils n'ont testé leur implémentation que sur des petites données[233].
Ce sont des pistes à explorer plus en détail pour améliorer notre implémentation des itérations
de l'algorithme de Ward.
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10.4 Perspectives pour l'analyse des données d'IRMf
10.4.1 Accessibilité du code pour la communauté d'IRMf
Les codes permettant d'obtenir les résultats présentés dans ce manuscrit ont été codé soit
en MATLAB soit en Fortran : les prétraitements des données sont faits notamment à l'aide
de SPM12 donc sous MATLAB, l'algorithme de Ward est quant à lui codé en Fortran (voire en
langage C pour la partie GPU), et les post-traitements pour obtenir, par exemple la parcellisation
sous forme d'images 3D, sont en MATLAB. Actuellement, le passage de MATLAB vers Fortran
s'eectue en convertissant les données en une matrice qui est stockée dans un chier texte. Les
résultats de la parcellisation sont des vecteurs également stockés dans des chiers textes pouvant
être lus par MATLAB.
L'idéal pour l'utilisateur serait de limiter l'usage d'un terminal et de passer essentiellement
par MATLAB. En eet, MATLAB reste très usité par la communauté des neuro-scientiques bien
qu'une partie de la communauté tente de migrer vers des logiciels OpenSource, contrairement
à Fortran. Or, il est possible d'appeler un code Fortran dans MATLAB : soit en demandant à
MATLAB d'exécuter le code Fortran dans un terminal, soit de créer un MEX-File qui permet
d'appeler un programme Fortran dans MATLAB.
10.4.2 Évaluation de la méthode de censure
La spécicité des données obtenues avec ce type de stimulation  naturelle  est de générer
d'importants artéfacts de mouvement, dont l'amplitude et la fréquence dépend beaucoup du sujet.
C'est pourquoi, la  correction  de mouvement (terme qui s'avère impropre dans le cas d'une
censure qui enlève les données impropres) est une étape essentielle. Nous avons développé une
méthode de censure originale fondée sur la détection des variations aberrantes du signal à l'aide
d'une ellipse de conance. L'intervalle de conance a été déterminé à partir des diagrammes de
Power à l'aide d'une inspection visuelle. Cependant, l'inuence de cet intervalle de conance sur la
parcellisation mériterait d'être étudié. On peut néanmoins anticiper certains aspects. Si on réduit
l'intervalle de conance (passant de 95% à 80%), le nombre d'acquisitions censurées augmente
et la puissance statistique de l'expérience diminue. La censure réduit donc les faux positifs liés
au mouvement, tout en réduisant la capacité de détection de l'information fonctionnelle. Cette
analyse en fonction du niveau de conance pourrait être eectuée en comparant les résultats de
parcellisation. Pour autant, compte tenu des dicultés d'interprétation de la parcellisation, il
serait sans doute plus simple de comparer les résultats obtenus par GLM classique ou MVPA.
De plus, il serait intéressant de comparer notre méthode de censure aux méthodes classiques
s'appuyant sur les paramètres de mouvement ou sur une analyse en composantes indépendantes.
Comparer deux modes de censure permettrait d'évaluer quelles acquisitions sont censurées par
notre méthode sans être censurées l'autre et inversement. In ne la principale diculté à comparer
des inférences fonctionnelles réside dans l'absence de gold standard. Il faut s'appuyer sur des
critères statistiques variés pour valider la pertinence d'une méthode par rapport à une autre (cf.
[186] par exemple).
10.4.3 Parcellisation : perspectives
L'objectif de la thèse était essentiellement de se donner les moyens de mener une analyse
guidée par les données d'IRMf de stimuli alimentaires. La contrainte était aussi d'introduire le
minimum d'a priori. Une solution intégrée est proposée et il est possible maintenant de l'appliquer
à un large spectre de jeux de données.
Cela étant, la parcellisation est une approche encore peu populaire en IRMf. Elle n'émerge
que maintenant, comme en témoigne le numéro spécial de Neuroimage qui lui a été consacré cette
année. À l'inverse de l'analyse GLM classique fondée sur un modèle qui ne fait apparaître que les
territoires dont les réponses correspondent aux modèles, la parcellisation produit énormément
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de données puisque tous les voxels appartiennent à une parcelle. La principale diculté réside
maintenant dans l'exploitation de cette information multi-échelle.
Des tentatives ont été menées dans ce sens en identiant les parcelles d'intérêt à l'aide de
la corrélation avec un modèle. Cette approche, bien que fructueuse, présente plusieurs inconvé-
nients dont le principal est de nécessiter un modèle. C'est pourquoi l'approche la plus naturelle
est d'établir des corrélations entre parcelles, comme montré dans le chapitre 9. Même si les
corrélations trouvées avec notre jeu de données sont particulièrement fortes, ajouter un test de
signicativité serait nécessaire à l'aide de tests non paramétriques fondés sur la permutation.
L'avantage de cette approche serait de ne garder qu'un nombre réduit de parcelles. Si le nombre
de parcelles signicatives reste élevé, une solution reste de sélectionner les parcelles à partir d'un
critère neuro-anatomique. Une dernière option serait de mesurer l'amplitude de la réponse dans
les parcelles. Ceci permettrait de trier les parcelles en fonction d'un critère simple à appréhender,
ce qui permettrait en outre de sélectionner l'échelle pertinente.
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Annexe A
Anatomie du cerveau
Cette annexe permet d'identier les diérents tissus cérébraux : substance grise, substance
blanche et liquide céphalo-rachidien ainsi que les régions d'intérêt issues de l'atlas AAL2.
A.1 Segmentation des tissus cérébraux
Lorsqu'on segmente l'image anatomique pondérée en T1 avec la fonction SEGMENT de
SPM12, on obtient des cartes de probabilités d'appartenance. Pour chaque voxel, on dispose donc
de sa probabilité d'être dans chacun des tissus considérés (substance grise, substance blanche,
liquide céphalo-rachidien, os, tissu souple, air/fond). Les trois tissus qui nous intéressent sont la
substance grise, la substance blanche et le liquide céphalo-rachidien, montrés en gure A.1.
(a) Substance grise (b) Substance blanche (c) Liquide céphalo-
rachidien
(d) Les trois tissus
Figure A.1  Segmentation.
A.2 Atlas AAL2
L'identication des parcelles se fait à l'aide de l'atlas AAL2. Les gures A.2 et A.3 montrent
diérentes coupes de l'atlas AAL2 superposé au template ch2better. Pour les coupes axiales et
coronales, la symétrie par rapport aux hémisphères n'est pas montrée. Seule une partie des 120
régions d'intérêt est montrée.
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(a) Coupe axiale z=0
(b) Coupe coronale y=0
(c) Coupe coronale y=7
Figure A.2  Atlas AAL : identication de quelques régions d'intérêt.
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(d) Coupe sagittale x=0
(e) Coupe sagittale x=33
Figure A.3  Atlas AAL : identication de quelques régions d'intérêt.

Annexe B
Démonstration de la formule de mise à
jour de Lance-Williams pour
l'algorithme de Ward
On rappelle que la distance de Ward est donnée par l'équation B.1 où Cki représente le cluster
i à l'itération k, Cki son centroïde qui est un vecteur de dimension nT et
∣∣Cki ∣∣ le nombre d'éléments
dans le cluster . La formule de Lance-Williams permet de mettre à jour les distances entre le
cluster Ck+1i∪j = C
k
i ∪ Ckj issu de la fusion des clusters Cki et Ckj avec un cluster Ckl . Elle est
donnée à l'équation B.2.
d
(
Cki , C
k
j
)
=
∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣
∥∥∥Cki − Ckj ∥∥∥2
2
(B.1)
d
(
Ck+1i∪j , C
k+1
l
)
=
∣∣Cki ∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Cki , C
k
l
)
+
∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Ckj , C
k
l
)
−
∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣d
(
Cki , C
k
j
) (B.2)
Développons l'équation B.2 :
d
(
Ck+1i∪j , C
k+1
l
)
=
∣∣Cki ∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∣∣Cki ∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣Ckl ∣∣
∥∥∥Cki − Ckl ∥∥∥2
2
+
∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∥∥∥Ckj − Ckl ∥∥∥2
2
−
∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣∣∣∣Ckj ∣∣∣+ ∣∣Cki ∣∣
∥∥∥Cki − Ckj ∥∥∥2
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d
(
Ck+1i∪j , C
k+1
l
)
=
∣∣Cki ∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∥∥∥Cki − Ckl ∥∥∥2
2
+
∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∥∥∥Cki − Ckl ∥∥∥2
2
−
∣∣Ckl ∣∣ ∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣) (∣∣∣Ckj ∣∣∣+ ∣∣Cki ∣∣)
∥∥∥Cki − Ckj ∥∥∥2
2
(B.3)
Comme ∀(i j),
∥∥∥Cki − Ckj ∥∥∥2
2
=
∑nT
t=1
(
Cki (t)− Ckj (t)
)2
, on peut développer la formule B.3 en
fonction de t.
d
(
Ck+1i∪j , C
k+1
l
)
=
∣∣Cki ∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
(
Cki (t)− Ckl (t)
)2
+
∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
(
Ckj (t)− Ckl (t)
)2
−
∣∣Ckl ∣∣ ∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣) (∣∣∣Ckj ∣∣∣+ ∣∣Cki ∣∣)
nT∑
t=1
(
Cki (t)− Ckj (t)
)2
d
(
Ck+1i∪j , C
k+1
l
)
=
 ∣∣Cki ∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣ −
∣∣Ckl ∣∣ ∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣) (∣∣∣Ckj ∣∣∣+ ∣∣Cki ∣∣)
 nT∑
t=1
Cki (t)
2
+

∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣ −
∣∣Ckl ∣∣ ∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣) (∣∣∣Ckj ∣∣∣+ ∣∣Cki ∣∣)
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Ckj (t)
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+
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− 2
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k
j (t)
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Développons maintenant la formule B.1 pour calculer la distance entre le cluster Cki ∪ Ckj et le
cluster Ckl :
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∣∣∣Cki ∪ Ckj ∣∣∣+ ∣∣Ckl ∣∣∣∣∣Cki ∪ Ckj ∣∣∣+ ∣∣Ckl ∣∣
∥∥∥Cki ∪ Ckj − Ckl ∥∥∥2
2
=
(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
∥∥∥∥∥∥ 1∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣
(∣∣∣Cki ∣∣∣Cki + ∣∣∣Ckj ∣∣∣Ckj )− Ckl
∥∥∥∥∥∥
2
2
(B.5)
La dernière ligne de B.5 est obtenu en revenant à la dénition du centroïde où on note xj la
série temporelle d'un élément j du cluster
Cki ∪ Ckj =
1∣∣∣Cki ∪ Ckj ∣∣∣
∑
v∈Cki ∪Ckj
xv =
1
|Ci ∪ Cj |
∑
v∈Cki
xv +
∑
v∈Ckj
xv

=
1∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣
(∣∣∣Cki ∣∣∣Cki + ∣∣∣Ckj ∣∣∣Ckj )
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En développant B.5 en fonction de t, on a donc :
d
(
Ck+1i∪j , C
k+1
l
)
=
(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
 1∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣
∣∣∣Cki ∣∣∣ nT∑
t=1
Cki (t) +
∣∣∣Ckj ∣∣∣ nT∑
t=1
Ckj (t)
2
− 2
(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) ∣∣Ckl ∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) (∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣)
(∣∣∣Cki ∣∣∣ nT∑
t=1
Cki (t) +
∣∣∣Ckj ∣∣∣Ckj
)
nT∑
t=1
Ckl (t)
+
(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
Ckl (t)
2
=
∣∣Cki ∣∣2 ∣∣Ckl ∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) (∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣)
nT∑
t=1
Cki (t)
2
+
∣∣∣Ckj ∣∣∣2 ∣∣Ckl ∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) (∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣)
nT∑
t=1
Ckj
2
(t)
+
(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
Ckl (t)
2 + 2
∣∣Cki ∣∣ ∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣(∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣) (∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣)
nT∑
t=1
Cki (t)C
k
j (t)
− 2
∣∣Cki ∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
Cki (t)C
k
l (t)− 2
∣∣∣Ckj ∣∣∣ ∣∣Ckl ∣∣∣∣Cki ∣∣+ ∣∣∣Ckj ∣∣∣+ ∣∣Ckl ∣∣
nT∑
t=1
Ckj (t)C
k
l (t)
(B.6)
Les dernières équations en B.4 et B.6 sont égales ce qui démontre la formule de Lance-Williams.
Annexe C
Illustration du calcul de distance en
utilisant des tuiles rectangulaires
Cette annexe détaille le calcul de la matrice de distance en découpant la matrice d'entréeX en
tuiles rectangulaires étape par étape. Considérons X une matrice de taille 6×11. Les diérentes
étapes de l'algorithme sont illustrées de la gure C.1 à la gure C.10 lorsqu'on considère une tuile
rectangulaire qui couvre toutes les lignes mais seulement 3 colonnes. Sur les gures, les cases du
quadrillage représentent un élément de la matrice, les rectangles(trait noir épais) délimitent les
diérentes tuiles de la matrice d'entrée. Les tuiles colorées montrent les tuiles utilisées à chaque
étape pour la matrice d'entrée X. Les tuiles carrées colorées dans la matrice de distance montre
quelles parties de la matrice de distances est remplie.
X=
D=
Figure C.1  Étape 1.
X=
D=
Figure C.2  Étape 2.
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X=
D=
Figure C.3  Étape 3.
X=
D=
Figure C.4  Étape 4.
X=
D=
Figure C.5  Étape 5.
X=
D=
Figure C.6  Étape 6.
s
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X=
D=
Figure C.7  Étape 7.
X=
D=
Figure C.8  Étape 8.
X=
D=
Figure C.9  Étape 9.
X=
D=
Figure C.10  Étape 10.

Annexe D
Algorithme de Ward
Algorithme 17 : Algorithme de Ward complet
Entrée : X de taille nT × nT ; mR ; mC
Sortie : mergedClusterd matrice de taille 2× (nV − 1) ; parent vecteur de taille
2nV − 1
// Initialisation de dimClusters représentant le cardinal des parcelles
1 dimClusters=1
// Initialisation de parent
2 pour i de 1 à 2nV − 1 faire
3 parent(i)=i
// Calcul de la distance et de minDist
4 Voir algorithme 13
// Initialisation de minDist
5 pour j de 1 à nV faire
6 minDist(j)=mini∈{1,...,nV} dij ; minLoc(j)=arg mini∈{1,...,nV} dij
7 pour iter de 1 à nV-1 faire
// Trouver quelles parcelles fusionner
8 i=argminj∈{1,...,nV}minDist(j) ; j=minLoc(i)
// La nouvelle fusion est placée à l'indice min(i,j)
9 upInd=min(i, j) ; delInd= max(i, j)
// Garder les dimensions des parcelles upInd et delInd
10 delDim← dimClusters(delInd) ; upDim← dimClusters(upInd)
// Mise à jour de dimClusters
11 dimClusters(upInd)←upDim+delDim
12 dimClusters(delInd)←0
// Mise à jour de la matrice de distance
13 pour i de 1 à upInd-1 faire
14 α← upDim+dimClusters(i)upDim+delInd+dimClusters(i) ; β ←
delDim+dimClusters(i)
upDim+delInd+dimClusters(i) ;
γ ← dimClusters(i)upDim+delInd+dimClusters(i)
15 D(i, upInd)← αD(i, upInd) + βD(i, delkInd) + γD(delInd, upInd)
16 pour i de upInd+1 à nV faire
17 α← upDim+dimClusters(i)upDim+delInd+dimClusters(i) ; β ←
delDim+dimClusters(i)
upDim+delInd+dimClusters(i) ;
γ ← dimClusters(i)upDim+delInd+dimClusters(i)
18 D(i, upInd)← αD(i, upInd) + βD(i, delkInd) + γD(delInd, upInd)
19 pour i de 1 à nV faire
20 D(i,delInd)←0
// Mise à jour de minDist et minLoc
21 Voir algorithme 6
// Remplir mergedClusters et parent
22 i←upInd
23 tant que parent(i) 6=i faire
24 i← parent(i)
25 j←delInd
26 tant que parent(j) 6=j faire
27 i← parent(j)
28 mergedClusters( :,iter)← (i,j)
29 parent(i)← nV+iter ; parent(j)← nV+iter
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Annexe E
Données supplémentaires
Cette annexe regroupe les données supplémentaires non présentées dans le manuscrit.
E.1 Eet de la censure sur les diagrammes de Power
Cette section présente l'eet de la censure par la méthode de l'ellipse de conance avec une
probabilité de 95% pour les sujets et sessions non présentés dans le chapitre 5.
(a) Original
(b) Après censure
Figure E.1  Diagramme de Power avant/après censure pour la session 1 du sujet no 1.
E.2 Analyse intra-individuelle du signal de pression
Nous présentons ici la caractérisation des stimulations de déglutition analysées en section 9.1
pour les quatre sujets. Pour chaque stimulation, sont donnés le nombre de pics au-dessus de 10%
avec entre chaque pic un écart minimum de trois secondes, l'amplitude de la variation du signal
en pourcentage, sa localisation dans le paradigme en secondes ainsi que son retard ou son avance
par rapport à l'ordre de déglutition.
225
226 ANNEXE E. DONNÉES SUPPLÉMENTAIRES
(a) Original
(b) Après censure
Figure E.2  Diagramme de Power avant/après censure pour la session 2 du sujet no 1.
(a) Original
(b) Après censure
Figure E.3  Diagramme de Power avant/après censure pour la session 1 du sujet no 2.
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(a) Original
(b) Après censure
Figure E.4  Diagramme de Power avant/après censure pour la session 2 du sujet no 2.
(a) Original
(b) Après censure
Figure E.5  Diagramme de Power avant/après censure pour la session 1 du sujet no 3.
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(a) Original
(b) Après censure
Figure E.6  Diagramme de Power avant/après censure pour la session 2 du sujet no 3.
(a) Original
(b) Après censure
Figure E.7  Diagramme de Power avant/après censure pour la session 2 du sujet no 4.
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E.2.1 Sujet 1
Table E.1  Caractérisation des stimulations selon leur nombre de pics pour le sujet 1.
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
1 4 42.01 13.48 1.44
33.71 18.11 6.08
37.71 23.91 11.88
35.75 27.07 15.03
2 4 41.12 13.60 1.55
38.63 20.87 8.83
18.86 27.03 14.99
27.04 33.11 21.07
3 3 38.37 13.88 1.84
46.19 21.39 9.36
11.00 33.39 21.36
4 4 42.26 13.80 1.76
44.62 21.23 9.20
23.68 30.75 18.71
11.35 33.83 21.79
5 3 42.48 13.44 1.40
44.37 22.39 10.36
39.20 25.75 13.72
6 2 38.65 14.04 1.99
43.32 29.35 17.31
7 3 37.51 13.92 1.88
38.30 19.71 7.68
34.57 28.55 16.52
8 3 40.28 14.40 2.35
42.31 20.39 8.35
36.36 28.31 16.27
9 3 39.77 13.88 1.84
37.84 17.59 5.56
37.56 23.55 11.52
10 3 41.71 13.56 1.52
40.91 17.99 5.96
35.05 28.63 16.60
11 3 39.89 13.76 1.73
38.24 18.51 6.48
36.81 24.47 12.44
12 3 41.00 13.84 1.79
38.11 20.23 8.19
39.17 33.67 21.63
13 3 46.09 14.12 2.08
44.27 20.47 8.44
36.55 30.51 18.48
14 3 43.13 13.68 1.65
42.35 20.03 8.01
36.12 31.99 19.96
15 4 44.69 13.92 1.88
38.69 18.87 6.84
12.52 26.67 14.64
35.11 31.91 19.88
Suite à la page suivante
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Table E.1  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
16 3 42.47 13.76 1.73
45.51 23.55 11.52
12.24 31.27 19.24
17 3 40.50 13.72 1.67
40.29 18.75 6.71
36.63 31.75 19.71
18 2 44.77 13.84 1.80
11.46 29.83 17.80
19 4 17.64 0.16 -11.88
44.53 13.32 1.28
44.75 18.23 6.20
43.67 30.31 18.28
20 2 37.72 14.16 2.12
33.27 35.31 23.28
21 4 44.97 14.08 2.03
47.06 22.43 10.39
11.66 27.03 14.99
43.55 30.63 18.59
22 2 47.18 14.32 2.28
46.46 22.11 10.08
23 3 42.27 13.56 1.51
36.57 19.47 7.43
38.24 30.63 18.59
24 2 44.33 13.80 1.74
45.40 23.15 11.10
25 3 39.28 14.04 2.00
35.85 20.15 8.12
32.02 31.67 19.64
26 2 47.36 14.20 2.16
44.02 25.95 13.92
27 2 42.10 13.96 1.92
39.76 19.79 7.76
28 3 39.11 13.68 1.62
11.95 18.07 6.02
36.22 21.95 9.89
29 2 41.32 14.20 2.17
40.75 20.43 8.41
30 2 41.49 13.76 1.71
46.50 30.67 18.63
31 4 43.81 14.04 2.00
12.05 18.59 6.56
40.05 21.63 9.60
37.20 31.15 19.11
32 2 43.38 14.16 2.13
39.02 28.91 16.88
33 3 40.94 14.28 2.23
41.29 22.19 10.15
10.58 32.63 20.59
34 2 44.98 13.84 1.80
40.33 26.51 14.48
Suite à la page suivante
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Table E.1  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
35 3 40.94 13.56 1.53
43.00 21.15 9.12
45.27 33.99 21.96
36 2 49.17 13.88 1.83
35.84 30.99 18.95
37 4 50.56 14.32 2.28
11.53 19.31 7.28
52.46 23.23 11.20
11.12 33.19 21.16
38 2 42.41 13.72 1.69
39.83 24.11 12.08
39 2 44.79 14.00 1.94
44.79 23.03 10.98
40 2 46.42 13.44 1.39
40.61 23.03 10.99
41 3 50.15 13.80 1.77
48.79 18.31 6.29
44.35 23.43 11.41
42 2 44.15 13.72 3.69
43.87 21.79 11.77
43 3 43.31 13.92 3.90
43.31 19.87 9.86
40.51 28.95 18.94
44 2 43.66 13.88 1.85
38.18 29.83 17.81
45 2 44.57 14.12 2.10
41.67 22.35 10.33
46 3 47.71 13.20 3.17
23.76 22.59 12.57
41.44 27.47 17.45
47 2 42.37 14.16 2.13
43.95 19.47 7.45
48 2 45.14 13.68 2.66
44.64 29.79 18.77
49 2 47.25 13.72 3.70
47.25 19.67 9.66
50 2 43.77 14.04 1.99
42.93 25.79 13.75
51 2 47.54 13.68 1.64
47.54 19.35 7.32
52 2 43.47 13.48 3.43
43.47 24.83 14.79
53 3 47.68 13.80 1.75
38.95 18.43 6.39
46.02 28.19 16.15
54 2 43.21 14.04 3.00
43.21 28.71 17.67
55 2 44.08 13.56 0.50
41.68 18.55 5.50
56 2 45.31 13.36 1.30
45.31 24.39 12.34
Suite à la page suivante
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Table E.1  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
57 3 42.35 13.92 2.86
42.35 21.59 10.54
42.35 32.27 21.22
58 2 46.59 13.68 3.63
45.09 23.47 13.43
59 2 43.90 14.04 2.00
38.34 20.39 8.35
60 2 48.84 13.48 2.43
48.47 17.87 6.83
61 3 43.53 13.84 2.78
40.17 21.15 10.10
39.88 28.51 17.46
62 4 44.14 13.92 1.88
13.23 21.43 9.39
10.41 27.75 15.71
35.69 33.59 21.55
63 3 49.52 14.04 3.99
47.75 20.87 10.83
47.60 30.23 20.19
64 2 43.26 14.04 1.99
39.39 19.31 7.27
65 2 42.37 14.12 2.10
38.25 21.99 9.97
66 1 41.41 13.76 1.73
67 3 45.06 13.60 1.58
44.85 25.63 13.61
16.12 34.55 22.53
68 4 37.74 1.56 -10.47
45.31 13.76 1.72
40.33 20.43 8.40
36.37 33.03 21.00
69 3 44.94 14.64 2.64
39.20 19.31 7.31
39.06 30.87 18.87
70 2 46.56 13.56 3.55
39.54 30.27 20.26
71 3 43.55 13.76 1.75
34.51 19.83 7.83
17.30 33.71 21.70
72 3 39.45 0.52 -10.49
46.31 13.72 2.71
43.38 25.03 14.03
73 3 45.14 14.24 4.23
33.86 20.55 10.55
38.54 31.27 21.26
74 2 44.55 13.84 1.83
34.23 24.11 12.11
75 2 44.34 13.76 1.75
34.08 21.47 9.47
76 2 42.25 13.44 1.42
36.77 21.91 9.90
Suite à la page suivante
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Figure E.8  Moyenne des signaux de déglutition sur toutes les stimulations pour le sujet 2.
Table E.1  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
77 3 41.22 13.84 1.83
38.33 23.23 11.23
37.55 33.59 21.58
78 1 40.67 13.84 0.82
79 4 43.36 0.16 -12.86
48.37 13.80 0.78
16.85 19.11 6.10
38.64 22.31 9.29
80 4 45.06 1.28 -10.72
42.87 13.88 1.88
16.75 17.83 5.84
34.41 21.11 9.12
E.2.2 Sujet 2
La gure E.8 représente la moyenne du signal de déglutition sur toutes les stimulations, sur
les stimulations avec boisson sucrée et sur les stimulations avec eau pure. On constate qu'il y a
peu de diérences entre les deux conditions. On remarque, comme pour le sujet 1, un léger pic au
début correspondant à l'ouverture de la bouche par le sujet et un pic plus élevé représentant la
déglutition du sujet. Le tableau E.2 montre les pics trouvés sur l'ensemble des stimulations. Les
pics nos 2, 4 et 5 ayant un écart-type de zéro, ce sont des pics trouvés pour une seule stimulation.
Le tableau E.5 montre les caractéristiques des pics pour chaque stimulation. En le rapprochant
du tableau E.2, on y constate que les diérents pics sont répartis entre les diérentes stimulations.
En eet, le pic no 1 est présent pour les stimulations 8 et 57, le pic no2 pour la stimulation 6,
le pic no4 pour la stimulation 2, le pic 5 est présent pour les stimulations 2, 39 41, le pic no6
pour les stimulations 7 et 31, le pic no7 pour les stimulations 10, 23 et 47 et le pic no 8 pour
les stimulations 28 et 56. Seul le pic no3 qui correspond au pic après l'ordre de déglutition se
retrouve pour toutes les stimulations.
La slope statistic ( équation 6.7) détermine pour ce sujet-ci le nombre optimal de parcelles
à deux. La gure E.9 montre les deux centroïdes. On remarque qu'ils se ressemblent beaucoup,
diérant uniquement par l'amplitude du pic négatif situé dans la phase d'avertissement, qui pour-
rait correspondre à l'ouverture de la bouche. Le tableau E.3 caractérise l'unique pic (positif) des
deux centroïdes, qui correspond au pic de déglutition. Le tableau E.4 montre que les stimulations
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No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 0.26±0.31 31.09± 0.69
2 3.96±0.00 37.88±0.00
3 13.40±0.20 43.71±3.63
4 17.07±0.00 10.00±0.00
5 20.91± 0.00 40.36±0.00
6 27.70 ±0.64 36.35±3.01
7 30.79±1.34 36.65±6.08
8 35.21±0.42 30.66±2.26
Table E.2  Caractérisation des pics sur l'ensemble des stimulations pour le sujet 2.
Figure E.9  Centroides des parcelles pour le sujet 2.
se sont réparties à part égale dans les deux parcelles. On y remarque que les stimulations qui
présentent des pics en tout début du paradigme sont regroupées dans la parcelle 2.
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 13.46±0.08 41.87±2.24
Table E.3  Caractérisation des pics sur l'ensemble des centroïdes pour le sujet 2.
No de la parcelle Nos des stimulations dans la parcelle
1 1,2,3,4,5,7,9,11,12,13,14,16,17,19,27,29,33
36,40,41,43,44,46,47,48,51,52,56,59,60,64
67,68,69,70,72,73,75,78,79
2 6,8,10,15,18,20,21,22,23,24,25,26,28,30,31
32,34,35,37,38,39,42,45,49,50,53,54,55,57
58,61,62,63,65,66,71,74,76,77,80
Table E.4  Répartition des stimulations dans les parcelles pour le sujet 2.
On peut voir sur la gure E.10 que l'indice de silhouette est plus élevé lorsqu'on augmente le
nombre de parcelles mais on n'y observe pas de saut important entre deux nombres de parcelles
successifs. Cependant, la slope statistic montre que le deuxième choix pour le nombre optimal
de parcelles est 37. Ce deuxième choix suggère une plus grande variabilité intra-individuelle que
le nombre optimal de parcelles xé à deux. Un tel choix mettrait peut-être en évidence des
centroïdes avec deux pics rapprochés et correspondrait plus à la répartition des diérents pics
entre les parcelles.
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(a) Indice de silhouette (b) Slope statistic
Figure E.10  Détermination du nombre optimal de parcelles pour le sujet 2.
Table E.5  Caractérisation des stimulations selon leur nombre de pics pour le sujet 2.
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
1 1 49.52 13.40 1.36
2 2 48.33 13.36 1.33
10.00 17.07 5.04
3 1 48.02 13.32 1.29
4 1 47.22 13.32 1.28
5 1 43.83 13.08 1.03
6 2 37.88 3.96 -8.08
44.07 13.60 1.56
7 1 48.09 13.24 1.21
8 2 31.58 0.48 -11.55
48.89 13.64 1.60
9 1 45.45 13.24 1.21
10 2 44.28 13.52 1.46
31.71 31.47 19.41
11 1 45.91 13.20 1.17
12 1 44.29 13.20 1.14
13 1 48.15 13.44 1.38
14 1 44.70 13.28 1.23
15 1 46.06 13.68 1.63
16 1 43.61 13.28 1.23
17 1 44.42 13.16 1.13
18 1 44.53 13.64 1.59
19 1 44.65 13.28 1.23
20 1 43.54 13.16 1.11
21 1 45.70 13.16 1.12
22 1 43.83 13.44 1.41
23 2 42.92 13.20 1.16
32.60 31.11 19.07
24 1 38.12 13.52 1.49
25 1 44.77 13.32 1.28
26 1 41.74 13.60 1.54
27 2 45.16 13.16 1.12
32.33 29.75 17.72
28 2 43.55 13.56 1.52
32.26 35.51 23.48
29 1 46.31 13.20 1.15
30 1 40.60 13.48 1.45
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Table E.5  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
31 2 35.56 13.36 1.32
39.81 26.99 14.96
32 1 43.79 13.64 1.61
33 1 44.05 14.00 1.95
34 1 31.80 13.52 1.48
35 2 45.05 13.16 1.13
36.90 30.31 18.28
36 1 43.38 13.24 1.19
37 1 47.87 13.64 1.60
38 1 43.04 13.16 1.13
39 2 46.22 13.48 1.44
40.36 20.91 8.88
40 1 44.52 13.32 1.27
41 2 46.77 13.20 1.16
46.77 28.47 16.43
42 1 43.51 13.40 1.36
43 1 42.78 13.20 1.15
44 1 43.62 13.24 1.18
45 2 46.17 13.60 2.54
34.32 27.87 16.82
46 1 45.93 13.12 2.07
47 2 47.72 13.40 1.34
33.14 32.95 20.90
48 1 43.63 13.28 1.22
49 1 47.28 13.28 1.22
50 1 43.22 13.20 1.13
51 1 48.91 13.60 2.56
52 1 40.21 13.16 1.12
53 1 37.51 13.60 1.57
54 1 41.18 13.12 0.12
55 1 33.37 13.24 1.25
56 2 44.69 13.12 1.14
29.07 34.91 22.93
57 2 30.60 0.04 -11.93
39.38 13.56 1.59
58 1 44.15 13.84 1.85
59 1 39.24 13.64 1.66
60 1 43.26 13.48 1.53
61 2 31.52 13.44 0.50
34.23 30.59 17.66
62 1 37.54 13.72 1.78
63 1 40.27 13.60 2.66
64 1 43.01 13.44 3.51
65 2 41.06 13.80 1.86
34.92 28.23 16.29
66 1 39.04 13.56 3.62
67 1 46.65 13.56 3.64
68 1 45.89 13.52 1.59
69 1 49.54 13.68 2.76
70 1 45.99 13.04 3.13
71 1 43.57 13.52 1.59
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Figure E.11  Moyennes des signaux de déglutition pour toutes les stimulations pour le sujet 3.
Table E.5  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
72 1 45.13 13.28 1.36
73 2 42.89 13.52 1.58
45.54 31.63 19.70
74 1 42.33 13.36 1.43
75 1 45.89 13.28 1.34
76 1 44.03 13.52 3.58
77 1 44.18 13.60 1.66
78 1 45.69 13.36 2.42
79 1 41.96 13.28 1.34
80 1 42.53 13.60 1.65
E.2.3 Sujet 3
La gure E.11 montre la moyenne sur toutes les stimulations, sur les stimulations avec de la
boisson sucrée et sur les stimulations avec de l'eau. On retrouve comme pour les deux premiers
sujets un léger pic signalant l'ouverture de la bouche (èche bleue) et un pic plus élevé corres-
pondant à la déglutition (èche rouge). Cependant, ce sujet se distingue par la présence d'un
autre pic se situant environ 3 secondes après le pic de déglutition et d'amplitude moins élevé
que le premier pic de déglutition (èche violette). Ce pic peut s'analyser comme une deuxième
déglutition du sujet.
Le tableau E.6 montre les diérents pics trouvés sur l'ensemble des stimulations. On y trouve
un pic pendant la phase d'avertissement qui peut correspondre à l'ouverture de la bouche. Le
pic no2 a un écart-type de zéro donc n'est présent que pour une seule stimulation. Le pic no3
arrive peu après l'ordre de déglutition et correspond donc au pic de déglutition. Le pic no 4 se
situe en n de phase de déglutition et les pics suivants se situent durant la phase de repos. Ils
montrent que la déglutition s'étale dans le temps. On note cependant que leurs amplitudes sont
plus faibles que celle du premier pic de déglutition. La table E.9 montre le détail des pics et
leurs caractéristiques pour chaque stimulation. On y voit la variabilité intra-individuelle : deux
stimulations successives pouvant être très diérentes (par exemple les stimulations nos 5, 6 et 7).
On peut parcelliser ces stimulations en 30 parcelles selon la slope statistic. La table E.8 montre
la répartition des stimulations dans les diérentes parcelles. On remarque que les parcelles nos
3, 9, 13, 15, 21 et 25 ne comportent qu'une seule stimulation.La parcelle no 26 contient des
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No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 0.80±0.89 23.07±12.17
2 6.08±0.00 11.10±0.00
3 13.87±0.70 40.04±7.95
4 18.35±1.33 29.92±7.49
5 23.53±1.64 23.71±8.93
6 28.09±0.77 26.28±6.09
7 31.98±1.39 25.32±8.88
Table E.6  Caractérisation des pics sur l'ensemble des stimulations pour le sujet 3.
stimulations avec plusieurs pics (excepté la stimulation 38). Les gures E.12 à E.16 montrent
les centroïdes des diérentes parcelles. Ces gures illustrent l'intra-variabilité de la déglutition
pour le sujet 3. En eet, on y trouve des parcelles dont le signal n'est caractérisé que par deux
pics comme les parcelles nos 5, 7 et 26 ; et des parcelles avec un grand nombre de pics (par
exemple la parcelle 16). Le tableau E.7 montre les pics trouvés sur l'ensemble des centroïdes. On
y trouve le pic no1 pendant la phase d'avertissement correspondant à l'ouverture de la bouche,
le pic no2 correspond au pic de déglutition puis suivent des pics de déglutitions en n de phase
de déglutition et pendant la phase de repos.
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 1.09±1.35 20.03±5.54
2 13.87±0.75 39.63±6.93
3 17.81±0.88 26.47±10.03
4 21.27±0.84 22.98±5.87
5 24.22±1.03 21.46±8.53
6 28.25±1.08 19.13pm4.72
Table E.7  Caractérisation des pics sur l'ensemble des centroïdes pour le sujet 3.
La gure E.17(a) montre l'indice de silhouette ( cf. équation 6.2) pour le sujet 3 : on voit
que l'indice de silhouette diminue entre deux et quatre parcelles avec un saut plus important que
par la suite, puis qu'il remonte jusqu'aux alentours de 30 parcelles pour enn diminuer. On note
également sur la gure E.17(b) que le deuxième maximum pour la slope statistic (cf. équation
6.7) correspond à une parcellisation en trois parcelles avec une slope statitic très proche de celle
correspondant à 30 parcelles.
Table E.9  Caractérisation des stimulations selon leur nombre de pics pour le sujet 3.
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
1 4 43.84 13.48 1.43
27.68 17.51 5.47
31.45 23.51 11.47
24.69 32.39 20.35
2 3 45.66 13.52 1.48
34.27 20.35 8.32
31.92 33.43 21.40
3 3 42.77 13.60 1.56
36.00 21.79 9.76
25.12 25.63 13.60
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Table E.9  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
4 2 41.49 13.60 1.55
28.49 20.31 8.27
5 3 43.98 13.20 1.17
29.35 17.35 5.32
28.22 27.07 15.04
6 1 44.12 13.44 1.40
7 2 44.48 13.96 1.91
30.79 21.47 9.43
8 4 43.30 13.64 1.60
29.30 18.91 6.88
28.81 22.27 10.24
29.51 29.11 17.08
9 2 37.38 14.12 2.08
29.72 19.39 7.36
10 2 42.37 13.52 1.47
32.28 17.87 5.83
11 3 43.88 13.64 1.59
27.65 19.63 7.59
30.32 26.31 14.26
12 2 32.58 16.60 4.55
15.09 31.59 19.55
13 4 43.73 13.68 1.64
29.62 17.03 5.00
34.81 23.35 11.32
31.02 29.15 17.12
14 1 34.39 13.96 1.93
15 2 45.24 13.92 1.87
33.29 21.75 9.71
16 2 31.51 13.60 1.56
41.16 18.55 6.52
17 3 30.60 13.88 1.83
32.49 16.95 4.91
31.51 20.39 8.35
18 1 34.83 16.28 4.22
19 3 42.45 13.72 1.69
30.24 16.79 4.76
35.67 22.99 10.96
20 3 45.64 13.72 1.67
15.69 25.15 13.11
32.34 32.19 20.15
21 2 46.14 13.80 1.76
41.70 29.59 17.56
22 2 43.21 13.56 1.52
34.12 23.55 11.52
23 4 51.00 13.68 1.63
37.80 18.19 6.15
15.82 21.35 9.31
14.19 24.39 12.35
24 3 41.14 1.68 -10.36
30.28 13.88 1.84
29.28 18.15 6.12
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Table E.9  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
25 2 40.20 13.76 1.73
28.46 21.99 9.96
26 2 36.50 14.08 2.03
13.66 22.39 10.35
27 2 45.49 13.60 1.56
40.21 25.39 13.36
28 3 28.44 14.12 2.08
28.80 18.43 6.40
28.23 22.15 10.12
29 3 11.10 6.08 -5.96
44.83 13.76 1.71
24.21 31.95 19.91
30 1 42.68 13.92 1.88
31 2 30.61 13.68 1.64
31.26 18.15 6.12
32 2 29.81 0.16 -11.88
46.03 13.64 1.59
33 4 39.35 16.52 4.48
12.86 20.99 8.96
10.26 25.31 13.28
26.60 28.63 16.60
34 2 43.46 14.24 2.21
31.02 20.63 8.60
35 3 46.76 13.32 1.27
13.59 23.71 11.67
21.40 28.59 16.55
36 3 30.95 13.88 1.84
36.00 17.23 5.20
10.15 23.35 11.32
37 3 41.41 13.84 1.81
27.38 20.51 8.48
26.26 33.79 21.76
38 1 29.23 13.60 1.54
39 2 49.31 13.60 1.55
33.18 23.71 11.67
40 4 36.89 16.48 4.44
22.42 21.27 9.24
16.52 26.39 14.36
18.83 33.23 21.20
41 5 14.03 0.36 -11.67
45.61 13.60 1.56
30.46 19.07 7.04
26.76 28.23 16.20
30.46 33.99 21.96
42 3 30.58 13.40 0.36
33.01 16.95 3.92
28.93 20.39 7.36
43 2 33.70 13.84 0.79
25.67 23.51 10.47
44 3 11.03 12.80 0.76
32.94 15.92 3.88
31.16 28.07 16.03
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Table E.9  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
45 5 10.67 0.20 -10.83
37.95 13.96 2.93
22.67 19.95 8.93
13.58 25.67 14.64
25.73 29.91 18.88
46 4 48.59 13.64 0.59
39.95 17.19 4.15
15.12 23.99 10.95
27.03 31.47 18.43
47 3 30.54 15.36 3.32
17.64 19.39 7.36
11.52 22.43 10.40
48 3 26.72 0.28 -11.75
26.86 13.96 1.93
31.19 30.27 18.24
49 3 48.96 13.72 1.69
11.26 25.75 13.73
29.53 30.95 18.92
50 4 43.42 13.60 1.56
34.45 16.79 4.76
30.04 19.91 7.88
28.38 24.23 12.20
51 3 41.98 13.64 1.61
28.87 24.11 12.09
31.24 28.67 16.65
52 3 45.62 13.80 3.78
18.20 20.31 10.30
31.76 27.87 17.86
53 3 38.34 15.92 3.90
28.66 19.51 7.50
31.03 30.23 18.22
54 3 34.29 15.60 4.58
15.11 21.79 10.78
26.32 25.75 14.74
55 4 43.65 13.68 3.66
29.19 18.11 8.10
30.99 21.95 11.94
12.93 32.23 22.22
56 1 32.94 16.56 4.54
57 3 42.20 13.68 3.66
11.91 19.51 9.50
24.72 32.67 22.66
58 3 38.54 13.84 2.84
30.18 20.59 9.59
33.18 34.35 23.35
59 3 38.83 14.04 2.04
32.55 22.99 11.00
10.48 34.07 22.08
60 2 37.71 13.52 2.52
30.46 21.59 10.60
Suite à la page suivante
242 ANNEXE E. DONNÉES SUPPLÉMENTAIRES
Table E.9  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
61 4 46.03 13.32 2.33
35.61 16.71 5.73
11.59 25.15 14.17
27.26 28.83 17.85
62 1 43.48 13.48 1.47
63 4 38.04 13.44 2.43
23.89 23.15 12.14
17.57 26.79 15.78
12.83 30.43 19.42
64 5 36.84 2.64 -10.39
43.21 13.68 0.65
20.63 17.99 4.97
25.10 22.39 9.37
18.73 31.55 18.53
65 6 10.44 0.52 -11.51
43.07 13.56 1.53
13.29 17.07 5.05
31.62 23.59 11.57
23.61 27.51 15.49
21.89 30.75 18.73
66 4 51.05 13.40 2.37
23.65 18.39 7.37
10.71 23.75 12.73
33.81 28.55 17.53
67 4 53.03 14.04 4.02
40.65 20.43 10.42
38.76 30.35 20.33
37.86 33.75 23.73
68 3 47.26 14.00 1.97
40.06 17.11 5.09
12.66 32.95 20.92
69 4 10.40 12.84 2.81
31.83 16.00 5.97
21.54 22.11 12.09
21.97 27.99 17.96
70 4 48.65 14.16 2.12
35.83 20.27 8.24
13.84 26.15 14.12
36.28 31.55 19.52
71 4 35.24 13.72 1.69
16.41 17.59 5.57
36.85 23.07 11.05
13.81 26.35 14.33
72 1 46.03 13.68 1.64
73 4 46.59 13.60 0.57
23.96 18.43 5.41
16.08 22.75 9.73
22.74 27.35 14.33
74 4 32.18 13.68 1.65
32.47 16.87 4.85
13.91 23.75 11.73
12.23 30.67 18.65
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Table E.9  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
75 3 48.35 13.48 2.45
17.23 18.87 7.85
24.26 25.95 14.93
76 4 38.90 13.52 0.49
28.42 23.11 10.09
10.37 26.67 13.65
28.77 31.31 18.29
77 4 26.60 13.96 1.93
34.49 17.23 5.21
16.05 24.27 12.25
31.69 28.35 16.33
78 4 47.29 13.52 1.48
48.82 16.79 4.76
36.17 25.83 13.80
28.75 33.35 21.31
79 3 14.89 0.60 -10.41
45.94 13.60 2.58
30.01 24.15 13.14
80 3 43.77 13.16 1.16
28.76 18.27 6.28
14.19 32.39 20.40
E.2.4 Sujet 4
La gure E.18 montre la moyenne sur toutes les stimulations, la moyenne sur les stimulations
avec de la boisson sucrée et la moyenne sur les stimulations avec de l'eau pure. On remarque
que contrairement aux trois autres sujets, la moyenne ne montre pas un pic pour l'ouverture
de la bouche (èche bleue). On retrouve cependant, comme pour les autres sujets, un pic vers
13 secondes correspondant à la déglutition (èche rouge). On trouve peu de diérences entre la
moyenne sur la boisson sucrée et sur l'eau : le pic de déglutition pour l'eau est légèrement plus
élevé et on trouve pour l'eau une augmentation du signal peu après l'ouverture de la bouche
alors que le signal diminue pour la boisson sucrée.Le tableau E.10 montre les pics trouvés sur
l'ensemble des stimulations. Le pic no1 se situe pendant la phase d'avertissement et correspond
sans doute à l'ouverture de la bouche. Le pic no2 se situe peu après l'ordre de déglutition : c'est
le premier pic de déglutition. Le pic no3 se situe à la n de la phase de déglutition et les suivants
sont des pics de déglutitions qui se prolongent lors la phase de repos. La table E.13 montre une
grande diversité des déglutitions : en eet, les stimulations nos 2, 12, 26, 52 et 56 présentent un
pic en début de paradigme, les stimulations nos8, 18, 24, 27, 55 et 59 ont un deuxième pic de
déglutition vers la n de la phase de déglutition ; les stimulations 3, 45, 51, 5, 78 et 80 ont des
pics de déglutition pendant la phase de repos. Le reste des stimulations ne présentent que le pic
de déglutition.
Ces stimulations se regroupent après un algorithme de parcellisation en 5 parcelles. Le tableau
E.12 montre la répartition des stimulations dans les cinq parcelles. La parcelle no 1 regroupe des
stimulations présentant un pic en début de paradigme. La parcelle no 2 ne comporte que la sti-
mulation 10, ce qui montre que cette stimulation est éloignée (au sens de la distance euclidienne)
des autres.La gure E.19 montre les centroïdes de chaque parcelle. Les centroïdes des parcelles
no 3 et 5 ne présentent qu'un seul pic au moment de la déglutition ; un tel lissage s'explique par
le grand nombre de stimulations présentes dans ces parcelles. Le centroïde de la parcelle no 1
comporte deux pics : le premier un peu après l'ouverture de la bouche et le deuxième correspon-
dant à la déglutition. Le centroïde de la parcelle no 2 explique pourquoi la stimulation 10 est
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No de la parcelle Nos des stimulations dans la parcelle
1 21,74
2 78
3 7
4 9,11,49,53
5 12,14,26,43,56,72
6 33,40,59
7 6,18,30,57,62
8 20,27,32
9 22
10 47,69,73
11 35,61
12 75,80
13 23
14 44,66
15 63
16 42,50
17 51,79
18 3,54,60
19 4,8,41
20 45,70,71
21 65
22 13,19,36,48,76
23 46,68,77
24 52,67
25 64
26 2,17,34,37,38,58
27 10,16,24,31
28 29,39
29 15,25,28,55
30 1,5
Table E.8  Répartition des stimulations dans les parcelles pour le sujet 3.
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 1.92±1.10 27.56±12.00
2 13.77±0.26 40.33±3.81
3 17.27±0.72 15.37±5.65
4 20.17±0.20 12.27±3.06
5 27.27±0.80 18.21±5.78
6 32.63±2.04 19.35±12.04
Table E.10  Caractérisation des pics sur l'ensemble des stimulations pour le sujet 4.
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Figure E.12  Centroïdes des parcelles 1 à 6 pour le sujet 3.
Figure E.13  Centroids des parcelles 7 à 12 pour le sujet 3.
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Figure E.14  Centroïdes des parcelles 13 à 18 pour le sujet 3.
Figure E.15  Centroïdes des parcelles 19 à 24 pour le sujet 3.
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Figure E.16  Centroïdes des parcelles 25 à 30 pour le sujet 3.
(a) Indice de silhouette (b) Slope statistic
Figure E.17  Détermination du nombre optimal de parcelles pour le sujet 3.
Figure E.18  Moyennes des signaux de déglutition pour toutes les stimulations pour le sujet 4.
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Figure E.19  Centroïdes des parcelles pour le sujet 4.
éloignée (au sens de la distance euclidienne) des autres stimulations : en plus de présenter un pic
pour l'ouverture de la bouche, le pic de déglutition est suivi d'une forte diminution de signal. Le
centroïde de la parcelle no4 a deux pics peu après l'ordre de déglutition. Le tableau E.11 montre
les pics trouvés sur l'ensemble des centroïdes : on y trouve le pic pour l'ouverture de la bouche
et le pic de déglutition.
No de pic
Localisation (en
s)
Amplitude du pic (en
%)
1 1.34±0.03 31.07±1.92
2 13.64±0.25 38.00±7.14
Table E.11  Caractérisation des pics sur l'ensemble des centroïdes pour le sujet 4.
No de la parcelle Nos des stimulations dans la parcelle
1 2,26,56
2 10
3 1,5,6,9,12,14,16,18,19,22,28,30,32,33,34,36
38,48,54,55,58,60,62,66,68,72,73,74
4 8,13,24,50
5 3,4,7,11,15,17,20,21,23,25,27,29,31,35
37,39,40,41,42,43,44,45,46,47,49,51,52,53
57,59,61,63,64,65,67,69,70,71,75,76,77,78,79,80
Table E.12  Répartition des stimulations dans les parcelles pour le sujet 4.
La gure E.20(a) montre l'indice de silhouette (cf. équation 6.2) pour le sujet 4 et la
gure E.20(b) illustre la slope statitic (cf. équation 6.7). La courbe de l'indice de silhouette a
une forme de cloche mais lorsqu'on passe à la slope statistic, le nombre optimal de parcelles est
clairement de cinq avec un score assez élevé. Contrairement aux autres sujets, les autres maxima
locaux sont bien en dessous du score pour cinq parcelles.
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(a) Indice de silhouette (b) Slope statistic
Figure E.20  Détermination du nombre optimal de parcelles pour le sujet 4.
Table E.13  Caractérisation des stimulations selon leur nombre de pics pour le sujet 4.
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
1 1 43.69 13.40 1.36
2 2 38.83 1.28 -10.75
41.03 13.76 1.73
3 2 43.62 13.80 1.76
16.19 26.51 14.48
4 1 42.82 13.80 1.75
5 1 44.67 13.44 1.40
6 1 42.37 13.48 1.43
7 1 42.26 14.00 1.97
8 2 43.08 13.48 1.44
20.85 16.71 4.68
9 1 33.82 13.64 1.61
10 2 32.23 1.36 -10.68
45.38 13.40 1.35
11 1 44.78 13.76 1.72
12 2 11.46 3.84 -8.20
43.45 13.20 1.15
13 1 49.13 13.32 1.29
14 1 37.78 13.64 1.59
15 1 37.18 14.04 2.00
16 1 39.14 13.68 1.64
17 1 35.21 13.80 1.75
18 2 36.26 13.68 1.64
10.77 17.11 5.08
19 1 41.59 13.60 1.56
20 1 38.16 13.80 1.76
21 1 39.04 13.96 1.91
22 1 31.34 13.72 1.68
23 1 38.20 14.00 1.95
24 2 44.87 13.44 1.40
13.31 16.64 4.60
25 1 38.41 13.96 1.92
26 2 41.54 1.36 -10.68
32.88 14.56 2.51
27 2 38.91 13.92 1.88
24.04 18.15 6.12
28 1 43.71 13.68 1.62
Suite à la page suivante
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Table E.13  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
29 1 42.51 14.24 2.21
30 1 38.74 13.64 1.60
31 1 38.37 14.16 2.11
32 1 37.97 13.60 1.56
33 1 40.99 13.60 1.57
34 1 44.07 13.28 1.23
35 1 39.01 14.16 2.12
36 1 39.26 13.72 1.67
37 1 42.25 14.00 1.96
38 1 39.34 13.48 1.43
39 1 36.62 13.80 1.76
40 1 35.12 13.88 1.84
41 1 43.23 13.72 1.68
42 1 43.94 13.80 2.77
43 1 37.28 14.16 1.11
44 1 36.81 13.76 1.72
45 2 39.60 13.96 1.93
27.87 34.07 22.04
46 1 41.92 13.80 1.76
47 1 41.92 13.96 1.93
48 1 43.64 13.40 1.37
49 1 43.30 13.84 0.80
50 1 44.12 14.76 2.72
51 2 44.15 13.92 -0.12
10.84 31.19 17.15
52 2 23.89 1.04 -11.00
44.80 13.80 1.76
53 1 43.64 13.76 1.73
54 1 33.51 13.64 3.61
55 3 45.04 13.56 2.54
10.96 16.83 5.82
10.11 20.03 9.02
56 2 17.40 2.64 -9.38
43.09 13.60 1.57
57 1 35.17 13.96 2.93
58 1 39.70 13.68 1.65
59 2 34.59 14.12 2.09
12.30 18.19 6.17
60 1 44.52 13.56 0.52
61 1 37.21 13.88 2.84
62 1 38.39 13.68 1.65
63 1 35.52 14.24 4.21
64 1 35.79 13.80 2.77
65 1 35.17 13.80 1.77
66 2 43.42 13.44 3.41
13.71 27.19 17.16
67 1 37.56 13.84 2.81
68 1 37.44 13.44 1.41
69 1 40.76 13.76 0.74
70 1 34.18 13.96 -0.06
71 1 34.42 13.96 1.93
Suite à la page suivante
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Table E.13  Suite de la page précédente
No stimula-
tion
Nombre
de pics
Amplitude des
pics (en %)
Localisation des
pics (en s)
Retard par rap-
port à l'ordre de
déglutition (en s)
72 1 45.05 13.56 -0.47
73 1 42.50 13.56 -0.46
74 1 36.69 13.68 1.66
75 1 43.28 13.84 0.82
76 1 44.65 13.84 1.82
77 1 45.49 13.80 1.78
78 2 40.01 13.84 1.81
14.44 20.31 8.29
79 1 43.49 13.80 1.78
80 2 44.09 13.80 1.79
24.73 28.11 16.10
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B
B-spline Combinaison linéaire de splines (fonction dénie par morceaux par des polynômes)
positive.
C
Classieur La tâche d'un classieur consiste à attribuer une classe à une forme inconnue qui lui
est présentée ou à refuser de lui attribuer une classe si la forme inconnue est trop éloignée
de celles connues.
CUDA Langage de programmation pour les GPUs NVIDIA.
F
Flops Nombre d'opérations ottantes eectuées en une seconde (1 GFlops=109 opérations ot-
tantes par seconde).
Fonction objectif Fonction qui sert de critère pour déterminer la meilleure solution à un pro-
blème d'optimisation mathématique
H
Hétéroscédasticité En statistique, on parle d'hétéroscédasticité lorsque les variances des rési-
dus des variables examinées sont diérentes. Elle s'oppose à homoscédasticité.
Homoscédasticité On parle d'homoscédasticité lorsque la variance des erreurs stochastiques
de la régression est la même pour chaque observation.
M
MNI C'est un des espaces de référence des coordonnées cérébrales crée par le Montreal Neuro-
logical Institute.
MPI Interface de programmation pour générer un programme par échange de messages adapté
aux architecture à mémoire distribuée.
O
Onset Signal créneau valant 1 lors de la simulation 0 sinon.
OpenMP Interface de programmation utilisant les processus légers pour les architectures à
mémoire partagée.
Opération ottante Les opérations en virgule ottante (additions ou multiplications) incluent
toutes les opérations qui impliquent des nombres réels
P
Puissance statistique La puissance d'un test est la probabilité de rejeter l'hypothèse nulle à
raison c'est-à-dire lorsqu'on est dans le cadre de l'hypothèse alternative.
S
Scan Image cérébrale 3D
SNR En imagerie, le ratio signal sur bruit est déni par le rapport de la moyenne de la valeur
du signal sur l'écart-type des valeurs du signal.
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Socket Connecteur utilisé pour interfacer un processeur avec une carte mère.
T
Taille de l'eet La taille de l'eet mesure de combine on s'écarte de l'hypothèse nulle. Plus la
taille de l'eet est grande, plus il est justié de rejeter l'hypothèse nulle.
Test non-paramétrique Les tests non-paramétriques ne se fondent pas sur des distributions
statistiques. Ils peuvent donc être utilisés même si les conditions de validité des tests
paramétriques ne sont pas vériées.
Transformation z de Fisher La transformation z de Fisher permet de convertir le coecient
de corrélation r en une variable z suivant une loi normale :
z =
1
2
ln
(
1 + r
1− r
)
.
V
Voxel Équivalent d'un pixel pour une image 3D
