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Abstract 
Under some assumptions on an equational theory S (EDPC and EDPM), we give a necessary 
and sufficient condition so that S admits a model completion. These assumptions are often met 
by the equational theories arising from logic. They say that the dual of the category of finitely 
presented S-algebras has some categorical stucture. The results of this paper combined with those 
of [7] show that all the 8 theories of amalgamable varieties of Heyting algebras [ 121 admit a 
model completion. Further applications to varieties of modal algebras are given in [8]. 
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0. Introduction 
A recent surprising theorem by Pitts [15] (see also [7] for a semantic proof) says 
that second order intuitionistic propositional calculus can be interpreted into ordinary 
intuitionistic propositional calculus. More precisely it says the following: 
Pitt? Theorem (Syntactic version). For each propositional variable x and for each 
intuitionistic propositional formula t, there exist formulus 3”t and Vxt (effectively 
computable from t) containing only variables not equal to x which occur in t, and 
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such that for all formulas u not involving x, we have (I) F Yt -+ u isf F t + u and 
(II) F 24 --+ vxt lfl t- 24 + t. 
Although the above result looks as a purely proof-theoretical fact, we show that 
it can be interpreted model-theoretically in a quite interesting way. The point can 
be shortly summarized as follows. Recall that intuitionistic propositional formulas are 
exactly terms in the first-order theory of Heyting algebras. 
Lemma. For an intuitionistic propositional formula t(ji,x), for elements a’ from a 
Heyting algebra H, we have that 
(i) H ‘F (3”t)(d/T)= 1 iSfH(x)/t(’ a, x ) is an extension of H, where H(x)/t (2, x) is 
the Heyting algebra of polynomials H(x) divided by the congruence generated 
by the equation t (Z/y,x/x) = 1. 
(ii) H k (V”t)(ii/?) = 1 ifs the equation t(Z/y’, x/x) = 1 holds in H(x). 
The proofs directly come from Pitts’ theorem (see Section 3). 
The meaning so found for Pitts’ quantifiers can be used in order to show that the 
first-order theory of Heyting algebras admits a model completion (the definition of this 
basic notion is recalled in Section 4 below). In fact, it turns out that the system of 
equations and inequations with parameters a’ from H 
3x(t,(Z,x) = 1 l4.. . &t,(Z,;x) = 1 &U,(Z,X) # 1 &~*-&um(Z,x) # 1) 
is solvable in an extension of H iff the finitely many quantifier-free formulas 
3’jj ti (2) =( ) (*I 
1, 
(Vxi(~t~+U.~))(d)~ 13 
are all true in H. In fact, if such formulas are true, we can take as an extension of 
H in which the system has a solution the algebra H(X)/& ti(z,x). Vice versa, if the 
system is solvable in an extension H’, then we have a factorization 
H(x)/A, t,(zx) H’ 
showing that H(x)/l\, ti(Z, x) is an extension of H in which the system has the solution 
x=x. This, together with the above characterization of Pitts’ quantifiers, shows that 
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formulas (*) are true in H. Thus the class of existentially closed Heyting algebras is 
an elementary class and, as the above quantifier-elimination procedure is effective, it 
can be easily shown that the related first-order theory is decidable. In the appendix, we 
shall provide examples of this decision procedure, together with a list of some basic 
properties of existentially closed Heyting algebras. 
Thus, we have shown that Pitts’ Theorem implies 
Theorem. The first-order theory of Heyting algebras admits a model completion. 
The interesting point is that the converse is also true, in a quite general setting. 
In order to explain what we mean by this, we need the category-theoretic formu-
lation of Pitts’ Theorem. In this equivalent formulation (equivalence uses the fact 
that the Beth Definability Theorem holds in intuitionistic propositional calculus), we 
have 
Pitts’ Theorem (Categorical version). The opposite of the category of finitely pre-
sented Heyting algebras is a Heyting category. 
The notion of Heyting category [ 10, 1 l] or logos [ 141 is a quite standard notion in 
categorical logic: Heyting categories are just ‘Lindenbaum categories’ for many-sorted 
intuitionistic first-order theories. A Heyting category is a category with finite limits in 
which finite joins, images and dual images (the latter are defined as the left and the 
right adjoint to the operation of taking inverse image, i.e. pullback) among subobjects 
exist and are pullback-stable. Such structure is needed in order to interpret first-order 
intuitionistic logic: terms are interpreted as arrows, formulas as subobjects and, for 
instance, images and dual images along projections correspond to quantifiers. With each 
first-order many sorted intuitionistic theory a Heyting category, built in a completely 
syntactic way, can be associated: objects are formulas, arrows are equivalence classes 
(with respect to provable equivalence) of formulas which are provably functional in 
the restricted domains given by the source and the target of the arrow they define. 
Vice versa, with each Heyting category, a first-order many sorted intuitionistic theory 
can be associated: we have one sort for each object, one term for each arrow, no 
relation symbols and, as axioms, all the formulas which are ‘internally true’ in the given 
Heyting category. The two inverse passages are bijective, modulo the standard notion 
of equivalence between categories and modulo some natural notion of equivalence 
between theories. 
The paper is devoted to the proof of a Theorem which generalizes the above obser-
vations for Heyting algebras. Section 1 briefly recalls some notions concerning finitely 
presented algebras and fixes the relevant notation. 
In Section 2, we introduce the notion of an r-Heyting category and study some basic 
properties that we will need later. The notion of r-Heyting category, is obtained from 
the notion of Heyting category by replacing everywhere in the definition ‘subobject’ 
by ‘regular subobject’. We need this modified notion since we prefer not to assume 
also that epimorphisms are regular in Alg (T)+, the category of finitely presented T-
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algebras, an assumption which holds for Heyting algebras as a consequence of the Beth 
Definability Theorem, but which may fail in other cases. 
Section 3 contains the main results of the paper. We take into consideration an 
equational theory T. The main result, Theorem 3.4, says that under a certain assumption 
which is rather strong in general, but which is often satisfied in varieties of algebras 
arising from logic we have (Theorem 3.4) that 
T admits a model completion ifST is an r-Heyting category. 
The assumption on T, we need, is that in the category T =AZg(T)ii, the opposite of 
the category of locally presented T-algebras, the posets of regular subobjects carry a 
Heyting algebra structure which is pullback-stable. 
We show in Section 4, that this assumption on T is equivalent to a conjunction of 
well known notions from universal algebra (EDPC and EDPM), cf. [3], [9]. 
This paper is the first part of a larger work, cf. [8]. Theorem 3.4 says that, when the 
above assumption is verified, the existence of a model completion for T is equivalent 
to the existence of a certain categorical structure in T. Usually, it is not easy to 
decide directly whether T is an r-Heyting category. But, as this is a purely categorical 
property, we can study it in any category equivalent to T. This is what we plan to do in 
a further paper (see also the fully detailed internal report [S]) for varieties of algebras 
arising from propositional modal logics: suitable dualities and sheaf representations for 
finitely presented algebras will be introduced in order to apply Theorem 3.4 in positive 
as well as in negative (in particular, a full list of all model-completable varieties of 
interior algebras will be given). 
In the appendix we show a similar result in the much simpler case of the varieties 
of Heyting algebras. We show that here are exactly 8 varieties of Heyting algebras 
whose first-order theory admits a model completion (those that have been shown by 
Maksimova [12] to have the amalgamation property). We also describe a sheaf seman-
tics for Pitts quantifier and show how to use it to handle the sentences of the model 
completion of the theory of Heyting algebras. We list some properties of existentially 
closed Heyting algebras but we do not have any transparent axiomatization for them. 
1. Finitely presented algebras 
This section is entirely devoted to explain notation and conventions. 
(i) Logical notation. We fix once for all an equational first-order theory T. We 
indicate the boolean connectives as N (negation), & (conjunction), v (disjunction), 
=+ (implication); we use the symbols T and I for empty conjunction (or “true”) and 
empty disjunction (or “false”), respectively. For existential and universal quantifiers we 
keep the symbols 3, V. Terms will be indicated with the letters t, u,. . . , and formulas 
will be indicated with the letters cp, II/, . . .; t(xl,. . . ,x,) and cp(xi, . . . ,x,,) or, for short, 
t (x’), q(T), mean that t and cp contain free variables from the list x’=xi, . . . ,x,,. We use 
the letters E, F, . . . for formulas expressing a (possibly empty) conjunction of equations 
31 S. Ghilardi, M. Zawadowskil Annals of Pure and Applied Logic 88 (1997) 2746 
(briefly, e-formulas). Because of the equational nature of the axioms of T, we have 
that if El &. ..&E, +Flv...vF, is provable in T, then there is an i=l,...,m such 
that tr El &... ALE,, + Fi (provability is always intended in T, unless otherwise stated 
with a different subscript on F). 
(ii) Algebraic notation. AZg(T) is the category of algebras which are models of T. 
Its objects will be indicated by A, B, . . . and its morphisms by f, g,. . . We shall make 
a systematic confusion between an algebra and its carrier set. Elements of an algebra 
are indicated with letters al, a2,. . . , bl, bz, . . .; the letters Fi,b,. . . are used for strings of 
elements. When we expand the language of T with parameters arising from a given 
algebra, we do not distinguish between elements and their names in the expanded 
language, We represent a finitely presented algebra as 9(x’)/E(x’), meaning that we 
see its elements as terms in the variables _? quotiented by provable equality under 
assumption E(Z). The notion of finitely presented algebra can be introduced also in 
a purely categorical way [6]: A is finitely presented iff the set-valued representable 
ftmctor represented by A preserves filtered colimits. We indicate by AZg(T)e the full 
subcategory of AZg(T) given by the finitely presented algebras. We use also the fol-
lowing notation: if A E AZg(T) and E(Z) is the e-formula with parameters from A given 
by tl(a-)= t;(Z) AL...& t,(a’)= t;(Z), A/E( a’) is the quotient of A by the congruence 
generated by the pairs (&(a’), t:(Z)) (i = 1,. . . , n). We shall mainly be interested in the 
opposite category of AZg(T)b, which we denote by T. As in any category with finite 
limits, taking regular subobjects in T is a contravariant functor, called here Sub,, with 
value in the category of meet-semilattices with unit. We usually write f*(S) instead 
of Sub,(f)(S), for S E Sub,(B) and f : A -+ B in T. 
(iii) Notation for regular subobjects and e-formulas. The computation of coequal- 
izers in AZg(T)fp shows that the r gular subobjects in T of an object A = 5(x’)/E(x’), 
can be represented (up to provable equivalence) by the e-formulas E’(Z) such that 
Fr E’ =+ E. Instead of introducing a specific notation (like in [S]) for the regular sub-
object represented by an e-formula, here we prefer a more compact notation so that 
we shall indicate the regular subobject represented by F(2) directly by F(2) itself: the 
context will clarify what is the object F(2, y’)/E(x’, $) of which F(2) is presently read 
as a subobject. If, in addition, there are in T other relevant operations among regular 
subobjects, like implications, joins, images and dual images along projections, we shall 
use the notations --+, V, 3”,V*, respectively, for them. In this way we avoid confusion 
with respect to the corresponding external logical operators +, v, 3x, V’n (which do not 
produce e-formulas even when applied to e-formulas, so that they do not have internal 
meaning in T). Only in case of conjunction there is coincidence between the exter-
nal operation ‘&’ and the internal operation ‘A’. Pullback corresponds to substitution, 
because given an arbitrary morphism B(x’)/E + F(y’)/F in AZg(T)b which is iden-
tified, say, by the correspondence x’ + ?(;), the pullback hmctor in T (pushout in 
AZg(T)e) maps the regular subobject E’(Y) into the regular subobject E’(?(y’))&F. 
A projection like pz : F(Z, i;) + P(Z) in T corresponds to the canonical embedding of 
F(Z) into F(t,G), i.e. to a substitution that don’t do anything (taking pullback along 
it means to consider the regular subobject represented by an e-formula in at most the 
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variables Z as the regular subobject represented by the same e-formula now seen as an 
e-formula in at most the variables Z,l;;). Notice also that joins and implications among 
regular subobjects will always happen to be pullback-stable (whenever they do exist) 
within the present paper, so that, for instance, Fi (2) V Fl(Y) can always be represented 
by the same e-formula, independently on the fact that FI, FZ are considered as reg-
ular subobjects of 9(x’) or of 9(.Z,y), etc. A similar observation applies to images 
and dual images Ll”,Y’” along projections like 9($x) + 9(T), because the related 
Beck-Chevalley conditions will always happen to hold. 
2. r-Heyting categories 
In this section we introduce the notions of r-regular and r-Heyting categories and 
study some of their basic properties. Roughly speaking, these notions are obtatined 
from the extensively studied notions of regular and Heyting category (see e.g. [lo, 
111) ‘by replacing monos with regular monos and regular epis by epis’. In case all 
subobjects are regular, the two notions coincide (this is evident from Proposition 
below), so, for instance, any topos is r-regular and also r-Heyting. In case not all monos 
are regular, the two concepts are quite distinct: posets and order-preserving maps, for 
instance, form an r-Heyting category which is not even regular. In varieties arising from 
logic, regularity of monos in the opposite of the category of finitely presented algebras 
follows from some appropriate version of the Beth Theorem, which is often true (e.g. 
it holds in all varieties of Heyting and of KCalgebras, see [13]). Up to some extent, 
the theory of r-regular and r-Heyting categories goes parallel to that of regular and 
Heyting categories: proofs of the properties established in this section, for instance, 
will be skipped, because they are obtained through suitable adaptations of standard 
arguments (details are in any case given in the more elementary exposition of [8]). 
We say that a category C is r-regular iff it has finite limits, each arrow has an 
epi/regular mono factorization and epis are stable under pullback. 
If C is r-regular, then the pullback functor operating on regular subobjects has a 
left adjoint satisfying the Beck-Chevalley condition. This means that for every ar-
row f : A -+ B in C, for every regular subobject S -+A, there is a regular subobject 
3~ (S) of B satisfying the condition 
Elf(S)<T iff S<f*(T) 
for every regular subobject T c) B. The Beck-Chevalley condition says that for every 
pullback square 
1 
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and for every regular subobject S -+ Bt , the equation 
(B) f;@f,w) = %,(PW)) 
holds in Sub,(&). 
The above observation gives in fact an alternative definition of r-regular category: 
Proposition 1. A category with jinite limits C is r-regular tff the pullback functor 
operating on regular subobjects has a left adjoint satisfying the Beck-Chevalley 
condition. 
Another expected basic property is the following: 
Proposition 2. In an r-regular category, given an arrow f : B + A and regular sub-
objects S L A and T & B, the Frobenius reciprocity 
(F) SA $(T) = 4(f*(S) A T) 
holds. 
C is said to be an r-Heyting category iff 
(i) C is r-regular; 
(ii) for every object A, Sub,(A) is a lattice with 0 and 1; 
(iii) for every arrow f : A -+ B in C, f* has also a right adjoint, that is for every 
regular subobject S it A, there is a regular subobject ‘df i(S) L) B satisfying the 
condition 
Tdvf((S) iff f*(T)<S 
for every regular subobject T -+ B. 
Notice that in an r-Heyting category, the Beck-Chevalley condition for universal 
quantification holds too (it is actually equivalent to (B)). Also in an r-Heyting cate-
gory, for every arrow f : B 4 A, taking pullback f” : Sub,(A) + Sub,(B) is a lattice 
morphism because of the presence of the two adjoints. Finally, for S A A and T A A 
regular subobjects of A, one can define their implication as Vs(s*(T)); this is preserved 
by taking pullbacks by the Frobenius condition, hence we have that 
Proposition 3. In an r-Heyting category, the regular monos functor akes values into 
the category of Heyting algebras. 
The following two lemmas will be needed in the next section: 
Lemma 4. Let C be an r-regular category in which Sub,(A) has implications for 
every object A; 
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(i) suppose we are given a commutative square 
f 
B AA 
b aI I 
such that a and b are regular monos. If fz has a right adjoint, so does f *; 
(ii) if for a projection PA :A x B -+ A, p; has a right adjoint, so does f * for any 
arrow f :B + A with domain B and codomain A. 
Proof. Ad (i). For S -+ B, define Vf(S) as a*(VfO(B + &(S))). 
Ad (ii). Let AA be the internal equality, i.e. the regular subobject of AxA given by the 
diagonal map (idA, idA) :A + A x A. For S -+ B, define vf(S) as k&((idA x f)*(d~) + 
PW)). 0 
For an equational theory T, the category AZg(T) has finite limits and factorization 
system consisting of regular epimorphisms and monomorphisms. Thus, AZg(T)OP is 
r-regular iff injections are transferable (IT holds) in AZg(T). We also have 
Proposition 5. Let T be an equational theory. Then, if AZg(T)T is r-regular, so is 
AZg(T)OP. 
Proof. We need to show that ZT holds in AZg(T). This can be proved in a standard 
way. A similar argument can be found in the proof of an analogous result for regular 
categories; cf. Theorem 1 in [l]. 0 
Note that the converse of Proposition 5 does not hold in general, since the factor-
ization in AZg( T)“P of morphisms in Alg (T); may be outside of AZg( T)$‘. Before 
closing this section, we make a little remark (not to be used in the sequel) about 
joins of regular subobjects. In important cases (including the case of the opposite cat-
egory of finitely presented algebras, in the one-sorted or also in the finite-sorted case), 
the existence of joins of regular subobjects follows from conditions (i) and (iii) of 
the definition of r-Heyting category (so in these cases condition (ii) is superfluous). 
In fact, when there exist finitely many objects Xi , . . . ,X, such that all regular subob-
jects can be represented in the form /\b, (fi,gi)*(A~), then it is possible to imitate the 
way in which disjunctions are definable from universal quantifier and implication in 
second-order intuitionistic logic, in order to prove the existence of joins among regular 
subobjects. 
3. Model completions 
We turn to our equational theory T and to T, the opposite of the category of 
finitely presented algebras which are models of T. We recall [4] that a universal 
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theory T has a model completion iff there exists a theory T* (which can be shown 
to be unique) such that: (i) T C T*; (ii) each model of T embeds in a model of T*; 
(iii) given a model A of T and two extensions of it which are models of T*, these 
two extensions are elementarily equivalent in the language augmented by names for 
elements of A. Condition (ii) is equivalent to the fact that T and T* prove the same 
formulas cp(x’) which are quantifier-free. Condition (iii) can be replaced by the require- 
ment that T* admits quantifier-elimination, i.e. that for every primitive formula cp(.?) 
there is a quantifier-free formula cp’(x’) such that Fr* cp H (p’ (a formula ~(2) is said 
to be primitive iff it expresses the solvability of a system of equations and negations 
of equations, i.e. iff it is of the kind 3x(E(x,x’)& -El(x,x’)& . . . & -E,(x,x’)), where 
E is an e-formula and E 1,. . . , E, are atomic e-formulas). 
Theorem 1. If T is an r-Heyting category, then T admits a model completion. 
Proof. We need some preliminary facts. Let us fix a model A of T and e-formulas 
E(x,Z/Z) and El(~?/_?),E2(?i/?)with parameters a’ from A. Recall that at the same time 
E(x,x’) and El(x’),E2(_2) can be read as regular monos in T of codomains F(x,.?) and 
F(Z), respectively. We have that: 
(i) A k [YE](Z) 3 iff the arrow 
A --+ A(x) + A(x)/E(x,Z), (1) 
obtained by composing the inclusion into the algebra of polynomials with the 
obvious quotient map, is a monomorphism; 
(ii) A k [b”“E](a’)iff A(x) k E(x,a’); 
(iii) A k [El -+ E*](d) iff A/El(Z) k Ez(Z). 
Proof of (i).4 [YE](?) is the unique (up to equivalence) e-formula making 
F(Z) + F(.?))/3XE 4 ~(x,.?)/E(x,_?) (2) 
a regular epi/mono factorization. Pushing out the factorization (2) along the morphism 
F(2) + A, sending x’ to a’, we obtain a factorization 
A 5 A/[3XE](Z) 2 A(x)/E(x, a-). (3) 
Clearly, e is a regular epi and it is iso iff A + [YE](Z). By Proposition 2.5, IT holds 
in AZg(T). Therefore m is a mono. Thus, the composition (l), which is equal to 
composition (3), is mono iff e is iso iff A k [YE](Z), as required. 
3 It should be clear from Section 2 that, e.g. by [3*E](‘)a we mean the following (square brackets are 
added here only to help in reading): take in T the regular subobject of 9(x,x’) corresponding to E(x,.?), 
take its image along the projection from 9(x,x’) into 9(x’), take any e-formula in F representing this new 
regular subobject and evaluate it into the elements a’ of A. 
4 We thank the referee for suggesting this argument. A different proof, avoiding Proposition 2.5, based on 
model-theoretic arguments (positive diagrams and compactness) is presented in [8]. 
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Proof of (ii). We have that A(x) bE(x,a’) iff there are a finitely presented algebra 
9(Z,Z)/F(x’, 2) and a homomorphism .9(_?,2)/F(Z,z’) -+ A (sending in particular x’ to 
a’) in such a way that F(x,_Z,Z)/F(x’,Z) b E(x,x’). This means (in T) that F(x’,Z) is 
a subobject of 9(x,2,2) which is smaller than &x,x’); hence we have that F(x’,.?) is 
smaller than [YE](?) as subobjects of F(?,Z), which implies that A + [VXE](Z). The 
argument can be reversed, thus showing that A k [VE](a’) implies A(x) /=E(x,Z). 
Proof of (iii). For a finitely presented algebra B = P(x’, y)/F(Z y’), we have that 
B/E1 (2) k &(2) iff F A El d E2 holds in Sub,.(~(x’, F)), i.e. iff B k [El ---) E&i?). Thus 
for a finitely presented algebra B (iii) is easily seen to hold. If A is an arbitrary al-
gebra then A/E,(Z) + Ez(a’) iff there is a finitely presented algebra B, 6~ B and a 
homomorphism h : B -+ A sending b’ to a’ such that B/El(g) f= E*(J). On the other 
hand, A b [El --+ Ez](ii) iff there is a finitely presented algebra B, go B and a homo-
morphism h : B + A sending b’ to a’ such that B b [El -+ Ez](~). Since right sides are 
equivalent so are the left sides of these equivalences. 
We define the model completion T* of T as T augmented by the axioms cp’ + cp, 
where if cp(x’) is the primitive formula 
3x(E(x,x’)&~E~(x,x’)&...&~E,(x,x’)) 
cp’(i?) is the quantifier-free formula 
[YE](?) & - [V(E 4 E, )](x’) & ’ . . & N lJP(E + E,,)](Z). 
We have to show that: 
(iv) T’ admits quantifier-elimination; 
(v) each model of T is embeddable in a model of T’. 
Proof of (iv). It is sufficient to show that kr cp + cp’ for every primitive formula ~(2). 
Suppose that cp is 3x(E(x, 2) & N El (x,x’) & . . . & N E,(x,x’)); the claim follows if we 
show that 
t-r E(x,.?) =+ [3”E](x’) (4) 
and that 
kr E(x,x’) & fV(E --) Ei)](x’) =+ E&,x’) (5) 
for every i= l,..., n. But (4) and (5) represent inequations among regular subobjects 
which are easily seen to hold in any r-Heyting category. 
Proof of (v). Here it is sufficient to show that, given an algebra A, given a’ E A and 
given a primitive formula ~(2) such that A + q’(Z), there exists an extension A’ of A 
such that A’ + q(Z). If this holds, we can take a well-ordering of the pairs (6 q(Z)), 
where a’ E A and C&Z) is primitive. Then we build at each step an expansion in which 
q’(Z) + ?(a’) holds and take unions at limits ordinals. In this way, we produce a 
first expansion Al of A in which all formulas ~$(a’) + &a’) are true, provided the 
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parameters a’ are taken from A. We repeat o-times this passage from A to Ai and take 
union, in order to produce a genuine model of T* which is an extension of A. 
So let us show that if A k q’(Z), then there exists an extension A’ of A such that 
A’ + &a’). Let cp(Z) be 3x(E(x, a’) & N El(x, a’) 8~. . & N E,(x, 2)) as above; take the 
algebra A(x)/E(x, a’). As A k ~#(a’), we have in particular that A k [PE](Z), so by 
(i), A(x)/E(x,a’) is an extension of A. Moreover, for i = 1,. . . ,n, we cannot have 
A(x)/E(x,a’) kEi(X,Z), otherwise, by (iii) we get A(x) k [E +Ei](X,Z) and by (ii) 
we get A k v*(E +Ei)](a’), m contrast to the fact that A k ~$(a’). � 
The statement of the previous theorem cannot be reversed, without additional as-
sumptions (for instance, abelian groups do have a model completion but the opposite 
category of finitely presented abelian groups is not r-Heyting). Moreover, the procedure 
for quantifier-eliminations in T* we used in the proof of the theorem is quite peculiar 
to be completely general. 5 
In [ 161 a necessary and sufficient condition for a Horn theory to have a model 
completion is given, however such condition is not very manageable. We shall assume 
something about T in order to be able to prove the converse of Theorem 1: the 
assumptions we shall require are rather strong, but they are often satisfied in varieties 
arising from algebraic logic, so within this field they look not very restrictive. We shall 
assume that 
(*) T has stable Jinite joins and stable implications among regular subobjects. 
This means that for every object A in T, Sub,(A) is not only a semilattice but is in 
fact a Heyting algebra and that such Heyting algebra structure is preserved by taking 
pullback along any arrow. In Section 4, we shall show that (*) is equivalent to some 
well-known conditions from universal algebra. Given that, the following Lemma is 
essentially contained in [2]: 
Lemma 2. Suppose that T has stable implications among regular subobjects. Then 
Alg(T) has the congruence xtension property. 
Proof. It is enough to show that for any inclusion of T-algebras m :A + B and any 
set Y of e-formulas with parameters from A, in the pushout in AZg(T) 
A -A/Y 
m nI I 
B -B/Y 
5 For instance, every formula of the kind Vx_E(x, j’) (for any e-formula E) is always equivalent in T* 
to a single positive e-formula, namely VXE; as a special case, it can be shown that Vx~Vx~(x~ =x2) is 
equivalently in T* to a degeneracy condition (like 1 = 0 in the case of Heyting algebras), which may even 
not be expressible in the general case (e.g. for abelian groups) by a variable-free e-formula. 
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n is a monomorphism. To this end, we shall show that an e-formula E(Z) with param-
eters from A holds in A/Y whenever it holds in B/Y. Assume BJY + E(Z). Then there 
are e-formulas F(Z) E Y and G(a’, 6) contained in the positive diagram of B, such that 
t-T G(Z, g) &F(Z) =+ E(Z). 
Substituting variables for parameters and using implications in T, we get 
hence A b [F -+ E](Z) because m is mono and finally A/Y k E(Z), as required. 0 
Proposition 3. Suppose that T has stable implications among regular subobjects. 
Then if T has a model completion, T is an r-regular category. 
Proof. Suppose that T has a model completion T*. By the previous Lemma and by 
the well-known fact that AZg(T) has the amalgamation property (see [4]), it follows 
that injections are transferable in AZg(T): this means that for every monomorphism 
m:A + B and for any morphism f :A + C, there is a commutative square 
f f’ 
I 1 
C -D 
m’ 
in which m’ is also mono. From this, the universal property of pushouts and the fact 
that the first component of a mono is mono, it immediately follows that epis are 
pullback-stable in T. 
Before showing the existence of epi/regular mono factorizations in T6 (this will 
complete the proof of the fact that T is r-regular), we need the following preliminary 
information: 
(i) for every e-formula E(x’, j), there is an e-formula E&J) such that kr* 3XE(,?, y) ti 
EoG). 
Proof of (i). By disjunctive normal forms and the fact that T’ eliminates quantifiers, 
we have that 
t-p EIXE(x’,y’) w Dl(j)v . . . vDn(Y>, 
where for each i= l,...,n 
6 Essentially, this amounts to show that any finitely generated subalgebra of a finitely presented algebra is 
also finitely presented. In [ 161 it is actually shown that this so-called ‘coherence’ property follows from the 
existence of a model completion. We give a different proof of this result, which is less general because it 
uses the hypothesis of the proposition, but which is on the other hand slightly more informative. 
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and Ei,Ej are e-formulas. We first show that 
br* Ei(~)+32E(x’,j) or tr -Di(f), (7) 
for every i=l,..., n. Take the algebra cF(y’)/Ei(y’); we have F(y’)/Ei(y’) kZ$(y’)v 
. .. v&(y’) (otherwise tr Ei +fil(y’)v .. .v&,(;) and (7) is established), so Y(y)/ 
Ei(y) IDi and by (6), there is an extension A of F(y’)/Ei(y) to a model of T* 
such that A + 32E(x’, y) holds. We show that for every model B of T*, for every b’ E B, 
if B b Ei(6) then B k SE(x’, 6) (this will end the proof of (7)). For such B, there is a 
morphism P(y’)/Ei(y) -+ B mapping the j’s into the @s and so, since injections are 
transferable in AZg(T) (by Lemma 2 and amalgamation property), we can complete 
the square 
i I 
B -D 
in such a way that the bottom morphism is mono (because A is an extension of 
cF(y)/Ei(y’)). We can also suppose that D is a model of T*. But, as A k 3x’E(n’, f), 
we have that D b 3?E($‘, 6) and also that B k 3i?E(x’, g) because T* is model complete, 
hence a monomorphism between two models of it is elementary. Having shown (7), 
by (6) and elementary logical passages, we get 
tr* 3x’E(x’, y’) H E;(y’)v . . . vE;(y’), (8) 
where Ei,..., EL are some of the El, . . . , E,,. But T and T” prove the same quantifier-
free formulas, hence we get Er E(x’, y’) + Ei(y’)v . . . vEi(y’); as T is equational, there 
isi=l , . . . , k such that t-r E(Z, 7) + E;(y’) (this shows also that k cannot be 0). From 
this and (8), it follows that kr* 3_?E(Z, y’) @ E,‘(j), which is precisely the claim (i). 
Let us look for an epi/regular mono factorization of an arrow in T. This means that 
given an arrow in Alg(T)fp 
we must be able to factor it into a quotient followed by a monomorphism. We shall 
take the usual image factorization for algebras and show that the kernel of the image 
is a finitely generated congruence. Suppose the morphism is determined by the corre-
spondence j H @‘), for some terms ?‘. For every terms ur(y),u2(?), the pair given 
by the equivalence classes of ~1 and 242 is in the kernel iff 
kT E’(Z) =+ ul(@)) = u2(@)), 
i.e. iff (we write y’= ?i?) for the obvious componentwise conjunction) 
tr E’(t) & jJ= $2) =+ q(y’) = u2(j) 
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(on one side, use substitutivity of equality, on the other one just replace j with T(Z)). 
This is the same as 
kr* 3i?(E’(Z) & v’= Z(Z)) =+ q(j) = z@); 
again, by (i), we can replace this by 
h-* Eo(j) * Ul(y’) = u2m 
(for some e-formula Eo(j)) and by 
which shows that the image of our morphism admits the presentation ~(~)/Ea(y’). 0 
Theorem 4. Suppose that T has stable jinite joins and stable implications among 
regular subobjects. Then T has a model completion &?“T is an r-Heyting category. 
Proof. The “if” part of the claim is covered by Theorem 1. So let us assume that 
T has stable joins and implications and that T has a model completion T*. We shall 
preliminarily prove the following fact: 
(ii) for every e-formula E(x’, y’), there is an e-formula Eo(j) such that kr* E,F(,Z, y’) ti 
Eo(y’). 
Proof of (ii). By conjunctive normal forms and the fact that T* eliminates quantifiers, 
we have that 
where for each i=l,...,n 
and Ei,fij are e-formulas. We prove that the Ej can be removed; in fact, for every 
i = 1,. _. ,n we have (recall that T and T’ agree on quantifier-free formulas) 
that is 
As T is equational, this implies that either l-r E&y) + E(.?, y) or l-r Ei(y) + l$l(y’)v . . . 
v&(j?). In the second case the ith conjunct of (9) is a provable formula in T, hence it 
can be removed. In the first case, as we have l-r - E(x’, T) + N Ei(j), we can remove 
the Ej(y’) from the ith conjunct of (9). This means that we have shown that 
l-r* V_?E(n’,r’) % E;(y’)v . . . vE;(y’) (10) 
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(the E;‘s are a subset of the El,. . . , E,,). Let us now consider Vi Ei - 9(y) in T; we 
claim that 
ET* WE(?, v’) ti [E; V . . . V E;](F). (11) 
In fact, we have for every j = 1,. . . , n that E,! d Vi E{, which means that 
kT E;(y’) =+ [E; v . . . V E;](y’). 
From this, we can pass to 
ET E;(y')v . . . vE;(y’) =+-[E; V . . . V E;](y) 
which, together with (lo), shows one-half of the claim, namely that 
kr* ‘dZE(x’, y’) =+ [E; V . . . v E;](B). 
For the remaining half, notice that (by (10) and the fact that T and T’ agree on 
quantifier-free formulas) 
tT E;(y’)v- . vE;G) * E(Z 3, 
which means that, for every i = 1,. . . , k, ET E,l(y’) +E(x’, y). If we read this relation 
as the subobject inequality Ei 6 E in T, we finally get 
tr [E; v . . . v EjJy’) =+ EC% 3, 
which completes the proof of (ii). 7 
We know from Proposition 3 that T is r-regular. In order to show that T is r-Heyting, 
it is sufficient to show that universal quantification along projections whose domain and 
codomain are free algebras exists (recall Lemma 4 from the previous section). This 
means that for every E(x’, y) - 9(x’, jQ we must find Eo(~) -+ F(j) such that for 
all G(y’) we have 
Er G(~)+Ee(~) iff t--r G(y’) + E(, j). (12) 
We take the &(y) suggested by (ii). The left-to-right side of (12) follows from the fact 
that ET* Eo(~) + E(_i?, y’). For the right-to-left side, notice that Er G(y’) +E(x’, y’) im- 
plies kr G(y’) +‘dxE(Z,y’) and also (by (ii)) l--r* G(y’)+ Eo(y’): from this, 
J-T G(y’) + Eo(F) follows immediately. 0 
4. Principal congruences 
In this short section we show that the fact that T has stable finite joins and implica-
tions among regular subobjects is closely related to the fact that AZg(T) satisfies some 
well-known conditions from universal algebra. 
7Notice that the argument uses stability of joins under pullbacks, a condition which is built-in in our 
notation from Section 2. The case k = 0 is also included: recall that the empty disjunction is I and the 
empty join is the minimum (pullback-stable by hypothesis) regular subobject. 
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We say that a variety has equationally definable operation, (EDO) for short, iff the 
following conditions are satisfied: 
0) there exists 8 an e-formula 1(x, ,x2,x3,x4) such that for every algebra A and for 
every 4-tuple of elements al,az,a3,a4 from it we have that 
A/al = a2 + a3 = a4 iff A kZ(al,az,as,a4). 
(ii) there exists 9 an e-formula J(xi,xz,xs,x4) such that: for every algebra A and for 
every 6-tuple of elements al, a2, a3, ad, bl, b2 from it we have that 
(A/al = a2 k bl = bz and A/a3 = a4 k bl = b2) 
8 A/J(al,az,a3,a4) k bl =b2; 
(iii) there exist a variable-free e-formula Jo such that: for every algebra A and for 
every pair of elements bl, b2 from it we have that 
A/Jo + b, = bZ. 
The proof of the folllowing proposition is almost entirely contained is [3] and [9]. 
Proposition 2. T has stable jinite joins and implications among regular subobjects $f 
AZg(T) has (EDO). 
Condition (EDO) is satisfied in varieties of Heyting algebras and many other varieties 
arising from logic, cf. [9, 31. Thus, the above Proposition shows that the Theorem 3.4 
has many applications. 
Appendix. Quantifier-elimination in existentially closed Heyting algebras 
Let TH be the first-order theory of Heyting algebras; as we know (see the Introduc-
tion, cf. also the proof of Theorem 3.1), TH has a model completion Tg, which can be 
axiomatized by the following infinitely many formulas, involving terms t(x, y), tl (x, y’), 
. . . , t,(x, y’) and Pitts’s quantifiers V’“, 3”: 
3x(t=l & t,#l &.. .& t,#1) ++ (3”t)=l 
& (V’“(t + t,))# 1 &a..& (V’“(t -+ tn))# 1. tA.1) 
These formulas directly and effectively suggest how to eliminate quantifiers from an 
arbitrary sentence; as quantifier-free sentences are Boolean combinations of 1 = 0, we 
immediately get that: 
Theorem A.l. T& U { 1 # 0) is decidable and complete. 
*This condition is known as REDPC, cf. [9]. 
9 This condition is known as EDPM, cf. [3]. 
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Models of Tg U { 1 # 0) are called existentially closed non-degenerate Heyting al-
gebras. By the above theorem, we can get in principle any “first-order” information 
about such algebras we would like to have. In practice, the decision procedure is hard 
to run because of the difficulties in computing Pitts quantifiers. Detailed, but laborious, 
instructions for this computation are given in [ 151. 
In [7] we semantically characterized Pitts quantifiers: this semantic characterization, 
to be summarized hereafter, is also useful in some concrete cases. The semantic charac-
terization combines Kripke semantics with the way images and dual images are defined 
in toposes of sheaves. Given finitely many propositional variables 2, an ?-finite Kripke 
model is an order-preserving map v : (X, <) + (9(x’>, C), having a finite poset as a 
domain (we always assume that posets are finite). In such a Kripke model, for every 
point a EX and for every formula t(T), the forcing relation u ka t can be introduced in-
ductively in the standard way (see e.g. [5]). We write u + t in order to mean that v ka t 
holds for every a E X. Given two posets (X, < ) and (Y, d ), an open map between 
them is an order-preserving map f : (X, <) ---f (Y, <) satisfying also the condition 
f(a)db =+ 3a’(a<u’ & f(u’)=b) 
for every a E X, b E Y. Given an x’-Kripke model u : (X, < ) + (9(x’), C), given x $! x’ 
and given an (_?,x)-Kripke model u’ : (Y, < ) -t (9(2,x), &), we say that: 
- U’ is an expansion of u iff there is an open stnjective map f such that the square 
(Y,<) f (X6) 
commutes, where r,-, the restriction to 9(x’), is the map taking the intersection with 2, 
_ u’ is an expanded restriction of u iff there is an open map f such that the square 
(Y,d) f (X <) 
I I 
commutes. 
Now for a propositional intuitionistic formula t(n’,x), the formulas il”t(x’,x) and Ft(x’,x) 
are characterized as the unique (up to provable equivalence) formulas in the variables 
x’ satisfying the following conditions for every x’-Kripke model U, respectively: 
- u /= 3”t holds iff U’ /= t holds in an expansion U’ of u; 
_ u + V’“t holds iff u’ b t holds in every expanded restriction U’ of u. 
Identifying a formula with the set of all its x’-models, which is a sheaf (actually, a 
subsheaf of the sheaf of all S-models) for the canonical Grothendieck topology on the 
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category of finite posets and open maps, the above clauses say that 3”t and Vxt are 
exactly the sheaf image and dual image of t along the natural transformation given by 
“composition with” r,-. 
We give an example of the use of the above semantic characterization. Let us show 
that in any existentially closed Heyting algebra, for every x,z we have that 
3X13X2(X1A x2 = 0 & x =x1 v x2 & x v (x1 + z) =x v (x2 --+ z)). 
According to (1 ), this amounts to show that the formula 
3x’3xz(~(x1 A x2) A (x - (Xl v x2)) A ((x v (x, -+ z)) H (x v (x2 + z)))) 
is equal to 1, i.e. that any (x,z)-Kripke model U: (X, <) --+ (P(x,z), c) whatsoever 
admits an expansion to a model of the formulas 
x*(x1Vx2), (xV(x1 +z))+-+(xV(x2-+z)).-01 AX2), (A.2) 
The expansion is obtained by “duplicating” the points forcing x. More precisely, if 
X’ is the set of such points, we define Y to be (X\X’) U (X’ x { 1,2}). Let f :X’ x 
{ 1,2} --+ X be the restricted first projection and let us extend it to Y in the domain by 
putting f(a) = a for a E X\X’. The partial order in Y is so defined: we have that a <b 
holds in Y iff (i) either a EX\X’ and a d f(b) holds in (X, d ) or (ii) a = (a’, i) and 
b = (b’, i) (i = 1,2) and a’ < b’ holds in (X, < ). We define an expansion u’: (Y, < ) + 
(c?~(x,x~,x~,z), &) of u by leave a to force x or z iff f(a) forces it. Finally xi is forced 
in all the points of the kind (a, 1) and x2 is forced in all the points of the kind (a,2). 
A short glance shows that formulas (A.2) are all forced in u’. 
In some cases one can indeed run quantifier elimination just by using deduction in 
second order propositional intuitionistic logic (however, we recall that second order 
propositional deduction is sound but not complete for our purposes). The following 
proposition makes a list of such examples, having some independent algebraic interest: 
Proposition A.2. In any existentially closed non-degenerate Heyting algebra H we 
have that 
(i) the relation -C is dense; 
(ii) for every element y # 0 there is a complemented element x such that O-CXC y 
(consequently, regular and complemented elements of H form atomless Boolean 
algebras); 
(iii) the dual lattice of H has no non-zero join-irreducible elements; 
(iv) the dtrerence of x and y exists ty x 6 y v 1 y. 
Proof. We shall show only (iv), leaving the remaining cases to the reader. We recall 
that difference is, by definition, implication in the dual lattice of H, so we need to 
eliminate quantifiers from the statement 
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i.e. from the statement 
::lz("' ::Jt (x ---+ t V y = 1 & z ---+ t =/=- 1) & "' ::Jt (z ---+ t = 1 & x ---+ t V y =/=- 1 )). 
As :31(x ---+ tV y) and :31(z ---+ t) are both provable in second order intuitionistic logic, 
we have to compute the statement 
::lz(\1\(x---+ (tV y))---+ (z---+ t))= 1 & 'v'1((z---+ t)---+ (x---+ (tV y)))= 1). 
But in second-order intuitionistic logic the formulas 
\1'1((x---+ (tV y))---+ (z---+ t)) ~ (z---+ (x 1\ ---.y)) 
\1'1((z---+ t)---+ (x---+ (tV y))) ~ (x---+ (z V y)) 
are theorems, so we need to eliminate quantifiers from 
::Jz((z---+ (x 1\ ---.y)) = 1 & x---+ (z V y) = 1). 
For this, it is sufficient to compute 
::Jz(((z---+ (x 1\ ---.y))) 1\ (x---+ (z V y)) = 1, 
which, again by second-order deduction, is the same as 
x---+ ((x 1\ ---.y) V y)= 1, 
yieldying the claim. 10 D 
Of course, many problems are still open about existentially closed Heyting algebras. 
Apart from the fact that the above axiomatization (A.l) is not quite satisfactory from 
an algebraic point of view, we need also models for Tif: general facts guarantee only 
that each Heyting algebra embeds into a model of TJf, but do not exhibit concrete 
models of this theory. Notice that the most obvious idea for finding such models is 
wrong: open subsets of a topological space are never a model of TJf, because condition 
2(iii) is trivially violated by taking the topological closure of any singleton. In fact, 
models of TJf which are locales (if any) must be pointless. 
We mention some further facts about varieties of Heyting algebras. Let T be the 
first order theory of an equational class of Heyting algebras. In order for a model 
completion to exist, models of T should have amalgamation property [4], hence T 
must be one of the 8 equational theories listed in [12]. For 6 of such theories, the 
model completion exists because the related varieties are locally finite (see [16]). The 
remaining 2 cases are the case of the whole class of Heyting algebras and the case of 
10 In other words, what we have shown is that the difference of x and y exists iff x 1\ ~ y is the difference 
of x and y. 
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Heyting algebras satisfying De Morgan law. For the latter case, Pitts’ Theorem also 
holds (by e.g. trivial modifications to the technique of [7]), hence we have: 
Theorem A.3. There are exactly 8 varieties of Heyting algebras whose first order 
theory admits a model completion. 
Thus, the existence of a model completion is the same as amalgamability for equa-
tional classes of Heyting algebras. In the modal case, we shall see in [S] that the 
situation is quite different. 
References 
[1] M. Barr, Representations of categories, J. Pure Appl. Algebra 41 (1986) 113-137. 
[2] W.J. Blok, D. Pigozzi, On the structure of varieties with equationally definable principal congruences 
I, Algebra Universalis 15 (1982) 195-227. 
[3] W.J. Blok, D. Pigozzi, A finite basis theorem for quasivarieties, Algebra Universalis 22 (1986) l-13. 
[4] C.C. Chang, H.J. Keisler, Model Theory, 3rd ed., North-Holland, Amsterdam, 1990. 
[5] D.M. Gabbay, Semantical Investigations in Heyting Intuitionistic Logic, Synthese Library 148, Reidel, 
Dordrecht, 1981. 
[6] P. Gabriel, F. Ulmer, Lokal prasentierbare Kategorien, Lecture Notes in Math., vol. 221, Springer, 
Berlin, 1971. 
[7] S. Ghilardi, M. Zawadowski, A sheaf representation and duality for finitely presented Heyting algebras, 
J. Symbolic Logic 60 (3) (1995) 911-939. 
[8] S. Ghilardi, M. Zawadowski, Model Completions of Equational Theories arising from Logic, Quademo 
no. 49/95, Dipartimento di Matematica, Universita degli Studi, Milano, 1995. 
[9] P. Kiihler, D. Pigozzi, Varieties with equationally definable principal congruences, Algebra Universalis 
11 (1980) 213-219. 
[IO] M. Makkai, G.E. Reyes, First-order Categorical Logic, Lecture Notes in Math., vol. 611, Springer, 
Berlin, 1977. 
[11] M. Makkai, G.E. Reyes, Completeness results for intuitionistic and modal logic in a categorical setting, 
Ann. Pure Appl. Logic 72 (1) (1995) 25-101. 
[12] L.L. Maksimova, The Craig theorem in superintuitionistic logics and amalgamable varieties of pseudo- 
Boolean algebras, Algebra i Logika 16 (6) (1977) 643-681. 
[13] L.L. Maksimova, An analog of Beth’s theorem in normal extensions of the modal logic K4, Siberian 
J. Math. 33 (6) (1992) 118-130. 
[14] A.M. Pitts, Conceptual completeness for first order intuitionistic logic: an application of categorical 
logic, Ann. Pure Appl. Logic 41 (1989) 33-81. 
[15] A.M. Pitts, On an interpretation of second order quantification in first order intuitionistic propositional 
logic, J. Symbolic Logic 57 (1) (1992) 33 - 52. 
[16] W.H. Wheeler, Model companions and definability in existentially complete structures, Israel J. Math. 
25 (1976) 305-330. 
