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Abstract. As pictographs, Chinese characters contain latent glyph information, 
which is often overlooked. In this paper, we propose the FGN1, Fusion Glyph 
Network for Chinese NER. Except for encoding glyph information with a 
novel CNN, this method may extract interactive information between charac-
ter distributed representation and glyph representation by a fusion mechanism. 
The major innovations of FGN include: (1) a novel CNN structure called CGS-
CNN is proposed to capture glyph information and interactive information be-
tween the neighboring graphs. (2) we provide a method with sliding window 
and attention mechanism to fuse the BERT representation and glyph represen-
tation for a character. This method may capture potential interactive 
knowledge between context and glyph. Experiments are conducted on four 
NER datasets, showing that FGN with LSTM-CRF as tagger achieves new 
state-of-the-art performance for Chinese NER. Further, more experiments are 
conducted to investigate the influences of various components and settings in 
FGN. 
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1 Introduction 
Named entity recognition (NER) is generally treated as sequence tagging problem and 
solved by statistical methods or neural networks. In the field of Chinese NER, re-
searches generally adopt character-based tagging strategy to label named entities [1, 2]. 
Some researches [3, 4] explicitly compared character-based methods and word-based 
methods for NER, confirming that the former performed better. When using character-
based methods for NER, the effect of character-level knowledge representation may 
greatly affect the performance of Chinese NER. 
 Currently, distributed representation learning has become the mainstream method to 
represent Chinese characters, especially after the raise of BERT [5], which raised the 
baselines for almost all fields of NLP. However, these methods overlooked the infor-
mation inside words or characters like Chinese glyph. There have been studies, focusing 
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on internal components of words or characters. In English field, researchers [6] used 
Convolutional Neural Network (CNN) to encode the spelling of words for sequence 
tagging task. This method is not suitable for Chinese NER, as Chinese is not alphabet-
ical language but hieroglyphic language. Chinese characters can be further segmented 
into radicals. For example, character “抓”(grasp) is constitutive of “扌”(hand) and 
“爪”(claw). Study on radical-based character embedding [7] confirmed the effective-
ness of these components in Chinese.  
Further, researchers turned attention to regard Chinese characters as graphs for glyph 
encoding. Some researchers [8, 9, 25] tried running CNNs to capture glyph information 
in character graphs. However, these works just obtained neglectable improvement on 
trial. Avoiding the shortcomings of previous works, Meng et al. [2] proposed a glyph-
based BERT model called Glyce, which achieved SOTA performances in various NLP 
tasks including NER. They adopted Tianzige-CNN to encode seven historical and con-
temporary scripts of each Chinese character. Tianzige is a traditional form of Chinese 
calligraphy, which conforms the radical distribution inside a Chinese character. Then 
Transformer [10] was used as sequence encoder in Glyce. Further, Sehanobish and 
Song [11] proposed a glyph-based NER model called GlyNN, which encoded only Hei 
Ti font of each character to offer glyph information and used BiLSTM-CRF as se-
quence tagger. Moreover, representations of non-Chinese characters were taken into 
consideration carefully in GlyNN. Compared with Glyce, GlyNN with BERT achieved 
comparable performance in multiple NER datasets, using less glyph resource and 
smaller CNN. It proved that historical scripts are meaningless for NER to some extent. 
We suspect this is because the types and numbers of entities in modern Chinese are far 
more abundant and complex than the ones in ancient times. 
The above works just encoded the glyph and distributed representation independently. 
They ignored the interactive knowledges between glyphs and contexts, which have 
been widely studied in the field of multimodal deep learning [12, 13, 14]. Moreover, as 
the meaning of Chinese character is not complete, we suspect that encoding each char-
acter glyph individually is not an appropriate approach. In fact, interactive knowledge 
between the glyphs of neighboring characters maybe benefit the NER task. For example, 
characters in tree names like “杨树”(aspen), “柏树”(cypress) and “松树”(pine tree) 
have the same radical “木”(wood), but characters of an algorithm name “决策树”(de-
cision tree) have no such pattern. There are more similar patterns in Chinese language, 
which can be differentiated by interactive knowledge between neighboring glyphs. 
Therefore, we propose the FGN, Fusion Glyph Network for Chinese NER. The major 
innovations in FGN include: (1) a novel CNN structure called CGS-CNN, Character 
Graph Sequence CNN is offered for glyph encoding. CGS-CNN may capture potential 
information between the glyphs of neighboring characters. (2) We provide a fusion 
method with out-of-sync sliding window and Slice-Attention to capture interactive 
knowledge between glyph representation and character representation.  
FGN is found to improve the performance of NER, which outperforms other SOTA 
models on four NER datasets (Section 4.2). In addition, we verify and discuss the in-
fluence of various proposed settings in FGN (Section 4.3).  
2 Related Work 
Our work is related to neural network for NER. Ronan et al. [15] proposed the 
CNN-CRF model, which obtained competitive performance to various best statistical 
 NER models. LSTM-CRF [16] was the mainstream component in subsequent NER 
models at present. To enhance word-level representation, Ma and Hovy [6] proposed 
the LSTM-CNN-CRF structure for sequence labeling, which adopted CNNs to encode 
the spelling of each English word for semantic enhancement. Further, a coreference 
aware representation learning method [17] was proposed, which was combined with 
LSTM-CNN-CRF for English NER. In Chinese field, Dong et al. [18] organized radi-
cals in each character as sequence and used LSTM to capture radical information for 
Chinese NER task. Zhang et al. [19] proposed a novel NER method called lattice-
LSTM, which skillfully encoded Chinese characters as well as all potential words that 
match a lexicon. Drawing on Lattice-LSTM, Word-Character LSTM (WC-LSTM) [20] 
was proposed, which added word information into the start and the end characters of a 
word to alleviate the influence of word segmentation errors. 
Currently, knowledge from vision has been widely-used in NLP. We simply divide 
these relative researches into two categories according to the source of vision 
knowledge: glyph representation learning and multimodal deep learning. The Former 
is scarce as mentioned earlier. Here, we transform the input sentences to graph se-
quences for 3D encoding. To our knowledge, we are the first to encode character glyph 
in sentence-level by 3D convolution [21], which was mostly proposed to encode video. 
The latter is current hotspot in various NLP fields. Zhang et al. [12] proposed an adap-
tive co-attention network for tweets NER, which adaptively balanced the fusion pro-
portions of image representation and text representation from a tweet. With reference 
of BERT, a multimodal BERT [13] was proposed for target-oriented sentiment classi-
fication. Multiple self-attention layers [9] were used in this model to capture interactive 
information after concatenating BERT and visual representation. Further, Mai et al. 
[14] proposed a fusion network with local and global perspective for multimodal affec-
tive computing. They provided a sliding window to slice multimodal vectors and fused 
each slice pair by outer product function. And attentive Bi-directional Skip-connected 
LSTM was used to combine slice pairs. Our method borrows the ideas of above-men-
tioned methods for multimodal fusion. Different from their work that fused the sen-
tence-level representation, we focus on character-level fusion for Chinese NER. 
3 Model 
In this section, we introduce the FGN in detail. As shown in Fig. 1, FGN can be divided 
into three stages: representation stage, fusion stage and tagging stage. We follow the 
strategy of character-based sequence tagging for Chinese NER. 
 
3.1 Representation Stage 
Being encoded by BERT and CGS-CNN, character representation and glyph represen-
tation are used in FGN. In addition, we encode the radicals of each character for com-
plementarity test between glyph representation and radical representation. Radical rep-
resentation here is used as additional feature, which will not be used for representation 
fusion in FGN. Detail of these representations are as followed. 
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Fig. 1. Architecture of the FGN for named entity recognition. 
BERT. BERT is a multi-layer Transformer encoder, which offers distributed represen-
tations for words or characters. We use the Chinese pre-trained BERT to encode each 
character in sentences. Different from the normal fine-tuning strategy, we first fine-
tune BERT on training set with a CRF layer as tagger. Then freeze the BERT parame-
ters and transfer them to another BERT structure, which is a part of the FGN.  experi-
ment in Section 4.3 shows the effectiveness of this strategy. 
 
 
Fig. 2. Architecture of CGS-CNN with a input sample “我爱踢球” (I love playing foot-
ball). “f”, “k”, “s”, “p” stand for kernel number, kernel size, stride, and pooling window 
size. “g_s” represents the tensor size of output from each layer. 
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 CGS-CNN. Fig. 2 depicts the architecture of CGS-CNN. We only choose the simple 
Chinese script to generate glyph vectors, as the past work [11] showed that using only 
one Chinese script achieved comparative performance as well as seven scripts. The 
input format for CGS-CNN is character graph sequence. We first convert sentences to 
graph sequences, in which characters are replaced with 50×50 gray-scale graphs. Char-
acters which are not Chinese may be given corresponding initialize matrices with pa-
rameters between 0 and 1. Then we provide two 3×3×3 3D convolution layers to encode 
graph sequence and output each 50×50 graph with 8 channels. 3D convolution can ex-
tract feature from both spatial and temporal dimensions, which means each glyph vector 
may obtain additional glyph information from the neighboring graphs. Using padding 
on the dimension of graph sequence, we may keep the length of graph sequence con-
stant after passing through 3D convolution, which is necessary for character-based tag-
ging. Then the output of 3D convolution may pass through several groups of 2D con-
volution and 2D max pooling to compress each graph to 2×2 Tianzige-structure with 
64 channels. In order to filter noises and blank pixels, we flatten the 2×2 structures and 
adopt a 1D max pooling to extract glyph vector for each character. The size of glyph 
vectors is set to 64, which is much smaller than the size of Tianzige-CNN output (1024 
dimension).  
Different from Glyce that sets image classification task to learn glyph representation, 
we learn the parameters of CGS-CNN while training whole NER model in domain da-
tasets.  
Radical Representation. We organized Chinese character as radical sequence. For ex-
ample, character “朝” (morning) can be divided into {“十” (ten), “日” (sun), “十”, 
“ 月 ” (moon)}. Radical embedding for a character can be defined as 
𝑟={𝑟1, 𝑟2, … 𝑟𝑙−1, 𝑟𝑙}. Where 𝑙 represents the number of radicals in character and 𝑟1 rep-
resents the embedding of the 1th radical. Then self-attention [9] is adopted to encode 
this radical embedding: 
𝑟′=𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑟𝑊𝑄𝑊𝐾
𝑇
𝑟𝑇
√𝑑𝑟
)𝑟𝑊𝑉                                     (1) 
 
Where 𝑊𝑄 , 𝑊𝐾 , 𝑊𝑉  represent the initialized weights of the self-attention. After 
that, pass through a max pooling layer to extract radical features and obtain the radical 
vector 𝑟_𝑣 for a character: 
𝑟_𝑣=𝑝𝑜𝑜𝑙 (𝑟′)                                              (2) 
 
3.2 Fusion Stage 
We provide a sliding window to slide through both BERT and glyph representations. 
In sliding window, each slice pair is computed by outer product to capture local inter-
active features. Then Slice-Attention is adopted to balance the importance of each slice 
pair and combine them to output fusion representation. 
Out-of-sync Sliding Window. Sliding window has been applied in multimodal affec-
tive computing [14] as mentioned above. The reason for using sliding windows is that 
directly fusing vectors with outer product would exponentially expand vector size, 
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which increases space and time complexity for subsequent network. However, this 
method requires the multimodal representations to have the same size, which is not 
suitable to slide through both BERT vector and glyph vector. Because character repre-
sentations of BERT have richer semantic information than glyph representations, re-
quiring a bigger vector size. Here we provide an out-of-sync sliding window that can 
satisfy different vector sizes while keeping the same number of slices. 
Assume that we have one Chinese character with character vector defined as 𝑐_𝑣 ∈
ℝ𝑑
𝑐
 and glyph vector defined as 𝑔_𝑣 ∈ ℝ𝑑
𝑔
. Here 𝑑𝑐 and 𝑑𝑔 stand for the sizes of two 
vectors. To keep the same number of the slices of these two vectors after passing 
through the sliding window, the setting of sliding window needs to meet the following 
limitation: 
𝑛 =
𝑑𝑐 − 𝑘𝑐
𝑠𝑐
+ 1 =
𝑑𝑔 − 𝑘𝑔
𝑠𝑔
+ 1, 𝑛 ∈ N∗                                 (3) 
 
Where 𝑛 is a positive integer, standing for slice number of two vectors; 𝑘𝑐 and 𝑠𝑐 
respectively stand for window size and stride of character vector. 𝑘𝑔 and 𝑠𝑔 respec-
tively represent window size and stride for glyph vector. The strategy we use to satisfy 
this condition is to limit the hyper-parameters of sliding window such that 𝑑𝑐, 𝑘𝑐 and 
𝑠𝑐 are respectively an integral multiple of 𝑑𝑔, 𝑘𝑔 and 𝑠𝑔 . 
To get slice pairs, we first calculate the left border index of sliding window at each 
stride: 
𝑖 ∈ {1,2,3⋯ , 𝑛}                                                         (4) 
𝑝(𝑖)
𝑐 = 𝑠𝑐(𝑖 − 1)                                                 (5) 
𝑝(𝑖)
𝑔 = 𝑠𝑔(𝑖 − 1)                                                 (6) 
 
Where 𝑝(𝑖)
𝑐 and 𝑝(𝑖)
𝑔
represent the boundary index of sliding window respectively for 
character and glyph vector at the 𝑖th stride. Then we can obtain each slice during the 
following formula: 
𝑐_𝑠(𝑖) = {𝑐_𝑣(𝑝(𝑖)
𝑐 +1), 𝑐_𝑣(𝑝(𝑖)
𝑐 +2)  … , 𝑐_𝑣(𝑝(𝑖)
𝑔
+𝑘𝑐)}                           (7) 
𝑔_𝑠(𝑖) = {𝑔_𝑣(𝑝(𝑖)
𝑔
+1), 𝑔_𝑣(𝑝(𝑖)
𝑔
+2)  … , 𝑔_𝑣(𝑝(𝑖)
𝑔
+𝑘𝑔)}                          (8) 
 
Where 𝑐_𝑠(𝑖)  and 𝑔_𝑠(𝑖)  represent the 𝑖 th slices respectively from two vectors; 
𝑐_𝑣(𝑝(𝑖)
𝑐 +1) stands for the value at (𝑝(𝑖)
𝑐 + 1)th dimension of 𝑐_𝑣.  
In order to fuse two slices in a local perspective, outer product is adopted to generate 
an interactive tensor, as shown in the formula: 
 
𝑚𝑖 = 𝑂𝑢𝑡𝑒𝑟(𝑐_𝑠(𝑖),𝑔_𝑠(𝑖))
  = [
𝑐_𝑣𝑝(𝑖)
𝑐 +1𝑔_𝑣𝑝(𝑖)
𝑔
+1, ⋯ 𝑐_𝑣𝑝(𝑖)
𝑐 +1𝑔_𝑣𝑝(𝑖)
𝑔
+𝑘𝑔
⋮ ⋱ ⋮
𝑐_𝑣𝑝(𝑖)
𝑔
+𝑘𝑐𝑔_𝑣𝑝(𝑖)
𝑔
+1, ⋯ 𝑐_𝑣𝑝(𝑖)
𝑔
+𝑘𝑐𝑔_𝑣𝑝(𝑖)
𝑔
+𝑘𝑔
]
                           (9) 
 
Where 𝑚𝑖 ∈ ℝ
𝑑𝑐×𝑑𝑔 stands for fusion tensor of the 𝑖th slice pair; 𝑐_𝑣𝑝(𝑖)
𝑐 +1𝑔_𝑣𝑝(𝑖)
𝑔
+1 
represent product result between the 𝑝(𝑖)
𝑐 + 1th value in 𝑐_𝑣 and the 𝑝(𝑖)
𝑔 + 1th value in 
 g_𝑣 . During outer product, we may obtain all product result among elements from two 
vectors.  
Then we flatten tensor 𝑚𝑖 to vector 𝑚𝑖
′ ∈ ℝ𝑑
𝑐𝑑𝑔. Representation of slices for one 
character can be represented as: 
𝑚′={𝑚1
′ , 𝑚2
′ , … 𝑚𝑛−1
′ , 𝑚𝑛
′ }, 𝑚′ ∈ ℝ𝑛×(𝑘
𝑐𝑘𝑔)                          (10) 
Where 𝑚′ contains 𝑛 fusion vectors of slice pairs. The size of each vector is 𝑘𝑐𝑘𝑔. 
Slice-Attention. Outer product enriches the interactive information for characters at 
the same time generates more noises, as many features are irrelevant. With reference to 
attention mechanism, we propose the Slice-Attention, which can adaptively quantify 
the importance of each slice pair and combined them to represent a character. Im-
portance of slice pair can be quantified as: 
 
𝑎𝑖 = 
𝑒𝑥 𝑝 (𝜎(𝑣)⨀𝜎(𝑊𝑠𝑙𝑖𝑐𝑒⨀𝑚𝑖
′ + 𝑏𝑠𝑙𝑖𝑐𝑒))
∑ 𝑒𝑥 𝑝 (𝜎(𝑣)⨀𝜎(𝑊𝑠𝑙𝑖𝑐𝑒⨀𝑚𝑖
′ + 𝑏𝑠𝑙𝑖𝑐𝑒))𝑛𝑖=1 + 𝜀
                        (11) 
 
Where 𝑎𝑖 stands for importance value of the 𝑖th slice pair; 𝜎 is Sigmoid function and 
⨀ is dot product. Sigmoid function here may limit the value range in vectors between 
0 and 1, which ensures subsequent dot product computing meaningful. 𝑊𝑠𝑙𝑖𝑐𝑒 ∈
ℝ(𝑘
𝑐𝑘𝑔)×(𝑘𝑐𝑘𝑔)  and 𝑏𝑠𝑙𝑖𝑐𝑒 ∈ ℝ𝑘
𝑐𝑘𝑔  stand for initialized weight and bias. 𝑣 ∈ ℝ(𝑘
𝑐𝑘𝑔) 
imitates the query in self-attention [9], which is another initialized weight. ε represents 
is a constant with the value of 1e-7.  
Finally, we fuse the vectors of slice pairs by weighted average computation and ob-
tain fusion vector 𝑓𝑣 for a character: 
 
𝑓_𝑣 =  ∑ 𝑎𝑖𝑚𝑖
′𝑛
𝑖=1                                                (12) 
 
3.3 Tagging Stage 
We concatenate each vector in character-level before tagging. Two groups of represen-
tation are set to represent each character. Character representation without radical is 
concatenated as 𝑐𝑜𝑛𝑐𝑎𝑡(𝑓_𝑣, 𝑔_𝑣, 𝑐_𝑣) , another one is concatenated by 
𝑐𝑜𝑛𝑐𝑎𝑡(𝑓_𝑣, 𝑔_𝑣, 𝑐_𝑣, 𝑟_𝑣). The final representation of a sentence can be defined as 
𝑥 = {𝑥1, 𝑥2 … , 𝑥𝜏}, where 𝜏 stands for the length of sentence. Then BiLSTM is adopted 
as sequence encoder and CRF is adopted as decoder for named entity tagging. 
BiLSTM. LSTM (Long Short Terms Memory) units contain three specially designed 
gates to control information transmission along a sequence. To encode sequence infor-
mation of 𝑥, we use a forward LSTM network to obtain forward hidden state and a 
backward LSTM network to obtain backward hidden state. Then the two hidden states 
are combined as: 
ℎ = 𝐿𝑆𝑇𝑀⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑥) + 𝐿𝑆𝑇𝑀⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ (𝑥)                                          (13) 
 
Here ℎ = {ℎ1, ℎ2 … , ℎ𝜏} is the hidden representation for characters. We sum the cor-
responding values between two hidden states to create the ℎ. 
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𝑃(𝑦|𝑠) =
𝑒𝑥𝑝(∑ (𝑊𝑙𝑖
𝑐𝑟𝑓ℎ𝑖 + 𝑏(𝑙𝑖−1,𝑙𝑖)
𝑐𝑟𝑓 ))𝜏𝑖=1
∑ 𝑒𝑥𝑝(∑ (𝑊
𝑙𝑖
′
𝑐𝑟𝑓ℎ𝑖 + 𝑏(𝑙𝑖−1
′ ,𝑙𝑖
′)
𝑐𝑟𝑓 )𝜏𝑖=1 )𝑦′
                           (14) 
 
Where 𝑦′ represents a possible label sequence; 𝑊𝑙𝑖
𝑐𝑟𝑓
 represents the weight for 
𝑙𝑖; and 𝑏(𝑙𝑖−1,𝑙𝑖)
𝑐𝑟𝑓
 is the bias from 𝑙𝑖−1 to 𝑙𝑖.  
After CRF decoding, we use first-order Viterbi algorithm to find the most probable 
label sequence for a sentence. Assume that there is a labeled set {(𝑠𝑖 , 𝑦𝑖)}|𝑖=1
𝑁 , we min-
imize the below negative log-likelihood function to train the whole model: 
 
𝐿 = −∑ 𝑙𝑜𝑔 (𝑃(𝑦𝑖|𝑠𝑖))
𝑁
𝑖=1                                       (15) 
4 Experiments  
In Section 4.1 and Section 4.2, we introduce the situation of datasets we use and some 
setting of the follow-up experiments. The main experiment result can be found in Sec-
tion 4.2, where we set a comparison of our model and various SOTA models. FGN we 
proposed are tested for 10 times in each dataset to compute the average Precision (P), 
Recall (R), F1-socre (F1). In Section 4.3, we test some main components in FGN and 
each component is also test for 10 times to compute the average metrics.  
 
4.1 Experimental Settings 
Dataset. Four widely-used NER datasets are chosen for experiments, including Onto-
Notes 4 [22], MSRA [23], Weibo [24] and Resume [19]. All of these Dataset is anno-
tated with a BMES tagging scheme. Among them, OntoNotes 4 and MSRA are in news 
domain; Weibo is annotated from Sina Weibo, a social media in China. These three 
datasets only contain traditional name entities, such as location, personal name and or-
ganization. Resume was annotated from personal resumes with 8 types of named enti-
ties.  
Character-based BERT we use has been pre-trained by Google2. Following the de-
fault configuration, output vector size of each character is set to 764. Character graphs 
we used are collected from Xinhua Dictionaries3 with the number of 8630. We covert 
these graphs to 50×50 gray-scale graph. Radicals for each character are collected ac-
cording to the work [18]. Max length of radicals for each character is set to 7 and the 
size of radical embedding is set to 32.  
Hyper-Parameter Setting. We use Dropout mechanism for both character representa-
tion and radical representation. Dropout rate of CGS-CNN is set to 0.2 and the one of 
radical self-attention is set to 0.5. The hidden size of LSTM is set to 764 and the dropout 
rate of LSTM is set to 0.5. As mentioned in Section 3.2, window size and stride in 
sliding window of character vector are respectively an integer multiple of the ones for 
 
2 https://github.com/google-research/bert 
3 http://zidian.aies.cn/ 
 glyph vectors. Thus, we set size and stride of the former to 96 and 8, and the later to 12 
and 1 according to empirical study. Adam is adopted as optimizer for both BERT fine-
tuning and NER model training. Learning rates for fine-tuning condition and training 
condition are different. The former one is set to 0.00002, and the latter one is set to 
0.002.  
 
4.2 Main Result  
Table 1 shows some detailed statistics of FGN, compared with other SOTA model on 
four NER datasets. Here FGN represents the proposed model without extra radical rep-
resentation; FGN+radical represents the proposed model with extra radical representa-
tion as mentioned in Section 3.1. Both FGN and FGN+radical apply BiLSTM-CRF as 
tagger. Lattice LSTM [19] and WC-LSTM [20] are the SOTA model without BERT, 
combining both word embedding and character embedding. Glyce [2] is the SOTA 
BERT-based glyph network as mentioned earlier. GlyNN [11] is another SOTA BERT-
based glyph network. Especially, we select the average F1 of GlyNN for comparison 
as we also adopt the average F1 as metric. For other baselines, we select their result 
shown in trial, as they have not illustrated whether they used the average F1 or not. 
Table 1. Detailed statistics of FGN on Weibo and MSRA 
Table 2. Detailed statistics of FGN on Resume and OntoNote 4. 
 
As can be seen, FGN and FGN+radical outperform other SOTA models in all four 
datasets. Compared with BERT, F1 of FGN obtains obvious boosts of 2.89%, 0.63%, 
Model 
Weibo MSRA 
P R F1 P P F1 
Lattice-LSTM 53.04 62.25 58.79 93.57 92.79 93.18 
WC-LSTM 52.55 67.41 59.84 94.58 92.91 93.74 
BERT 66.88 67.33 67.12 94.97 94.62 94.80 
Glyce 67.68 67.71 67.70 95.57 95.51 95.07 
GlyNN N/A N/A 69.20 N/A N/A 95.21 
FGN 67.82 72.40 70.01 95.24 95.60 95.43 
FGN+radical 69.21 70.60 69.90 95.57 95.46 95.51 
Model 
Resume OntoNote 4 
P R F1 P R F1 
Lattice-LSTM 93.57 92.79 93.18 76.35 71.56 73.88 
WC-LSTM 95.27 95.15 95.21 76.09 72.85 74.43 
BERT 96.12 95.45 95.78 78.01 80.35 79.16 
Glyce 96.62 96.48 96.54 80.87 80.40 80.62 
GlyNN N/A N/A 95.66 N/A N/A N/A 
FGN 96.29 96.68 96.47 82.41 81.28 81.84 
FGN+radical 96.47 96.69 96.58 81.23 83.26 82.19 
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0.70% and 2.68% respectively on Weibo, MSRA, Resume and OntoNote 4. Improve-
ment of FGN is obvious on datasets with high recognition difficulty like Weibo and 
OntoNote 4, which shows that glyph information may enhance the representation of 
characters as additional semantic information for Chinese NER tasks. Further, FGN 
outperforms the SOTA glyph networks like Glyce and GlyNN on all four datasets. FGN 
with extra radical representation slightly outperforms FGN in three datasets, except for 
Weibo, which is less formal in expression. It seems that glyph representation and radi-
cal representation are complementary in some cases. One probable cause is that CGS-
CNN mainly encodes the information of overall glyph for characters, which inevita-
bly leaves out some knowledge from radical-level.  
 
4.3 Ablation Study 
Here we discuss the influences of various settings and components in FGN. The com-
ponents we investigate contain: CNN structure, named entity tagger and fusion method. 
Weibo dataset is used for these illustrations.  
Effect of CNN structure. As shown in Table 3, we investigate the performances of 
various CNN structures while keeping other settings of FGN unchanged. In this table, 
“2d” represents the CGS-CNN with no 3D convolution layer. “avg” represents that 1D 
max pooling in CGS-CNN is replaced by 1D average pooling. 2D CNN represents the 
CNN structure with only 2D convolution and 2D pooling layers. Tianzige-CNN is pro-
posed from Glyce. 
As can be seen, the common 2D-CNN structure obtains the worse result, as it com-
pletely overlooks the information of Tianzige structure and neighbor character glyph. 
Comparing with Tianzige-CNN, using CGS-CNN introduces a boost of 0.42% in F1. 
Compared with 2D convolution, Using FGN with 3D convolution introduces a boost of 
1.08% in F1, which confirmed the benefit from adjacent glyph information of phrases 
or words. Otherwise, max pooling works better than average pooling when capture fea-
ture in Tianzige structure. As mentioned earlier, max pooling here may filter some 
blank pixels and noises in character graphs. 
Table 3. Performances of various CNN structures on Weibo dataset. 
CNN-type P R F1 
CGS-CNN2d 67.56 70.45 69.01 
CGS-CNNavg 68.13 70.35 69.22 
2D-CNN 66.75 71.45 68.93 
Tianzige-CNN 69.94 69.24 69.59 
CGS-CNN 67.82 72.40 70.01 
Table 4. Performances of various taggers on Weibo dataset. 
tagger-type P R F1 
CRF 69.44 69.10 69.26 
LSTM-CRF 69.77 69.60 69.69 
BiLSTM-CRF 67.82 72.40 70.01 
Transformer 72.14 66.08 68.98 
 Effect of Named Entity Tagger. Some widely-used sequence taggers are chosen to 
replace BiLSTM-CRF in FGN for discussion. Table 4 shows the performances of var-
ious chosen taggers. As can be seen, methods that based on LSTM and CRF outperform 
Transformer [9] encoder in NER task. In fact, Most of the SOTA NER methods [11, 
19, 20] prefer to use BiLSTM rather than Transformer as their sequence encoder.  Com-
pared with only CRF, LSTM-CRF introduces a boost of 0.43% in F1. In addition, bidi-
rectional LSTM introduces a further boost of 0.32% in F1. In this experiment, LSTM-
CRF performed better than Transformer in NER task.  
Effect of Fusion Method. We investigate the performances of different setting in fu-
sion stage as shown in Table 5. In this table, “concat” represents concatenating glyph 
and BERT representation without any fusion; “no freeze” represents FGN with traina-
ble BERT; “avg pool” and “max pool” represent that Slice-Attention in FGN is respec-
tively replaced by pooling or max pooling; “outer-fc” represents the FGN without slid-
ing windows, applying outer product and a fully connected layer with 128 units to di-
rectly fuse the output of BERT and CGS-CNN. In addition, we reset the window size 
to (196, 16), (48, 4) and the stride to (24, 2) in sliding window respectively for character 
and glyph representations to test the FGN. 
Compared to directly concatenating vectors from glyph and BERT, FGN introduces 
a boost of 0.58% in F1, which confirms the effectiveness of our fusion strategy. FGN 
with the strategy of fine-tuning and freezing BERT in different stages outperforms the 
FGN with a trainable BERT. We suspect is because that fine-tuning BERT only re-
quires minimal learning rate but initialized parameters of FGN need to set a larger 
learning rate for adjusting. Using Slice-Attention outperforms using average pooling or 
max pooling in FGN, as Slice-Attention adaptively balances information of each slices 
and pooling layer only filter information statically. Using sliding window outperforms 
directly computing outer product of two vectors with a boost of 0.20% in F1. It confirms 
that sliding window not only reduces the dimension of output vector from outer prod-
uct, but also enhances the performance of interactive information extraction. Otherwise, 
sliding window with the setting in Section 4.1 slightly outperforms other hyper-param-
eter settings.  
Table 5. Performances of different fusion settings on Weibo dataset. 
fusion-type P R F1 
concat 68.13 70.35 69.43 
no freeze 65.92 73.87 69.67 
avg pool 68.00 72.61 69.11 
max pool 68.60 70.40 69.64 
outer-fc 67.90 72.36 69.81 
w(196, 16) 69.58 70.10 69.84 
w(48, 4) 69.25 70.22 69.73 
s(24, 2) 68.07 72.00 69.98 
FGN 67.82 72.40 70.01 
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5 Conclusion 
In this paper, we focus on extracting Chinese glyph information and fusing it into char-
acter representation. Analyzing and reforming some existing works of both multimodal 
representation learning and glyph representation learning, we propose the FGN for Chi-
nese NER. In FGN, a novel CNN structure called CGS-CNN was applied to capture 
both glyph information and interactive information between the neighboring graphs. 
Then a fusion method with out-of-sync sliding window and Slice-Attention is adopted 
to fuse the output representations from BERT and CGS-CNN, which may offer extra 
interactive information for NER tasks. Experiments are conducted on four NER da-
tasets, showing that FGN with LSTM-CRF as tagger obtained SOTA performance on 
all four datasets. Further, influences of various settings and components in FGN are 
discussed during ablation study.  
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