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ABSTRACT 
 
W or d  s e n s e  d i s a m b i g u a t i on  i s  on e  of  n a t u r a l  l a n g u a g e  pr oc e s s i n g  t a s k s .   
T h i s  t h e s i s  pr opos e s  n e w  i d e a  f or  t h e  w or d  s e n s e  d i s a m b i g u a t i on  b y  u s i n g  c on t e x t  
w i n d ow .   T h e  m od e l  of  W or d  S e n s e  D i s a m b i g u a t i on  a n d  A t t r i b u t e  S e l e c t i on  (W S D _ A S ) 
U s i n g  G a i n  R a t i o a n d  R B F  N e u r a l  N e t w or k  h a s  b e e n  c on s t r u c t e d  a n d  d e v e l ope d  f or  t h e  
w or d  s e n s e  d i s a m b i g u a t i on .   V i s u a l  B a s i c . N e t ,  S e n s e  T ool s ,  a n d  N S P  a r e  u s e d  f or  
pr og r a m m i n g  i n  or d e r  t o a r r a n g e  t h e  d a t a  i n t o t h e  f or m a t  of  a r f f .   C om m a n d  L i n e  
I n t e r f a c e  of  W E K A  i s  u s e d  t o c l a s s i f y  t h e  w or d  s e n s e .   T h e  m od e l  of  w or d  s e n s e  
d i s a m b i g u a t i on  c om pos e s  of  4 s t e ps ;   s t e p 1 ) pr e pa r i n g  d a t a  s t or a g e  b y  e l i m i n a t i n g  
s t opl i s t  w or d s ,  s t e p 2 ) c r e a t i n g  a t t r i b u t e  u s i n g  b ot h  l e f t -h a n d  a n d  r i g h t -h a n d  s i d e s ,      
s t e p 3 ) s e l e c t i n g  a t t r i b u t e  b y  t h e  t e c h n i q u e  of  G a i n R a t i oA t t r i b u t e E v a l ,  a n d  s t e p           
4) c l a s s i f y i n g  t h e  w or d  s e n s e  b y  u s i n g  a l g or i t h m  R B F  N e u r a l  N e t w or k .  T h e  e x pe r i m e n t a l  
r e s u l t  w i t h  t h e  S e n s e v a l -2  c or pu s  of  v a r i ou s  a m b i g u ou s  w or d s  w h e n  c om pa r i n g  w i t h  
ot h e r  s t u d i e s  i n d i c a t e s  t h a t  t h e  pr e s e n t e d  m od e l  g i v e s  h i g h e s t  a c c u r a c y .         
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' 	# 2 	
 !  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!  . 4 $	
 *  "   6 0! ! 
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G ain R atio  *  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,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- I nf oG ainA ttrib uteE v al  
 	
0! !   .
4 $ I nf orm ation G ain %%+	#%%&$
8  $%&  * 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 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et al., 2004) 
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 !    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3- 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and  W ong, 2007)  
- R elief F A ttrib uteE v al  	
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 3 K  / 	# 1 " % / %& ' 	# 0  
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 (H uang et 
al., 2004 ;  S y m eonid is et al., 2007)  
2) A ttrib ute S ub set E v aluators 	#	
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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!  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 !   S ingle-
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!  .	
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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 
3 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  3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 $%&  * %+ 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 ! 
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,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,
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
 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,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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$! . '  +0! ,0 (I np ut Lay er) %& / ,
 &! !  +6 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$+ (Multilay er Percep tron Neural Netw ork :  MLP) 	
!  $ 
 6 
+0! ,0 (I np ut Lay er) +6  !  (H id d en Lay er) 
+(. (Outp ut Lay er) 6 1&
 30!  H id d en Lay er %* 1&$! .*  ! 8'  
4 0$	
" %$ 
%$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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< ? x m l v e r si o n = " 1.0 "  e n c o d i n g = " i so -8 8 5 9 -1"  ? >  
< ! D O C TY PE  c o r p u s SY STE M  
  " le x i c al-sam p le .d t d " >  
  < c o r p u s lan g = ' e n g li sh ' >  
< le x e lt  i t e m = " ar t .n " >  
< i n st an c e  i d = " ar t .40 0 0 1"  d o c sr c = " bn c _ A C N_ 245 " >  
< an sw e r  i n st an c e = " ar t .40 0 0 1"  se n se i d = " a r t % 1: 0 6: 0 0 : : " / >  
< c o n t e x t >  
 
 Th e i r  m u lt i sc r e e n  p r o j e c t i o n s o f  sli d e s an d  f i lm  lo o p s h av e  f e at u r e d  i n  o r bi t al p ar t i e s 
, at  t h e  A st o r i a an d  H e av e n  , i n  R i f at  O z be k  < ' >  s 19 8 8  < / >  8 9  f ash i o n  sh o w s , an d  
at  E n e r g y  < ' >  s r e c e n t  D o c k lan d s all < ->  d ay e r  . F r o m  t h e i r  r e si d e n c y  at  t h e  F r i d g e  
d u r i n g  t h e  f i r st  su m m e r  o f  lo v e  , H alo  u se d  sli d e  an d  f i lm  p r o j e c t o r s t o  t h r o w  u p  a 
c o llag e  o f  o p  < ->  ar t  p at t e r n s , f i lm  lo o p s o f  d an c e r s li k e  E  < ->  B o y  an d  W u m n i  , an d  
u n i q u e  f r ac t als d e r i v e d  f r o m  v i d e o  f e e d bac k  . < & >  bq u o  ;  W e  < ' >  r e  n o t  aw ar e  o f  
c r e at i n g  a v i su al i d e n t i f y  f o r  t h e  h o u se  sc e n e  , be c au se  w e  < ' >  r e  r i g h t  i n  t h e r e  . W e  
se e  a d an c e r  at  a r av e  , f i lm  h i m  lat e r  t h at  w e e k  , an d  p r o j e c t  h i m  at  t h e  n e x t  r av e  . 
< & >  e q u o  ;  < [ >  h i  < ] >  B e n  L e w i s < [ / >  h i  < ] >  H alo  c an  be  c o n t ac t e d  o n  0 7 1 7 38  3248  
. < [ >  p t r  < ] [ / >  p  < ]  [ >  c ap t i o n  < ]  < >  h e ad  < > >  A r t  < < / >  h e ad  < > >  y o u  c an  d an c e  t o  
f r o m  t h e  c r e at i v e  g r o u p  c alle d  H alo  < [ / >  c ap t i o n  < ]  [ / >  d i v 2 < ]  [ >  d i v 2 < ]  [ >  h e ad  < ] >   
< / c o n t e x t >  
< / i n st an c e >  
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                             2( ) ( ) log ( ( ))
y Y
H Y p y p y
∈
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                        2( | ) ( ) ( | ) log ( ( | ))
x X y Y
H Y X p x p y x p y x
∈ ∈
= −∑ ∑                         (2.3) 
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1) M u lt i q u ad r at i c s: ϕ( x ) = ( x2 + c2 )1/2   #  c>0 
2) I n v e r se  m u lt i q u ad r at i c s: ϕ( x ) = 1 / ( x2 + c2 )1/2  
                                              #  c > 0 
3) G au ssi an : ϕ( x ) = exp( - x2 / 2σ 2 )  #   σ >0 
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( ) exp( || || / 2 )n i i iiF x w x x σ== − −∑                              (2.5 ) 
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< ? x m l  v e rsi o n=" 1.0" e nc o d i ng =" i so -8 8 5 9 -1" ? > 
< ! D O C T YP E  c o rp u s S YS T E M   " l e x i c al -sam p l e .d t d " > 
< c o rp u s l ang = ' e n g l i s h ' > 
< l e x e l t  i t e m =" art .n" > 
< i nst anc e  i d =" art .40002" d o c src =" b nc _A 7 0_26 36 "> 
 
 
< answ e r i nst anc e =" art .40002" se nse i d =" a r t %1:06 :00::" / > 
 
 
< c o nt e x t > 
L e e d s i s w e l l -e q u i p p e d  f o r sp o rt s, w i t h  21 g o l f  c o u rse s and  22 sp o rt s and  l e i su re  
c e nt re s, b u t  i f  al l  t h i s ac t i o n l e av e s y o u  f e e l i ng  i n ne e d  o f  a re st , y o u  c an al w ay s t ak e  
y o u rse l f  o f f  t o  t h e  t h e at re . L e e d s h as f o u r t o  c h o o se  f ro m . M o st  f am o u s i s t h e  L e e d s 
C i t y  V ari e t i e s, o ne  o f  t h e  o l d e st  m u si c  h al l s i n t h e  c o u nt ry  and  h o m e  o f  B B C  T V ' s 
[ h i ] T h e  G o o d  O l d  D ay s [ /h i ] .T h e re ' s al so  t h e  G rand  T h e at re , w h i c h  h o st s t o u ri ng  
c o m p ani e s and  i s t h e  p e rm ane nt  h o m e  o f  O p e ra No rt h . [ /p ]  [ p ]   
O ne  o f  Yo rk sh i re ' s f am o u s say i ng s i s & b q u o ; Wh e re  t h e re ' s m u c k , t h e re ' s 
b rass& e q u o ; . A nd , w h i l e  t h e re  m ay  no t  b e  a l o t  o f  m u c k  any  m o re , t h e re  i s st i l l  p l e nt y  
o f  b rass. [ /p ]  [ p ]  F o r, w h e n i t  c o m e s d o w n t o  i t , t h e re ' s no t h i ng  t o  b e at  a b rass b and . 
T h e re ' s al w ay s o ne  t o  b e  h e ard  so m e w h e re  d u ri ng  t h e  su m m e r & m d ash ;  i n t h e  
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p i az z a i n f ro nt  o f  t h e  < h e a d > a r t < / h e a d > g al l e ry  and  T o w n H al l  o r i n a p ark . 
< /c o nt e x t > 
< /i nst anc e > 
< /l e x e l t > 
< /c o rp u s> 
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< ?  x m l  v e r s i o n = " 1.0"  e n c o d i n g = " i s o -8 8 5 9 -1"  ? >  
< ! D O C T YP E  c o rp u s S YS T E M    "l e x i c al -sam p l e .d t d " > 
< c o rp u s l ang =' e ng l i sh ' > 
< l e x e l t  i t e m =" art .n" > 
< i nst anc e  i d =" art .40002" d o c src =" b nc _A 7 0_26 36 "> 
< answ e r i nst anc e =" art .40002" se nse i d =" art%1:06 :00::"/> 
< c o nt e x t > 
 L e e d s i s w e l l  < -> e q u i p p e d  f o r sp o rt s , w i t h  21 g o l f  c o u rse s and  22 sp o rt s and  
l e i su re  c e nt re s , b u t  i f  al l  t h i s ac t i o n l e av e s y o u  f e e l i ng  i n ne e d  o f  a re st  , y o u  c an 
al w ay s t ak e  y o u rse l f  o f f  t o  t h e  t h e at re  . L e e d s h as f o u r t o  c h o o se  f ro m  . M o st  f am o u s 
i s t h e  L e e d s C i t y  V ari e t i e s , o ne  o f  t h e  o l d e st  m u si c  h al l s i n t h e  c o u nt ry  and  h o m e  o f  
B B C  T V  < ' > s < [ > h i  < ] > T h e  G o o d  O l d  D ay s < [ /> h i  < ] > . T h e re  < ' > s al so  t h e  G rand  
T h e at re  , w h i c h  h o st s t o u ri ng  c o m p ani e s and  i s t h e  p e rm ane nt  h o m e  o f  O p e ra No rt h  
. < [ /> p  < ]  [ > p  < ] > O ne  o f  Yo rk sh i re  < ' > s f am o u s say i ng s i s < & > b q u o  ;  Wh e re  t h e re  
< ' > s m u c k  , t h e re  < ' > s b rass < & > e q u o  ;  . T h e re  < ' > s al w ay s o ne  t o  b e  h e ard  
so m e w h e re  d u ri ng  t h e  su m m e r < & > m d ash  ;  i n t h e  p i az z a i n f ro nt  o f  t h e  < < >  h e a d  
< > >  a r t  < < / >  h e a d  < > >  g al l e ry  and  T o w n H al l  o r i n a p ark  .  
< /c o nt e x t > 
< /i nst anc e > 
< /l e x e l t > 
< /c o rp u s> 
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 3.3 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L e e d s i s w e l l  < -> e q u i p p e d  f o r sp o rt s , w i t h  21 g o l f  c o u rse s and  22 sp o rt s and  l e i su re  
c e nt re s , b u t  i f  al l  t h i s ac t i o n l e av e s y o u  f e e l i ng  i n ne e d  o f  a re st  , y o u  c an al w ay s 
t ak e  y o u rse l f  o f f  t o  t h e  t h e at re  . L e e d s h as f o u r t o  c h o o se  f ro m  . M o st  f am o u s i s t h e  
L e e d s C i t y  V ari e t i e s , o ne  o f  t h e  o l d e st  m u si c  h al l s i n t h e  c o u nt ry  and  h o m e  o f  B B C  
T V  < ' > s < [ > h i  < ] > T h e  G o o d  O l d  D ay s < [ /> h i  < ] > . T h e re  < ' > s al so  t h e  G rand  
T h e at re  , w h i c h  h o st s t o u ri ng  c o m p ani e s and  i s t h e  p e rm ane nt  h o m e  o f  O p e ra No rt h  
. < [ /> p  < ]  [ > p  < ] > O ne  o f  Yo rk sh i re  < ' > s f am o u s say i ng s i s < & > b q u o  ;  Wh e re  t h e re  
< ' > s m u c k  , t h e re  < ' > s b rass < & > e q u o  ;  . A nd  , w h i l e  t h e re  m ay  no t  b e  a l o t  o f  
m u c k  any  m o re  , t h e re  i s st i l l  p l e nt y  o f  b rass . < [ /> p  < ]  [ > p  < ] > F o r , w h e n i t  c o m e s 
d o w n t o  i t  , t h e re  < ' > s no t h i ng  t o  b e at  a b rass b and  . T h e re  < ' > s al w ay s o ne  t o  b e  
h e ard  so m e w h e re  d u ri ng  t h e  su m m e r < & > m d ash  ;  i n t h e  p i az z a i n f ro nt  o f  t h e  < < >  
h e a d  < > >  a r t  < < / >  h e a d  < > >  g al l e ry  and  T o w n H al l  o r i n a p ark  . 
-  "  3.4 * 	6 .c o u nt  
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ac t .n.t b .138  ac t s ?  11 U nd e r/I N c u rre nt /J J  l aw /NN ,/, su c h /J J   
                su sp e c t s/NNS  are /V B P  i m m u ne /J J  f ro m /I N p ro se c u t i o n/NN f o r/I N 
                ac t s/NNS  c o m m i t t e d /V B N w h i l e /I N no t /R B  B ri t i sh /J J  c i t i z e ns/NNS  ./. 
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/\s(< [ ^ >] * >)* T o w n(< [ ^ >] * >)* \s/ @ nam e  = T o w n 
/\s(< [ ^ >] * >)* g al l e ry (< [ ^ >] * >)* \s/ @ nam e  = g al l e ry  
/\s(< [ ^ >] * >)* f ro nt (< [ ^ >] * >)* \s/ @ nam e  = f ro nt  
/\s(< [ ^ >] * >)* p i az z a(< [ ^ >] * >)* \s/ @ nam e  = p i az z a 
/\s(< [ ^ >] * >)* su m m e r(< [ ^ >] * >)* \s/ @ nam e  = su m m e r 
/\s(< [ ^ >] * >)* art (< [ ^ >] * >)* \s/ @ nam e  = art  
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% 	6$ @ at t ri b u t e  ' se nse c l ass'  # 3% 	
,  " 
,# 3 
' 
,
"  
,# 3 ' !  #( art  
'  3 
 $ art ~1:0 6 :0 0 :: art ~1:0 9:0 0 :: "  art ~1:0 4:0 0 ::  '% ( $ @ d at a # 3
6#,% ! ! 2' 
,  2(2  F e at u re  V e c t o r  ) 1,9 (! 
 % 	 
(  #  3   1   9 1  % 	'
 
, %  2(  #( { 0 ,0 ,0 ,0 ,0 ,1,0 , 
art % 1:0 4:0 0 ::}  9 1 % 	
, 5  $% 	 ] art ^  
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@ re l at i o n ' R E L A T I O N'  
@ at t ri b u t e  ' T o w n'  { 0 ,1} 
@ at t ri b u t e  ' g al l e ry '  { 0 ,1} 
@ at t ri b u t e  ' f ro nt '  { 0 ,1} 
@ at t ri b u t e  ' p i az z a'  { 0 ,1} 
@ at t ri b u t e  ' su m m e r'  { 0 ,1} 
@ at t ri b u t e  ' art '  { 0 ,1} 
@ at t ri b u t e  ' H al l '  { 0 ,1} 
@ at t ri b u t e  ' se nse c l ass'  { art % 1:0 6 :0 0 ::, art % 1:0 9:0 0 ::, art % 1:0 4:0 0 ::} 
@ d at a 
{ 0 ,0 ,0 ,0  ,1,1,0 ,art % 1:0 6 :0 0 ::} 
{ 1,1,1,1,1,1,1, art % 1:0 6 :0 0 ::} 
{ 0 ,0 ,0 ,0 ,0 ,1,0 , art % 1:0 4:0 0 ::} 
{ 0 ,0 ,0 ,0 ,0 ,1,0 , art % 1:0 9:0 0 ::} 
-  "  3.11 2 ! 2
, # 3 F e at u re  V e c t o r 
 (art .n.x m l .arf f  : * 	#	6!   x m l 2arf f .p l ) 
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 WE K A   9 1#	 ( c o m m e nt ) ! '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6$ art .n.x m l .arf f  ''',
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"        : t i l d e .p l  art .n.x m l   >> art .arf f  
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@ re l at i o n ' R E L A T I O N'  
@ at t ri b u t e  ' T o w n'  { 0 ,1} 
@ at t ri b u t e  ' g al l e ry '  { 0 ,1} 
@ at t ri b u t e  ' f ro nt '  { 0 ,1} 
@ at t ri b u t e  ' p i az z a'  { 0 ,1} 
@ at t ri b u t e  ' su m m e r'  { 0 ,1} 
@ at t ri b u t e  ' art '  { 0 ,1} 
@ at t ri b u t e  ' H al l '  { 0 ,1} 
@ at t ri b u t e  ' se nse c l ass'  { art ~1:0 6 :0 0 ::, art ~1:0 9:0 0 ::, art ~1:0 4:0 0 ::} 
@ d at a 
{ 0 ,0 ,0 ,0 ,1,1,0 , art ~1:0 6 :0 0 ::} 
{ 1,1,1,1,1,1,1, art ~1:0 6 :0 0 ::} 
{ 0 ,0 ,0 ,0 ,0 ,1,0 , art ~1:0 4:0 0 ::} 
{ 0 ,0 ,0 ,0 ,0 ,1,0 ,  art ~1:0 9:0 0 ::} 
-  "  3.12 # 
,' '7 4 	 %   # 3 ~ (art .arf f : * 	#	6!  t i l d e .p l )  
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3. 4 	 4: "   !     #      
 
    (C l assi f i c at i o n) ! # 3! ' % #$
 
,9 2% !  ' & &   WE K A  
! '% 
, 4.1 #$
 & (6(# 3 2  
#(' $(6(%  '  (6(# 3 2   $ 9 
 
3  $ X Y "  Z " 
4  3 4 
$ 4 

, 1 #O "   X 
"  X =  YE S  "  Y Z =  NO  4 

, 2 #O "   Y "   Y = 
 YE S  "   X  Z =  NO  4 

, 3 #O "   Z "   Z =   
YE S  "  X Y =  NO  '% 
, 3.1 '	
, 1 ((6(% 
 '  # 34 

,  
 % & 
, 
! ( 2   % '(#( 9 
 3   (X Y Z)    
  X  # 3  X    Y  # 3  Y  "   Z # 3  Z 
'% 
, 3.1 '	
, 2 
 
% 
, 3.1  & (6(# 3 2  " (6(%  
                '  
  6 !  76  * 8 2      #       6 !  76   "       #     #    
!  : 	 1   X 
       X =   YE S   
       Y =   NO   
       Z =   NO  
!  : 	 2   Y 
       X =   NO   
       Y =   YE S   
       Z =   NO  
!  : 	 3   Z 
       X =   NO   
       Y =   NO   
       Z =   YE S  
  X  =  X 
  Y  =  Y 
  Z  =  Z 
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 ! '% 
, 4.2  ! & #$'1
  2 '1$ R B F Ne t w o rk  "  I D 3  
 ! '% 
, 4.3 4 (9 2%  !  
& (9 2% 
9 #"  	 C o nf u si o n M at ri x  '% '(
-  "  3.13 
 
C o rre c t l y  C l assi f i e d  I nst anc e s         171               82.2115  %  
I nc o rre c t l y  C l assi f i e d  I nst anc e s        37               17.7885  %                                           
                                                === C o nf u si o n M at ri x  === 
                                                 a  b   c    < -- c l assi f i e d  as 
                                                 98  0   0  |   a = 1:0 6 :0 0 :: 
                                                13 35   4 |   b  = 1:0 9:0 0 :: 
                                                18  2 38 |   c  = 1:0 4:0 0 :: 
-  "  3.13 C o nf u si o n M at ri x  
 
 -  "  3.13  C o nf u si o n M at ri x  !  
9 2%  82.2115  %  " =  17.7885  %  % ("  
" #
'
 
   1:0 6 :0 0 :: 
% '('  98+ 0 + 0  =98 % '( = ! 
  9 2 '  98 % '( 
   1:0 9:0 0 :: 
% '('  13+ 35 + 4= 5 2 % '( = 
!   9 2 '  35  % '( = # 3  
1:0 6 :0 0 :: '  13 % '(" = # 3  1:0 4:0 0 :: '  4 % '( 
   1:0 4:0 0 :: 
% '('  18+ 2+ 38=5 8 % '( = ! 
  9 2 '  35  % '( = # 3  1:0 6 :0 0 :: 
'  18 % '(" = # 3  1:0 9:0 0 :: '  2 % '(  
 (9 2% # 3# 	#) N% 	"  C o nf u si o n M at ri x  #$,9 2 100%  
'-  "  3.14  
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 T r u e  F a l s e  
T r u e  T ru e  P o si t i v e  F al se  P o si t i v e  
F a l s e  F al se  Ne g at i v e  T ru e  Ne g at i v e  
 
number of True Positive + number of True Negative
accuracy(%) 100
number of True Positive + False Positive + False Negative + True Negative
 = ×  
 
 
                                                === C o nf u si o n M at ri x  === 
                                                 a  b   c    < -- c l assi f i e d  as 
                                                 98  0     0  |   a = 1:0 6 :0 0 :: 
                                                 0     5 2  0  |   b  = 1:0 9:0 0 :: 
                                                 0     0  5 8  |   c  = 1:0 4:0 0 :: 
 
A c c u rac y  
,9 2 100 %  "   = 98 52 58 100
208
+ +  ×  
 
-  "  3.14 C o nf u si o n M at ri x  
,9 2%  10 0 %  
 
  
 
 
 
 
 
 4 
 
    	  
 	    	        
 	  	  
                   
 
	
 
!  ! " # $ %" ! ! #&  & #'! 	

#
! ! (# G r a p h i c  
U s e r  I n t e r f a c e  $ ) *  ! 	' 
#) !  	, , ) ('- 
 
 
4.1 	
 
 
4.1.1 	', '
'1 ) !  4.1 '2& '2) !  4 '2&     
1) & (, ' (D a t a  P r e p r o c e s s i n g ) 2)  !  & 3!  !  (C r e a t e  
A t t r i b u t e  U s i n g  C o n t e x t  W i n d o w ) 3) ,  !  & 3 (A t t r i b u t e  Se l e c t i o n ) , ) 4) 
$  (W o r d  Se n s e  C l a s s i f i c a t i o n ) '2 4 '2& $ ) #

& $  , '$ '2$ 
4 (& " ( 
4 . 1 . 2 	'# St e p 1 :  D a t a  P r e p r o c e s s i n g  '
1 ) !  4.2 ) ! #& '(5 St o p l i s t  , ) ', '6 7 3
& #4  
4.1.3 	'# St e p 2:  C r e a t e  A t t r i b u t e  U s i n g  C o n t e x t  
W i n d o w  '1 ) !  4.3 '2& (2$ ) & ) ! 8 & #, ) ) 1 
& #(&  
4.1.4 	'# St e p 3:  A t t r i b u t e  Se l e c t i o n  '
1 ) !  4.4 ) ! ,  (& , ) ) ! 8$  !  & 3(
&  
4.1.5 	'# St e p 4:  W o r d  Se n s e  C l a s s i f i c a t i o n  '
1 ) !  4.5 '2& (25$ & ,  * ($ 
, ) ',  %$  
 
44 
 45 
 
 
 
1 ) !  4. 1  	' 
 
 
 
 
 
 
 
 
 
 
 
 
 
 46 
 
 
 
1 ) !  4. 2 	' St e p 1 :  D a t a  P r e p r o c e s s i n g  
 
 
 
 
1 ) !  4. 3 	' St e p 2:  C r e a t e  A t t r i b u t e  U s i n g   
C o n t e x t  W i n d o w  
 
 
 47 
 
 
 
1 ) !  4. 4 	' St e p 3:  A t t r i b u t e  Se l e c t i o n  
 
 
 
 
1 ) !  4. 5 	' St e p 4:  W o r d  Se n s e  C l a s s i f i c a t i o n  
 
 
 48 
4.2   	  
 
 
  9 !  ! 
$ ) : $ ; %'2& '2'1 ) !  4. 6 
 
 1 ) !  4. 6 $ , ' 
 
  ,  , 8< O K  $ ) : $ 
'2 4 '2&  '1 ) !  4. 7 $ ) ) !  3 # 
4. 2. 1  #'2 4 '2&   
 1 ) P r e p r o c e s s i n g  5& (, '
#

! ! ( $ #(& $ " = , 3, $ % & '
', '6 7 3, ) (5 St o p l i s t  $ " = , 3 
 2) C r e a t e  A t t r i b u t e  5'2&  !  & 3 
# W i n d o w  Si z e  5#'! #& #(& # 1 2 3  4 # 
C o n t e x t  W o r d  $ ) (, !  ! ;  (L e f t ) !  !  (R i g h t ) , ) !  ! '2
; , )  (L e f t  a n d  R i g h t )  
 3) A t t r i b u t e  Se l e c t i o n  5,  !  & 3(" #& 
 $ ) & ,   (Se l e c t i o n  A l g o r i t h m ) ; %( 2 ! !  
G a i n R a t i o A t t r i b u t e E v a l  , )  I n f o G a i n A t t r i b u t e E v a l  , ) #$  !  & 3(& , 
# N u m b e r  o f  A t t r i b u t e   !  & 3$ (2$ ) 
& '"  
 49 
 4) C l a s s i f i c a t i o n  5$ 
$ ) & , $ ,  (N u m b e r  o f  C l a s s ) ; %( 2 ! ! ! !  2 ,  
()  $ , '2 ($ '2) , ) , ',  % 
(C l a s i i f i e r s  A l g o r i t h m ) ; %( 2 ',  % R B F N e t w o r k  , )  I D 3 
 4. 2. 2 #	, $ ; %	, 53; @& 3
#
&  (A c c u r a c y ) 
 4. 2. 3 #& $ !  & $ ! $ 
, )  
   
 1 ) !  4. 7 $  
 
 
 
 
 
 
 
 
1 
2 
3 
4 
4.2.3 
4.2.1 
4.2.2 
 50  
4.3  	
  
  
'2& ( 1  P r e p r o c e s s  ,  , 8<  , (
& '1 ) !  4. 8  
 
 1 ) !  4. 8 & '#, (&  
 
, '$ '2,  8<  & '', '6 7 3, ) (5 
St o p l i s t   & '#'2& ( 1  '1 ) !  4. 9 
 
 1 ) !  4. 9 & '#'2& ( 1  & (
,  
 
 51  
 '2& ( 2 C r e a t e  A t t r i b u t e  ) ! 8& #(& , ) , 

! ! !  ! '1 ) !  4. 1 0   
 
 1 ) !  4. 1 0  & '#'2& ( 2  !  & 3 
 
 '2& ( 3 A t t r i b u t e  Se l e c t i o n  ,  , ) ) ! 8$     
 !  & 3(& '1 ) !  4. 1 1  
 
 1 ) !  4. 1 1  & '#'2& ( 3 ,  !  & 3 
 
 '2& ( 4 W o r d  Se n s e  C l a s s i f i c a t i o n  , , ) 1 
$ , ) ',  %$ '1 ) !  4. 1 2 
 
 1 ) !  4. 1 2 & '#'2& ( 4 $  
 
 52 
  #'2 4 '2& , 	, , '* 3#
& $ 
" '1 ) !  4. 1 3 
 
 1 ) !  4. 1 3 & '#	, , '* 3$  
  & & $ ! ,  8<  $ )
', '6 7 3'2'2 '1 ) !  4. 1 4 
 
 1 ) !  4. 1 4 & $ !  
 
 
 
 
 
 53 
4.4     ! 	" # 	 
 
4.4.1 A 33 
1)   & 3#! 8,  #$  1   ) " ! & 3 
A 3 3 $ 8 40   ) " ! & 3 '! '- , ) 5!  
4.4.2 ; = & 33 
1) ) ! ! :  ! '&   M i c r o s o f t  W i n d o w s  X P  
2) P e r l  
3) N g r a m  St a t i s t i c  P a c k a g e  (N SP ) 
4) Se n s e T o o l s  
5) W E K A  (
# W E K A  ! !  C o m m a n d  
L i n e  I n t e r f a c e  '1 	 ) 
6) V i s u a l  B a s i c . N e t  
7) O M t o SV A L 2 
 
 
 
 
 
 5 
 
    	 
          	   
 
	
         Senseval-2     
     !" #           $  %        (W o r d  Sense 
D i sam b i g u at i o n M o d el f r o m  C o r p u s U si ng  C o nt ex t  W o r d  T ec h ni q u e)  
	
	  		   	        
   
  
        ! 1:    
        
1. 1 % &  
    Senseval-2 ' () *       
X M L $     # ()    +    ,  - . 	  - . 	
)
,  /%  0 .x m l  +  .c o u nt  
1. 2   %     
)&     
1. 3 &   
)%  0 St o p li st     - . 	,  / . c o u nt  
% )    
)%  0 St o p li st    
)# - . 	
 # " * + %  0 . /2% . 3 - *-  
%   + # 	#  #    #   + , 4      !" #       
& 
 + &  &  &  5  
)%  0, "  5 6 	& * 7      
         Senseval-2 
)   , 
  + , 4       # % )&    
) %  0 St o p li st   + - *&    
) %  0 St o p li st  
 ,     &   
) 5 . 1  $    +         & *-  
 st r ess f at i g u e nat i o n b u m  h o li d ay  
sp ad e h ear t h  d et ent i o n  +  d y k e ' ()  & *+   + 
 & *  &  & *   $      
,   (   I B k  I D 3  +  N ai veB ay es , #         ( I B k  -   
  %  )&  $   #   * k  # 
 * 1  9 (  10   4   +    5 . 1 :     % )% )
 * k  ( * 9   &   + 
 *  
) & * % *  * .d y k e/  + 
   
)
 9   & 
  & * % *  * .st r ess/  +  .d et ent i o n/ %  0&   +    * 9   &  
) -    * k  
% *   1   + 
 9  &  ,  , /       (  -   %   * k  % *    1      & *-  
  ( I B k   
5 4 
 5 5  
0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%
100.00%
1 2 3 4 5 6 7 8 9 10
 k




	

 (
%
)
Stress
Nation
Bum
Holiday
Spade
Hearth
Detention
Dyke
                                             4   +    5 . 1  ,    * 9  &  % )  ( I B k  % ) * k  
 *& *   
 
:      ,   # % # ;*     !" #    $  
  &    
) %  0 St o p li st      , & 
  I B k  I D 3  +  N ai veB ay es  + #   * 
9  &  ,   *    $  - *
  &   
)%  0 St o p li st  & * % * h ear t h    &   
) 5 . 1 
$  & 
 I B k  - *&    
 9   &   68. 42%  % )&    -    * 9   &   8 9 .4 7 %   
& 
 I D 3 - *&   
 9  &   47 . 36%  % )&   -   * 9  &   84. 21%  & 

 N ai veB ay es - *&   
 9  &   68. 42%   % )&   -   * 9  &   84. 21%  :  
%   
 % 
  & *+ & 
    $  - *&     St o p li st   + &    
) %  0 St o p li st   
& 
 I B k  I D 3  +  N ai veB ay es  ,   -    4   +    5 . 2  5 . 3  +  5 . 4 &      
 
 
 
 
 
 
 
 
 
 
 
 5 6 
&   
) 5 . 1 :     %   
 % 
     &    + - *&    & *+   ( 
  ( I B k   #   * k  # 
 *% *   1 
Classified  Accuracy 
I B k  ( k = 1 )  I D 3  N aiv eB ayes 
 
 
 
 
     
  	 
        st o p list     st o p list       st o p list     st o p list       st o p list     st o p list  
  stress 81 4 8. 3 8%  72.41% 6 4 . 5 1%  6 5 .5 1% 4 8. 3 8%  6 2.0 6 % 
  f a ti g u e 7 7  7 7 . 7 7 %  8 5 .15 % 7 0 . 3 7 %  8 5 .18 % 7 4 . 0 1%  8 5 .18 % 
  n a ti o n  7 4  7 6 . 0 0 %  8 4.6 1% 7 2 . 0 0 %  8 8 .0 0 % 7 2 . 0 0 %  8 4.6 1% 
  b u m  7 2  7 9 . 3 1%  8 8 .0 0 % 7 5 . 86 %  8 8 .0 0 % 7 5 . 0 0 %  8 4.0 0 % 
  h o l i d a y  6 2  86 . 3 6 %  8 6 .3 9 % 86 . 3 6 %  8 6 .3 6 % 86 . 3 6 %  8 6 .3 6 % 
  sp a d e 5 9  6 8. 18%  73 .6 8 % 5 9 . 0 9 %  6 8 .42% 6 3 . 6 3 %  6 8 .42% 
  h ea rth  5 5  6 8. 4 2 %  8 9 .47% 4 7 . 3 6 %  8 4.21% 6 8. 4 2 %  8 4.21% 
d eten ti o n  5 5  7 7 . 2 7 %  8 4.21% 7 2 . 7 2 %  78 .9 4% 7 2 . 7 2 %  78 .9 4% 
  d y k e 3 3  6 6 . 6 7 %  9 1.6 6 % 6 6 . 6 6 %  9 1.6 6 % 6 6 . 6 6 %  9 1.6 6 % 
 
0
10
20
30
40
50
60
70
80
90
100
 
(str
es
s ) 8
4
 
(fat
igu
e) 7
7
 
(na
tio
n)7
4
 
(bu
m) 7
2
 
(ho
lida
y) 6
2
 
(sp
ad
e) 5
9
 
(he
ar
th) 
55
 
(de
ten
tion
) 55
 
(dy
ke)
 
33
	





	

 (
%
)
IBk 
IBk ()
4   +    5 . 2  ,    * 9  &  % )  ( I B k  % )  $       !" #  
       &  +    &    
 5 7  
0
10
20
30
40
50
60
70
80
90
100
 
(str
es
s) 8
4
 
(fat
igu
e) 7
7
 
(na
tio
n)7
4
 
(bu
m
) 72
 
(ho
lida
y) 6
2
 
(sp
ad
e) 5
9
 
(he
ar
th) 
55
 
(de
ten
tio
n) 5
5
 
(dy
ke
) 33
	





	

 (
%
)
ID3
ID3 ()
 4   +    5 . 3  ,    * 9  &  % )  ( I D 3 % )  $       !" # 
        &  +    &    
0
10
20
30
40
50
60
70
80
90
100
 
(str
es
s ) 8
4
 
(fat
igu
e) 7
7
 
(na
tio
n)7
4
 
(bu
m) 
72
 
(ho
lida
y) 6
2
 
(sp
ad
e) 5
9
 
(he
ar
th) 
55
 
(de
ten
tion
) 55
 
(dy
ke) 
33
	





	

 (
%
)
NaiveBayes
NaiveBayes ()
4   +    5 . 4  ,    * 9  &  % )  ( N ai veB ay es % )  $   
   !" #         &  +    &    
    
       :           * ,    #  % # ;*% )&    
) %  0 
St o p li st         + #  * 9  &        # ,   *% )- *& 
 
)%  0 St o p li st   ( -    &   
)%  0 St o p li st     - . 	    /  % )% ) *
 9  &        # #  
( 
       
)          #   ar t  
au t h o r i t y  b ar  b u m  c h ai r  r ep lac e h ear t h  lo c al d et ent i o n c h i ld  c h u r c h  c h i ld   +  d y k e  
    10 F o ld s c r o ss-vali d at i o n ,  9  ,    + % 
   & *     ar t    +  
d y k e $   ,   
-  &   
)%  0 st o p li st     & 
) 1   & & *-   + %  0
    & 
) 2-4 ' () 
 + % 
   
 
 5 8 
5 . 1      	 
        a r t   
 
    ar t       Senseval-2   +     #   
  1: 04: 00: :  (  ,    @  + ) 1: 06: 00: :  (: & 4 6 A 	@  + ) 1: 09 : 00: :  ( 5 + )  
         2:     	             
        
 2. 1  #   # & *      & &     
)

, & %   # & *     %  0 4 
 2. 2 &     + $     - . 	  . c o u nt  # 
       % ),         
   & 	' ()   * %  0 3      
 
     1     ' % *  4   +    5 . 5   
A r t   
h ear d  su m m er  p i az z a f r o nt  a r t   
c h ar g e ex t end ed  c r i t i c al c ap ac i t y  a r t   
P ai nt i ng s d r aw i ng s sc u lp t u r e p er i o d  a r t   
d ef i ned  c o m m o n ex p er i enc es a r t   
nat i o nali sm  p o m p o u s c o nvent i o nal b o r i ng  a r t   
G o ld sm i t h s g r ad u at es h and li ng  d em and s a r t   
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A r t  d anc e c r eat i ve c alled  H alo   
a r t  g aller y  T o w n H all p ar k  
a r t  aest h et i c   
a r t  35 0 d i sp lay  r ang i ng  T u d o r  
a r t  w h at ever  m u si c  p o et r y  
a r t  W est er n w o r ld   
a r t  w o r ld  m ed i a   
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A r t  d anc e c r eat i ve c alled  H alo   
h ear d  su m m er  p i az z a f r o nt  a r t  g aller y  T o w n H all p ar k  
c h ar g e ex t end ed  c r i t i c al c ap ac i t y  a r t  aest h et i c   
P ai nt i ng s d r aw i ng s sc u lp t u r e p er i o d  a r t  35 0 d i sp lay  r ang i ng  T u d o r  
d ef i ned  c o m m o n ex p er i enc es a r t  w h at ever  m u si c  p o et r y  
 nat i o nali sm  p o m p o u s c o nvent i o nal b o r i ng  a r t  W est er n w o r ld   
 G o ld sm i t h s g r ad u at es h and li ng  d em and s a r t  w o r ld  m ed i a   
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@r elat i o n ' R E L A T I O N '  
@at t r i b u t e ' ar t '  { 0, 1}  
@at t r i b u t e ' w o r ld '  { 0, 1}  
@at t r i b u t e ' g aller y '  { 0, 1}  
@at t r i b u t e ' f r o nt '  { 0, 1}  
@at t r i b u t e ' p i az z a'  { 0, 1}  
@at t r i b u t e ' r ang i ng '  { 0, 1}  
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@a t t r i bu t e  ' de f i n e d'  {0, 1} 
@a t t r i bu t e  ' ch a r g e '  {0, 1} 
@a t t r i bu t e  ' bo r i n g '  {0, 1} 
@a t t r i bu t e  ' p o e t r y '  {0, 1} 
@a t t r i bu t e  ' s cu l p t u r e '  {0, 1} 
@a t t r i bu t e  ' H a l l '  {0, 1} 
@a t t r i bu t e  ' P a i n t i n g s '  {0, 1} 
@a t t r i bu t e  ' ca l l e d'  {0, 1} 
@a t t r i bu t e  ' W e s t e r n '  {0, 1} 
@a t t r i bu t e  ' T o w n '  {0, 1} 
@a t t r i bu t e  ' p e r i o d'  {0, 1} 
@a t t r i bu t e  ' cr i t i ca l '  {0, 1} 
@a t t r i bu t e  ' h a n dl i n g '  {0, 1} 
@a t t r i bu t e  ' n a t i o n a l i s m '  {0, 1} 
@a t t r i bu t e  ' ca p a ci t y '  {0, 1} 
@a t t r i bu t e  ' 350'  {0, 1} 
@a t t r i bu t e  ' co m m o n '  {0, 1} 
@a t t r i bu t e  ' a e s t h e t i c'  {0, 1} 
@a t t r i bu t e  ' e x t e n de d'  {0, 1} 
@a t t r i bu t e  ' g r a du a t e s '  {0, 1} 
@a t t r i bu t e  ' de m a n ds '  {0, 1} 
@a t t r i bu t e  ' da n ce '  {0, 1} 
@a t t r i bu t e  ' A r t '  {0, 1} 
@a t t r i bu t e  ' di s p l a y '  {0, 1} 
@a t t r i bu t e  ' w h a t e v e r '  {0, 1} 
4 +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@a t t r i bu t e  ' p o m p o u s '  {0, 1} 
@a t t r i bu t e  ' cr e a t i v e '  {0, 1} 
@a t t r i bu t e  ' m u s i c'  {0, 1} 
@a t t r i bu t e  ' s u m m e r '  {0, 1} 
@a t t r i bu t e  ' p a r k '  {0, 1} 
@a t t r i bu t e  ' G o l ds m i t h s '  {0, 1} 
@a t t r i bu t e  ' H a l o '  {0, 1} 
@a t t r i bu t e  ' h e a r d'  {0, 1} 
@a t t r i bu t e  ' dr a w i n g s '  {0, 1} 
@a t t r i bu t e  ' T u do r '  {0, 1} 
@a t t r i bu t e  ' co n v e n t i o n a l '  {0, 1} 
@a t t r i bu t e  ' m e di a '  {0, 1} 
@a t t r i bu t e  ' e x p e r i e n ce s '  {0, 1} 
@a t t r i bu t e  ' s e n s e cl a s s '  { a r t ~1: 06: 00: : ,  a r t ~1: 09: 00: : ,  a r t ~1: 04: 00: : } 
@da t a  
{0 1,  13 1,  27 1,  28 1,  32 1,  34 1,  37 1,  44 a r t ~1: 06: 00: : }  
{0 1,  2 1,  3 1,  4 1,  11 1,  15 1,  33 1,  34 1,  35 1,  38 1,  44 a r t ~1: 06: 00: : }  
{0 1,  7 1,  17 1,  20 1,  23 1,  24 1,  44 a r t ~1: 04: 00: : }  
{0 1,  5 1,  10 1,  12 1,  16 1,  21 1,  29 1,  39 1,  40 1,  44 a r t ~1: 04: 00: : }  
{0 1,  6 1,  9 1,  22 1,  23 1,  30 1,  33 1,  43 1,  44 a r t ~1: 09: 00: : } 
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@r e l a t i o n  ' R E L A T IO N '  
@a t t r i bu t e  ca p a ci t y  {0, 1} 
@a t t r i bu t e  cr i t i ca l  {0, 1} 
@a t t r i bu t e  di s p l a y  {0, 1} 
@a t t r i bu t e  350 {0, 1} 
@a t t r i bu t e  e x t e n de d {0, 1} 
@a t t r i bu t e  ch a r g e  {0, 1} 
@a t t r i bu t e  r a n g i n g  {0, 1} 
@a t t r i bu t e  p e r i o d {0, 1} 
@a t t r i bu t e  s cu l p t u r e  {0, 1} 
@a t t r i bu t e  P a i n t i n g s  {0, 1} 
@a t t r i bu t e  dr a w i n g s  {0, 1} 
@a t t r i bu t e  T u do r  {0, 1} 
@a t t r i bu t e  s u m m e r  {0, 1} 
@a t t r i bu t e  m u s i c {0, 1} 
@a t t r i bu t e  ca l l e d {0, 1} 
@a t t r i bu t e  H a l l  {0, 1} 
@a t t r i bu t e  h e a r d {0, 1} 
@a t t r i bu t e  T o w n  {0, 1} 
@a t t r i bu t e  cr e a t i v e  {0, 1} 
@a t t r i bu t e  p i a z z a  {0, 1} 
@a t t r i bu t e  g a l l e r y  {0, 1} 
@a t t r i bu t e  f r o n t  {0, 1} 
@a t t r i bu t e  p o e t r y  {0, 1} 
@a t t r i bu t e  e x p e r i e n ce s  {0, 1} 
@a t t r i bu t e  de f i n e d {0, 1} 
@a t t r i bu t e  p a r k  {0, 1} 
@a t t r i bu t e  co m m o n  {0, 1} 
@a t t r i bu t e  da n ce  {0, 1} 
@a t t r i bu t e  A r t  {0, 1} 
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@a t t r i bu t e  s e n s e cl a s s  {a r t ~1: 06: 00: : , a r t ~1: 09: 00: : , a r t ~1: 04: 00: : } 
@da t a  
{12 1, 14 1, 18 1, 27 1, 28 1,  29 a r t ~1: 06: 00: : } 
{12 1, 13 1, 15 1, 16 1, 17 1, 19 1, 20 1, 21 1, 25 1,  29 a r t ~1: 06: 00: : } 
{0 1, 1 1, 4 1, 5 1, 29 a r t ~1: 04: 00: : } 
{2 1, 3 1, 6 1, 7 1, 8 1, 9 1, 10 1, 11 1, 29 a r t ~1: 04: 00: : } 
{13 1, 22 1, 23 1, 24 1, 26 1,  29 a r t ~1: 09: 00: : } 
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o n t o  M a r k e n  j o i n e d m a i n l a n d d y k e  
S i m i l a r l y  a s s u m i n g  m a g n e t i z a t i o n s  m i cr o di o r i t e  d y k e s   
h a y m e a do w s  da m p  p a s t u r e s  i n t e r s e ct e d d y k e s   
m a s o ch i s t s  s e l f  p r o cl a i m e d f i e r ce  d y k e s    
m i l e s  F l a t  f i e l ds  i n t e r s p e r s e d d y k e s   
g r o s s  da r l i n g  t e l l  l u ck y  d y k e   
s w a r m  e a s t  w e s t  t r e n di n g  d y k e s  
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 5.18  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d y k e  
d y k e s  a cq u i r e d i n i t i a l  s t a g e s  br i t t l e   
d y k e s  p a t r o l l e d dr a g o n f l i e s  s u m m e r  s u bm e r g e d  
d y k e s   s cr e a m e d l o v e  l a dy  
d y k e s  g l e a m i n g  J u n e  s u n s h i n e  s p r e a d  
d y k e  p u t t i n g  r o s e s  ch e e k  
d y k e s  N o r t h  B a r r a  S o u t h  U i s t   
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 5.19  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o n t o  M a r k e n  j o i n e d m a i n l a n d d y k e  
S i m i l a r l y  a s s u m i n g  m a g n e t i z a t i o n s  m i cr o di o r i t e  d y k e s  a cq u i r e d i n i t i a l  s t a g e s  br i t t l e   
h a y m e a do w s  da m p  p a s t u r e s  i n t e r s e ct e d d y k e s  p a t r o l l e d dr a g o n f l i e s  s u m m e r  
s u bm e r g e d  
m a s o ch i s t s  s e l f  p r o cl a i m e d f i e r ce  d y k e s   s cr e a m e d l o v e  l a dy  
m i l e s  F l a t  f i e l ds  i n t e r s p e r s e d d y k e s  g l e a m i n g  J u n e  s u n s h i n e  s p r e a d  
g r o s s  da r l i n g  t e l l  l u ck y  d y k e  p u t t i n g  r o s e s  ch e e k  
s w a r m  e a s t  w e s t  t r e n di n g  d y k e s  N o r t h  B a r r a  S o u t h  U i s t   
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)%  0-  -   2  *   dy k e ~1: 06: 00: :   + dy k e ~1: 18: 00  
@r e l a t i o n  ' R E L A T IO N '  
@a t t r i bu t e  ' dy k e s '  {0, 1} 
@a t t r i bu t e  ' dy k e '  {0, 1} 
@a t t r i bu t e  ' j o i n e d'  {0, 1} 
@a t t r i bu t e  ' l u ck y '  {0, 1} 
@a t t r i bu t e  ' p a t r o l l e d'  {0, 1} 
@a t t r i bu t e  ' s u bm e r g e d'  {0, 1} 
@a t t r i bu t e  ' p a s t u r e s '  {0, 1} 
@a t t r i bu t e  ' da m p '  {0, 1} 
@a t t r i bu t e  ' s t a g e s '  {0, 1} 
@a t t r i bu t e  ' s u n s h i n e '  {0, 1} 
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@a t t r i bu t e  ' s p r e a d'  {0, 1} 
@a t t r i bu t e  ' i n t e r s p e r s e d'  {0, 1} 
@a t t r i bu t e  ' br i t t l e '  {0, 1} 
@a t t r i bu t e  ' s w a r m '  {0, 1} 
@a t t r i bu t e  ' l a dy '  {0, 1} 
@a t t r i bu t e  ' f i e r ce '  {0, 1} 
@a t t r i bu t e  ' p r o cl a i m e d'  {0, 1} 
@a t t r i bu t e  ' w e s t '  {0, 1} 
@a t t r i bu t e  ' e a s t '  {0, 1} 
@a t t r i bu t e  ' J u n e '  {0, 1} 
@a t t r i bu t e  ' m a s o ch i s t s '  {0, 1} 
@a t t r i bu t e  ' g r o s s '  {0, 1} 
@a t t r i bu t e  ' U i s t '  {0, 1} 
@a t t r i bu t e  ' m i cr o di o r i t e '  {0, 1} 
@a t t r i bu t e  ' da r l i n g '  {0, 1} 
@a t t r i bu t e  ' M a r k e n '  {0, 1} 
@a t t r i bu t e  ' i n t e r s e ct e d'  {0, 1} 
@a t t r i bu t e  ' f i e l ds '  {0, 1} 
@a t t r i bu t e  ' B a r r a '  {0, 1} 
@a t t r i bu t e  ' l o v e '  {0, 1} 
@a t t r i bu t e  ' o n t o '  {0, 1} 
@a t t r i bu t e  ' a cq u i r e d'  {0, 1} 
@a t t r i bu t e  ' m i l e s '  {0, 1} 
@a t t r i bu t e  ' s cr e a m e d'  {0, 1} 
@a t t r i bu t e  ' F l a t '  {0, 1} 
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 & 	$     '   +   (& *) 
 76 
@a t t r i bu t e  ' N o r t h '  {0, 1} 
@a t t r i bu t e  ' p u t t i n g '  {0, 1} 
@a t t r i bu t e  ' t e l l '  {0, 1} 
@a t t r i bu t e  ' S i m i l a r l y '  {0, 1} 
@a t t r i bu t e  ' r o s e s '  {0, 1} 
@a t t r i bu t e  ' s u m m e r '  {0, 1} 
@a t t r i bu t e  ' s e l f '  {0, 1} 
@a t t r i bu t e  ' m a g n e t i z a t i o n s '  {0, 1} 
@a t t r i bu t e  ' m a i n l a n d'  {0, 1} 
@a t t r i bu t e  ' S o u t h '  {0, 1} 
@a t t r i bu t e  ' t r e n di n g '  {0, 1} 
@a t t r i bu t e  ' ch e e k '  {0, 1} 
@a t t r i bu t e  ' g l e a m i n g '  {0, 1} 
@a t t r i bu t e  ' h a y m e a do w s '  {0, 1} 
@a t t r i bu t e  ' a s s u m i n g '  {0, 1} 
@a t t r i bu t e  ' i n i t i a l '  {0, 1} 
@a t t r i bu t e  ' dr a g o n f l i e s '  {0, 1} 
@a t t r i bu t e  ' s e n s e cl a s s '  {dy k e ~1: 06: 00: : ,  dy k e ~1: 18: 00: : } 
@da t a  
{0 1,  8 1,  12 1,  23 1,  31 1,  38 1,  42 1,  44 1,  49 1,  50 1,  52 dy k e ~1: 06: 00: : }  
{0 1,  4 1,  5 1,  6 1,  7 1,  26 1,  35 1,  40 1,  48 1,  51 1,  52 dy k e ~1: 06: 00: : }  
{0 1,  14 1,  15 1,  16 1,  20 1,  29 1,  33 1,  41 1,  52 dy k e ~1: 18: 00: : }  
{0 1,  9 1,  10 1,  11 1,  19 1,  27 1,  32 1,  34 1,  47 1,  52 dy k e ~1: 06: 00: : }  
{1 1,  2 1,  3 1,  21 1,  24 1,  36 1,  37 1,  39 1,  52 dy k e ~1: 18: 00: : }  
        {0 1,  1 1,  13 1,  17 1,  18 1,  22 1,  28 1,  35 1,  44 1,  45 1,  52 dy k e ~1: 06: 00: : } 
4 + 5.21 ,  & 	$     '   +   (& *) 
 	
 0     5 2  
 77 
     3:   !       
%  ) -          a r f f       & 	     &    2   
In f o G a i n A t t r i bu t e E v a l   + G a i n R a t i o A t t r i bu t e E v a l  ,   & #   
    & 	 % * 
30  +% # ; *   & 	  53  & 	 ( & 	
) 0 9 ( 52)  4 + 5.21 
   %  0 30  & 	 ( & 	
) 0 9 ( 29)  4 + 5.22 
 
@r e l a t i o n  ' R E L A T IO N '  
@a t t r i bu t e  l a dy  {0,1} 
    @a t t r i bu t e  s cr e a m e d {0,1} 
@a t t r i bu t e  r o s e s  {0,1} 
@a t t r i bu t e  p u t t i n g  {0,1} 
@a t t r i bu t e  t e l l  {0,1} 
@a t t r i bu t e  m a s o ch i s t s  {0,1} 
@a t t r i bu t e  da r l i n g  {0,1} 
@a t t r i bu t e  g r o s s  {0,1} 
@a t t r i bu t e  f i e r ce  {0,1} 
@a t t r i bu t e  l o v e  {0,1} 
@a t t r i bu t e  p r o cl a i m e d {0,1} 
@a t t r i bu t e  l u ck y  {0,1} 
@a t t r i bu t e  s e l f  {0,1} 
@a t t r i bu t e  N o r t h  {0,1} 
@a t t r i bu t e  S o u t h  {0,1} 
@a t t r i bu t e  J u n e  {0,1} 
@a t t r i bu t e  p a s t u r e s  {0,1} 
@a t t r i bu t e  e a s t  {0,1} 
@a t t r i bu t e  s u bm e r g e d {0,1} 
@a t t r i bu t e  U i s t  {0,1} 
@a t t r i bu t e  p a t r o l l e d {0,1} 
@a t t r i bu t e  i n t e r s p e r s e d {0,1} 
@a t t r i bu t e  s p r e a d {0,1} 
@a t t r i bu t e  br i t t l e  {0,1} 
4 + 5.22  & 	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@a t t r i bu t e  s w a r m  {0,1} 
@a t t r i bu t e  da m p  {0,1} 
@a t t r i bu t e  w e s t  {0,1} 
@a t t r i bu t e  s u n s h i n e  {0,1} 
@a t t r i bu t e  s t a g e s  {0,1} 
@a t t r i bu t e  s e n s e cl a s s  {dy k e ~1:06 :00::,dy k e ~1:18 :00::} 
@da t a  
{14 1,23 1,28  1, 29 dy k e ~1:06 :00::}  
    {13 1,16  1,18  1,20 1,25 1, 29 dy k e ~1:06 :00::}  
    {0 1,1 1,5 1,8  1,9 1,10 1,12 1,29 dy k e ~1:18 :00::} 
    {15 1,21 1,22 1,27 1, 29 dy k e ~1:06 :00::}  
    {2 1,3 1,4 1,6  1,7 1,11 1,29 dy k e ~1:18 :00::} 
    {13 1,14 1,17 1,19 1,24 1,26  1, 29 dy k e ~1:06 :00::} 
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Ambig u it y  W o r d  P a r t -O f -S p e e c h  B o t h  L e f t  R ig h t  
art n o u n  94 . 23 % 90. 38 % 90. 8 6% 
au th o ri ty  n o u n  94 . 4 1 % 90. 02% 90. 23% 
b u m  n o u n  1 0 0 % 96. 8 0% 97 . 40% 
b ar n o u n  1 0 0 % 61 . 31 % 63. 37 % 
h e arth  n o u n  96 . 96 % 95. 31 % 7 6. 56% 
s tre s s  n o u n  1 0 0 % 95. 58 % 94. 1 1 % 
d e te n ti o n  n o u n  96 . 8 2% 95. 23% 8 5. 7 1 % 
d y k e  n o u n  96 . 6 1 % 8 9. 8 3% 8 9. 8 3% 
c h u rc h  n o u n  91 . 6 6 % 90. 7 3% 8 8 % 
c h i ld  n o u n  90 . 6 7 % 8 6. 32% 8 3. 7 6% 
re p lac e  v e rb  97 . 6 7 % 7 4. 41 % 8 7 . 20% 
b e g i n  v e rb  95. 62% 95 . 98 % 95. 07 % 
f i n d  v e rb  8 3 . 0 9% 7 1 . 8 3% 7 0. 58 % 
k e e p  v e rb  8 4 . 4 5 % 8 4. 37 % 8 2. 29% 
c o lo rle s s  ad j e c ti v e  97 . 0 1 % 97 . 01 % 8 2. 08 % 
c o o l ad j e c ti v e  94 . 6 2% 94. 56% 91 . 30% 
f i t ad j e c ti v e  98 . 21 % 94. 64% 91 . 07 % 
f ai th f u l ad j e c ti v e  97 . 8 7 % 7 9. 97 % 7 8 . 7 2% 
lo c al ad j e c ti v e  8 7 . 01 % 8 8 . 0 1 % 8 0. 51 % 
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P a r t -O f -S p e e c h  N u mbe r  
 o f  c l a s s  
N u mbe r  o f  
 in s t a n c e  Ac c u r a c y  
a r t :  me a n in g  1 ( 1 : 0 9: 0 0 : : ) n o u n  2 20 8  94 . 23 % 
art:  m e an i n g  2 ( 1 : 04: 00: : ) n o u n  2 208  90. 38 % 
art:  m e an i n g  3 ( 1 : 06: 00: : ) n o u n  2 208  8 8 . 46% 
art ( 3 m e an i n g s ) n o u n  3 208  8 7 . 01 % 
bu m:  me a n in g  1  ( 1 : 1 8 : 0 3 : : ) n o u n  2 7 7  1 0 0 % 
b u m :  m e an i n g  2 ( 1 : 08 : 00: : ) n o u n  2 7 7  94. 40% 
b u m :  m e an i n g  3 ( 1 : 1 8 : 02: : ) n o u n  2 7 7  96. 1 0% 
b u m  ( 3 m e an i n g s ) n o u n  3 7 7  96. 1 0% 
a u t h o r it y :  me a n in g  1 ( 1 : 0 7 : 0 2: : ) n o u n  2 1 7 9 94 . 4 1 % 
au th o ri ty :  m e an i n g  2 ( 1 : 1 4: 00: : ) n o u n  2 1 7 9 91 . 62% 
au th o ri ty :  m e an i n g  3 ( 1 : 1 8 : 01 : : ) n o u n  2 1 7 9 8 9. 94% 
au th o ri ty :  m e an i n g  4 ( 1 : 07 : 00: : ) n o u n  2 1 7 9 8 9. 94% 
au th o ri ty  ( 4 m e an i n g s ) n o u n  4 1 7 9 69. 8 3% 
ba r :  me a n in g  1 ( 1 : 1 4 : 0 0 : : ) n o u n  2 24 8  1 0 0 % 
ba r :  me a n in g  2( 1 : 0 6 : 0 6 : : ) n o u n  2 24 8  1 0 0 % 
b ar:  m e an i n g  3( 1 : 06: 05: : ) n o u n  2 248  98 . 7 9% 
b ar:  m e an i n g  4( 1 : 1 0: 00: : ) n o u n  2 248  98 . 38 % 
b ar:  m e an i n g  5( 1 : 06: 00: : ) n o u n  2 248  95. 1 6% 
b ar:  m e an i n g  6( 1 : 06: 04: : ) n o u n  2 248  8 0. 64% 
b ar ( 6 m e an i n g s ) n o u n  6 248  59. 27 % 
c h a ir :  me a n in g  1 ( 1 : 1 8 : 0 0 : : ) n o u n  2 1 3 9 1 0 0 % 
c h ai r:  m e an i n g  2 ( 1 : 06: 00: : ) n o u n  2 1 39 98 . 56% 
c h ai r:  m e an i n g  3 ( 1 : 04: 00: : ) n o u n  2 1 39 98 . 56% 
c h ai r ( 3 m e an i n g s ) n o u n  3 1 39 95. 68 % 
h e a r t h :  me a n in g  1 ( 1 : 0 6 : 0 0 : : ) n o u n  2 6 6  96 . 96 % 
h e a r t h :  me a n in g  2 ( 1 : 1 5 : 0 0 : : ) n o u n  2 6 6  96 . 96 % 
h e arth :  m e an i n g  3 ( 1 : 06: 01 : : ) n o u n  2 66 92. 42% 
h e arth :  ( 3 m e an i n g s ) n o u n  3 66 8 1 . 8 1 % 
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Ambig u it y  W o r d  
P a r t -O f -S p e e c h  N u mbe r  
 o f  c l a s s  
N u mbe r  o f  
in s t a n c e  Ac c u r a c y  
s t r e s s :  me a n in g  1 ( 1 : 26 : 0 3 : : ) n o u n  2 8 1  1 0 0 % 
s tre s s :  m e an i n g  2( 1 : 26: 02: : ) n o u n  2 8 1  93. 8 2% 
s tre s s :  m e an i n g  3( 1 : 26: 01 : : ) n o u n  2 8 1  8 8 . 8 8 % 
s tre s s :  ( 3 m e an i n g s ) n o u n  3 8 1  7 2. 8 3% 
D e te n ti o n  n o u n  2 63 96. 8 2% 
D y k e  n o u n  2 59 96. 61 % 
C h u rc h  n o u n  2 1 33 91 . 66% 
C h i ld  n o u n  2 1 1 8  90. 67 % 
be g in :  me a n in g  1 ( 2: 4 2: 0 0 )  v e r b 2 5 4 8  95 . 6 3 % 
b e g i n :  m e an i n g  2( 2: 42: 03) v e rb  2 548  95. 43% 
b e g i n :  m e an i n g  3( 2: 30: 01 ) v e rb  2 548  8 3. 02% 
b e g i n :  m e an i n g  4( 2: 42: 04) v e rb  2 548  7 6. 27 % 
b e g i n :  m e an i n g  5( 2: 30: 00) v e rb  2 548  66. 44% 
b e g i n :  (  5 m e an i n g s ) v e rb  5 548  62. 59% 
f in d :  me a n in g  1 ( 2: 3 2: 0 0 ) v e r b 2 7 1  8 3 . 0 9% 
f i n d :  m e an i n g  2( 2: 40: 00) v e rb  2 7 1  8 0. 28 % 
f i n d :  m e an i n g  3( 2: 39: 02) v e rb  2 7 1  8 0. 28 % 
f i n d :  m e an i n g  4( 2: 31 : 1 0) v e rb  2 7 1  7 6. 05% 
f i n d :  (  4 m e an i n g s ) v e rb  4 7 1  59. 1 5% 
k e e p :  me a n in g  1  ( 2: 4 1 : 0 0 ) v e r b 2 96  8 4 . 4 5 % 
k e e p :  m e an i n g  2 ( 2: 41 : 01 ) v e rb  2 96 7 6. 04% 
k e e p :  m e an i n g  3 ( 2: 42: 00) v e rb  2 96 7 1 . 8 7 % 
k e e p :  m e an i n g  4 ( 2: 42: 07 ) v e rb  2 96 69. 62% 
k e e p :  (  4 m e an i n g s ) v e rb  4 96 68 . 7 5% 
r e p l a c e :  me a n in g  1 ( 2: 4 0 : 0 0 : : ) v e r b 2 8 6  97 . 6 7 % 
re p lac e :  m e an i n g  2 ( 2: 30: 00: : ) v e rb  2 8 6 91 . 8 6% 
re p lac e :  m e an i n g  3 ( 2: 41 : 00: : ) v e rb  2 8 6 8 7 . 20% 
re p lac e  ( 3 m e an i n g s ) v e rb  3 8 6 69. 7 6% 
lo c al ad j e c ti v e  2 38 2 8 7 . 01 % 
c o lo rle s s  ad j e c ti v e  2 67  97 . 01 % 
c o o l ad j e c ti v e  2 92 94. 62 
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Ambig u it y  W o r d  
P a r t -O f -S p e e c h  N u mbe r  
o f  c l a s s  
N u mbe r  o f  
in s t a n c e  Ac c u r a c y  
f i t ad j e c ti v e  2 56 98 . 21 % 
f ai th f u l:  m e an i n g  1  ( 3: 00: 00) ad j e c ti v e  2 47  97 . 8 7 % 
f ai th f u l:  m e an i n g  2 ( 3: 00: 01 ) ad j e c ti v e  2 47  8 5. 1 0% 
f ai th f u l:  m e an i n g  3 ( 5: 00: 00) ad j e c ti v e  2 47  8 0. 8 5% 
f ai th f u l:  (  3 m e an i n g s ) ad j e c ti v e  4 47  8 0. 8 5% 
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W S D _ AS  B o o t s t r a p p in g  
( M i h alc e a,  2004) 
Ambig u it y  
W o r d  
A c c u rac y  
 S to p li s t 
A c c u rac y  
   S to p li s t 
S e lf -T rai n i n g  C o -T rai n i n g  
M a x imu m E n t r o p y  
( P alo m ar an d  
S u are z ,  2002) 
art  94 . 23  % 8 5. 7 9 % 59. 61  % 59. 61  % 65. 2 % 
c h u rc h  96 . 24  % 8 0 % 7 2. 22 % 69. 44 % 67 . 9 % 
c h i ld  90 . 6 7  % 8 6. 32 % 68 . 33 % 68 . 33 % 90. 5 % 
au th o ri ty  94 . 4 1  % 8 7 . 5 % 58 . 7 5 % 62. 50 % - 
b ar 1 0 0  % 63. 37  % 35. 48  % 34. 67  % - 
b u m   1 0 0  % 93. 42 % 58 . 1 3 % 46. 51  % - 
c h ai r 1 0 0  % 93. 43 % 8 0. 95 % 8 0. 95 % - 
h e arth  96 . 96  % 7 6. 56 % 55. 1 7  % 65. 51  % - 
s tre s s  1 0 0  % 8 8 . 23 % 52. 63 % 57 . 8 9 % - 
d e te n ti o n  96 . 8 2  % 8 4. 1 2 % 91 . 66 % 91 . 66 % - 
d y k e  96 . 6 1  % 8 7 . 93 % 42. 30 % 50 % - 
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Wettay ap r asi t,  W.,  L ao sen ,  N .,  an d Ch ev ak i dag ar n ,  S. 2 007.  D ata  f i l ter i n g   tech n i q u e  
        f o r  n eu r al  n etwo r k s f o r ecasti n g . Pr o ceedi n g  th e 3 rd  WSE A S I n ter n ati o n al  
        Sy mp o si u m o n  D ata M i n i n g  an d I n tel l i g en t I n f o r mati o n  Pr o cessi n g  (D A TA M I N ' 07). 
Yo o n ,  Y.,   Seo n ,  C.N .,   L ee,  S.,  an d Seo ,  J . 2 006 .  U n su p er v i sed   wo r d   sen se  di s- 
        ambi g u ati o n  f o r  K o r ean  th r o u g h  th e acy cl i c wei g h ted di g r ap h   u si n g   co r p u s an d  
        di cti o n ar y . I n f o r mati o n  Pr o cessi n g  an d M an ag emen t: an  I n ter n ati o n al  J o u r n al ,   
        p p  8 3 6 -8 4 7. 
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 บทคัดยอ 
 
การแกปญหาความกํากวมของคําเปนหนึ่งในงานดานการ
ประมวลผลภาษาธรรมชาติในการแปลภาษาและการสืบคน
เอกสาร บทความนี้ไดเสนอข้ันตอนการแกปญหาความกํากวม
ของคําและเปรียบเทียบประสิทธิภาพขั้นตอนวิธีการเรียนรู 3 
แบบคือ การจําแนกแบบ Nearest Neighbor (IBk) ตนไมการ
ตัดสินใจ(ID3) และข้ันตอนวิธีเบย (NaiveBayes)  ผลการ
ทดลองแสดงใหเห็นวาข้ันตอนวิธี  IBk  และการตัดคําใหคา
ความถูกตองสูงสุด 
 
คําสําคัญ: การแกปญหาความกํากวม, คลังขอความ 
 
Abstract 
 
       Word Sense Disambiguation is one of the works in 
natural language processing for language interpretation 
and information retrieval. This paper presents the steps of 
the solution of word ambiguity and comparing the 
efficiency of three learning algorithms that are Nearest 
Neighbor (IBk) Classification, Decision Tree (ID3), and 
Bayes Method (NaiveBayes). The experimental result 
indicated that Nearest Neighbor (IBk) Classification with 
stoplist removing  gives  maximum accuracy. 
 
Keyword: Word Sense Disambiguation, Corpus 
 
1. บทนํา 
 
ภาษาธรรมชาติที่ใชในการสื่อสารมีคําบางคําท่ีมีความหมาย
หลายความหมายในบริบทที่แตกตางกัน คําที่มีหลายความหมาย
นั้นเรียกวาเกิดความกํากวม (Ambiguity) ความกํากวมของคํา
เปนส่ิงที่ทํ าให เกิดความผิดพลาดไดในงานประยุกตด าน
เทคโนโลยีของภาษา  เชน  การแปลภาษา  (Machine 
Translation) [1, 2] และการสืบคนเอกสาร (Information 
Retrieval) [3]  
การแกปญหาความกํากวมของคํา (Word Sense 
Disambiguation) เปนกระบวนการในการแทนความหมายที่
ถูกตองของคําในบริบท การแกปญหาความกํากวมที่ไดนํา
เทคนิคการทําเหมืองขอมูลมาใชมี 2 แบบคือ การแกปญหา
ความกํากวมโดยใชตัวอยางสอน (Supervise Word Sense 
Disambiguation) [4] และการแกปญหาความกํากวมโดยไม
ใชตัวอยางสอน (Unsupervise Word Sense 
Disambiguation) [5, 6] เปนตน 
สําหรับบทความนี้เสนอขั้นตอนวิธีการแกปญหาความ
กํากวมของคําและเปรียบเทียบประสิทธิภาพขั้นตอนวิธี
ระหวางการจําแนกแบบ Nearest Neighbor โดยใชข้ันตอนวิธ ี
IBk, ตนไมการตัดสินใจโดยใชขั้นตอนวิธี ID3 และขั้นตอน
วิธีเบยโดยใช NaïveBayes ในสวนที่ 2 ของบทความนี้ได
กลาวถึงโปรแกรม คลังขอความ Senseval-2 และเทคนิคการ
จําแนกโดยการทําเหมืองขอมูล สวนที่ 3 นําเสนอข้ันตอน
วิธีการแกปญหาความกํากวมของคําโดยใชเทคนิคการตัดคํา 
ผลการทดลองอยูในสวนที่ 4 และ สวนท่ี 5 คือ บทสรุป 
 
2. คลังขอความ โปรแกรม และเทคนิคการจําแนก 
 
2.1 คลังขอความ Senseval-2 
คลังขอความ Senseval-2 [8] เปนคลังขอความมาตรฐาน
ที่ใชในการทดสอบประสิทธิภาพของโปรแกรมในการ
แกปญหาความกํากวมของคํา คลังขอความ Senseval-2 มี
ลักษณะเปนรูปแบบของ XML เริ่มดวย <corpus></corpus> 
มีแอทริบิว lang เปนสวนที่บอกภาษาของขอความดังภาพที่ 1 
ซ่ึงเปนตัวอยางของคลังขอความ Senseval ภาษาอังกฤษมี
แอทริบิว lang='english' แตละวรรคตอนจะประกอบดวย
การแกปญหาความกํากวมของคําโดยใชเทคนิคการตัดคําสําหรับคลังขอความ Senseval-2  
Word Sense Disambiguation Using Stoplist Removing for Senseval-2 Corpus 
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 <instance></instance> <answer></answer>  และ 
<context></context> ซึ่งใน  <context></context>  
ประกอบดวยประโยคและคําที่มีความหมายกํากวมจะอยูระหวาง 
<head></head> สวน <answer></answer> จะมีแอทริบิว
สําคัญคือ senseid บอกความหมายของคําในบริบทนั้น เชน 
senseid = "art_gallery%1:06:00::"และsenseid = "art% 
1:04:00::  "    หมายถึง คําศัพทคําวา “art” ทั้งสองนี้มี
ความหมายตางกัน   
 
2.2 โปรแกรมที่ใชในการเตรียมขอมูล 
ในขั้นตอนการเตรียมขอมูลสําหรับคลังขอความที่อยูใน
รูปแบบ XML ขอความตองแปลงนั้นใหอยูในรูปแบบ arff โดย
ใชโปรแกรมที่เก่ียวของคือ Ngram Statistic Package (NSP) 
ในการสราง N-gram ใหกับขอความ ในบทความนี้ไดทดลอง
โดยการสราง 2-gram (เนื่องจากตองการเปรียบเทียบ
ประสิทธิภาพของข้ันตอนวิธีทั้งสามคือ IBk, ID3 และ 
NaiveBayes เทานั้น) และ SenseTools จะถูกใชในการแปลง
ขอความใหอยูในรูปแบบ arff    
 
       2.2.1 Ngram Statistic Package 
     Ngram Satistic Package (NSP) [9] เปนโปรแกรมที่ ชวย
ในการวิเคราะหสราง Ngram ใหกับขอความ ตัวอยางการสราง 
2-gram ดวย NSP จากประโยค “He spends his  money  and  
himself  too quickly.” ดังภาพที่ 2 เมื่อสรางเปน 2-gram ดวย 
NSP จะพิจารณาคําแรกกับคําถัดไปอีก 2 คํา โดยจับคูคําหลักคือ 
He กับคําถัดไปลําดับท่ี 1 คือ spends จะได  He<>spends และ
พิจารณาคําหลักกับคําถัดไปลําดับที่ 2 คือ his จะได  He<>his 
เมื่อพิจารณา 2 คําเสร็จใหคําถัดไปเปนคําหลักในที่นี้คือ spends 
จะไดเปน spends<>his และ Spends<>money แลวพิจารณา
แบบเดิมไปเรื่อยๆจนหมดทุกคําจะได  2-gram ของประโยค 1 
ประโยค  
 
2.1.2 SenseTools 
SenseTools เวอรชัน 0.3  [10] เปนโปรแกรมที่ทําหนาที่ 
 แปลงขอความใหอยูในรูปแบบของ arff ซ่ึงเปนรูปแบบที่ 
WEKA ใช ซ่ึงทํางานรวมกับ NSP  
 
ภาพที่ 1 : แสดงลักษณะของ Senseval-2 
 
   
  He     spends      his      money     and      himself      too     quickly . 
 
 
   He<>spends                     He<>his                     spends<>his    
   spends<>money                his<>money               his<>and      
   money<>and                     money<>himself       and<>himself   
   and<>too                           himself<>too             himself<>quickly    
   too<>quickly                    too<>.                        quickly<>.   
 
ภาพที่ 2 : แสดงการสราง 2-gram ดวย NSP 
 
    2.3. การตัดคํา 
     ในการสืบคนเอกสาร (Information Retrieval) [7] จะมี
คําบางคําในขอความซึ่งเปนคําที่มีความเกี่ยวของกับเอกสาร
นอย ทําใหประสิทธิภาพในการคนคืนเอกสารต่ําลง และ
เอกสารมี ขนาด ใหญ ขึ้ น  คํ าพวก น้ัน เ รี ยกว า  stoplist 
ตัวอยางเชน to, of, and, but, could, the และ is เปนตน คํา
เหลานี้เมื่อตัดออกจะทําใหประสิทธิภาพในการสืบคนเอกสาร
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 ดี ข้ึนและมีความสําคัญตอการแกปญหาความกํากวมดวย
เนื่องจากคําเหลานี้ไมไดนํามาวิเคราะหหาความหมายของคํา 
บทความนี้ไดนําเทคนิคการตัดคําที่เปน stoplist ออกจากคลัง
ขอความเพื่อใหเพิ่มความถูกตองในการแกปญหาความกํากวม
และเพ่ิมความรวดเร็วในการทดลองเนื่องจากมีการตัดคําที่ไม
สําคัญทิ้งไป 
       
     2.4. เทคนิคการจําแนกโดยการทําเหมืองขอมูล 
    เทคนิคการจําแนกของการทําเหมืองขอมูลที่เลือกใชใน
บทความนี้มี 3 แบบคือ IBk, ID3 และ NaiveBayes โดยมี
รายละเอียดดังนี้ดังนี้ 
     ขั้นตอนวิธี IBk [11] เปนขั้นตอนวิธีอยางงายของการ
จําแนกแบบ K-Nearest Neighbor ซ่ึงเปนเทคนิคการจําแนก
ประเภทหนึ่งมีลักษณะเดียวกันกับการจัดแบงคลาส ในการใช
งาน K-NN น้ันตองระบุคาตัวเลขจํานวนเต็มบวกใหกับ K เชน 
1-NN, 2-NN, 3-NN,…, K-NN โดยที่ K เปนตัวบอกจํานวน
กรณีที่จะตองคนหาในการทํานายกรณีใหม เชน 4-NN หมายถึง
ข้ันตอนวิธีนี้จะหาคา 4 กรณีที่มีลักษณะใกลเคียงกับกรณีใหม
มากที่สุดและกําหนดเงื่อนไขใหมๆใหกับคลาสที่ใกลเคียงมาก
ที่สุด  
      ขั้นตอนวิธี ID3 [12] เปนข้ันตอนวิธีของการจําแนกโดยใช
ตนไมการตัดสินใจ ขั้นตอนวิธีน้ีจะใชตัวอยางในการสรางตนไม
ซ่ึงนํามาใชในการจําแนกขอมูลที่ไมรู โครงสรางของตนไมใน
แตละโหนดจะเปนแอทริบิว แตละก่ิงจะเปนผลในการทดสอบ
และลีฟโหนดแสดงคลาสที่กําหนดไว   
      ขั้นตอนวิธี NaiveBayes [11] เปนขั้นตอนวิธีของการ
จําแนกโดยใชหลักการของทฤษฎีเบยในการคํานวณหาความ
นาจะเปนซ่ึงถูกใชในการทํานายผลเมื่อทําการวิเคราะหกรณีใหม 
การทํานายผลทําไดโดยการรวมผลของตัวแปรอิสระที่มีตอตัว
แปรตามโดยจะวิเคราะหความสัมพันธระหวางตัวแปรอิสระแต
ละตัวกับตัวแปรตามเพื่อใชในการสรางเงื่อนไขความนาจะเปน
สําหรับแตละความสัมพันธ   
 
3.  แบบจําลองการแกปญหาความกํากวมของคําโดยใช
เทคนิคการตัดคํา 
      จุดประสงคของการทดลองนี้คือการเปรียบเทียบ
ประสิทธิภาพของข้ันตอนวิธี 3 ขั้นตอนวิธีคือ IBk, ID3 และ 
NaiveBayes ในการแกปญหาความกํากวมโดยใชเทคนิคการ
ตัดคํา มี 3 ขั้นตอน 
       ขั้นตอนที่ 1 เตรียมคลังขอความ ในที่น้ีจะใช eng-lex-
sample เปนขอความภาษาอังกฤษของคลังขอความ 
Senseval-2 อยูในรูปแบบของ XML  
     ขั้นตอนที่ 2 ใช  SenseTools และ NSP ในการแปลง
ขอความ XML ใหอยูในรูปแบบ arff เพ่ือนําไปทดลองใน 
WEKA [13] 
        ขั้นตอนที่ 3 เมื่อไดขอมูลในรูปแบบ arff นําไปทดลอง
กับ WEKA โดยใชสามขั้นตอนวิธี คือ IBk, ID3 และ 
NaiveBayes โดยขั้นตอนวิธีโดยใช IBk ทําการทดลองโดย
ใหคา k เปน 1,2,…,10 
     ในการทดลองแบงออกเปน 2 แบบ คือ 
      แบบที่ 1 ขั้นตอนการแกปญหาความกํากวมของคําโดย
การไมตัดคํา ทําการทดลองในขั้นตอนที่ 1, 2 และ 3 จากภาพ
ที่  3 เ พ่ือดูประสิทธิภาพของขั้นตอนวิ ธีแตละวิธีในการ
แกปญหาความกํากวมเมื่อทดลองโดยไมมีการตัดคํา 
       แบบที่ 2  ขั้นตอนการแกปญหาความกํากวมของคําโดย
การตัดคํา ทําการทดลองในขั้นตอนที ่1, 2, 3 และ 4 จากภาพ
ที่ 4 โดยในข้ันตอนนี้ทําการทดลองเพิ่มการตัดคําเพ่ือดู
ประสิทธิภาพของข้ันตอนวิธีแตละวิธีในการแกปญหาความ
กํากวมโดยเพิ่มการตัดคําที่เปน stoplist ออก  
        
      ขั้นตอนที่ 1 :  เตรียมคลังขอความ 
1.1 เตรียมคลังขอความ Senseval-2 ซึ่งอยูในรูปแบบของ  XML 
 
      ขั้นตอนที่  2 : แปลงขอความใหอยูในรูปแบบ  arff 
2.1 แปลงขอความ XML ใหอยูในรูปแบบ arff  ดวย SenseTools และ 
NSP  
 
        ขั้นตอนที่ 3 :  ทดลองการทํางานดวย WEKA 
3.1 เมื่อไดขอมูลในรูปแบบ .arff นําไปทดลองกับโปรแกรม WEKA 
โดยใชสามขั้นตอนวิธี คือ IBk , ID3, NaiveBayes  
3.2 ไดคาความถูกตองในการจําแนกความหมายของคําที่กํากวม 
ภาพที่ 3 : แสดงขั้นตอนการแกปญหาความกํากวมของคาํโดยการไมตัดคํา 
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       ขั้นตอนที่ 1 :  เตรียมคลังขอความ 
1.1 เตรียมคลังขอความ Senseval-2 ซึ่งอยูในรูปแบบของ  XML 
 
      ขั้นตอนที่ 2 : ตัดคําท่ีเปน  stoplist  
2.1 ตัดคําท่ีเปน  stoplist ออกจากคลังขอความ 
 
      ขั้นตอนที่ 3 : แปลงขอความใหอยูในรูปแบบ  arff 
3.1 แปลงขอความ XML ใหอยูในรูปแบบ arff  ดวย SenseTools และ 
NSP  
 
        ขั้นตอนที่ 4 :  ทดลองการทํางานดวย WEKA 
4.1 เมื่อไดขอมูลในรูปแบบ .arff นําไปทดลองกับโปรแกรม WEKA 
โดยใชสามขั้นตอนวิธี คือ IBk , ID3, NaiveBayes  
4.2 ไดคาความถูกตองในการจําแนกความหมายของคําที่กํากวม 
  ภาพที่ 4 : แสดงขั้นตอนการแกปญหาความกํากวมของคําโดยการตัดคํา 
 
4.  ผลการทดลอง 
 
       ขอมูลที่ใชในการทดลองคือคลังขอความ Senseval-2 คํา
กํากวมจากคลังขอความ Senseval-2 ที่ใชในการทดลองแสดง
ดังตารางที่ 1 โดยประกอบดวยคํากํากวมดังตอไปน้ี stress, 
fatigue, nation, bum, holiday, spade, hearth, detention และ 
dyke ซ่ึงแตละคําจะมีจํานวนตัวอยางแตกตางกัน ทํางานใน 
WEKA [13] แบงขอมูลเปน Train Set และ Test Set โดย
ทดลองกับสามขั้นตอนวิธีคือ IBk, ID3 และ NaiveBayes  
สําหรับการทดลองในขั้นตอน IBk นั้นไดทําการทดลองเริ่มตน 
โดยกําหนดคา k ใหมีคา 1 ถึง 10 จากภาพที่ 5 ผลการทดลองเมื่อ
เพิ่มคา k ข้ึนคาความถูกตองจะมีคาคงที่ตัวอยางเชนคําวา 
“dyke” และมีบางคําที่มีความถูกตองลดลงตัวอยางเชนคําวา  
 
 
 
 
 
 
 
 
 
 
 
 
“stress” และ “detention” เปนตน และจากคาความถูกตองที่
ได คา k เทากับ 1 จะมีความถูกตองสูงสุด ดังนั้นจึงไดเลือกคา 
k เทากับ 1 ในการทดลองขั้นตอไปของขั้นตอนวิธี  IBk  
        ผลการทดลองแสดงใหเห็นวาการแกปญหาความกํากวม
โดยใชการตัดคํา (แบบที่ 2) จากทั้งสามขั้นตอนวิธีคือ IBk, 
ID3 และ NaiveBayes จะใหคาความถูกตองสูงกวาการ
ทดลองโดยไมมีการตัดคําที่ เปน  stoplist (แบบที่1) 
ตัวอยางเชน hearth จากตารางที่ 1 โดยข้ันตอนวิธี IBk ไมตัด
คํามีความถูกตอง 68.42% เมื่อตัดคําไดคาความถูกตอง 89.47 
%  ขั้นตอนวิธี ID3 ไมตัดคํามีความถูกตอง 47.36% เมื่อตัด
คําไดคาความถูกตอง 84.21% ขั้นตอนวิธี NaiveBayes ไมตัด
คํามีความถูกตอง 68.42%  เมื่อตัดคําไดคาความถูกตอง 
84.21% ผลการเปรียบเทียบแตละข้ันตอนวิธีการทดลองแบบ
1 และแบบ 2 จากขั้นตอนวิธี IBk , ID3 และ NaiveBayes 
แสดงไดดังภาพที่ 6,    7 และ 8 ตามลําดับ  ภาพที่ 9 แสดงให
เห็นวาเมื่อทดลองโดยใชการแกปญหาความกํากวมโดยใชการ
ตัดคําโดยสวนใหญขั้นตอนวิธี IBk ใหคาใหคาความถูกตอง
สูงกวาใชข้ันตอนวิธี ID3 และ NaiveBayes 
 
5.  บทสรุป 
 
       บทความนี้นําเสนอขั้นตอนการแกปญหาความกํากวม
ของคําโดยใชการเปรียบเทียบประสิทธิภาพของขั้นตอนวิธี 3 
วิธีคือ IBk, ID3 และ NaiveBayes สามารถสรุปไดวา การ
แกปญหาความกํากวมโดยใชการตัดคําใหคาความถูกตองสูง
กวาการแกปญหาความกํากวมโดยไมตัดคํา และขั้นตอนวิธีที่
ใหคาความถูกตองสูงสุดคือ ขั้นตอนวิธี IBk ซ่ึงใหคาความ
ถูกตองสูงกวา ID3 และ NaiveBayes 
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Classified  Accuracy 
IBk (k=1) ID3 NaiveBayes 
 
คํา 
 
 
จํานวน 
ตัวอยาง แบบ1 แบบ2 แบบ1 แบบ2 แบบ1 แบบ2 
  stress 84 48.38% 72.41% 64.51% 65.51% 48.38% 62.06% 
  fatigue 77 77.77% 85.15% 70.37% 85.18% 74.01% 85.18% 
  nation 74 76.00% 84.61% 72.00% 88.00% 72.00% 84.61% 
  bum 72 79.31% 88.00% 75.86% 88.00% 75.00% 84.00% 
  holiday 62 86.36% 86.39% 86.36% 86.36% 86.36% 86.36% 
  spade 59 68.18% 73.68% 59.09% 68.42% 63.63% 68.42% 
  hearth 55 68.42% 89.47% 47.36% 84.21% 68.42% 84.21% 
  detention 55 77.27% 84.21% 72.72% 78.94% 72.72% 78.94% 
  dyke 33 66.67% 91.66% 66.66% 91.66% 66.66% 91.66% 
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Abstract—Word sense disambiguation is one of natural language 
processing tasks. This study proposes new idea for word sense 
disambiguation by using context window of left-hand side type, 
right-hand side type and both left-hand and right-hand sides and 
the attribute selection. The techniques used for this study are 
GainRatioAttributeEval and InfoGainAttributeEval. RBF 
Neural Network and ID3 algorithm are used to classify the sense 
of words. The result of the study from Senseval-2 corpus 
indicates that the context window of both left-hand side and 
right-hand side give highest accuracy. The attribute selection by 
the GainRatioAttributeEval technique gives higher accuracy 
than InfoGainAttributeEval. The RBF Neural Network 
algorithm gives higher accuracy than the ID3 algorithm. 
Keywords-natural language processing; word sense 
disambiguation; RBF Neural Network; ID3; attribute selection 
I.  INTRODUCTION  
In the communication by natural language, there are some 
of same words used that have different meanings when these 
same words are used in different contexts. The same words 
with different meanings are the causes of ambiguity. The 
consequence of ambiguity of words brings to the error of 
machine translation [1, 2] and information retrieval [3]. Word 
sense disambiguation is a process to represent the right 
meaning for the ambiguous words. 
Section 2 of this study is the principle of context window, 
attribute selection, and classification. Section 3 proposes 
(WSD_AS) model. Section 4 is the result of the study by using 
Senseval-2. Section 5 is the conclusion. 
II. CONTEXT WINDOW ATTRIBUTE SELECTION AND 
CLASSIFICATION 
A. Context Window 
The contexts of ambiguous words are words around those 
ambiguous words of both left-hand side and right-hand side. 
The context of each word will mention on things that have 
relations with the meaning in that sentence. In using context to 
problem solving for the ambiguous words, this will give the 
right meaning of those ambiguous words. For example, the 
sentence with ambiguous word “art” is shown as follows: 
“There’s always one to be heard somewhere during the 
summer; in the piazza in front of the art gallery and Town Hall 
or in a park.” 
The context on the left-hand side means all words on the 
left-hand side of “art”. The context on the right-hand side 
means all words on the right-hand side of “art”. When the 
window size is +n, this means moving to the right-hand side n 
positions from the ambiguous word. And when the window 
size is –n, this means moving to the left hand-side n positions 
from the ambiguous word. The previous studies that used the 
context to problem solving for the ambiguous words are such 
as using both left-hand side and right-hand side with the 
window size of ± 2 for maximum entropy model [4], and 
class-based collocations model [5], using both left-hand side 
and right-hand side with the window size of ± 1 ± 2 ± 3 for 
feature selection for maximum entropy-based model [6]. 
B. Attribute Selection 
Attribute selection is a method of reducing for non-related 
number of attributes. The number of attributes will be reduced 
to have only related attributes. The advantage of reducing the 
number of attributes is using significant samples to be trained. 
The result of this selection gives higher accuracy. The studies 
of data mining that used the technique of attribute selection 
are such as using UCI repository of machine learning database 
composed of 9 databases by the selection of Information Gain 
Ratio Attribute Evaluation and Relief Attribute Evaluation [7] 
and using Speaker Recognition Evaluation (SRE) database by 
selection Information Gain Attribute Evaluation and Gain 
Ratio Attribute Evaluation [8]. The examples of attributes 
selection for the study are as follows. 
1) Information Gain Attribute Evaluation:  
This selection is a reduction for the number of attributes 
that will be used to evaluate the value of attribute by 
measuring Information Gain values [8, 9]. Information Gain 
(IG) can be calculated by (1). 
                    ( ) ( | )IG H Y H Y X= −                           (1)                       
where  Y is class and X is input attribute 
 
           ( )H Y is entropy of Y  
           ( | )H Y X is conditional entropy of Y given X  
       The calculation of ( )H Y is shown by (2) and the 
calculation of ( | )H Y X  is shown by (3). 
                 
2( ) ( ) log ( ( ))
y Y
H Y p y p y
∈
= −∑                        (2 )
                                 
2( | ) ( ) ( | ) lo g ( ( | ) )
x X y Y
H Y X p x p y x p y x
∈ ∈
= −∑ ∑            (3 ) 
where  ( )p y is the probability of y , ( )p x is the probability of 
x , and ( | )p y x is the conditional probability of y given x  
      2) Gain Ratio Attribute Evaluation: 
      This selection is a reduction for the number of attributes 
that will be used to evaluate the value of attribute by measuring 
Gain Ratio [8, 9]. There will be an adjustment on the scale due 
to the value of data in the interested attribute with that class.  
Gain Ratio (GR) can be calculated by (4). 
                                      
( )
IGG R
H X
=
                                 (4) 
      Both of these two attribute selections are used in Ranker 
Search Method [9]. Attributes will be sorted according to their 
significant values. The unused attributes will be eliminated. 
The difference between IG and G R  [8, 9] is that 
G R received from the dividing by entropy value that the 
output value is in the range [0, 1]. If G R is equal to 1, this 
means that there is highest relationship between Y and X . The 
value received from G R will be smaller when compared with 
the value of IG . 
C. Classification 
Classification is a technique of data mining. This study 
will use two techniques of ID3 and RBFNetwork. ID3 is an 
algorithm using decision tree [10]. ID3 algorithm will be used 
to create the decision tree while each node represents an 
attribute, each branch represents the test result, and leaf node 
represents the class. RBFNetwork or RBF Neural Network   
[9, 10] is composed of three layers that are input layer, hidden 
layer, and output layer. RBF Neural Network uses Radial 
Basis Activation Function which is Gaussian Function 
( ( )Xφ ) in (5) for j= 1,…,L, where X is the input feature, L 
is the number of hidden units, and jµ  is the average of jth 
Gaussian Function. 
                       
1( ) ex p ( ) ( )Tj j jjX X Xφ µ µ
− = − − − ∑  (5) 
III. WORD SENSE DISAMBIGUATION ATTRIBUTE SELECTION 
MODEL USING GAIN RATIO AND RBF NEURAL NETWORK  
There are 4 steps of word sense disambiguation and 
attribute selection (WSD_AS) model as shows in Fig 1. Step 1 
is data preprocessing. Step 2 is creating attribute using context 
window. Step 3 is attribute selection. And step 4 is word sense 
classification. 
 
Step 1: Data Preprocessing 
1.1 Preprocess data for Senseval-2 in the format of XML.  
1.2 Use SenseTools program to split ambiguous words that is in the 
format of XML. Each ambiguous word will be kept in each 
separated file. 
1.3 Eliminate stoplist words from the data. 
Step 2: Create  Attribute Using Context Window 
2.1 Specify the window size of context = n. 
2.2 Construct attribute by using context window with 3 cases. 
   2.1.1 Use left hand side of the context window. 
   2.1.2 Use right hand side of the context window. 
   2.1.3 Use both left hand and right  hand sides of the  
            context window. 
2.3 Use SenseTools program and NSP program to convert the sentence 
into the form of feature vectors (0 or 1) with arff format file. 
            2.3.1 Create N-Gram Using NSP Program (count.pl)                
                Command  : count.pl –ngram n OUTPUT_FILE   INPUT_FILE              
            2.3.2 Create Regular Expressions Using  SenseTools    
                     Program (nsp2regex.pl) 
                Command  : nsp2regex.pl INPUT_FILE   REGEX_FILE                             
            2.3.3 Create Feature Vectors Using SenseTools  
                     Program (xml2arff.pl) 
                Command  : xml2arff.pl –training TRAIN_FILE – test  
                    TEST_FILE  REGEX_FILE                    
            2.3.4 Change symbol  “%” to be symbol “~” Using  
                     SenseTools Program (tilde.pl) 
                Command  : tilde.pl  SOURCE >> OUTPUT    
Step 3: Attribute Selection 
3.1   Select attribute selectors.  
            3.1.1 InfoGainAttributeEval. See (1) 
            3.1.2 GainRatioAttributeEval. See (2) 
3.2  Select the number of attributes needed for selection such as 
       40, 50 or 60. 
Step 4: Word Sense Classification 
4.1  Choose number of class for classification. 
             4.1.1 Set the class number into two classes only (YES or NO). 
             4.1.2 Choose the class number more than two classes.  
4.2  Choose classification algorithm. 
            4.2.1 RBFNetwork 
            4.2.2 ID3 
4..3    Calculate the classification accuracy. 
 
Figure 1.  Show  the proposed WSD_AS  Model . 
A. Step1:Data Preprocessing 
Senseval-2 [11] is standard data in measuring the efficiency 
of word ambiguity problem solving. The data composes of sub-
data with various languages such as Italian, Japanese, English, 
and etc. This study selected English language as shows in Fig 
2. 
1.1) The preprocessing data for senseval-2 is to set in the 
format of XML using English Language (eng-lex-sample). For 
example, from Fig 2., ambiguous word “art” has 3 meanings: 
skill, art work, or art creation. 
1.2) Use SenseTools program [12] to split ambiguous 
words that is in the format of XML from Senseval-2 data to be 
the file of each ambiguous word. 
1.3) Eliminate stoplist words [13, 14] and punctuation 
such as ; , . ( ) , and etc from file due to those stoplist words are 
redundancy and will enlarge the size of the file. Since these 
words will not be analyzed to find the meaning of the 
ambiguous word. Sample of stoplist words is shown in Fig 3. 
The elimination of stoplist word can be below. Suppose that 
the sentence is shown as follows :  
“There’s always one to be heard somewhere during the 
summer; in the piazza in front of the art gallery and Town Hall 
or in a park.”  
 The word “art” (bold) has ambiguous meaning. The 
stoplist words are those underlined. When the stoplist words 
and punctuation are eliminated, the result received is shown as 
follows: 
 “heard summer piazza front art gallery Town Hall park” 
B. Step 2: Attribute Construction by Context Window 
2.1) The experiment will select the window size of the 
context.  The window size used for the experiment is n. When 
n = 1, this means that there is adding one more word to be 
considered as attribute value. 
2.2) The experiment will construct attribute by using 
context.  Let W be an ambiguous word and n be the window 
size. Then W+1, W+2, W+3,… , W+n
  
are contexts on the right-hand side 
and W
-n,…, W-3, W-2, W-1 are contexts on the left-hand side. For 
example, when the window size is one (n = 1), the attribute 
construction can be selected 3 cases as shows in Fig 4. 
Case 1: Move the context to the left-hand side with 
one more position: (W
-1 W). 
Case 2: Move the context to the right-hand side with 
one more position: (W  W+1). 
Case 3: Move the context to both right-hand side and 
left-hand side with one more position: (W
-1 W  W+1). 
      Similarly, if the size of the window is 2 (n=2), the context 
received will have to add two more words on the left-hand 
side or the right-hand side, therefore case 1 will be W
-2 W-1 W, 
case 2 will be W  W+1 W+2
 
, and case 3 will be W
-2 W-1W  W+1 W-2,  
respectively. For example, in Fig 5., from the following 
sentence “heard summer piazza front art gallery Town Hall 
park.” if the context window is 3 (n = 3), case 1 will be 
“summer piazza front art”, case  2  will  be “art  gallery Town 
Hall”, case 3 will be “summer piazza front art gallery Town 
Hall”,  respectively.      
       2.3) Use SenseTools program and NSP program [15] to 
convert the sentence into the form of feature vectors (0 or 1).  
The family name of the file received is arff format. There are 4 
sub-steps of converting the sentence with SenseTools program 
and NSP program as shows in Fig 1. 
2.3.1 The count.pl is a file for constructing words in  
N-gram format. The propose of this sub-step is to count the 
frequency of the each word in the context window. In the 
experiment, we will used 1-Gram. For example, from Fig 5., 
with case 3, context window selection (both left-hand side and 
right-hand side), the output of this sub-step 1-Gram is shown 
as follow: “Town<>1” means the word “Town” has the  
frequency equal to 1, etc.  
2.3.2 The nsp2regex.pl is a file for constructing 
Regular Expressions of each word. 
2.3.3 The xml2arff.pl is a file for identifying the 
instance word in the form of feature vectors (0 or 1). If the 
instance word is existing, then the feature vector value is equal 
to 1, otherwise it will equal to 0 (not existing).  
       2.3.4 The tilde.pl is a file for changing symbol “%” to be 
ready to use for WEKA [16] as shows in Fig 6. The first part 
will describe the relation of each attribute. 
 
 
 
<?xml version="1.0" encoding="iso-8859-1" ?> 
<!DOCTYPE corpus SYSTEM 
  "lexical-sample.dtd"> 
<corpus lang='english'> 
<lexelt item="art.n"> 
<instance id="art.40004" docsrc="bnc_A6U_637"> 
 
 
<answer instance="art.40004" senseid="art%1:04:00::"/> 
 
 
<context> 
 When things are on the up and the lodestar of a transformatory politics 
shines bright , so too does <&> bquo ; the avant <-> garde project of 
overcoming the separation of art and life <&> equo ; <(> p . 171 <)> . <[/> 
p <] [> p <]> In this perspective it seems that Callinicos can only mean 
relatively little with his disclaimers about good art . The individual <&> 
bquo ; good <&> equo ; work might get thrown up , however unpropitious 
the circumstance . But it can only be a quirk ; and the force of its <&> 
bquo ; goodness <&> equo ; is strictly limited and circumscribed . Only 
once , in a fleeting reference to Matisse is there a sense of the boot being 
on the other foot , of art offering a sense of liberation from social ideology 
. But even this is done in the name of a supposed <&> bquo ; immediate 
sensuous charge <&> equo ; rather than  
any more extended critical 
 
 
 capacity of <<> head <>> art <</> head <>> or the aesthetic .  
</context> 
</instance> 
</lexelt> 
</corpus> 
 
Figure 2.  Ambiguous word “art” in Senseval-2 corpus. 
a             and           above          always          after         there            before          
both        of             one              in                  is              he                must        
be           the            we               somewhere  you           to                 or 
 
Figure 3.  Sample of stoplist words. 
LHS         :    
RHS         :                                       
LHS & RHS:    
 
Figure 4.  Show selected attribute with window size = 1. 
LHS         :  
       
RHS         :                                       
   
LHS & RHS: 
 
   
Figure 5.  Show example of selected attribute with window size = 3. 
  The sense of ambiguous word  “art”  is 1:04:00 
Start the sentence 
   Show ambiguous word “ art” 
  W
-3          W-2            W-1            W           W+1          W+2            W+3 
 
        W           W+1          W+2              W+3 
 
            W
-3          W-2             W-1           W       
          W           W+1          W+2            W+3 
                   art       gallery      Town       Hall   
          W
-3           W-2            W-1            W         W+1            W+2          W+3          
            summer     piazza     front         art       gallery      Town       Hall   
    W
-3           W-2            W-1           W 
 summer   piazza     front        art      
 English language of Senseval-2 
C. Step 3: Attribute Selection 
3.1) Select the type of attribute selections, which are  
InfoGainAttributeEval and GainRatioAttributeEval. 
3.2) Select the numbers of attribute such as 40, 50, 60, 
100, 150, and 200. 
D. Step 4: Word Sense Classification 
4.1) Select the method of classification by separating into 
only 2 classes of meanings or by using the whole classes of 
meanings when the  number  of class is  greater than   two. For 
 
@relation 'RELATION' 
@attribute 'Town' {0,1} 
@attribute 'gallery' {0,1} 
@attribute 'front' {0,1} 
@attribute 'piazza' {0,1} 
@attribute 'summer' {0,1} 
@attribute 'art' {0,1} 
@attribute 'Hall' {0,1} 
@attribute 'senseclass' {art~1:06:00, art~1:09:00, art~1:04:00} 
@data 
{0,0,0,0 ,1,1,0, art~1:06:00 
{1,1,1,1,1,1,1,  art~1:06:00 
{0,0,0,0,0,1,0 , art~1:04:00} 
{0,0,0,0,0, 1,0, art~1:09:00} 
 
 
Figure 6. Example of completed arff file using SenseTools program  (tilde.pl) 
 
separating into only 2 classes of meanings, this means that if a 
word has 3 meanings that are X, Y, and Z, there will be 3 
cases of consideration.  Case 1 will pay attention only the 
meaning of X that will receive X = YES and Y, Z = NO.  Case 
2 will pay attention only the meaning of Y that will receive Y 
= YES and X, Z = NO.  Case 3 will pay attention only the 
meaning of Z that will receive Z = YES and X, Y = NO.  For 
using the whole classes of meanings, this case will specify the 
numbers of truly meaning when the numbers of meaning of 
ambiguous word are more than 2 meanings. For example, if a 
word has 3 meanings that are X, Y, and Z, let the first 
meaning be class X, the second meaning be class Y, and the 
third meaning be class Z.   
4.2) This step is to choose the classification algorithm, 
which is RBFNetwork or ID3. The software used is WEKA 
[16]. 
4.3) The last step is to calculate the accuracy of ambiguous 
words. The accuracy for classification is calculated from the 
proportion of correct classified instances and number of all 
instances times 100 as equation (6).  
 
number of correct classified instances
accuracy (%) = 100
number of all instances
×      (6) 
IV. EXPERIMENT 
Senseval-2 corpus is used for this experiment.  There are 8 
ambiguous words which are art, bar, bum, chair, hearth, stress, 
dyke, and church. 10-folds Cross Validation is used for this 
study by dividing data into training set and testing set. The 
data used will be divided into 10 equivalently. Then 9 parts 
will be used for training set and 1 part will be used for testing 
set. Data will be rotated 10 times for different testing set and 
different training set. The experimental results can be 
concluded into 6 issues that are issues of  A) Selecting the 
Context Window Size, B) Selecting the Context Window 
Format, C) The number of Attribute Selection, D) Choosing 
Algorithm Selection Technique, E) Choosing Classification 
Algorithm, and  F) Choosing the Number of  Class. 
A. Issue of Selecting the  Context Window Size 
If the width of the window size is increasing, then the 
accuracy will be increasing as shows in Fig 7(b). For example, 
the word “church” using ID3 algorithm with 
GainRatioAttributeEval at the window sizes ±1, ±2, ±3, ±4, 
and ±5 received the accuracy as follows: 73.68%, 79.69%, 
81.95%, 83.45%, and 83.33%, respectively. The study 
indicates that ID3 algorithm and RBFNetwork algorithm (both 
InfoGainAttributeEval and GainRatioAttributeEval) of other 
ambiguous words such as art, bum, and dyke have the same 
result as shows in Fig 7. 
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Figure 7. Shows accuracy values when the window sizes are equal to ±1, ±2, 
±3, ±4 and ±5 of context on left-hand side and right-hand side.  
B. Issue of Selecting the  Context Window Format 
The experimental result shows that context windows on 
both left-hand side and right-hand side will give higher 
accuracy than selecting context windows on the left-hand side 
only or right-hand side only as shows in Fig 8(d). For the 
ambiguous word “dyke”, the right-hand side accuracy is 
89.83%, left-hand side accuracy is 89.83%, and both right-
hand side and left- hand side accuracy is 96.61%, respectively.   
C. Issue of the number of Attribute Selection 
The selection of attribute without selection (non-attribute 
selection) means using the numbers of attributes received from  
attribute construction (in step 2).  For example, “art” has the 
numbers of 1103 attributes, “dyke” has the numbers of 327 
attributes, “church” has the numbers of 720 attributes, and 
“bum” has the numbers of 450 attributes.  When select the 
attributes equal to 40 attributes, this means that the study will 
used   only 40 attributes.  In this experiment, user can choose 
the numbers of attributes such as 50, 100, 150, 500, and etc. 
The experimental result shows that using the attribute 
selection algorithm will give higher accuracy than using non-
attribute selection as shows in Fig 9(a). For example, the 
ambiguous word “art”, with RBFNetwork algorithm and 
GainRatioAttributeEval, the 40 attributes accuracy is 87.01%, 
while the non-attribute selection (1103 attributes) accuracy is 
very low at 54.32%. The experimental results for other words 
such as dyke, church, and bum are in the same patterns when 
the smaller selection attribute gave higher accuracy than the 
non-attribute selection. 
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Figure 8. Shows accuracy values of using right-hand context, left-hand 
context, and both left and right hands context. 
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 Figure 9. Shows the accuracy when compare the selection for the different 
numbers of attributes and selection of attributes (last value) by RBFNetwork 
algorithm and GainRatioAttributeEval technique. 
D. Issue of Choosing  Attribute Selection Technique 
The experimental result shows that 
GainRatioAttributeEval gives higher accuracy than 
InfoGainAttributeEval as shows in Fig 10(a). The accuracy of 
ambiguous word “church” with the GainRatioAttributeEval is 
83.45%, which is higher than InfoGainAttributeEval at 
76.51%. Experimental result from RBFNetwork algorithm has 
the same pattern. The accuracy of GainRatioAttributeEval is 
91.61% that is higher than 86.36% of InfoGainAttributeEval. 
E. Issue of Choosing Classification Algorithm 
The experimental result shows that the RBFNetwork 
classification algorithm gives higher accuracy than the ID3 
classification algorithm.  For example, in Fig 11., the 
ambiguous word “dyke” with RBFNetwork algorithm gives 
higher accuracy at 96.61% when ID3 algorithm is only 
89.83%. 
F. Issue of Choosing the Number of Class 
There are two types of the number of class selection. First 
is the two-class pattern. Second is more than one-class pattern. 
From Fig 12., the ambiguous word “art” has 3 different 
meanings that are 1:04:00, 1:06:00, and 1:09:00. Ambiguous 
word “bum” has 3 different meanings that are 1:18:00, 
1:18:02, and 1:08:03. The experiment uses RBFNetwork 
algorithm of the window size equal to ±4 and the selection 
technique GainRatioAttributeEval that the number of 
attributes is 40.   The experimental result indicates that 
accuracy value by separating classifications into 2 classes of 
meaning has higher value than using the whole classes of 
meanings of ambiguous words that exist. The accuracy value 
of ambiguous word “art” when classify by separating into 2 
classes of meaning are as follows. The   first meaning 
(1:09:00) is 94.23%.The second meaning (1:04:00) is 90.38%. 
The third meaning (1:06:00) is 88.46%. The three meaning is 
87.01%. 
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Figure 10. Shows accuracy value when compare InfoGainAttributeEval with 
GainRatioAttributeEval technique. 
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Figure 12.The accuracy of the classification by separating into 2 classes of 
meaning and the whole classes of meaning.     
The detail for the experimental result of 8 ambiguous 
words is shown in Table I. 
TABLE I.  THE EXPERIMENTAL RESULT OF  EACH  AMBIGUOUS WORD BY 
USING RBFNETWORK  ALGORITHM FOR BOTH  LEFT-HAND AND RIGHT-HAND 
CONTEXT, AND GAINRATIOATTRIBUTEEVAL TECHNIQUE 
Ambiguity Word 
Number 
of class 
Number of 
instance Accuracy 
art: meaning 1(1:09:00) 2 208 94.23% 
art: meaning 2 (1:04:00) 2 208 90.38% 
art: meaning 3 (1:06:00 2 208 88.46% 
art (3 meanings) 3 208 87.01% 
bum: meaning 1 (1:18:03) 2 77 100% 
bum: meaning 2 (1:08:00) 2 77 94.40% 
bum: meaning 3 (1:18:02) 2 77 96.10% 
bum (3 meanings) 3 77 96.10% 
bar: meaning 1(1:14:00) 2 248 100% 
bar: meaning 2(1:06:06) 2 248 100% 
bar: meaning 3(1:06:05) 2 248 98.79% 
bar: meaning 4(1:10:00) 2 248 98.38% 
bar: meaning 5(1:06:00) 2 248 95.16% 
bar: meaning 6(1:06:04) 2 248 80.64% 
bar (6 meanings) 6 248 59.27% 
chair: meaning 1(1:18:00) 2 139 100% 
chair: meaning 2 (1:06:00) 2 139 98.56% 
chair: meaning 3 (1:04:00) 2 139 98.56% 
chair (3 meanings) 3 139 95.68% 
hearth: meaning 1(1:06:00) 2 66 96.96% 
hearth: meaning 2 (1:15:00) 2 66 96.96% 
hearth: meaning 3 (1:06:01) 2 66 92.42% 
hearth: (3 meanings) 3 66 81.81% 
stress: meaning 1(1:26:03) 2 81 100% 
stress: meaning 2(1:26:02) 2 81 93.82% 
stress: meaning 3(1:26:01) 2 81 88.88% 
stress: (3 meanings) 3 81 72.83% 
dyke 2 59 96.61% 
church 2 133 91.66% 
 
V. CONCLUSION 
 This paper presents steps for problem solving of 
ambiguous words by using context window and attributes 
selection. The result for the problem-solving of ambiguous 
words can be concluded that 1) using the proper window size 
of context effects on the accuracy of the classification,           
2) using both left-hand side and right-hand side context 
window give higher accuracy than using only left-hand side or 
right-hand side context window, 3) attribute selection 
technique gives higher accuracy than the non-attribute 
selection technique 4) GainRatioAttributeEval selection gives 
higher accuracy than attribute selection of  
InfoGainAttributeEval selection, 5) the classification of 
meaning by separating into 2 classes of meaning gives higher 
accuracy than  using  whole  classes of  meanings, and          
6) RBFNetwork algorithm gives higher accuracy than ID3 
algorithm. In conclusion, this paper presents technique to 
enhance the prediction of ambiguous words with high 
accuracy value by using RBFNetwork algorithm, 
GainRatioAttributeEval attribute selection, and both left-hand 
side and right-hand side context window. 
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