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Abstract
We present a brief overview of two continuous - time quantum Monte Carlo impurity solvers – a diagrammatic
expansion of the partition function in the interaction and in the impurity-bath hybridization and mention a recently
developed continuous-time auxiliary ﬁeld method. We show that continuous-time methods deliver substantial gains
in computational eﬃciency over previous QMC discrete-time algorithms.
1. Introduction
Strongly correlated fermion systems on a lattice can be investigated by the so-called dynamical mean ﬁeld theory
(DMFT). This approach, developed by Mu¨ller-Hartmann and by Metzner and Vollhardt [1, 2], and later by Georges,
Kotliar, and co-workers [3, 4] uses the fact that if the self-energy is assumed to be momentum-independent, the
solution of the lattice model may be obtained from the self-consistent solution of a quantum impurity model.
Quantum impurity models are amenable to numerical studies. The often used QMC Hirsch Fye algorithm [5]
requires the discretization of imaginary time into equal slices, which restricts its application to relatively high temper-
atures.
Recently, a new class of diagrammatic Quantum Monte Carlo continuous-time impurity solvers has been devel-
oped [6, 7, 8, 9, 10]. In these algorithms, the partition function is expanded into an inﬁnite series of diagrams, which
are then sampled using a determinantal Monte Carlo method.
We present an overview of algorithms and a summary of results published in [11]. We start by describing the
model, then brieﬂy describe the weak-coupling and hybridization methods, and show some results.
2. Impurity Model
We illustrate the continuous-time methods for the case of the one-band Hubbard model. The eﬀective action S eﬀ
for the DMFT is
S eﬀ = −
∫ β
0
dτdτ′
∑
σ
cσ(τ)Fσ(τ − τ′)c†σ(τ′) −
∫ β
0
dτ
[
μ(n↑ + n↓) − Un↑n↓
]
, (1)
where μ denotes the chemical potential and U the on-site repulsion. The hybridization function F describes transitions
into the bath and back and is related to the mean ﬁeld function G0 by [8, 4]
G−10,σ(iω) = iω + μ − Fσ(−iω). (2)
We proceed by expanding S eﬀ in two complementary ways: ﬁrst in powers of the interaction, then in the hybridization.
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Figure 1: Typical diagrams for the weak coupling (left) and the hybridization algorithm (right). The diagrams of order k for the expansion in the
interaction consist of k “Hubbard vertices” at random locations between zero and beta, connected by G0 - lines. The ones for the hybridization
expansion consist of occupied orbital lines or “segments” that are connected by hybridization (F) - lines.
3. Weak Coupling Algorithm
Rubtsov and collaborators [6, 7] proposed an approach for solving the quantum impurity models that is based
on a diagrammatic expansion of the partition function in the on-site interaction term U. The eﬀective action S eﬀ is
split into a hopping part S 0 and an interaction part SU that contains the four-fermion terms. The partition function
Z = TrTτe−S eﬀ is expanded in powers of the interaction, which leads to a sum of integrals of expectation values of
time-ordered operators:
Z =
∑
k
∫∫∫
dτ1 · · · dτk (−U)
k
Z0k!
〈Tτn↑(τ1)n↓(τ1) · · · n↑(τk)n↓(τk)〉S 0 . (3)
These diagrams are illustrated in the left part of Fig. (1). The trace over the fermionic degrees of freedom is performed
analytically: Wick’s theorem leads to (2k)! terms
∏〈c†i (τi)c j(τ j)〉S 0 whose combined weight is the product of determi-
nants of a matrix D = DG0,↑DG0,↓, where DG0,σ(i, j) = G0,σ(τi−τ j).We sample this series using a Monte Carlo process
that consists of inserting Hubbard vertices Un↑(τ)n↓(τ) at some randomly chosen imaginary time location τ and re-
moving them. The corresponding probabilities are given by the Metropolis criterion, where the overall normalization
factor Z0 from the noninteracting part cancels.
In order to compute the determinant ratios appearing in the weight ratio (see [6, 7, 11] for details), we use the
so-called fast-update formulas (e.g. [12]). While the formulas here are described for the weak coupling solver, the
identical formalism also applys to the hybridization or the continuous-time auxiliary ﬁeld [10] solver. For the insertion
of a vertex at time τn+1 into a set of n vertices at times {τ j} we denote by P the old n × n matrix
Pi j = G0(τi − τ j), (4)
and deﬁne an enlarged (n + 1) × (n + 1) - block-matrix D that contains the Green’s functions of the new spins:
D =
(
P Q
R S
)
=
(
P G0(τi − τn+1)
G0(τn+1 − τi) G0(τn+1 − τn+1)
)
= M−1 =
(
P˜ Q˜
R˜ S˜
)−1
. (5)
We denote the inverse of the matrix D by M. To decide the acceptance or rejection of a Monte Carlo move we need to
compute the determinant ratio det Pdet D =
det M
det P−1 , which we compute by inversion by partitioning [12]:
det D
det P
=
1
det S˜
= S − RP−1Q. (6)
As this is a matrix-vector operation followed by an inner product, the computational cost of a move is O(N2). If the
move is accepted, we compute the new inverse M of D :(
P˜ Q˜
R˜ S˜
)
=
(
P−1 + [P−1Q]S˜ [RP−1] −[P−1Q]S˜
−S˜ [RP−1] (S − RP−1Q)−1
)
. (7)
which again is an O(N2) operation, as we have to perform an outer product for P˜.
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4. Hybridization Expansion
A complementary approach developed by Werner et al. [8, 9] performs the expansion of the partition function in
the hybridization part, while the interaction part is treated exactly. The expansion for the free case is:
Z = 2 +
∞∑
k=1
∫ β
0
dτs1
∫ β
τs1
dτe1 · · ·
∫ β
0
dτsk
∫ ◦τs1
τsk
dτek det F(τ
e
i − τsj)δτ
e
k
τs1
, (8)
where δ
τek
τs1
= 1, τek > τ
s
k;−1, τek < τsk takes track of the fermion minus sign of the last segment. A typical diagram of
third order has been drawn in the second part of Fig. (1). Again, the relative weight of the Green’s function is given
by the ratio of two determinants (here given by the determinant of matrices of hybridization (F) - functions), which is
computed in analogy to (6). Density-density interactions are treated with a weighting factor that is proportional to the
double occupancy (the overlap of segments of diﬀerent orbitals). Conﬁgurations – represented by electrons hopping
from the bath to the local system at a time τsj, occupying an orbital for some time, and then leaving the orbital to
the bath at a later time τej – are sampled by inserting and removing such “occupied orbital segments” and shifting
endpoints using the Metropolis criterion.
5. Auxiliary Field Algorithms – Hirsch Fye and CT-AUX
The eﬀective action of the impurity problem can also be solved with the Hirsch Fye algorithm [5], which employs
a discrete Hubbard-Stratonovich transformation to decouple the interaction terms. This algorithm requires the dis-
cretization of imaginary time into time slices of equal size, which introduces a systematic discretization error. While
the number of time slices that need to be considered is arbitrary, the average number one has to employ to obtain
correct results is substantially larger than the expectation value of the matrix size in the continuous-time algorithms.
Its application is therefore limited to high temperatures.
Very recently, a new algorithm based on an auxiliary ﬁeld decomposition has been developed [10]. This “Continuous-
time auxiliary ﬁeld” algorithm, which is free from systematic errors and based on a partition function expansion
originally proposed by Rombouts et. al. [13], seems to be particulary eﬃcient for large clusters studies at low tem-
peratures.
6. Results
For all QMC algorithms the numerical eﬀort per sweep scales as the cube of the matrix size. Matrix sizes ob-
tained from Hirsch-Fye (for N = βU) and the two continuous-time algorithms. The results show that the Hirsch-Fye
algorithm requires a much larger matrix size than the weak-coupling algorithm, which in turn requires a much larger
matrix size than the hybridization algorithm for typical interaction strengths U/t.
While there are prefactors of this scaling, eventually the overall eﬀort will be dominated by matrix operations and
the algorithm with the smallest matrix size will be numerically most eﬃcient.
7. Conclusions and Acknowledgments
We showed that continuous-time QMC algorithm oﬀer a considerable performance improvement over discrete
time methods, especially at low temperature. It therefore makes sense to replace the Hirsch-Fye QMC solver by one
of these new algorithms – Weak Coupling, Hybridization or CT-AUX. We invite the interested reader to consult the
original literature on continuous-time algorithms for a more extensive overview over these solvers.
All simulations have been performed on the Hreidar Beowulf cluster at ETH Zurich using the ALPS library [14].
PW acknowledges support from NSF-DRM-0401345, EG acknowledges support from the Swiss National Science
Foundation.
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