





Adaptability of Symmetry Inference under








1.1 N本腕バンディット問題とその一般性 . . . . . . . . . . . . . . 2
1.2 認知バイアスと合理性 . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 緩い対称性（LS）モデルの先行研究 . . . . . . . . . . . . . . . 4
1.4 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 緩い対称性（LS）モデル 7
2.1 対称性と相互排他性バイアス . . . . . . . . . . . . . . . . . . . 7
2.1.1 緩い対称性モデル . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 LSとリスク態度 . . . . . . . . . . . . . . . . . . . . . . 10
2.2 経験ベイズ法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 LSと経験ベイズ法 . . . . . . . . . . . . . . . . . . . . 14
2.2.2 LSと全体傾向の考慮 . . . . . . . . . . . . . . . . . . . 15
2.2.3 LSと満足化基準 . . . . . . . . . . . . . . . . . . . . . . 16
3 因果帰納 17
3.1 因果帰納のメタ分析と実験 . . . . . . . . . . . . . . . . . . . . 17
3.1.1 メタ分析 . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 実験 1：無相関性と LSの基準 . . . . . . . . . . . . . . 19
実験設定 . . . . . . . . . . . . . . . . . . . . . . . . . . 19
結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3 実験 2：因果帰納と意思決定 . . . . . . . . . . . . . . . 20
実験設定 . . . . . . . . . . . . . . . . . . . . . . . . . . 20
結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 N本腕バンディット問題 25
4.1 greedy法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 UCB（Upper Confidence Bound）アルゴリズム . . . . . . . 27
i
ii 目次
4.3 シミュレーションと結果 . . . . . . . . . . . . . . . . . . . . . 27
4.3.1 基本的な設定と指標 . . . . . . . . . . . . . . . . . . . . 28
4.3.2 2本腕バンディット問題 . . . . . . . . . . . . . . . . . . 28
異なる報酬確率範囲でのパフォーマンス . . . . . . . . 28
満足化の振る舞い . . . . . . . . . . . . . . . . . . . . . 29
満足化基準の可変化 . . . . . . . . . . . . . . . . . . . . 29
満足化と最適化 . . . . . . . . . . . . . . . . . . . . . . 30
非定常環境 . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.3 N本腕バンディット問題 . . . . . . . . . . . . . . . . . 33
4.4 議論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.5 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 価値関数としての LSの最適性と非定常 N本腕バンディット問題 39
5.1 確率的方策 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.1.1 ϵ−greedy法 . . . . . . . . . . . . . . . . . . . . . . . . 40
5.1.2 Softmax行動選択規則 . . . . . . . . . . . . . . . . . . 40
5.2 設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.1 初期条件 . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 問題 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.3 パラメーター . . . . . . . . . . . . . . . . . . . . . . . 41
5.3 結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.1 基本的な結果 . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.2 トレードオフ . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.3 ロバスト性 . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.4 長期間の成績 . . . . . . . . . . . . . . . . . . . . . . . 44
5.3.5 方策最適性 . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3.6 確率的方策との比較 . . . . . . . . . . . . . . . . . . . . 46
5.3.7 定常バンディット問題におけるパラメータ調整 . . . . . 47
5.3.8 非定常バンディット問題におけるパラメータ調整 . . . 48
5.3.9 非定常性と過酷な非定常環境 . . . . . . . . . . . . . . 49
LSの評価値と参照点 µ . . . . . . . . . . . . . . . . . . 49
5.3.10 非定常バンディット問題 . . . . . . . . . . . . . . . . . 50
5.3.11 複雑な非定常バンディット問題 . . . . . . . . . . . . . 51
5.4 議論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.4.1 定常・非定常のトレードオフ . . . . . . . . . . . . . . 54
5.5 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
目次 iii
6 モンテカルロ木探索 57
6.1 抽象的なゲーム木 . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.1 UCB algorithms . . . . . . . . . . . . . . . . . . . . . . 59
6.1.2 loosely symmetric (LS) model . . . . . . . . . . . . . . 60
6.2 シミュレーション . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2.1 指標と設定 . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2.2 結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
基本的な結果 . . . . . . . . . . . . . . . . . . . . . . . 61
満足化の調整 . . . . . . . . . . . . . . . . . . . . . . . 63
満足化の有効性 . . . . . . . . . . . . . . . . . . . . . . 64
満足化による探索方法 . . . . . . . . . . . . . . . . . . 66
満足度 . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 議論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.3.1 UCTの問題点 . . . . . . . . . . . . . . . . . . . . . . . 70
6.3.2 LSTの振る舞いとエンターテイメント性 . . . . . . . . 70
6.3.3 局所解の回避 . . . . . . . . . . . . . . . . . . . . . . . 71
6.3.4 深さ優先探索と幅優先探索の中間的な満足化探索 . . . 71
6.3.5 LSTのリスク態度 . . . . . . . . . . . . . . . . . . . . . 73
6.3.6 木探索における満足化基準の設定・更新方法と枝狩り 74
6.4 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7 本研究の成果 77
7.1 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 工学的応用の可能性 . . . . . . . . . . . . . . . . . . . . . . . . 78
7.2.1 A/Bテスト . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2.2 Web広告 . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2.3 空間探索 . . . . . . . . . . . . . . . . . . . . . . . . . . 81





2.1 モンテカルロ法と (M(q|p), M(p|q))と (M(q|p), M(q̄| p̄))の
値から計算された LS(赤)とCP(青)の対称性 (S)と相互排他性
(MX)の 3Dヒストグラム . . . . . . . . . . . . . . . . . . . . . 9
2.2 Zの値 0.3, 0.5, 0.7のWp,1と σpの変化 . . . . . . . . . . . . . 13
2.3 Zの値 0.3, 0.5, 0.7の µと Z値が極端である µの変化 . . . . . 14
2.4 真の母平均（θ̂P）と，CPと LSの誤差 . . . . . . . . . . . . . 15
3.1 人間の意思決定パターン . . . . . . . . . . . . . . . . . . . . . 22
3.2 人間の意思決定パターンの (左)フィルタリング前と (右)フィ
ルタリング後 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 報酬確率の範囲毎の LSとUCB1Tの後悔 (A)と切り替え率 (B) 29
4.2 満足化基準毎のLSの後悔 (A)と切り替え率 (B)，LSとUCB1T
の後悔 (C)．(A)と (B)の凡例は LS(PA, PB, R)を意味する． . 30
4.3 非定常環境での CPと LS，UCB1Tの正解率 . . . . . . . . . . 31
4.4 各 N本腕の LSとUCB1Tの後悔 . . . . . . . . . . . . . . . . . 32
5.1 ∆ = 0.2の問題における LSとCP, UCB1T, SM(τ = 0.3と 0.7)
の正解率 (A),後悔 (B),切り替え率 (C) . . . . . . . . . . . . . . 43
5.2 連続的な難易度における LSと CP，UCB1Tの正解率 (A) と
後悔 (B)の成績順位 . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 様々な初期値におけるLSとCPの 50ステップの正解率 (A)と
∆ = 0.002と 0.0002の問題における LSとUCB1Tの長期間成
績 (B) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
v
vi 図の目次
5.4 様々な ϵの EDの下で運用される LSの成績 (A)．様々な τの
ECの下で運用される LSの成績 (B)．様々な iの EFの下で運
用される LSの成績 (C)．様々な τの SMの下で運用される LS
の成績 (D)．(A)から (D)の黒の各プロットはオリジナルの LS
の成績 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.5 LSと確率的方策の比較．50 stepにおける正解率 (A)と後悔
(B),切り替え率 (C) . . . . . . . . . . . . . . . . . . . . . . . . 46
5.6 各方策のパラメータ調整の結果．ECの後悔 (A) , EDの後悔
(B), EFの後悔 (C), SMCの後悔 (D), SMの後悔 (E) , UCB1の
後悔 (F)．結果は 10万 stepでの後悔．紫の点線は LSの単高
確率と青の線は低確率，灰色の線は高確率の 10万 stepでの後悔 48
5.7 非定常環境における各方策のパラメータ調整の 10万 stepで
の正解率 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.8 LSの評価値と参照点 µ．Aから Fの PAと R, PBはそれぞれ
(0.6, 0.5, 0.4)と (0.6, 0.5, 0.4), (0.6, 0.5, 0.4), (0.6, 0.5, 0.4), (0.6,
0.5, 0.4), (0.6, 0.5, 0.4)である． . . . . . . . . . . . . . . . . . . 51
5.9 非定常環境における LSとUCB1Tの正解率． . . . . . . . . . 52
5.10 複雑な非定常での LSとCP, UCB1Tの正解率（A）と後悔（B） 53
5.11 複雑な非定常での LSと CPと µの評価値の変化 . . . . . . . . 54
6.1 深さが 2，子ノード数が 2のゲーム木. 赤と青の点線はそれぞ
れMAXプレイヤーの勝ち負けを意味している．実線はMini-
Max的に最適な選択経路である． . . . . . . . . . . . . . . . . 59
6.2 LSTとUCTの正解率 (A)と切り替え率 (B);設定 LとHの満
足化基準を調整した正解率 (C)と切り替え率 (D) . . . . . . . . 62
6.3 ノードの数を増やした場合の正解率の推移 . . . . . . . . . . . 63




先探索の具体例 (B)．各深さで子ノードを持たないノード数 (C) 66
6.6 LSTとUCT,深さ優先探索と,幅優先探索の指標．(A)子ノー
ドの数と深さ，PA, PB, ..., PNが 2と 24で 0.6, 0.4, ..., 0.4の結
果; (B)子ノードの数と深さ，PA, PB, ..., PNが16と6で0.6, 0.4,
..., 0.4の結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.7 LSTとUCTの満足度 . . . . . . . . . . . . . . . . . . . . . . . 69
7.1 比較するWebデザイン 2例 . . . . . . . . . . . . . . . . . . . . 79
図の目次 vii
7.2 N本腕バンディット問題とweb広告 . . . . . . . . . . . . . . . 81

表の目次
2.1 因果帰納 (左)と 2本腕バンディット問題 (右)の 2 × 2の分割
表．因果帰納では，共変動情報 aは pと qが共に発生した頻度
を意味する N(p, q)である．同様に b, c, dはそれぞれ N(p, q̄)
と N( p̄, q), N( p̄, q̄)を意味する． . . . . . . . . . . . . . . . . . 8
3.1 メタ分析の結果 . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 無相関性実験の実験刺激と結果 . . . . . . . . . . . . . . . . . 20
3.3 因果帰納と意思決定の実験刺激と結果 . . . . . . . . . . . . . . 21



















































ティクス 1や [White 2012]で紹介されているWebデザインに対する A/Bテ
スト）も行なわれている．また，脳科学ではバンディット問題を行う人間の脳
が，腕（選択肢）の価値，すなわち報酬とその確率に対して絶対的でなく相対















































4 章 1. はじめに
1.3 緩い対称性（LS）モデルの先行研究
LSは篠原らにより，人間の因果的直感の特性を保ちながら効率の良い意思決










にて示された．その他，[Takahashi 2011a, Takahashi 2011b]にも分析があ
る．さらに，[Takahashi 2011b]で指摘された内容を踏まえて， [Oyo 2013]





















































を推論するバイアスであり，刺激等価性 [Sidman 1994,今井 2008]に関係が
















の汎化・学習効率化 [今井 2008] や，腹痛の原因を探るときの様な複数原因
7
8 章 2. 緩い対称性（LS）モデル
表 2.1: 因果帰納 (左)と 2本腕バンディット問題 (右)の 2 × 2の分割表．因果
帰納では，共変動情報 aは pと qが共に発生した頻度を意味する N(p, q)で
ある．同様に b, c, dはそれぞれ N(p, q̄)と N( p̄, q), N( p̄, q̄)を意味する．
結果 報酬
q q̄ 1 0
原因 p a b 行動 A a b








候補 pの 2×2分割表（表 2.1）の共変動情報から推定される因果関係の強さ
を検討する単純因果帰納（elemental causal induction）[Griffiths 2005]に
使う事ができる．
表 2.1(左)から，pから qへの関係性を記述する最も基本的な指標は，事
象 xの在と不在をそれぞれ xと x̄として，次の様な条件付き確率である．
P(q|p) = P(p, q)/P(p) = a/(a + b) (2.1)
P(q| p̄) = P( p̄, q)/P( p̄) = c/(c + d) (2.2)
本論文では条件付き確率を CPと呼ぶ．結果に対する原因の影響度を測る最
も代表的な指標の一つは，上記の二つの条件付き確率の差




ϕ = (ad − bc)/
√
(a + b)(c + d)(a + c)(b + d) (2.4)
2.1. 対称性と相互排他性バイアス 9
図 2.1: モンテカルロ法と (M(q|p), M(p|q))と (M(q|p), M(q̄| p̄))の値から













(2.1)と式 (2.2)）に含まれていない2つの項γ1 = bd/(b+ d), γ2 = ac/(a+ c)
を含む形で LSを定義した [篠原 2007]．
LS(q|p) = a + γ1
a + γ1 + b + γ2
=
P(p, q) + γ′1




LS(q| p̄) = c + γ1
c + γ1 + d + γ2
=
P( p̄, q) + γ′1




ここで，γ′1 = γ1/(a + b + c + d), γ
′
2 = γ2/(a + b + c + d)である．γ1, γ2
はバイアスを調整 1する項であり，式 (2.6)と (2.7)で同一である．pから qへ
1LSは対称性と相互排他性が完全に満たされる状況とそれらを全く持たない状況の間で，
両方のバイアスを自律的に調節する．ここでは LS(q|p)の γ1 と γ2 をそれぞれ γ1,p と γ2,p
とする．例えば LSは γ1,p と γ2,p が共に 0.0に固定された場合にはバイアスに影響されず，
γ1,p = 0.0, γ2,p = cに固定された場合には対称的になり，γ1,p = d, γ2,p = cに固定された場
合には完全に対称性と相互排他性を満たす．
10 章 2. 緩い対称性（LS）モデル
の関係性と p̄から qへの関係性の評価において，LSの計算は，条件付き確率
部分（LS(q|p)の P(p, q)と P(p)，LS(q| p̄)の P( p̄, q)と P( p̄)）に加えて，共
通項（γ1と γ2）のみを用いるため，見た目よりは易しい．LSは，ある状況
では条件付き確率の客観的評価に収束する．例えば，P(p) −→ 1の場合に
LS(q|p) ≃ P(q|p)となり，LSは他の原因に関しては留保する（LS(q| p̄) −→
0.5となる [大用 2011]）．
我々は，図 2.1に示されている様に 3Dヒストグラムを用いることで，確
率的な式のバイアスを視覚化することができる．プロットは { 0, 1,…,100 }

















ここでは P(q|p)と P(q| p̄)の値 0.5がある種の損益分岐点であるとすれ
ば，P(q|p)と P(q| p̄)がともに 0.5未満になる状況が損失フレームに対応し，
P(q|p)とP(q| p̄)が共に0.5より大きくなる状況は利得フレームに対応する．こ
こで P(q|p) = P(q| p̄) = 0.5ならば LS(q|p) = LS(q| p̄) = 0.5が成り立つ．損
失フレームで (a = 50, b = 100, c = 5, d = 10)である場合はP(q|p) = P(q| p̄)
= 1/3であるのに対しLS(q|p) < LS(q| p̄)となる 2．これに対して利得フレー
ムで (a = 100, b = 50, c = 10, d = 5)となる場合は P(q|p) = P(q| p̄) = 2/3
2式 (2.10)と (2.11)を利用すると LS(q|p) = .67+ .92(.33− .67) = .08× .67+ .92× .33 =
.36, LS(q| p̄) = .67 + .52(.33 − .67) = .48 × .67 + .52 × .33 = .49となる．
2.2. 経験ベイズ法 11
であるのに対し LS(q|p) > LS(q| p̄)となる 3．損失フレームでは LSの評価値
は信頼性（サンプル数）が高い方（LS(q|p)）よりも信頼性がむしろ低い方























二項分布（Bin(a, a + b)），事前分布をベータ分布（g(α, β)）として以下の
式が得られる．
g(a + α, b + β) = Z · Bin(a, a + b)g(α, β) (2.8)
ここで，Zは規格化定数であり，αと βはベータ分布を特徴付けるパラメータ，
aと bは表 2.1(左)の頻度 N(p, q)，N(p, q̄)である．事後分布 g(a + α, b + β)
3式 (2.10)と (2.11)を利用すると LS(q|p) = .33+ .92(.67− .33) = .08× .33+ .92× .67 =
.64, LS(q| p̄) = .33 + .52(.67 − .33) = .48 × .33 + .52 × .67 = .51となる．
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から求める母数（期待値）の推定値 θpは次の様になる [Carlin 2008]．
θp =
a + α
a + α + b + β
(2.9)
= µ + σp(P(q|p)− µ) (2.10)
= Wp,1 · µ + Wp,2 · P(q|p) (2.11)
ここで，µは事前分布の期待値α/(α+ β)，またσp = (a+ b)/(a+ b+ α+ β)
である．Wp,1 とWp,2 は，それぞれ (α + β)/(a + α + b + β)と σp であり，
Wp,1 + Wp,2 = 1を満たす．式 (2.9)は式 (2.10)より事前分布の期待値 µをあ
る種の基準とした推定値である事が分かり，式 (2.11)より µと P(q|p)の加重
平均である [Carlin 2008]．
αと βをそれぞれ γ1と γ2とすれば LSが事前分布の期待値 µを含む形
で導出される．式 (2.6)の LS(q|p)は式 (2.10)と (2.11)より µ + σp(P(q|p)−
µ) = Wp,1 · µ +Wp,2 · P(q|p)となる．ここで，σp = Wp,2とWp,1はそれぞれ
(a + b)/(a + b + α + β)と (α + β)/(a + b + α + β)である．同様に LS(q| p̄)
は µ + σp̄(P(q| p̄)− µ) = Wp̄,1 · µ +Wp̄,2 · P(q| p̄)となる．σp̄ = Wp̄,2とWp̄,1
はそれぞれ (c + d)/(c + d + α + β)と (α + β)/(c + d + α + β)である．
次にLS式の意味をより明らかにするために，σとW, µの数値の変化を観
察する．そのために，2 × 2の分割表の共変動情報を 3つの変数 P1, P2, Zに
より表現する．各変数は [0, 1]の実数である．具体的には，a, b, c, dセルの確
率的表現は，それぞれP1 × Z = P(p, q), (1−P1) × Z = P(p, q̄), P2 × (1−Z)
= P( p̄, q), (1−P2) × (1−Z) = P( p̄, q̄) である．ここでは Zは P(p)であり，
1−Zは P( p̄)を意味する．Zを 0.3, 0.5, 0.7と固定して，P1と P2数値の変化
を 3Dグラフで観測する．図 2.2左に σp，図 2.2右にWp,1，図 2.3左に µ，図
2.3右にZの値が 1e−7と 1 − 1e−7という極端な µの数値を描画する．図 2.2
から，Wp,1と σp = Wp,2の範囲は，それぞれ 0.0から 0.5と 0.5から 1.0であ
ることが視覚的にも分かる．
図 2.2から，Zの値 0.3であれば σpの値は 0.5に近くなり，Zの値 0.7で
あれば σpの値は 1.0に近くなることが分かる．また，図 2.2から，σpの値は，
Zの値が 1.0に近い方（即ち pへのサンプル数 (N(p, q) + N(p, q̄))が p̄への
サンプル数 (N( p̄, q) + N( p̄, q̄))へのサンプル数よりも多い方）が大きくなり，
その影響が強くなる．また，σpの値は，P1と P2の差が開けば開くほど大き















































































様な）全体傾向として意味を与える 4[松原 2010]．そのため，式 (2.11)から
LSの評価値は個別の選択肢の情報（条件付き確率）と全体的な傾向 µの加重
平均から計算されているのが分かる．例えばここで，pをよく観測している
場合，すなわち P(p) ≫ 0.5 (σpの値が大きい)ならば，Wp,1 ≈ 0, Wp̄,1 ≈ 0.5
となり LS(q|p) ≈ P(q|p)，LS(q| p̄) ≈ 0.5となる．この場合，逆に，相対的
4例えば，ある選手の打率は，その選手の打率（個の推定値）に複数人の選手の打率
（全体傾向）を加味して計算される [Efron 1975, Efron 1977]．また，ある地域での病気
の発生率は，その地域での発生率と国全体の病気の発生率から計算される [Efron 1975,
Efron 1977, Aida 2006]．正規分布やベータ分布を事前分布に仮定した経験ベイズ法の有
用性は，[Casella 1985]でまとめられている．
2.2. 経験ベイズ法 15
 P  P ! P

































































サンプル数 5 10 15
CP CP CP
図 2.4: 真の母平均（θ̂P）と，CPと LSの誤差
に観測されていない (P( p̄) ≪ 0.5あるいは σp̄が小さい) p̄に関しては，LSの
評価値が 0.5に近づき，ある種の判断保留がなされる．上述の内容を式 (2.10)
のみから分析すると，LSは σp の値が大きいほど条件付き確率に近似され，
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打率をRMSにより比較する．各選手の真の打率は θ̂pと θ̂ p̄とする．経験ベイ
ズ法は全体傾向を考慮するために，θ̂pと θ̂ p̄の差に着目するために，それら
を∆ = θ̂p − θ̂ p̄としてパラメトライズした．そのため，θ̂ p̄ = 1 − θ̂pの関係が
常に保たれ，θ̂pは 0.50から 0.99の範囲を 0.01毎に増加させた．各 θ̂と各試













LSの評価値と参照点 µは，事前分布を g(2Rα, 2R̄β)，事後分布を g(2R̄a +
2Rα, 2Rb + 2R̄β)とするパラメータ Rを用いることでずらすことができる．
事前・事後分布を 0や 1の方向へ歪める R, R̄は R ∈ [0, 1], R̄ = 1 − Rを満た
す．R > R̄(R < R̄)の場合，事前分布は 1(0)方向に歪み，事後分布は 0(1)方
向に歪む．満足化基準 Rを含む形で拡張した LS(q|p)と LS(q| p̄)の定義は次
の通りである．
LS(q|p) = 2R̄a + 2Rγ1
2R̄(a + γ2) + 2R(γ1 + b)
(2.12)
LS(q| p̄) = 2R̄c + 2Rγ1
2R̄(c + γ2) + 2R(γ1 + d)
(2.13)
ここで，R = R̄ = 0.5の場合は元々の LSと同じである．この論文では，





二つの事象 pと qの共起に関する頻度情報（表 2.1(左)）を用いる単純因果
帰納の実験では，参加者は原因候補 pから結果 qへの因果関係を帰納的に形
成する [Griffiths 2005]．認知心理学 [Anderson 1990, Gilovich 2002]や認知













示す．さらに，新たに実施した因果帰納の実験において，LSの基準 (R = 0.5)
が人間が因果関係を感じない条件にも近いことを示す．また，単純因果帰納
と 2本腕バンディット問題の共通部分の内容は 4章で再度触れ， 4章の最後
で議論する．
17
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表 3.1: メタ分析の結果
AS95 BCC03.1 BCC03.3 H03 H06
∆P 0.78∗∗ 0.84∗∗ 0.70∗ 0.00 0.50∗
ϕ 0.78∗∗ 0.83∗∗ 0.70∗ 0.49 0.50∗
DFH 0.91∗∗ 0.95∗∗ 0.91∗∗ 0.96∗∗ 0.93∗∗
LS 0.90∗∗ 0.96∗∗ 0.95∗∗ 0.97∗∗ 0.94∗∗
LS00 W03.2 W03.6 r̄2 RMS
∆P 0.77∗∗ 0.00 NA 0.726 17.73
ϕ 0.71∗∗ 0.20 NA 0.739 17.04
DFH 0.80∗∗ 0.69∗ 0.80 0.906 12.16
LS 0.73∗∗ 0.91∗∗ 0.72 0.914 12.56
3.1.1 メタ分析
単純因果帰納実験では，表 2.1の様な 2事象（原因候補 pと結果 q）の共変動
情報が，数値が代入された表 2.1の分割表 (table)か，あるいは画像の一覧表
(list)か，原因と結果の画像を一つずつ (sequential)として参加者に与えられ
る [Griffiths 2005]．その後，参加者は pから qへの因果関係の主観的な強さ
を {0, 1, ..., 100}の目盛り上で評価する．この回答と a, b, c, dを利用して求め
たモデルの予測の対から決定係数 r2とRMS（二乗平均平方根）を計算した．
表 3.1の r̄2は [Hattori 2007]と同じフィッシャーの z変換を用いた決定係数の
平均である．本論文では [Hattori 2007]と同じ 8種類の実験データを用いた
メタ分析の結果を表 3.1に示す．各実験データは [Anderson 1995]の実験 1
と [Buehner 2003]の実験 1と 3，[Hattori 2007]の実験 1と 2，[Lober 2000]
の実験 1, 2, 3，[White 2003]の実験 2と 6である．各実験データはそれぞれ
AS95，BCC03.1，BCC03.3，H03，H06，LS00，W03.2，W03.6と略記され
る．それぞれの刺激の組合せの数は，80, 13, 6, 12, 9, 11, 8, 4,合計 143であ
る．表 3.1と表 3.2,表 3.3の*は無相関検定の結果（∗∗p < 0.01,∗ p < 0.05）を
意味する．W03.6のデータと∆P・ϕの決定係数は，両指標の予測が全て等し
くなり，計算できないのでNAである．また，[Hattori 2007]のメタ分析の
LS00のデータに誤りがあった．[Lober 2000]では (a, b, c, d,人の評価値)が
(28, 0, 21, 7, 34)であったが，[Hattori 2007]で用いられたデータセットでは
(28 ,0 , 21, 7, 65)となっていたため，本論文ではそれを修正した．Hattoriと









原因（e.g.,ワクチン）である．通常，生成/抑制は相関係数 ϕ (式 2.4)を基本
的として，ϕの符号，すなわち ad − bcの符号が正 (生成)か負 (抑制)かによっ
て定義される．上記のメタ分析では生成原因のみが扱われていた．この節で




の値が 0.5より上か下かが基準となるが，∆Pと ϕの値域が [−1, 1]であるた
め，この実験では LSmを定義し，その値の正負を用いる．これは正負にわた
る参加者の回答の値域や ϕの定義に合わせて LSを [0, 1]区間から [−1, 1]区
間に線形変換した
LSm(q|p) = a + γ1 − b − γ2






形式）．刺激 1と 2では ϕが正，LSmが 0，刺激 3と 4では ϕが負，LSmが
0，刺激 5と 6では LSmが正，ϕが 0，刺激 7と 8では LSmが負，ϕは 0，と
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表 3.2: 無相関性実験の実験刺激と結果
刺激 a b c d H LSm ϕ ∆P DFHm
1 2 4 0 4 7.95 0.00 0.41 0.33 0.15
2 6 9 2 9 6.69 0.00 0.23 0.22 0.10
3 6 3 6 0 1.24 0.00 -0.41 -0.33 0.15
4 6 3 10 1 -12.10 0.00 -0.30 -0.24 0.00
5 12 2 6 1 42.00 0.36 0.00 0.00 0.51
6 17 1 17 1 3.80 0.30 0.00 0.00 0.37
7 2 10 1 5 -20.90 -0.33 0.00 0.00 -0.33
8 5 15 3 9 -13.97 -0.23 0.00 0.00 -0.21
r 0.83∗ 0.23 0.23 0.88∗∗
RMS 12.22 27.07 24.05 15.14
(i∈{1, 2, ..., 8})，Mをモデルの値として，
√
ΣIi=1((Hi − Mi × 100)2)/Iであ
る．ここで Iは8である．ϕの極限操作から導出されたDFH（[−1, 1] ∋ ϕ d→∞−→
DFH ∈ [0, 1]）は生成原因のみを扱えるものとして導入されたモデルである．
そのため理論的には意味が不明瞭になるが，本論文はDFHの評価値を [0, 1]
区間から再び [−1, 1]区間に線形変換し直したDFHmを用いて計算した指標
















刺激 a b c d 質問 H LS CP DFH ϕ ∆P
1 13 2 2 4 A 76.09 0.79 0.87 0.87 0.53 0.53
2 3 0 2 5 A 74.49 0.71 1.00 0.77 0.71 0.65
3 4 1 20 5 A 61.85 0.53 0.80 0.37 0.00 0.00
4 13 2 2 4 B 45.06 0.37 0.33 0.21 0.53 0.53
5 3 0 2 5 B 35.51 0.24 0.29 0.34 0.71 0.65
6 4 1 20 5 B 75.06 0.71 0.80 0.82 0.00 0.00
r2 0.98∗∗ 0.90∗∗ 0.78∗∗ 0.12 0.11
RMS 7.18 14.73 15.19 43.48 42.86
表 3.4: 因果帰納と意思決定の選択割合
刺激 Aの選択 Bの選択 Aの選択割合
1 46 1 0.98
2 41 6 0.87
3 10 37 0.21
4 45 2 0.96
5 45 2 0.96




刺激 4，刺激 2と刺激 5，刺激 3と刺激 6はそれぞれ同じ共変動情報であるが，


































図 3.1において，例えばAABAABは刺激 1, 2, 3, 4, 5, 6においてそれぞれ新
薬 A,新薬 A,新薬 B,新薬 A,新薬 A,新薬 Bを選択したことを意味している．




















































り，それぞれに餌の発生確率（報酬確率）PA = 0.4と PB = 0.6が設定され
25










の平均報酬 (P̄ = (PA + PB)/2)は最適な報酬 (Pmax = max(PA, PB))よりも
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を改良したモデルであり，腕 jの価値は次の様に定義される [Auer 2002]．
















この章では 2本腕と N本腕，報酬確率が非定常な 2本腕バンディット問題の
結果を示す．採餌行動において人間を含む動物は，生死の基準（例えば二回








N本腕バンディット問題は N本の腕 (選択肢)とそれに対応する確率 (P1, P2,
..., PN)によって定義される．ここで Piは腕 iの報酬確率であり，iの選択に
より確率 Piで報酬 1，1 − Piで報酬 0が得られる．N台のスロットマシンで
はなく一台のスロットマシンが複数の腕を持つという名前が示す様に，1回
の選択につき腕の選択は 1度に制限されている．本論文では，ゲームの進行
を示す，腕を選択して報酬の 1または 0を受けとる回数を stepと呼ぶ．　







はならないようにしてから greedyに行動する．[篠原 2007,中野 2008]の設









1これは [篠原 2007,中野 2008]では探索率と表記されていたが，これは探索と知識利用
のジレンマの「探索」と異なるため，本論文では切り替え率と呼ぶ．
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14 UCB1T          LS
UCB1T          LS
UCB1T          LS
図 4.1: 報酬確率の範囲毎の LSとUCB1Tの後悔 (A)と切り替え率 (B)
で包括的に結果がまとめられている．高確率環境では PAと PBが [0.5, 1)の
一様乱数として生成される．低確率環境では PAと PBは [0, 0.5)の一様乱数
である．単高確率環境では PAが [0.5, 1]，PBが [0, 0.5]から生成される．1回
のシミュレーションの都度に報酬確率はランダムに設定される．各設定にお











分かる．例えば，P(1|A), P(1|B)< Rならば探索を続け，P(1|A), P(1|B) > R
ならば一方の腕のどちらかで満足し，P(1|A) < R < P(1|B)か P(1|B) <
R < P(1|A)ならば最適な腕を選択しやすい．LSの Rの変化に伴う振る舞い
を観測するために，報酬確率の設定 (PA, PB)は (0.4, 0.2)と (0.6, 0.8)とした．
(0.4, 0.2)の場合の Rは 0.5, 0.3, 0.1，(0.6, 0.8)の場合の Rは 0.9, 0.7, 0.5とし
た．LSの満足化基準を変化させた結果を図 4.2-A, Bに示す．設定に対して R
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図 4.2: 満足化基準毎の LSの後悔 (A)と切り替え率 (B)，LSとUCB1Tの後
悔 (C)．(A)と (B)の凡例は LS(PA, PB, R)を意味する．
が高い LSは切り替え率が高い (R = 0.5と R = 0.9)．また Rが低い LSは切
り替え率が最も低い (R = 0.1と R = 0.5)．中間的な Rの LSの成績はデフォ







LSの満足化基準のパラメータ Rの設定の容易さを測るために，PA, PBを [0,
1]の実数区間から一様に生成した．Rはmin(PA, PB) + |PA − PB| × γとし
た．例えば γ = 0.5の場合には Rが (PA + PB)/2となる． γ の値は (0, 1)
の実数であり，シミュレーションでは γ = 0.1, 0.2, ..., 0.9の 9種類として調
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図 4.3: 非定常環境での CPと LS，UCB1Tの正解率
査した．LSと設定毎に満足化基準を変更した LS，UCB1Tの結果を図 4.2-C
に示す．また， γ = 0.1, 0.2, ..., 0.9の 10万ステップ後の後悔は，それぞれ
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本腕バンディット問題を行う．ここでは PA = 0.6と PB = 0.4とし，これら
が 3000 step目において入れ替わるとする．また人間や動物の記憶は徐々に
減衰すると考えられることもあり，強化学習で多く用いられている割引率 α





このアルゴリズムの使いにくさでもある．調査した αは 0.999, 0.99, 0.9, 0.8
である．3000 step以降，最も早く成績が 1.0に到達した α = 0.99の結果を
図 4.3に示す．
図 4.3の CPは greedy法に基づいて条件付き確率＝期待値を運用した結
果を意味する．一般的にはgreedy法を用いた方法では，しばしば局所解（報




ここでの設定では 1から 3000 stepまでは腕 Bへの選択が局所解であり，3001















ほぼ完全な推移性がある）．腕の数 Nは 10, 50, 100, 500, 1000とした．報酬
確率は 0.0から 1.0の実数区間から一様乱数として生成される．満足化基準





















かない [篠原 2007]．ちなみに,バンディット問題に適合するUCB1Tは 人間
の因果的直感との相関が低い (表 2でのCPとUCB1，UCB1Tの r̄2はそれぞ















リスティクス [Simon 1956]と同様なものである．LSのデフォルトの基準 R
は 0.5であり LSの評価値 0.5と P(1|A) = 0.5に対応し，人間が原因と結果
の関係性を無相関と捉える基準とも非常に近い（実験 1，表 3.2を参照）．ま
た，そのような LS的な行動価値を比較に用いて人間は意思決定を行ってい
る，という強い示唆を与えた（実験 2，表 3.3を参照）．図 4.1と図 4.2の結
果から，基準 R < P(1|X)となる腕が一本でも見つかれば，LSは腕の切り替




[篠原 2007,中野 2008]．難易度の設定では PA = 0.8と PB = 0.6，PA = 0.2





また，LSは排中律 (LS(q|p) + LS(q̄|p) = 1と LS(q| p̄) + LS(q̄| p̄) = 1)
と相互排他性 (LS(q|p)と LS(q̄| p̄)の間と LS(q| p̄)と LS(q̄|p)の間の正の相関





加分，LS(1|B)は減少する（排中律）．腕 Bの情報 (N( p̄, q̄) = d)は相互排他






γ1, γ2の性質を確認する．これらはP(A) = 1の時にそれぞれ bd/(b+ d) ≈ d
と ac/(a + c) ≈ cであり，a, c ≥ ac/(a + c)と b, d ≥ bd/(b + d)が成立する．
この性質を念頭に置いて，ここから式 (2.10)の形式の全体傾向（参照点）µ
と，LS(1|A)のµの重みであるWA,1と個の期待値 P(1|A)の重みであるWA,2
に着目する．µの値は PAと PBの値が等しく，かつ 0.0へ近づくほど 1.0に
近づく．
図 4.1のような単高確率環境においては，P(A) ≈ 1の時，LS(1|A)は
WA,1 ≈ 0となるため P(1|A)に近似される．LS(1|B)はWB,1 ≈ 0.5となる
ため 0.5となる．着目（多く選択）されている選択肢は正確に捉えられ，着
目していない（あまり選択されていない）選択肢は無構造・無特徴に捉えら













への選択回数が多くなると LSの式 (2.10)形式中にある P(1|A)と P(1|B)は
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それぞれ PAと PB，即ち報酬確率の値に近づく．その様なメカニズムで，低
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• ϵ−greedy first (EF)法: 初期の iステップの間に選択肢をランダムに選
択し，その後に greedy法を行う．本論文は ϵ = i/stepと定義する．
• ϵ−constant (EC)法: 全てのステップを通して一定の確率 ϵでランダム
に選択肢を選択する．
• ϵ−decreasing (ED)法: 単調に減少する関数を用いて，ECの ϵを決定
する．その関数は以下の様に定義され，ステップ毎に変化する．ここ




























シンプルな期待報酬の指標は不定である．ちなみに，LSの値は a = c = 0 or
b = d = 0である限り不定に留まる．これらの値を回避するために，UCB1T
は各アームを最初に 1回選択する．この初期方策は期待報酬が定義できる保
証であるが，LSにはない．前章に続き，特に明記しない限り，本論文では共
変動情報 a, b, c, dの初期値は1とする．これは後で示される様に，LSには不利





2値の 2本腕バンディット問題は 2つの確率のペア（PA, PB）によって定義さ
れる．この章では，一つの連続するパラメータ ∆ = |PA − PB|によって，2
本腕バンディット問題の問題空間をパラメトライズして調査する．∆の値が
小さければ小さいほど，問題は難しくなる．2つの報酬確率の合計は常に 1
であり，PA > PBを満たす．それゆえ，PB = 1 − PAの状態である．
5.2.3 パラメーター
本論文では次のパラメータを用いて徹底的に確率的方策を検証した．EFの
i ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 16, 22, 30, 40, 52, 66, 82, 100, 120}と
ECの ϵ ∈ {0.01, 0.0125, 0.025, 0.05, 0.075, 0.1, 0.125, 0.15, 0.2, 0.25, 0.5, 0.75,
0.9}, EDの τ ∈ {0.01, 0.0125, 0.025, 0.05, 0.075, 0.1, 0.125, 0.15, 0.2, 0.25,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.25, 1.5}, SMの τ ∈ {0.01, 0.02, 0.05,
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0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2.0, 3.0, 5.0, 7.0, 10.0}である．
本論文はパラメータ xを持つモデル Xの結果を X(x)と標記する．
5.3 結果
5.3.1 基本的な結果





確さのトレードオフを示すためである．パラメータ τ = 0.7と 0.3は，それぞ












加する 50種類の∆の結果を示す．図 5.2には，50と 200, 2000 stepの正解率












































































































図 5.1: ∆ = 0.2の問題における LSと CP, UCB1T, SM(τ = 0.3と 0.7)の正解




• (0): all 0 ( a = b = c = d = 0)
• (1): all 1 ( a = b = c = d = 1)
• (S): all infinitesimal (a = b = c = d = 1.0 × 10(−308))
• (R):標準一様分布から任意に抽出 (a, b, c, d U(0, 1))
これらの四種類の設定を用いてLSとCPの 50 stepの結果を図 5.2-Aに示
す．MXは初期設定 Xを用いたMの結果を意味する．4種類の設定の LSの
正解率の最も大きさは問題 (PA, PB ) = (0.53, 0.47)においてたったの 0.00472
であったため，LS1の結果のみ図 5.3-Aに示す（LS1は LSRより良い）．それ
に対して，CP1の結果は他の 3つの設定を用いた CPよりも有意に良い．ま
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LS step  50
CP step  50
UCB1T step  50
LS step  200
CP step  200
UCB1T step  200
LS step  2000
CP step  2000
UCB1T step  2000























LS step  50
CP step  50
UCB1T step  50
LS step  200
CP step  200
UCB1T step  200
LS step  2000
CP step  200
UCB1T step  2000












LS step  50
CP step  50
UCB1T step  50
LS step  200
CP step  200
UCB1T step  200
LS step  2000
CP step  2000
UCB1T step  2000
図 5.2: 連続的な難易度における LSと CP，UCB1Tの正解率 (A)と後悔 (B)
の成績順位
A B







































































図 5.3: 様々な初期値における LSと CPの 50ステップの正解率 (A) と ∆ =








こでは 350万 stepまでの LSとUCB1Tを比較する．本論文は長期的な成績
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 EFLS step  50
 EFLS step  200
! EFLS step  2000
 LS step  50
 LS step  200
! LS step  2000












































































 ECLS step  50
 ECLS step  200
! ECLS step  2000
 LS step  50
 LS step  200
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SMLS step  50
SMLS step  200
SMLS step  2000
LS step  50
LS step  200






 EDLS step  50
 EDLS step  200
! EDLS step  2000
 LS step  50
 LS step  200
! LS step  2000


























































































SMLS step  50
SMLS step  20
SMLS step  20
LS step  50
LS step  20
LS step  2000
A B
C D
図 5.4: 様々な ϵのEDの下で運用される LSの成績 (A)．様々な τのECの下
で運用される LSの成績 (B)．様々な iの EFの下で運用される LSの成績 (C)
．様々な τの SMの下で運用される LSの成績 (D)．(A)から (D)の黒の各プ
ロットはオリジナルの LSの成績











を LSは持つ．しかし，[Takahashi 2010]の示した Softmax法は stepに依存
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ら LSに切り替える事で，SMに対する LSを調査する (SMLSとする)．また，
同様に，ECとED, EFのCPを LSに切り替えて調査する（それぞれ ECLSと
EDLS, EFLSとする）．ECLSと EDLS, EFLS, SMLSの全 50種類のパラメータ
化された問題の 2000 stepの平均正解率を図 5.4に示す．探索と知識利用の
間の切り替え (EC, ED, ED)とバランシング (SM)は LSの成績を向上させな
い．これに基づき，本論文は LSは方策最適であると主張する．
5.3.6 確率的方策との比較











数点第三位で四捨五入される．UCB1のパラメータ c ∈ {0.1, 0.2, 0.3, 0.4,




三種類の環境毎に ECと ED, EF, SMC, SM, UCB1のパラメータ調整の結
果を図 5.6に示す．図 5.6の結果は 10万ステップ後の後悔である．図 5.6-A





は ϵ-greedy法と SoftMax法の成績よりも良く，UCB1の後悔は 10万 stepの
単高確率と高確率，低確率環境の最適な後悔はそれぞれ 9.833192, 27.365558,
22.794505であった．UCB1Tの 10万 stepの単高確率と高確率，低確率環境
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図 5.6: 各方策のパラメータ調整の結果．ECの後悔 (A) , EDの後悔 (B), EF












は ϵ-greedy法と SoftMax法のみを扱う図 5.7に X軸を各方策の各パラメー
タのインデックスとして 10万ステップの正解率を示す（例えば，X軸が 10
ならば EC(0.2), ED(0.2), EF(9), SMC(0.2), SM(0.2)である）．
前節の結果から，定常なバンディット問題での成績の順位は大まかに ϵ-
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図 5.7: 非定常環境における各方策のパラメータ調整の 10万 stepでの正解率











評価値（LS(1|A)と LS(1|B)）と参照点 µを図 5.8に示す．LSの性質を観察
するために，図 5.8-Aと図 5.8-Dの報酬確率は PA = 0.6と PB = 0.4とした．
同様に図 5.8-Bと図 5.8-Eは PA = 0.4と PB = 0.2とし，図 5.8-Cと図 5.8-F
は PA = 0.6と PB = 0.8とした．また図 5.8-Aと図 5.8-B, 図 5.8-C, 図 5.8-F
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の満足化基準 Rは 0.5と固定して，図 5.8-Dと図 5.8-Eの Rはそれぞれ 0.4と
0.3とした．各設定において stepは 2000までとした．1万回の平均した中で，
図 5.8-Aと図 5.8-Eは最終的に腕 Aを 1万回選んだ結果の平均である．同様
に，図 5.8-Bと図 5.8-C,図 5.8-Dはそれぞれ最終的に腕 Aを選択した結果の
平均である．図 5.8-Fは図 5.8-Cと同様な設定であるが，最終的に腕 Bを選
択した結果の平均である．
図 5.8-Aと図 5.8-C,図 5.8-E,図 5.8-Fは LSの受容可能な基準よりも高い
選択肢が一つ以上ある場合である．図 5.8-Aと図 5.8-C,図 5.8-E,図 5.8-Fの
結果から P(A) ≈ 1 の時，LS(1|A)はWA,1 ≈ 1となるため P(1|A) に近似
される．LS(1|B)はWB,1 ≈ 0.5 となるため 0.5 となる．同様に式 (10) から




図 5.8-Dと図 5.8-Bは満足化基準 R = 0.5の LSにとって受容可能な基準
よりも高い選択肢がない場合である．LSにとって満足に至る選択肢が一つで
もある場合では σ(P − µ)の値が正である選択肢が選ばれるのに対して，こ
の満足に至る事がない環境ではその部分は二つの選択肢共に負であり，より
参照点 µに近い方が選択される（重みW と因子 σ は 1.0 と 0.0 には近づか
ない．）．これは µを超える様な選択肢を探していると考えれば，無駄な探索
ではなく，むしろ基準以上の良い選択肢を探すための振る舞いと考えられる．
また，両方の腕への選択回数が多くなると LSの P(1|A)と P(1|B)はそれぞ
れ PA と PB に近似されている．その様な LS式内の変数の変化から，低確率









































































































A                                                     B                                                     C
D                                                     E                                                     F
PA = 0.6, R=0.5,
PB = 0.4
PA = 0.4, R=0.5,
PB = 0.2
PA = 0.6, R=0.5,
PB = 0.8







PA = 0.6, R=0.7,
PB = 0.4
PA = 0.4, R=0.3,
PB = 0.2








図 5.8: LSの評価値と参照点 µ．Aから Fの PAと R, PBはそれぞれ (0.6, 0.5,





設定では 1から 3000 stepまでと 3001から 10000 stepまででは局所解が入
れ替わる．図 5.9-Bでは割引率を用いた LSと割引率を用いていない LSの正
解率は環境変化後に 0.5に近づくが，割引率を用いた LSは 3026stepで正解










プまでの成績と後悔を示す．また単高確率環境の PA = 0.6, PB = 0.4,低確率
環境の PA = 0.4, PB = 0.2と固定して，1万ステップまでの LSの LS(1|A)と
LS(1|B)，µの変化を観察する．その結果を図 5.11に示す．
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CPとUCB1Tの間であった (図 5.1)．最も単純な greedy方策下で運用され
た LSは，この章のシミュレーションの任意の設定において最高の成績を示
した．その成績は，簡単な問題 (図 5.1)の速い段階と連続的な難易度の設定











































































































合わせた方法はUCT (UCB applied to trees) [Kocsis 2006]と呼ばれている．
このUCTの登場により，40年以上進展することがなかった囲碁AIの研究は




58 章 6. モンテカルロ木探索
効性が示されている．それらのゲームには，例えば，Amazons [Lorentz 2008,
Kloetzer 2007]やLines of Action [Winands 2008], Same Game [Schadd 2008],
Catan [Szita 2010], Hearts [Sturtevant 2008], HEX [Arneson 2010]がある．
加えて，一秒間に数十回の意思決定が必要なゲームや相手が自分の順番を
待たないリアルタイムゲームのオンライン学習でも有効性が示されている．
その具体例として，Ms. Pac Man (e.g. [Pepels 2012]) や Real-Time Strat-








































PA = 0.4 PB = 0.6
Root node

























UCB1(i, j) = X̄i,j +
√
2 ln ni/ni,j (6.1)
の値が最も高い子ノードを選択する．ここで，X̄i,jは深さ iのノード jの期待
値であり，ni,jは深さ iの子ノード jの選択回数，niは（jに限らず）深さ iに
到達した選択回数を意味する．
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6.1.2 loosely symmetric (LS) model
UCBアルゴリズムは，直感的な説明として，ノードXの選択（原因候補）と
勝利（結果）の関係性に信頼区間の上界を加えるという意味で楽観的な統計
























computational resources下の振る舞いが現れる [大用 2015]．これらの認知特
性が現れるLSは，MCTSの基礎にあたるバンディット問題において，UCBア


































果を示す．高確率環境の PAと PBは 0.8と 0.6とし，単高確率環境の PAと PB
は 0.6と 0.4，低確率環境の PAと PBは 0.4と 0.2とした．つまり，高確率環
境ではMAXがほぼ勝利できるような有利な局面を想定した設定であり，低
確率環境ではほぼ敗北してしまうような不利な局面を想定した設定である．











































































































































The number of all nodes (search space)











率環境においてLSTの満足化基準をmin(PA, PB) + |PA, PB| × 0.5と設定した
結果を図 6.2-(C)に示す．また，図 6.2-(C)の切り替え率を図 6.2-(D)に示す．
同様に，子ノードの数を {2, 4, 8, 16},深さは葉ノードの数が 224になる様
に調整したゲーム木の結果を図 6.3に示す．つまり，深さは {24, 12, 8, 6}であ
り，全ノード数は 2(24+1) − 1, 4(12+1) − 1, 8(8+1) − 1, 15(6+1) − 1である．図
6.3の PA, PB, ..., PNと Rは，それぞれ 0.6, 0.4, ..., 0.4と 0.5である．図 6.3で
は純粋な LSTの性質を見るために，トーナメント形式で LSを一般化した．
図 6.2-(C)の結果から LSTの正解率が図 6.2-(A)の単高確率環境と同様に
なっていることが分かり，UCB1よりも高成績であることが分かる．また図
6.3から，選択肢の数が増えれば増えるほど，LSTはより高成績になること
が分かる．さらに図 6.2-(B)と (D)から，満足化基準に従う LSTの振る舞い
を容易に変更できることが分かる．これらの結果は，LSTの行った満足化が
木探索における最善手の発見という最適化に一致したためと考えられる．
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満足化の有効性
次に，図 6.1から図 6.3の結果を踏まえて，図 6.3のUCTの成績の悪さとLST
の行った満足化に関して調査するために，図 6.3と同じ設定で，新たに２つ
の指標を用いる．まず，UCBは初期方策と初期の振る舞いの問題がある．そ




















深さ 24と 6の各ノードの平均到達回数は 2(−24)，16(−6)となる．深さ 24と
6のLSTの最も大きい平均到達回数は 0.27(2−1.88897)と 0.588(16−0.191528)で
ある．深さ 24と 6のUCTの最も大きい平均到達回数は 0.028(2−5.15843)と

































































































































The depth-first search 
The breadth-first search
The depth-first search 






















たノードのみもカウントした．子ノードの数と深さは 2と 24，16と 6とし








9から 11の間，LSTは深さ 10から 20の間で子ノードを持たないノード数が
多いことが分かる．図 6.6-(B)から，幅優先探索は深さ 3，深さ優選探索では





















の満足度を次の様な環境で示す．深さは 8である．子ノード数は 6と 8, 10で









































































図 6.6: LSTとUCT, 深さ優先探索と, 幅優先探索の指標．(A) 子ノードの数
と深さ，PA, PB, ..., PNが 2と 24で 0.6, 0.4, ..., 0.4の結果; (B)子ノードの数と
深さ，PA, PB, ..., PNが 16と 6で 0.6, 0.4, ..., 0.4の結果
ある．この設定はゲーム探索木の横幅が広くなる．満足度の計算のための基






回数は (深さ,プレイアウト回数)，LSは (6, 70), (8, 68), (10, 68)であり，UCT
































































































































































確率では満足化基準 R = 0.5に満たない環境であり，切り替え率が極端に高



















































































































3章では，単純因果帰納のメタ分析 [Hattori 2007]と新たに考案した 2つ
の実験を実施した．メタ分析で LSが因果帰納の傾向を忠実に記述すること
を示した (表 3.1)．また，実験 1により LSが備えるある種の価値基準と人間
が因果関係を無相関と捉える基準が近いことを示した (表 3.2)．さらに実験 2
により，人間が LS的な行動価値を用いて意思決定を行っていることを示し
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