Abstract-A constraint-aware eye-in-hand visual servoing control law is proposed. The control law is designed for a robot manipulator with an uncalibrated camera mounted on its end-effector. The method uses an image-based command to describe the desired end-effector position with respect to an object with an unknown position. When starting from an unknown position, the control law uses feedback from the camera to move the robot towards the reference image while satisfying a set of system constraints. The visual servoing control law is implemented via a nonlinear model predictive control framework to generate feasible and realistic robot trajectories that respect the robot's joint limits and velocity limits. The control law explicitly keeps the target object within the camera's field of view and avoids potential collisions with workspace obstacles. An appropriate representation of the robot's whole-arm collision constraints is extracted from well-known path planning methods, such as probabilistic road maps and dynamic collision checking algorithms. Experiments using an uncalibrated eyein-hand platform demonstrate the ability of the visual servoing control law to achieve closed-loop positioning via collision-free trajectories, even when the initial object location is uncertain.
I. INTRODUCTION
Visual servo control of robotic manipulators has been an active area of research for the past 30 years [1] [2] [3] [4] . While most image-based visual servoing (IBVS) methods perform well for correcting small errors, they are inherently unaware of the sensing, control, and physical limits of the robotic-camera system. Application of typical IBVS to large robot motions can result in unstable trajectories, due to: (i) the target object leaving the sensor's field-of-view; (ii) the robot being commanded to move beyond its mechanical limits, or beyond its actuation limits; or (iii) the robot arm physically colliding into other objects within its workspace. This work aims to simultaneously address all three of the above challenges for visual servoing of large robot motions.
In previous work, control schemes using hybrid 2-1/2D features [5] , shifting cylindrical coordinates [6] , image moments [7] , and partitioned z-axis control [8] have been used by researchers to improve the Cartesian trajectory of the camera. These approaches, under specific conditions, lead to improved robot motions. To keep the target object within the camera's field of view during position-based visual servoing (PBVS), researchers have used an adaptive switching controller [9] , 3D features [10] , and alternative coordinate frames [11] . In [12] , a secondary task function was used to avoid unilateral constraints by exploiting manipulator redundancy via gradient projection methods. Image-based path planning via homography-based reconstruction and artificial potential fields was proposed by [13] to manage field-ofview limits and joint limits. Circular-like trajectories were used in [14] and offline optimization methods were used in [15] [16] to realize large camera motions. More recently, model predictive control is used to control a robotic tool via feedback from a stationary imaging sensor [17] [18] and from a catadioptric camera in simulation [19] .
The main contributions of this paper are two-fold: (i) the formulation of Model Predictive Control (MPC) for eyein-hand visual servoing and, to our knowledge, its first experimental validation on a test-bed; and (ii) the inclusion of manipulator collision avoidance in MPC visual servoing using a novel representation of whole-arm collision constraints. We show that the collision-space manifold can be represented as a bounded approximation that not only is suitable for MPC optimization, but is also freely available from results of well-known path planning methods, such as probabilistic road maps (PRM) and dynamic collision checking (DCC).
MPC uses a dynamic model of the plant for online planning and selection of an optimal sequence of control actions to achieve a desired output, while compensating for prediction errors using feedback provided by observations of the real plant. MPC is formulated as the online solution of a finite horizon, open-loop, optimal control problem. This optimization is subject to the system dynamics and the constraints related to the states and inputs of the system. Details on the theory and analysis of MPC can be found in [20] .
II. EYE-IN-HAND VISUAL SERVOING

A. System Modelling
The following shorthand notation is used to refer to the coordinate frames used for system modelling: robot base frame F b ; robot end-effector frame F e ; camera frame F c ; and target object frame F o .
1) Object Model:
The object model consists of a set of feature points, whose coordinates
are defined with respect to F o . For a target object made up of n feature points, the object model used for prediction Let b T o define the homogeneous transformation that expresses the coordinates of the object frame in the coordinates of the robot base frame. The approximate object pose b Tô that is required for online open-loop planning in MPC is obtained from: (i) the camera, via pose estimation only using uncalibrated parameters; or (ii) the user, in the form of a rough pose of the target object, when initiating the robot positioning task.
2) Robot Model: A kinematic model of the robot b T e = f robot (q), expresses the coordinates of the end-effector frame in the coordinates of the robot base frame. Kinematic models are typically used in visual servoing, given the relatively slow frame-rate of the camera with respect to the inner control loop of the robot, which stabilizes the dynamics. The objective of the MPC controller is to generate kinematically feasible robot trajectories that drive the robot towards completion of the positioning task using visual feedback. The joint trajectory, q * (t), generated by MPC is then used as a reference signal (with quintic-polynomial interpolation) to be tracked by a low-level PID controller. A system diagram is shown in Figure 1 .
3) Camera Model: A pin-hole camera model is used to describe the projection of the target object on the camera CCD array. Let C be the camera matrix defined as:
where (u 0 , v 0 ) are the image coordinates of the principal point, f is the focal length, β is the perpendicular skew angle, and k u and k v are the number of pixels per unit distance in x and y, respectively. The camera is mounted on the robot's distal link in an eye-in-hand configuration, such that the position and orientation of its canonical frame is controlled by the robot. The homogeneous transformation, c T e , expresses the coordinates of the end-effector frame in the coordinates of the camera frame. The image coordinates (u j , v j ) of the feature points can be modelled as:
(2) Finally, a vector consisting of the image coordinates of all feature points is used for image-based feedback control:
B. Constraint Modelling 1) Robot Joint-Limit and Joint-Velocity Constraints: For a robot with N independent joint actuators, the robot jointlimit constraints are modelled as lower bounds and upper bounds on the range of feasible joint positions and of feasible joint velocities:
2) Camera Field-of-View Constraints: A rectangular imaging sensor array, whose maximum and minimum coordinates are u min and u max (respectively in the horizontal axis) and v min and v max (respectively in the vertical axis), has the following field-of-view constraints while viewing a target object with n features:
3) Whole-Arm Collision Constraints: For a robot with N independent joint actuators, let Q free ∈ R N be the collisionfree space, consisting of the set of joint configurations that do not cause the robot to occupy the same physical space as a workspace object. Whole-arm collision constraints are represented as:
An exact closed-form solution to Q free is typically not available, except in the case of trivial workspace objects (such as points) with kinematically simplified robots (such as Cartesian gantry robots, or robots where N is limited). The discussion of a representation of collision-free space that is useful for MPC visual servoing is deferred until Section IV.
C. Control Law Design
A first-order discretization is used for MPC prediction for the visual feedback loop, where δ t is the time step:
The error function for MPC visual servoing is chosen to be similar to IBVS. Let i|k represent the error predicted at time k for time k + i. This error is defined as the difference between the predicted image coordinates p k+i|k and the desired image coordinates p d , plus a disturbance (model) correction term d k . The correction term d k captures the difference between the latest plant output p k and the latest model output p(q k|k−1 ):
The cost function C to be minimized is a quadratic function [18] of image errors and of joint velocitiesq:
where N p is the prediction horizon, and Q and W are two symmetric positive definite matrices, which weight the predicted image errors against the predicted joint control efforts at time instant k.
III. SIMULATIONS
A. Setup
The MPC eye-in-hand visual servoing controller is implemented in simulation to test its ability to perform large robot motions in the presence of constraints and pose estimation errors. The simulations are designed to reflect the parameters of the experimental test-bed described in Section V-A. The target object consists of ten noncoplanar feature points, resembing the object shown in Figure 2 . In Figure 3 , the feature points designated 'o' show the camera's initial view of the target object, while the feature points designated 'x' show the desired view. In the simulations, the actual pose of the target object is
, whereas the estimated pose of the target object used by the MPC controller for joint-space planning, is
. The prediction horizon N p is set to 5 and the control horizon N c is set to 1. The time step δ t of 10ms is used for simulations. Q is the identity matrix, I, while W is 2500I. The minimization of the cost function for predictive control is solved using a sequential quadratic programming (SQP) optimization algorithm [20] [21] . To speed up computations, the gradients to the cost function and constraints are provided via a closed-form analytic function composed of the robot Jacobian, the image Jacobian and the measured errors. Figure 3 shows the target object's trajectory as observed by the eye-in-hand camera, while Figure 4 shows the camera's trajectory in Cartesian space. The motion requires significant translation towards the target object, as well as in-plane and out-of-plane rotations. The control law successfully generates motions that bring the camera to the desired position. Figure 5 shows the joint-space trajectory of the 6-DoF CRS-A465 robot. The joint limits of the robot are shown as dotted lines, whereas the actual joint trajectories are shown as solid lines. The robot responds to its joint limits (e.g., joint 5) by predicting several steps ahead and replanning control inputs to avoid constraint violation. Figure 6 shows the joint velocities of the robot. The velocity limits of the robot are shown as dotted lines, whereas the actual joint velocities are shown as solid lines. The aggressive controller maximizes the robot's output capabilities by keeping the joint velocities just below their limits. Note that the simultaneous avoidance of these unilateral constraints cannot be achieved with a saturator, as this will likely bring the target object outside of the camera's field of view and cause instability in the control loop.
B. Results
IV. WHOLE-ARM COLLISION CONSTRAINTS
The representation of whole-arm collision constraints in terms of the robot's joint-space from known Cartesian-space geometry is a non-trivial problem. Figure 7 depicts a hypothetical set of collision-free robot configurations, represented as a three-dimensional manifold in joint-space for 3 out of the 6 available robot joints. While it is easy to check for the absence or presence of collision at a particular robot configuration, it is difficult to obtain topological information pertaining to the collision-free manifold, without which the constrained optimization problem cannot be easily solved. Popular path-planning methods, such as probabilistic road maps (PRM), use sampling to first find collision-free configurations and then employ geometric collision-tests to determine if a path between two configurations is also collisionfree. Unfortunately, such offline graph-based representations of the collision-free space are insufficient for online control, as one cannot guarantee that the robot will remain on the path while servoing. This section describes how an existing PRM graph or a successful collision-test between two robot configurations can be exploited to provide a representation of the collision-free space for MPC visual servoing.
A. Dynamic Collision Checking
Given the initial configuration q i and the final configuration q f , a dynamic collision checking (DCC) algorithm proposed by [22] determines if the trajectory defined by q(t) = q i + (q f − q i )t for 0 ≤ t ≤ 1 results in a collision. Let d(q i ) be the shortest distance between an obstacle and the robot in the configuration q i . Similarly, let d(q f ) be the shortest distance between an obstacle and the robot in the configuration q f . Let (q(t)) be the the longest distance traveled by any point on the robot during the trajectory q(t). Then, given d(q i ), d(q f ) and (q(t)), DCC determines that the manipulator does not collide with the obstacle if:
If (13) is not satisfied, the algorithm proceeds by dividing the trajectory q(t) in two trajectories q(u) for 0 ≤ u < t /2 and q(v) for t /2 ≤ v ≤ 1 and (13) is evaluated for both trajectories. This procedure is applied recursively until every trajectory satisfies (13) or a collision is detected. Given a trajectory q(t) and the set of 3-D points H representing the hull of the manipulator, (q(t)) is determined by (q(t)) = max
Solving (14) is tedious but much can be gained given that (13) is an inequality and it still holds if (q(t)) is replaced by an upper bound [22] . For a manipulator with N actuators, suppose that the trajectory q(t) only involves rotating the j th actuator by an amount Δq j . Then, it is possible to find a configuration for the actuators q j+1 , . . . , q N such that
If the j th actuator is a revolute joint around the axis z j , then
where P ∈ H j ∪ · · · ∪ H N are the points on the hulls of the links j to N and r j is the greatest possible distance between the line z j and a point P. Finally, generalizing (17) to trajectories involving N actuators we obtain
B. Collision Constraints for Visual Servoing
The right hand side of (19) is "trajectory-free". That is, it does not depend on q i , q f or the trajectory q(t). One notable constraint is that any trajectory must be bounded within the hyperrectangle with corners q i and q f . Subsituting (19) into (13) results in:
Equation (20) is used to define collision-free regions that are: (i) obtained as a computational by-product of DCC and are (ii) expressed in a compact form that is suitable for online MPC visual servoing, as shown in Figure 8 . If an existing PRM is not available, the collision-free space must be estimated dynamically as shown in Figure 9 . At every iteration k, the optimal sequence of inputs determined by MPC is checked for collision prior to execution. If DCC fails, then adaptive bisection is invoked to provide an estimate of Q free for replanning, starting at the initial configuration q i . The next optimization step replaces (8) with the joint boundaries defined by (20) . This redefinition of the collisionfree space allows the MPC controller to react to upcoming obstacles several steps ahead in the predictions horizon to achieve robustness against local minima.
V. EXPERIMENTS
A. Experiment Setup
An overview of the experimental test-bed is shown in Figure 11 . The aim of the experiment is to demonstrate positioning of the eye-in-hand robot with respect to a conrod located at a cluttered and uncertain location in the workspace, such that the two-fingered gripper is in the correct position for grasping. Figure 10 shows the initial image that the robot observes prior to servoing. To communicate the correct 
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Initial Configuration g Fig. 9 . Hyperrectangular collision-free spaces obtained from MPC and DCC as a byproduct of the form chosen for (q(t)) (2-DoF case shown here). grasping position, the reference image in Figure 2 is shown to the robot.
1) Camera:
The imaging sensor that is used in the experiments is a Sony XC-HR70 monochrome CCD camera, with a 4.8mm lens, as shown in Figure 11 . The camera acquires images at a resolution of 1024 × 768 at a maximum frame rate of 30fps. Table I shows the camera parameters that are used in the MPC controller for experiments. These parameters are obtained from the product manual without calibration. A camera-to-end-effector transformation of e T c = T Rz (90
is measured by hand, roughly assuming the location of the optical center. 2) Robot: The robot used in this experiment is a 6-DoF CRS-A465 robot. A forward kinematic model of the robot is used in the MPC controller to estimate for the location of the camera frame, given a set of joint configurations. Volumetric models of the robot, the camera, the gripper, and the obstacles (constructed using geometric primitives) are used for the dynamic collision tests. The joint-position limits and the joint-velocity limits (reduced to 5% of the allowed maximum for safety reasons) of the CRS-A465 robot are shown in Figure 5 and 6, respectively.
3) Target Object: The target object is an automobile part (conrod) with ten feature points as shown in Figures 10 and 2 . In the experiments, a human user described the target object as having undergone a translation of (10cm, 40cm, 15cm) in (x, y, z) and a rotation of 90 Positional errors have been introduced in order to demonstrate the robustness of MPC visual servoing with respect to modelling errors. Manual measurements confirm that the (x, y, z) location of the conrod with respect to the robot's base is closer to (0.130, 0.460, 0.170) [m] . One side of the conrod rests on top of another object, as shown in Figure 10 , resulting in out-of-plane rotation in the y axis with respect to the robot's base. This is not captured in the pose estimate that is used by the MPC controller, which only has a rotation of 90
• about the z axis. Also, the rotation of the conrod about the z axis is actually closer to 135
• . These additional pose estimation errors are designed to test the ability of the MPC controller to compensate for large errors in its prediction model.
4) Workspace Obstacles:
The obstacles are modelled as polygons for collision detection. The dimensions of the workspace obstacles and the homogeneous transformations from their centroidal frames to the robot base frame can be found in Table II and Table III 
6) Tuning Parameters:
The prediction horizon N p is set to 10 and the control horizon N c is set to 1. The use of a longer prediction horizon in the MPC controller is intended to account for the (possibly significant) discrepancy between the real eye-in-hand system and the approximate model used by the MPC controller for planning. The MPC controller time step, δ t , is set at 0.1 seconds. Q is an identity matrix, I, while W is 10000I. The difference in magnitude between the chosen W and the chosen Q accommodates unit normalization (i.e., pixels vs. joint angles in radians). Figure 12 shows the trajectory of the target object, observed from the eye-in-hand camera. The image-based control law successfully handles both the significant rotation that is required about the camera's optical axis and the translational motion that is required towards the target object. The MPC controller is able to recognize the out-of-plane rotation required to properly align the gripper with the conrod. Figure 13 shows the trajectory of the robot as the visual servoing task is executed. The initial robot motions executed in frames 1 to 7 are very aggressive; the DCC algorithm is able to guarantee collision-free motion for all prediction steps ahead. Robot motions become more conservative when the robot gripper is in proximity to the workspace obstacles next to the conrod. In frames 8 to 12, collision-free motion can no longer be guaranteed by the DCC algorithm between large changes in robot configurations. As the regular DCC algorithm fails (inequality not satisfied), the MPC controller replaces its joint limits with the dynamically updated collisionfree bounds provided by the DCC bisection algorithm. The Fig. 12 . Sequence of camera motions generated by MPC visual servoing to complete a grasping task. The resulting image feature trajectories satisfy the camera field-of-view constraints. Fig. 13 . Sequence of robot motions generated by MPC visual servoing to complete a grasping task. The resulting robot trajectory satisfies joint position, joint velocity, and workspace collision constraints. MPC controller is optimized over a smaller region in jointspace where collision-free robot motion is feasible. The last few frames show the robot taking incremental steps within the latest, dynamically updated collision-free region while servoing towards the goal.
B. Experiment Results
VI. CONCLUSION
Our constraint-aware control law for eye-in-hand manipulators successfully demonstrates visual servoing motions across the workspace while handling joint, visual and collision constraints. The MPC controller does not require the camera to be calibrated and only needs an approximate estimate of the target object location. Using the DCC algorithm, the control law can move quickly in uncluttered regions but still generates whole-arm, collision-free motions in cluttered areas. Future work will consider more complex scenarios as well as applications to robot arms on mobile platforms, increasing the workspace size.
