We investigate C 1 finite element methods for one dimensional elliptic distributed optimal control problems with pointwise constraints on the derivative of the state formulated as fourth order variational inequalities for the state variable. For the problem with Dirichlet boundary conditions, we use an existing H 5 2 −ǫ regularity result for the optimal state to derive O(h 1 2 −ǫ ) convergence for the approximation of the optimal state in the H 2 norm. For the problem with mixed Dirichlet and Neumann boundary conditions, we show that the optimal state belongs to H 3 under appropriate assumptions on the data and obtain O(h) convergence for the approximation of the optimal state in the H 2 norm.
Introduction
Let I be the interval (−1, 1) and the function J : L 2 (I) × L 2 (I) −→ R be defined by Remark 1.1. Throughout this paper we will follow standard notation for function spaces and norms that can be found, for example, in [13, 7, 1] .
For the problem with the Dirichlet boundary conditions (1.5a), we assume that (1.6) f ∈ H For the problem with the mixed boundary conditions (1.5b), we assume that (1.7) f ∈ H 1 (I), ψ ∈ H 2 (I) and ψ(1) ≥ 0.
Remark 1.2. In the case of Dirichlet boundary conditions, clearly we need I ψ dx ≥ 0 since I y ′ dx = 0 and y ′ ≤ ψ. However I ψ dx = 0 implies I (y ′ − ψ)dx = 0, which together with y ′ ≤ ψ leads to y ′ = ψ. Hence in this case K is a singleton and the optimal control problem becomes trivial.
The optimal control problem with the Dirichlet boundary conditions (1.5a) is a one dimensional analog of the optimal control problems considered in [11, 12, 14, 22, 25] on smooth or convex domains. In [11, 12] , first order optimality conditions were derived for a semilinear elliptic optimization problem with pointwise gradient constraints on smooth domains, where the solution of the state equation is in W 1,∞ for any feasible control. These results were extended to non-smooth domains in [25] . On the other hand higher dimensional analogs of the optimal control problem with the mixed boundary conditions (1.5b) are absent from the literature.
Finite element error analysis for the problem with the Dirichlet boundary conditions was first carried out in [14] by a mixed formulation of the elliptic equation and a variational discretization of the control, and in [22] by a standard H 1 -conforming discretization with a possible non-variational control discretization.
The goal of this paper is to show that it is also possible to solve the one dimensional optimal control problem with either boundary conditions as a fourth order variation inequality for the state variable by a C 1 finite element method. We note that such an approach has been carried out for elliptic distributed optimal control problems with pointwise state constraints in, for example, the papers [18, 9, 3, 6, 5, 4, 10] . The analysis in this paper extends the general framework in [8] to the one dimensional problem defined by (1.1)-(1.5).
The rest of the paper is organized as follows. We collect information on the optimal control problem in Section 2. The construction and analysis of the discrete problem are treated in Section 3, followed by numerical results in Section 4. We end with some concluding remarks in Section 5. The appendices contain derivations of the Karush-Kuhn-Tucker conditions that appear in Section 2.
Throughout the paper we will use C (with or without subscript) to denote a generic positive constant independent of the mesh sizes.
The Continuous Problem
Let the space V be defined by
for the boundary conditions (1.5a), (2.1a) and
for the boundary conditions (1.5b).
The minimization problem defined by (1.1)-(1.5) can be reformulated as the following problem that only involves y:
Note that the closed convex subset K of the Hilbert space V is nonempty for either boundary conditions. In the case of the Dirichlet boundary conditions, the function y(x) = x −1 (ψ(t) − δ)dt belongs to K if we take δ to be 1 2 I ψ dx (> 0). Similarly, in the case of the mixed boundary conditions, the function y(
According to the standard theory [15] , there is a unique solutionȳ of (2.2)-(2.3) characterized by the fourth order variational inequality
We can express (2.4) in the form of
2.1. The Karush-Kuhn-Tucker Conditions. The solution of (2.4) is characterized by the following conditions:
where (2.9) µ is a nonnegative finite Borel measure on [−1, 1].
Note that (2.8) is equivalent to the statement that µ is supported on the active set
for the derivative constraint (1.4). We can also express (2.7) as
The Karush-Kuhn-Tucker (KKT) conditions (2.7)-(2.9) can be derived from the general theory on Lagrange multipliers that can be found, for example, in [19, 16] . For the simple one dimensional problem here, they can also be derived directly (cf. Appendix A for the Dirichlet boundary conditions and Appendix B for the mixed boundary conditions).
Remark 2.1. In the case of the mixed boundary conditions, additional information on the structure of µ (cf. (2.27)) is obtained in Appendix B.
Dirichlet Boundary
Conditions. We will use (2.7) to obtain additional regularity forȳ that matches the regularity result in [22] . The following lemmas are useful for this purpose.
Lemma 2.2. We have ∀ v ∈ H 1 (I) and ǫ ∈ (0, 1/2). Note that the map z → z ′′ is an isomorphism between V (given by (2.1a)) and L 2 (I). Therefore, by the Riesz representation theorem, for any ℓ ∈ V ′ we can define p ∈ L 2 (I) by 
Proof. Observe that
On the other hand, if ℓ ∈ (H 1 (I)) ′ , then the solution p of (2.15) can also be defined by the conditions that p ∈ H 1 0 (I) and
Hence in this case we have 
Theorem 2.4. The solutionȳ of (2.4) belongs to H 5 2 −ǫ (I) for all ǫ ∈ (0, 1/2). Proof. Note that, by the Sobolev inequality [1] ,
where V is given by (2.1a 
and henceȳ ′′ = p, which together with (2.21) concludes the proof.
Example 2.6. We take β = ψ = 1 and the exact solution
It follows from a direct calculation that
It is straightforward to check thatȳ belongs to K, A = {0}, and for z ∈ V ,
Putting (2.23) and (2.24) together we have 
where ρ ∈ L 2 (I) is nonnegative, γ is a nonnegative number and δ −1 is the Dirac point measure at −1.
Theorem 2.8. The solutionȳ of (2.4) belongs to H 3 (I).
Proof. Recall that f ∈ H 1 (I) by the assumption in (1.7). After substituting (2.27) into (2.7) and carrying out integration by parts, we have
Note that (2.29) is the weak form of the two-point boundary value problem
and hence we can conclude from elliptic regularity that
Finally (2.28)-(2.30) imply
and henceȳ ′′ = p ′ because the map z → z ′′ is also an isomorphism between V (defined by (1.5b)) and L 2 (I). The theorem then follows from (2.31).
Example 2.10. We take β = ψ = 1, f = 0 and the exact solution is given by
.
We have A = [−1, 1/3], p ∈ H 2 (I),
(2.34) p ′′ + (1/3) = −(9π/4) 2 and p(1) = p ′′ (1) = 0. If we choose the function Φ by Finally we define y d according to (2.30) so that
Putting (2.32) and (2.36)-(2.38) together, we see that the KKT conditions (2.7)-(2.9) are valid provided we define the Borel measure µ by dµ = (9π/4) 2 χ [−1,1/3] dx.
The Discrete Problem
Let T h be a quasi-uniform partition of I and V h ⊂ V be the cubic Hermite finite element space [13] associated with T h . The discrete problem is to
and P h is the nodal interpolation operator for the P 1 finite element space [13, 7] associated with T h . In other words the derivative constraint (1.4) is only imposed at the grid points. The nodal interpolation operator from C 1 (Ī) onto V h will be denoted by Π h . Note that
In particular, the closed convex set K h is nonempty. The minimization problem (3.1)-(3.2) has a unique solution characterized by the discrete variational inequality
which can also be written as
We begin the error analysis by recalling some properties of P h and Π h . For 0 ≤ s ≤ 1 ≤ t ≤ 2, we have an error estimate
that follows from standard error estimates for P h (cf. [13, 7] ) and interpolation between Sobolev spaces [1] . For 0 ≤ s ≤ 1 and 2 ≤ t ≤ 4, we also have the estimates
that follow from standard error estimates for Π h (cf. [13, 7] ) and interpolation between Sobolev spaces.
3.1. An Intermediate Error Estimate. Let the energy norm · a be defined by
We have, by a Poincaré−Friedrichs inequality [21] ,
Observe that (3.4), (3.8) and the Cauchy-Schwarz inequality imply
and we have, by (2.8)-(2.11) and (3.2),
for all y h ∈ K h . It follows from (3.10) and (3.11) that
Dirichlet Boundary Conditions.
The following estimates will allow us to produce concrete error estimates from (3.12) . First of all, we have 
Putting ( that is valid for any ǫ > 0, which in turn implies the following result, whereū h = −ȳ ′′ h − f is the approximation forū = −ȳ ′′ − f . 
Mixed Boundary Conditions. In this case we have
by the assumption on ψ in (1.7), (2.27) and (3.5); and 
Numerical Results
In the first experiment, we solved the problem in Example 2.6 on a uniform mesh with dyadic grid points. The errors ofȳ h in various norms are reported in Table 4 .1. We observed O(h 2 ) convergence in | · | H 2 (I) and higher convergence in the lower order norms. This phenomenon can be justified as follows.
Note that for this example the first term on the right-hand side of (3.12) vanishes because µ is supported at the origin which is one of the grid points whereȳ h (resp. ψ) and P hȳh (resp., P h ψ) assume identical values. The remaining term on the right-hand side of (3.12) is bounded by
where we have used the estimate (3.6), with I replaced by the intervals (−1, 0) and (0, 1), the norm equivalence (3.9), and the fact thatȳ defined by (2.22) is a sextic polynomial on each of these intervals.
In the second experiment we solved the problem in Example 2.6 on slightly perturbed meshes where the origin is no longer a grid point. The errors are reported in Table 4 .2. We observed O(h 0.5 ) convergence in the | · | H 2 (I) (which agrees with Theorem 3.1) and O(h) convergence in the lower order norms.
In the third experiment, we solved the problem in Example 2.10 on a uniform mesh with dyadic grid points. We observed O(h) convergence in | · | H 2 (I) from the results in Table 4 .3 (which agrees with Theorem 3.3) and O(h 2 ) convergence in the lower order norms.
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The results in this paper can be extended to two-sided constraints of the form ψ 1 ≤ y ′ ≤ ψ 2 , where ψ i and ψ 2 are sufficiently regular and ψ 1 < 0 < ψ 2 on I. In particular, they are valid for the constraints defined by |y ′ | ≤ 1.
It would be interesting to find out if the results in this paper can be extended to higher dimensions. We note that the higher dimensional analogs of the variational inequality for the derivative (cf. (B.5)) lead to obstacle problems for the vector Laplacian. Such obstacle problems are of independent interest and appear to be open. 
where φ is a smooth function with compact support in (a, b) such that I φ dx = 1.
We define a bounded linear map T G : It follows from (A.9) and the Riesz-Schwartz Theorem [23, 24] for nonnegative functionals that (A.10) 
The variational inequality defined by (B.3) and (B.5) is equivalent to a second order obstacle problem with mixed boundary conditions whose coincidence set is identical to the active set A in (2.10).
Since ψ ∈ H 2 (I) by the assumption in (1.7), we can apply the penalty method in [20] to show that (B.6) the solution p of (B.5) belongs to H 2 (I), 
