Abstract-Interferometric crosstalk has been identified as the cause of performance limits in future transparent all-optical networks. A large number of studies have been conducted on this phenomenon using a vast array of evaluation techniques. However, most major studies have considered that although the interfering terms may differ in number, the power contribution that they all make will be identical for all interfering terms. Although this situation is easy to analyze, it does not necessarily represent the situation that is likely to occur in a real network, which will be constructed of nodes with different degrees of connectivity, quite possibly from different vendors, and therefore with differing crosstalk characteristics. This paper describes a study on the impact of unequally powered interfering terms using a rigorous analysis technique. To validate the use of the chosen technique, the paper begins by benchmarking a number of common evaluation techniques against empirically derived, experimentally verified noise performance formulas.
I. INTRODUCTION

I
N recent years a number of authors have considered the impact of interferometric noise in multiwavelength optical networks [1] - [8] . Interferometric beat noise (also referred to as homodyne beat noise, phase-induced intensity noise, optical beat interference, or self-homodyne beat noise) arises from the beating on a square-law, envelope, photodiode receiver of the desired data signal and unwanted crosstalk signals derived from other data channels operating at nominally the same wavelength. These unwanted crosstalk signals may include multipath reflections of the main data signal or may be due to nonideal component performance. Square-law detection implies that the power attributed to the interferometric beat noise is much greater than that attributed to the incident crosstalk optical power. Indeed interferometric beat noise, which is signal dependent, has been reported to cause significant performance degradation, characterized by high power penalties and bit-error-rate (BER) floors [5] .
Understandably, a large number of techniques have been applied to analyze this problem, covering a range from very simplistic first approximations [8] to highly rigorous and computationally intensive methods [3] . However, in order to simplify the analysis and/or the experimental setup, virtually all of these investigations applied to date have considered the presence of equally powered interferers at the receiver. Both [3] and [9] have considered the effects of unequally powered interferers but only in very limited cases-where one interferer is of constant power and another (or set of others) is of varying power. A more realistic model of the actual interferer power distribution at the receiver in a deployed optical network is likely to be described by the presence of a set of interferers all of differing power at the receiver. In this paper, a detailed analysis of the behavior of an optical communications system in the presence of unequally powered interferers is provided.
The main optical, network, and component imperfections leading to the generation of interferometric beat noise are outlined hereafter.
1)
Imperfect filtering or wavelength routing: Within all optical network components such as add-drop multiplexers or optical cross connects, some leakage is always present, albeit often small in magnitude. In an add-drop process for example, it is possible that a leakage component from the dropped channel is combined with the added channel, giving rise to interferometric beat noise at the receiver. Arrayed-waveguide gratings (AWGs) are also increasingly being deployed in optical networks due to their versatility to act as multiplexers, routers, and demultiplexers. In practical AWGs, imperfections in the device mean that some of the light power is also present on the other channels [7] . It is therefore possible that when the AWG is used to route channels of a similar wavelength from different input channels to different output channels, crosstalk that leads to inband interferometric beat noise occurs.
2)
Reflections: Refractive-index discontinuities in the optical fiber due to splices, connectors, couplers, and other passive devices are known to cause reflections of the optical signal. In [8] , it has been shown that an air gap between two connector end faces can reflect as much as 22.4 % of the incident optical power. A cascade of two or more discontinuities in the system will permit multiple reflections to be caused. These will beat on the photodiode receiver and generate interferometric noise.
3)
Fiber nonlinear effects: Fiber nonlinear effects, namely in the form of stimulated Brillouin scattering (SBS), Rayleigh scattering, or four-wave mixing (FWM) [10] , may also give rise to interferometric beat noise. Previously, it has been indicated in the literature that the Gaussian approximation (GA) tends to provide erroneous highly pessimistic results when the number of interferers is 0733-8724/$20.00 © 2005 IEEE TABLE I  INTERFEROMETRIC NOISE EVALUATION TECHNIQUES low [11] . In this paper, it will be demonstrated that this can also be true when the interfering power is distributed unequally among a higher number the interferers. This is explained by examining in detail the counterintuitive trends produced by the for a varying numbers of interferers. To provide more accurate results, the work in this paper is based on an analysis using a rigorous statistical method. A number of techniques are available (see Table I ), many of which are based on moment-generating functions (MFGs) and produce results of comparable accuracy (e.g., the saddlepoint approximation and modified Chernoff bound (MCB) [12] ). However, the MCB [13] was selected due to its computational efficiency. It is shown that this technique is very appropriate for the analysis of interferometric noise arising from unequally powered interferers. Finally, the performance estimates obtained using this rigorous approach have been benchmarked against experimentally verified simulation results showing that the accuracy of the results obtained using the MCB are practically indistinguishable from the experimentally verified benchmark results.
II. MODELING INTERFEROMETRIC NOISE DUE TO MULTIPLE INTERFERERS
Consider the mixing on a photodiode receiver of an optical data signal whose electric field is represented by , with crosstalk interferers whose electric field is represented by . The total electric-field incident on the photodiode receiver is modeled as
where expresses the state of the polarization vector, is the power of the desired optical signal at the photodiode., the optical angular frequency, the optical phase, the binary symbols forming the ON-OFF keying (OOK) message where , with accounting for the extinction ratio and is the relative power in the crosstalk term . The subscripts and denote signal and crosstalk, respectively. Following square-law detection on a photodiode, and assuming a normalized responsivity, the photocurrent is proportional to (3) (4) It can be seen that the photocurrent is composed of the following four components: 1) the data signal; 2)
an additive crosstalk signal (also referred to as the classical crosstalk); 3) a beat term that exhibits a co-sinusoidal dependence on the relative wavelength and phase difference; 4) in the multiple interferer case, a fourth component is present representing the crosstalk to crosstalk beating. Equation (4) highlights several important properties of interferometric noise:
a) The beat noise contribution is far larger than that due to the additive crosstalk. For example, if the data contribution is normalized and that of the crosstalk is 10%, then the beat noise contribution spans 63% [34] . Beat noise is therefore usually the dominant noise when it is present to any significant level. b)
The beat noise magnitude is dependent on the relative polarization alignment of the data and crosstalk signals.
Whenthe two signals are orthogonallypolarized relative to each other there is in theory no beat noise. In [14] , the polarization statistics of interferometric noise in optical networks have been investigated. It was found that systems with randomly polarized fields display a statistical preference for near worst-case operation. c)
Increasing the signal power does not change the relative level between the signal and the beat noise magnitudes; consequently, the optical beat noise may dominate over shot or thermal noise in the receiver and lead to an error floor. d)
If the data and the crosstalk signal are at the same wavelength, then the additive crosstalk and the beat noise both fall inband. If the data and the crosstalk are on different wavelengths and the wavelength difference is much larger than the receiver electrical bandwidth, then the beat noise falls out of band and only the additive classical crosstalk is inband. e)
Inband crosstalk: Following the classification presented in [34] , when the data and the crosstalk signals originate from the same laser source which exhibits a coherence time of , and the crosstalk is a replica of data signal delayed by , then the following is applicable. i) If , coherent beat noise crosstalk occurs. In the limit, , which is characterized by the absence of phase noise. It must be appreciated that if is constant the beat noise term is static and may be determined. ii) If , incoherent beat noise crosstalk occurs. In the case of a continuous-wave (CW) distributed feedback (DFB) laser operating at 1 mW, the coherence time is of the order of nanoseconds; thus, the incoherent region is achieved with a path length difference 10 m. Incoherent beat noise may also arise from the beating of signals originating from different lasers operating on the same wavelength. iii) If , partially incoherent beat noise crosstalk occurs. This crosstalk falls between the two extremes of coherent and incoherent beat noise crosstalk. The resulting noise is very difficult to analyze since its properties depend on the exact value of the delay . Inband crosstalk cannot be removed as the signal and the crosstalk are on the same wavelength. In complex optical networks, its deteriorating effect is further enhanced due to its accumulative behavior. f)
Out-of-band crosstalk: When the beat frequency between the data and the crosstalk signals is much greater than the receiver bandwidth, then the beat noise falls out of band where, following detection, it may be removed by electronic filtering and only additive components remain. If the beat frequency between the two signals is of the order of the receiver bandwidth, then the beat noise falls totally or partially inband giving rise to incoherent beat noise crosstalk. An estimate of the signal-to-interference ratio arising from optical beat interference between Lorentzian-shaped optical sources has been derived in [15] , [16] . Out-ofband crosstalk may be minimized by utilizing tighter or cascaded filtering. We will now review methods that are available to evaluate the impact of interferometric noise in optical networks.
III. INBAND INTERFEROMETRIC NOISE ESTIMATION METHODS
Interferometric noise estimation methods applied in research to date range from assuming a Gaussian probability density function (pdf) for the interferometric noise [17] , thereby enabling a quick penalty estimation, to deriving an accurate model of the actual interferometric noise phenomena at the cost of a lengthier process involving more accurate statistics [6] .
Preliminary work in this area has assumed that it is acceptable to approximate the interferometric noise pdf to that of a Gaussian pdf, citing the central limit theorem as justification. It has often been applied since this approximation leads to a closed form expression for the power penalty [8] . However, the noise pdf that actually determines the system BER is obtained by the convolution of the pdf's of the individual interfering components, including the interferometric noise and the receiver Gaussian thermal noise. Theinaccuracyofthemethodinthiscaseisnotsurprisingsincethe arc-sinusoidal pdf describing the interferometric noise is strictly bounded, and the assumption that it is Gaussian with infinite tails is an oversimplification especially for cases where the number of interferers is low. A summary of the principal interferometric noise analysis techniques used in the literature are outlined in Table I together with some key references.
IV. ANALYSIS OF THE IMPACT OF INTERFEROMETRIC NOISE ON NETWORK PERFORMANCE
We begin by formulating a set of generic equations to describe the impact of interferometric noise in an optical system. We will demonstrate the formulation of both the GA and the MCB. Although versions of both of these evaluation methods that do not take into account symbol states can be used, here we will only consider those that are symbol conditioned, since this is more accurate representation. Symbol conditioning evaluates the penalty for all possible combinations of symbol states of the interferers for each symbol state of the desired signal rather than assuming that all interferers are constantly "1", e.g., CW interferers.
An OOK data signal mixing on a photodiode together with homodyne crosstalk caused by interferers is considered. The following assumptions are made so that an expression for the normalized decision variable photocurrent, shown in (5), can be derived.
1) The bit alignment between the signal and crosstalk interferers is perfect.
2)
The optical phase difference remains constant within 1-b duration.
3)
Post detection filter is an integrating filter, integrating between 0 and , where is the bit period. Due to the normalization process, results are independent of bit rate.
4)
The impact of additive (or classical) crosstalk is neglected since this has an insignificant impact on the performance of the system in the presence of interferometric beat noise.
5)
Both the signal and all interfering terms have identically aligned polarization states for worst-case impact.
6)
All beat components will fall within the bandwidth of the receiver-i.e., signal and the interferers will all be operating on the same wavelength. Furthermore, for a high-bit-rate system, it is reasonable to assume that the receiver bandwidth will be much greater than the linewidth of the optical source; therefore, all the interferometric noise will fall inband. This assumption may not be valid for interference between isolated "1" bits generated by a directly modulated laser system. In such a case the interferometric noise may fall outside the receiver bandwidth. Interference for sequences with several consecutive "1" bits would, however, cause all the power to fall inband. This assumption is therefore a worst-case assumption. On the other hand, if the chirp of the laser is small and the data rate is high, the chirp frequency may fall inside the receiver bandwidth. This will result in a performance that is very similar to external modulation, which has negligible chirp.
7)
Anidealp-i-nreceiver:Forp-i-nreceivers,theshotnoise due to the signal itself can generally be considered to be negligible. In the absence of other signal-dependent noise sources the noise variances and distributions of the signal photocurrent are assumed to be the same for both ones and zeros. The optimum decision threshold is therefore midway between the expected signal levels. Interferometric noise is a signal dependent noise, thus the optimal decision threshold is not at the midpoint of the eye. In this paper, we present results based on receivers that have both a midway decision threshold and an optimized decision threshold. The computed results cannot therefore be directly ported to Avalanche Photodiode (APD) systems since in such systems the optimum decision threshold must also take into consideration the APD excess multiplication noise [8] . A similar situation is true of optically preamplified receivers, where signal-spontaneous beat noise will be the dominant noise contribution of the amplifier, which will result in an additional signal-dependent contribution. This will degrade the performance of the system. A method of extending the model to include such terms has been demonstrated in [18] . 8)
An ideal extinction ratio is assumed as justified in [19] . 9)
The effect of crosstalk-crosstalk beating has been assumed to be negligible. It can be shown that when symbol condition is included in the model, the effect of crosstalk-crosstalk beating is minimal [35] but is exaggerated when CW interferering sources are considered, as was demonstrated by Kamalakis et al. [37] . 10) The instantaneous phase difference between the phase of the optical data signal and the phase of the optical th interfering signal at time is represented by a uniform random variable distributed in .
Following these assumptions, the normalized decision variable photocurrent is equal to (5) where the subscript denotes the desired signal, interfering signal, and other terms as defined previously.
To include symbol conditioning, the model is refined by applying binomial symbol conditioning on the interfering signals for a more accurate representation. This leads to the following expressions for symbol conditioned GA (6) and for the symbol conditioned MCB (7). It is assumed that "0" and "1" bits appear with equal likelihood and that all interfering terms are of equal power.
The symbol-conditioned Gaussian approximation (SC-GA) [38] is
The symbol-conditioned MCB [25] is BER MCB (7) where is an approximation to the area under the Gaussian tail , is the variance of the receiver thermal noise (taken to give a base BER of in the absence of other noise contributions), the decision threshold, and is the interferometric noise variance which is only present when both signal and interferer at carrying a data "1".
is the moment generating function of the interferometric noise where is the modified Bessel function first kind, zero order, and . Theoretical investigations using both the saddlepoint approximation [32] and the MCB [33] have noted that the penalty caused by a given total crosstalk power increases when this power is distributed among an increasing number of crosstalk signals. This is a phenomenon that is not predicted by a nonsymbol-conditioned since this is conditioned only by the total crosstalk power irrespective of the individual interferer contribution to that total.
As demonstrated in Fig. 1 , the nonsymbol-conditioned GA is identical for all as it is only conditioned on the total interfering power which, in the absence of symbol conditioning, is constant. Introducing symbol conditioning to the to investigate the impact of dividing a given total crosstalk power among a varying number of interferers in [17] produced a surprise result where, contrary to intuition, it was predicted that the performance of the system improves as the given crosstalk power is divided among more interferers. When the more rigorous MCB-based approach was used, the contrary trend was predicted. Here we explain this contradictory behavior of the GA and the MCB when they are used to analyze the performance of an optical system with equally powered interferers. The results obtained when investigating how the techniques behave when analyzing a system where a given total interfering power is divided among one, two, and five equally powered interferers are presented. In the single interferer case 1 , all the interfering power is contributed by a single interferer of normalized power. When the number of interferers is equal to two 2 , each will contribute a power of 0.5. When the number of interferers is equal to five 5 , each interferer will contribute a power of 0.2. In Fig. 1 the results for binomial symbol conditioning of the interferers are illustrated using the GA and the MCB. A midway decision threshold has been assumed.
It is observed that the GA and the MCB predict opposing trends as the number of interferers is increased. The GA predicts that the performance improves when a given interfering power is divided among an increasing number of interferers. This trend was first noted by Legg [17] who concluded that the system may tolerate more total crosstalk when the crosstalk is distributed over more terms.
On the other hand, the MCB predicts the opposite trend. In [6] it was concluded that the system may therefore tolerate less crosstalk when the crosstalk is distributed over more terms due to the increasing tail of the probability distribution and attributed the counter trend to be due to the inaccuracy of the GA when applied to a small number of interferers. The largest discrepancy between the results predicted by the GA and the MCB occurs for a single interferer. It may also be observed that the results estimated by both the GA and the MCB converge to a common prediction as the number of interferers increases. Using a moment-generating-function-based technique, which considers the full statistical representation of the noise, we investigate how the resulting noise pdf evolves as it is caused by an increasing number of interferers. With a single interferer, the pdf is still reasonably tightly bounded despite the inclusion of a Gaussian noise term to represent thermal noise. Inclusion of more interfering terms corresponds to the multiple convolution of the arc-sinusoidal pdf which increases the tails of the distribution. As it is these tails that determine the performance of the system, it is intuitive to assume that an increase in the tails will have a detrimental effect on the BER performance. This evolution is demonstrated in Fig. 2 , which follows similar trends to those predicted in [36] . The power penalties estimated using the GA and MCB are illustrated in Fig. 3 , where the opposing trends predicted by the GA and the MCB are again observed. The existence of BER floors is evident as illustrated by the asymptotic nature of the penalty curves. It is estimated that for the single interferer case, there is approximately a 9-dB difference between the GA and MCB techniques in the estimated crosstalk at which the BER floor occurs. This difference becomes progressively smaller as the number of interferers is increased, until both results converge to within 1 dB for approximately 6. It is also noted that the penalty due to the interferometric noise is very close to zero when the total interfering power is small.
V. BENCHMARKING THE MODIFIED CHERNOFF BOUND
Although it has been concluded that the performance of the MCB is better than the GA, this has often been on intuitive grounds due the more exacting statistical nature of the bound compared to the . It is important, however, that this bound is validated in this regime of operation to ensure that it is tight enough to produce satisfactory results. Recently empirical formulas have been developed that state the crosstalk penalty as a function of the total crosstalk power, the number of crosstalk contributions, and the signal extinction ratio [4] . The empirical formulas are derived from results that have been obtained via intensive numerical simulation based on the numerical convolution of the interferometric noise pdf's. These results were experimentally verified by Rasmussen et al. [4] .
The empirical formulas have been published for an optimized decision threshold with the penalties produced deviating less than 0.2 dB from those obtained by experiment. The correct 1 for- 1 The formulas were incorrectly reproduced in the original publication [4] . mulas for a p-i-n receiver with an optimized decision threshold are
where is the extinction ratio defined as where is as previously defined and is the total relative crosstalk power in decibels and is the number of interferers. Fig. 4 illustrates the application of the empirical formulas for an extinction ratio of 30 dB for the cases of a one, two and five interferers with results obtained for both optimized and a mid-eye decision threshold. The error bars on the graphs for the optimized decision threshold show the extent of the 0.2-dB variation from these results and those obtained by experiment. It is clearly seen that when a given total interfering power is divided among an increasing number of interferers, the power penalty increases as predicted by the MCB. The results for the mid-eye decision threshold have been obtained via numerical simulation. Only the optimal decision threshold results have been experimentally verified. In Fig. 5 , the results obtained using the MCB are benchmarked with the numerically simulated results for a mid eye decision threshold. It is seen that the numerically simulated results are in close agreement with the MCB results in general, with the results virtually identical for a single interferer. In Fig. 6 , the results obtained using the MCB with an optimized decision threshold are benchmarked with the experimentally verified empirical formulas. It is clearly seen that the results are in close agreement falling within the error bounds for both the single interferer and two interferer cases. In all benchmarked cases-be- sides highlighting the accuracy of the MCB-the trend predicted when the total interfering power is divided among more interferers has also been confirmed.
This result has direct implications on how the performance of optical access systems in the presence of interferometric noise is estimated since it is very likely that crosstalk conditions on these networks are such that the total interfering power is carried by a number of unequally powered interferers.
VI. INTERFERERS OF UNEQUAL POWER
The motivation for a detailed investigation into this effect is due to the fact that the statistical distribution of the interferer power on a deployed wavelength-routed optical network is more likely to be a contribution of interferers of different strength rather than a uniform one. The unequally powered interferer case is therefore a more realistic representation of typical conditions.
In this section, we will evaluate the results obtained when a total interfering power is divided among a varying number of interferers in a nonuniform way. A midway decision threshold has been assumed.
Although the central limit theorem is frequently relied upon to justify the use of the GA in the previous section it has been demonstrated that when a total interfering power is carried by a small number of interferers a lower penalty is incurred. A logical extension of this conclusion leads to the hypothesis that if a large number of interferers of unequal power are considered then for the central limit theorem to be safely applied no small number, or a single interferer must be dominant. In this section, we will consider the impact that a varying numbers of unequal interferers has on the overall system performance. This is demonstrated by using the MCB to investigate the performance of an optical network in the presence of interferometric noise. The results obtained are also compared with those obtained using the GA.
To illustrate the significance of various power distributions among the interferers, a skewing factor is introduced to determine the power in each successive interfering term. This factor is defined as (12) where is the number of the interferer is a variable that controls the relative scaling between interferers, and is a scaling factor to keep the total power constant.
Inclusion of the variable allows the skewing factor to be used to allow a progression from all interferers being equal , to one interferer being significantly dominant , while the total interfering power remains constant. The normalized interferer power distribution for a set of five interferers, for various values of is shown in Fig. 7 . The graph demonstrates that as is increased from 0 to 20 the power distribution among the five interferers progressively shifts from being all equal at to one interferer being dominant at . The variable therefore represents various interferer power distributions among the interferers.
We will concentrate on the binomial symbol conditioned forms of the MCB and to investigate the performance of an optical system, for various power distributions among the interferers. A closer look at Fig. 7 demonstrates that the results expected between and should lie between the results obtained for the equally powered interferer case for five interferers equivalent to and a single interferer equivalent to . In Fig. 8 , the results predicted by the GA and the MCB are shown for five interfering terms. At , the results estimated by both evaluation methods are reasonably close as this correspond to all 5 interferers being of equal power. The results then diverge as is increased, illustrating opposing trends where the GA predicting a worsening performance while the MCB predicts an improvement.
For
, results as given in Fig. 3 . It is to be noted that the trends predicted as increases are contrary to those predicted in Section V for increasing , due to the fact that the trend followed from to is equivalent to the trend followed in Fig. 2 from 5 to 1. The power penalty estimated using the various techniques (assuming five interferers) is illustrated in Fig. 9 , which again shows the op- posing trends predicted, with the more accurate results and true trend predicted by the MCB. It clearly illustrates the large variation in the penalty between that estimated using the GA and those estimated using the MCB. When investigating the impact of unequally powered interferers it is therefore necessary to utilize the MCB, because although the GA offers an easily obtained safe worst-case limit, it significantly overestimates the penalty incurred leading to inflated design margins. For example, this demonstrates that by simply calculating the total power and total number of contributing interferers, without consideration of the distribution of powers, the GA would suggest that a noise floor occurs at a maximum crosstalk isolation of around 24 dB. However, if the noise statistics were dominated by a single interferer contribution then the true noise floor would be in the region of 15 dB, an overspecification of 9 dB, or nearly an order of magnitude.
With this in mind, the results of a selection of factors, for up to ten interferers, with a midway decision threshold are shown in a more condensed and directly applicable format in Fig. 10 . It demonstrates the range of required crosstalk isolation for a 1-dB power penalty at various levels of skew. Fig. 10 provides a better understanding of the interplay between the number of interferers, their relative normalized power distribution, and the normalized crosstalk interfering power required to cause a 1-dB power penalty.
The results illustrate that we can define two limits for the acceptable crosstalk isolation to give a 1-dB power penalty. The lower limit is that defined by the GA for a large , offering a worst-case prediction of the total allowable crosstalk for a 1-dB power penalty of approximately 25.1 dB. The upper limit is that defined by the MCB analysis of a single interferer setting the limit at 22.4 dB. The penalty range between the two limits is therefore 2.7 dB. It is observed that for 10 equally powered interferers, the result predicted is very close to that predicted by the symbol-conditioned GA (or central limit theorem).
VII. CONCLUSION
In this paper, it has been demonstrated that the occurrence of interfering terms with unequal power distribution in optical networks can potentially lead to an overtly conservative estimation of the required crosstalk isolation. A thorough study of the impact of such interfering terms on the performance of an optical network was presented.
This study has again highlighted the inadequacy of the Gaussian approximation (GA) for accurate estimation of systems with a small number of interfering terms. An extension of this caveat to using the GA is proposed-that not only must there by a significant number of terms for this method to yield a reliable result, but that also the distribution of interfering power must not be dominated by a small number of interferers. Accuracy concerns in the use of this approximation are also highlighted by its prediction of inaccurate and counterintuitive trends when the distribution of interfering power is spread over differing numbers of interferers. The limited statistical knowledge involved (mean and variance only) causes trends to be produced that are, in fact, trends in the accuracy of the approximation rather than any "real" system trend.
It has been shown that for a 1-dB power penalty, the possible acceptable crosstalk covers a range of values 22.4 to 25.1 dB depending on the relative distribution of interfering power. The former value being the limit for a single or single dominant interferer and the latter being the central limit, on which a large number of similarly power interferers converge.
