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The calculation of chemical potential has traditionally been a challenge in atomistic simulations. One of
the most used approaches is Widom’s insertion method in which the chemical potential is calculated by
periodically attempting to insert an extra particle in the system. In dense systems this method fails since
the insertion probability is very low. In this paper we show that in a homogeneous fluid the insertion
probability can be increased using metadynamics. We test our method on a supercooled high density binary
Lennard-Jones fluid. We find that we can obtain efficiently converged results even when Widom’s method
fails.
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I. INTRODUCTION
Chemical potential is an important thermodynamic
quantity that regulates many phenomena, such as phase
transitions, reaction equilibria and electro-chemistry1,2.
The ability to calculate it via a reliable and fast tech-
nique is therefore of great value. Several numerical
methods have been proposed, ranging from Widom
test-particle insertion3 to Grand-Canonical Monte-Carlo
approaches4,5. Extensive reviews on the efficiency and
reliability of these and other techniques can be found in
the literature6–8. However, despite these efforts, chem-
ical potential calculations still remain a difficult chal-
lenge for many real systems, such as dense fluids and
solids.
At constant volume and temperature the chemical
potential is equal to the Helmoltz Free-Energy differ-
ence associated to the addition of an extra molecule.
The most common approach to calculate this quantity,
namely the Widom insertion method, consists in sam-
pling the insertion energy of a test-particle. In this
method the largest contribution comes from those con-
figurations in which the insertion of an extra molecule
is energetically favorable. This occurs if a cavity suf-
ficiently large to accommodate the extra particle is
present. In a low density system many such cavities
are present, and Widom method is efficient. On the
contrary, in dense systems the formation of a particle-
sized cavity is unlikely, and the calculation becomes in-
efficient. Thus elaborate methods, based on Voronoi
tessellation, have been suggested as a way to look for
the appropriate cavities in a dense system9. Further
suggestions have been among others the introduction
of energy-biased sampling of the insertion space10, the
use of external potentials to generate controlled inho-
mogeneities within the system11,12 or the application of
an adaptive resolution simulation scheme13.
a)Electronic mail: michele.parrinello@phys.chem.ethz.ch
In the present paper we shall focus on the calcula-
tion of the chemical potential for an homogeneous liq-
uid, and extend the range of densities at which the par-
ticle insertion method can be applied by using Well-
Tempered (WT) metadynamics14. Here the role of meta-
dynamics is to enhance fluctuations in a controlled man-
ner, promoting those rare configurations in which parti-
cle insertion is favored. This leads to an efficient and re-
liable calculation method, even in those cases in which
Widom’s method fails.
The paper is organized as follows: in Sec. II metady-
namics main features are recalled, while its application
to chemical potential calculation is described in Sec. III.
The implementation of our technique for the selected
test case, namely the binary Lennard-Jones (LJ) fluid, is
addressed in Sec. IV, while the results of our calcula-
tions are reported in Sec. V. Finally the conclusions and
perspectives of present work are reported in Sec. VI.
II. METADYNAMICS
Before discussing the chemical potential calculation,
we recall some of the features of WT metadynamics. For
a more detailed description we refer to the by now vast
literature on the subject (see e.g. 15 and 16).
Metadynamics introduces a bias potential to enhance
the sampling of rare but important fluctuations. This
bias potential is taken to be a function of the so called
Collective Variables (CV), a set of order parameters that
depend on the atomic coordinates R. The CVs are built
to describe the degrees of freedom of the system whose
sampling we want to enhance. Let us restrict for sim-
plicity to the case of a single collective variable s(R). The
equilibrium distribution of s is given by:
P(s) =
∫
dR δ[s− s(R)]P(R), (1)
where P(R) = e−βU(R)/Z is the Boltzmann distri-
bution defined by potential energy function U(R).
β = (kBT)−1 is the inverse temperature and Z =
ar
X
iv
:1
60
4.
07
56
5v
2 
 [p
hy
sic
s.c
he
m-
ph
]  
25
 Ju
l 2
01
6
2∫
dRe−βU(R) is the partition function of the system. In-
troducing the free-energy surface F(s) = −β−1 ln P(s)+
C, where C is a constant that plays an inessential role,
Eq. (1) can be rewritten as
P(s) =
e−βF(s)∫
ds′e−βF(s′)
. (2)
If a bias potential V(s) is introduced, a different distri-
bution PV(s) is sampled:
PV(s) =
∫
dR δ[s− s(R)]PV(R) = e
−β[F(s)+V(s)]∫
ds′e−β[F(s′)+V(s′)]
,
(3)
where PV(R) = e−β[U(R)+V(s(R))]/ZV is the Boltz-
mann distribution of the biased ensemble. ZV =∫
dRe−β[U(R)+V(s(R))] is the corresponding partition
function.
In WT metadynamics the bias is periodically updated
by adding a small repulsive potential, that usually takes
the form of a Gaussian of height w and width σ:
G(s, s′) = we−(s−s
′)2/2σ2 . (4)
G(s, s′) is centered on s′, that is the value of the CV at the
moment of the update. During the simulation the height
of the deposited Gaussians is modified in a way that can
be described by the following iterative equation:
Vn(s) = Vn−1(s) + G(s, sn) exp
[
− 1
γ− 1βVn−1(sn)
]
,
(5)
where n indicates the iteration and γ > 1 is the so called
biasing factor, a key parameter in WT metadynamics.
After the n-th iteration the system evolves under the
combined action of U(R) and of Vn(s(R)).
It has been shown rigorously17 that the bias con-
structed as in Eq. (5) converges asymptotically to:
V(s) = −
(
1− 1
γ
)
F(s). (6)
As a consequence, the biased distribution PV(s) is re-
lated to the unbiased one by the relation:
PV(s) =
[P(s)]1/γ∫
ds′ [P(s′)]1/γ
. (7)
This result is central to the present paper. In fact Eq. (7)
shows that narrow peaks in P(s) can be made broader in
PV(s) by increasing γ. Thus rare but important fluctua-
tions, that are hidden in the tails of P(s) are more likely
to occur in the biased ensemble.
Furthermore, the theory of metadynamics allows to
calculate the unbiased ensemble average 〈. . .〉 of any po-
sition dependent variable O(R) via the reweighting18,19
procedure described by:
〈O(R)〉 = 〈O(R)eβ[V(s(R),t)−c(t)]〉V , (8)
where the suffix V indicates that the average is per-
formed under the action of the time varying metady-
namics bias potential V(s(R), t). The position indepen-
dent constant c(t) is given by18:
c(t) = β−1 ln
∫
ds exp
[
γ
γ−1βV(s, t)
]
∫
ds exp
[
1
γ−1βV(s, t)
] . (9)
III. CHOICE OF THE COLLECTIVE VARIABLE
We now define the proper CV that will be used to cal-
culate the chemical potential via metadynamics. Let us
begin by considering a system of N particles with co-
ordinate vector R = (R1, . . . ,RN). As pointed out by
Widom3, the excess chemical potential, that is the chem-
ical potential from which the free particle contribution
has been subtracted, can be written as:
µex = −β−1 ln
〈
1
V
∫
exp [−β∆U(R∗;R)]dR∗
〉
, (10)
where V is the system volume and
∆U(R∗;R) = U(R∗;R)−U(R), (11)
where U(R∗;R) is the potential energy of the system
with an extra particle in R∗. The average 〈. . .〉 in Eq. (10)
is performed over the Boltzmann distribution defined
by the N particle interaction potential U(R). Widom
suggested to estimate µex by evolving the system and
periodically computing ∆U(R∗;R) at a randomly gen-
erated set of positions R∗. Also in other methods, first
the coordinate vector R is sampled and later insertions
are attempted9,20.
Here we take an alternative route and first we fix a
number of insertion points R∗i and later we let R adjust
around them so that the sampling of ∆U(R∗i ;R) is en-
hanced. In order to see how this is done we restrict to
the case of an homogeneous fluid, in which the average
〈exp [−β∆U(R∗;R)]〉 is R∗ independent. It follows that
one can choose a set of M R∗i ’s and rewrite the chemical
potential as:
µex = −β−1 ln
〈
1
M
M
∑
i=1
exp [−β∆U(R∗i ;R)]
〉
. (12)
This form of µex suggests the introduction of the follow-
ing CV:
s(R) = −β−1 ln
(
1
M
M
∑
i=1
exp [−β∆U(R∗i ;R)]
)
. (13)
In principle even the choice M = 1, namely that of us-
ing a single insertion point R∗, leads to the correct result,
however it requires much longer sampling times. In this
3paper the insertion points R∗i will be arranged on a reg-
ular grid, but other choices are possible.
A consequence of this CV definition is that the chemi-
cal potential can be rewritten as the expectation value of
a function of s:
µex = −β−1 ln
〈
e−βs
〉
, (14)
or, in terms of the free energy associated to s, as:
µex = −β−1 ln
∫
e−β[F(s)+s]ds∫
e−βF(s)ds
. (15)
From Eqs. (14) or (15) it follows that the largest contri-
bution to µex comes from those configurations for which
s has a negative value.
This choice of CV has a practical drawback. In fact in
most models the atoms interact at short distances via a
highly repulsive and rapidly varying potential. Thus, if
any of the insertion points R∗i comes close to the atomic
positions, s(R) varies very rapidly and can even di-
verge. This can be remedied by modifying the insertion
potential at short distances using a regularized poten-
tial Ur in the definition of a new and more smoothly be-
haved CV:
sr(R) = −β−1 ln
(
1
M
M
∑
i=1
exp [−β∆Ur(R∗i ;R)]
)
. (16)
The idea is that ∆Ur(R∗i ;R) should be large but finite
when R∗ is close to one of the atomic positions, so that
the derivatives ∂sr/∂R are of manageable size. One can
then use sr to bias the metadynamics simulation and cal-
culate F(s) using the reweighting procedure in Eq. (8)18.
However, in the test case that will be discussed below,
we define Ur so that the change of CV has no practical
effect on the calculation of µex, and the reweighting is
not necessary (see also the Supporting Information (SI)).
IV. TEST CASE
In order to test the method we shall consider a binary
Lennard-Jones (LJ) fluid. In particular we consider the
system studied by Kob and Andersen21,22 for its glass
forming properties, that it is known to remain fluid at
low temperature and high density. Thus it provides a
challenging test for our method. The system is com-
posed by two atomic species, A and B, of equal atomic
mass. The interaction potential is:
Uαα′(r) = 4eαα′
[(σαα′
r
)12 − (σαα′
r
)6]
, (17)
where r is the atom-atom distance and α, α′ = A, B. In
such a system one defines an excess chemical potential
µexα for each species, and generalizes Eq. (12):
µexα = −β−1 ln
〈
1
M
M
∑
i=1
exp [−β∆Uα(R∗i ;R)]
〉
, α = A, B.
(18)
where
∆Uα(R∗;R) = ∑
α′=A,B
Nα
′
∑
i=1
Uαα′(R
∗ − Rα′i ), (19)
where RAi and R
B
i are the coordinates of the A, B atoms
and R indicates the ensemble of the two combined sets
of coordinates. Nα
′
is the number of α′ specie particles.
Each species will have its own s, therefore Eq. (13)
generalizes to:
sα = −β−1 ln
(
1
M
M
∑
i=1
exp [−β∆Uα(R∗i ;R)]
)
, α = A, B.
(20)
Analogously, Eq. (14) becomes:
µexα = −β−1 ln
〈
e−βsα
〉
, α = A, B, (21)
and Eq. (15) becomes:
µexα = −β−1 ln
∫
e−β[F(sα)+sα ]dsα∫
e−βF(sα)dsα
, α = A, B. (22)
As mentioned before, in order to avoid divergences and
the appearance of a large bias, we shall use the regular-
ized version srα of the CV, defining the following modi-
fied potential:
Urαα′(r) =
 12r0
∂Uαα′
∂r
∣∣∣
r=r0
(
r2 − r20
)
+Uαα′(r0) if r ≤ r0
Uαα′(r) if r > r0
,
(23)
where r0 is the distance below which Urαα′ and Uαα′ dif-
fer.
V. RESULTS AND DISCUSSION
Kob and Andersen model22 is a mixture of 80 % A par-
ticles and 20 % B particles. In units of σAA and eAA the
other potential parameters are σBB = 0.88, eBB = 0.5,
σAB = 0.8 and eAB = 1.5. In our simulations the po-
tentials Uαα′ are cut and shifted at rc = 2.5, while the
distance parameter of the regularized potential Urαα′ is
set at r0 = 0.88 σαα′ . The simulated system is composed
of N = 800 atoms in a cubic box of length L = 8.73 and
Periodic Boundary Conditions (PBC) are applied. The
temperature is kept at kBT = 3/4 by using the stochas-
tic velocity rescaling thermostat23. At these thermody-
namic conditions the system is in the liquid phase.
The MD simulations were carried out using the
GROMACS24 software, equipped with a private ver-
sion of the PLUMED2 plug-in25. The integration time-
step was chosen to be ∆t = 9.3 × 10−4 (which corre-
sponds to ∆t = 2 fs for the LJ parameters of Argon:
M = 39.948 u, eAA = 0.996 kJ/mol and σAA = 3.405
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FIG. 1. Plot of F(sα) (red) and F(sα) + sα (green) for α = B (panel a) and α = A (panel b). The diamonds display the results of the
unbiased simulation, in which the free energy is computed from the histogram of sα with M = 64 (for clarity of presentation we
have plotted only a subset of values). The lines display the results of the WT metadynamics simulations, in which srα is biased and
the resulting distribution is reweighted to obtain F(sα). In the SI we show that F(srα) and F(sα) are equal in the relevant region
for the computation of µexα . The reported free energy surfaces are the result of 5× 105 ∆τ long runs.
A˚). The Widom’s calculations were performed using the
appropriate GROMACS subroutines.
One advantage of using this particular binary sys-
tem is that the majority of atoms (A) have a larger ra-
dius, leaving sufficient interstices to place the smaller B
atoms. This makes the calculation of µexB relatively easy
and accessible to Widom’s method, providing a testing
ground for our technique. On the other hand the calcu-
lation of µexA is challenging and its successful completion
demonstrates the usefulness of our approach. We per-
formed two separate calculations, for µexA and µ
ex
B . The
Gaussian initial height was chosen to be of 1.2 and the
width is equal to 1.0. New Gaussians were deposited
every ∆τ = 500∆t and the γ parameter was 15.
We experimented with different values of number of
insertion points M (see Eq. (20)). They all lead to the
same results within statistical error. However, the speed
of convergence of µex was different, with the limiting
M = 1 case being particularly slow (see the SI). Here we
present the results for a regular mesh of M = 4× 4× 4 =
64 points. While M was not carefully optimized, this
choice seemed to yield a good compromise between
speed of convergence and computational cost. We note
that the calculations can be easily parallelized and it
pays to distribute wisely the load among the concurrent
processors, thus the determination of the optimal M de-
pends also on the computational platform.
As discussed earlier we expect the chemical potential
calculation to be easier for the smaller atoms (B) and
more challenging for the large component (A). This is
brought out in Fig. 1, where the F(sα) resulting from
metadynamics simulations is compared to the F(sα) cal-
culated in an unbiased MD run. In the B case (Fig. 1a),
even without applying the bias potential, the range of
spontaneously occurring fluctuations, indicated in fig-
ure by the domain of the unbiased F(sα), is large enough
to overlap with the negative sB region. This region
yields the more substantial contribution to the numer-
ator of Eq. (22), and thus to the µexB value (see SI for
further details). Thus µexB can be reliably computed
with unbiased sampling. Note however that even in
this favorable case the spontaneous fluctuations do not
cover entirely the tail of the distribution. As noted in
Ref.26 this leads to a systematic error. In contrast, no
such problem is present in the metadynamics calcula-
tion, where the fluctuations of sB cover thoroughly all
the important region.
In the case of the larger atoms (Fig. 1b) the situa-
tion is much more dramatic and the unbiased results
show little or no overlap between the fluctuations of
sA and the region that contributes the most to µexA . In
contrast, our metadynamics calculations explore in de-
tail the important region of F(sA). This is reflected by
the convergence of µexA and µ
ex
B calculations, shown in
Fig. 2, where we compare metadynamics results (ob-
tained with Eq. (8)) to standard Widom calculations. In
the B case (Fig. 2a) the agreement between metadynam-
ics and standard Widom method is within the statistical
error. In the A case however (Fig. 2b) Widom’s method
faces severe difficulties and convergence is jumpy and
very slow, even with a very large number of insertion
points sampled. On the contrary our method converges
to an accuracy of 1 % using only M = 4× 4× 4 = 64
insertion points. This underlines the necessity of meta-
dynamics to visit the extreme tails of the s distribution
and calculate µex accurately.
VI. CONCLUSIONS
In conclusion we have shown that this new approach
can be very competitive with previous ones. Three fea-
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FIG. 2. Plot of µexα as a function of MD steps. In the α = B case (panel a), we compare the results of the metadynamics run with
M = 64 (red line) to a Widom calculation in which 64 insertions are attempted every ∆τ (green line). As a reference we report
also the result of a more accurate Widom calculation with 5× 104 insertions per ∆τ (blue line). In the α = A case (panel b), we
compare the results of the metadynamics run with M = 64 (red line) to a Widom calculation using 106 insertions per ∆τ (blue
line).
tures should be noted: the use of the homogeneity of the
system, the change of paradigm from an atom position-
centric to an insertion-centric point of view and the use
of metadynamics to enhance fluctuations. The calcu-
lation is no more difficult than a standard WT meta-
dynamics one, and can be performed using any of the
codes with which the PLUMED2 plug-in can be inte-
grated. The recently developed variationally enhanced
sampling27, in its WT version28, could be also profitably
applied to perform these calculations and lead to fur-
ther improvement in the efficiency of chemical poten-
tial evaluations. Although here our method has been
developed for homogeneous systems, its extension to
non-homogeneous situations is possible and it is cur-
rently under study. A relatively straightforward ap-
plication of this method is the calculation of the solva-
tion energy of molecules in liquids, another quantity of
great practical interest. Moreover, if properly adapted,
these ideas could be extended to free energy perturba-
tion calculations29–32.
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