Abstract-Cellular network configuration plays a critical role in network performance. In current practice, network configuration depends heavily on field experience of engineers and often remains static for a long period of time. This practice is far from optimal. To address this limitation, online-learningbased approaches have great potentials to automate and optimize network configuration. Learning-based approaches face the challenges of learning a highly complex function for each base station and balancing the fundamental exploration-exploitation tradeoff while minimizing the exploration cost. Fortunately, in cellular networks, base stations (BSs) often have similarities even though they are not identical. To leverage such similarities, we propose kernel-based multi-BS contextual bandit algorithm based on multi-task learning. In the algorithm, we leverage the similarity among different BSs defined by conditional kernel embedding. We present theoretical analysis of the proposed algorithm in terms of regret and multi-task-learning efficiency. We evaluate the effectiveness of our algorithm based on a simulator built by real traces.
I. INTRODUCTION
With the development of mobile Internet and the rising number of smart phones, recent years have witnessed a significant growth in mobile data traffic [1] . To satisfy the increasing traffic demand, cellular providers are facing increasing pressure to further optimize their networks. Along this line, one critical aspect is cellular base station (BS) configuration. In cellular networks, a BS is a piece of network equipment that provides service to mobile users in its geographical coverage area (similar to a WiFi access point, but much more complex), as shown in Figure 1 . Each BS has a large number of parameters to configure, such as spectrum band, power configuration, antenna setting, and user hand-off threshold. These parameters have a significant impact on the overall cellular network performance, such as user throughput or delay. For instance, the transmit power of a BS determines its coverage and affects the throughput of all users it serves.
In current practice, cellular configuration needs manual adjustment and is mostly decided based on the field experience of engineers . Network configuration parameters typically remain static for a long period of time, even years, unless severe performance problems arise. This is clearly not optimal in terms of network performance: different base stations have different deployment environments (e.g., geographical areas), and the conditions of each BS (e.g., the number of users) also change over time. Therefore, as shown in Figure 1 , setting appropriate parameters for each deployed BS based on its specific conditions could significantly help the industry to optimize its networks. A natural way of achieving this goal is to apply online-learning-based algorithms in order to automate and optimize network configuration.
Fig. 1: Cellular network
Online-learning-based cellular BS configuration faces multiple challenges. First, the mapping between network configuration and performance is highly complex. Since different BSs have different deployment environments, they have different mappings between network configuration and performance, given a BS condition. Furthermore, for a given BS, its condition also changes over time due to network dynamics, leading to different optimal configurations at different points in time. In addition, for a given BS and given condition, the impact of network configuration on performance is too complicated to model using white-box analysis due to the complexity and dynamics of network environment, user diversity, traffic demand, mobility, etc. Second, to learn this mapping and to optimize the network performance over a period of time, operators face a fundamental exploitation-exploration tradeoff: in this case, exploitation means to use the best known configuration that benefits immediate performance but may overlook better configurations that are unknown; and exploration means to experiment with unknown or uncertain configurations which may have a better performance in the long run, at the risk of a potentially lower immediate performance. Furthermore, running experiments in cellular networks is disruptive -users suffer poor performance under poor configurations. Thus, providers are often conservative when running experiments and would prefer to reduce the number of explorations needed in each BS. Fortunately, in a cellular network, BSs usually have similarities, even though they are not identical. Therefore, it would be desirable to effectively leverage data from different BSs by exploiting such similarities.
Fig. 2: Multi-task online learning
To address these challenges, we consider multiple BSs jointly and formulate the corresponding configuration problem as a multi-task on-line learning framework as shown in Figure  2 . The key idea is to leverage information from multiple BSs to jointly learn a model that maps the network state and its configuration to performance. The model is then customized to each BS based on its characteristics. Furthermore, the model also allows the BSs to balance the tradeoff between the exploration and exploitation of the different configuration. Specifically, we propose a kernel-based multi-BS contextual bandits algorithm that can leverage similarity among BSs to automate and optimize cellular network configuration of multiple BSs simultaneously. Our contributions are multi-fold:
• We develop a kernel-based multi-task contextual bandits algorithm to optimize cellular network configuration. The key idea is to explore similarities among BSs to make intelligent decisions about networks configurations in a sequential manner.
• We propose a method to estimate the similarity among the BSs based on the conditional kernel embedding.
• We present theoretical guarantees for the proposed algorithm in terms of regret and multi-task-learning efficiency.
• We evaluate our algorithm both in synthetic data and real traces data and outperforms bandits algorithms not using multi-task learning by respectively up to 70.8% and 64.8% . The rest of the paper is organized as follows. The related work is in Sec. II. We introduce the system model and problem formulation in Sec. III. We present a kernel-based multi-BS contextual bandit algorithm in Sec. IV. The theoretical analysis of the algorithm is in Sec.V. We demonstrate the numerical results in Sec. VI, and conclude in Sec. VII.
II. RELATED WORK
Cellular Network Configuration Various aspects of network parameter configuration have been studied in the literature, such as pilot power configuration, spectrum, handoff threshold, etc. Traditional approaches derive analytical relationship between network configuration and its performance based on communication theory, such as [2] - [5] . Such approaches are often prohibitively complex, involve various approximations, and require a significant amount of input information (such as the number of users, the location of each user, etc.).
Recently, learning-based methods are proposed [6] - [9] . In [6] , the authors propose a tailored form of reinforcement learning to adaptively select the optimal antenna configuration in a time-varying environment. In [9] , the authors use Qlearning with compact state representation for traffic offloading. In [8] , the authors design a generalized global bandit algorithm to control the transmit power in the cellular coverage optimization problem. In all these papers, BS similarities are not considered, and thus require more exploration. In [7] , the authors study the pilot power configuration problem and design a Gibbs-sampling-based online learning algorithm so as to maximize the throughput of users. In comparison, they make the assumption that all BSs are equal while we allow different BSs to learn different mappings.
Contextual Bandits Contextual bandit [10] is an extension of classic multi-armed bandit (MAB) problem [11] . One type of algorithm is based on upper confident bound(UCB), such as Lin-UCB [12] , Kernel-UCB [13] , in which they assume the reward is a function of the context and trade off between the exploitation and exploration based on upper confident bound of the estimation [14] . The contextual bandit is also widely used in many application areas, such as news article recommendation [12] , clinical trials [15] .
Multi-task Learning Multi-task learning has been extensively studied in many machine learning lectures [16] . A common way is using a kernel function to define the similarity among tasks, e.g., in [17] - [19] . In [19] , the authors design an algorithm that can transfer information among arms in the contextual bandit. Compared with [19] , in our problem, we define an individual contextual bandit problem for each BS and consider the multi-task learning among different contextual bandit problems.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, firstly, we describe the detail of the multi-BS configuration problem. Then we formulate the problem as a multi-task contextual bandits model.
A. Multi-BS Configuration
We focus on the multi-BS network configuration problem. Specifically, we consider a set of BSs M := {1, · · · , M} in a network. The time of the system is discretized, over a time horizon of T slots. At time slot t, ∀t ∈ T : Furthermore, we note that the action of one BS can be affected by the information of other BSs. Therefore, the information from multiple BSs should be leveraged jointly to optimize the problem in (1) . Also, note that the BSs are similar but not identical. Therefore, the similarity of BSs need to be explored and leveraged to optimize the network configuration.
In summary, the goal of multi-BS configuration problem is to choose appropriate actions for all time slot and all BSs to maximize the the problem defined in Eq. (1).
B. Multi-Task Contextual Bandit
MAB [11] is a powerful tool in a sequential decision making scenario where at each time step, a learning task pulls one of the arms and observes an instantaneous reward that is independently and identically (i.i.d.) drawn from a fixed but unknown distribution. The task's objective is to maximize its cumulative reward by balancing the exploitation of those arms that have yielded high rewards in the past and the exploration of new arms that have not been tried. The contextual bandit model [10] is an extension of MAB in which each arm is associated with side information, called the context. The distribution of rewards for each arm is related to the associated context. The task is to learn the arm selection strategy by leveraging the contexts to predict the expected reward of each arm. Specifically, in the contextual bandit, over a time horizon of T slots, at each time t, environment reveals context x at,t ∈ X from set X of contexts for each arm a ∈ A from arms set A := {1, 2, · · · , N}, the leaner required to select one arm a t and then receives a reward r at,t from environment. At the end of the time slot t, learner improves arm selection strategy based on new observation {x at,t , r at,t }. At time t, the best arm is defined as a * t = arg max a∈A E(r at,t |x at,t ) and the corresponding reward is r a * t ,t . The regret at time T is defined as the sum of the gap between the real reward and the optimal reward through the T time slots in Eq. (2) . The goal of maximization of the accumulative reward T t=1 r at,t is equivalent to minimizing the regret 1 .
Based on the classical contextual bandit problem, we propose a multi-task contextual bandit model. Consider a set of tasks M := {1, · · · , M} , each task m ∈ M can be seen as a standard contextual bandit problem. More specifically, in task m, at each time t, for each arm a ∈ A, there is an associated context vector x
is pulled as time t for task m, it receives a reward r Improves arm selection based on new observations
We also define the best arm as a
at,t ) and the corresponding reward is r (m) a * t ,t . The regret over time horizon T is defined as the sum of the gap between the real reward and the optimal reward through the T time slot among all M tasks in Eq. (3). The goal of the problem is to minimize the regret.
We can formulate the multi-BSs configuration problem as multi-task contextual bandit. We regard the configuration optimization problem for one BS as one task. Specifically, for each BS m, at time t, the context space X can be represented by the Cartesian product of state space S and action space C action . And we index the finite set C action by arms set A, i.e., use c a,t to represent each possible configuration. Then we define context associated with arm a is the combination of the state and the action, i.e., x 
IV. METHODOLOGY
Most existing work on the contextual bandit problems, such as LinUCB [12] , KernelUCB [13] assume the reward is a function of the context, i.e., r at,t = f (x at,t ). At each time slot t, these algorithms use the estimated functionf (·) to predict the reward of each arm according to the context at time t, i.e.,{x at,t } a∈A . Based on the value and uncertainty of the prediction, they calculate the upper confident bound (UCB) of each arm. Then they select the arm a t that has the maximum UCB value and then obtains a reward r at,t . Last, they update the estimated functionf (·) by the new observation (x at , r at,t ).
In our multi-BS configuration problem defined in Eq.
(1), if we model every BS as an independent classical contextual bandit problem and use the existing algorithm to make its own decision, it would lose information across BSs and thus is not efficient. Specifically, in the training process, it would learn a group of function {f (m) |m ∈ M} independently and ignore the similarity among them. In practice, the BSs that are configured simultaneously have lots of similar characteristics, such as geographical location, leading to similar reward functions. Furthermore, in the real case, since the configuration parameters have a large impact on the network performance, the cost of experience is expensive. We need an approach to use the data effectively. So, motivated by this observation, we design the kernel-based multi-BS contextual bandits that can leverage the similarity information and share experiences among BSs, i.e., tasks.
In this section, we propose a framework to solve the problem in Eq. (3). We start with the regression model. Then we describe how to incorporate it with multi-task learning. Next, we propose kernel-based multi-BS contextual bandits algorithm in Sec.IV-C. In the last, we discuss the details of task similarity for real data in Sec. IV-D.
A. Kernel Ridge Regression
For the network configure problem, we need to learn a model from historical data that can predict the reward r at,t from the context x at,t . There are two challenges. First, the learned model should capture the non-linear relation between the configuration parameters, state (context) and the network utility (reward) in complex scenarios. Second, since the learned model is used in the contextual bandit model, it needs to not only offer the mean estimate value of the prediction but also a confidence interval of the estimation that can describe the uncertainty of the prediction. This important feature is used later to trade off exploration and exploration in the bandit model.
To address these two challenges, we use kernel ridge regression to learn the prediction model that can capture nonlinear relation and provide an explicit form of the uncertainty of the prediction. Furthermore, intuitively, the kernel function can be regarded as a measure of similarity among data points. which makes it suitable for the multi-task learning into it in Sec. IV-B. Let us briefly describe the kernel regression model. Kernel ridge regression is a powerful tool in supervised learning to characterize the non-linear relation between the target and feature. For a training data set {(
, kernel method assumes that there exists a feature mapping φ(x) : X → H which can map data into a feature space in which a linear relationship y = φ(x)
T θ between φ(x) and y can be observed, where θ is the parameter need to be trained. The kernel function is defined as the inner product of two data vectors in the feature space.
The feature space H is a Hilbert space of functions f : X → R with inner product k < ·, · >. It can be called as the associated reproducing kernel Hilbert space (RKHS) of k, notated by H k . The goal of kernel ridge regression is to find a function f in the RKHS H that can minimize the mean squared error of all training data, as shown in Eq. (4).
The solution of Eq. (4) is (detail derivation in [21] )
where
T is the vector of the kernel value between the new data and all historical data. This provides basis for our bandit algorithms. The uncertainty of prediction of the kernel ridge regression is discussed in Sec.IV-C.
B. Multi-Task Learning
We next introduce how to integrate kernel ridge regression into multi-task learning which allows us to use similarities information among BSs.
In multi-task learning, the main question is how to efficiently use data from one task to another task. Borrowing the idea from [16] , [19] , we define the regression functions in the followings:
f :X → Y whereX = Z × X , X is the original context space, Z is the task similarity space, Y is the reward space. For each context x (m) at,t of BS m, we can associate it with the task/BS descriptor z m ∈ Z, and definex
at,t ) to be the augmented context. We define the following kernel functionk in (6) to capture the relation among tasks.
where k X is the kernel defined in original context, and k Z is the kernel defined in tasks that measures the similarity among tasks/BSs. Then we define the task/BS similarity matrix
We discuss the training of this similarity kernel and similarity matrix in Sec.IV-D.
In the multi-tasks contextual bandit model, at time t, we need to train an arm selection strategy based on the history data we experienced, i.e.,{(x
We formulate a regression problem in Eq. (7) f t = arg min 
C. Kernel-based Multi-BS Contextual Bandits
Next, we introduce how to measure the uncertainty of the prediction in Eq. (8) . At time T , for a specific task, i.e., BS, m ∈ M, for a given augmented contextx aT ,T ), we need to make an assumption that the reward at time T , i.e., r
aT ,T and all historical reward data, i.e., {r
aτ ,τ )|m ∈ M, τ < T } are all independent random variables. Then we can use McDiarmid's inequality to get an upper confident bound of the predicted value. Since the mathematical derivation of this step is the same as Lemma 1 in [19] , we only make a minor modification to obtain Theorem 1. 
where the width is σ
Based on Theorem 1, we define the upper confident bound value ucb (m) a,t for each arm for each task in Eq. (11), wheref t is obtained from Eq. (8), and β is a hyper parameter.
Then we propose Algorithm 1 to solve the multi-BS configuration problem.
In Algorithm 1, at each time t, it updates the prediction modelf t . Then for each task m ∈ M, it uses the model to obtain the ucb at,t |m ∈ M} 13: end for this configuration will be tried in following time with high probability.
Independent Assumption Note that the independent assumption of Theorem 1 is not true in Algorithm 1, because the previous rewards influence the arm selection strategy (prediction function), then influence the following reward. To address it, we select a subset of them to make this assumption hold true in Sec. V.
High 
Based on it, we can update (K t +λI) −1 by (K t−1 +λI) −1 . It decreases the computation complexity to O(Mt 2 ). For the issue of dealing with large dimension of Gram matrix K has been much studied in Chapter 8 of [24] . Most of them are designed for the supervised learning cases. In our problem, based on the feature of online learning, Schur complement method is more suitable and efficiency.
D. Similarity
The kernel k Z (z, z ) that defines the similarities among the tasks/BSs plays a significant role in Algorithm 1. When
, where 1 is the characteristic function, Algorithm 1 is equivalent to running the contextual bandit independently for each BS. In this section, we discuss how to measure the similarity in real data if it is not provided.
Suppose the ground truth function for task i (i.e., BS i) is y = f i (x), we need to define the similarity among different BSs based on the ground truth functions f i (x). From a Bayesian view, y = f i (x) is equivalent to the conditional distribution P (Y i |X i ). Therefore, we can use the conditional kernel embedding (CKE) to map the conditional distributions to operators in a high-dimensional space, and then define the similarity based on it. Let us start with the definition of kernel embedding and conditional kernel embedding (CKE).
1) Conditional Kernel Embedding :
Kernel embedding is a method in which a probability is mapped to an element of a potentially infinite dimensional feature spaces, i.e., a reproducing kernel Hilbert space (RKHS) [25] . For a random variable in domain X with distribution P (X) , suppose k : X ×X → R is the positive definite kernels with corresponding RKHS H X , the kernel embedding of a kernel k for X is defined as
It is an element in H X . For two random variable X and Y , suppose k : X ×X → R and l : Y × Y → R are respectively the positive definite kernels with corresponding RKHS H X and H Y . The kernel embedding for the marginal distribution P (Y |X = x) is:
It is an element in H Y . Then for the conditional probability P (Y |X), the kernel embedding is defined as a conditional 
The definition of CKE provides a way to measure probability P (Y |X) as an operator between the spaces H Y and H X .
2) Similarity Calculation: In this section, we use the CKE to define the similarity space Z and augmented context kernel k Z in Eq. (6).
We define the task/BS similarity space as Z = P Y|X , the set of all conditional probability distributions of Y given X. Then for task/BS m, given a context x (m) a,t for arm a at t, we define the augmented contextx a,t ). Then we use the Gaussian-form kernel based on the CKE to define k Z : (15), it can only be used in explicit kernels. Next, we use the kernel trick to derive a form that does not include explicit features.
Given a group of data sets
, and k and l are respectively two positive definite kernels with where (x i , y i ) is the i-th data in D m and (x j , y j ) is the j-th data in D m , so as K mm and L m m . Then for the second term in Eq. (17),
After using the same trick for other terms, Eq. (17) can be written as ||O
Then we can use Eq. (18) in Eq. (16) to measure the similarity between tasks.
3) Other Similarity Metrics:
In the above, the similarity is defined based on P (Y |X) among tasks through CKE. In the practice, there are several ways to define similarity.
The average R 2 method: For example, for data set D 1 and D 2 , we can train a regression model on D 1 and test it on D 2 , then measure the similarity using the prediction accuracy. Specifically, in the test set, we can measure prediction through the coefficient of determination R 2 as,
where η ss is the sum of squared prediction errors, η var is the variance of the target, and M sp is the total number of samples. The larger the value of R 2 , the better the model can capture the observed outcomes. Switch the training and testing data, we obtain another R 2 . Then we can define the similarity base on the average of these two R 2 .If the value is smaller than a negative threshold, we can define the similarity as 0.
The hyper parameter method: In work [17] , it regards the similarity as a covariance matrix among tasks, they train them with other hyper parameter in the model based on maximum likelihood metric. This method needs more computation resource.
In practice, using different similarity definitions may have different results. The selection of the method to define similarity is in general heuristic. In this problem, we have conducted experiments using different similarity definitions in the evaluation section . It turns out that CKE method has the best performance in this kernel-based multi-BS configuration problem, and thus described in detail in this section.
V. THEORETICAL ANALYSIS
In this section, we provide theoretical analysis of Algorithm 1 based on the classical bandit analysis. The first part is about regret analysis and the second part is about the multi-tasklearning efficiency.
A. Regret Analysis
In Algorithm 1, at each time slot t, it uses the trained model to make a decision for all BSs in parallel. This is not in the same form of classical bandit model. In order to simply the analysis, we make an sequential version in Algorithm 2, in which at each time t, it receives the context (state and action) of one BS with its BS ID, denoted by V t , that is used to identify the BS index m. Then algorithm 2 obtains the augment context using V t and then makes a decision for the BS. In this manner, Algorithm 2 makes a decision for all BSs sequentially. The performance of parallel and sequential methods are similar when the number of BSs is moderate and all BSs come in order, as in our case, since the difference of number of updates for the model in the parallel and sequential cases is small. It is also shown from the simulation that their performances are similar. Algorithm 2 Sequential multi-BS configuration
Update the Gram matrixK t−1
3:
Observe the BS ID V t and the corresponding context features at time t: x a,t for each a ∈ A 4: Determine the BS descriptor z m based on V t and get the augmented contextx a,t
5:
for all arm a in A at time t do 6: ucb a,t =f (x a,t ) + βσ a,t
7:
end for 8: Choose arm a t = arg max ucb a,t for BS V t
9:
Observe reward r at,t
10:
Update y t by r at,t 11: end for The regret of Algorithm 2 is defined by
In Algorithm 2, the estimated rewardr at,t at time t can be regarded as the sum of variables in history [r aτ ,τ ] τ<t that are dependent random variables. It does not meet the assumption in Theorem 1, thus we are unable to analysis the uncertainty of the prediction.
To address this issue, as in [11] , [14] , we design the base version (Algorithm 3) and super version (Algorithm 4) of Algorithm 2 in order to meet the requirement of Theorem 1.These algorithms are only designed too help theoretical analysis. In Algorithm 4, it constructs special, mutually exclusive subsets {Ψ(s)} S of ts the elapsed time to guarantee the event {t ∈ Ψ (s) t+1 } is independent of the rewards observed at times in Ψ (s) t . On each of these sets, it uses Algorithm 3 as subroutine to obtain the estimated reward and width of the upper confident bound which is the same as Algorithm 2.
The construction of Algorithm 3 and Algorithm 4 follow similar strategy of that in the proof of KernelUCB (see Theorem 1 in [13] or Theorem 1 in [19] 
ucb a,t =f (x a,t ) + βσ a,t 8: end for 
ω a,t = βσ a,t 8:
Choose a t = arg max a∈Â (s) ucb a,t 10: 
end if
18:
until a t is found 19: Observe reward r at,t 20: end for Theorem 3. Assume that r a,t ∈ [0, 1], ∀a ∈ A, T ≥ 1, ||f * || Hk ≤ ck, ∀x ∈X and tasks similarity matrix K Z is known. With probability 1 − δ, the regret of Algorithm 4 satisfies,
Multi-task-learning Efficiency
We discuss the benefits of multi-task learning from the theoretical view point. In the sequential setting, i.e., Algorithm According to Eq. (21), if the rank of similarity matrix is lower, which means all BSs/tasks have higher inter-task similarity, the regret bound is tighter.
We make the further assumption that all distinct tasks are similar to each other with task similarity equal to μ. Define g μ ([T ]) as the corresponding value of g([T ]) when all task similarity equal to μ. According to Theorem 3 in [19] , we have
This shows that given the assumption that all tasks comes in order and number of tasks is fixed, when BSs/tasks are more similar, the regret bound is tighter. In our case, running all task independently is equivalent to setting the similarity as an identify matrix, i.e., μ = 0. So, based on the previous two theorems, we show the benefits of our algorithm using the multi-task learning.
VI. EVALUATION In this section, we evaluate the performance of the proposed approach Algorithm 1. and Algorithm 2. in both synthetic data and real network data.
A. Synthetic Data Evaluation
We use synthetic data to demonstrate the impact of similarity in multi-task regression. Thereafter, we test our algorithm performance based on synthetic data.
1) Similarity in Regression:
We generate the reward function of tasks with pre-defined ground truth similarity based on Gaussian process. Then we train the regression model using different similarity and measure the performance of regression. In detail, we generate 2-task data sets in the following manner: (1) Each data set has 100 data points, T is sampled from a multivariate normal distribution with zero mean and whose covariance is the Kronecker product of similarity matrix K Z and the Gram matrix of x, K X added white noise, i.e., y ∼ N (0, In the training process, the hyper parameter of the kernel are the same as the ones in the data generating process. For any similarity value sim train ∈ [0, 1] with granularity 0.01 between two tasks, we use Eq. (8) to train the regression function. The performance is measured by mean square error (MSE) for all test data. The results is shown in Fig. 3 . The MSE is the the average of 100 samples y. It shows that the relation between MSE and similarity sim train is a convex form function. The case sim train = 0 is to train two tasks independently, that is, no information is shared between tasks; The case sim train = 1 is to train two tasks with the combination of the two data sets, that is, the difference between tasks is neglected. The best performance (minimum MSE) is achieved, when sim train = sum g = 0.8, that is, similarity used in training is equal to the ground truth similarity. This is in accordance with our motivation to take the similarity measurement into the multi-task learning. at,t is a projection of u t , and the projection angle depends on the arm and task. Specifically, we use u t [0] and u t [1] to denote vector u t 's first and second dimension. For task m, arm a t ∈ A = {1, 2, 3, 4, 5}, the corresponding x 
2 . We conduct the experiment in multi-task learning in parallel manner (same as Problem 1). The simulation result is shown in Fig.4 . We compare the cumulative regret of Algorithm 1 with the performance of conducting Kernel-UCB [13] on each task independently.
Here, the cumulative regrets shown in Fig.4 are the sum of the cumulative regrets of the five tasks. Further, each data point is the average result of 10 individual simulations. It shows that the regret of multi-learning grows slower than the one of the Kernel-UCB. After 1000 time slots, the multi-task learning (Algorithm 1) using similarity base on CKE, the average R 2 and the hyper parameter method respectively decrease 70.8%, 64.2% and 36.7% of the regret compared to Kernel-UCB. We 
B. Real Data Evaluation
We start with the data collection and simulator construction procedure, and then discuss about the numerical results.
1) Data Collection and Simulator Construction: We build a network simulator based on data collected in real networks to provide interactive environment for bandit algorithms.
The data is collected in the real base station configuration experiments conducted by a service provider in a metropolitan city. We employ 105 BSs within the region to collect 56580 data samples, each for the statistics of a BS observed from 2pm to 10pm in 5 days. An example is illustrated in Table I . These statistics include network measurements, and configured parameter. The network measurements include user number, CQI, average packet size, etc, as illustrated from Column 2 to 6, used as states in our experiment. The configured parameter is handover threshold, as shown Column 7, employed as actions. To be specific, handover is a procedure for a BS to guarantee the user experience in cellular network. If one BS observes the signal strength of a user it serves is lower than the threshold, it will handover the user to another BS that has a better communication quality. The range of the configured parameter values is from -112 dBm to -84 dBm, with 1 dBm resolution. Each base station change its configured parameter randomly several times per day. The reward is the ratio of users with throughput no less than 5 Mbps, as shown in Column 8.
With the data, we build our simulator. The input is the state and configured parameter (s, c a ), and the output is the corresponding reward r. In detail, when the simulator receives the input (s, c a ) , it returns the average of the rewards of the top k nearest neighbors of (s, c a ) in the data set, by Euclidean distance.
2) Evaluation Setup and Results: In this experiment, the dimension of the state space is 5. The action space is from -112 dBm to -84 dBm with 1 dBm resolution, that is, the number of arms in our model is 29. The reward space is [0, 1]. We test 3 methods to measure the similarity of 105 different BSs. In We test the multi-task learning case for all 105 BSs in the sequential and the parallel cases based on different similarity metrics. In Fig. 6 (a) , the result for Algorithm 2 using similarity matrix K Z in Fig. 5 is shown. We compare the cumulative regret of our algorithm with the performance of conducting GPC-UCB [26] on each BS independently. To the best of our knowledge, GPC-UCB is the best algorithm acting on clear definitions of states and actions, therefore, we choose it as our baseline.
The cumulative regrets shown in Fig. 6 are the sum of the cumulative regrets of the all BSs. Each data point is the average result of 10 individual simulations. It can be seen that, when our algorithm is used, the regret increases much slower than the baseline. In sequential case, after 4000 time slots, our algorithm using similarity base on the CKE, the average R 2 and the hyper parameter method decreases 64, 8%, 53.2% and 35.3% of the regret compared to the baseline. For the parallel case, in Fig. 6 (b) the result for Algorithm 1 using same similarity matrix K Z is shown. To make a fair comparison, we rescale the time slots of the parallel case such that the size of the training data is the same as the one in the sequential case. In the parallel case, after 4000 time slots, our algorithm using similarity based on the CKE, the average R 2 and the hyper parameter method decreases 49.8%, 40.9% and 23.5% of the regret compared to the baseline. These figures show that the algorithm in the sequential case has better performance than the one in the parallel case. This is because the learning algorithm in sequential case can improve the model with the immediate feedback reward from each BS, while in the parallel case the algorithm only improves the model when all the feedback rewards from all BSs are collected.
VII. CONCLUSION
In this work, in order to address the multi-BS network configuration problem, we propose a kernel-based multi-task contextual bandits algorithm that leverages the similarity among BSs effectively. In the algorithm, we also provide an approach to measure the similarity among tasks based on conditional kernel embedding. Furthermore, we present theoretical bounds for the proposed algorithm in terms of regret and multi-tasklearning efficiency. It shows that the bound of regret is tighter if the learning tasks are more similar. We also evaluate the effectiveness of our algorithm on the synthetic data and the real problem based on a simulator built by real traces. Future Time t 
