Idealized simulations of the 3 May 1999 Oklahoma tornadic supercell storms are conducted at various horizontal grid spacings ranging from 1 km to 250 m, using a sounding extracted from a prior 3-km grid spacing real-data simulation. A sophisticated multimoment bulk microphysics parameterization scheme capable of predicting up to three moments of the particle or drop size distribution (DSD) for several liquid and ice hydrometeor species is evaluated and compared with traditional single-moment schemes. The emphasis is placed on the impact of microphysics, specifically rain evaporation and size sorting, on cold pool strength and structure, and on the overall reflectivity structure of the simulated storms. It is shown through microphysics budget analyses and examination of specific processes within the low-level downdraft regions that the multimoment scheme has important advantages, which lead to a weaker and smaller cold pool and better reflectivity structure, particularly in the forward-flank region of the simulated supercells. Specifically, the improved treatment of evaporation and size sorting, and their effects on the predicted rain DSDs by the multimoment scheme helps to control the cold bias often found in the simulations using typical single-moment schemes. The multimoment results are more consistent with observed (from both fixed and mobile mesonet platforms) thermodynamic conditions within the cold pools of the discrete supercells of the 3 May 1999 outbreak.
Introduction
A long-standing challenge in numerical simulation and prediction of 3D deep moist convection is the parameterization of cloud and precipitation microphysics. Most numerical studies of 3D deep moist convection have relied on bulk microphysics parameterizations (BMP, or simply ''scheme''), in which a certain functional form for the particle or drop size distribution (DSD) of one or more categories of cloud and hydrometeor species is prescribed. Based on observational studies, particularly Marshall and Palmer (1948) and Gunn and Marshall (1958) , an exponential distribution is often used, with the following form:
where N x (D) is the number density as a function of particle diameter D, N 0x is the intercept parameter, and l x is the slope parameter, and the subscript x is a placeholder for a given species (hereafter we will omit the x subscript for clarity). Although (1) has two free parameters, they are not independent in most applications. Typically, one of the parameters (usually N 0 ) is fixed or diagnosed as a single-value function of the other, and the hydrometeor mixing ratio is predicted, which is proportional to M(3), the third moment of the DSD. This quantity can then be used, along with the fixed (or diagnosed) parameter, to determine the value of the remaining free parameter, thus closing the system. Such BMPs are known as single-moment (SM) schemes because only one moment of the DSD is predicted. Equation (1) is a special case of the gamma distribution function, often written as
where a is the shape parameter. Note that (2) reduces to (1) for a 5 0. The pth moment of this DSD is given by
Ulbrich (1983) suggested that the gamma function better characterizes many observed raindrop size distributions, and allows more flexibility in describing the relative number concentrations of large versus small drops. The distribution has also been applied to other types of hydrometeors, including cloud and various ice categories (Walko et al. 1995; Meyers et al. 1997; Milbrandt and Yau 2005a, hereafter MY05a; Milbrandt and Yau 2005b, hereafter MY05b) . By adopting (2) and by predicting more than one moment of the size distribution, it is possible to develop multimoment (MM) schemes that allow a, N 0 , and l to vary independently (MY05a,b).
The MM schemes have a number of advantages over SM schemes. Several researchers (e.g., MY05a,b; Ferrier 1994; Ferrier et al. 1995; Straka et al. 2005; Seifert 2008) have pointed out that in processes like accretion, diffusion, evaporation, and sedimentation, the number concentration and mixing ratio can vary independently so the assumption of constant N 0 in a SM scheme is invalid. During sedimentation, the size distribution can become narrower from size sorting (MY05a), which is not permitted in SM schemes because a single fall speed for the predicted moment for a hydrometeor category is used. On the other hand, MM schemes allow for a size-sorting mechanism through differential sedimentation of the predicted moments. MY05a showed that a triple-moment (TM) BMP was able to closely reproduce the effect of size sorting on the size distribution of precipitating hydrometeors as simulated by an analytical bin model (see their Fig. 3 ). Of course no bulk schemes actually treat size sorting explicitly; they can at best allow for a mechanism to mimic its effect on the distribution. To elaborate, in a DM scheme, for example, the number-weighted fall speed V N is always less than the mass-weighted fall speed V Q , leading to an overall tendency for a given magnitude of q to be associated with smaller N as one moves down in the atmosphere, which is physically equivalent to larger particles falling faster than smaller ones.
We will return to this point later, but the reader is referred to MY05a for a further detailed description of this process. For completeness, we point out that some BMPs try to emulate a bin model for specific processes through the use of lookup tables (Saleeby and Cotton 2004) . This approach attempts to reduce the error inherent in using a single bulk value (as in most BMPs) for such parameters as collection efficiency or fall speed, although the form of the distribution is still specified, unlike in a full bin scheme.
Recently, MM schemes have enjoyed increasing popularity in cloud and storm modeling (Ferrier et al. 1995; Meyers et al. 1997; Reisner et al. 1998; Seifert and Beheng 2001; Seifert and Beheng 2006; Seifert et al. 2006; Mansell 2008; Morrison et al. 2009 ). Ferrier et al. (1995) and Morrison et al. (2009) , examined the impact of a doublemoment (DM) scheme on simulations of idealized 2D squall lines. They found that the stratiform region typically has a smaller N 0 than the convective region and therefore the DM scheme performed much better than the fixed-N 0 SM scheme. Mansell (2008) compared DM and SM schemes for ensemble Kalman filter (EnKF) experiments for a tornadic supercell storm and noted a better representation of the cold pool structure and forward-flank reflectivity region of the supercell when using the DM scheme. The results of these studies suggest that allowing more parameters of the various hydrometeor DSDs to vary independently in time and space, as in MM schemes, improves the overall simulation of convective storms, with much less case-specific ''tuning'' of the parameters necessary.
A primary motivation for this study comes from the experience that many past numerical simulations of supercell convection produce cold pools that are too large and intense. Markowski et al. (2002) attributed this bias at least partially to the use of warm-rain-only instead of ice microphysics. Gilmore and Wicker (1998) found through numerical simulations that large and strong cold pools were produced as a result of midlevel dry air reaching the surface in the downdrafts, and that the drier the air, the stronger the cold pools tended to be, because of enhanced evaporation potential. They used a warm-rain scheme and did not otherwise investigate the impact of microphysics. This result, however, has been recently brought into question by James and Markowski (2010) , who found that ice microphysics (both SM and DM) generally resulted in stronger (weaker) cold pools for a moist (dry) sounding, in contrast to Gilmore and Wicker (1998) . They also suggested that the results of Gilmore and Wicker (1998) and other similar idealized studies were due to their choice of a warm-rain-only scheme. As will be seen in this paper, however, a cold bias still appears to exist with SM schemes even with ice when typical values of the intercept parameter for rain and hail are used.
In addition to the well-known cold bias, several studies with SM BMPs have shown that simulated storm properties, including precipitation intensity and amount, propagation speed and direction, general storm morphology, and cold pool size and intensity, are very sensitive to the choice of N 0 for rain and hail, or alternatively the choice of characteristic diameter D n (Gilmore et al. 2004; van den Heever and Cotton 2004; Snook and Xue 2008) . However, observational studies have shown that N 0 varies considerably in time and space for convection (e.g., Waldvogel 1974) , which suggests that more sophisticated MM schemes may be more appropriate for simulations. Understanding the impact of DSD variations in the rain category on the low-level downdrafts and cold pools of simulated severe (specifically supercell) convection, which can then be generalized to other hydrometeor categories, is the main goal of this study. In this paper, we report on high-resolution (1-km or smaller horizontal grid spacing) idealized simulations of supercell storms in the 3 May 1999 Oklahoma tornado outbreak, with an emphasis on comparing results using MM BMPs with those using SM BMPs with different values of the rain intercept parameter. We also qualitatively compare the simulations with available surface observations (both mobile and fixed) on cold pool size and intensity. Future papers will address more realistic real-data simulations using MM microphysics of this outbreak, and a more rigorous comparison with observations. We will focus on the rain category in this paper, mainly for the sake of brevity and since the arguments herein regarding the benefits of MM over SM also apply qualitatively to the hail category. It is known that variations in the hail category have a strong impact on storm simulations (Gilmore et al. 2004; van den Heever and Cotton 2004) . Furthermore, since these and other studies have examined the sensitivity of simulated supercell storms to parameters in a SM scheme, we will instead focus on the results obtained with the MM schemes and the advantages and disadvantages over using the more common SM approach. Specifically, we show that certain important advantages of MM schemes over their SM counterparts with regard to their treatment of evaporation and size-sorting effects on the predicted DSDs of rain help to control the cold bias seen in many simulated convective storm downdrafts and associated cold pools. This long-standing problem is thus shown to be primarily a microphysics parameterization issue, and the results have broad implications for storm-scale numerical weather prediction (NWP) and simulation. A budget analysis of the thermodynamically active microphysical processes (primarily melting/freezing, evaporation/condensation, and collection between liquid and ice categories) within the low-level downdrafts will be performed.
Two BMP schemes are examined. One is the popular Lin et al. (1983) ice BMP, as modified by Tao and Simpson (1993) . This scheme, hereafter referred to as LIN, is the default ice BMP in the Advanced Regional Prediction System (ARPS; Xue et al. 2000 Xue et al. , 2003 , the model used in this investigation. The LIN scheme is a SM three-class ice scheme that predicts the mixing ratios of cloud water, rainwater, ice crystals, snow aggregates, and graupel/hail, while holding the intercept parameter for each precipitating species-rain, snow, and graupel/hail-fixed. The cloud and ice species are assumed to have negligible terminal velocities and are described as monodispersed. The other is the MM scheme of Milbrandt and Yau (MY05a,b; Milbrandt and Yau 2006a, hereafter MY06a; Milbrandt and Yau 2006b, hereafter MY06b) . This scheme, recently incorporated into the ARPS model and hereafter referred to as MY, predicts up to three moments of the DSD for each of the five classes of precipitating hydrometeors (rain, ice crystals, snow, graupel, and hail). Cloud water is assumed to have negligible terminal velocity with its DSD described by a gamma distribution with two specified shape parameters (MY05b). In contrast to the LIN scheme, which treats only hail (although graupel-like behavior can be simulated with appropriate choice of the intercept parameter and bulk density, as in Gilmore et al. 2004) , the MY scheme contains separate categories for graupel and hail. The three predicted moments in MY are M(0), M(3), and M(6), proportional to the total number concentration N t , the mixing ratio q, and the radar reflectivity factor Z, respectively. With the full TM formulation, all three parameters in (2) vary independently, while for the DM and SM versions, one or both of these parameters must be fixed or diagnosed. With reference to the MY scheme, we will adopt the abbreviations MY1, MY2, MY2DA, and MY3 to signify the number of moments predicted (see Table 1 for a description). Here MY2DA refers to the diagnostic-a scheme, as described in MY05a,b. This paper is organized as follows. In section 2, we provide a brief overview of the 3 May 1999 tornado outbreak. In section 3, the design of the idealized supercell simulation experiments is described. Section 4 describes the results, including a budget analysis, and provides physical explanations for the differences between the BMPs. As previously stated, the main goal of this study is to examine the impact of the variations of rain DSDs on the low-level downdraft and cold pool development, and a detailed discussion of the results in this context is provided. Section 5 summarizes the paper and discusses ongoing and future work.
Overview of the 3 May 1999 Oklahoma tornado outbreak
The 3 May 1999 tornado outbreak was characterized by several long-track, and in some cases violently tornadic supercells that tracked across central Oklahoma. The storms were noteworthy for producing over 70 tornadoes in Oklahoma alone, including the deadly F5 tornado that struck parts of Moore and southern Oklahoma City, Oklahoma. Available data, such as observations from Markowski (2002) , and Oklahoma Mesonet observations, suggested mostly localized and relatively weak cold pools (i.e., maximum equivalent potential temperature deficits on the order of 5 K or less) associated with the discrete supercells, at least during the first several hours of the event. Roebber et al. (2002) and Thompson and Edwards (2000) provide an overview of the synoptic weather conditions associated with this outbreak. Figure 1 shows an objective analysis of surface equivalent potential temperature u e at 0000 UTC 4 May 1999, during the early stages of the outbreak. Two of the tornadic supercells of the outbreak, labeled A and B after Speheger et al. (2002) , are indicated. Storm A produced a large F5-intensity tornado at the time of this analysis. Even though the still insufficient observation density of the Oklahoma Mesonet (;30 km spacing) precludes detailed analyses of storm cold pools, it can be seen nevertheless that strong and extensive cold pools associated with the discrete supercells are absent in the analysis. Markowski (2002) reports on mobile mesonet observations of the storms of this day, and indicates that the rear-flank downdrafts (RFDs) were relatively warm and buoyant (u e deficits on the order of a few degrees kelvin) and it may have helped tornadogenesis. The subject of tornadogenesis is beyond the scope of this paper but will be pursued in future papers.
Experiment design
a. Sounding used for idealized experiments Dawson et al. (2007) has performed a real data simulation of this case at a grid spacing of 3 km. They found that cold pool strength and size were consistently overpredicted for each of the BMPs examined. It was speculated that the relatively coarse grid resolution-on 
which turbulent mixing processes, which would act to dilute the downdrafts, are poorly represented-was a possible reason for the overly intense cold pools and may have affected microphysical processes such as rain evaporation. To examine the impact of microphysics in more detail at higher grid resolutions, we focus in this paper on a systematic set of idealized simulations that use a single sounding to define the environment and do not include radiation or surface physics processes. While the absence of surface friction may affect the cold pool propagation somewhat, its inclusion tends to modify the environmental wind profile over time, which is undesirable for the purposes of these simulations, and thus the role of surface fluxes in facilitating recovery of the cold pool is not taken into account. However, preliminary results from real-data simulations of this outbreak, in a manuscript being prepared for publication, indicate that, at least in this case, the differences in microphysics appear to overwhelm any mitigating effect from the surface fluxes, at least on time scales on the order of a few hours. The sounding used for the idealized experiments was extracted from the 1-h forecast (valid at 2300 UTC) of the 3-km LIN simulation of Dawson et al. (2007) at a location that was determined in reference to the Oklahoma surface Mesonet observations to be more representative of the unstable inflow region of the storms during the early stages of their tornado-producing phase. The observed Norman, Oklahoma (OUN), sounding at 0000 UTC 4 May 1999 is believed to represent more of the environment after the storms reached maturity.
This extracted sounding has a similar wind profile to the observed OUN sounding, but the temperature and moisture profiles are significantly different (see Fig. 2 ). Figure 3 shows the vertical profile of u e for the OUN and extracted soundings. The vertical gradient in u e above the boundary layer is similar in both soundings, as is the minimum value, but the height of the minimum u e is higher in the extracted sounding. Moreover, the u e values in the boundary layer are larger in the extracted sounding, due to the higher temperatures and moisture content as opposed to the observed sounding. The large CAPE difference between the two soundings is due to the cooler surface temperatures in the observed sounding as well as the fact that the observed sounding was truncated in the upper levels, preventing a full CAPE calculation. With the strong cap and the absence of any mesoscale or synoptic-scale forcing in the idealized simulations, the observed sounding was found to be unable to sustain storms in the model. This is another reason that we chose to use the extracted sounding. Finally, we point out that the environmental sounding can have a significant impact on cold pool strength (see, e.g., Gilmore and Wicker 1998; McCaul and Cohen 2002; James and Markowski 2010) . A broader investigation of the role of the environmental sounding in modulating the impact of BMPs is planned in future work, but is beyond the scope of the current study, which is concerned with the differences in BMPs for a single environment. 
b. Idealized experiments
Idealized experiments allow us to focus on the effects of the BMPs and allow for a large set of experiments at high resolutions before retuning to more realistic settings. Bryan et al. (2003) suggests that grid spacings much smaller than 1 km may be necessary to properly resolve convection. We conduct a series of simulations at 1-km, 500-m, and 250-m horizontal grid spacings, which included the simple monotonic fourth-order computational mixing scheme of Xue (2000) whose coefficients are 0.0005, 0.0015, and 0.002 s
21
, respectively, for the three grid spacings. Fifty-three vertical levels were used, with a grid spacing of 20 m at the surface, stretched to 800 m at the model top (approximately 20 km). This vertical grid setup yields 6 vertical levels in the lowest 1 km AGL, and 10 in the lowest 2 km.
We tested a total of six schemes or their variations. They include two variations of the Lin scheme where N 0r was set to the typical Marshall and Palmer (1948) Table 1 . For example, experiment 500mMY2 has a 500-m grid spacing and uses the MY2 scheme. Table 2 indicates the values of the intercept parameter for each of the precipitating categories for each of the SM schemes, where applicable.
For both the 1-km and 500-m simulations, a grid of 128 3 175 3 20 km 3 was used. Convection was initiated with an ellipsoidal thermal bubble of maximum potential temperature perturbation of 4 K with a horizontal radius of 10 km and vertical radius of 1.5 km, centered 1.5 km above ground, and 35 and 25 km from the west and south edge of the domain, respectively. The simulations were run out to 2 h. Two additional sets of experiments with thermal bubbles of maximum potential temperature perturbations of 8 and 2 K, respectively, were also performed. In the 8-K case, the storms developed more rapidly but also decayed quickly (by approximately 1 h; that is, they were ''pulse'' storms). Otherwise the evolution of the cold pools was qualitatively similar to those of the 4-K case. In the 2-K case, no sustained deep convection formed in any of the simulations. For the 250-m simulations, a smaller 64 3 64 3 20 km 3 grid was used, and the initial thermal bubble has the same dimensions and location relative to the southern and western boundaries. In addition, for the 250-m simulations only, the environmental sounding was modified to remove the mean storm motion to keep the storm within the smaller domain. To verify that the use of a smaller domain with a storm-relative sounding did not significantly impact the results, we also repeated the 500-m simulations using the 250-m configuration described above. The results were not significantly different than on the original 128 3 175 3 20 km 3 grid. Finally, the 250-m simulations were performed only for the MY suite of MP schemes.
Results and discussion
a. Cold pool and reflectivity structure Even with the extracted forecast sounding, the storm in the 1-km experiments decayed in less than 1 h; a sustained storm could not be maintained. Within this initial period, 1kmLINA and 1kmMY1 exhibited more rapid cold pool development than in the other runs (not shown). At 500-m grid spacing, most experiments produced a storm that lasted through most of the 2-h simulation (Fig. 4) . Time series of cold pool area, minimum u e 9, and average u e 9 are shown in 
the surface is defined as that area enclosed by the 21-K u e 9 contour, where u e 9 is defined as departure from the domain-wide horizontal average of u e . In this study, we calculate u e according to Bolton (1980) . We use u e to discriminate the cold pool because it takes into account both temperature and moisture effects, and also serves as a proxy for the source region of the cold pool air (i.e., lower magnitudes indicate descent from a higher altitude, assuming conservation of u e ), though we stress that this can be interpreted in only a qualitative sense, since u e is not actually conserved in downdrafts because of processes such as turbulent mixing and melting of ice. A trajectory analysis was performed to determine the source height of parcels reaching the surface at the minimum u e 9 in the cold pool for each simulation. The results (not shown) indicate that the stronger the cold pool, the higher the level the parcel originated; the SM runs all had maximum cold pool parcel source heights ranging from 2 to 3 km AGL, while the MM runs were clustered farther down, near 1 km AGL.
Referring to Fig. 5a , the cold pool first develops after about 1800 s in all simulations and increases steadily in size thereafter. The rate of increase of size, however, is much greater in 500mMY1 and 500mLINA, while the MM runs are all very similar to each other and 500mLINB. By the end of the 2-h simulation period, the cold pool in 500mMY1 is roughly 3.5 times the size of that in 500mMY2, 500mMY2DA, 500mMY3, and 500mLINB, and roughly 1.5 times the size of that in 500mLINA. Despite the fact that 500mLINB shows a similar cold pool size to the MM runs, it displays both colder minimum u e 9 and mean u e 9 (Figs. 5b,c) , more similar to the other SM runs. This may be because, while the surface cold pool air in 500mLINB is overall potentially colder than in the MM runs, it shows similar temperature perturbations (approximately 22 to 12 K at most, not shown) to the MM runs. Since gust front speed propagation is, to a first-order approximation, a function FIG. 5. Time series of (a) total surface cold pool area as defined as the sum of the area of all grid squares with u e 9 , 21 K, (b) minimum u e 9 at the surface, and (c) mean u e 9 within the cold pool as defined above, for each of the 500-m experiments.
of the temperature perturbation, this result makes physical sense. Also, despite the steady increase in cold pool size, the strength of the cold pool actually shows a slight overall weakening trend after about 3600 s in all simulations. The exact cause of this weakening trend is unknown, but may be related to the leveling off (and in some cases, weakening) of the storm intensity after 1 h of simulation (cf. Fig. 4) . Figure 6 shows snapshots of the u e 9 fields and simulated radar reflectivity at the surface for the various runs. The radar reflectivity is calculated for each run assuming Rayleigh scattering theory according to Eq. (7) of MY05a. Recall that Z is only predicted for the MY3 scheme, and N t only for the MY2, MY2DA, and MY3 schemes. Thus, while Z is directly available to be converted to equivalent radar reflectivity in MY3, it must be first diagnosed from the other predicted moments and fixed/diagnosed DSD parameters for all the other schemes. All ice hydrometeors are assumed dry for the purposes of the radar reflectivity calculation. The cold pool structures in the DM and TM runs (Figs. 6d-f ) are similar and are much smaller and weaker than those in the SM (Figs. 6a-c) cases (except for 500mLINB) . The SM runs (500mLINA, 500mLINB, and 500mMY1) also vary significantly amongst themselves in terms of the cold pool strength and size, with 500mLINB having the weakest (in terms of u e ) and smallest cold pool, consistent with the reduced N 0r value used. This result is also consistent with previous studies on the impact of varying N 0r , or N 0h (Gilmore et al. 2004; Snook and Xue 2008) , or alternatively D nh (van den Heever and Cotton 2004) .
Interestingly, the supercell storms in the SM runs are generally characterized by a prominent cold pool in the forward-flank downdraft (FFD) region at the surface (cf. Figs. 6a-c) , whereas the DM and TM schemes produce a much weaker or even nonexistent cold pool in that region (cf. Figs. 6d-f) , a region where the FFD is defined in the classic supercell conceptual model (see, e.g., Lemon and Doswell 1979; Doswell and Burgess 1993) . This latter result compares favorably with available surface mesonet observations in the forward flanks of the two most prominent supercells on 3 May 1999 (Fig. 7) ; the observations show temperature deficits of at most 2-3 K and dewpoint temperatures that actually increase slightly. This is consistent with the subsaturated boundary layer inflow air at the lower levels being driven toward its wet-bulb temperature by evaporation of falling rain. The MM simulations appear to reproduce these conditions in the forward flank, while the SM simulations in general have temperature and dewpoint deficits consistent with drier, lower-u e air from higher levels reaching the surface in the downdrafts. The reflectivity structure in the forward-flank region in the DM and TM simulations also compare much better to the observations in both shape and orientation, relative to the SM runs (cf. Figs. 7c,d with Fig. 6 ). In addition, the spatial east-west gradient of the reflectivity field in the forward flank is more realistic with the MY2DA and MY3 schemes than with MY2. We believe this to be related to the excessive hydrometeor sizesorting associated with the MY2 scheme when a 5 0, as discussed by MY05a. To confirm this, we repeated experiment 500mMY2 in which the size-sorting mechanism was effectively turned off by setting the fall speed for N t equal to that of q for all categories; in this case, a smaller forward-flank region with a weaker reflectivity gradient was obtained (not shown).
The results of the 250-m experiments were qualitatively similar to those at 500-m grid spacing in regards to cold pool and reflectivity structure, suggesting that further refinement of the horizontal grid spacing beyond 500 m brings out little additional qualitative difference in storm structure and behavior, at least inasmuch as the impact of the BMP on reflectivity and cold pool structure are concerned. For this reason and the sake of brevity, we will focus on the 500-m simulations in the rest of this paper.
b. Budget analysis
A greater understanding of the differences in the roles of the various microphysical processes within the lowlevel downdraft in the different simulations can be obtained by performing detailed budget analyses of the microphysical source terms related to temperature change. At any point, the time rate of change of temperature due to phase changes of water can be written as ›T ›t
where the subscript mp denotes microphysical phase changes, and S mp includes all source and sink terms involving phase changes of water. The processes include evaporation and condensation of cloud water; evaporation of rain; melting and freezing of ice crystals, snow, graupel, and hail; and collection (freezing) of cloud and rain by each of the above ice categories. Most of the processes are common to the schemes examined in this study. However, since the LIN scheme does not contain a separate graupel category, the associated processes are not active. In addition, neither the LIN nor MY scheme allows for condensation of vapor onto rain.
To determine the most important processes and how they differ among the simulations, the instantaneous rates of these processes were output at 30-s intervals for each of the simulations for two 30-min intervals: 1800-3600 and 3600-5400 s. Total cooling/heating is calculated for each of the processes by integrating (4) within each grid cell that is below 4 km AGL and has vertical velocity less than 20.5 m s 21 (defined as the downdraft region) and over each of the 30-min periods using a 30-s time step (that of the data interval), that is, DE mp 5 å i, j,k,t (rc p DT mp D xDyDz), where r is the air density, and Dx, Dy, and Dz are the local grid spacings in the x, y, and z directions, respectively. Furthermore, DT mp 5 (L v, f , s /c p )Dq, where L v, f, s is the appropriate latent heat of vaporization, fusion, or sublimation, respectively, and 
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Dq is the hydrometeor mixing ratio change due to the given process in the given grid cell. The bulk heating/cooling budgets for the processes are shown in Fig. 8 for the 500-m simulations, in units of gigajoules (GJ). We emphasize that the budget calculations are restricted to regions below 4 km AGL, which is near the freezing level of the environment. Thus, processes which contribute to latent heating due to freezing are not significant, except for the case of rain freezing onto hailstones (which is typically compensated for later by melting at a lower level). The budgets indicate that, in general, evaporation of cloud, evaporation of rain, and melting of hail are the three most important processes contributing to cooling in the lowlevel downdrafts (hail sublimation is relatively more significant in the case of the MM runs). This is consistent with a previous numerical modeling study of microburstproducing storms by Straka and Anderson (1993) . In general, the MM simulations are very similar in magnitude of total cooling, while the SM simulations differ from each other and from the MM simulations, particularly in regards to evaporation of rain. Of all the runs, 500mMY1 has by far the greatest magnitude of cooling, mainly due to more evaporation of rain. Even though the same intercept parameters were used in 500mMY1 and 500mLINA for all precipitating species, other differences in the schemes, such as in the treatment of the cloud category and the fall speed relation for the rain category are possible reasons for the differences in total cooling.
c. Spatiotemporal structure of rain evaporation and effects of DSD variation Figure 9 shows a time series plot of the maximum instantaneous rain evaporation rate experienced below 4 km AGL within the low-level downdraft for each experiment for the 2-h simulation period. For most of the simulation period, consistent with the budget analysis, 500mMY1 has the largest maximum evaporation rates, followed by 500mLINA. The rapid drop in evaporation for 500mMY1 near 5400 s is due to the dissipation of the storm in this simulation around this time (cf . Fig. 4 ). The MM runs are similar to each other and 500mLINB in the overall trend of maximum evaporation rates, but notably, there appears to be a systematic increase in maximum evaporation for most of the simulation period when moving from MY2 to MY3 to MY2DA. To explain the differences in evaporative cooling between the simulations, we turn to an examination of the rain DSD parameters.
Vertical profiles of horizontally and time-averaged values (using the same criteria as in the budget analysis for the downdraft region) of mixing ratio, number concentration, mean-mass diameter, and shape parameter for rain (Fig. 10) were computed for the 500-m runs. Only grid points with nonzero hydrometeor content were included in the averaging. These plots suggest that two main differences between the MM and SM runs contribute to the smaller magnitudes of cooling in the low-level downdrafts in the MM cases: 1) the generally smaller mass contents of rain in the downdraft, and 2) the overall larger diameters of the drops in the MM runs, which limit the evaporation potential (due to the smaller surface area to volume ratio). Indeed, average number concentrations of rain are 1-3 orders of magnitude smaller in the MM runs than in the SM runs, while the mixing ratios are only a factor of 2 or less lower. This is reflected in the D m profiles, which indicate significantly larger average drop diameters in the MM over most of the depth of the low-level downdraft. Figure 11 shows corresponding averaged profiles of rain intercept parameter and instantaneous evaporation rate. For 500mMY2DA and 500mMY3, the intercept parameter was first normalized using the method of Testud et al. (2001) . The MM runs all show smaller N 0 over most of the depth of the low-level downdraft than any of the SM runs (Fig. 11a) . To determine whether the variation in the DSD or the overall lower rain mass content in the downdraft was primarily responsible for the differences in evaporation between the SM and MM runs, hypothetical evaporation rates were calculated for each of the MM runs, using the same q r but assuming that the DSD at every point was actually exponential with N 0 5 8.0 3 10 6 m 24 (i.e., as in 500mLINA and 500mMY1). These were then averaged in the same manner as the actual evaporation rates and plotted in Fig. 11b . Even with the smaller q, changing the form of the DSD in this manner clearly results in much greater evaporation rates than the actual situation, with, for example, 500mMY3 having a nearly identical profile as 500mMY1 using the MY1-DSD.
Recall that N 0 must be specified a priori in the SM runs. The difference in rain evaporative cooling between 500mLINA and 500mLINB is significant and directly attributable to the smaller fixed N 0 value used, which has a first-order effect on decreasing the rain evaporation rate. The bulk evaporation rate of rain [see MY05b, their Eq. (7)] can be written as
where QVD vr is the instantaneous change in rain mixing ratio due to evaporation, S w is the saturation ratio with respect to water, VENT r is the bulk ventilation coefficient, and AB w is the thermodynamic function (for further explanation of these terms, see MY05b).
Noteworthy is the fact that the bulk rain evaporation rate is proportional to the intercept parameter N 0 . All other things being equal, a reduction in N 0 will result in a corresponding reduction in evaporation rate. This is because changing N 0 while holding q constant preferentially affects the small drop end of the spectrum, where most of the evaporation takes place. The ventilation term, however, helps to counteract this tendency somewhat by accounting for enhanced evaporation of larger drops due to better ventilation. However, as pointed out by Cohen and McCaul (2006) , these drops also fall faster and thus have less residence time in the air, which is parameterized in most bulk schemes by a larger mass-weighted terminal fall speed for the drop population.
The dependence of evaporation rate on N 0 explains the strong sensitivity to cold pool intensity and size seen in previous studies with SM schemes that varied the value of N 0 for rain and/or hail. However, observational studies and previous numerical simulations with DM BMPs have shown that N 0 can vary in time and space, even within the same convective system. An example is the change in N 0 between the convective and stratiform regions of a squall line: the so-called N 0 jump (Waldvogel 1974; Ferrier et al. 1995; Morrison et al. 2009 ). Thus, a fixed global value of N 0 may lead to large errors, even over the course of a simulation or prediction of the same case. As previously discussed, a MM scheme allows N 0 to vary independently and presumably consistently with the dynamical and microphysical processes. For a given precipitation event, N 0 may be on average larger, smaller, vary greatly, or vary slightly. This inherent flexibility is a primary reason MM schemes are attractive, because they effectively remove some of the difficulty in choosing the ''correct'' parameters in a SM scheme for a given situation. Note that for 500mMY2DA and 500mMY3, the physical meaning of N 0 changes (see, e.g., Ulbrich 1983; Testud et al. 2001) , due to the dependence on a, which is allowed to vary over a wide range of positive values [but note that the SM runs and 500mMY2 all assumed exponential distributions (i.e., a 5 0) for all precipitating hydrometeors]. It can be shown that an increase in a (i.e., narrowing the distribution) given q and N t actually enhances evaporation because of an increase in the total surface area of the drops (Cohen and McCaul 2006) . This increase in evaporation rate by allowing the shape parameter to take on variable, positive values in 500mMY2DA and 500mMY3 is consistent with the overall larger evaporation rates in these runs as opposed to 500mMY2 (cf. Fig. 9 ).
It is also instructive to examine the spatial structure of rain evaporation at a given time across the simulations. Figure 12 shows the rainwater-mixing ratio q r , instantaneous evaporation rate, and negative vertical velocity w contours (downdrafts) at 500 m AGL and 1 h of the 500-m simulations. Figure 13 shows the same fields but through the vertical cross sections indicated in Fig. 12 . It can be seen that significant differences exist between the spatial structure of instantaneous rates associated with different BMPs, and in particular between those of the SM and MM schemes. The SM schemes show larger magnitudes and greater vertical depths of evaporation, and overall stronger downdrafts as compared to the DM or TM schemes, except that 500mLINB shows the smallest rain evaporation rates. In addition, the SM schemes tend to produce pronounced FFDs that reach the surface, whereas the MM schemes feature elevated FFDs, that is, FFDs that do not reach the ground. Romine et al. (2008) found similar results in their study of the 8 May 2003 Moore, Oklahoma, supercell, and attributed FIG. 11 . As in Fig. 10 but for (a) (normalized) rain intercept parameter N 0r and (b) instantaneous evaporation rate. Also plotted in (b) are three curves corresponding to the hypothetical evaporation rates assuming exponential distributions and the MY1 fixed value of N 0r 5 8.0 3 10 6 m 24 for each of the runs 500mMY2, 500mMY2DA, and 500mMY3 (circle, plus, and 3 markers, respectively).
it at least partially to the relatively weak FFD being unable to penetrate the capping inversion present in the environment of the storm. In the present study, however, no capping inversion is present, and thus it appears that the differences in this case are mainly related to the different BMPs used. Instantaneous fields at other times indicate similar structure (not shown).
d. Cold bias in SM evaporation as revealed through comparison with MM
While an exhaustive study of all possible microphysical processes parameterized in the bulk schemes herein and especially their different treatments between the SM and MM approach, would be the most rigorous approach to explaining the resulting effects on the DSDs in the low-level downdrafts, the sheer complexity of the problem and the myriad nonlinear interactions that must be considered are significant. Nevertheless, we have identified two microphysical processes that significantly affect the DSD in the subsaturated low-level downdrafts that together appear to explain many of the differences between SM and MM in this region of convective storms, and also lead to a cold bias in SM, independent of the choice of N 0 . These are the evaporation process itself, and the size-sorting mechanism. We stress that other processes operating concurrently or ''upstream'' in the storm in time and space are not considered in detail here, but may also be important, especially the initial cloud droplet spectrum, growth rates of rain and hail, and the interaction of the rain and hail fields both prior to the populations entering the low-level downdraft, and within the low-level downdraft itself.
We have already seen that MM BMPs allow for a sizesorting mechanism, while SM BMPs do not. MY05a found that size sorting is one reason for the larger values of D m (and thus smaller N 0 in the exponential MY2 case) at the low levels, as compared to the SM case. The rain distribution under the influence of size sorting becomes skewed toward larger drop diameters in the lower levels, leading to smaller magnitudes of evaporation in the low-level downdrafts. In a SM scheme, however, because a single (typically mass weighted) fall speed is used, this effectively leads to the unphysical behavior of the smallest particles falling too quickly, and the largest particles too slowly. This directly translates into larger, unphysical, evaporation rates in the low levels (cf. Figs.  11b and Fig. 13 ). It is worth emphasizing at this point that size sorting cannot even be modeled without allowing independent variation of the distribution parameters (e.g., one cannot fix N 0 and still model size sorting). For a SM scheme that fixes N 0 , evaporation of a population of raindrops necessarily yields an increase in slope. This leads to yet another unphysical behavioral characteristic of SM schemes that fix N 0 . An increase in slope l for an exponential distribution, while reducing q and holding N 0 constant, is physically equivalent to reducing the concentration of the largest drops from the distribution faster than the concentration of the drops at the small drop end of the spectrum, a result contradicting physical intuition and the results of theoretical studies on evaporation within rain shafts (e.g., Tzivion et al. 1989; Li and Srivastava 2001) . It can be seen that evaporation in the fixed-N 0 case actually shifts the entire drop population toward smaller diameters, leaving a considerable number of small-to-medium-sized drops contributing to high evaporation rates; in reality these drops are likely to be quickly depleted (except for perhaps the very smallest drops; see previous references). We believe that these two unphysical effects, together with a choice of fixed N 0 that is too large, are significant factors contributing to the large evaporation rates and the attendant strong downdrafts and cold pools seen in many past and contemporary simulations of convective storms using typical SM schemes. However, SM schemes that specify the mean-mass diameter D m or characteristic diameter D n (e.g., van den Heever and Cotton 2004) instead of N 0 would not suffer from the particular issue of the increase of slope during evaporation (since choosing a fixed characteristic diameter is equivalent to fixing the slope), while the issue of sensitivity to the choice of parameter values still remains. On the other hand, in the MM schemes used in this study, the slope (and thus D m ) is assumed to remain constant during the process of evaporation. As such, evaporation would reduce both q and N t at the same relative rate, leading to a corresponding reduction in N 0 for the exponential DSD case. Physically, this translates to individual particles across the distribution being shifted down the spectrum toward smaller sizes as they evaporate, with the population as a whole maintaining the same mean mass. The smallest drops leave the distribution at the small end by being converted to vapor, a process much more physically reasonable than the SM case. This DM closure assumption for the rate of decrease in N t is still not entirely correct, however, since it implies that the mean-mass drop diameter does not change because of evaporation, and thus overestimates the rate of decrease in N t (Seifert 2008) . Nevertheless, it is a distinct improvement over the fixed-N 0 assumption used in most SM schemes.
e. 1D column model tests
To test the above hypotheses regarding the effects of size sorting and the differences between the treatments of pure evaporation in the SM and MM cases, we performed idealized 1D simulations of a distribution of raindrops falling in subsaturated air, using all four versions of the MY scheme. To cleanly isolate these effects, the simulations were made as simple as possible, while still being physically reasonable. The following restrictions were applied: only the processes of rain evaporation and sedimentation were modeled and no collision or breakup were allowed [the reader is referred to Feingold et al. (1991) for a discussion on the importance of these effects on evaporation]. The atmosphere was assumed quiescent and isentropic with a base-state potential temperature of 300 K, a surface pressure of 1000 hPa, and a constant saturation ratio of 0.6. No feedback from the evaporation of the falling rain to the atmosphere was allowed to either the temperature or moisture fields. At the top boundary, rainwater with an exponential distribution and a q r of 1 g kg 21 was specified as the boundary condition for the falling rain field, with a constant intercept parameter of 8.0 3 10 6 m 24 (i.e., that of the well-known Marshall-Palmer distribution; Marshall and Palmer 1948) . The initial q r was zero inside the domain. The vertical grid spacing was a uniform 100 m over a depth of 5 km, and a time step of 5 s was used.
The results of the tests are summarized in Fig. 14. In addition to the four control simulations shown in Figs. 14a-d where both size sorting and evaporation are active, results using the MY2, MY2DA, and MY3 schemes but with size sorting turned off are also shown (Figs.  14e-g ). The vertical profiles all reached a steady state after approximately 30-45 min and thus those at 45 min are shown. As expected, the MY1 scheme shows the most evaporation over the greatest depth, followed by the MY3, MY2DA, and MY2 schemes in order of decreasing evaporation. The removal of size sorting leads to stronger and deeper evaporation, though not as great as the MY1 case.
The results of the 1D column experiments corroborate the argument that size sorting on one hand, and the improved treatment of evaporation on the other, in the MM schemes, both lead to reduced evaporation of a falling rain shaft, and by extension, weaker, shallower downdrafts and weaker cold pools, relative to the SM schemes. Again, in the case of size sorting, the SM schemes cannot model this process, and, in the case of evaporation, the MM schemes are free to specify a different relationship between N 0 and l relative to other processes (in this case, by fixing l instead of N 0 ). However, the results of the 1D column experiments also indicate that the effect of size sorting on the independent variation of N 0 and l appears to be of primary importance relative to that due to the processes of evaporation and melting (cf. top and bottom rows of Fig. 14) . In contrasts, tests with the full 3D model, where size sorting was turned off in the MY2 scheme (not shown) suggest that, in the full 3D framework where more processes are active, the overall impact of size sorting is less than might be expected given the 1D tests, although still discernable. Our ongoing research is continuing to examine the relative importance of these various processes in MM schemes. 
Conclusions
In this paper, we have performed high-resolution idealized simulations of the 3 May 1999 Oklahoma tornadic supercell thunderstorms. The goal of this study was to test the impact of a new multimoment (MM) microphysics scheme on the evolution of the storms, and in particular on the rain DSD and its impact on the downdraft and cold pool properties. We found that the MM schemes, in general, performed better than their single-moment (SM) counterparts employing typical values of the intercept parameters. At the relatively coarse horizontal grid spacing of 3 km in the real-data simulations, all schemes produced cold pools that were too cold and dry, relative surface mesonet observations (see Dawson et al. 2007 ). However, in the idealized simulations at horizontal grid spacings of 500 and 250 m, the MM schemes showed clear and significant improvements in the cold pool and reflectivity structures of the storms compared to the observations. The MM schemes showed overall weaker and moister cold pools, which is consistent with available observations. In addition, the forward-flank region was more developed and closer to the size and shape of the observed forward-flank regions of the mature supercells on this day. This was attributed at least partially to the process of size sorting of hydrometeors, which is reasonably handled in the MM schemes, but not in the SM schemes (MY05a).
We further demonstrated through a budget analysis that the MM schemes yield less water mass in the lowlevel downdrafts and larger average drop sizes, both of which lead to significantly lower amounts of evaporation and associated diabatic cooling. The vertical profiles of evaporation are also altered in the MM schemes, with significantly less evaporation near the surface, particularly in the forward-flank region of the storm. Thus, while the forward-flank downdraft reaches the surface at times in the SM simulations, it remains elevated above the surface in the MM simulations, which is more consistent with the observations. In addition, the source region of the air reaching the surface in the downdrafts is significantly lower in the troposphere in the MM simulations than in the SM ones, as is also reflected by the higher u e in the cold pools of the MM storms.
Through an examination of the parameterized processes of evaporation and size sorting in the BMPs used in this study, we show that the MM schemes have a few important advantages over the SM schemes in their treatment of these processes, which are mostly related to how the drop size distributions (DSDs) are allowed to evolve in the MM schemes. In particular, a proper treatment of size sorting of rain leads to a distribution skewed toward more large drops at the low levels, and hence less evaporation there. Also, the change in the DSD during evaporation is handled in a more physically realistic manner in the MM schemes by allowing N 0 to decrease during the evaporation process, while SM schemes hold it fixed. Results from a simplified column model highlighting sedimentation and evaporation confirm the role of the above processes. Taken together, the above two advantages with the MM schemes, and likely other direct and indirect effects, lead to a much better representation of evaporation in the low-level downdrafts of the simulated supercell storms examined in this study.
We note that while we have focused on the rain category in this paper, the physical arguments made herein also apply to other hydrometeor categories, especially hail and the process of hail melting, and in fact the MM runs also indicate less melting of hail than the SM runs in these simulations. In addition, we point out that while one can ''tweak'' a SM scheme to produce results similar to the MM schemes, this requires a priori knowledge of the type of storm and environment in the study and neglects the spatiotemporal variation of N 0 . Even so, the results of this study show that relevant physical parameterizations are handled poorly in SM versus MM. The added flexibility of MM schemes and their improved physical consistency over SM are strong arguments for their future increased use in convective storm modeling. Since low-level evaporation and resultant differences in cold pool strength and size have been shown in numerous studies to have a profound effect on the evolution of convective storms, even to the point of changing the mode of convection (from, e.g., discrete supercells to a more linear mode of convection; see, e.g., Snook and Xue 2008) , the importance of accurate simulation of these processes cannot be overstated. Finally, we note that MM schemes are more computationally expensive than SM, with an approximately 75% increase in total computing time required between 500mLINA and 500mMY3 in this study, but the continued rapid increase in computing resources continues to make this argument against using MM microphysics less forceful.
As ongoing work, we are revisiting the real-data simulations with the smaller grid spacings used in the idealized simulations to examine the robustness of the idealized results under more realistic settings. The storm environment in this follow-up study is inhomogeneous and complete physical processes are included. We have also begun to extend the simulations to even higher resolutions to examine the impact of the BMP on tornadogenesis. Preliminary results are encouraging and indicate that the MM schemes produce much more realistic storm evolution and tornadic behavior when compared with the actual storm, with one of the MM runs producing a tornado track that is very similar to the observed F5 tornado track. This can be considered the MM extension of the SM study by Snook and Xue (2008) , which examined the microphysical effects on tornadogenesis. In addition, we plan to examine other MM schemes, such as the DM scheme of Morrison et al. (2005) . Preliminary tests of the Morrison scheme as compared to the MY scheme suggest that differences between these schemes, especially in the treatment of the initial CCN activation and in the cloud autoconversion to rain may be just as large as the differences between the SM and MM schemes examined in this study, indicating that a more rigorous examination of the treatment of the relevant processes in these schemes is necessary. Finally, we wish to make a more rigorous comparison of the results of the MM simulations of the hydrometeor fields in the supercells with observations, such as by comparing them with polarimetric radar retrievals of hydrometeor fields.
