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BINOMIAL EDGE IDEALS OF REGULARITY 3
SARA SAEEDI MADANI AND DARIUSH KIANI
Abstract. Let JG be the binomial edge ideal of a graph G. We characterize all
graphs whose binomial edge ideals, as well as their initial ideals, have regularity 3.
Consequently we characterize all graphs G such that JG is extremal Gorenstein.
Indeed, these characterizations are consequences of an explicit formula we obtain
for the regularity of the binomial edge ideal of the join product of two graphs.
Finally, by using our regularity formula, we discuss some open problems in the
literature. In particular we disprove a conjecture in [4] on the regularity of weakly
closed graphs.
1. Introduction
Let G be a finite simple graph, (i.e. with no loops, multiple or directed edges) on n
vertices and the edge set E. Let S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring
over a field K with the indeterminates x1, . . . , xn, y1, . . . , yn, and let fij := xiyj−xjyi
for 1 ≤ i < j ≤ n. Then the ideal JG, generated by the binomials fij in S where
{i, j} ∈ E, is known as the binomial edge ideal of G, namely
JG = (fij : i < j , {i, j} ∈ E).
Note that JG could be seen as the ideal generated by a collection of 2-minors of the
generic (2 × n)-matrix X . Therefore, the binomial edge ideal of a complete graph
with n vertices is just the determinantal ideal of X which has been already studied
very well.
Binomial edge ideals were introduced in 2010 by Herzog, Hibi, Hreinsdo´ttir, Kahle
and Rauh in [12] and at about the same time by Ohtani in [19]. In the meantime,
it has been one of the most active areas of research, and there have been several
research papers on this interesting class of binomial ideals, studying many of their
algebraic properties and invariants. The reduced Gro¨bner basis and primary decom-
position of these ideals as well as their minimal prime ideals were investigated in [12].
In certain cases, characterizations for some properties like Cohen-Macaulay-ness and
Gorenstein-ness were given, see for example [1, 2, 8, 15, 21, 22, 26, 25].
One of the efforts in studying those ideals has been concerning their minimal
graded free resolution. In [23], all binomial edge ideals, as well as their initial ideals,
with linear resolution were characterized. These ideals have in fact regularity 2, and
the only graphs (without isolated vertices) which have this property are complete
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graphs. As a generalization of this result, all binomial edge ideals with pure resolu-
tions were classified in [14]. The linear strand of JG was explicitly described via the
so-called generalized Eagon-Northcott complex in [13]. Some of the graded Betti
numbers of JG were also studied in [7, 14, 23, 27].
The Castelnuovo-Mumford regularity has been and still is an interesting invariant
arising from the minimal graded free resolution of JG. Some lower and upper bounds
for the regularity of JG and in< JG have been obtained in [16] and [18]. Indeed, for
a connected graph G with n vertices, the regularity of JG is bounded below by the
length of the longest induced path of G plus 1, and it is bounded above by n − 1.
The authors posed a conjecture in [24] which asserts that the regularity of JG is
bounded above by c(G) + 1 where c(G) is the number of maximal cliques of G.
This conjecture has been verified for closed graphs and block graphs in [9], where
moreover an exact formula for the regularity of JG was obtained where G is a closed
graph.
Finding explicit formulas for the regularity of JG for certain graphs G is an inter-
esting problem. On the other hand, as we mentioned above, the graphs for which
JG has regularity 2 were classified. So, a natural question could be if there are com-
binatorial characterizations for higher regularities. In this paper, we study these
questions and discuss several related problems as applications.
This paper is organized as follows. In Section 2, we give an exact formula for
the regularity of JG1∗G2 , (in< JG1∗G2 , resp.) in terms of the regularities of JG1 and
JG2 , (in< JG1 and in< JG2, resp.). Here, by G1 ∗ G2 we mean the join (product)
of two graphs G1 and G2 on disjoint sets of vertices, which is obtained from the
union of G1 and G2 by joining all the vertices of G1 to the vertices of G2, (see
Section 2 for precise definition). In Section 3, by applying the main theorem from
Section 2 together with a graphical classification of Pk-free graphs, we obtain the
full characterization of graphs G for which reg(JG) = 3. This characterization is
a recursive construction based on join of some smaller graphs. Consequently, we
deduce that reg(JG) = 3 if and only if reg(in< JG) = 3 which gives a partial positive
answer to a conjecture posed in [12]. We would like to note that in spite of binomial
edge ideals of regularity 2, those of regularity 3 arise from a large class of graphs.
The family of Threshold graphs is an example of graphs with regularity 3. In this
section, we also discuss higher regularities. Indeed, as an application of our main
theorem in Section 2, we show that for any positive integers 3 ≤ t ≤ n, there exists a
connected graph with n vertices whose binomial edge ideal has regularity t. Finally,
in Section 2, we characterize the graphs G such that S/JG is extremal Gorenstein.
For this purpose, we first determine all graphs G for which reg(JG) = 3 and S/JG is
Cohen-Macaulay. In Section 4, we briefly discuss some interesting conjectures and
questions concerning the regularity of binomial edge ideals. First by our regularity
formula for the join of graphs, we disprove a conjecture by Chaudhry, Dokuyucu
and Irfan in [4] on the regularity of so-called weakly closed graph. This conjecture
asserts that the regularity of JG where G is a connected weakly closed graph is
equal to ℓ(G), (i.e. the longest length of an induced path of G). Indeed, we give a
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family of connected counter-examples to this conjecture. Moreover, we show that the
difference of reg(JG) and ℓ(G) could be high enough, namely limq→∞
reg(JGq )
ℓ(Gq)+1
=∞.
We also discuss two other conjectures from [8] by Ene, Herzog and Hibi, and
from [24] by the authors of this paper, respectively. More precisely, we show that
those problems are join-closed, and hence we can extend the classes of graphs for
which those problems have been solved, (see Section 4 for precise statements of those
problems).
In this paper, all graphs are finite simple graphs, and if a graph has n vertices,
then we sometimes use [n] to denote its set of vertices.
2. Regularity of binomial edge ideal of join product
Let G1 and G2 be two graphs on the set of vertices V1 and V2, and the edge sets
E1 and E2, respectively. We denote by G1 ∗ G2, the join product (or join) of two
graphs G1 and G2, that is the graph with vertex set V1 ∪ V2, and the edge set
E1 ∪ E2 ∪ {{v, w} : v ∈ V1, w ∈ V2}.
In this section we study the behavior of the regularity of the binomial edge ideal
of the join of two graphs. Indeed, in the following theorem, we give a precise formula
to compute the regularity of the binomial edge ideal of the join of two graphs, as
well as its initial ideals, in terms of those of original graphs. More precisely, the
following is the main result of this section.
Theorem 2.1. Let G1 and G2 be graphs on disjoint vertex sets V1 and V2, respec-
tively, not both complete, and let < be any term order on S. Then
(a) reg(JG1∗G2) = max{reg(JG1), reg(JG2), 3}.
(b) reg(in< JG1∗G2) = max{reg(in< JG1), reg(in< JG2), 3}.
The above result shows that if reg(JG1) and reg(JG2) do not depend on the char-
acteristic of the field K, then reg(JG1∗G2) does not as well. The same holds for their
initial ideals.
Note that the join of two complete graphs is complete too, so that its binomial
edge ideal has a linear resolution, by [23, Theorem 2.1]. Hence, in this case, the
regularity of the binomial edge ideal is equal to 2.
Now, we need to fix some notation. If H is a graph with connected components
H1, . . . , Hr, then we denote it by
⊔r
i=1Hi. In particular, if all Hi’s are isomorphic
to a graph G, then for simplicity we may write rG.
Let V be a set. The join of two collections of subsets A and B of V , denoted by
A ◦ B, was introduced in [15] as
{A ∪ B : A ∈ A, B ∈ B}.
The join of collections of subsets A1, . . . ,At of V is denoted by ©
t
i=1Ai.
We also need to recall a nice combinatorial description of the minimal prime ideals
of binomial edge ideals given in [12]. Let G be a graph on [n], and T ⊆ [n], and let
G1, . . . , GcG(T ) be the connected components of G[n]\T , the induced subgraph of G
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on [n] \ T . For any i, we denote by G˜i the complete graph on the vertex set V (Gi).
Let
PT (G) = (
⋃
i∈T
{xi, yi}, JG˜1, . . . , JG˜cG(T )
),
which is a prime ideal in S. It was shown in [12, Theorem 3.2] that JG =
⋂
T⊂[n] PT (G).
A vertex whose removal from G increases the number of connected components of
G is called a cut point of G. If each i ∈ T is a cut point of the graph G([n]\T )∪{i},
then T is said to have cut point property for G. Now, let
C(G) = {∅} ∪ {T ⊂ [n] : T has cut point property for G}.
In particular, it is easy to see that C(G) = {∅} if and only if G is a complete graph.
Furthermore, it was shown in [12, Corollary 3.9] that T ∈ C(G) if and only if PT (G)
is a minimal prime ideal of JG.
To prove the main result of this section, we need to provide some ingredients.
The next proposition from [14] describes the minimal prime ideals of JG1∗G2 when
G1 and G2 are both disconnected.
Proposition 2.2. [14, Proposition 4.14] Let G1 =
⊔r
i=1G1i and G2 =
⊔s
i=1G2i be
two graphs on disjoint sets of vertices V1 =
⋃r
i=1 V1i and V2 =
⋃s
i=1 V2i, respectively,
where r, s ≥ 2. Then
C(G1 ∗G2) = {∅} ∪
(
(©ri=1C(G1i)) ◦ {V2}
)
∪
(
(©si=1C(G2i)) ◦ {V1}
)
.
The next lemma follows with the same argument as in the proof of [4, Lemma 3.1]
where t = 1.
Lemma 2.3. (see [4, Lemma 3.1]) Let G be a graph on [n] and i1, . . . , it ∈ [n], and
let < be any term order on S. Then
in<(JG, xi1 , yi1, . . . , xit , yit) = in< JG + (xi1 , yi1, . . . , xit , yit).
We also need the following lemma from [5].
Lemma 2.4. [5, Lemma 1.3] Let R = K[z1, . . . , zr] be a polynomial ring, and I
and J be two homogeneous ideals in S. Let < be any term order on S. Then the
following statements are equivalent:
(a) in<(I + J) = in< I + in< J ;
(b) in<(I ∩ J) = in< I ∩ in< J .
The following theorem determines exactly when a binomial edge ideal and its
initial ideals have a linear resolution. This follows from [3, Theorem 1.4] and [23,
Theorem 2.1].
Theorem 2.5. (see [3, Theorem 1.4] and [23, Theorem 2.1]) Let G be a graph with
no isolated vertices, and let < be any term order. Then the following conditions are
equivalent:
(a) JG has a linear resolution, (i.e. reg(JG) = 2);
(b) in< JG has a linear resolution, (i.e. reg(in< JG) = 2);
(c) G is a complete graph.
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We would like to remark that the above theorem was proved in [23, Theorem 2.1]
for the lexicographic term order. The only part in the proof of that theorem which
depends on the term order is that if G is complete, then the desired initial ideal of
JG is generated in degree 2. But, since G is complete, it follows that JG is just a
determinantal ideal of a (2 × n)-generic matrix, and hence by [3, Theorem 1.4] all
the graded Betti numbers of JG and any of its initial ideals coincide. In particular,
all the initial ideals of JG are generated in degree 2.
It was shown in [24] that any induced subgraph of a graph G provides an algebra
retract for S/JG. In particular, the following holds:
Proposition 2.6. [24, Proposition 8] Let G be a graph, and let H be an induced
subgraph of G. Then reg(JH) ≤ reg(JG).
Now we are ready to prove the main result of this section.
Proof of Theorem 2.1: (a) Let G := G1 ∗ G2. Since G is not a complete graph,
JG does not have a linear resolution, by Theorem 2.5. Therefore, reg(JG) ≥ 3. By
Proposition 2.6, reg(JG) ≥ reg(JG1) and reg(JG) ≥ reg(JG2), since G1 and G2 are
both induced subgraphs of G. This implies that
reg(JG) ≥ max{reg(JG1), reg(JG2), 3}.
To verify the inverse inequality, first we consider the case that both of G1 and G2
are disconnected graphs on n1 and n2 vertices, respectively. Let G1 =
⊔r
i=1G1i
and G2 =
⊔s
i=1G2i with disjoint sets of vertices V1 =
⋃r
i=1 V1i and V2 =
⋃s
i=1 V2i,
respectively, where r, s ≥ 2. Using Proposition 2.2, one can decompose JG as JG =
Q ∩Q′, where
Q =
⋂
T∈C(G)
V1⊆T
PT (G) , Q
′ =
⋂
T∈C(G)
V1*T
PT (G).
Therefore,
Q = (xi, yi : i ∈ V1) +
⋂
T∈C(G)
V1⊆T
PT\V1(G2)
and
Q′ = P∅(G) ∩
( ⋂
∅6=T∈C(G)
V1*T
PT (G)
)
= P∅(G) ∩
(
(xi, yi : i ∈ V2) +
⋂
T∈C(G)
V2⊆T
PT\V2(G1)
)
.
Then, it follows that
Q = (xi, yi : i ∈ V1) + JG2 , Q
′ = JKn ∩
(
(xi, yi : i ∈ V2) + JG1
)
,
and hence
Q+Q′ = (xi, yi : i ∈ V1) + JKn2 .
Thus, we have reg(Q) = reg(JG2) and reg(Q + Q
′) + 1 = reg(JKn2 ) + 1 = 3. Now,
the short exact sequence
0→ JG → Q⊕Q
′ → Q+Q′ → 0
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implies that
reg(JG) ≤ max{reg(Q), reg(Q
′), reg(Q+Q′) + 1},
by [20, Corollary 18.7]. Similar to the above argument (by a suitable short exact
sequence), it follows that
reg(Q′) ≤ max{reg(JG1), reg(JKn1 ) + 1 = 3},
and so that reg(JG) ≤ max{reg(JG2), reg(JG1), 3}.
Next, assume that either G1 or G2 is connected. By adding isolated vertices v
and w to G1 and G2, respectively, two disconnected graphs G
′
1 and G
′
2 are obtained.
Hence, by the previous case discussed above, it follows that
reg(JG′1∗G′2) ≤ max{reg(JG′1), reg(JG′2), 3}.
Since reg(JG′1) = reg(JG1) and reg(JG′2) = reg(JG2), we get
reg(JG) ≤ reg(JG′1∗G′2) ≤ max{reg(JG1), reg(JG2), 3},
where the first inequality for JG follows by Proposition 2.6, since G = G1 ∗G2 is an
induced subgraph of G′1 ∗G
′
2.
(b) We keep using the notation of the proof of part (a). The ideal in< JG does
not have a linear resolution, by Theorem 2.5, since G is not complete. Hence,
reg(in< JG) ≥ 3. Let Sp := K[xi, yi : i ∈ Vp] for p = 1, 2. Then (in< JG) ∩ Sp =
(in< JGp)Sp for p = 1, 2, which implies easily that Sp/ in< JGp is an algebra retract
of S/ in< JG. Therefore, reg(in< JG) ≥ reg(in< JGp) for p = 1, 2, and hence we have
reg(in< JG) ≥ max{reg(in< JG1), reg(in< JG2), 3}.
To prove the other inequality, first we assume that G1 and G2 are both discon-
nected. We show that
in<(Q ∩Q
′) = in<Q ∩ in<Q
′.
For this, by Lemma 2.4, it is enough to show that
in<(Q+Q
′) = in<Q+ in<Q
′.
It is clear that in<Q + in<Q
′ ⊆ in<(Q + Q
′), and we just need to verify the other
inclusion. By Lemma 2.3, we have
(1) in<(Q +Q
′) = (xi, yi : i ∈ V1) + in< JKn2
and
(2) in<Q = (xi, yi : i ∈ V1) + in< JG2 .
Since JKn2 ⊆ Q
′, one has in< JKn2 ⊆ in<Q
′. This together with equations (1) and (2)
implies that in<(Q+Q
′) ⊆ in<Q+ in<Q
′.
Therefore, we can consider the following short exact sequence:
0→ in< JG = in<Q ∩ in<Q
′ → in<Q⊕ in<Q
′ → in<(Q+Q
′)→ 0.
Therefore,
reg(in< JG) ≤ max{reg(in<Q), reg(in<Q
′), reg(in<(Q +Q
′)) + 1}.
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By equations (1) and (2),
reg(in<(Q +Q
′)) = reg(in< JKn2 ) = 2 and reg(in<Q) = reg(in< JG2),
respectively. Now, we need to compute reg(in<Q
′), so that we use Lemma 2.4 again.
Namely, we have
in<Q
′ = in<(JKn) ∩ in<
(
(xi, yi : i ∈ V2) + JG1)
)
,
since
in<
(
JKn + ((xi, yi : i ∈ V2) + JG1)
)
= in<(JKn) + in<((xi, yi : i ∈ V2) + JG1),
which is equal to (xi, yi : i ∈ V2) + in< JKn. Then, by taking a suitable short exact
sequence (in a similar way as above), it follows that
reg(in<Q
′) ≤ max{reg(in< JG1), reg(in< JKn) + 1 = 3}.
Therefore, we get
reg(in< JG1∗G2) = max{reg(in< JG1), reg(in< JG2), 3}.
Next, we assume that either G1 or G2 is connected. With the same method as in
the proof of part (a) of the theorem, we provide two new disconnected graphs G′1
and G′2. Then, by the above argument, we have
reg(in< JG′1∗G′2) = max{reg(in< JG′1), reg(in< JG′2), 3}.
Let S ′ be the polynomial ring with variables correspond to the vertices of the graph
G′1∗G
′
2. Then the desired result follows from the fact that S/ in< JG1∗G2 is an algebra
retract of S ′/ in< JG′1∗G′2 , together with the fact that reg(in< JG′i) = reg(in< JGi) for
i = 1, 2. 
3. Characterization of binomial edge ideals with regularity 3
In this section our main goal is to characterize binomial edge ideals of regular-
ity 3. As it was mentioned in the previous section, the binomial edge ideals with
regularity 2 were characterized in [23]. It is natural to ask about a combinatorial
characterization of binomial edge ideals of higher regularities. In this section, as
an application of the main result of Section 2, we give such a characterization. We
need the next theorem from graph theory which gives a characterization of Pk-free
graphs. For this, we first recall some necessary graph theoretical notion.
By Pk we mean the path graph with k vertices, and by a Pk-free graph we mean
a graph which has no induced subgraph isomorphic to Pk. A dominating set of a
graph G is a subset X of vertices of G such that every vertex not in X has a neighbor
in X . A connected dominating set of a graph G is a dominating set X for which
the induced subgraph GX of G is connected. A connected dominating set whose
all proper subsets are not connected dominating sets is called a minimal connected
dominating set. A connected dominating set of minimum size is called a minimum
connected dominating set.
Theorem 3.1. [6, Theorem 4] Let G be a connected Pk-free graph, with k ≥ 4, and
let X be any minimum connected dominating set of G. Then GX is Pk−2-free or
isomorphic to Pk−2.
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In the following, we denote the complete graph on t vertices and its complementary
graph by Kt and K
c
t , respectively. Moreover, for a vertex v of a graph G, denoted
by N(v) we mean the set of all adjacent vertices to v in G. We also set N [v] :=
N(v) ∪ {v}.
Note that whenever JG = (0), namely G consists of isolated vertices, we have
reg(S/JG) = 0. In this case, we set reg(JG) = −∞.
The next theorem is the main application of Theorem 2.1:
Theorem 3.2. Let G be a non-complete graph with n vertices and no isolated ver-
tices. Then reg(JG) = 3 if and only if either
(a) G = Kr ⊔Ks with r, s ≥ 2 and r + s = n, or
(b) G = G1 ∗G2 where Gi is a graph with ni < n vertices such that n1 + n2 = n
and reg(JGi) ≤ 3 for i = 1, 2.
Proof. First, assume that G is a disconnected graph with the connected components
H1, . . . , Ht. Then reg(S/JG) =
∑t
i=1 reg(S/JHi), and hence
reg(JG) =
t∑
i=1
reg(JHi)− t+ 1.
Since G does not have any isolated vertices, we have reg(JHi) ≥ 2 for all i = 1, . . . , t.
Therefore, it follows that reg(JG) = 3 if and only if t = 2 and reg(JH1) = reg(JH2) =
2, since t ≥ 2. Then, Theorem 2.5 implies that reg(JG) = 3 if and only if G = Kr⊔Ks
with r, s ≥ 2 and r + s = n.
Next, suppose that G is connected. If G = G1 ∗ G2 satisfies condition (b), then
it immediately follows from Theorem 2.1 that reg(JG) = 3. Now, we prove the
converse. Suppose that reg(JG) = 3. Then, by Proposition 2.6, G is P4-free, since
reg(JP4) = 4. Thus, by Theorem 3.1, for any minimum connected dominating set
X of G, GX is P2-free or isomorphic to P2. Hence, for any minimum connected
dominating set X of G, GX is just a vertex or it is just an edge. Note that G has
a connected dominating set, because it is connected. Now, let X be a minimum
connected dominating set of G. If GX is a vertex, then it follows that G = K1 ∗
GV \{v}. Since GV \{v} is an induced subgraph of G, we have reg(JGV \{v}) ≤ 3, and
hence G satisfy condition (b). Now assume that GX is an edge, say {u, w}. Let
U := N(u) \N [w], W := N(w) \N [u] and Z := N(u) ∩N(w). If U = ∅ or W = ∅,
then it follows that G = K1 ∗GV \w or G = K1 ∗GV \u, and hence the result follows
similar to the previous case. Therefore, we assume that U and W are both non-
empty. Note that all the vertices in U are adjecent to all the vertices in W , since
otherwise passing through u and w, an induced path isomorphic to P4 exists, which
is a contradiction. On the other hand, if there is a vertex z ∈ Z and vertices in
u1 ∈ U and w1 ∈ W such that z is not adjacent to neither u1 nor w1, then z, u, u1, w1
provides an induced path in G. But this is a contradiction, because G is P4-free.
Therefore, any vertex in Z is adjacent either to all the vertices in U or to all the
vertices inW . Without loss of generality, we assume that all the vertices of Z and U
are adjacent. Then, it follows that G = GZ∪W∪{u}∗GU∪{w}. Since both of GZ∪W∪{u}
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and GU∪{w} are induced subgraphs of G, the regularity of their binomial edge ideals
is ≤ 3, and hence G satisfies condition (b). Therefore, we get the desired result. 
The above theorem recovers [10, Proposition 3.1] in the special case of closed
graphs. Note that by Theorem 3.2, the graphs Kr ⊔ Ks with r, s ≥ 2 are the
only disconnected graphs without isolated vertices whose binomial edge ideals have
regularity 3. Moreover, either G1 or G2 in part (b) of Theorem 3.2, could be dis-
connected, even just a bunch of isolated vertices. Also, note that it is clear that the
regularity of the binomial edge ideal of a graph is not changed by adding isolated
vertices.
The graphs G with reg(JG) = 3 which were described in Theorem 3.2 can be
constructed recursively. Indeed, given a positive n, let
G(n) := {G : |V (G)| = n, reg(JG) ≤ 3}.
First note that, by Theorem 2.5, the only graphs G in G(n) with reg(JG) < 3 are
of the form Kr ⊔K
c
t with r + t = n and r ≥ 1 and t ≥ 0. Now, let G ∈ G(n). By
Theorem 3.2, it follows that either G = Kr ⊔Ks⊔K
c
t with r, s ≥ 2 and r+ s+ t = n
for some t ≥ 0, or G = (G1 ∗G2) ⊔K
c
t where t ≥ 0 and Gi ∈ G(ni) for i = 1, 2 such
that ni < n and n1 + n2 + t = n. In the latter case, since Gi ∈ G(ni), one can apply
again Theorem 3.2 for G1 and G2. By proceeding in this way, after a finite number
of steps, we obtain graphs of the form Kr ⊔Ks ⊔K
c
t where r ≥ 1 and s, t ≥ 0. So,
roughly speaking, these graphs could be seen as building blocks of the elements of
G(n).
It is clear that the smallest graph whose binomial edge ideal has regularity 3 is
P3, and it is in fact the only graph on three vertices with this property. Now, as an
example, let us apply the above construction for n = 4. Indeed, applying the above
construction implies that the only graphs G on four vertices with reg(JG) = 3 are
the following six graphs: 2K2, K
c
2 ∗K
c
2 (i.e. the 4-cycle), K
c
2 ∗K2, (K2 ⊔K1) ∗K1,
Kc3 ∗K1 (i.e. the star graph K1,3), and K1 ⊔ (K1 ∗K
c
2).
Note that threshold graphs, a well-known large class of graphs, provide a special
class of graphs constructed as above. We are grateful to Asghar Bahmani who
pointed out this nice class of graphs to us.
The next corollary gives a partial positive answer to a conjecture, due to Ene,
Herzog and Hibi, posed in [8, page 68]. This conjecture says that the extremal Betti
numbers of JG and in<lex JG, and in particular their regularities, coincide. Recall
that Theorem 2.5 implies that reg(JG) = 2 if and only if reg(in< JG) = 2 for any
term order <. In the next section, we make further comments on this conjecture.
Corollary 3.3. Let G be a graph, and let < be any term order on S. Then reg(JG) =
3 if and only if reg(in< JG) = 3. In particular, if reg(JG) = 3, then in< JG is
generated in degree at most 3.
Proof. If reg(in< JG) = 3, then reg(JG) ≤ 3, by [11, Corollary 3.3.4]. Hence, we
deduce that reg(JG) = 3, by Theorem 2.5. Conversely, suppose that reg(JG) = 3.
We may assume that G has no isolated vertices. If G = Kr ⊔Ks, for r, s ≥ 2, then
in< JG = in< JKr + in< JKs, and hence reg(in< JG) = 3, since Kr and Ks are on
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disjoint sets of vertices, and reg(in< JKr) = reg(in< JKs) = 2. Now, let G satisfy
condition (b) of Theorem 3.2. Then it is enough to use induction on the number of
vertices. Hence, the result follows from Theorem 2.1 and Theorem 3.2. 
Note that by Theorem 3.2 the characterization of binomial edge ideals of regular-
ity 3, as well as regularity 2, is indeed independent of the characteristic of the field
K.
After having characterized binomial edge ideals with regularity 2 and 3, now
it is natural to ask about higher regularities. In general, the regularity of JG is
bounded above by n and this bound is attained if and only if G is the path graph
on n vertices, see [16, Theorem 3.2] and [18, Theorem 1.1]. Now, one may ask the
following question: Given positive integers n and t with 3 ≤ t < n, does there exist
a connected graph G with n vertices and reg(JG) = t?
Applying Theorem 2.1 (a), it follows that the above question has a positive answer.
Indeed, let G1 be any graph with n1 vertices and reg(JG1) = t, and let G2 be any
graph with n2 vertices and reg(JG2) ≤ t, where n1, n2 > 0 and n1 + n2 = n. Then,
G1 ∗G2 has n vertices and Theorem 3.2 implies that reg(JG1∗G2) = t. In particular,
G1 could be Pt and G2 could be any graph with n− t vertices with reg(JG2) ≤ t, for
example G2 could be just K
c
n−t.
In the rest of this section, our aim is to characterize all binomial edge ideals
which are extremal Gorenstein, as a consequence of Theorem 3.2. First we recall
the definition. Note that if I is a graded ideal in a polynomial ring R over a field
such that R/I is Gorenstein, then I can never have a linear resolution unless I is a
principal ideal. However, if the minimal graded free resolution of I is as linear as
possible, then I is said to be extremal Gorenstein. In particular, in the case that I is
a graded ideal generated in degree 2, it is extremal Gorenstein if R/I is Gorenstein
and reg(I) = 3.
Now, using Theorem 2.1 (a), we characterize all Cohen-Macaulay binomial edge
ideals with regularity 3. Note that all binomial edge ideals with regularity 2 are
Cohen-Macaulay, since by Theorem 2.5, they are just determinantal ideals. In the
proof of the following proposition, we use the classical notion of ℓ-connected-ness of
a graph; given a positive integer ℓ, a connected graph G on at least ℓ + 1 vertices
is called ℓ-connected, if the induced subgraph obtained by deleting any subset of
vertices of cardinality less than ℓ from G is a connected graph as well. It follows
obviously from the definition that if G is an (ℓ+ 1)-connected graph, then it is also
ℓ-connected.
Proposition 3.4. Let G be a graph on the vertex set [n] which has no isolated
vertices. Then the following statements are equivalent:
(a) S/JG is Cohen-Macaulay and reg(JG) = 3;
(b) G = Kr⊔Ks with r, s ≥ 2 and r+s = n, or G = K1 ∗ (Kr⊔Ks) with r, s ≥ 1
and r + s = n− 1.
Proof. If G = Kr ⊔Ks with r, s ≥ 2 and r + s = n, then conditions in (a) follows,
by the fact that JKr and JKs are determinantal ideals and by Theorem 3.2. If
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G = K1 ∗ (Kr ⊔ Ks) with r, s ≥ 1 and r + s = n − 1, then reg(JG) = 3 by
Theorem 3.2. In this case, G is clearly a block graph (with blocks Kr+1 and Ks+1).
Then by [8, Theorem 1.1], it follows that S/JG is Cohen-Macaulay.
Conversely, assume that S/JG is Cohen-Macaulay and reg(JG) = 3. Therefore,
G is not a complete graph by Theoem 2.5. If G is disconnected, then Theorem 3.2
implies that G = Kr ⊔ Ks for some r, s ≥ 2 such that r + s = n. Now suppose
that G is connected. Then, by Theorem 3.2 it follows that G = G1 ∗ G2 with
reg(JG1), reg(JG2) ≤ 3, where G1 and G2 are graphs on n1 and n2 vertices, respec-
tively, such that n1 + n2 = n and 1 ≤ n1, n2 < n. Without loss of generality, we
assume that n1 ≤ n2. Then it can be easily seen that G is n1-connected. Therefore,
by [1, Proposition 3.10], we deduce that n1 = 1 and hence G1 = K1, since S/JG
is Cohen-Macaulay. This implies that n2 ≥ 2, because G is not complete. If G2 is
connected, then it follows that G = G1 ∗ G2 is 2-connected. Thus, G2 has to be
disconnected, and hence G2 = Kr ⊔ Ks ⊔ K
c
t where r, s ≥ 1 and t ≥ 0, by Theo-
rem 2.5 and Theorem 3.2. Therefore, G is a block graph (with blocks Kr+1, Ks+1,
and t copies of K2 if t ≥ 1). Then, again by using [8, Theorem 1.1], we deduce
that t = 0, or equivalently G has only two blocks Kr+1 and Ks+1, because S/JG is
Cohen-Macaulay. Therefore, G = K1∗(Kr⊔Ks) with r, s ≥ 1 and r+s = n−1. 
Finally, we give the characterization of extremal Gorenstein binomial edge ideals.
Indeed, binomial edge ideals rarely admit this property.
Corollary 3.5. Let G be a graph with no isolated vertices. Then the following
statements are equivalent:
(a) JG is extremal Gorenstein;
(b) G = 2K2 or G = P3.
Proof. It is enough to determine for which graphs G of the forms in part (b) of
Proposition 3.4, S/JG is Gorenstein. If G = Kr ⊔ Ks with r, s ≥ 2, then S/JG is
Gorenstein if and only if r = s = 2. Indeed, the minimal graded free resolution of
S/JKr⊔Ks is just the tensor product of the ones of S
′/JKr and S
′′/JKr where S
′ and
S ′′ are suitable polynomial rings over K, and S ′/JKr and S
′′/JKs for r, s ≥ 2 are
resolved by the Eagon-Northcott complex. This implies that the last Betti number
of JKr⊔Ks for r, s ≥ 2 is equal to 1 if and only if r = s = 2. If G = K1 ∗ (Kr ⊔Ks)
with r, s ≥ 1, then G is a closed graph with maximal cliques Kr+1 and Ks+1 which
intersect in one vertex. Then by [8, Corollary 3.4], it follows that S/JG is Gorenstein
if and only if r = s = 1, and hence G = P3. 
4. Further remarks on related problems
In this section we would like to make some remarks on some nice conjectures and
questions concerning the regularity of binomial edge ideals. Indeed, by Theorem 2.1
we get some negative and positive answers to those conjectures.
We start with disproving a conjecture by Chaudhry, Dokuyucu and Irfan in [4].
Let us first recall the notion of weakly closed graphs, as a generalization of closed
graphs. Let G be a graph with the vertex set [n] and edge set E, which admits a
labeling of vertices with the following property: for all i, j ∈ [n] with j > i+ 1 and
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{i, j} ∈ E, and for all i < k < j, one has either {i, k} ∈ E or {j, k} ∈ E. Then G
is called a weakly closed graph. Weakly closed graphs were introduced in [17]. Any
closed graph is weakly closed.
For any graph G, let ℓ(G) denote the length of the longest induced path in G. As
we recalled in the introduction, if G is a connected graph, then reg(JG) ≥ ℓ(G) + 1,
by Proposition 2.6. The following conjecture appeared in [4]:
Conjecture 4.1. If G is a connected weakly closed graph, then reg(JG) = ℓ(G)+ 1.
Now, we give a family of counter-examples to this conjecture. First note that it is
easily observed that the join of two weakly closed graphs G1 and G2 is a connected
weakly closed graph. On the other hand, it is clear that ℓ(G) = max{ℓ(G1), ℓ(G2)}.
Now, using these facts together with Theorem 2.1, one can construct various counter-
examples. Here, we give the following family of graphs as an example: Let H1 = K1,
and let q ≥ 2 be a positive integer and H2 =
⊔q
i=1 Pti, (i.e. a disjoint union of q
paths), with 3 ≤ t1 ≤ · · · ≤ tq. Since any path graph is a closed graph, it is also
weakly closed. Therefore, as we mentioned above, G = H1 ∗H2 is weakly closed and
ℓ(G) = tq − 1. However, Theorem 2.1 (a) implies that reg(JG) =
∑q
i=1 ti − q + 1,
which yields that reg(JG) > tq − 1. Furthermore, by constructing a sequence of
graphs (Gq)q≥2, as above, where Gq = K1 ∗ (
⊔q
i=1 Pti) and t1 = · · · = tq = q
2, it
follows that
lim
q→∞
reg(JGq)
ℓ(Gq) + 1
=∞.
This shows that the difference between reg(JG) and ℓ(G) could be big enough in
connected graphs.
Besides Conjecture 4.1, the more general problem that for which graphs the equal-
ity to ℓ(G)+1 is attained, was discussed in [4]. This is indeed a reasonable question.
By Theorem 2.1 (a), it follows that the class of such graphs is join-closed, namely
if the regularities of JG1 and JG2 attain the lower bounds ℓ(G1) and ℓ(G2), respec-
tively, then JG1∗G2 do. This follows since the longest induced path of G1∗G2 is equal
to the maximum of the G1 and G2, as we mentioned above. In [9], it was shown
that connected closed graphs belong to this class. Moreover, in [4], the so-called Cℓ
graphs were given as another examples of such graphs.
Next, we deal with the conjecture which we pointed out in Section 3. This con-
jecture is due to Ene, Herzog and Hibi. Here, we mention a partial form of this
conjecture:
Conjecture 4.2. [8, Page 68] Let G be a graph. Then reg(JG) = reg(in<lex JG).
Theorem 2.1 indicates that if the above conjecture holds for G1 and G2, then
it holds for the graph G1 ∗ G2, as well. Therefore, the class of graphs for which
Conjecture 4.2 holds, is also join-closed. Among the known graphs in this class, are
the closed graphs and Cℓ-graphs, (see [4] and [9]). Note that the join of two graphs
of aforementioned forms is not necessarily of the same type.
The next conjecture we would like to look at, is the following due to the authors:
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Conjecture 4.3. [24, Page 12] Let G be a graph, and let c(G) be the number of
maximal cliques of G. Then reg(JG) ≤ c(G) + 1.
The class of graphs for which Conjecture 4.3 holds, is also join-closed. Indeed,
by Theorem 2.1 (a), if G1 and G2 belong to this class, then G1 ∗ G2 belongs too,
since it is easily seen that c(G1 ∗ G2) = c(G1)c(G2). From the graphs of this class
we can mention closed graphs and block graphs, (see [9]), as well as graphs with no
triangles where c(G) equals the number of edges. It is clear that the join of these
types of graphs could provide graphs not with the same type.
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