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Abst rac t - - In  this paper, we consider a diffusional food-limited populat ion model incorporat ing 
a discrete time-delay. For the ease when the delay is small, we show that  monotone travell ing front 
solutions exist connect ing the two uniform steady states of the model. The effect of a larger delay is 
studied numerically, suggest ing that  in this case travelling fronts still exist but lose their monotonicity. 
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1. INTRODUCTION 
The logistic differential equation 
d--t- (t) = ru(t) 1 - 
with r and K positive constants, is often used to model the growth of a population. When the 
only measurements made on a population are its actual size at a succession of times, and if such 
data is used to estimate the values of r and K,  we can usually get a fairly good fit to an observed 
growth curve [1]. 
However, in determining whether or not the growth of a population is really logistic, other 
information about the population is needed. If the growth is indeed logistic, then it follows that 
the growth rate per capita, i.e., ( l /u)  a~ should decrease linearly with increasing u. However, -ag, 
Smith [2], in his laboratory experiments on populations of Daphnia magna , used a technique by 
which the population could be maintained indefinitely at a given level of crowding to estimate 
growth rates at w, rious different density levels. He found that the growth rate per capita did not 
decrease linearly with u, but that the relationship between these quantities was a convex curve, 
decreasing linearly for small u but levelling off at large u. 
Snfith [2] reasoned that a food-limited population in its growing stage requires tbod for both 
maintenance and growth, whereas, when the population has reached saturation level, food is 
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needed for maintenance only. On the basis of these assumptions, he derived a differential equation 
of the form 
d~ (t) = ,.~(t) sc + 7 . ( t ) /  (1.1) 
See also Pielou [1] for a derivation and discussion of (1.1). Note that in this model, the per capita 
growth rate ( l /u)  du is monotonically decreasing in u, linearly for small u but levelling off to a 
constant for large u. This was what Smith noted in his observations of the growth of populations 
of Daphnia magna. 
In this paper, travelling wave-front solutions will be investigated for the partial differential 
equation 
0~ (x, t) = ~(x, t) ( ~ - ~(x, i :  ~) ) °'~" 0-~ \1  + 7~4x, t - ~) .  + ~ (:~-, t), (1.2) 
which is equation (1.1) having first been nondimensionalised and modified to include time-delays 
and spatial dispersal. 
In the spatially homogeneous case equation (1.2), in the form 
dt - ru(t) I f  + "yu(t - r ) '  r > 0, (1.3) 
has been studied by several investigators in recent years. Gopalsamy et al. [3] investigated 
the u = K equilibrium, showing it to be globally stable if "rTe "~ < 1, and they followed up their 
investigation in [4] by allowing the coefficients r and ? to become periodic functions of t. Global 
stability in a slightly more general equation was studied by So and Yu [5]. 
There has been little investigation of the consequences of incorporating diffusion into food- 
limited models but Feng and Lu [6] have considered the following food-limited model without 
time delay, 
K(x) - ~(x, t) 
Ou(x,t)ot Au(x, t )  = r(x)u(x,t )  K (x  ) + ~ ( ~  t) (1.4) 
and the time-delay model 
I t (x)  - au(x , t )  - bu(x,t  - r) (1.5) 
cgu(x,t) Au(x , t )=r (x )u(x , t )  K (x)+aT(x)u(x , t )+bT(x)~z(x , t  r) Ot - ' 
where x = (Xl, x2 . . . .  x,~) E f~ c R n with f~ bounded and the operator A, given by 
fi fi 0 A = ai j (x)  OxiOx--~j + ¢/j(x) &~j, 
i , j=l j= l  
is uniformly strongly elliptic (this includes the case A = V 2, of course). They studied both of 
these problems under a general boundary condition that includes both the zero-DMchlet and 
zero-Neumann cases, establishing a global convergence result to a nonzero steady state (which 
may be x-dependent). 
The aim of this paper is to prove that equation (1.2) possesses permanent form monotone 
travelling front solutions connecting the two uniform steady states u - 0 and u ~ 1 for any given 
propagation speed exceeding 2, provided the delay T is less than some critical value depending 
on the speed. For the proof, we use a new technique recently developed by Wu and Zou [7], to 
handle classes of equations (and coupled systems) where the reaction term is not monotonically 
increasing with respect o the delayed variable u(x, t -w)  as is evidently the case in equation (1.2). 
In any given equation, whether or not such a monotonicity condition holds is an important fac- 
tor in determining what type of approach may be adopted towards proving existence of travelling 
fronts. As examples, recall the delayed Fisher equation 
__  02  'U 
Ouot (x,t) = u(x,t)(1 -u (x , t  - v)) + ~ (x,t), (1.6) 
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the equation studied by Kobayashi [8] 
O'u O2u (z, t), -~(z , t )  = 'u (z , t -  T)(I -u (x , t ) )+ (1.7) 
and the Nicholson's blowflies equation 
- -  02u (z, t), (1.8) 
all l)arameters being positive. In each case, assume we want to establish existence of monotone 
travelling fi'onts connecting the two unifornl states. Then equation (1.7) has the property that 
the reaction term is monotonically increasing with respect o the delayed variable it(z, t - 7-), and 
existence of travelling fi'onts for this equation can be established using the theory of Schaaf [9] 
or the monotone iteration technique due to Zou and Wu [10]. Equation (1.6) does not have this 
property and was considered by Wn and Zou [7] as an illustration of a method they developed to 
handle more general equations lacking the monotonicity property. For the Nicholson's blowflies 
equation the two uniform steady states are 0 and ( l /a) ln(p/5)  (if p/O- > t). The reaction term 
as a function of u(z, t - r) is nlonotone only when p/i5 < c and existence of monotone travelling 
fronts was shown under this condition by So and Zou [11]. The Nicholson's blowflies equation has 
also been studied with distributed elays (i.e., the quantity u(:r, t r) is replaced by an integral 
convolution involving all past times) and travelling wave solutions have been investigated by 
Gourley [12] for particular types of convolution kernels. 
In Sections 2 and 3, we shall establish the existence of monotone travelling fronts for equa- 
tion (1.2) for sufficiently small values of the delay r. In Section 4, we shall address the question 
of what happens when the delay is not so small. When the delay exceeds a critical value the 
fronts start to lose their monotonicity and develop a humI). Numerical sinmlations will be used 
to investigate this phenolnenon and to study the evolution towards such a nonmonotone front. 
Some authors incorporate monotonicity into their definition of a travelling front. In this paper, 
we shall not do this. A travelling fi'ont with speed c is simply a solution of the single varial)le z+ct  
that connects two different steady states. It may or m~U not be monotone. 
2. PREL IMINARIES  
The theory developed by VVu and Zou [7] is quite general and extends to coupled systems 
as well as scalar equations. Their theorems on existence of wavefi'ont solutions involve different 
hypotheses depending on whether quasimonotonicity 1)roperties hold or not, and it is Theoreln 4.5 
of their work that is particularly relewmt here. In this section, we set up the notation and 
sunnnarise tile relevant results. 
Consider a scalar delayed reaction-diffnsion equation of the fornl 
0 2 It 
0,t0t (z, t) : f(ut(:c)) + D ~ (z, t), (2.1) 
where t > 0, x c R, D is a positive constant, f is a continuous functional nlapping C([ - r ,  0], R) 
into R and ut(x) is an element in C([ - r ,  0], R) pal'ameterised by a: E R and given by 
,;~(:;:)(.~) = .(:~., t + ,~), fo~. ,,. e l -T,  0]. 
We seek travelling wave solutions of (2.1) by setting u(z,t)  = U(z) with z = x + ct. On 
substitution, we find as iI1 [7] that such solutions must satisfy 
DU"( : )  - ~,U'(:) + fc(U~.) = 0, (2.2) 
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where for each z E R,  U~(.) is the function 
u (s) = + s) ,  forsC 
and the functional fc, which maps C([-cT, 0], R)  into R,  is given by 
f~(g,) = f (~U), where '~bc(s):= g,(cs), for s E f - r ,  0]. 
It is assumed that  (2.1) has two spatial ly uniform steady states, taken without loss of generality 
to be u - 0 and u - K > 0, and travelling fronts are sought connecting these two uniform states. 
This assumption is formally stated as 
(A1) there exists K > 0 such that  f(0) = f ( /<)  = 0 and f(t2) ¢ 0 for all u c (0, K) ,  where 
denotes the function identically taking the value u on f - r ,  0]. 
Next, we require from [7] their "relaxed" quasimonotonieity assumption appropr iate for the case 
of delayed reaction terms which are nonmonotone, namely: 
(A2) there exists a number/3 > 0 such that  
L(O)  - + - _> o, 
for all functions ¢, ~ E C([--cT, 0], R)  such that 
(i) 0 _< .O(s) _< ¢(s) _< K for s E [-cT, 0]; 
(ii) e~(~(s)  - O(s)) is nondecreasing for s E [-cT, 0]. 
We also define the following set F, which is known as a profile set. In this set/3 is the same as 
in assumption (A2). 
U( -oc )  = 0 and U(oo) = K; 
F = U E C(R ,  R)  : U(z) is nondecreasing for all z E R; 
for every s > 0, e~z(U(z + s) - U(z)) is nondecreasing in z. 
Upper and lower solutions for (2.2) are defined below. 
DEFINITION 1. An upper solution of (2.2) is a continuous function W(z)  whose first and second 
derivatives exist almost everywhere and which satisfies the differential inequality 
DW"(z )  - cW'(z) + fc(W~) <_ O, (2.3) 
for almost all z E R.  
A lower solution of (2.2) is a function defined in a similar way but with the above inequality 
reversed. 
Now, Theorem 4.5 in [7] states, for a scalar equation, the following. 
THEOREM 1. Assume that (A1) and (A2) hold and that (2.2) has an upper solution W(z)  C F 
and a lower solution V(z). Suppose also that 
(i) 0 _< V(z) <_ W(z)  <_ K for all z ~ R; 
(ii) V(z) ~ O; 
(iii) e/3z(W(z) - V(z)) is nondecreasing for z E R.  
Then (2.2) has a monotone solution satisfying U(-cx~) = 0 and U(oc) = K. 
REMARKS. The lower solution V need not lie in the profile set F. However, unlike in some other 
applications of upper/ lower solutions in reaction diffusion theory, the lower solution must not be 
the zero function in the theory we are applying here. 
In the subsequent sections of this paper, we shall use the above theorem to prove the existence 
of monotone travelling fi'ont solutions of (1.2) for sufficiently small delays. 
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3. EX ISTENCE OF  A MONOTONE WAVEFRONT SOLUTION 
Conversion of (1.2) into travelling wave form, with 'u(x, t) = U(z), z = :r + ct, yields 
( } : ) 
u"(~)  - ~u'(~) + u(~)  \ 1 + -~u(~ - ~-) = o, (3.1) 
and solutions of this equation are sought satisfying U(-oc) = 0 and U(oc) = 1. Assumption (A1) 
is satisfied, with K = 1. We now need to verify (A2). In our equation the functional f~ is given 
by 
3 _- 
f~(U) = U(O) I + TU( -cT)  ] " 
Let 0, ~ C C([-cr,  0], R) be two functions uch tliat 0 _< q)(<s) _< 0(.s) <_ 1 and cm'~(O(,s) - 'O(s ) )  
is nondecreasing for all s E [-m-, 0]. For any such functions, 
0( -~7)  - .~.,(-c~-) _</c .  (~(o)  - .~::,(o)) (3.2)  
and 
( 1 _- O(-cT) 1 -,~9(-cr) 
fc(q~)- fc( '~)= 0(0) \  1 + 7q~(_cr ) ) -  '4 , (0 ) ( i -+-7~)  ) 
Fc(0, ?,') 
(1 + 7q~(--CT))(1 + 7,m(-cr)) ' 
where, after some algebra, the numerator Fc(0, '4') can be put into the ibrln 
Fc(qb, ~) = (0(0) - 4(0))(1 - 70(--CT)~'(--CT)) - (~b(0) -~ /9( ( ) ) )0 ( -cT  ) 
- (O(-c~-)-  ,~(-cT)),¢,(o)+ 7(~,(o) ¢,(-c,~-) -.,/,(o)o(-c~-)). 
Using the fact that ¢ and ~ are bounded by 1 together with inequality (3.2) and 
6(o)~(-c~-) -~(o)0( -~T)  > O(o) (¢( -c ; )  - e(-(,~-)) 
_> -O(o)d~c~-(O(o) - ¢,(o)) 
>_ -~."~c70(o) - ~(o)) ,  
we conclude that 
(0(0) - 0(0)) ( -7  - (1 + 7)e me') 
L(~)  - L ( '~)  -> 
(1 + 74~(-c.7-))(1 + 7~O(--CT)) 
_> (0 (0)  -0 (0) ) ( -7  - (1 + 7)(/~c~-) .
Thus, 
fc(0) - fc(¢) + fl(0(0) - 4(0)) _> (0(0) -~)(0)) (fl - 7 - (1 + 7)em~'~), 
and so (A2) is satisfied provided that 
e/3c~ < f l -  7 
- 1+%' 
which will be true for any value of fl > 1 + 27 provided that r is sufficiently small. 
Next, we construct an upper solution for (3.1). Let 
Ac(A) := -A 2 + cA - 1, (3.3) 
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then for any c > 2 the equation A~(A) = 0 has two real positive roots -'~1 and A2. We take A1 < A2. 
Furthermore, A¢(A) > 0 for ,~ E (A1, A2). 
Now let a be any positive number and define 
1 
(3.4) W(z)  - 1 + cte -'\~z 
We claim that for any fixed c > 2, W is an upper solution for (3.1) when the delay ~- is sufficiently 
small. Note that  W(z)  E (0, 1) for all z E ( -ec ,  oc). After some algebra, and using the fact 
that  A~ = cA1 - 1, we can show that 
- cW' (z )  + \ 1 + -yw(  - ) 




(1 4- ae-'Xlz) 3 (1 4- ae -a~e a,~') (--cte-AlZ [(2C)~1 -- 3)e "xlcw 4- 1] -- [2cA1 -- 1 - -  e /~ lCT] )  
and it is easily seen that cA1, as a function of c E (2, oc), is a monotonically decreasing function 
which takes values in the range (1, 2) only. Thus, cA1 > 1 for any c > 2. Now, the first square 
bracketed term in (3.5) is easily seen to be positive for T > 0 sufficiently small, since it is a 
continuous function of r which, when r = 0, takes the value 2(Ckl - 1) > 0. The same argument 
applies to the second square bracketed term. Thus, since a > 0 we have, for r sufficiently small, 
( l -W(z -c r )  ) 
W " ( z ) - c W ' ( z ) + W ( z ) i -+-~IV(; -- ~)  <- O, 
and thus, W(z) ,  defined by (3.4), is an upper solution for (3.1). 
Next, we need a lower solution. We again assume that c > 2 and take A~ and A2 to be the 
two roots of Ac(A ) = 0, A c being given by (3.3), with 0 < A1 < A2. Now choose c > 0 such 
that  s < A1 and A~ + s < A2. Then, note that 
Ac()~l 4- e) > 0. 
We claim that, for a suitably chosen value of M > 1, the function 
V(z)  = max (0, (1 - Me Cz) e ~iz) = { O, 2~ >_ zt, (3.6) 
(1 - ,~le ez) e "xl=, z < Zi, 
zl being given by Me ~ = 1, is a lower solution of (3.1). It is easy to verify that 0 < V(z)  < 1 
for all z E ( -oc ,  ec). Also, M > 1 implies Zl < 0. The graph of V(z) ,  together with that of the 
upper solution W(z)  (expression (3.4)) is shown in Figure 1. 
zL 0 
W(z) 
Figure 1. Graphs of the upper solution W(z) and the lower solution V(z). 
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To show that  V(z) is a lower solution we need to show that  
(1 -V(z -c r )  ) 
v" (z ) -cV ' ( z )+V(z )  \ f~7~-~)  >0 
For z > Zl, the verif ication is tr ivial,  since V(z) = 0 in this case. For z < zl,  we have V(z)  = 
(1  - Me~Z)e Alz and a calculat ion shows that  
( ,  - V(z  - ~)  ] 
V"(z)  eFt(z) + V(z)  \ 
= v"(z)  - cV'(z) + V(z) (1 - ('7 
+ 1)V(z CT ) "~ 
1 + ~--~(z---c-~} 
e X'z 1~7 -- C)~l + 1 -- Me ~z [(~1 -t- <)2 _ c()tl  -.I- e) -I- 1] 
! -  
('7 + 1) (1  - Me ~z) (1 - 1hie ~(z-cr)) e A'(z-cr) 
1 + '7 (1 - Me c(z-c'~)) e x](z-c'~) 
Now, for z < zl ,  0 < 1 - Me ez < 1, and thus, we may est imate the last term in the above 
expression as 
('7 + 1) (1  - Me  ~)  (1 - ~1e ~(~-<)  e ~'(~-cT) 
< ('7 + 1)e ~,(~-~T). 
1 + '7 (1 - Me ~(~-~')) e ~'(~-c~) 
Noting also that  A 2 - cA1 + 1 = 0 and (A1 + c) 2 - c(A1 + ¢) + 1 = -Ac( /~ l  + ~), we now have 
(1 - -  V(z--C7") "~ e,M z (7l,,SeEzac(l~ 1 -P#) (7 Jr-1) eX'(z-cr,) 
v"p . )  - cV ' t z )  + v (~)  igWgz-7) )  >- - " 
F ina l ly  since c < ~1 and z < 0, we have e ~z > e )qz, and thus, 
( 1_ --V(z--el-) ) e2;~,Z(M/kc(A1 + 1)e_ .Mcr  ) V"(z)-cV'(z)+V(z) \ I+'TV(z-cT)  -> ~ ' ) - ( '7+ - 
The bracketed part  in the r ight-hand side of the above is now independent of z and so can be 
made posit ive by tak ing M sufficiently large, since Ac(A1 +e)  > 0. Thus, V(z)  is a lower solution. 
In order to apply  Theorem 1 we stil l have to ensure that  M,  a ,  and l~ can be su i tably  chosen 
to ensure that  
(a) 0 <_ V(z)  <_ W(z)  <_ 1 for all z; 
(b) For every s > 0, e~=(W(z + s) - W(z))  is nondecreasing in z; 
(c) e~=(W(z) - V(z))  is nondecreasing in z. 
A graphical  argument is the simplest way to verify (a). Recall that  the parameter  a (in the 
expression for W(z))  is stil l a completely free posit ive parameter.  Visualising F igure 1, the effect 
of decreasing ct toward 0 is that  the graph of W(z)  moves left without changing shape. Also 
SUpzcR V(z) < 1 and is independent  of a. I t  is, therefore, clear that  if a << 1 is sufficiently smal l  
the graph of W(z)  will be above that  of V(z) except possibly near z = -oo .  But, as z --+ -oo ,  
IK(z) ~ (1/ct)e ~'~ and V(z) ~., e ~z, and thus, an intersection is impossible. 
Verif ication of (b) and (c) above are both exercises in e lementary calculus. We may now apply  
Theorem 1 and obta in  the following result on existence of monotone travel l ing front solut ions 
for (1.2). 
THEOREM 2. For any c > 2 there exists % > 0 such that for r <_ % equation (1.2) has a solution of 
the form u( x, t) = U ( x + et ) where U is a monotonically increasing fimetion satisfying U ( -oc  ) = 0 
and U(oo) = 1. 
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4.  THE EFFECT OF  A LARGE DELAY 
The result we have I)roved in the previous section has shown not only that travelling front 
solutions exist when the delKv is sufficiently small but also that they remain monotone when 
the delay is small. In this section, we shall show that monotonicity will be lost if the delay is 
increased to a sufficiently large value. We assume that as the delay r is increased, travelling front 
solutions of (1.2), i.e., solutions of 
( u(z-5-) ) U"(z)  - cU'(z) + U(z) \ 1 + 7U(z  - CT) = O, (4.1) 
with U( -oo)  - 0 and U(oo) = 1, continue to exist and investigate the possible loss of Inono- 
tonicity. 
Whether the solution is monotone or not depends on the roots of the characteristic equation 
of the linearisation of (4.1) about U = t. So, linearising about U = 1 and seeking solutions of 
the linearised equation proportional to exp(Az), we find that k satisfies 
)2  1 -Ac t  
F(A; r)  := - ca - - -  e = 0. (4.2) 
1+7 
/ / / / 
F( ,t.'0 ,,,,,,,, 
/ / t '  
Figure 2. Graphs of the function F(A; r) defined by (4.2). The solid curve is for the 
case r = 0. The  dotted curve is for a vMue of r satisfying 0 < r < r~,.. 
Now, if the delay r is zero then (4.2) becomes a quadratic in A with two real roots of opposite 
sign. Indeed, when r = 0, equation (4.1) can be analysed in the (U, U') phase plane and for c > 2 
the travelling front solution manifests itself in this phase plane as a heteroclinic onnection fi'om 
the origin to the fixed-point (1, 0) and it goes into (1,0) along the stable manifold thereof, which 
of course is associated with the negative igenvahm of the linearisation there (i.e., the negative 
root of F(A, 0) = 0, the positive one being of no significance). So it is a question of what becomes 
of this negative root when r is increased fi'om zero. Fignre 2 shows that for r sufficiently small 
there are in fact two real negative roots; as r is fllrther increased these two roots will eventually 
coalesce and go complex. With no real negative roots of F(A; r) = 0 the solution U(z) must then 
lose monotonicity. Let %r be the value of r at which the above-mentioned roots coalesce, and 
denote the root itself by A*. Then, A* being a double root, it must satisfy 
OF 
F ()~*;Tcr) = 0 and  ~-  (~\*; To,. ) = 0. 









I ] I I I I I I I 
0 1 O0 200 300 400 500 600 700 800 900 1000 
X 
Figure 3. Leftward moving nonmonotone travell ing front obtained by numerical sim- 
ulation of (4.3). Parameter values were: D = 50, y = 2, and T = 1.5. Boundary and 
initial conditions are described ill the text. 
On elimination of A*, one finds that rcr satisfies 
cTc, ( 1 i c4T~)  2 Ic2@2 r i -~) exp 1-~c2Tc,+ 1+--  : C~cr + + c2" 
For ~- _< Tcr the travelling front solutions of (1.2) remain monotone, and for ~- > Tcr they develop 
oscillations. It is easy to verify that the above equation does have just one positive root. For 
example, when c = 3 and 0/= 2, we find that 7-or = 1.2095. 
It is also possible to carry out numerical simulations of the full initial value problem (1.2) to 
study the evolution towards a travelling wavefront solution and in particular to see the evolution 
of a prominent hump in the profile for cases when r > 7-or so that the fl'ont is nonmonotone. 
For the purposes of numerical simulation, we have scaled in a diffusivity of D to give us greater 
control of the front's speed of propagation. Thus, we sinmlate 
Ou (x,t) = u(x,t)  ( 1 - -  u(x, t  - f )  ~ 02u (x,t). (4.3) 
0---[ 1 + 7u(x, t - 7-) ] + D 
The simulation was carried out using the NAG Fortran library routine D03PCF which is designed 
for reaction-diffusion equations, including coupled systems. It is not actually intended for delay 
equations, but it can handle explicit x and t dependence in the reaction functions and so it can 
be made to handle a delay equation by simply calling the routine suitably. To do this, one has 
to store the values of the density u during the evolution so that at time t the values of 
1 - u (x , t -  7) 
1 + ~,u(x, t - T)' 
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are still stored in the computer and this term of the equation can be supplied to the routine as 
a forcing function. The simulation wa~s carried out on a large spatial domain 0 < x < 1000 with 
homogeneous Neumann boundary conditions at both ends. To encourage evolution to a leftward 
moving wave we took as initial data 
u (x ,s )={0 '  0<z<800,  
1, 800 < x _< 1000, 
for s ~ [-T, 0]. Figure 3 shows that, starting from the above initial data, the solution evolves 
towards a nonmonotone leftward moving travelling front. 
REFERENCES 
1. E.C. Pielou, An Introduction to Mathematical Ecology, Wiley, New York, (1969). 
2. F.E. Smith, Population dynamics in Daphnia magna, Ecology 44, 651 663, (1963). 
3. K. Gopalsamy, M.R.S. Kulenovic and G. Ladas, Time lags in a "food-limited" population model, Appl. Anal. 
31, 225--237, (1988). 
4. K. GopMsamy, M.R.S. Kulenovic and G. Ladas, Environmental periodicity and time delays in a "food-limited" 
population model, J. Math. Anal. Appl. 147, 545-555, (1990). 
5. J.W.-H. So and J.S. Yu, On the uniform stability for a "food limited" population model with time delay, 
Proc. Roy. Soc. Edin. Ser. A. 125, 991 1005, (1995). 
6. W. Feng and X. Lu, On diffusive population models with toxicants and time delays, J. Math. Anal. Appl. 
233, 373 386, (1999). 
7. J. Wu and X. Zou, '['ravelling wave fronts of reaction-diffusion systems with delay, J. Dynam. Diff. Eqns. (to 
a.ppear). 
8. K. KobayaMfi, On the semilinear he~t equation with time-lag, Hiroshima Math. J. 7, 459 472, (1977). 
9. K. Schaaf, Asymptotic behaviour and travelling wave solutions for parabolic functional differential equations, 
"l~'ans. Amer. Math. Soc. 302, 587 615, (1987). 
10. X. Zou and J. Wu, Existence of travelling wave fronts in delayed reaction-diffusion systems via monotone 
iteration method, Proc. Amer. Math. Soc. 125, 2589 2598, (1997). 
] 1. J.W.-lt. So and X. Zou, Travelling waves for the diffusive Nicholson's blowflies equation, Appl. Math. ~ 
Comp. (to appear). 
12. S.A. Gourley, Travelling fronts in the diffusive Nicholson's blowflies equation with distributed ekLvs , Mathl. 
Comput. Modelling 32 (7/8), 843 853, (2000). 
