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ABSTRACT 
Statistical analysis is an essential tool in safety and health research. This thesis is 
composed of statistical analyses for three different types of safety and health projects: power-
take-off entanglements, farm stress, and heart problems and diabetes, in addition the related 
statistical issues are discussed. 
In the power-take-off entanglements project, an experimental design was used to 
study the risk of entanglement in power-take-off driveline. The response variable was a 
binary variable indicating whether a dangerous "entanglement" occurred or not. The 
experimental factors were angle of introduction, length of specimen, and type (stiffness) of 
material. The main conclusion was that the entanglement risks are higher when the angle of 
introduction is closer to perpendicular, when the length of specimen is increased, or when 
less stiffness material is used. 
The farm stress study was based on a survey conducted among Iowa farmers. The 
purposes of the study were to determine the most stressful events or activities for farmers, 
demonstrate whether demographic groups (age, gender, marital status, and working type) 
affect stress levels, and to identify unnecessary survey questions. The response variables 
were stress levels on 62 events/activities. The main conclusion was that the respondents felt 
different level of stress dependent on age, gender, marital status, and farm type; death of a 
spouse and the death of a child were found to be the most stressful events. Also, it was 
determined that some questions could be removed from the survey without significant loss of 
information. 
X 
The health problems and diabetes study used survey data collected by the Centers for 
Disease Control and Prevention's Behavioral Risk Factor Surveillance System (BRFSS). The 
interesting random variables were whether the interviewee had heart disease, or/and diabetes, 
and personal health status. Other interesting information included the respondent's 
background and habits. The major purposes of the study were checking whether personal 
habits and background were associated with exposure to diabetes or/and heart disease, and 
whether a person's background was associated with personal health status. Main conclusions 
included a strong relationship between diabetes and heart disease and that personal 
background and habits, such as age, gender, martial status, diet habits, etc. are associated 
with the proportion of heart disease or/and diabetes. In addition, personal health status is 
associated with age, gender and whether individuals live with partners or not. 
1 
CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
As people enjoy the achievements of modern society, safety and health issues in such 
areas as industry, farming, community, etc., are of great concern. Accordingly, safety and 
health research has become increasingly important. To effectively analyze the safety and 
health data produced, an increasing number of statistical analysis methods are being used in 
diverse research areas, and many statistical models have been developed to describe research 
objectives and results. In 1999, the American Statistical Association (ASA) (n.d.) pointed out 
that statistical analysis is an essential tool in studying almost all of aspects of society, and 
current research developments in areas of safety, health, and medicine have benefited 
substantially from this tool. 
Many examples show that statistical analysis is important and useful in safety and 
health studies. Suutarinen (2004) used Poisson regression, chi-square and logistical 
regression to express the relationship between injury risk and farm management methods. 
Kidd, Reed, and Weaver (2003) determined whether positive human behavior can reduce 
self-risk or risk to others by applying statistical factor analysis and an ANCOVA model, and 
concluded that positive safety personal behavior can decrease risks to farm workers. In health 
care research, Settimi, Masina and Andrion (2003) used logistical regression to investigate 
the association between prostate cancer and exposure to pesticides in an agricultural setting. 
In statistical analysis, data definition and collection are important to obtaining 
accurate results and conclusions. In the area of safety and health care research, responses to 
questions are generally expressed as binomial responses, such as injury or no-injury; have 
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disease or not have disease. The response variables in research can also use "level of 
measurement" to express the properties of variables (e.g., very satisfied, satisfied, neutral, 
dissatisfied and very dissatisfied) in survey questionnaires to express a person's opinion 
regarding his/her health situation. 
The current research applied various statistical methods in three safety and health 
studies regarding power-take-off entanglements, farm stress, and heart problems and 
diabetes. The response variables were expressed as binomial responses and/or "level of 
measurement". The purpose of this research was to apply different statistical methods to 
analyze relevant data. In addition related statistical issues are addressed. A summary of the 
results is provided for each study. 
Literature Review 
Power-take-off entanglements 
Farming is a high-risk occupation, ranked as one of the most hazardous occupations 
in the United States (Pratt & Hard, 1998). The National Safety Council (2001) revealed that 
agriculture has the highest occupational fatality rate. A major hazard in farming is 
agricultural machinery (Gerberich, Gibson, French, Lee, Carr, Kochevar, Renier, & Shutske, 
2001). Power-take-off (PTO) drivelines have been a common method for transferring power 
in agricultural units since its development in the late 1920s. A PTO is a spline-drive shaft 
that can provide power to a separate machine or attachment. A PTO is designed to be easily 
connected and disconnected, usually to a tractor or truck (Judge, 2004). PTO implements can 
be field equipment front- and/or rear-mounted on the tractor, towed equipment, or stationary 
equipment powered by a PTO connected to a tractor (see Figure 1.1). However, despite the 
Figure 1.1. Front- and rear-mounted PTO driven implements (Silsoe 
Research Institute, 2002) 
increasing safety improvements in cab and vehicle design, the PTO-driven machines attached 
to them remain a source of potential danger. PTOs and their associated joints and shafts 
cause injuries in farming. Even a piece of clothing touching a spinning part can cause the 
person wearing it to be pulled around the part, resulting in loss of a limb or death (Judge, 
2004). In the current research, the risk factors associated with PTO entanglements were 
selected and assessed, and statistical methods were subsequently applied to analyze the 
influence of these factors based on a dataset collected in a laboratory experiment. 
Farm stress 
Stress can be a community problem that significantly affects everyone's life 
(Manitoba Farm and Rural Stress Line, n.d.). There is a strong relationship between stress 
and medical circumstances such as heart disease, ulcers, hypertension, infection, cancer, and 
mental health problems (Stress, 2001). In situations of high stress, a person may make hasty 
decisions resulting in injury or death (Thinking and decision making under stress, n.d.). 
4 
Farmers face stressors just as workers in other occupations. However, they also often have 
stress associated with the many aspects of farming that are beyond their control. The very 
nature of farming itself can be the cause of significant strain for farming families. Farming 
can be an isolating profession, as farmers traditionally work long hours outside, often in bad 
weather and by themselves. With farming ranked as one of the nation's most hazardous 
industries, partners for Farm Health and Safety believe that many farm safety and health 
decisions are directly influenced by the high stress level in agricultural work (Farm Alarm 
Coping with Stress, 2004). To reduce injuries and occupational illness among farm families, 
research to help farmers manage stress would be beneficial. The research in the current study 
analyzed stressors among Iowa farmers. 
Heart problems and diabetes 
Heart disease and diabetes are major diseases in the United States. Heart disease is 
the leading cause and diabetes is the sixth-leading cause of death in the U.S. (National Center 
for Health Statistics, 2006). Studies from the National Diabetes Information Clearinghouse 
(NDIC) indicate that approximately 65% of people with diabetes die from a heart attack or 
stroke (National Diabetes Information Clearinghouse, 2005). The prevalence of hypertension 
in the diabetic population is 1.5 to 3 times higher than for the non-diabetic population 
(Simmons, 2004). Most people with diabetes have associated health problems or risk factors, 
such as high blood pressure and cholesterol, which can increase one's risk for heart disease 
and stroke. When combined with diabetes, these risk factors are particularly important. With 
diabetes, heart attacks occur earlier in life and often result in death. By managing diabetes, 
high blood pressure, and cholesterol level, people with diabetes can reduce their risk 
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(American Diabetes Association, n.d.). Unfortunately, many people are not aware of the link 
between diabetes and heart disease (Somnath, 2003). In the current research, the links 
between diabetes and heart disease were considered, and statistical methods applied to 
develop multivariate and conditional distributions. 
Dissertation Organization 
This dissertation consists of five chapters. The first chapter presents a general 
introduction and information about organization of the dissertation. In chapters 2 through 4, 
the power-take-off entanglements, farm stress and health care studies are presented 
separately. Each of these chapters contains a literature review (introduction), discussion of 
statistical issues, materials and methods used, results produced, and discussion. Finally, 
Chapter 5 presents the general conclusions and recommendations for practice and further 
research. 
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CHAPTER 2. STATISTICAL ANALYSIS ON 
POWER-TAKE-OFF ENTANGLEMENTS 
Literature Review 
A power take-off (PTO) is a type of mechanical device first developed in the late 
1920s that is still commonly used to deliver power from a tractor to stationary or mobile 
equipment. Unfortunately, PTO entanglements are a common cause of agricultural work-
related injuries (Freeman, Schwab, & Judge, 2005), and the so-called wrap-point hazard is a 
common type of safety concern leading to PTO injuries (Buchele, 1974). During the period 
from 1990 to 1996, machine entanglements were the second major cause of agricultural 
incidents, representing 15.1% of all incidents (Pratt & Hard, 1998). Entanglement incidents 
generally occur when an operator's/farmer's clothing or hair comes into contact with a 
rotating shaft, and is rapidly and violently wrapped around the rotating shaft (Thomas & 
Buckmaster, 2003). Thomas and Buckmaster (2003) pointed out that wearing heavier 
clothing is an important factor in such injuries, with workers' positions being another factor 
leading to entanglements. Field (1999) revealed that there are many possible factors that 
affect the probability of entanglement, including temperature, wind speed and direction, 
amount of debris, etc. In addition, Freeman et al. (2005) found that the probability of 
entanglement varies with the type and length of the material, and the angle at which the 
material is introduced to the shaft. Murphy (1992) indicated that the angle of material 
introduction is a factor related to the occurrence frequency of entanglements. Other factors 
include length—longer-length materials are more likely to become entangled, and type— 
various materials have different degrees of toughness, whereas some less resistant material is 
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more easily entangled (Murphy, 1992). Thus, excluding factors not easily controlled such as 
temperature, wind speed and direction, etc., it is important and worthwhile to study the 
factors that can affect the probability of entanglement, such as type and length of specimens, 
as well as the angles of introduction to the shaft. Proper control of these factors could greatly 
reduce incidents of PTO entanglement. 
Statistical Issues 
Categorical response datasets 
Categorical data typically have a relatively small number of discrete levels (Statsoft, 
n.d.). Categorical variables have two primary types of scales (Agresti, 2002): nominal (e.g., 
race, color, and religious preference) and ordinal (e.g., income level, education level, and 
age). Methods for analyzing categorical data have been developed since the 1960s, and 
categorical data analysis is used extensively in many fields such as biological science, social 
science, public health, engineering, and education, etc. Many statistical methods are used in 
categorical data analysis, including chi-square, mosaic plot, relative risk, odds/odds ratio, 
concordant/discordant pairs test, and Cochran-Mantel-Haenszel methods (Agresti, 2002). 
These models were selected for expression based on a random sampling assumption. For 
example, if the response variable in the categorical type is binary and the sampling assumes a 
binomial distribution, the ordinary logistic regression models can be used; if the response 
variable is multi-categorical and assumes a multinomial distribution, generalizations of 
logistic regression are applied; and for count data and assumption of a Poisson distribution, 
loglinear models would be applied (Agresti, 2002). 
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In safety research, many questionnaire responses are binomial, such as "injury" or 
"no injury", while other responses are count data, such as "2 injuries in the period". In a 
study of fatal head injuries among farmers in Colorado, relative risk and confidence intervals 
were used to compare injury risk between Hispanic and non-Hispanic farm-workers 
(Stallones & Sweitzer, 2000). McCurdy, Farrar, Beaumoat, Samuel, Green, Scott, and 
Schenker (2004) used odds ratio and a 95% CI of odds ratios for injuries to compare injury 
risk based on age, race, or working hours at California farms. In categorical data set analysis, 
relative risk and odds ratios are commonly used to express the risk of occurrence of cases 
having two different groups (such as treatment group vs. control group). In addition, 
confidence intervals of odds ratio or confidence intervals of relative risk can be used to 
determine whether the risks of a particular outcome for the two groups are different. The 
other advantage of using relative risk, odd ratios, and confidence intervals is they are 
relatively easy to interpret and calculate. 
Logistic regression and loglinear models are used primarily for analyzing and 
modeling categorical response data (Agresti, 2002). The loglinear model is used to express 
the association among categorical variables (Jeansonne, 2002). Logit or logistic regression 
should be used when treating one or several categorical variable(s) as explicitly dependent, 
and other categorical and/or continuous variables as independent (Jeansonne, 2002). The 
logistic regression model is important for categorical response data in a wide variety of 
research areas, such as social science, genetics, engineering, public health, and marketing 
(Agresti, 2002). Tzamalouka, Papadakaki, and Chliaoutakis (2005) used logistic regression 
models to reveal the most significant predictors of falling asleep ("yes" or "no") during 
driving when assessing the relationship among several predictor variables in drivers' 
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personal characteristics, their lifestyle patterns, and historical driving records with 
occurrences of falling asleep during driving. The variables in their study included 
transportation of fruits/vegetables and livestock, non-driving work hours, insufficient sleep, 
and smoking. In studying patterns of motor vehicle crashes, the loglinear regression model 
was used to identify patterns of motor vehicle multiple-crash types (e.g., sideswipe, rear end, 
etc.) among drivers' ages and genders to identify different crash types related to drivers' 
behavior and abilities (Richardson, Kim, Li, & Nitz, 1996). Logistic and loglinear models 
can be applied in safety and health research to identify the relationship between the 
categorical response variables and predictor variables, and these models can also be used to 
estimate the probability of occurrence of a case based on known explanatory variables. 
Maximum likelihood estimation (MLE) 
In regression coefficient analysis for binary data, maximum likelihood estimation 
(MLE) has been commonly used for coefficient estimation since the 1950s (Eliason, 1993). 
The primary principle of MLE is to determine parameters for maximizing the 
likelihood/probability of the sample data to determine the most likely value of the parameter 
for providing estimates with good statistical properties (Eliason, 1993). The MLE has many 
useful properties (e.g., MLE is simple to compute, and has the properties of being 
asymptotically unbiased, sufficient, consistent, and efficient, etc.) (Scott & Nowak, 2004). 
Many computer software packages can be used in categorical-regression coefficient 
analysis, including SAS, Splus, R, and SPSS, etc. When using SAS, there are several 
procedures for performing logistic regression, including: LOGISTIC, GENMOD, CATMOD, 
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and PROBIT, etc. (SAS/STAT user's guide, 2006a), in which LOGISTIC is a commonly used 
procedure and is discussed in greater detail in the following section. 
Using the method of maximum likelihood, the LOGISTIC procedure fits linear 
logistic regression models, conditional logistic regression, or exact conditional logistic 
regression for discrete response, binary response, or binary and nominal response data, 
respectively (SAS/STAT user's guide, 1999). The maximum likelihood estimation can be 
carried out with either the Newton-Raphson algorithm or the Fisher-scoring algorithm 
(SAS/STAT user's guide, 1999). In the LOGISTIC procedure, the explanatory variable/ 
variables can specify categorical variable/variables or continuous variable/variables, and also 
more complex models such as interactions and nested terms (SAS/STAT user's guide, 1999). 
The LOGISTIC procedure provides four effect selection methods: forward selection, 
backward elimination, stepwise selection, and best subset selection (SAS/STAT user's guide, 
1999). In the output of the LOGISTIC procedure, the odds ratio estimates are displayed along 
with parameter estimates (SAS/STAT user's guide, 1999). Confidence intervals for 
parameters or odds ratios can be computed based on either the profile likelihood function or 
the asymptotic normality of the parameter estimators. The LOGISTIC procedure can fit 
logistic regression models for binomial and ordinal responses (proportional odds model), or 
generalized (baseline-category) logit models via the option "LINK=GLOGIT" for nominal 
response (SAS/STAT user's guide, 2006b). In the case-control (matched pairs) conditional 
model, LOGISTIC can be applied with statement "STRATA" (support.sas.com, n.d.). In 
addition, the LOGISTIC procedure provides a "CONTRAST" statement to specify 
customized hypothesis tests concerning the model parameters (SAS/STAT user's guide, 
7999). 
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Materials and Methods 
Data source 
The dataset on the entanglement for power take-off (PTO) was collected by Judge 
(2004) in his Master's degree research using a designed experiment. In the research, 
"entanglement" was the dependent/response variable, and there were three major 
experimental factors: "angle of introduction", "length of specimen", and "type of material." 
In the current research, there were eight angles of introduction selected to introduce the 
material into the spinning PTO knuckles: 90°, 75°, 60°, and 45° were applied on the upward 
rotation side of the PTO knuckle, and -90°, -75°, -60°, and -45° were used on the downward 
rotation side of the PTO knuckle (see Figure 2.1). The length of the material is the extension 
below the centerline of the PTO shaft knuckle, and the lengths of 3", 4.5", and 6" were 
-45° -60° -75° -90° 
v ; 
\ \ 
\ X \ 
x \ \ 
Downward 
Rotation 
Side 
Upward 
Rotation 
Side 
ET ZD 
\ \ 
\ \ 
90° 75° 60° 
Direction of rotation 
Motor shaft 
end 
45" 
Figure 2.1. Diagram of material angles of introduction relative 
to PTO shaft (Freeman, Schwab, & Judge , 2006) 
selected for the test. There were three types of material to be tested: simple cotton thread, 
typically found in shirt or pair of coveralls; woven cotton lace, found in a hooded sweatshirt; 
and a leather bootlace, commonly found in agriculture workers' boots. In the test, each 
combination of test conditions was repeated 10 times for each of the 72 combinations of the 
experimental factors and on the same machine, for a total of 720 observations. 
The stiff index is used to quantify the stiffness of the material. The stiffness of the 
materials is calculated using the stiff index equation (Equation 2.1, also see Figure 2.2): 
stiff = 2 ^2 (2.1) 
where, is the length of materials and dt is the dropping distance of the materials. For 
tougher materials having more resistance, the dropping distant would be less, and the 
calculated value of the stiff index would be larger. Therefore, a larger value for the stiff index 
of the material indicates that the material is stiffer. To calculate the stiff index for the 
materials used in this experiment, an of 6 inches was chosen because this was the longest 
length of material (as measured hanging below the midline of the PTO knuckle) for which 
entanglement data were collected. Thus, for each material, a 6 inch specimen was tested 10 
times to estimate the stiff index, so n=10. The values of stiffness were calculated to be 
0.0667, 0.667, and 1.4833 for the cotton thread, cotton lace, and leather lace, respectively. 
There were 72 combinations of test conditions with eight angles of introduction, three 
lengths of materials, and three types of materials. After grouping the angles of induction with 
same absolute value, Judge (2004) arranged randomly the four groups and a continuous 
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Figure 2.2. Diagram illustrating the computation of the "stiff' index 
numbers were also randomly assigned for the same group in the experiment (e.g., 1 and 2 for -
60° and 60°, 3 and 4 for -90° and 90°, respectively). Thus, eight numbers were assigned to the 
angles of induction. A random number generator function was used in a Hewlett Packard HP-
49G scientific calculator to produce a value for a particular angle absolute vaule. Similar 
procedures were executed for the material type and material length. Thus, random 
assignment was created for the permutation combinations of test conditions. The random 
assignment for the combinations of test condition is illustrated in Table 2.1. Based on Table 
2.1, the testing order on angles of introduction for each type and length of specimen is given 
in Table 2.2. 
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Table 2.1. Permutation random sampling order (Judge, 2004) 
Material 
type 
Length 
below 
midline 
Angles of introduction (°) 
-90 -75 -60 -45 45 60 75 90 
Cotton 
thread 
3" 12a 24a la 28b 28a lb 24b 12b 
4.5" 9b 32a 15b 8a 8b 15a 32b 9a 
6" 21b 5b 27b 18a 18b 27a 5a 21a 
Cotton 
lace 
3" 26b 16b 34a 3a 3b 34b 16a 26a 
4.5" 2b 31a 20b 35a 35b 20a 31b 2a 
6" 6a 23a l i b  17a 17b 11a 23b 6b 
Leather 
lace 
3" 19b 36a 10a 30b 30a 10b 36b 19a 
4.5" 25b 4a 33b 13a 13b 33a 4b 25a 
6" 14a 29a 7b 22b 22a 7a 29b 14b 
Table 2.2. Testing order on angles of introduction for material type and material length 
Material 
type 
Length 
below 
midline 
Angles of introduction (°) 
-90 -75 -60 -45 45 60 75 90 
Cotton 
thread 
3" 3 5 1 8 7 2 6 4 
4.5" 4 7 6 1 2 5 8 3 
6" 6 2 8 3 4 7 1 5 
Cotton 
lace 
3" 6 4 7 1 2 8 3 5 
4.5" 2 5 4 7 8 3 6 1 
6" 1 7 4 5 6 3 8 2 
Leather 
lace 
3" 4 7 1 6 5 2 8 3 
4.5" 6 1 8 3 4 7 2 5 
6" 3 7 2 6 5 1 8 4 
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Statistical analysis 
Mosaic plot. The mosaic plot is a simple and effective visualization method for 
displaying information in a contingency table (Minka, 2003). It can be seen as an extension 
of grouped-bar charts (Meyer, Zeileis, & Hornik, 2003) with the column variable as a 
"treatment", and the row variable as a "response" (Minka, 2003). A mosaic plot graphically 
represents contingency tables with a box for each cell, in which the size of the box is 
proportional to the cell count (Minka, 2003). In the current research, the mosaic plots 
indicate the difference in proportional entanglement for eight angles of introduction, three 
materials of different stiffness, and three lengths of the materials. 
Relative risk. The relative risk provides how much a risk factor influences the risk of 
specified outcomes. Relative risk is used to compare the probability of an event between two 
groups or combinations of factor levels (Relative risk, n.d.). Figure 2.3 is a 2x2 contingency 
<D 
ctf K H 
od 
> (%ll) (^12 ) 
cO 
o 
tH 
o 
60 
QJ ^21 ^22 
U 
X (%2l) (TÎ22) 
Y categorical variable 
Figure 2.3. Contingency table for X and Y 
categorical variables 
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table for the two categorical variables, X and Y, which expresses the relationship of two 
variables. Equation 2.2 is the relative risk formula based on the 2x2contingency table, 
where: 
X is a categorical variable with two levels ( x t ,x 2  ) ;  
Y is another categorical variable with two levels ( yvy2 ); 
rty is the size of event (entangled) in contingency table for cell (i, j), i=l or 2, 
j=l or 2; and 
7t t j  denotes the probability of event (entangled) in contingency table for cell (i, j) , 
i=l or 2, j=l or 2. 
The formula for the relative risk for a 2x2 contingency table is 
Because the current research was a prospective study, relative risk was used to 
compare the risk of entanglement on different groups of main factors based on the designed 
experiment. 
The equation to estimate the relative risk for a 2x2 contingency table is 
Based on a large sample, the approximate 95% CI for the log relative risk for a 2x2 table is 
y __ | /(-%", | +^i 2 ) _^HX(^21 ~*"^22 ) 
J t 2 x ^ ^ 2 2 )  (^"| 1 +<7T|2 )X/T21 (2.2) 
^ ^12) _ ^\\ (^21 ^22 ) _ ^11 * (^21 ^22) 
^21 ^ (^*21 ^22) (^11 ^12) ^^21 (^11 + ^12) ^ ^21 
(2.4) 
Thus, the approximate 95% CI for relative risk is (e®, <?ti). 
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There should be no difference in risk of entanglement between the two groups if the 
95% CI of relative risk includes 1. Less than one on the 95% CI of relative risk means the 
entanglement is less likely to occur in the first group than in the second group, while larger 
than 1 indicates the entanglement is more likely to occur in the first group than the second 
group. 
Logistic regression. In order to express the relationship between the probability of 
entanglement and the explanatory variables (such as angle of introduction, length of 
specimen, and testing order/trend), multiple logistic regression models should be developed. 
A binomial logistic multiple regression model (Equation 2.5) is developed to predict the 
probability of entanglement based on a given combination of the explanatory variables 
xx,x2 ... xp . When there are categorical variables, some of the x variables will be dummy 
variables. 
7C(x)  
\ogii{7i{x))=\og-^—=~P0+Plxx+...+Pixi+...+pPxP+Pnxxx2+...+f3ijxixj+...+P(P_X)PxP_lxP,(2.5) 
and the probability of Y=1 (entangled) is 
^0 •*] Pi Xj +• • -^Pp Xp+ • -^~P( xp ) ^2 
l+CXp(P0+P lX l+.. .+P jX i+.. .+PpXp+P12X1X2+.. .+PjjX jXj+.. .+P (^p_ l~ l pXp_1Xp)  
where: 
t t ( x )  is the probability of event (entangled) with explanatory variable (X); 
Y is the binary response variable, with Y equal to 1 (entanglement) or 0 (non-
entanglement); 
X_ is vector of X values which are explanatory variables/factors. In this research, 
X_ can include any of the following: xt (single first order main-order effects 
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with the coefficient /?, ), x i x j  (second-order interaction effect between the 
explanatory variables with the coefficient fi2ij ). 
In a multiple regression, the odds of Y=1 (entangled) based on a given combination of the 
explanatory variables is expressed as 
odds(Y=l| X_ = x)  = P(Y=1)/P(Y=0) = 7t (x)l( \ -7 t (x) )  =  
exp(/?n+y5lxl+...+/?(x1+...+/?f,jr/)+/?l2Xj x2+...+/3ijXiXj+...+j3(p_])pXF_lxp ). (2.7) 
Results and Discussion 
There were 720 observations in the PTO study, with 10 replications for each 
combination of test conditions. The number of observed entanglements in each combined 
situation is shown in Table 2.3. As shown in Table 2.3, cotton thread (the least stiff) is much 
more likely to become entangled than stiffer cotton lace or leather lace. When testing with a 
larger absolute angle of introduction, the proportion of entanglement is higher than that with 
a smaller absolute angle of introduction. Table 2.3 also indicates that a longer length of 
specimen has a higher proportion of entanglement than a shorter one. 
As shown in Table 2.3, most trials for cotton lace and leather lace were non-
entangled, and only 5 of 48 combined situations (about 10%) were entangled. Therefore, for 
cotton and leather lace, there is not enough information for fitting logistic regression models 
or large sample normal approximations to compute confidence intervals. Thus, only cotton 
thread data were used in these modeling analyses. 
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Table 2.3. Number of observed entanglements in each combined situation 
Material Length 
Angles of introduction (°) 
type below 
midline -90 -75 -60 -45 45 60 75 90 
3" 10 9 5 3 0 0 8 9 
Cotton 4.5" 10 10 7 5 1 2 9 9 
Thread 6" 10 10 9 7 2 3 9 10 
3" 0 0 0 0 0 0 0 0 
Cotton 4.5" 1 0 0 0 0 0 0 0 
Lace 6" 3 0 0 0 0 0 0 2 
3" 0 0 0 0 0 0 0 0 
Leather 4.5" 0 0 0 0 0 0 0 0 
Lace 6" 1 0 0 0 0 0 0 1 
Note: There are 10 replicates for each factor level combination 
Mosaic plot 
A mosaic plot (Figure 2.4) was used to show the proportion of entanglement for 
different angles of introduction for cotton thread. As shown in Figure 2.4, the highest 
proportion of entanglement occurs when the angle of introduction is either -90° or +90°, 
while the angles of introduction of 45° and 60° have the lowest proportion of entanglement. 
Furthermore, as shown in Figure 2.5, the 6" length has the largest proportion of 
entanglement, while the 3" length trial has the smallest proportion of entanglement. 
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SO -75 -60 -45 45 GO 75 90 
Angle 
KEY: "Entangle" =1 with black color is entangled; 
"Entangle" =0 with gray color is non-entangled. 
Figure 2.4. Mosaic plot of the observed proportion from the cotton 
thread PTO data: entanglement vs. angles of introduction 
Length 
KEY : "Entangle" =1 with black color is entangled; 
"Entangle" =0 with gray color is non-entangled. 
Figure 2.5. Mosaic plot the observed proportion from the cotton thread 
PTO data: entanglement vs. length of specimen 
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Relative risk 
Table 2.4 provides the empirical estimation of relative risk and approximate 95% CIs 
for relative risk for different levels on the angle of introduction averaged over specimen 
length. As shown in this table, for cotton thread, the relative risk estimates for a -90° angle of 
introduction is significantly higher than that for the angles of -60°, -45°, +45°, +60°, and 
+75°; and the relative risk of entanglement for the -90° angle of introduction is more than six 
times at the +45° and +60° angle of introduction. The estimate of relative risk of 
entanglement for the angle of introduction at +90° and -75° is significantly higher than that 
for angles of -60°, -45°, +45°, and +60°, while the estimate of relative risk of entanglement 
for an angle of introduction of +75° is significantly higher than at angles of -45°, +45° and 
+60°. The -60° and -45° angles of introduction have a higher estimate of relative risk of 
entanglement than angles of +45° and +60°. 
In summary, the results for angles of introduction using cotton thread at +45° and 
+60° have the smallest estimate of relative risk of entanglement among the eight tested 
angles, and the estimate of relative risk of entanglement at -45° and -60° is lower than that 
introduced at -75°, +90°, and -90°. The empirical estimate of relative risk of entanglement 
for -60° is significantly higher than the angle of 60°, and the estimate of relative risk of 
entanglement at an angle of -45° is significantly higher than 45°. When comparing angles of 
-90° and +90°, and -75° and +75°, although there is no significant difference for estimate of 
entanglement risk using the same absolute values, the positive angles of introduction do 
exhibit lower entanglement proportion when compared with negative angles based on the lab 
test dataset. 
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Table 2.4. The empirical estimates and approximate 95% confidence intervals 
for relative risk for difference angles of introduction of cotton thread 
relative risk (RR) 95% Confidence Interval for RR 
-90 vs. -75 1.03 (0.97 1.11) 
-90 vs. -60 1.43 (1.13 1.81) 
-90 vs. -45 2.00 (1.40 2.86) 
-90 vs. +45 10.00 (3.42 29.26) 
-90 vs. +60 6.00 (2.70 13.36) 
-90 vs. +75 1.15 (1.00 1.33) 
-90 vs. +90 1.07 (0.97 1.18) 
-75 vs. -60 1.38 (1.08 1.76) 
-75 vs. -45 1.93 (1.34 2.78) 
-75 vs. +45 9.67 (3.30 28.34) 
-75 vs. +60 5.80 (2.60 12.95) 
-75 vs. +75 1.12 (0.95 1.30) 
-75 vs. +90 1.04 (0.92 1.16) 
-60 vs. -45 1.40 (0.91 2.15) 
-60 vs. +45 7.00 (2.33 21.00) 
-60 vs. +60 4.20 (1.82 9.67) 
-60 vs. +75 0.81 (0.61 1.06) 
-60 vs. +90 0.75 (0.58 0.97) 
-45 vs. +45 5.00 (1.61 15.50) 
-45 vs. +60 3.00 (1.25 7.21) 
-45 vs. +75 0.58 (0.39 0.85) 
-45 vs. +90 0.54 (0.37 0.78) 
+45 vs. +60 0.60 (0.16 2.29) 
+45 vs. +75 0.12 (0.04 0.34) 
+45 vs. +90 0.11 (0.04 0.31) 
+60 vs. +75 0.19 (0.09 0.43) 
+60 vs. +90 0.18 (0.08 0.40) 
+75 vs. +90 0.93 (0.78 1.10) 
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Table 2.5 shows the empirical estimation of relative risk at different levels for the 
length of cotton thread specimen, and approximate 95% CIs for the estimation of relative 
risk. As shown in the table, the relative risk of entanglement for a 3" specimen length is 
significantly lower than that for a 6" length (i.e., the relative risk of entanglement for a 3" 
specimen length is about 0.73 times that of a 6" length). There is no significant difference of 
relative risk between 3" and 4.5", and between 4.5" and 6" lengths. However, the lab test data 
indicates that the proportion of entanglement and relative risk of entanglement are lower for 
3" than that for 4.5" lengths of material, and it is highest for 6" lengths. 
In summary, smaller absolute angles of introduction and shorter material lengths have 
a lower entanglement risk. 
Table 2.5. The empirical estimates and approximate 95% confidence 
intervals for relative risk for difference lengths of cotton 
thread 
Length Relative Risk (RR) 95% CI for RR 
3" vs. 4.5" 0.83 (0.64 1.07) 
3" vs. 6" 0.73 (0.58 0.93) 
4.5" vs. 6" 0.88 (0.72 1.08) 
Logistic regression model 
1) Main effect factors (Model 1) 
Since no data were collected for angles of introduction between -45° and +45°, the 
binomial logistic regression for negative and positive angles of introduction should be 
analyzed separately. When treating the main effect factors (angle of introduction and length 
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of specimen) as continuous variables, binomial multiple logistic regressions (Equation 2.5) 
might be used to express the association between entanglement probability and the 
explanatory variables for cotton thread at positive and negative angles of introduction. 
Dummy variables (factor 1 and factor2) were used in the multiple logistical regression 
model to classify negative and positive angles of introduction. Factorl=l for a negative angle 
of introduction, otherwise factor 1=0; while factor2=l for a positive angle of introduction, 
and factor2=0 for negative angles. Equation 2.8 is a multiple logistic regression model 
(Model 1), with factors being angle of introduction, length of specimen, and using a dummy 
variable to fit the overall model for cotton thread. 
7r( 
logit(;r(x))=log —=( /?(,+/?, xangl e+/?2xlength) xfactor 1 
1+7V(X) 
+(/?('+/?l'xangle+/?2xlength) xfactor2 (2.8) 
where: factor 1 and factor2 are dummy variables, defined as previously; 
J30 and f3'0 are the intercepts for negative and positive angle of introduction 
separately; 
/?,,/?2, and /?2are the coefficients for the angle of introduction variable and 
length of specimens variable for negative and positive angle of introduction 
separately. 
Table 2.6 provides the estimates of the intercept and coefficients for the overall model 
of cotton thread based on the angle of introduction and length of specimen (Equation 2.8) 
that was developed by the LOGISTIC procedure. 
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Table 2.6. Estimations of intercept and coefficients for the main explanatory variables for 
Model 1 (Equation 2.8) 
Coefficient Estimation Standard Error exP (P) p value 
Negative Po -8.290 
Angle of A -0.111 0.895 0.0248 <0.0001 
Introduction Pi 0.684 1.982 0.2476 0.0057 
Positive A -12.051 
Angle of PI 0.146 1.157 0.0247 <0.0001 
Introduction Pi 0.523 1.688 0.2373 0.0275 
2) Interaction effect factor model (Model 2) 
The overall multiple logistic regression with interaction is: 
7 t ( x )  
logit(;r(x))=log =—=( /?0+/?lxangle+/?2xlength+/?12xanglexlength) xfactor1 
\+7t(x) 
+(/?o+/?1/xangle+/?2'xlength+/?|,2xanglexlength) xfactor2 (2.9) 
where /?12 and fi'l2 are the coefficients of interaction between the angle of introduction and 
length of specimen. The estimation of the model parameters are shown in Table 2.7. 
In order to test whether the interaction part is statistically important, the values of 
"-21ogL" between the full model (Model 2) and the reduced model (Model 1, no interaction) 
were compared. The value of " -21ogL " for reduced model (Model 1) (Table 2.6) is 
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Table 2.7. Estimations of intercept and coefficients for the main explanatory variables and 
interaction for Model 2 (Equation 2.9) 
Coefficient Estimation Standard Error exP (A) p value 
Negative Ao -7.490 
Angle of ^ -0.096 0.090 0.908 0.2853 
Introduction A 0.485 1.206 1.625 0.6873 
An -0.004 0.022 0.996 0.8668 
Positive A -17.962 
r' 
Angle of 0.233 0.103 1.262 0.0235 
Introduction Pi 1.766 1.403 5.846 0.2082 
P'n -0.019 0.020 0.982 0.3645 
166.70, and the value of " -21ogL " for full the model (Model 2) (Table 2.7) is 165.82. The 
difference between the values is 0.88 which is smaller than the critical value (5.99), given by 
the 0.95 point on the chi square distribution with 2 degrees of freedom. Therefore, the 
interaction terms are not necessary. 
3) Residual analysis 
The average residuals for the probability of entanglement for i length of specimen on 
j degree of angle of introduction is 
=  F i j  ~  P i j  (2.10) 
where: 
r\j is the average residual for probability of entanglement for i length of specimen on j 
degree of introduction; 
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Py is the observed sample proportion of entanglement for i length of specimen and j 
degree of introduction, 
_ _number of cntanglemnt for i length of material and j angle of introduction 
P
" ÏÔ ' 
/3|; is the predicted probability of entanglement for i length of specimen and j degree 
angle of introduction based on developed multiple regression models. 
Table 2.8 and Figure 2.6 show the average residuals for the probability of 
entanglement versus angle of introduction based on Model 1 (Equation 2.8 and Table 2.6), 
and Figure 2.7 shows the average residual for the probability of entanglement versus testing 
order/trend. 
Table 2.8. Average residuals for probability of entanglement for Model 1 
Average 
Residual for c. , . 
Probability of Angles of introduction ( ) 
Entanglement _gQ _75 ,60 .45 45 60 75 90 
3" length 0.0227 0.0095 -0.1056 0.0752 -0.0195 -0.1509 0.1867 -0.0340 
4.5" length 0.0083 0.0423 -0.1108 0.0527 0.0582 -0.0804 0.1234 -0.0688 
6" length 0.0030 0.0156 -0.0228 0.0069 0.1126 -0.1607 0.0160 0.0145 
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note: • —5"; • —4,5" and 0 —6' 
Figure 2.6. Average residuals for the probability of entanglement 
(Model 1) vs. angle of introduction 
4 5 6 
testing order/trend 
note: • —3"; m —4,5" and 0 —6" 
Figure 2.7. Average residuals for the probability of entanglement 
(Model 1) vs. testing order/trend 
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As shown in Table 2.8, Figure 2.6, and Figure 2.7, all average residuals for the 
probability of entanglement are smaller than 0.20. Among the total 24 calculated average 
residuals of entanglement, 7 residuals are larger than 0.10, which almost represents the 
angles of introduction of -60°, +60°, and -75. There are three possible reasons for the 
relatively large residuals on -60°, +60°, and -75°: (1) there is a special entangled pattern for 
the angles of introduction of -60°, +60°, and -75°; (2) the testing order/trend affects the 
probability of entanglement, especially for a 3" length of specimen (there appears to be an 
increasing trend); and (3) there is random deviation with no special cause. 
4) Trend analysis model (Model 3) 
To check whether there were changes in the probability of entanglement over time, 
perhaps due to material changes, dummy variables were used in the multiple logistic 
regression model. The dummy variables factor3, facto# and factorS were used to classify the 
three different lengths of specimens, allowing for separate trend terms for each specimen. 
The factors are defined as: factor3=l for 3" length of specimen, and factor3=0 for others; 
factor4=l for 4.5" material, otherwise factor4=0; and factorS=1 for 6" materials, otherwise 
factorS =0. Equation 2.11 provides a multiple logistic regression model (Model 3) with the 
dummy variables to express the relationship between the probability of entanglement and 
factors (angle of introduction, length of specimen, and testing order/trend for overall negative 
and positive angles of introduction parts). 
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logit(;r(x))=log 71 ^  =(/?0+/?| xangle+^2xlength) xfactorl l+7r(x) 
+( A+/?fxang 1 e+/?2'xl en gth ) xfactor2 
+ry|xtrendxfactor3+<y2xtrendxfactor4+<yjxtrendxfactor5 (2.11) 
where factor3, factor4 and factorS are dummy variables as defined previously, and 
û\, co2, and û)3 are the coefficients of testing rank/trend for 3", 4.5" and 6" materials, 
separately. 
The LOGISTIC procedure was applied to estimate the model for cotton thread in 
Model 3 (negative and positive angles of introduction). The estimates for the intercept and 
the coefficients are shown in Table 2.9. 
Table 2.9. Estimations of intercept and coefficients for the main explanatory variables for 
Model 3 
Coefficient Estimation Standard Error exp(A) p value 
Negative A -11.192 
Angle of A -0.120 0.029 0.887 <0.0001 
Introduction 
A 1.225 0.359 3.404 0.0006 
Negative A' -15.587 
Angle of 
a; 0.148 0.025 1.160 <0.0001 
Introduction 
Az 1.260 0.445 3.525 0.0046 
Testing cùx 0.224 0.145 1.251 0.1229 
Order / (û2 0.002 0.098 1.002 0.9878 
Trend a>3 
-0.207 0.128 0.813 0.1057 
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Table 2.10 and Figure 2.8 show the average residuals for the probability of 
entanglement versus angle of introduction based on the Model 3 (Equation 2.11 and Table 
2.9), and Figure 2.9 shows the average residual for the probability of entanglement versus 
testing order/trend. 
Table 2.10. Average residuals for probability of entanglement for Model 3 
Average 
Residual for 
Probability of 
Entanglement 
Angles of introduction (°) 
-90 -75 -60 -45 45 60 75 90 
3" length 0.0188 -0.0636 0.0232 0.0305 -0.0218 -0.0773 -0.0971 -0.0175 
4.5" length 0.0059 0.0348 -0.1224 0.0660 0.0623 -0.0637 0.1338 -0.0680 
6" length 0.0033 0.0106 0.0542 -0.0584 0.0284 -0.0553 -0.0042 0.0140 
I 0 
J2 
8 
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9 
-50 O SO 
angle of introduction 
note: • —3"; m —4,5" and 0 —6" 
Figure 2.8. Average residuals for probability of entanglement 
(Model 3) vs. angle of introduction 
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Figure 2.9. Average residuals for probability of entanglement 
(Model 3) vs. testing order/trend 
As shown in Table 2.10, Figure 2.8, and Figure 2.9, all average residuals for 
probability of entanglement are smaller than 0.20. For the total 24 calculated average residual 
of entanglement, only two are larger than 0.10. Most of the average residuals for probability 
of entanglement in Model 3 are slightly smaller than that in Model 1 (Table 2.8), which 
indicates that Model 3 with testing order/trend factors explains more variability. 
In order to test whether the factors of testing order/trend are statistically important, 
the values of -21ogLfor the two models are compared. The values of "-21ogL" for the full 
model (Model 3) is 162.19, and the value of "-21ogL" for the reduced model (Model 1, no 
testing order/trend terms) is 166.70. The difference when comparing Model 3 with Model 1 
"-21ogL" is 4.51 (p value=0.21, based on chi square statistics with 3 degrees of freedom). 
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There is some evidence of trend, but it is not strong, moreover the trend is in the opposite 
direction for the 3 inch and the 6 inch specimens. Thus, the evidence is not strong enough to 
support that order/trend terms are necessary. Therefore, the multiple logistic regression 
model (Model 1) with factors (angle of introduction and length of specimen in the Equation 
2.8) can be used to in the research to express the association between probability of 
entanglement and explanatory variables for cotton thread. 
5) Conclusions from the logistic regression model 
Several conclusions can be drawn from the results shown in Table 2.6 and Equation 
2.8. For the negative angle of introduction of cotton thread with the same length, the 
probability odds for entanglement 7t{x)l{\-7r(x)) decreases as the angle of introduction 
increases because the estimator of the coefficient for angle of introduction factor /?, is 
statistically smaller than zero. From the expressionexp(^)=exp(-O.ill) =0.895, it may be 
concluded that a 1° increase of the negative angle of introduction would change the odds of 
entanglement probability by a factor of 0.895. With the same angle of introduction, the 
probability odds for entanglement 7t{x)l{\-7t{x)) increases as the length of material 
increases due to the estimator of the coefficient for angle of introduction factor /?2 being 
statistically greater than zero. From the expression exp(/?2 )=exp(0.684)=1.982, it might be 
concluded that a 1 " increase of the length of material would change the odds of entanglement 
probability by a factor of 1.982. 
For a positive angle of introduction of cotton thread holding the length of material 
constant, the odds for entanglement 7t(x)l{\-7t(x)) increases as the angle of introduction 
increases because the estimator of the coefficient of the angle of introduction factor /?, is 
statistically larger than zero. In addition, exp(yff1)=exp(0.146)= 1.157. The odds of 
probability of entanglement would change by a factor of 1.157 if the positive angle of 
introduction increases by 1°. Holding the angle of introduction constant, the odds for 
entanglement 7i(x)l(\-7t(x)) increases as the length of material increases because the 
estimation of coefficient for length of specimen is statistically greater than zero. Based on 
exp(/?2)=exp(0.523) =1.688, it can be inferred that a 1" increase of the length of material 
would change the odds of entanglement probability by a factor of 1.688 for cotton thread at a 
positive angle of introduction. 
Conclusion 
This study applied statistical methods to analyze the collected dataset on power take­
off entanglements. The results indicated that: (1) entanglement is more likely to occur if 
material is introduced across the rotating knuckle at perpendicular angles to the midline of 
the shaft; and (2) longer materials are more easily entangled than shorter materials. 
Based on the current research dataset, the information provided for cotton and leather 
lace is not sufficient to complete for some statistical analyses (such as confidence interval of 
relative risk, and logistic regression models); thus statistical analyses were applied with 
cotton thread data only. If enough information for cotton and leather lace are available in the 
future, similar statistical analysis methods (such as relative risk and logistic regression 
models) can be applied to provide more complete analyses. 
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CHAPTER 3. STATISTICAL ANALYSIS OF FARM STRESS 
Literature Review 
Rural America comprises almost 25% of the nation's population and occupies 
about 90% of its area (Shelley, Crull, Cook, Jiang, & Auh, 2005). Farming is ranked as 
one of the most stressful occupations, and rural communities suffer from many 
occurrences of depression (Kerby, 2002). A 1999 Iowa Farm and Rural Life Poll survey 
revealed that approximately 57% of respondents in Iowa said their personal stress levels 
had increased during the previous five years (Lasley, 1999). Ranging from personal 
issues to aspects of the contemporary situation in agriculture, rural life for farmers 
presents many challenges impacting safety, health, and quality of life. These challenges 
include: weather, financial difficulties, global influences, injury risk, income, interest 
rates, market conditions, working situations, transfer of property, and the effects of rural 
de-population (Rosenblatt, deMik, Anderson, & Johnson, 1985). In addition to these 
factors, Weigel, Blundall, and Weigel (1986) identified farming stressors such as 
machine breakdown, disease outbreak, government regulation, and interaction with other 
family members. 
Generally, most farmers face major financial risks and have experienced many 
changes over the decades since the 1980's farm crisis (Davis-Brown & Salamon, 1988). 
Many of the sources of this stress are beyond the farmer's control and, thus, can create 
particularly high levels of stress. These sources include bad weather, low commodity 
prices, government policy, machinery price escalation, etc. Studies have shown that there 
is a direct correlation between a person's level of stress and the potential for on-the job 
injury (Simpson, Sebastian, Arbuckle, Bancej, & Pickett, 2004). Chronic stress has been 
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linked with many illnesses and diseases, including heart disease, ulcers, hypertension, 
type 2 diabetes, etc. (Health News, 2003), and a high incidence of self-reported cognitive, 
social, and physical symptoms are commonly also associated with chronic stress. These 
include loss of temper, back pain, behavioral problem, frequent illness, and marital problems 
(Walker & Walker, 1987). 
The best way to reduce injuries, illness and depression among farmers is to help them 
to manage and relieve stresses (Farm alarm coping with stress, 2004). Simpson, et al. (2004) 
used a Likert-scale questionnaire that requested the stress level to be expressed in ordinal 
scaling through responses such as very stressful, fairly stressful, and not very stressful/not at 
all stressful. The findings revealed situations that are particularly stressful for farmers. 
Nevertheless, different groups of farmers also may have different stress levels. For example, 
farmers in groups based on age and gender revealed different stress levels (Walker & 
Walker, 1987). 
Before attempting to help farmers manage and decrease their stress, it is important to 
determine farmers' response to stress and which cases are likely to cause more stress based 
on individual backgrounds. May (1998) studied stress in a New York farm family, and found 
that finances, family interactions, health problems, injury, and grief were the most prominent 
stressors. A chi-square test was used to compare groups and revealed that middle-age and 
older farmers had more stress related to financial concern than younger farmers, older 
farmers were concerned more about health issues than middle-aged and younger farmers, and 
younger farmers had relatively heavier stress with respect to concerns related to family 
interactions. This study also revealed that men had more stress with respect to financial 
concerns than did women, while women struggled more with grief-related problems. 
Stallones, Leff, Garrett, Criswell, and Gillan (1994) used logistic regression to evaluate the 
factors associated with stress symptoms in Colorado farmers. The significant variables 
included age, income, martial status, health situation, and types of farm work. 
The present research was based on a survey dataset from Iowa farmers. Statistical 
analysis was applied to determine the most stressful events or activities for farmers, and 
which produced significantly different stresses for farmers' in different demographic groups 
(age, gender, marital status, and working type). Because some of questions are strongly 
correlated in the survey, the correlations were statistically analyzed to identify and 
eliminate those questions and, in some cases, replacing multiple correlated questions with 
a single question. 
Statistical Issues 
Level of variable measurement 
The level of variable measurement often refers to the relationship among the 
values of variables and the properties/attributes for variables (Trochim, 2005a). The level 
of measurement can help to decide how to interpret the data from a variable, and also to 
decide which statistical analysis methodology is most appropriate for analyzing the data 
values (Trochim, 2005a). Stevens (1946) classified data variables into four levels of 
measurement: nominal, ordinal, interval, and ratio. The different levels of measurement 
of variables can be measured individually at different precision levels. The least precise, 
or the lowest level of measurement, is the nominal level, followed by the ordinal level, 
then the interval level, and the ratio level, the most precise or highest level of 
measurement (Clark, 2006). In a nominal measurement, variables can be named and not 
quantified. Nominal data do not have order, such as using "1" for color black, "2" for 
color blue, and "3" for color green (Carson, 2006a). The nominal data values merely act 
as "labels." If two nominal variables have the same number, they should belong to same 
category; otherwise, they are in different categories. It is also noted that there is not a 
"less than" or "greater than" relationship for nominal variables (Young & Veldman, 
1972). Nominal variables are used to measure many variables (e.g., gender, race, political 
party, college major, telephone code, etc.). 
If a company wants to measure the customers' opinions of its products in terms of 
such responses as very satisfied, satisfied, no opinion, dissatisfied and very dissatisfied, they 
may assign numbers to the scale. The numbers will be designated ordinal data, with order 
(Lane, 2003). Ordinal values can also be compared with relationships such as greater, less, or 
equal. Since the difference between two given levels of an ordinal variable may not be the 
same as the difference between two other levels, there is no meaningful use for arithmetic 
operations such as addition and subtraction (Young & Veldman, 1972). 
Significantly more information can be obtained if a variable is measured on an 
interval scale with order, distance, or metric relations. An interval variable has equal distance 
between each succeeding value (Young & Veldman, 1972; Jason, 2005), but there is no 
inherent zero value for an interval variable. For example, temperature in Fahrenheit is treated 
as an interval variable because the zero point (0°F) for Fahrenheit is the temperature at which 
an equal mixture of ice and salt will freeze (Trochim, 2005a). Addition and subtraction 
arithmetic operations can be applied for interval data, but multiplication and division 
operations have no meaning (Brett, 2005). In statistics, the average of an interval variable, 
the mode of an interval variable, and the median or arithmetic mean of an interval variable 
are meaningful; however, the ratio of an interval variable or variables is not meaningful 
(Trochim, 2005a). For example, variables for temperature in the Celsius or Fahrenheit 
scales, standardized intelligence test (IQ), and time of calendar year are commonly measured 
in interval levels. 
The ratio level is the highest level and most informative scale of measurement, which 
has all the features of nominal, ordinal, and interval level measurements and can also have 
meaningful ratios for arbitrary pairs of values (Young & Veldman, 1972). Ratio data have a 
meaningful absolute zero (Trochim, 2005a). The arithmetic operations of multiplication and 
division are appropriate, and hence a ratio measurement is meaningful (Trochim, 2005 a). 
Age, income, weight, and Kelvin temperature are good examples of use of a ratio scale. 
Generally, "count" variables and most physical quantities are measured on ratio scales 
(Schwarz, 1998a). If a dependent variable is measured by a nominal or ordinal scale using 
just 2 or 3 categories, then the dependent variable is considered as a categorical or 
dichotomous variable (Jason, 2005). If a dependent variable is measured by ratio, interval, or 
ordinal with more than 3 categories, the variable can be considered as a continuous variable 
(Jason, 2005). Binomial theory is commonly used for categorical/dichotomous variables, 
with statistical procedures that include Chi-square and logistic regression (Jason, 2005). 
Statistical procedures normally used for continuous variables include ANOVA, t-tests, 
correlation, and regression (Jason, 2005). 
Survey questions and measurement 
Statistical survey research is an important area in statistical study used to collect 
information in many fields such as health, social science, political, marketing, and so on 
(survey research: 8 best sites, n.d.). Survey questions can be classified into two broad types: 
structured and unstructured (Trochim, 2005b). An unstructured response asks a 
respondent/interviewee to respond to questions in any way in which text is produced 
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(Trochim, 2005c). The major disadvantage of unstructured responses is that there is no way 
to automatically create, tabulate, and perform statistical analysis, and thus analysis of 
unstructured format data costs more in terms of time and money (O'Brien, 1997). Thus, a 
structured format is more commonly used in statistical survey research. 
Structured format questions require a respondent/interviewee to choose answers from 
a limited number of options, similar to responding to multiple-choice questions (O'Brien, 
1997). Five types of survey questions are commonly used: dichotomous questions 
(categorical question or yes/no), multiple-choice, Likert-scale, numerical, and rank ordinal 
0Super Survey, 2005). When a question has only two possible categorical answers, such as 
yes/no, true/false, male/female, or agree/disagree, it is called a dichotomous categorical 
question (Super Survey, 2005). The response to a dichotomous question is nominal data, and 
frequency distribution is often applied in analysis, with binomial statistics commonly used 
whenever a categorical variable serves as the dependent variable or one of the dependent 
variables (Jason, 2005). A multiple-choice question requires the interviewee/respondent to 
choose the best possible answer from the multiple options presented, such as choosing the 
marital status from among single, married, divorced, separated, or widowed (Super Survey, 
2005). 
The dependent variable in a multiple-choice question is a nominal measurement 
which applies binomial statistical theory, including chi-square and baseline category 
multinomial logit regression. For a Likert-scale question, the possible options for question 
are ordered based on a specific attribute or characteristic (Surveyz, n.d.). Likert-scale 
variables are ordinal or interval, so statistical procedures, such as ANOVA, t test, regression 
analysis, correlation, or cumulative odds ratio model can be applied to the analysis (Jason, 
2005). The interviewee must rank-order his/her response to a rank-order question (e.g., to 
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rank the importance of habits from 1 to 5 for a team choosing from the following qualities: is 
sincere, can obtain resources for the team, is an advocate for the team, is a strong 
disciplinarian, is a good motivator (Super Survey, 2005), the variable in a rank order question 
uses ordinal scaling, so ANOVA, t test, regression analysis, chi square, cumulative odds ratio 
model can be applied to the analysis. A numerical question requires a real numeric value 
(Super Survey, 2005). Most physical measurements and counting cases such as height, 
weight, blood pressure, distance, how many patients were hospitalized in the last year, etc., 
are associated with numerical questions. (Jason, 2005). The variables in numerical questions 
can be interval scales or ratio scales, so variables in numeric questions belong to the 
continuous category using normal statistics (ANOVA, ANCOVA, regression analysis, t test, 
etc.). 
For attitude and opinion questions dichotomous questions or a Likert scale is 
commonly used ( Using survey for assessment, n.d.). For example, Simpson, et al. (2004) 
used an ordinal-measured Likert scale to express a person's feeling of stress for 
event/activities, such as 1 = not at all stressful/not very stressful, 2 = fairly stressful, 3 = very 
stressful. The advantages in using dichotomous questions or an ordinal-measured Likert scale 
question are ease of understanding, capability for expression of interviewee's' feeling, ease 
of quantification, etc. The main disadvantages of this approach are that an assumption is 
needed for every interval if regression analysis is applied. For example, a bias will occur if 
any interval does not meet the assumption of uniform intervals. 
In the current Farm Stress study, the survey questions were interval-measured Likert 
scale questions in which the farmers could choose any number between 1 to 100 to express 
their feelings of stress with respect to events/activities with the event of marriage used as the 
baseline event (50 score). The advantages of using interval measurement on stress variables 
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are to obtain more information, use of regression analysis application without requiring 
assumptions, etc. A disadvantage of this method is the possible large variance. 
Statistical methodology for shortening a survey 
Interviewees/respondents may get tired if surveys are long, and they may skip 
questions if there are a large number of them (Towler, 2000). One of tips for creating a good 
survey is to assign every question to be valid and of equal priority, and to try to keep the 
survey short (Ardolino, 2001). If two or more survey questions have high correlation, it is 
inferred that the answers of all such correlated questions can be predicted, with high 
probability, from the answer to a single question. A good survey will keep only one such 
correlated survey question and delete the remainder in order to keep the survey questions 
effective and shorten the survey. Correlation analysis is a statistical technique that can be 
used to measure the relationship between two or more questions, since the value of 
correlation can show how much variation in one question is related to another question. If 
there is a relatively high correlation among two or more survey questions in a project, a good 
method to shorten the survey is to keep one survey question and delete the other. 
Materials and Methods 
Data source 
A survey was administered to a random sample of Iowa farmers in 2004 (Appendix 
A). Three thousand Iowa farmers were randomly selected and survey questions were mailed 
to them. Only 1,343 of the 3,000 farmers responded to the survey (1,500 farmers received 
$2.00 reward with their surveys and 1,500 did not received any reward). The interviewer 
tried to contact the non-respondents by phone. Ninety-nine interviewees from the non-
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respondents' group provided their answers to the survey via phone. Thus, a total of 1,442 
survey responses were useable, including 1,343 mail surveys and 99 phone interviews. Of the 
1,343 mail respondents, 810 received $2.00 rewards and the others received no incentive. 
The survey data were analyzed using t-tests to compare whether there were 
significant differences between mail respondents and phone respondents. The results 
indicated that the answers to three questions relating to personal information (the 
interviewee's age, gender, and race) and six questions in events or activities were 
significantly different between mail and phone interviews, (i.e., approximately 11% of the 
interview questions produced different results for the mail and phone interviews ). Therefore, 
the data for mail and phone responses cannot be treated as a single population. There were 
only two questions (about 3% of the total questions) producing significant differences 
between the incentive and non-incentive mail responses and, thus, they were treated as one 
population for the later analysis. 
The 70 survey questions included 8 personal background questions (age, gender, 
marital status, farm type, and etc.), and 62 events or activities questions, which required 
respondents to provide stress level with respect to each event or activity. Ratio scaling 
measurements ranging from 1 to 100, were used in the survey levels for events or activities, 
with the "marriage" event treated as a baseline with an assumed stress level of 50. This 
means that if the event/activity had the same stress as the marriage baseline event if the 
respondent's stress level for that event would also be 50. If the stress for some event/activity 
was more stressful than that of marriage event, then the stress level would be between 50 and 
100. If the event was less stressful, the ranking for the event would be between 1 and 50. 
The respondents were aggregated into five age categories: (1) "old-senior" 80 years 
of age and over (39 people; 2.9% of the sample); (2) "senior" between 60 and 79 years of age 
(454 people; 33.8% of the sample); (3) "middle" 40 to 59 years of age (705 people; 52.5% of 
the sample); (4) "young-middle" 30 to 39 years of ages (95 people; 7.1% of the sample); (5) 
"young" being younger than 30 years of age (50 people; 3.8% of the sample). 
There were two gender categories: male respondents (1089 people or 81.0% of the 
sample) and female respondents (249 people or 18.5% of the sample). However, eight 
respondents did not answer the question. 
Marital status was divided into five categories. The first category was "married" 
which included 1,122 respondents (83.5% of the sample). The other categories were "married 
but separated" (9 respondents; 0.7% of the sample), "divorced" with 73 people (5.4% of the 
sample), "widowed" with 58 people (4.3% of the sample), and the "never married" group 
with 64 responses (4.8% of the sample). There were 18 respondents who did not indicate 
their marital status. 
Farm type was divided into five categories: grain (436 responses; 32.4% of the 
sample), livestock (145 responses; 10.8% of the sample), grain and livestock (638 responses; 
47.5% of the sample), horses (10 responses; 0.7% of the sample), conservation reserve 
program (CRP) and other (31 responses; 2.3% of the sample). There were 84 respondents 
who worked on other miscellaneous farm types or did not answer the question. The 62 
events, or activities questions, were divided into 9 sections (see Table 3.1). 
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Table 3.1. Events/activities in nine sections of survey questions 
section Question Event or Activity 
Q8 vacation 
Q19 in-laws 
Q20 business readjustment 
life events Q22 major holiday 
Q27 taking on a mortgage 
Q31 winning the lottery 
Q38 spouse began or ceased work 
Q49 divorce 
Q57 foreclosure on a mortgage 
Q60 sexual difficulties 
Ql beginning or ceasing work 
Q2 working with livestock 
Q6 assigning hazardous tasks 
employment Q13 working with a disability 
Q15 finding reliable help 
Q40 working with dangerous chemical 
Q48 working in dust or noise 
Q52 working in isolation 
Q4 death or disabling injury 
Q7 death of a spouse 
injuries Q51 disabling injury of a family member 
Q55 disabling injury to yourself 
Q59 death of a child 
Q3 transporting agricultural 
regulation Q30 legal activities from neighbor 
Q42 weather delays plant or harvest 
weather Q18 severe weather conditions 
Q37 loss of crop to weather 
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Table 3.1. (continued). 
section Question Event or Activity 
Q5 west nile virus 
09 increased input prices 
Q10 access to timely emergency 
Qll machinery costs 
Q14 having to ask a neighbor 
general farm Q16 need to learn new ways 
issues Q28 farm population shrinking 
Q32 need to increase farm income 
Q36 agricultural practices 
Q39 neighbor asking assistance 
Q47 reduction of local agriculture 
Q58 encroachment of urban boundaries 
Q62 vertical integration of farm 
Q12 delay in getting parts 
Q17 machinery breakdown during harvest 
Q24 completion of planting 
farm tasks Q25 extra work required 
Q53 machinery breakdown during planting 
Q56 costly power outages 
Q61 having to file maintain 
Q29 providing health insurance 
Q35 spouse not from farm 
Q41 decreased physical abilities 
farm issues Q43 lack of adequate childcare 
Q46 lack of children to continue 
Q50 lack of health insurance 
Q54 conflicts with parents 
Q21 change in government programs 
Q23 decrease in commodity quality 
Q26 foreign competition 
commodities Q33 decrease in commodity prices 
Q34 loss of crop to pests 
Q44 loss of animals 
Q45 genetically engineered community 
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Statistical analysis 
The survey questions were Likert-scale questions, and the stress levels were measured 
with interval scaling. The statistical analysis methods and procedures with normal theory, 
such as t-test, mean, ANOVA multiple comparison test, confidence interval, chi-square, 
regression analysis, correlation, box-plot, and so on can be applied in this study. 
Statistical arithmetic mean and confidence limit for the mean. The interval measured 
value is a discrete random variable, and the arithmetic mean (Y, ) can be calculated using 
Equation 3.1, which is used to calculate the stress level mean for an event/activity i for the 
entire group of farmers respondents or for group respondents in categories such as different 
age groups, different gender groups, marital status groups, or different farm type groups. The 
95% confidence limits for the mean (Equation 3.2) provide an interval estimate for the 
sample mean (Snedecor and Cochran, 1989). 
(3.1) 
(3.2) 
where: 
Y y is the feeling stress for respondent j on event/activity i; 
Yi is the mean stress level of event/activity i for all respondents; 
nt is the sample size for event/activity i; 
si is the estimate of sample variance for event/activity i, and 
is the t for the desired level 0.05 of confidence with df=n-1 ; 
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A confidence interval for the difference between two sample means can be used to 
estimate the difference in population means and indicate whether there is significant 
difference between the means of the two populations at a given level (Easton & McColl, 
1997). If the confidence of interval (Equation 3.3) includes 0, then it indicates that there is no 
evidence of a significant difference between the mean of the two populations at the given 
level of confidence. Otherwise, it provides evidence that there is significant difference 
between the mean of the two populations at the given level of confidence (Online Statistics: 
A multimedia course of study, 2006). 
(Yi ~ — ?(l-«/2),d/ X SY^-Y^ = t ~ ~ ta-a!2),df X S%-Tk ' ^ ~ ^  ) + ^(l-«/2),d/ X ^ ) 0.3) 
where: 
Y i  is the mean stress level of event/activity i ,  whose sample size is n i  and sample 
variance is s{ ; 
Y k  is the mean stress level of event/activity k ,  whose sample size is n k  and sample 
variance is sk ; 
is the t for the desired level a  of confidence, d f  =n i -n k -  2 when of = of, 
d f=-
n :  -1  
when of # <7t2, and 
+ * 
n u ~ ^  
.v-_— is the estimated standard error of the difference between the two sample means, 
when = then 5- - + 
Y.-Y* 
n i  +  n k ~ 2  
when of ^ of then s- — = J—+ — ; 
'  V n /  
Box plot. A box plot is an efficient and useful method for display of information 
about location and variation for data sets (Chambers, Cleveland, Kleiner, & Tukey, 1983). 
The box plot can show a variable's location (median) and spread (variance), indicate whether 
the data set is symmetric or skewed, and it can also show the outliers of the data set. (Nete, 
Kutner, Nachtsheim, & Wasserman, 1996; Engineering statistics handbook, 2006c). Multiple 
box plots can be drawn together on side-by-side and used to compare groups in a single 
dataset or multiple data sets. Thus, it is clear and easy to detect and illustrate location and 
variation changes among different groups of data by using box plots (Nete, et al., 1996; 
Engineering statistics handbook, 2006c). The disadvantages of box plots are that some 
details of the distribution of the data set/datasets are hidden, and it tends to overemphasize 
distribution tails. 
Multiple comparison tests. In the current study, there are more than two categories of 
groups on age, martial status, and farm types. To determine differences among three or more 
treatment groups, multiple comparison procedures represent a proper method (Nete, et al., 
1996; Dallai, 2004). Multiple comparison procedures are unplanned and post hoc tests, and 
can be used if the result of an ANOVA test shows the means of groups are not equal (Nete, et 
al., 1996; Stats-consult.com, 2005a). Fisher's least significant difference (or call "F-protected 
LSD"), the Tukey-Kramer honestly significant difference (sometimes called "Tukey's 
USD"), Bonferroni adjustment, and Scheffé are four common multiple comparison 
procedures (Nete, et al., 1996; Dallai, 2004). The F-protected LSD procedure is a two-step 
test. First, based on a hypothesis that all group means are equal, if the hypothesis is 
statistically significantly rejected by an overall F-test, it is inferred that not all of the 
treatment means are identical. Then, all possible pairwise t tests are carried out (Byrne, 
2005). A F-protected LSD test does not control the familywise error rate (Nete, et al., 1996; 
SSTARS, 2005), and it is the test with the greatest power among the four multiple 
comparison tests. Turkey's HSD procedure is based on the studentized range distribution 
whose familywise error rate is exactly equal to the test level a (Nete, et al., 1996; SSTARS, 
2005). Based on a simple method, the Bonferroni procedure uses (m is number of 
possible pairwise comparison tests) instead of test level a to test each pair. It is a 
conservative test with familywise error rate usually less than test level a (Nete, et al., 1996; 
SSTARS, 2005). The Scheffé test is the most conservative test among the four procedures. 
The Scheffé procedure is used to evaluate all possible contrasts among mean instead of the 
pairwise comparisons, and the Scheffé test should be used for unplanned comparison (Nete, 
et al., 1996; SSTARS, 2005). In the farm stress study, pairwise comparisons were considered 
for every category in the groups, and some contrasts might be interesting for the category 
levels of groups. In general, if many or all contrast be interest, the Scheffé method tends to 
provide narrower confidence, therefore it is preferred method (Nete, et al., 1996; Engineering 
statistics handbook, 2006d). The Scheffé multiple comparison test uses the critical value 
(Equation 3.4) and 95% confidence limit of a contrast (Equation 3.5) to compare the contrast 
for different factor levels. 
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Z c , x y .  
= ~ (r-l)F(a r_j_ N_r) (3.4) 
C ± ^ x ^ ( r - l ) x F ^  (a, r—l N-r) 
[ C - ^ x ^ ( r - l ) x f ;  ( a ,  r - 1  N - r )  c  +  s - x  y j ( r  — 1) x F( (a, r-1 JV-r) (3.5) 
where: 
C is the estimate of the contrast; 
Cj is the contrast value for factor level j with ^ C j = 0 ; 
7=1 
r is the number of categorical levels; 
Y j is the sample mean of stress level for categorical level /; 
rij is the sample size in categorical level and 
S? is the estimated variance of contrast C. 
Correlation analysis to shorten survey question. Correlation is a widely used 
statistical technique to measure the degree of relationship between variables (Dolhenty, 
2006). The value of a correlation can vary from -1 to +1, in which 1 indicates a perfect 
positive linear relationship, -1 indicates a perfect negative linear relationship, and 0 indicates 
no linear relationship. 
Different types of correlation can be used on different data measured scaling. If one 
variable is dichotomous and the other is ratio/interval, the point-biserial correlation should be 
applied. When one variable is dichotomous and the other is ordinal, the rank-biserial 
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correlation should be used. For two variables representing dichotomous data, the Phi 
correlation coefficient expresses their relationship (Young & Veldman, 1972; Stats-
Consult.com, 2005a). The Spearman rank correlation coefficient, based on ranked score is 
used for ordinal data (Young & Veldman, 1972; Stats-Consult.com, 2005a). The correlation 
for data on interval or ratio scales would use the Pearson product-moment correlation 
coefficient (Young & Veldman, 1972; Stats-Consult.com, 2005b). The Pearson product-
moment coefficient (also called the Pearson correlation) is most commonly used. Equation 
3.6 yields the Pearson product-moment correlation coefficient r. Partial correlation expresses 
the relationship between two variables while adjusting for the effect of other or additional 
variables (Young & Veldman, 1972; Garson, 2006b). The partial correlation coefficient can 
be calculated by Equation 3.7 and Equation 3.8. 
The Pearson product-moment correlation coefficient of variables X and Y is 
rxy -  ' 
f " Y " ^ 
i=i v i=1 A J=1 y 
1 
f „ ) 2 f » ) 
n h x j - "Ei-/-7=1 l y=i j  7=1 v 7=i y 
(3.6) 
The first-order partial correlation between X and Y with adjustment for variable Z, is 
' (rXZ, X ryzj ) 
rxr.z, 
'XY 
4, ijl rxz x-JÏ ^ 
The second-order partial correlation between X and Y with adjustment for variables 
Z, and Z2is 
f .z,  ~ (' 
(3.7) 
'  xy..  lrxz2.z, x ryz2.z, ) 
'xy.zyz, 
rxz1.7.i x-/ï ryz2.z, 
(3.8) 
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In the farm stress study, the samples were randomly selected and thus considered as 
independent observations. The relationships of survey questions in the survey were 
interesting. After adjusting for the effect of respondents' personal background, including age, 
gender, marital status, and farm types, if correlation indicates strong relationships among 
survey questions, then not all the survey questions are needed. Some questions can be cut if 
they are strong associated questions are already in the survey. Since the variables of survey 
questions were interval scaling, and some additional variables were necessarily controlled, 
partial correlation is to be preferred. 
Results and Discussion 
Statistical analyses were applied on the survey dataset obtained from 1343 mail 
respondents, as described in section of data source. There are 70 survey questions, including 
8 personal background and 62 events/activities questions. 
Statistical arithmetic means and confidence limits of mean 
See consecution table 3.2 (located at the end of this chapter) shows the statistical 
arithmetic means and confidence limits of the mean for each event/activity for whole samples 
and each group. For all respondents, Q7 (death of spouse) and Q59 (death of a child) were 
the two most stressful events, and were significantly higher than other events from 95% 
confidence limits for the stress means of Q7 and Q59 do not overlap with 95% confidence 
limits for the stress mean of others. Q51 (disabling injury of a family member), Q55 
(disabling injury to yourself), Q57 (foreclosure on a mortgage), Q49 (divorce), Q17 
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(machinery breakdown during harvest), and Q37 (loss of crop to weather) were other 
events indicating high stress levels (greater than 70). 
For the "young" group (less than 30 years old), the most stressful events were Q59 
(death of a child) and Q7 (death of a spouse) with stress levels higher than 80, which are 
statistically significantly higher than other events. It is noted that no other event had a 
score of 70 or higher. 
For the "young-middle" group with ages between 30 and 40, the most stressful 
cases were Q7 (death of spouse) and Q59 (death of a child), both with stress levels higher 
than 80. Q51 (disabling injury of a family member), Q57 (foreclosure on a mortgage), 
Q55 (disabling injury to yourself), and Q37 (loss of crop to weather) were other events or 
activities having stress levels higher than 70. 
For the "middle" age group (between 40 and 60 years old), Q59 (death of a child) 
and Q7 (death of spouse) were the most stressful events with stress levels higher than 80. 
Q51 (disabling injury of a family member), Q57 (foreclosure on a mortgage), Q55 
(disabling injury to yourself), Q48 (working in a dusty or noise), Q37 (loss of crop to 
weather), and Q17 (machinery breakdown during harvest) also had stress levels higher 
than 70. 
For the "senior" group, ages from 60 to 80, Q7 (death of spouse) and Q59 (death 
of a child) were the most stressful events having significantly higher stress levels than 
others. Q51 (disabling injury of a family member), Q55 (disabling injury to yourself), 
Q17 (machinery breakdown during harvest), Q37 (loss of crop to weather), Q57 
(foreclosure on a mortgage), and Q18 (severe weather conditions) were high stressful 
events or activities with stress level scores of 70 or higher. 
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For "old-old" people (80 years old or older), the most stressful cases were Q7 
(death of spouse) and Q59 (death of a child) with stress level scores higher than 70. 
However, the stress level scores of the two events were lower than 80 and not 
significantly higher than others. 
Q59 (death of a child) and Q7 (death of spouse) were the most stressful events for 
both male and female respondents with stress level scores being higher than 80 and 
significantly higher than other events or activities. Q51 (disabling injury of a family 
member), Q55 (disabling injury to yourself), and Q57 (foreclosure on a mortgage) 
indicated high stress levels with scores greater than 70 for male respondents. For female 
respondents, there were more events having stress levels higher than 70 , including Q51 
(disabling injury of a family member), Q55 (disabling injury to yourself), Q57 
(foreclosure on a mortgage), Q50 (lack of health insurance), Q37 (loss of crop to 
weather), Q34 (loss of crop to pests), Q17 (machinery breakdown during harvest), Q49 
(divorce), Q18 (severe weather conditions), Q6 (assigning hazardous tasks), and Q29 
(providing health insurance). 
For married respondents, Q7 (death of spouse) and Q59 (death of a child) were the 
most stressful events, and Q51 (disabling injury of a family member), Q55 (disabling 
injury to yourself), Q57 (foreclosure on a mortgage), Q17 (machinery breakdown during 
harvest), Q37 (loss of crop to weather), and Q49 (divorce) were high stress events with 
stress levels higher than 70. Married but separated respondents considered Q59 (death of 
a child) and Q49 (divorce) to be the most stressful events (higher than 80), but the two 
events were not significantly more stressful than others. For example, Q7 (death of 
spouse), Q51 (disabling injury of a family member), Q6 (assigning hazardous tasks), Q55 
56 
(disabling injury to yourself), and Q17 (machinery breakdown during harvest) were other 
high stressful events with stress scores of 70 or higher. Divorced respondents indicated 
that Q59 (death of a child) was the most stressful event (85.5), and Q49 (divorce) was the 
other event whose mean stress level was higher than 80 although it was not significantly 
higher than other events, such as Q51 (disabling injury of a family member), Q7 (death of 
spouse), Q55 (disabling injury to yourself), and Q57 (foreclosure on a mortgage). 
Widows or widowers felt that Q7 (death of spouse) was the most stressful event, and Q59 
(death of a child) was another event with a mean stress level higher than 80 but not 
statistically significant different from the others. For example, Q51 (disabling injury of a 
family member), Q41 (decreased physical abilities), Q27 (taking on a mortgage), Q34 
(loss of crop to pests), Q18 (severe weather conditions), Q55 (disabling injury to 
yourself), Q37 (loss of crop to weather), and Q17 (machinery breakdown during harvest) 
were highly stressful with stress level scores of at least 70. For never-married 
respondents, Q7 (death of spouse) was the most stressful event with 82.1 stress level 
score; however, it was not significantly higher than others. Q59 (death of a child), Q51 
(disabling injury of a family member), Q57 (foreclosure on a mortgage), Q55 (disabling 
injury to yourself), and Q17 (machinery breakdown during harvest) were other high-
stress events or activities with stress levels higher than 70. 
Among farmers of all work types, it was felt that Q7 (death of spouse) and Q59 
(death of a child) were the most significant stressful events. For grain-working farmers, 
Q51 (disabling injury of a family member), Q55 (disabling injury to yourself), Q57 
(foreclosure on a mortgage), Q49 (divorce), Q34 (loss of crop to pests), Q17 (machinery 
breakdown during harvest) and Q37 (loss of crop to weather) were the most stressful 
events or activities with stress levels of at least 70. For livestock farmers, the highest 
stressful events/activities with stress levels of higher than 70 included Q51 (disabling 
injury of a family member), Q55 (disabling injury to yourself), Q49 (divorce), Q57 
(foreclosure on a mortgage), and Q50 (lack of health insurance). For farmers who worked 
in both grain and livestock, Q51 (disabling injury of a family member), Q55 (disabling 
injury to yourself), Q57 (foreclosure on a mortgage), Q17 (machinery breakdown during 
harvest), and Q37 (loss of crop to weather) were stressful events or activities means stress 
levels higher than 70. Horse farmers thought that Q49 (divorce), Q50 (lack of health 
insurance), Q57 (foreclosure on a mortgage), and Q51 (disabling injury of a family 
member) were the most stressful events (stress level of 80 or higher) and other high stress 
events (stress level scores higher than 70) included Q44 (loss of animals), Q29 (providing 
health insurance), Q55 (disabling injury to yourself), Q17 (machinery breakdown during 
harvest), Q56 (costly power outages), and Q18 (severe weather conditions). There were 
three cases associated with high stress events or activities for CRP & other farmers; they 
were Q51 (disabling injury of a family member), Q55 (disabling injury to yourself), and 
Q49 (divorce). 
Box plot 
Box plots (Figure 3.1) are used to briefly review the information about the results 
of means stress scores for each event/activity. They clearly show that Q7 (death of 
spouse) and Q59 (death of a child) were the two events with the highest stress level 
scores for all observations. The box plots also show that most events/activities had wide 
spread, and are skewed with many outliers. 
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Figure 3.1. Box plots of events/activities for all samples 
Multiple comparison tests 
The Scheffé multiple comparison procedure was used to compare the means of stress 
level scores among groups (age, gender, martial status, and farm type) for each 
event/activity. As shown in Table 3.3 (located at the end of the chapter), significant 
differences between male and female occurred in 40 of 62 events/activities in the gender 
group, which is the events/activities group with great difference. 
The statistical difference based on the event section results may be summarized as 
Table 3.4. For each survey question section, more statistically different events in one factor 
group indicate the factor is more important factor for the survey question section. Therefore, 
in the life event section, gender and age are the most important factors. In the employment 
section, gender is the primary factor. For the injury section, gender still is the most important 
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Table 3.4. Number statistical different events in each group for nine question sections 
Group 
Section Age Gender Marital status Farm type 
Life event section (9 events/activities) 3 5 1 1 
Employment section (8 events/activities) 1 5 0 1 
Injury section (5 events/activities) 2 4 2 0 
General farm issues section (14 
events/activities) 3 9 2 2 
Farm task section (7 events/activities) 1 4 0 3 
Family issue section (7 events/activities) 2 4 1 1 
Commodities section (7 events/activities) 1 6 0 4 
Weather section (2 events/activities) 1 2 0 0 
Regulation section (3 events/activities) 2 2 0 0 
factor. For general farm issues section, gender is the most important factor. In the farm task 
section, gender and farm types are primary factors. In the family issue section, gender is the 
main contributing factor. Among commodities section, gender and farm type are the main 
factors. In the weather section, gender is the main factor. In the regulation section, age and 
gender are the primary factors. 
Correlation analysis to shorten survey question 
The partial correlation method was used to calculate the correlation for the 
events/activities in each of 9 event sections. In this method, personal background information 
including age, gender, marital status, and working farm type, was controlled in order to 
reduce the influence of the background variables on the correlation among events. The results 
are shown in Table 3.5.1 through Table 3.5.9 (located at the end of the chapter), and it can be 
seen that all correlations between two stress events in every event section were significant. 
The critical value for very strong correlation was chosen to be 0.50. Thus, if the partial 
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correlation value between two events is equal to or bigger than 0.50, only one event can give 
sufficient information for statistical analysis, and the other can be removed. 
In the life event section (Table 3.5.1), the partial correlation between Q20 (business 
readjustment) and Q57 (foreclosure on a mortgage) is 0.549, the partial correlation between 
Q49 (divorce) and Q57 (foreclosure on a mortgage) is 0.667. Thus, either Q57 (foreclosure 
on a mortgage) or Q20 (business readjustment) can be removed from the survey, and either 
Q49 (divorce) or Q57 (foreclosure on a mortgage) can be remove from the survey, those 
shortcut will not significantly lose the survey information. 
In the employment section (Table 3.5.2), the partial correlation between Q40 
(working with dangerous chemistry) and Q48 (working in a dusty or noise) is 0.569, 
therefore either Q40 (working with dangerous chemistry) or Q48 (working in a dusty or 
noise) can be removed from the survey. 
In the injury section (Table 3.5.3), several partial correlation values are larger than 
0.50, which include Q7 (death of a spouse) vs. Q51 (disabling injury of a family member), 
Q7 (death of a spouse) vs. Q59 (death of a child), Q51 (disabling injury of a family member) 
vs. Q55 (disabling injury to yourself), Q51 (disabling injury of a family member) vs. Q59 
(death of a child), and Q55 (disabling injury to yourself) vs. Q59 (death of a child). 
Therefore, one of the pairs questions do not need to be asked in the survey. For example, 
only one question needs be asked in the survey between Q7 (death of a spouse) and Q51 
(disabling injury of a family member), either Q7 (death of a spouse) or Q59 (death of a child) 
can be dropped from the survey question, and Q55 (disabling injury to yourself) and Q59 
(death of a child) are not necessary in the survey. 
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For the general farm issues section (Table 3.5.4), sufficiently high partial correlations 
include Q9 (increased input prices) vs. Qll (machinery costs), Qll (machinery costs) vs. 
Q16 (need to learn new ways), and Q16 (need to learn new ways) vs. Q32 (need to increase 
farm income). Thus, it is reasonable to delete Q11 (machinery costs) and Q32 (need to 
increase farm income). 
Three partial correlation values in the farm task section (Table 3.5.5) are large (i.e., 
the partial correlation value is greater than 0.50). They are Q12 (delay in getting parts) vs. 
Q17 (machinery breakdown harvest), Q17 (machinery breakdown during harvest) vs. Q25 
(extra work required), and Q25 (extra work required) vs. Q53 (machinery breakdown during 
planting). So at least two of these questions can be deleted from the survey, such as, for 
example, Q17 (machinery breakdown during harvest) and Q53 (machinery breakdown during 
planting). 
No partial correlation value is sufficiently large to suggest question removal in the 
family issue section (Table 3.5.6). 
In the commodities section (Table 3.5.7), six partial correlation values are 0.50 or 
larger, which are Q21 (change in government programs) vs. Q23 (decrease in commodity 
quality), Q21 (change in government programs) vs. Q26 (foreign competition), Q21 (change 
in government programs) vs. Q33 (decrease in commodity prices), Q23 (decrease in 
commodity quality) vs. Q33 (decrease in commodity prices), Q23 (decrease in commodity 
quality) vs. Q34 (loss of crop to pests), Q26 (foreign competition) vs. Q33 (decrease in 
commodity prices), and Q33 (decrease in commodity prices) vs. Q34 (loss of crop to pests). 
Since sufficiently high correlations exist among the events, some of them would be not 
needed in the survey, for example Q23 (decrease in commodity quality), Q26 (foreign 
competition), and Q33 (decrease in commodity prices). 
In the weather section (Table 3.5.8), only one of Q18 (severe weather conditions) and 
Q37 (loss of crop to weather) is required because their partial correlation is sufficiently high. 
In the regulation section (Table 3.5.9), no large partial correlation values are found. 
Conclusions 
Among the nine event sections, the injuries section, life events section, and weather 
section had more high stress events/activities. Comparing the five age groups, the "middle", 
whose ages were between 40 and 59, and "senior" with ages from 60 to 79, had more 
events/activities with high stress levels than did other age groups. "Young", representing 
ages younger than 30, and "old and old" representing those was 80 or older than 80, had 
fewer events/activities with high stress than others. Female farmers had many more events 
with high stress levels than did male farmers. Farmers who were widowed or married felt 
more high-stress events/activities, while divorced farmers had fewer high stress 
events/activities. When comparing the five farm categories, the "horse" category had more 
events/activities with high stress levels than the categories of grain, livestock, grain and 
livestock, conservation reserve program (CRP) and other. Farms whose primary land use is 
now in the conservation reserve program (CRP) and other resulted in fewer high stress 
events/activities for the group of farmers. 
After adjusting the effect of personal background information, such as age, gender, 
marital status and working farm type, some values of partial correlation among survey 
questions were quite high (i.e., equal or higher than 0.50) which indicated a strong 
relationship among them, therefore not all survey questions are needed in the survey based 
on no significant loss of information. In the life event section, Q57 (foreclosure on a 
mortgage) can be dropped from the survey because Q57 (foreclosure on a mortgage) had 
quite high partial correlation with Q20 (business readjustment). For similar reasons, the 
injury section Q55 (disabling injury to yourself) and Q59 (death of child) can be removed. 
T h e  g e n e r a l  f a r m  i s s u e s  s e c t i o n  w o u l d  n o t  r e s u l t  i n  a  s i g n i f i c a n t  l o s s  o f  i n f o r m a t i o n  i f  Q l l  
(machinery costs) and Q32 (need to increase farm income) were deleted from the survey. In 
the farm task section, Q17 (machinery breakdown during harvest) and Q53 (machinery 
breakdown during planting) can be removed from the survey questions, and in the 
commodities section, Q23 (decrease in commodity quality), Q26 (foreign competition) and 
Q34 (loss of crop to pests) are not necessary. In the weather section, Q37 (loss of crop to 
weather) is not needed. Deleting the non-necessary questions can shorten the survey without 
significant loss of information. 
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Table 3.2. Statistical arithmetic means of stress level and 95% confidence limits (CL) of 
mean of stress level 
whole observation age 
all <30 30-39 
mean mean mean 
of 95% CL of 95% CL of 95% CL 
Event/Activity stress for mean stress for mean stress for mean 
1. beginning or ceasing work 53.0 (52.0, 54.1) 53.0 (47.1,59.0) 51.6 (47.5,55.7) 
2. working with livestock 47.3 (46.3,48.4) 42.3 (36.9,47.7) 43.4 (39.7,47.1) 
3. transporting agricultural 53.2 (52.2,54.3) 45.2 (39.5,51.0) 50.9 (46.9,54.9) 
4. death or disabling injury 60.2 (59.2,61.2) 47.2 (40.7,53.6) 58.3 (54.2,62.3) 
5. west Nile virus 42.1 (40.9,43.3) 37.2 (29.5,44.9) 38.3 (34.3,42.3) 
6. assigning hazardous tasks 66.2 (65.2,67.2) 56.6 (50.3,62.9) 67.9 (64.3,71.5) 
7. death of a spouse 
OO 00 00 (87.8,89.8) 83.1 (76.0,90.1) 88.3 (85.1,91.5) 
8. vacation 35.5 (34.5,36.5) 33.1 (26.1,40.2) 37.5 (33.7,41.2) 
9. increased input prices 63.7 (62.8,64.6) 61.8 (57.1,66.5) 65.4 (62.3,68.4) 
10. access to timely emergency 48.4 (47.4,49.4) 39.2 (33.2,45.3) 44.6 (40.9,48.4) 
11. machinery costs 65.5 (64.5,66.5) 65.4 (60.5,70.3) 66.4 (62.8,69.9) 
12. delay in getting parts 62.6 (61.6,63.7) 61.6 (55.9,67.3) 63.3 (60,66.5) 
13. working with a disability 63.5 (62.4,64.6) 53.7 (46.1,61.3) 61.3 (57.1,65.5) 
14. having to ask a neighbor 51.6 (50.5,52.7) 41.0 (34.4,47.6) 52.4 (48.6,56.1) 
15. finding reliable help 55.0 (54.0,56.1) 48.9 (42.6,55.2) 58.2 (54.6,61.9) 
16. need to learn new ways 56.3 (55.3,57.3) 52.8 (47.1,58.5) 57.0 (53.5,60.5) 
17. machinery breakdown harvest 70.3 (69.3,71.2) 65.5 (59.5,71.6) 69.3 (66.1,72.5) 
18. severe weather conditions 69.0 (68.1,69.9) 64.0 (57.8,70.3) 68.3 (65.1,71.6) 
19. in-laws 42.2 (41.1,43.4) 33.5 (27.2,39.9) 48.2 (43.9,52.4) 
20. business readjustment 60.5 (59.3,61.8) 50.7 (42.7,58.7) 59.6 (55.3,63.9) 
21.change in government programmers 53.2 (52.2,54.3) 52.6 (46.5,58.7) 53.0 (49.3,56.6) 
22. major holiday 34.6 (33.6,35.7) 30.3 (24.5,36.1) 37.0 (33.0,40.9) 
23. decrease in commodity quality 56.9 (55.9,57.9) 53.2 (47.5,58.9) 58.0 (54.8,61.2) 
24. completion of planting 44.9 (43.7,46.1) 44.2 (37.7,50.8) 44.7 (40.2,49.1) 
25. extra work required 59.6 (58.7,60.6) 54.9 (50.0,59.9) 58.8 (55.7,61.8) 
26. foreign competition 54.6 (53.6,55.7) 50.8 (44.8,56.8) 53.4 (49.5,57.3) 
27. taking on a mortgage 63.2 (62.2,64.3) 53.0 (46.7,59.3) 64.1 (60.5,67.7) 
28. farm population shrinking 49.9 (48.8,51.0) 44.2 (37.9,50.4) 48.7 (44.9,52.4) 
29. providing health insurance 64.7 (63.5,65.8) 59.5 (52.6,66.5) 64.5 (59.8,69.1) 
30. legal activities from neighbor 52.9 (51.6,54.2) 41.2 (33.2,49.1) 51.6 (47.2,56.1) 
31. winning the lottery 29.1 (27.8,30.3) 24.1 (17.9,30.3) 26.0 (21.5,30.5) 
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Table 3.2. (Continued). 
Event/Activity 
whole observation age 
all <30 30-39 
mean 
of 
stress 
95% CL 
for mean 
mean 
of 
stress 
95% CL 
for mean 
mean 
of 
stress 
95% CL for 
mean 
32. need to increase farm income 61.2 (60.2,62.2) 59.8 (54.5,65.1) 63.8 (60.1,67.5) 
33. decrease in commodity prices 64.6 (63.7,65.6) 64.1 (58.6,69.6) 64.5 (60.6,68.3) 
34. loss of crop to pests 69.3 (68.3,70.2) 64.3 (58.8,69.7) 69.9 (66.5,73.2) 
35. spouse not from farm 39.8 (38.6,41.0) 32.2 (25.8,38.6) 41.3 (36.7,46) 
36. agricultural practices 37.8 (36.7,38.8) 34.2 (28.0,40.3) 40.1 (36.0,44.2) 
37. loss of crop to weather 70.1 (69.1,71.2) 60.6 (54.3,66.9) 70.1 (66.4,73.8) 
38. spouse begin or cease work 50.9 (49.8,52.0) 47.9 (41.3,54.6) 52.5 (48.0,56.9) 
39.neighbor ask assistance 32.7 (31.8,33.6) 28.3 (22.8,33.8) 34.7 (31.1,38.2) 
40. work w/ dangerous chemistry 56.8 (55.7,58.0) 48.3 (41.9,54.7) 55.0 (50.9,59.1) 
41.decreased physical abilities 62.9 (61.9,63.8) 52.2 (45.6,58.7) 59.2 (55.2,63.2) 
42. weather delays plant or harvest 63.3 (62.4,64.3) 60.0 (54.7,65.4) 62.1 (59.3,64.9) 
43. lack of adequate childcare 35.5 (34.4,36.7) 40.1 (33.4,46.9) 41.7 (37.4,46) 
44. loss of animals 57.6 (56.4,58.8) 55.9 (49.6,62.2) 62.9 (59.4,66.4) 
45. genetically engineered community 38.5 (37.4,39.5) 36.3 (30.6,42.0) 38.5 (34.7,42.3) 
46. lack of children to continue 41.6 (40.4,42.8) 40.3 (33.4,47.3) 40.9 (36.2,45.5) 
47. reduction of local agricultural 49.3 (48.3,50.3) 43.5 (37.6,49.4) 47.5 (43.6,51.4) 
48. working in a dusty or noisy 53.0 (51.9,54.1) 43.8 (37.6,50.0) 48.6 (45.1,52.1) 
49. divorce 70.4 (68.9,71.9) 65.5 (57.3,73.8) 68.1 (62.4,73.7) 
50. lack of health insurance 67.7 (66.3,69.0) 59.9 (52.0,67.9) 66.5 (61.7,71.4) 
51. disabling injury of a family member 76.8 (75.6,77.9) 65.1 (57.7,72.5) 76.1 (72.1,80.2) 
52. working in isolation 40.2 (39.1,41.4) 35.1 (28.5,41.7) 36.9 (33.1,40.8) 
53.machinery breakdown planting 66.4 (65.4,67.4) 57.7 (51.4,64.0) 65.5 (62.1,68.8) 
54. conflicts with parents 47.9 (46.6,49.2) 46.6 (38.7,54.5) 52.2 (47.0,57.3) 
55. disabling injury to yourself 73.7 (72.5,74.8) 65.8 (58.7,72.9) 718 (69.5,78.1) 
56. costly power outages 54.1 (52.8,55.3) 44.9 (38.1,51.6) 50.2 (45.2,55.1) 
57. foreclosure on a mortgage 72.7 (71.3,74.0) 62.9 (55.1,70.8) 75.1 (70.4,79.8) 
58. encroach of urban bound 54.4 (53.1,55.8) 52.0 (44.2,59.8) 57.1 (52.4,61.8) 
59. death of a child 87.8 (86.7,88.9) 85.6 (79.4,91.7) 87.7 (83.3,92) 
60. sexual difficulties 52.8 (51.6,54.1) 48.7 (41.3,56.0) 52.9 (47.8,58) 
61. having to file maintain 57.7 (56.7,58.8) 55.7 (48.9,62.4) 56.4 (52.5,60.3) 
62. vertical integration of farm 51.3 (50.2,52.4) 46.8 (40.6,53.0) 53.1 (49.5,56.7) 
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Table 3.2. (Continued). 
age 
40-59 60-79 >=80 
mean mean mean 
of 95% CL for of 95% CL of 95% CL 
Event/Activity stress mean stress for mean stress for mean 
1. beginning or ceasing work 55.0 (53.5, 56.4) 51.0 (49.2,52.7) 418 (37.3,50.4) 
2. working with livestock 47.6 (46.1,49.0) 48.6 (46.8,50.3) 45.9 (39.7,52.1) 
3. transporting agricultural 51.9 (50.5, 53.4) 56.4 (54.6,58.2) 55.5 (48.5,62.5) 
4. death or disabling injury 60.3 (58.9,61.7) 62.0 (60.3, 3.7) 58.6 (52.2,65.0) 
5. west Nile virus 40.2 (38.5,41.8) 46.4 (44.4,48.5) 418 (35.9,51.7) 
6. assigning hazardous tasks 67.6 (66.3, 69.0) 65.5 (63.8, 7.3) 56.4 (48.9,63.9) 
7. death of a spouse 89.9 (88.6, 91.2) 88.6 (87.0,90.2) 79.8 (72.3,87.4) 
8. vacation 35.9 (34.5, 37.3) 35.1 (33.4,36.8) 30.5 (24.8,36.1) 
9. increased input prices 64.0 (62.7,65.2) 63.7 (62.2,65.2) 55.4 (49.0,61.8) 
10. access to timely emergency 47.6 (46.3,49.0) 51.8 (50.1,53.4) 44.0 (38.6,49.4) 
11. machinery costs 65.5 (64.1, 66.8) 65.9 (64.2,67.6) 58.9 (51.9,65.9) 
12. delay in getting parts 62.9 (61.4, 64.3) 62.8 (61.1,64.6) 55.5 (48.9,62.1) 
13. working with a disability 619 (62.4,65.3) 64.8 (63.0,66.6) 58.4 (51.1,65.7) 
14. having to ask a neighbor 52.2 (50.7, 53.7) 51.9 (50.1,53.8) 48.0 (41.8,54.3) 
15. finding reliable help 55.3 (53.8, 56.8) 55.0 (53.2,56.8) 50.2 (42.9,57.5) 
16. need to learn new ways 57.0 (55.6, 58.4) 55.8 (54.1,57.5) 51.2 (43.9,58.6) 
17. machinery breakdown harvest 70.5 (69.2,71.9) 71.6 (70.0,73.2) 58.5 (50.3,66.8) 
18. severe weather conditions 69.0 (67.6,70.3) 70.5 (68.9,72.0) 61.2 (55.4,66.9) 
19. in-laws 412 (41.7, 44.8) 41.1 (39.1,43.0) 32.9 (26.1,39.7) 
20. business readjustment 62.5 (60.9, 64.0) 60.0 (57.8,62.2) 45.1 (36.4,53.7) 
21.change in government programmers 53.3 (51.8,54.8) 53.7 (51.9,55.5) 48.1 (40.7,55.6) 
22. major holiday 35.0 (33.5, 36.4) 34.4 (32.7,36.2) 30.8 (23.9,37.8) 
23. decrease in commodity quality 57.4 (56.1,58.8) 56.8 (55.1,58.4) 50.7 (43.1,58.3) 
24. completion of planting 44.0 (42.3, 45.7) 46.7 (44.7,48.7) 42.2 (35.3,49.2) 
25. extra work required 59.6 (58.2,60.9) 61.2 (59.6,62.9) 49.0 (42.5,55.6) 
26. foreign competition 54.3 (52.9,55.8) 56.5 (54.7,58.2) 47.1 (39.7,54.5) 
27. taking on a mortgage 64.2 (62.8, 65.6) 63.6 (61.6,65.5) 52.3 (43.9,60.6) 
28. farm population shrinking 49.7 (48.1,51.2) 51.2 (49.4,53.0) 47.8 (40.5,55.1) 
29. providing health insurance 65.2 (63.6, 66.7) 65.3 (63.4,67.3) 54.6 (47.6,61.6) 
30. legal activities from neighbor 52.6 (50.8, 54.4) 56.2 (53.9,58.4) 37.8 (29.0,46.6) 
31. winning the lottery 28.1 (26.5, 29.7) 32.2 (30.0,34.4) 217 (16.6,30.8) 
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Table 3.2. (Continued). 
Event/Activity 
age 
40-59 60-79 >=80 
mean 
of 
stress 
95% CL for 
mean 
mean 
of 
stress 
95% CL 
for mean 
mean 
of 
stress 
95% CL for 
mean 
32. need to increase farm income 62.6 (61.3, 64.0) 59.4 (57.6,61.1) 51.5 (43.9,59.1) 
33. decrease in commodity prices 65.5 (64.2, 66.9) 64.1 (62.5,65.7) 55.8 (48.8,62.9) 
34. loss of crop to pests 69.5 (68.2,70.8) 69.9 (68.3,71.5) 62.9 (56.0,69.8) 
35. spouse not from farm 41.3 (39.7,42.9) 38.8 (36.8,40.8) 28.9 (21.3,36.4) 
36. agricultural practices 37.4 (35.9,38.8) 389 (37.1,40.8) 29.6 (23.3,35.8) 
37. loss of crop to weather 70.9 (69.5, 72.3) 71.0 (69.3,72.6) 57.8 (49.4,66.1) 
38. spouse begin or cease work 53.3 (51.8, 54.8) 48.4 (46.5,50.2) 317 (25.3,42.0) 
39.neighbor ask assistance 33.3 (32.0, 34.5) 32.3 (30.7,33.8) 27.4 (21.4,33.3) 
40. work w/ dangerous chemistry 55.9 (54.4, 57.4) 59.9 (58.1,61.8) 514 (45.2,61.6) 
41.decreased physical abilities 62.3 (61.0, 63.6) 65.5 (63.9,67.1) 66.0 (60.5,71.5) 
42. weather delays plant or harvest 63.7 (62.4, 65.1) 64.1 (62.4,65.7) 54.2 (46.7,61.8) 
43. lack of adequate childcare 35.8 (34.2, 37.4) 319 (31.9,35.9) 28.1 (20.0,36.3) 
44. loss of animals 58.0 (56.3, 59.7) 57.0 (55.0,59.1) 44.8 (37.0,52.6) 
45. genetically engineered community 38.2 (36.8, 39.7) 39.2 (37.4,41.0) 36.6 (29.1,44.1) 
46. lack of children to continue 42.2 (40.5, 43.8) 41.2 (39.2,43.2) 40.5 (32.7,48.4) 
47. reduction of local agricultural 49.4 (47.9, 50.8) 50.7 (49.0,52.4) 42.9 (36.0,49.8) 
48. working in a dusty or noisy 52.1 (50.7, 53.6) 56.7 (54.8,58.5) 48.6 (41.0,56.3) 
49. divorce 74.0 (72.1,75.9) 68.0 (65.3,70.7) 43.1 (32.0,54.2) 
50. lack of health insurance 69.5 (67.7,71.3) 67.7 (65.4,70.0) 44.6 (35.0,54.3) 
51. disabling injury of a family member 78.5 (77.0, 80.0) 76.4 (74.4,78.3) 66.2 (58.1,74.2) 
52. working in isolation 39.6 (38.0,41.2) 42.7 (40.7,44.8) 37.8 (30.5,45.0) 
53.machinery breakdown planting 66.9 (65.5, 68.4) 67.3 (65.6,69.0) 58.4 (50.2,66.7) 
54. conflicts with parents 49.6 (47.9,51.4) 45.5 (43.3,47.8) 34.6 (26.5,42.6) 
55. disabling injury to yourself 75.3 (73.7,76.8) 73.0 (71.0,75.0) 62.6 (53.5,71.6) 
56. costly power outages 53.7 (52.0, 55.4) 56.7 (54.6,58.8) 50.6 (43.1,58.1) 
57. foreclosure on a mortgage 75.4 (73.6, 77.2) 70.8 (68.3,73.3) 48.2 (36.9,59.4) 
58. encroach of urban bound 516 (51.8, 55.4) 55.8 (53.5,58.1) 49.5 (39.5,59.5) 
59. death of a child 90.0 (88.5, 91.4) 85.9 (83.9,87.8) 74.2 (65.5,82.9) 
60. sexual difficulties 54.4 (52.6, 56.2) 52.3 (50.2,54.4) 34.8 (26.8,42.9) 
61. having to file maintain 57.6 (56.1, 59.0) 58.3 (56.5,60.2) 59.9 (52.6,67.3) 
62. vertical integration of farm 52.0 (50.5, 53.4) 51.0 (49.0,52.9) 44.9 (37.0,52.8) 
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Table 3.2. (Continued). 
marital 
gender status 
male female married 
95% mean 95% 95% 
mean confidence of confidence mean confidence 
of Limit for stres Limit for of Limit for 
Event/activity stress mean s mean stress mean 
1. beginning or ceasing work 52.2 (53.5,56.4) 56.8 (54.1,59.4) 53.5 (52.3,54.6) 
2. working with livestock 47.0 (46.1,49.0) 49.4 (46.9,51.9) 48.2 (47.1,49.3) 
3. transporting agricultural 53.0 (50.5,53.4) 54.5 (51.8,57.1) 519 (52.8,55.1) 
4. death or disabling injury 59.1 (58.9,61.7) 65.3 (62.6,67.9) 60.6 (59.5,61.7) 
5. west Nile virus 41.3 (38.5,41.8) 46.3 (43.3,49.3) 43.0 (41.7,44.3) 
6. assigning hazardous tasks 65.4 (66.3,69.0) 70.4 (68.0,72.9) 67.2 (66.1,68.3) 
7. death of a spouse 88.1 (88.6,91.2) 92.3 (90.2,94.3) 90.2 (89.2,91.2) 
8. vacation 35.7 (34.5,37.3) 34.8 (32.3,37.2) 35.9 (34.8,37.0) 
9. increased input prices 62.9 (62.7,65.2) 66.8 (64.6,69) 618 (62.8,64.7) 
10. access to timely emergency 47.8 (46.3,49.0) 51.4 (48.9,53.9) 48.7 (47.6,49.7) 
11. machinery costs 64.7 (64.1,66.8) 69.2 (66.8,71.7) 65.6 (64.5,66.7) 
12. delay in getting parts 62.1 (61.4,64.3) 65.4 (62.8,68.0) 62.7 (61.6,63.8) 
13. working with a disability 62.4 (62.4,65.3) 69.0 (66.5,71.6) 63.7 (62.6,64.9) 
14. having to ask a neighbor 51.1 (50.7,53.7) 519 (51.4,56.5) 52.3 (51.1,53.4) 
15. finding reliable help 54.5 (53.8,56.8) 57.5 (55.0,60.1) 55.2 (54.1,56.3) 
16. need to learn new ways 55.6 (55.6,58.4) 59.3 (56.8,61.9) 56.7 (55.7,57.7) 
17. machinery breakdown harvest 69.7 (69.2,71.9) 713 (70.8,75.9) 70.7 (69.7,71.8) 
18. severe weather conditions 68.2 (67.6,70.3) 72.7 (70.5,75.0) 69.5 (68.5,70.5) 
19. in-laws 41.9 (41.7,44.8) 43.5 (40.5,46.5) 42.1 (40.9,43.3) 
20. business readjustment 59.4 (60.9,64.0) 659 (63.0,68.8) 61.0 (59.7,62.3) 
21. change in government programs 52.5 (51.8,54.8) 56.5 (53.8,59.2) 519 (52.7,55.0) 
22. major holiday 319 (33.5,36.4) 38.3 (35.5,41.0) 34.8 (33.7,36.0) 
23. decrease in commodity quality 56.3 (56.1,58.8) 59.5 (57.0,62.1) 57.6 (56.6,58.7) 
24. completion of planting 44.6 (42.3,45.7) 47.0 (43.9,50.1) 45.3 (44.0,46.6) 
25. extra work required 59.0 (58.2,60.9) 62.8 (60.3,65.3) 60.1 (59.1,61.1) 
26. foreign competition 54.0 (52.9,55.8) 57.4 (54.7,60.1) 55.2 (54.1,56.4) 
27. taking on a mortgage 62.2 (62.8,65.6) 68.1 (65.5,70.7) 614 (62.2,643) 
28. farm population shrinking 48.6 (48.1,51.2) 55.5 (52.8,58.1) 50.0 (48.8,51.2) 
29. providing health insurance 614 (63.6,66.7) 70.2 (67.5,72.8) 64.9 (63.7,66.2) 
30. legal activities from neighbor 52.7 (50.8,54.4) 54.1 (50.8,57.3) 53.7 (52.3,55.2) 
31. winning the lottery 28.9 (26.5,29.7) 29.8 (26.7,32.9) 29.8 (28.5,31.2) 
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Table 3.2. (Continued). 
marital 
gender status 
male female married 
95% 95% 95% 
mean confidence mean confidence mean confidence 
of Limit for of Limit for of Limit for 
Event/activity stress mean stress mean stress mean 
32. need to increase farm income 60.6 (61.3,64.0) 63.7 (61.0,66.4) 61.1 (60.1,62.2) 
33. decrease in commodity prices 64.3 (64.2,66.9) 66.4 (63.8,69.1) 65.1 (64.1,66.1) 
34. loss of crop to pests 68.3 (68.2,70.8) 73.4 (71.0,75.9) 69.7 (68.7,70.7) 
35. spouse not from farm 40.5 (39.7,42.9) 36.8 (33.9,39.7) 39.4 (38.2,40.7) 
36. agricultural practices 37.8 (35.9,38.8) 37.4 (34.8,40.0) 38.2 (37.0,39.3) 
37. loss of crop to weather 69.2 (69.5,72.3) 74.6 (72.0,77.1) 70.6 (69.6,71.7) 
38. spouse begin or cease work 49.5 (51.8,54.8) 57.8 (54.9,60.7) 52.0 (50.8,53.2) 
39.neighbor ask assistance 32.3 (32.0,34.5) 34.3 (32.1,36.6) 310 (32.0,34.0) 
40. work w/ dangerous chemistry 55.7 (54.4,57.4) 62.4 (59.7,65.1) 57.1 (55.9,58.3) 
41.decreased physical abilities 62.0 (61.0,63.6) 67.1 (64.7,69.6) 63.0 (62.0,64.1) 
42. weather delays plant or harvest 62.7 (62.4,65.1) 66.0 (63.5,68.4) 616 (62.6,64.6) 
43. lack of adequate childcare 34.7 (34.2,37.4) 396 (36.6,42.7) 35.7 (34.4,37.0) 
44. loss of animals 56.8 (56.3,59.7) 61.5 (58.5,64.4) 57.2 (55.9,58.5) 
45. genetically engineered community 37.6 (36.8,39.7) 42.5 (39.7,45.3) 38.7 (37.5,39.8) 
46. lack of children to continue 41.3 (40.5,43.8) 43.3 (40.3,46.4) 41.5 (40.2,42.8) 
47. reduction of local agricultural 48.8 (47.9,50.8) 52.0 (49.4,54.6) 49.5 (48.3,50.6) 
48. working in a dusty or noisy 53.0 (50.7,53.6) 53.5 (50.8,56.2) 53.4 (52.3,54.6) 
49. divorce 69.9 (72.1,75.9) 73.2 (69.5,76.9) 70.6 (69.0,72.2) 
50. lack of health insurance 66.0 (67.7,71.3) 75.3 (72.2,78.4) 68.3 (66.9,69.7) 
51. disabling injury of a family member 76.2 (77.0,80.0) 79.8 (77.1,82.6) 77.2 (75.9,78.4) 
52. working in isolation 40.5 (38.0,41.2) 39.3 (36.4,42.2) 40.2 (38.9,41.4) 
53.machinery breakdown planting 65.9 (65.5,68.4) 68.8 (66.2,71.5) 66.8 (65.7,67.9) 
54. conflicts with parents 47.3 (47.9,51.4) 50.8 (47.5,54.1) 47.9 (46.5,49.3) 
55. disabling injury to yourself 72.8 (73.7,76.8) 78.0 (75.2,80.9) 74.2 (73.0,75.5) 
56. costly power outages 52.8 (52.0,55.4) 60.2 (57.1,63.2) 54.2 (52.9,55.6) 
57. foreclosure on a mortgage 71.7 (73.6,77.2) 77.5 (74.1,80.9) 73.1 (71.6,74.6) 
58. encroach of urban bound 53.7 (51.8,55.4) 57.7 (54.5,61.0) 54.3 (52.9,55.8) 
59. death of a child 87.6 (88.5,91.4) 89.1 (86.5,91.8) 88.6 (87.4,89.8) 
60. sexual difficulties 53.1 (52.6,56.2) 51.7 (48.6,54.7) 53.7 (52.3,55.1) 
61. having to file maintain 57.6 (56.1,59.0) 58.7 (56.1,61.4) 57.7 (56.5,58.8) 
62. vertical integration of farm 52.3 (50.5,53.4) 47.2 (44.4,49.9) 51.4 (50.3,52.6) 
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Table 3.2. (Continued). 
marital status 
Married but separate Divorce widowed 
95% mea 95% 95% 
mean confidence n of confidence mean confidence 
of Limit for stres Limit for of Limit for 
Event/Activity stress mean s mean stress mean 
1. beginning or ceasing work 53.3 (32.9,73.8) 469 (41.7,52.1) 50.2 (45.2,55.2) 
2. working with livestock 47.0 (28.8,65.2) 41.2 (36.4,46.0) 412 (37.8,48.5) 
3. transporting agricultural 44.6 (26.2,62.9) 46.3 (41.2,51.3) 56.7 (51.4,62.0) 
4. death or disabling injury 66.7 (50.0,83.3) 51.8 (46.7,56.9) 64.7 (59.3,70.1) 
5. west Nile virus 13.4 (5.50,21.4) 37.8 (31.7,43.9) 412 (36.9,49.6) 
6. assigning hazardous tasks 74.9 (61.4,88.4) 57.8 (52.2,63.4) 65.8 (59.8,71.8) 
7. death of a spouse 77.1 (56.8,97.4) 719 (67.1,80.8) 89.5 (85.9,93.2) 
8. vacation 39.0 (17.5,60.5) 318 (26.9,36.8) 31.7 (26.6,36.9) 
9. increased input prices 65.6 (55.7,75.4) 62.7 (57.8,67.5) 62.9 (57.8,68.1) 
10. access to timely emergency 39.0 (19.1,58.9) 43.6 (38.9,48.4) 55.3 (49.3,61.2) 
11. machinery costs 656 (49.2,81.9) 62.0 (57.0,66.9) 68.0 (62.3,73.8) 
12. delay in getting parts 67.8 (56.4,79.2) 56.6 (51.5,61.7) 65.3 (59.5,71.1) 
13. working with a disability 57.2 (34.1,80.4) 59.1 (53.9,64.3) 67.9 (62.1,73.6) 
14. having to ask a neighbor 50.0 (32.1,67.9) 43.6 (38.2,49.0) 52.5 (46.8,58.2) 
15. finding reliable help 37.8 (23.1,52.4) 51.2 (46.1,56.4) 57.7 (51.3,64.0) 
16. need to learn new ways 51.1 (34.9,67.3) 49.6 (44.0,55.3) 596 (53.8,65.4) 
17. machinery breakdown harvest 73.9 (62.4,85.4) 616 (58.3,68.9) 69.2 (63.2,75.3) 
18. severe weather conditions 69.3 (55.6,83.0) 61.7 (56.5,67.0) 70.8 (66.0,75.6) 
19. in-laws 34.0 (14.7,53.3) 45.6 (39.5,51.7) 41.2 (33.6,48.8) 
20. business readjustment 55.0 (30.5,79.5) 57.7 (51.6,63.7) 57.1 (50.1,64.2) 
21. change in government programs 40.6 (19.7,61.4) 48.2 (42.9,53.5) 52.8 (47.1,58.4) 
22. major holiday 29.6 (12.6,46.5) 33.0 (28.0,38.0) 312 (27.6,38.8) 
23. decrease in commodity quality 53.9 (39.1,68.7) 50.6 (45.6,55.6) 54.3 (48.0,60.7) 
24. completion of planting 37.4 (19.3,55.6) 35.1 (30.1,40.0) 50.7 (43.9,57.5) 
25. extra work required 62.2 (49.8,74.6) 512 (48.0,58.4) 59.1 (53.1,65.1) 
26. foreign competition 51.1 (35.0,67.2) 47.7 (42.5,52.9) 55.1 (49.6,60.5) 
27. taking on a mortgage 61.1 (45.2,77.0) 58.9 (53.7,64.2) 71.5 (65.5,77.4) 
28. farm population shrinking 48.9 (36.8,61.0) 42.5 (36.8,48.2) 56.1 (50.7,61.5) 
29. providing health insurance 68.8 (51.1,86.4) 61.4 (55.7,67.1) 67.7 (61.9,73.6) 
30. legal activities from neighbor 518 (30.6,76.9) 46.8 (40.3,53.2) 45.0 (38.0,52.1) 
31. winning the lottery 16.0 (2.30,29.7) 24.7 (19.5,29.8) 26.2 (20.2,32.2) 
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Table 3.2. (Continued). 
marital status 
Married but separate Divorce widowed 
mea 95% 95% 95% 
n of confidence mean confidence mean confidence 
stres Limit for of Limit for of Limit for 
Event/Activity s mean stress mean stress mean 
32. need to increase farm income 519 (39.8,68.0) 61.2 (56.2,66.2) 61.9 (55.9,67.8) 
33. decrease in commodity prices 60.0 (45.0,75.0) 59.9 (54.9,64.9) 65.2 (59.2,71.2) 
34. loss of crop to pests 69.9 (60.6,79.2) 616 (58.6,68.6) 71.3 (66.1,76.5) 
35. spouse not from farm 51.4 (29.6,73.1) 41.8 (36.3,47.3) 37.2 (31.0,43.4) 
36. agricultural practices 34.6 (17.0,52.1) 33.4 (28.6,38.1) 32.4 (26.9,37.9) 
37. loss of crop to weather 69.3 (59.5,79.2) 618 (58.8,68.9) 70.7 (65.2,76.2) 
38. spouse begin or cease work 513 (33.9,72.8) 44.5 (38.5,50.5) 42.8 (36.7,49.0) 
39.neighbor ask assistance 27.2 (13.7,40.8) 27.8 (23.5,32.1) 31.3 (26.4,36.3) 
40. work w/ dangerous chemistry 44.7 (27.9,61.4) 52.1 (46.8,57.4) 65.1 (58.9,71.3) 
41.decreased physical abilities 62.0 (45.7,78.3) 59.4 (54.4,64.4) 71.7 (66.9,76.5) 
42. weather delays plant or harvest 62.7 (46.5,78.8) 58.4 (53.2,63.6) 64.9 (59.4,70.4) 
43. lack of adequate childcare 31.9 (16.3,47.5) 32.6 (27.4,37.9) 33.1 (27.2,39.1) 
44. loss of animals 60.8 (45.2,76.3) 54.6 (49.0,60.3) 59.5 (52.6,66.5) 
45. genetically engineered community 35.8 (20.1,51.5) 36.9 (32.0,41.8) 39.5 (33.2,45.7) 
46. lack of children to continue 41.8 (25.5,58.1) 38.1 (32.3,43.9) 44.9 (38.4,51.4) 
47. reduction of local agricultural 40.2 (28.5,51.9) 47.6 (42.5,52.7) 51.9 (46.5,57.4) 
48. working in a dusty or noisy 38.2 (24.7,51.8) 48.6 (43.5,53.7) 57.8 (51.2,64.4) 
49. divorce 813 (65.6,101.1) 82.3 (78.0,86.6) 56.1 (46.8,65.3) 
50. lack of health insurance 69.0 (46.4,91.6) 67.9 (62.5,73.4) 64.2 (56.2,72.2) 
51. disabling injury of a family member 76.4 (62.2,90.7) 75.8 (71.4,80.2) 75.7 (69.8,81.6) 
52. working in isolation 40.7 (18.9,62.4) 360 (30.6,41.3) 45.5 (39.0,52.0) 
53.machinery breakdown planting 74.8 (63.3,86.3) 59.9 (54.7,65.2) 66.7 (60.6,72.9) 
54. conflicts with parents 313 (12.6,53.9) 47.0 (41.1,52.9) 46.3 (38.9,53.7) 
55. disabling injury to yourself 61.3 (39.7,83.0) 72.8 (67.7,78.0) 70.8 (64.3,77.3) 
56. costly power outages 518 (37.7,69.8) 49.4 (43.3,55.5) 56.1 (49.4,62.8) 
57. foreclosure on a mortgage 69.0 (44.7,93.3) 72.4 (66.8,77.9) 67.5 (59.2,75.8) 
58. encroach of urban bound 41.8 (18.5,65.1) 54.6 (48.6,60.7) 53.6 (45.9,61.4) 
59. death of a child 85.0 (72.0,98.0) 85.5 (80.6,90.3) 85.0 (79.9,90.1) 
60. sexual difficulties 39.9 (15.5,64.3) 50.2 (43.5,56.8) 43.5 (36.4,50.6) 
61. having to file maintain 63.0 (54.7,71.3) 56.1 (50.9,61.3) 59.7 (53.8,65.6) 
62. vertical integration of farm 66.7 (54.4,79.0) 48.4 (43.5,53.3) 45.7 (39.9,51.4) 
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Table 3.2. (Continued). 
Marital status farm types 
Never married grain Live stock 
mean 95% 95% 95% 
of confidence mean confidence mean confidence 
stres Limit for of Limit for of Limit for 
Event/Activity s mean stress mean stress mean 
1. beginning or ceasing work 515 (49.2,57.8) 51.5 (49.7,53.2) 48.1 (44.8,51.4) 
2. working with livestock 45.3 (40.9,49.8) 48.9 (47.1,50.7) 40.9 (37.8,44.0) 
3. transporting agricultural 49.2 (44.4,53.9) 54.3 (52.4,56.1) 50.5 (47.1,53.9) 
4. death or disabling injury 57.2 (52.8,61.6) 59.6 (57.8,61.4) 61.5 (58.3,64.7) 
5. west Nile virus 37.8 (32.3,43.2) 44.4 (42.4,46.5) 44.5 (40.9,48.1) 
6. assigning hazardous tasks 59.7 (55.0,64.3) 66.5 (64.7,68.2) 66.1 (62.9,69.3) 
7. death of a spouse 82.1 (76.8,87.4) 89.6 (88.0,91.2) 88.7 (85.8,91.5) 
8. vacation 36.1 (31.3,40.9) 32.6 (30.9,34.4) 36.1 (32.8,39.3) 
9. increased input prices 64.8 (60.8,68.9) 618 (62.2,65.3) 60.8 (57.8,63.7) 
10. access to timely emergency 45.7 (40.8,50.6) 49.2 (47.5,51.0) 47.5 (44.3,50.7) 
11. machinery costs 66.5 (62.3,70.7) 64.7 (62.9,66.5) 64.6 (61.4,67.8) 
12. delay in getting parts 619 (59.8,67.9) 62.7 (60.8,64.5) 61.0 (57.4,64.5) 
13. working with a disability 63.1 (58.3,67.8) 64.4 (62.5,66.3) 64.3 (61.3,67.4) 
14. having to ask a neighbor 47.4 (42.4,52.4) 516 (51.7,55.5) 513 (50.1,56.5) 
15. finding reliable help 55.2 (50.0,60.3) 55.6 (53.7,57.5) 54.9 (51.8,58.1) 
16. need to learn new ways 53.0 (48.1,57.8) 55.5 (53.8,57.3) 54.8 (51.4,58.2) 
17. machinery breakdown harvest 70.8 (67.2,74.4) 70.4 (68.7,72.1) 68.9 (65.6,72.2) 
18. severe weather conditions 67.7 (63.6,71.9) 69.4 (67.8,71.1) 68.7 (65.7,71.7) 
19. in-laws 42.3 (36.9,47.8) 419 (41.9,45.9) 42.0 (38.5,45.5) 
20. business readjustment 59.7 (54.4,65.1) 60.9 (58.7,63.0) 61.6 (57.9,65.4) 
21. change in government programmers 49.5 (44.7,54.3) 55.0 (53.2,56.9) 46.1 (42.6,49.5) 
22. major holiday 35.3 (30.6,40.0) 317 (31.8,35.5) 33.0 (29.6,36.4) 
23. decrease in commodity quality 53.1 (48.9,57.2) 59.1 (57.4,60.8) 47.5 (44.2,50.8) 
24. completion of planting 46.8 (41.4,52.2) 45.0 (42.9,47.1) 39.0 (35.5,42.4) 
25. extra work required 57.4 (52.8,62) 59.8 (58.2,61.4) 54.9 (51.6,58.1) 
26. foreign competition 54.0 (48.9,59.2) 56.4 (54.5,58.2) 52.2 (48.6,55.7) 
27. taking on a mortgage 59.5 (54.6,64.4) 61.8 (60.0,63.7) 67.8 (64.3,71.2) 
28. farm population shrinking 50.3 (45.0,55.6) 49.2 (47.3,51.1) 52.0 (48.4,55.5) 
29. providing health insurance 61.4 (56.2,66.5) 63.1 (61.1,65.1) 67.8 (64.1,71.6) 
30. legal activities from neighbor 51.7 (45.8,57.5) 52.8 (50.6,55.1) 51.2 (47.2,55.3) 
31. winning the lottery 215 (18.8,28.3) 29.5 (27.3,31.7) 27.8 (24.1,31.5) 
73 
Table 3.2. (Continued). 
Marital status farm types 
Never married grain Live stock 
95% 95% 95% 
mean confidence mean confidence mean confidence 
of Limit for of Limit for of Limit for 
Event/Activity stress mean stress mean stress mean 
32. need to increase farm income 61.0 (56.4,65.7) 59.6 (57.8,61.3) 58.5 (55.1,62.0) 
33. decrease in commodity prices 614 (58.7,68.1) 67.1 (65.5,68.6) 56.2 (52.7,59.8) 
34. loss of crop to pests 67.3 (63.3,71.4) 70.6 (69.0,72.3) 66.4 (63.3,69.5) 
35. spouse not from farm 42.3 (36.8,47.8) 39.8 (37.8,41.9) 38.9 (35.3,42.4) 
36. agricultural practices 38.9 (33.8,44.1) 38.1 (36.2,39.9) 40.2 (36.9,43.6) 
37. loss of crop to weather 68.7 (63.8,73.6) 70.0 (68.2,71.8) 68.1 (64.7,71.5) 
38. spouse begin or cease work 46.9 (41.7,52.1) 50.0 (48.2,51.8) 54.3 (50.6,58.0) 
39.neighbor ask assistance 311 (29.1,37.2) 32.7 (31.2,34.3) 34.7 (31.7,37.7) 
40. work w/ dangerous chemistry 53.9 (48.9,58.9) 56.4 (54.5,58.4) 59.7 (56.1,63.3) 
41.decreased physical abilities 59.5 (55.0,63.9) 62.9 (61.2,64.7) 64.9 (62.0,67.8) 
42. weather delays plant or harvest 63.0 (58.8,67.2) 64.3 (62.6,66.0) 59.2 (56.2,62.2) 
43. lack of adequate childcare 37.8 (32.6,42.9) 318 (31.8,35.8) 38.5 (34.3,42.6) 
44. loss of animals 613 (58.8,67.9) 48.8 (46.5,51.1) 67.7 (64.4,71.0) 
45. genetically engineered community 36.1 (31.0,41.2) 37.4 (35.5,39.3) 42.7 (39.1,46.3) 
46. lack of children to continue 47.1 (41.3,52.9) 40.8 (38.7,43.0) 41.1 (37.1,45.1) 
47. reduction of local agricultural 48.1 (43.5,52.7) 49.2 (47.3,51.0) 47.9 (44.5,51.2) 
48. working in a dusty or noisy 50.7 (45.6,55.7) 52.6 (50.6,54.5) 52.6 (49.3,56.0) 
49. divorce 64.2 (57.7,70.7) 70.8 (68.2,73.4) 71.2 (66.6,75.8) 
50. lack of health insurance 58.5 (52.7,64.4) 68.4 (66.1,70.7) 70.6 (66.6,74.6) 
51. disabling injury of a family member 73.1 (68.5,77.7) 75.4 (73.3,77.5) 77.2 (73.9,80.6) 
52. working in isolation 42.5 (37.1,47.9) 42.2 (40.1,44.3) 36.7 (33.1,40.3) 
53.machinery breakdown planting 65.4 (61.0,69.7) 66.6 (64.8,68.3) 63.1 (59.6,66.5) 
54. conflicts with parents 514 (47.3,59.4) 48.8 (46.5,51.0) 40.9 (36.9,44.9) 
55. disabling injury to yourself 72.3 (66.9,77.7) 74.5 (72.5,76.6) 73.6 (70.0,77.2) 
56. costly power outages 55.9 (50.4,61.3) 53.0 (50.8,55.3) 53.4 (49.5,57.4) 
57. foreclosure on a mortgage 72.3 (66.7,78.0) 73.5 (71.1,75.9) 71.1 (66.5,75.6) 
58. encroach of urban bound 60.7 (55.2,66.3) 52.8 (50.5,55.2) 57.1 (53.1,61.1) 
59. death of a child 79.9 (73.3,86.5) 87.6 (85.5,89.6) 87.6 (84.2,91.1) 
60. sexual difficulties 50.5 (44.8,56.2) 55.3 (53.0,57J) 47.8 (43.6,51.9) 
61. having to file maintain 58.8 (54.3,63.4) 56.6 (54.7,58.4) 54.8 (51.2,58.3) 
62. vertical integration of farm 55.9 (51.0,60.8) 51.2 (49.3,53.0) 45.9 (42.4,49.3) 
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Table 3.2. (Continued). 
farm types 
Grain & livestock horse CRP & other 
95% 95% 95% 
mean confidence mean confidence mean confidence 
of Limit for of Limit for of Limit for 
Event/Activity stress mean stress mean stress mean 
1. beginning or ceasing work 55.7 (54.2,57.2) 43.6 (54.1,59.5) 50.9 (46.7,55.1) 
2. working with livestock 49.0 (47.6,50.4) 35.3 (46.9,49.0) 41.4 (37.6,45.2) 
3. transporting agricultural 514 (51.9,54.9) 54.6 (51.8,67.5) 51.2 (47.2,55.2) 
4. death or disabling injury 60.8 (59.3,62.3) 56.1 (62.6,75.1) 57.9 (54.6,61.3) 
5. west Nile virus 39.8 (38.0,41.5) 61.0 (43.3,74.6) 42.0 (37.4,46.6) 
6. assigning hazardous tasks 66.7 (65.3,68.2) 56.2 (68.0,73.4) 612 (59.4,67.0) 
7. death of a spouse 89.0 (87.6,90.3) 97.0 (90.2,100.9) 84.2 (80.0,88.4) 
8. vacation 38.2 (36.7,39.7) 30.1 (32.3,41.5) 30.8 (27.2,34.3) 
9. increased input prices 65.3 (64.1,66.5) 62.7 (64.6,69.7) 57.7 (54.0,61.4) 
10. access to timely emergency 48.6 (47.2,50.0) 60.5 (48.9,66.2) 44.3 (40.7,47.9) 
11. machinery costs 66.8 (65.5,68.1) 66.5 (66.8,80.3) 62.5 (58.4,66.5) 
12. delay in getting parts 616 (62.2,65.0) 64.1 (62.8,80.0) 589 (54.6,63.1) 
13. working with a disability 617 (62.2,65.3) 58.5 (66.5,73.7) 57.7 (54.0,61.3) 
14. having to ask a neighbor 49.9 (48.4,51.4) 55.6 (51.4,77.8) 51.1 (47.5,54.8) 
15. finding reliable help 55.0 (53.5,56.4) 58.5 (55.0,77.3) 53.0 (49.1,57.0) 
16. need to learn new ways 57.5 (56.2,58.9) 61.5 (56.8,73.7) 512 (49.1,57.4) 
17. machinery breakdown harvest 71.3 (70.0,72.6) 71.5 (70.8,83.1) 65.3 (61.4,69.3) 
18. severe weather conditions 69.6 (68.2,70.9) 70.0 (70.5,79.4) 64.2 (60.6,67.9) 
19. in-laws 41.4 (39.8,43.0) 44.5 (40.5,63.5) 40.5 (36.2,44.8) 
20. business readjustment 60.1 (58.4,61.9) 67.5 (63.0,82.6) 59.5 (55.0,64.0) 
21. change in government programmers 518 (52.3,55.2) 61.0 (53.8,75.3) 51.4 (47.2,55.7) 
22. major holiday 35.9 (34.4,37.4) 31.9 (35.5,47.8) 317 (30.0,37.4) 
23. decrease in commodity quality 58.2 (56.8,59.5) 58.0 (57.0,70.2) 52.6 (48.6,56.6) 
24. completion of planting 46.9 (45.2,48.6) 42.0 (43.9,56.8) 41.0 (36.3,45.7) 
25. extra work required 61.3 (59.9,62.6) 53.0 (60.3,63.2) 56.1 (52.0,60.2) 
26. foreign competition 55.0 (53.5,56.5) 46.4 (54.7,63.2) 49.6 (45.5,53.8) 
27. taking on a mortgage 610 (61.5,64.5) 63.0 (65.5,76.4) 64.1 (60.4,67.8) 
28. farm population shrinking 50.7 (49.2,52.2) 53.0 (52.8,67.1) 44.8 (40.7,48.9) 
29. providing health insurance 65.4 (63.8,67.1) 78.0 (67.5,87.2) 61.2 (56.7,65.6) 
30. legal activities from neighbor 518 (51.9,55.7) 51.6 (50.8,73.6) 50.5 (45.2,55.8) 
31. winning the lottery 28.7 (27.0,30.4) 35.2 (26.7,53.3) 30.2 (25.6,34.8) 
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Table 3.2. (Continued). 
farm types 
Grain & livestock horse CRP & other 
95% 95% 95% 
mean confidence mean confidence mean confidence 
of Limit for of Limit for of Limit for 
Event/Activity stress mean stress mean stress mean 
32. need to increase farm income 612 (61.8,64.6) 69.5 (61.0,82.4) 58.8 (54.9,62.7) 
33. decrease in commodity prices 66.6 (65.3,67.8) 62.5 (63.8,77.2) 55.0 (50.7,59.4) 
34. loss of crop to pests 69.3 (68.0,70.7) 71.5 (71.0,84.8) 66.9 (63.1,70.8) 
35. spouse not from farm 39.8 (38.1,41.5) 46.3 (33.9,64.0) 40.2 (35.9,44.5) 
36. agricultural practices 36.3 (34.8,37.8) 38.1 (34.8,54.2) 42.1 (38.5,45.6) 
37. loss of crop to weather 71.2 (69.7,72.6) 67.0 (72.0,84.1) 67.7 (63.8,71.7) 
38. spouse begin or cease work 51.4 (49.8,53.1) 45.0 (54.9,58.7) 47.5 (43.4,51.6) 
39.neighbor ask assistance 32.3 (31.0,33.7) 34.2 (32.1,48.0) 31.7 (28.5,34.9) 
40. work w/ dangerous chemistry 56.8 (55.2,58.3) 51.0 (59.7,67.1) 55.9 (51.4,60.3) 
41.decreased physical abilities 62.9 (61.5,64.3) 66.4 (64.7,76.4) 59.5 (55.9,63.2) 
42. weather delays plant or harvest 64.3 (63.0,65.7) 58.0 (63.5,67.7) 59.3 (55.5,63.2) 
43. lack of adequate childcare 35.7 (34.1,37.4) 44.9 (36.6,59.4) 36.3 (31.9,40.7) 
44. loss of animals 61.2 (59.7,62.7) 78.1 (58.5,85.6) 54.7 (50.1,59.3) 
45. genetically engineered community 38.0 (36.6,39.5) 50.5 (39.7,67.4) 38.6 (34.4,42.7) 
46. lack of children to continue 42.4 (40.7,44.1) 43.0 (40.3,61.2) 40.8 (36.7,45.0) 
47. reduction of local agricultural 50.4 (49.0,51.8) 50.2 (49.4,67.4) 45.1 (41.1,49.2) 
48. working in a dusty or noisy 53.9 (52.4,55.4) 51.6 (50.8,66.8) 49.9 (45.8,54.0) 
49. divorce 69.6 (67.4,71.8) 84.5 (69.5,97.7) 71.0 (65.8,76.1) 
50. lack of health insurance 66.6 (64.6,68.5) 84.0 (72.2,93.9) 65.9 (61.1,70.6) 
51. disabling injury of a family member 77.6 (76.0,79.2) 81.4 (77.1,92.7) 76.0 (72.4,79.7) 
52. working in isolation 40.7 (39.0,42.3) 34.5 (36.4,43.4) 35.0 (31.2,38.8) 
53.machinery breakdown planting 68.0 (66.6,69.4) 60.0 (66.2,76.7) 61.2 (57.0,65.4) 
54. conflicts with parents 49.9 (48.0,51.7) 55.0 (47.5,71.7) 41.3 (36.6,46.0) 
55. disabling injury to yourself 712 (71.5,74.9) 77.5 (75.2,89.6) 73.0 (69.1,76.8) 
56. costly power outages 5^8 (53.0,56.6) 70.5 (57.1,79.4) 53.1 (48.8,57.4) 
57. foreclosure on a mortgage 72.9 (71.0,74.9) 81.5 (74.1,89.4) 69.1 (63.9,74.3) 
58. encroach of urban bound 55.1 (53.2,57.1) 65.8 (54.5,78.6) 52.3 (47.6,57.1) 
59. death of a child 88.2 (86.6,89.7) 96.5 (86.5,100.2) 86.3 (82.2,90.3) 
60. sexual difficulties 52.2 (50.4,54.0) 59.5 (48.6,67.7) 53.1 (48.6,57.6) 
61. having to file maintain 59.4 (57.9,60.9) 62.5 (56.1,80.9) 56.2 (52.3,60.1) 
62. vertical integration of farm 516 (52.1,55.2) 49.5 (44.4,63.6) 45.6 (41.7,49.6) 
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Table 3.3. Multiple comparison of significantly different groups for each event/activity 
(Tukey procedure) 
case age group gender group 
marital status 
group farm type 
1. beginning or ceasing work male ~ female 
2. working with livestock 
G&L-L 
G-G&L 
3. transporting agricultural 
S ~ M 
S - Y  
4. death or disabling injury 
Y ~ M 
S - Y  male ~ female 
W~D 
M-M&S 
5. west Nile virus 
S ~ M 
S~ Y&M male ~ female 
W-M&S 
M - M&S 
6. assigning hazardous tasks male ~ female 
7. death of a spouse male ~ female 
W ~ D  
M - M&S 
M ~ W 
N&M ~ M 
8. vacation 
G&L ~ G 
C&O ~ G&L 
9. increased input prices male ~ female G&L-C&O 
10. access to timely emergency 
S ~ M 
S-Y male - female 
11. machinery costs male ~ female 
12. delay in getting parts male ~ female 
13. working with a disability male ~ female 
14. having to ask a neighbor 
15. finding reliable help male ~ female 
16. need to learn new ways male ~ female 
17. machinery breakdown harvest 
s~o&o 
M ~ O&O male ~ female 
18. severe weather conditions male - female 
KEY: 
(notes, in age group: O&O-old and old; S=senior; M=middle; Y&M=young and middle; Y=young. 
in marital status group: M=married; M&S=married but separate; D-divorced; W=widow; 
N&M=never married. 
in farm types: G=grain; L=livestock; G&L-grain and livestock; H-horse; 
C&0=CRP and other. 
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Table 3.3. (Continued). 
case age group gender group 
marital status 
group farm type 
19. in-laws 
20. business readjustment 
M ~ O&O 
S-O&O male - female 
21. change in government rograms male - female 
G - L  
G&L - L 
22. major holiday male - female 
23. decrease in commodity quality male - female 
G - L  
G&L-L 
24. completion of planting G&L - G&L 
25. extra work required male - female G&L-L  
26. foreign competition male - female 
27. taking on a mortgage male - female 
W - N&M 
W-D 
28. farm population shrinking male - female 
29. providing health insurance male - female 
30. legal activities from neigh 
S - Y  
S-O&O 
31. winning the lottery 
32. need to increase farm income male - female 
33. decrease in commodity prices 
G - L  
G-C&O 
G&L-L 
G&L-C&O 
34. loss of crop to pests male - female 
35. spouse not from farm 
36. agricultural practices 
37. loss of crop to weather 
s-o&o 
M — O&O male - female 
38. spouse begin or cease work 
Y-O&O 
S - M  
M — O&O 
Y&M-O&O male - female 
39. neighbor asking assistance 
KEY: 
(notes, in age group: 0&0=old and old; S—senior; M=middle; Y&M-young and middle; Y—young, 
in marital status group: M=married; M&S=married but separate; D-divorced; W=widow; 
N&M=never married. 
in farm types: G-grain; L-livestock; G&L-grain and livestock; H=horse; 
C&O-CRP and other. 
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Table 3.3. (Continued). 
case age group gender group 
marital status 
group farm type 
40. working with dangerous 
chemistry male - female 
41. decreased physical abilities S - Y  male - female 
W - M  
W - D  
W-N&W 
42. weather delays plant or harvest male - female 
43. lack of adequate childcare male - female 
44. loss of animals 
Y&M-
O&O male - female 
H - G  
L- G 
L-C&O 
G&L-G 
45. genetically engineered community male - female 
46. lack of children to continue 
47. reduction of local agriculture male - female 
48. working in a dusty or noisy S — M 
49. divorce 
M-O&O 
S-O&O 
Y-O&O 
Y&M-
O&O 
D — N&M 
D - W 
50. lack of health insurance 
M-O&O 
S-O&O 
Y&M-
O&O male - female 
51. disabling injury of a family male ~ female 
52. working in isolation 
53.machinery breakdown planting 
G&L -
CRP&other 
54. conflicts with parents G&L -L  
55. disabling injury to yourself male - female 
56. costly power outages male - female 
KEY: 
(notes, in age group: 0&0=old and old; S=senior; M—middle; Y&M=young and middle; Y=young. 
in marital status group: M=married; M&S=married but separate; D=divorced; W=widow; 
N&M=never married. 
in farm types: G=grain; L-livestock; G&L-grain and livestock; H=horse; 
C&O—CRP and other. 
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Table 3.3. (Continued). 
case age group gender group 
marital status 
group farm type 
57. foreclosure on a mortgage 
M-O&O 
Y&M ~ O&O 
S-O&O male - female 
58. encroachment of urban bound 
59. death of a child 
M — O&O 
S-O&O 
Y&M - O&O 
60. sexual difficulties 
61. having to file maintain 
62. vertical integration of farm male - female 
G&L - L 
G&L ~ C&O 
KEY: 
(notes, in age group: O&O-old and old; S=senior; M=middle; Y&M=young and middle; Y-young. 
in marital status group: M=married; M&S=married but separate; D=divorced; W=widow; 
N&M-never married. 
in farm types: G-grain; L-livestock; G&L=grain and livestock; H=horse; 
C&O-CRP and other. 
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Table 3.5.1. Partial correlation among events/activities in life event section 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q8 Q19 Q20 Q22 Q27 Q31 Q38 Q49 Q57 Q60 
Q8 Correlation 1.000 
Q19 Correlation 0.159 1.000 
Q20 Correlation 0.127 0.366 1.000 
Q22 Correlation 0.397 0.358 0.247 1.000 
Q27 Correlation 0.103 0.240 0.457 0.233 1.000 
Q31 Correlation 0.209 0.133 0.185 0.240 0.132 1.000 
Q38 Correlation 0.202 0.268 0.379 0.311 0.321 0.213 1.000 
Q49 Correlation 0.076 0.210 0.409 0.163 0.282 0.228 0.301 1.00 
Q57 Correlation 0.077 0.201 0.548 0.150 0.422 0.212 0.338 0.607 1.00 
Q60 Correlation 0.160 0.240 0.316 0.283 0.281 0.242 0.349 0.466 0.447 1.000 
* All partial correlations are significant. 
NOTE: Q8 (vacation), Q19 (in-laws), Q20 (business readjustment), Q22 (major holiday), 
Q27 (taking on a mortgage), Q31 (winning the lottery), Q38 (spouse begin or cease work), 
Q49 (divorce), Q57 (foreclosure on a mortgage), and Q60 (sexual difficulties) 
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Table 3.5.2. Partial correlation among events/activities in employment event section 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Ql Q2 Q6 Q13 Q15 Q40 Q48 Q52 
Ql Correlation 1.000 
Q2 Correlation 0.287 1.000 
Q6 Correlation 0.251 0.243 1.000 
Q13 Correlation 0.219 0.244 0.371 1.000 
Q15 Correlation 0.275 0.255 0.351 0.392 1.000 
Q40 Correlation 0.193 0.229 0.418 0.365 0.343 1.000 
Q48 Correlation 0.251 0.254 0.329 0.329 0.347 0.569 1.000 
Q52 Correlation 0.202 0.225 0.200 0.261 0.264 0.347 0.401 1.000 
* All partial correlations are significant. 
NOTE: Q1 (beginning or ceasing work), Q2 (working with livestock), Q6 (assigning hazardous tasks), 
Q13 (working with a disability), Q15 (finding reliable help), Q40 (working with dangerous chem.), 
Q48 (working in a dusty or noisy) and Q52 (working in isolation) 
Table 3.5.3. Partial correlation among events/activities in the injured event section 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q4 Q7 Q51 Q55 Q59 
Q4 Correlation 1.000 
Q7 Correlation 0.431 1.000 
Q51 Correlation 0.388 0.550 1.000 
Q55 Correlation 0.296 0.461 0.666 1.000 
Q59 Correlation 0.344 0.653 0.651 0.542 1.000 
* All partial correlations are significant. 
NOTE: Q4 (death or disabling injury), Q7 (death of a spouse), Q51 (disabling injury of a family), 
Q55 (disabling injury to yourself) and Q59 (death of a child). 
Table 3.5.4. Partial correlation among events/activities in general farm issues section (continuous) 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q5 Q9 Q10 Qll Q14 Q16 Q28 Q32 Q36 Q39 Q47 Q58 Q62 
Q5 Correlation 1.000 
Q9 Correlation 0.263 1.000 
QlO Correlation 0.357 0.370 1.000 
Qll Correlation 0.298 0.704 0.367 1.000 
Q14 Correlation 0.244 0.274 0.316 0.316 1.000 
Q16 Correlation 0.288 0.477 0.318 0.512 0.363 1.000 
Q28 Correlation 0.326 0.384 0.321 0.446 0.285 0.395 1.000 
Q32 Correlation 0.242 0.465 0.280 0.481 0.246 0.583 0.355 1.000 
Q36 Correlation 0.284 0.205 0.287 0.224 0.306 0.298 0.336 0.272 1.000 
Q39 Correlation 0.277 0.213 0.288 0.247 0.389 0.311 0.291 0.259 0.497 1.000 
Q47 Correlation 0.307 0.420 0.305 0.425 0.300 0.446 0.468 0.446 0.406 0.362 1.000 
Q58 Correlation 0.302 0.238 0.284 0.274 0.230 0.308 0.313 0.316 0.304 0.296 0.386 1.000 
Q62 Correlation 0.237 0.344 0.236 0.355 0.263 0.421 0.404 0.388 0.392 0.347 0.453 0.407 1.000 
* All partial correlations are significant. 
NOTE: Q5 (west nile virus), Q9 (increased input prices), QlO (access to timely emergency), Ql 1 (machinery costs), Q14 (having to ask a neighbor), Q16 
(need to learn new ways), Q28 (farm population shrinking), Q32 (need to increase farm income), Q36 (agricultural practices), Q39 (neighbor asking 
assistance), Q47 (reduction of local agriculture), Q58 (encroachment of urban bound) and Q62 (vertical integration of farm). 
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Table 3.5.5. Partial correlation * among events/activities in farm task section 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q12 Q17 Q24 Q25 Q53 Q56 Q61 
Q12 Correlation 1.000 
Q17 Correlation 0.665 1.000 
Q24 Correlation 0.214 0.277 1.000 
Q25 Correlation 0.472 0.603 0.482 1.000 
Q53 Correlation 0.621 0.786 0.292 0.607 1.000 
Q56 Correlation 0.436 0.405 0.117 0.395 0.442 1.000 
Q61 Correlation 0.362 0.399 0.230 0.362 0.388 0.313 1.000 
* All partial correlations are significant. 
NOTE: Q12 (delay in getting parts), Q17 (machinery breakdown harvest), Q24 (completion 
of planting), Q25 (extra work required), Q53 (machinery breakdown planting), 
Q56 (costly power outages) and Q61 (having to file maintain). 
Table 3.5.6. Partial correlation among events/activities in family issues section. 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q29 Q35 Q41 Q43 Q46 Q50 Q54 
Q29 Correlation 1.000 
Q35 Correlation 0.229 1.000 
Q41 Correlation 0.352 0.273 1.000 
Q43 Correlation 0.231 0.435 0.268 1.000 
Q46 Correlation 0.262 0.388 0.331 0.402 1.000 
Q50 Correlation 0.513 0.359 0.372 0.348 0.296 1.000 
Q54 Correlation 0.226 0.413 0.258 0.463 0.369 0.391 1.000 
* All partial correlations are significant. 
NOTE: Q29 (providing health insurance), Q35 (spouse not from farm), Q41 (decreased physical 
abilities), Q43 (lack of adequate childcare), Q46 (lack of children to continue), Q50 (lack of 
health insurance) and Q54 (conflicts with parents). 
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Table 3.5.7. Partial correlation among events/activities in commodities section. 
Control variables are: Q63 (age), Q64 (gender), Q65(martial status) and Q68 (farm type). 
Q21 Q23 Q26 Q33 Q34 Q44 Q45 
Q21 Correlation 1.000 
Q23 Correlation 0.545 1.000 
Q26 Correlation 0.509 0.468 1.000 
Q33 Correlation 0.533 0.581 0.593 1.000 
Q34 Correlation 0.442 0.513 0.426 0.630 1.000 
Q44 Correlation 0.324 0.367 0.369 0.381 0.474 1.000 
Q45 Correlation 0.365 0.281 0.400 0.305 0.271 0.370 1.000 
* All partial correlations are significant. 
NOTE: Q21 (change in government programs), Q23 (decrease in commodity quality), 
Q26 (foreign competition), Q33 (decrease in commodity prices), Q34 (loss of crop to pests), 
Q44 (loss of animals) and Q45 (genetically engineered community) 
Table 3.5.8. Partial correlation among events/activities 
in the weather section 
Control variables are: Q63 (age), Q64 (gender), 
Q65(martial status) and Q68 (farm type). 
Q18 Q37 
Q18 Correlation 1.000 
Q37 Correlation 0.632 1.000 
* All partial correlations are significant. 
NOTE: Q18 (severe weather conditions) 
and Q37 (loss of crop to weather). 
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Table 3.5.9. Partial correlation among events/activities 
in the regular section 
Control variables are: Q63 (age), Q64 (gender), 
Q65(martial status) and Q68 (farm type). 
Q3 Q30 Q42 
Q3 Correlation 1.000 
Q30 Correlation 0.267 1.000 
Q42 Correlation 0.332 0.341 1.000 
* All partial correlations are significant. 
NOTE: Q3 (transporting agricultural), 
Q30 (legal activities from neighbor), and 
Q42 (weather delays plant or harvest). 
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APPENDIX A. 2004 FARM STRESS SURVEY 
Instructions: 
This survey is to be completed by the farm operator or spouse and returned in the 
postage paid business reply envelope provided. This survey is based on the concept of 
proportional scaling. In other words, you will be assigning a stress score between 1 (no 
stress) and 100 (the maximum stress possible) for each activity or event listed on pages 2 and 
3 of this survey, by comparing that item to a baseline event (in this case marriage, which we 
will consider to be neither stressful nor stress free) that has been assigned a stress score of 50. 
For each event on the list, if you think it is more stressful than marriage, decide how much 
more and give the item a score between 51 and 100 (the maximum stress possible). If it is 
less stressful, decide how much less and give the event a score between 1 (no stress) and 49. 
If in your opinion the event provides the same stress as marriage give it a score of 50. Write 
your numeric score in the box next to each event. 
There are no right or wrong answers. It is important that you base your scores on your 
opinion of how each event is stressful to you personally. If there are events on the list that 
you have not personally experienced, base your score on how stressful you think that event 
would be for you in comparison to marriage. Please score every event and return the 
completed questionnaire in the enclosed postage paid envelope. 
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Farm and Life Events, Activities and Issues 
Marriage 
Beginning or ceasing work off the farm 
Working with livestock 
Transporting agricultural equipment on public roadways 
Death or disabling injury of a member of your rural community 
West Nile virus 
Assigning hazardous tasks to family members 
Death of a spouse 
Vacation 
Increased input prices (seed, fertilizer, pesticides, etc) 
Access to timely emergency response (fire, police, medical, etc) 
Machinery costs 
Delay in getting parts to repair machinery 
Working with a disability 
Having to ask a neighbor for assistance 
Finding reliable help for farm work (limited labor pool for agricultural tasks) 
Need to learn new ways to increase farm income through diversification 
Machinery breakdown during harvest (combine, tractor, truck, etc) 
Severe weather conditions (drought, heat, flood, cold, etc) 
In-laws 
Business readjustment (merger, re-organization, bankruptcy, etc.) 
Change in government commodity programs 
Major holidays 
Decrease in commodity quality or quantity 
Completion of planting or harvesting 
Extra work required during planting or harvesting due to weather conditions 
Foreign competition in producing agricultural commodities 
Taking on a mortgage 
Farming population shrinking 
Providing health insurance for you and your family 
Legal activities from neighbor odor nuisance law suit 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
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Winning the lottery 
Need to increase farm income 
Decrease in commodity prices 
Loss of crop to pests, or disease 
Spouse not from farm 
Agricultural practices of neighbor 
Loss of crop to weather (drought, flood, hail, wind, etc) 
Spouse beginning or ceasing work, either on or off the farm 
Neighbor asking assistance from you 
Working with dangerous chemicals 
Decreased physical abilities due to age or illness 
Weather delays during planting or harvesting 
Lack of adequate childcare facilities 
Loss of animals 
Genetically engineered commodities 
Lack of children to continue the family farm 
Reduction of local agricultural supporting companies 
Working in a dusty or noisy environment 
Divorce 
Lack of health insurance 
Disabling injury of a family member 
Working in isolation 
Machinery breakdown during planting (tractor, planter, truck, etc) 
Conflicts with parents about farming practices 
Disabling injury to yourself 
Costly power outages 
Foreclosure on a mortgage or loan 
Encroachment of urban boundaries to farming property 
Death of a child 
Sexual difficulties 
Having to file/maintain appropriate agency paper work (NRCS, FSA, County, etc.) 
Vertical integration of farming 
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Demographic Information: 
Age (years): 
Gender, please check (V) one: 
Marital status, please check (V) one: 
Race, please check (V) one: 
Farm type, please check (V) one: 
Farm occupation, please check (V) one: 
•  1 male 
•2 female 
•  1 married 
•2  married, but separated 
•  3 divorced 
•4 widowed 
•  5 never married 
• 1 White (non Hispanic) 
•  2 Black or African American (non Hispanic) 
•  3 Hispanic 
•4  Native American 
•5 Asian 
•ô other (specify) 
•  1 grain 
•  2 livestock 
•3  grain and livestock 
•4  other (specify) 
• 1 full-time farm or ranch operator 
•2 part-time farm or ranch operator 
•  3 retired from farm or ranch 
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CHAPTER 4. STATISTICAL ANALYSIS ON 
HEART PROBLEMS AND DIABETES 
Literature Review 
The American Heart Association (n.d.) has indicated that people with diabetes are 
much more likely than non-diabetics to suffer from heart problems such as heart disease, 
stroke, etc. Diabetes elevates the blood sugar level to much higher than normal. Excess blood 
sugar can damage many parts of the body such as the heart, blood vessels, eyes, and kidneys 
(Kelly, Domino, Lopez, Thiedke, Correa, Jaffe, Carr, Saccocio, & Davis, 2002). Nearly 7% 
of the American population has diabetes (St. Joseph Hospital: Diabetes, n.d.). Studies have 
shown that, for adults with diabetes, the risk of dying from cardiovascular disease is about 2 
to 4 times greater than that for adults without diabetes, and heart stroke for people with 
diabetes is 2 to 4 times more likely than for those without diabetes (Yourfamily's health, 
2005). Unfortunately, the survey also shows that about 60% of adults with diabetes do not 
take precautions to prevent either heart disease or cardiovascular disease (American Diabetes 
Association, n.d.). Maintaining proper lifestyle habits can decrease the risk of heart problems 
related to diabetes. Such lifestyle habits include keeping blood sugar level under control, 
avoiding an overweight condition, maintaining a lowered cholesterol level, performing 
physical activities, controlling blood pressure, avoiding smoking, maintaining proper diet, 
etc. (Kelly et al., 2002). 
Statistical analysis methods are used as basic research tools in the study of health 
care, with categorical analysis methods used most commonly. Reiber, Pecoraro, and Koepsell 
(1992) used a logistic regression model to predict the risk of lower extremity amputation in 
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people with diabetes based on potentially contributing effects of age, race, socioeconomic 
status, diabetes duration, etc., with odd ratios calculated to identify group differences. Chi-
square tests were used to compare the variables (number of patients either to die or require 
long-term care after a diabetes-related lower extremity amputation) and the patients' related 
discharge status, including variables such as gender, race, age group, medical control, etc. 
(Lavery, Houtum, & Armstrong, 1997). 
Statistical Issues 
Multivariate logistic regression 
With development of computer technology, multivariate statistical techniques have 
become widely used in the fields of medicine and health, sociology, business and economics, 
education, biology, geology, and so on (Johnson & Wichern, 2002). Multivariate statistical 
methods have been used to analyze several non-independent random variables from a given 
population or sample (SEBER, 1984; Karson, 1982). For example, Fitts and Karson (1977) 
used such methods on a market segmentation analysis in which the interesting random 
variables were household income, respondent education, length of current residence, number 
of bank accounts, and attitudes toward bank policies. For the case of discrete multi-random 
variables, discrete multivariate analysis can be applied (SEBER, 1984; Karson, 1982). 
Common discrete multivariate analysis methods include contingency tables, chi-square tests, 
analysis of covariance, multivariate logistic regression, and multivariate loglinear regression 
(SEBER, 1984; Karson, 1982). When two or more binary random variables are treated as 
response variables and other discrete or continuous variables as explanatory variables, 
multivariate logistic regression should be applied (Jeansonne, 2002). Multivariate logistic 
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regression was illustrated by McCullagh and Nelder (1989), and it has begun to be used 
widely to model non-independent binary response data in recent decades, especially in areas 
of medical, health, and epidemiologic study (Chen & Dey, 2003). For example, Karunaratne 
and Elston (1998) used a multivariate logistic model to express the proportions of disease 
status among family members as a function of the outcomes of antecedent family members, 
major genetic effects, and other explanatory variables. Hudson, Laired and Betensky (2001) 
used multivariate logistic regression models to assess aggregation of two disorders within 
families. Multivariate logistic regression methods can provide more realistic, flexible, and 
powerful models than univariate methods can, because multivariate techniques use more 
information and provide less restricted interpretations of the parameters compared to a series 
of univariate analyses (Hudson, et al., 2001). 
Multivariate logistic regression models can be defined as 
1j - xp 
where: 
Tj is the vector (i)l,rj2,...r]k) and 7?, =logit(ni) with #,=Pr(Yi=l), 
Yi is the categorical response variable, 
X is a k x p  matrix of explanatory variables, and 
P is a p-dimensional vector of unknown parameters. 
In the SAS software implementation, PROC CATMOD and PROC LOGISTIC are 
two common procedures for multivariate logistic analysis. PROC LOGISTIC can fit linear 
logistic regression models for individual multivariate variables, one at a time. It has the two 
advantages that it is simple to calculate estimates of probabilities/proportions for each of the 
multivariate variables' event categories and it has model-building strategies to select 
93 
effective covariates in the model automatically. However, it does not consider the links 
among multivariate variables, and the probabilities/proportions for the event categories of 
multivariate variables may not sum to 1 (SAS/STAT User's Guide Version 8, 1999). 
The estimates of probabilities/proportions for each of the multivariate variables' event 
categories also can be obtained by applying the CATMOD procedure to the response 
function logits. The disadvantages of using the CATMOD procedure are: (1) the need for 
complex calculations to obtain estimates of the probabilities/proportions of events, (2) that it 
has no model-building strategy for model selection, and (3) that the explanatory variables 
must be the same as in all multivariate logistic regression models. The major advantages of 
the CATMOD procedure are that: (1) links for multivariate variables are considered, (2) the 
sum of the estimated probabilities/proportions of the multivariate variables is equal to 1, and 
(3) associations in the estimated covariance matrix among the parameters in the multivariate 
responses can be displayed (SAS/STAT User's Guide Version 8, 1999). 
If one supposes the multivariate variables are Yn, Yn, Y2l, and Y22, and their event 
probabilities/proportions are pn , pn, p21, and p22 respectively (see Figure 4.1), the 
estimated event probabilities/proportions can be obtained from PROC LOGISIC as shown in 
Equations 4.1 and 4.2. 
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Figure 4.1. Probabilities for multivariate variables 
logit(Pr(yn = 11 Xj)) = logit(pn) = log, Pn = <*i + PxXi 
— ! -Pn 
logit(Pr(F12 = 11X2)) = logit(p12) = log P n  =a2+ J3 X2  
— P\ 2  —  
logit(Pr(y21 = 11X3)) = logit(p21) = log P n  =a3+ J3 X3  
— I -P21 
logit(Pr(F22 = 11X4)) = logit(p2 2) = log P n  = a4  + (3 XA  
— I-P22 
(4.1) 
Pr(%ii - 11 ^1) — Pn ~ 
Pr(^i2 _ 11 -^2) — P12 ~ 
P f(^2i —  11 ^ 3) —  P21 ~ 
Pr(y22 = 11 X 4 )  =  p 2 2  =  
exp (ciy+ftXi) 
1 + exp(or1  + PxXx) 
exp (a2+/32X2) 
l  + exp(or2  + f32X2) 
exp(«3 + /?3X3) 
l  + exp ( « 3  + J33X3) 
exp (a4+/34X4) 
l  + exp(a4+ J34X4) 
(4.2) 
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where: 
Xj,  X 2 ,  X 3 ,  and X 4  are  vectors  of  explanatory var iables  in  each model ,  
Of,, a2, a3, and df4are intercepts, and 
/?,, /?2, /?3, and /?4 are vectors of coefficients for explanatory variables in each 
model. 
The displays for logistic regression analysis using the CATMOD procedure on the standard 
response function are shown as Equation (4.3) (SAS/STAT User's Guide Version 8, 1999): 
log 
f \ 
Pn  
VP22/  
= log(pn) - log(p22) = 7i + 
log 
f \ 
Pn 
\ P 22 J 
log 
f \ 
P21 
\P22 J 
= log(Pi2) - log(p22) = y2  +8.2Z 
=iog(p21) -i°g(p22) = n + 83z 
(4.3) 
Based on thé constraint that pn + pl2 + p2l + p22 = 1, Equation 4.4 shows the 
calculated estimations of probabilities/proportions of each multivariate variables event. 
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where: 
Pi 
exp(% + <%Z) 
1 1 + exp( y l  + <5,Z) + exp( y2  + S2Z) + exp( y3  + S3Z) 
Pn = 
exp(% + 42) 
1 + exp( y ï  + <5'1Z) + exp( y2  +S2Z) + exp( y3  + S3  Z) 
Pn 
P22 
exp(^+^Z) 
1 + exp( y + S t  Z) + exp( y2  +S2Z) + exp( y3  + S3Z) 
1 + exp( yx  + 8X  Z) + exp( y2  +S2Z) + exp( y3  + S3Z) 
(4.4) 
Z is a vector of explanatory variables for the multivariable logistic model, 
y1, y2, and y3 ,are intercepts, and 
, S2, and S3 are vectors of coefficients for explanatory variables in each model. 
Conditional logistic regression 
Conditional logistic regression can be applied to the matched case-control study, or to 
highly-stratified data where the major interest is the within-stratum factor, or even to some 
correlated data situations (Preisser & Koch, 1997). In the matched case-control study, there 
are paired subjects, i.e., one is the in-case event, the other is the control event, and 
conditional logistic regression is used to determine whether certain risk factor/factors are 
exposed by case or control events (Preisser & Koch, 1997). Garcia-Zettera, Jara, & Declerk 
(2005) used the conditional logistic regression model to explore the association between the 
presence and absence of cavities among different deciduous molars in seven-year-old 
children. If research interest is focused on the discordant stratus factor, then the conditional 
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logistic regression model is preferred (Cobb, 2006). For example, if every observation is 
independent, unlike in matched pairs, the conditional discordant stratus can be informative 
about whether individuals take a particular medicine. The conditional logistic regression 
model to be satisfied in conditional situations is given in Equation 4.5. 
logit [?(%, = 11 y* = 1, W ;,%..)] = r* +^.. (4.5) 
where: 
Yy is the random binary response for the j activity on the i individual; 
Yik is the binary variable for the k activity on the i individual, 
X t j  is the correspondent covariate vector for YV], 
/?y is the parameter vector for covariate X { j , and 
yik is a parameter. 
Conditional logistic regression will be used in the current study to give additional 
detailed information when observations are conditional on diabetes, to compare the 
proportions of an observation being an event (i.e., exposure to heart disease) in the overall 
population and for diabetes populations, and to indicate the effects of factors on events (i.e., 
exposure heart disease) for the overall population and for diabetes populations. 
Materials and Methods 
Data source 
The data for the heart problems and diabetes study are from the Behavioral Risk 
Factor Surveillance System (BRFSS) (appendix 4.1). BRFSS is a collaborative study 
between the National Center for Disease Control and Prevention (CDC) and U.S. states and 
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territories (BRFSS, 2005). BRFSS was started in 1984, its objective being to collect uniform, 
state-specific data on preventive health practices and risk behaviors that may relate to disease 
or injuries in the adult population (18 years of age or older) living in households (BRFSS, 
2005). In 2004, 303,822 observations were collected through computer-assisted telephone 
interviewing (BRFSS, 2005). 
In this study, the interesting random variables were whether the interviewee had heart 
disease, whether the interviewee had diabetes, and his or her health status, so the observation 
was non-useful and deleted from the dataset if the interviewee did not give information on 
these three survey questions; 47,330 useable observations remained after deleting these non-
useful observations. In the survey dataset, in addition to information about these questions, 
information also included, among other items, the respondent's age, marital status, gender, 
race, employment status, completed education level, income level, smoking status, whether 
the respondent was a heavy drinker, whether fewer high-fat or high-cholesterol foods were 
eaten, whether more fruits and vegetables were eaten, whether vitamin supplements or pills 
were taken, and so on. 
Statistical analysis 
Contingency table and Chi-square. The contingency table is a count table for cross-
classification of data to show the responses of a subject to one variable as a function of other 
variable/variables (Agresti, 2002). The contingency table commonly is used before other 
statistical methods to indicate if subjects fall into joint categories (Dallai, 2003). The 
contingency table shows the observed frequency in each cell, the marginal sums for each row 
and column, and the overall total, with row or column percentages (Schwarz, 1998b). It is 
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often of major interest to check whether there is any association between the variables. In 
accordance with the Multiplicative Law of Probability, if the probabilities/proportions of the 
various levels of a variable row are constant for different levels of a variable column, then 
classification by the row variable is independent of classification by the column variable; 
otherwise, the categorical row variable has an association with the categorical column 
variable (Young & Veldman, 1972; Engineering statistics handbook, 2006e). 
Even though a contingency table can tell much, it cannot tell everything. For 
example, it is difficult to determine the statistical important of the relationship between two 
categorical variables in the table. Often, a statistical chi-square test is better to use for such 
purposes (Korey, 2005). The chi-square test is one of the most popular statistical methods 
because it is easy to calculate and interpret. Chi-square statistics are used most frequently to 
test null hypotheses of independence for row and column variables in a contingency table. 
The central idea for the chi-square test is to compare actual/observed values and expected 
values in each cell of the table (Equation 4.6), with the expected value calculated based on 
the assumption of no association between rows and columns variables (Linton, 2003). 
z 2 =  I  
all cells 
(observed frequency - expected frequency)2 
expected frequency 
(x> i eij ) (4.6) 
where: 
X2 is the chi-square statistic, 
Xy is the observed frequency for the cell in row i and column j, and 
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etj is the expected frequency based on the null hypothesis of independence for the 
row and column variables for the cell in row i and column j, given by 
(row total) x (column total) 
grand total 
If the calculated value of x2 is bigger than the critical value, this indicates that the 
actual value is different from the expected value, which is based on the null hypothesis of no 
association between row variable and column variable, thus showing that the categorical 
variables have an association (Linton, 2003). In other words, there is no relationship between 
two categorical variables if the difference between the observed and predicted cell values is 
small (Linton, 2003). The chi-square statistic approximately follows a chi-square distribution 
with degrees of freedom equal to (the number of rows - l)*(the number of columns - 1) 
which is based on large-sample theory (Dallai, 2003). Cochran (1954) recommends that "at 
least 80% of the expected cell counts be at least 5 and no expected cell count be less than 1". 
If the sample size is small, in which case this condition is not satisfied, the chi-square test is 
not a good choice. For small sample size or highly imbalanced tables, Fisher's exact test and 
Yates' continuity correction test are better methods. Fisher's exact test calculates an exact p-
value for a contingency table with small expected frequency (Dallai, 2003). The central idea 
for Fisher's exact test is that the distribution of the test statistic is conditional on the marginal 
distribution of observations, and it calculates the total probability of the observed data 
outcome as extreme or very extreme if the null hypothesis (no association for row and 
column variables) is true (Greenwood & Nikulin, 1996). Fisher's exact test makes no 
approximations, and is suitable for small sample sizes. However, it is less powerful than the 
chi-square test (Cann, 2003). The Yates continuity correction adjusts the chi-square test by 
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subtracting 0.5 from each observed value to produce better agreement with Fisher's exact test 
when the sample size is small or when at least one cell of the table has an expected frequency 
less than 5 (Dallai, 2003). The Yates continuity correction statistic is given in Equation 4.7. 
Xc is Yates' continuity correction statistic, 
xtj is the observed frequency for cell at row i and column j, 
etj is the expected frequency based on the null hypotheses of independence for the 
rows and column variables for the cell at row i and column j, given by 
(row total) x (column total) 
grand total 
Multivariate Logistic Regression. Diabetes and heart disease are both of interest in 
this study, and we will investigate the association between there two variables. The 
respondent's possible responses relative to the two diseases are "have diabetes and heart 
disease," "no diabetes but have heart disease," "have diabetes but no heart disease," and "no 
diabetes or heart disease." Binomial response variables Yni, Yni, Ylu, Y22i were used to 
identify the above 4 possible status responses, where the variables are defined as follows: 
If the respondent i has diabetes and heart disease, then Yni =1, otherwise Yni =0; 
Z r 2= £  
all cells 
(| observed frequency - expected frequency |-0.5)2 
expected frequency 
(I xij eij\ 0-5) (4.7) 
where: 
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If the respondent i does not have diabetes but has heart disease, then YUi =1, 
otherwise Yni =0; 
If respondent i has diabetes but no heart disease, Y21i =1, otherwise Y1U =0; 
If respondent i has neither diabetes nor heart disease, then Y22i=l, otherwise Y22i =0. 
The vector { Yn, Yl2, Y2I, Y22} follows the multivariate binomial distribution: 
Y = 
yn 
y 2i 
~ MVB n, 
Pl2 
P21 
(4.8) 
where p n  ,  p n ,  p 2 l , and p22 represent the proportions in the population having diabetes and 
heart disease, no diabetes but heart disease, diabetes but no heart disease, and no diabetes and 
no heart disease, separately. The statistics pn , pl2, p2l and p22 are estimates of parameters 
Pn ' P12 ' Pi] ' and p12 • A multivariate logistic regression model can be built to express the 
relationships between each possible status and the response variables (Equation 4.9). 
logit 
f P11 1 
' Pu 
I - Pn 
Pn 
Pl2 
P21 
= log Pn 
P21 
= 
«2+^2 
aA+§_AX^ \P22j I-P21 
P22 
~ P22 y 
(4.9) 
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where: 
ax, a2, a3 and a4 are the intercept coefficients for each health status (diabetes and 
heart disease, no diabetes but heart disease, diabetes with no heart disease, and 
no diabetes nor heart disease), 
y9|, /?2, and /?4 are vectors of coefficients of explanatory variables for each 
health status; 
, ,  X 2 ,  X 3  and X 4  are  vectors  of  explanatory var iables/factors  for  each heal th  
status. 
This research may include both main order effects (age, gender, marital status, 
smoking level, drinking level, employment status, income status, and so on) and second-
order interaction effects between the explanatory variables. 
Conditional Logistic Regression. The population with diabetes has a much higher 
proportion for having heart disease than the population without diabetes. The distribution for 
heart disease in the diabetes population should thus be different from the distribution for 
heart disease in the whole population, and the difference is interesting. In this study, the 
proportion for having diabetes is pD = pn + p2l, and the proportion for having heart disease is 
Ph = Pn + Pn • The relationship among the proportions is shown in Figure 4.2. 
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Heart yes 
Disease no 
Diabetes 
yes no 
Pn Pn 
Pn P22 
Pti 
PH 
1 - Pa 
Figure 4.2. proportions for diabetes and heart disease 
In figure 4.2, p D  is the probability of diabetes in the population, 1 - p D  is the probability of 
no diabetes in the population; pH is the probability of heart disease in the population, 1-
pH is probability of no heart disease in the population. 
The logistic regression models (Equations 4.10,4.11, and 4.12) were applied to 
express separately the associations between the proportions of having diabetes in the whole 
population, of having heart disease in the whole population, and the proportion having heart 
disease in the diabetes population, and explanatory variables (including personal background 
and habits). 
log-^- = log,  p "+ p "  ,  =& + pxD  
1 ~ P d  l - (Pn + P 2 i )  
exp(A,+j#Xo) 
P d  1 + exp(/?0 + pX D ) 
(4.10) 
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where: 
/?0 is the intercept coefficient for the diabetes logistic regression model; 
/? is the vector of coefficient of explanatory variables in the diabetes logistic 
regression model; 
X D  is the vector of explanatory variables in the diabetes logistic regression model; 
log-^— = log P n + P^ = r o  +  rxH  
1~PH 1-(Pi i  +P12) 
exp(y,^) 
l + exp(^ + y%^) 
where: 
70 is the intercept coefficient for the heart disease logistic regression model; 
y is the vector of coefficients of explanatory variables in the heart disease logistic 
regression model; 
XH is the vector of explanatory variables in the heart disease logistic regression 
model; 
log Ph]d = log P ( H^ = log =s  +sx 
/(P11 + P21) 
h \ d  
P h \ d  ~  
exp (ô0 + ôXjjp) 
l  +  e x p ^  +  S X  H p )  
(4.12) 
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where: 
pH|D is the proportion of having heart disease in the diabetes population; 
S0 is the intercept coefficient in the regression model for heart disease conditional on 
having diabetes; 
S is the vector of coefficients of explanatory variables in the regression model for 
heart disease conditional on having diabetes; 
XHp is the vector of explanatory variables in the regression model for heart disease 
conditional on having diabetes. 
Adjacent-category logit. The adjacent-category logit model is one of the formulations 
of ordinal logistic regression (Halpin, 2003) suggested for an ordered categorical response. 
The f adjacent-category logit is the log odds of category j verse category j-1. In SAS, the 
CATMOD procedure's alogits response function applies cumulative logit regression 
(SAS/STAT User's Guide Version 8, 1999). The general form for an adjacent category logit 
regression is shown in Equation 4.13. 
P(F = y,/x) 
iogf(r=y;;Ar^- (4-13) 
where j-2, 3, ..., k and the parameter ft-is the regression coefficient of the covariate for the 
log odds of (F - y j) related to (F = _yH). 
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Results and Discussions 
The survey dataset includes 47,330 observations providing information as to whether 
the respondent had diabetes or heart disease, general health status, and personal background, 
and habits such as age, gender, marital status, employment status, income level, smoking 
level, and drinking level, see described in section of data source. Personal background traits 
and personal habits associated with diabetes or heart disease were of interest in the research. 
Contingency table and Chi-square 
A contingency table can represent the observed frequencies and proportions of two 
events, A and B, whether they are independent or not, with one of the two events treated as a 
row variable and the other as a column variable. It graphically shows whether the occurrence 
of event A/B is associated with different levels of event B/A. Chi-square is a statistical test 
for determining whether to reject a null hypothesis that events A and B are independent of 
each other. The contingency table and chi-square test were developed separately for diabetes 
status or heart disease status by age category, gender, marital status, race, education level, 
overweight or obese condition, income category, usage of tobacco level, usage of alcohol, 
employment level, whether high-fat or high-cholesterol food were eaten, whether more fruits 
and vegetable were eaten, whether physically active, whether vitamins were taken daily, and 
number of children in household (appendices 4.2 & 4.3). 
The p-values of chi-square tests for each contingency table on diabetes or heart 
disease status (appendices 4.2 & 4.3) lead to rejecting a no association null hypothesis at 
#=0.05 except for whether vitamins were taken daily. These results show that the 
proportions of developing diabetes or heart disease were not independent of individuals' age 
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category, gender, marital status, race, education level, whether overweight or obese, income 
category, usage of tobacco level, drinking alcohol level, employment level, whether high-fat 
or high-cholesterol foods were eaten, whether more fruits and vegetables were eaten, whether 
physically active, or the number of children in household. 
Multivariate logistic regression 
In the current study, potential explanatory variables in multivariate logistic regression 
are: 
MARITAL is marital status, where 1 = married, 2 = divorced, 3 = widowed, 4 = separated, 
5 = never married, and 6 = a member of an unmarried couple (reference level); 
SEX is gender status, where 1 = male and 2 = female (reference level); 
CVDFAT02 is whether eating less high-fat or high-cholesterol food, where 1 = yes, 2 = no 
(reference level); 
CVDFVG01 is whether eating more fruits and vegetables, where 1 = yes, 2 = no (reference 
level); 
CVDEXR03 is whether engage in physical activities, where 1 = yes, 2 = no (reference level); 
SMOKER is smoking status, where 1 = current smoker, smoking everyday, 2 = current 
smoker, smoking some days, 3 = former smoker, and 4 = never smoked (reference level); 
RFDRHV2 is drinking status, where 1 = not heavy drinker, 2 = heavy drinker (reference 
level); 
RACE is race, where 1 = white, 2 = black, 3 = Asian, 4 = other (reference level); 
AGE is a 6-level imputed age category, where 1 = 18-24, 2 = 25-34, 3 = 35-44, 4 = 45-54, 
5 = 55-64, 6 = 65 or older (reference level); 
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BMI4CAT (WEIGHT) is weight status, where 1 = neither overweight nor obese, 
2 = overweight, 3 = obese (reference level); 
EDUCATION LEVEL is completed education status, where 1 = did not graduate high 
school, 2 = graduated high school, 3 = attended college or technical school, and 
4 = graduated from college or technical school (reference level); 
CHILDREN is number of children in household, where 1 = no children, 2 = one child, 
3 = two children, 4 = three children, 5 = four children, and 6 = five or more children 
(reference level). 
The LOGISTIC procedure was used to investigate the relationship between the 
multivariate responses and sets of explanatory variables, which include personal background 
and personal habits (Equation 4.14). Also, equation 4.15 expresses the odds ratio for diabetes 
and heart disease status: both diabetes and heart disease Yn = 1, no diabetes but heart 
disease Yn = 1, diabetes without heart disease Y2l = 1, neither diabetes nor heart disease 
Y^ = 1. Tables 4.1.1, 4.1.2, 4.1.3, and 4.1.4 show the logistic regression parameter estimates 
of Yn ,F12, y21, and Y22, respectively. 
logit(pn) = log Pn = ax + fi1X1 
1
~Pu 
logit(Pi2) = log Pl2 =a2+ fi2X2 
"" ~ \ (4.14) 
logit(/>2i) = log P" = a,+/3,X, 
1-P21 
logit(p22) = log Pl2 =a4+ f3AXA 
P22 , 
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odds ratio = Pn = exp(#, + /?, X,) = exp(ax) *exp(/?, X,) 
1 - P n  
odds ratio = ——— = exp(or2 + y62X2) = exp(or2) *exp(/?2X2) 
l
~
P a  ( 4 . 1 5 )  
odds ratio = Pn - exp(or3 + /?3X3) = exp(or3) *exp(/?3X3) 
1 - p2l 
odds ratio = Pl2 = exp(«4 + /?4X4) = exp(or4) *exp(/?4X4) 
1 
- P22 J 
where: 
Pn ' P12 ' P21 ' and p22 represent the proportions in the population for having diabetes 
and heart disease, no diabetes but heart disease, diabetes but no heart disease, 
and no diabetes and no heart disease, separately; 
a,, a2, a}, and aA are the intercept coefficients for each health status (diabetes and 
heart disease, no diabetes but have heart disease, diabetes but no heart disease, 
and no diabetes nor heart disease), 
, /?2, /?3, and /?4 are vectors of coefficients of explanatory variables for each 
health status; 
X , ,  X 2 ,  X 3 ,  a n d  X 4 a r e  v e c t o r s  o f  e x p l a n a t o r y  v a r i a b l e s / f a c t o r s  f o r  e a c h  h e a l t h  
status. 
The output of applying PROC LOGISTIC to estimate logistic regression models 
forFn , F,2, F21, and F22 show that (statistical important factors): 
Fn (both diabetes and heart disease, see Table 4.1.1) 
I l l  
Table 4.1.1. Parameter estimates for the logistic regression model of Fn(log—1——) using 
1 - P i  i  
the SAS LOGISTIC procedure 
Parameter 
estimate of 
coefficient 
(/?) 
Std. 
Error p-value exp(y9) 
Intercept -4.92 28.75 0.86 
MARITAL 
Married -0.25 0.08 0.00 0.78 
Divorced -0.09 0.09 0.31 0.91 
Widowed -0.03 0.09 0.75 0.97 
Separated 0.27 0.15 0.08 1.31 
never married -0.04 0.12 0.72 0.96 
SEX Male -0.42 0.07 <.0001 0.66 
AGE 
18-24 -11.29 143.80 0.94 0.00 
25-34 -0.74 28.75 0.98 0.48 
35-44 1.50 28.75 0.96 4.48 
45-54 2.80 28.75 0.92 16.44 
55-64 3.65 28.75 0.90 38.47 
CVDFAT02 eat few high-fat foods -0.31 0.07 <.0001 0.73 
CVDFVG01 eat more fruits/vegetables -0.35 0.09 0.00 0.70 
CVDEXR03 do more physical activity 0.61 0.06 <.0001 1.84 
SMOKE 
current every day -0.11 0.08 0.14 0.90 
current some day 0.24 0.10 0.02 1.27 
former 0.11 0.06 0.05 1.12 
_RFDRHV2 not heavy drinker -1.06 0.28 0.00 0.35 
RACE 
White 0.00 0.26 0.99 1.00 
Black 0.27 0.26 0.31 1.31 
Asian -0.63 0.76 0.41 0.53 
WEIGHT 
Normal weight -0.64 0.06 <.0001 0.53 
Overweight -0.10 0.05 0.02 0.90 
EDUCATION 
LEVEL 
lower than high school 0.52 0.06 <.0001 1.68 
high school -0.07 0.05 0.18 0.93 
in college 0.03 0.05 0.57 1.03 
The covariate partial regression coefficients are logit (p,,) ~ ax + , and 
r ,  exp(of, + J 3 X . )  
odds of (Fn = 1) = -——  =  e x p ( a l + P l X l )  or p n = -  — •  
1 - P n  1  +  e x p C o f ,  +  P _ x X _ ] )  
For marital status, separated people had the highest odds ratio for exposure to both 
diabetes and heart disease, 1.31 times over the odds ratio for people who were members of an 
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unmarried couple (reference level); those who were married had the lowest odds ratio, the 
odds ratio in that case being about 78% those of the reference group, and people who are 
divorced, widowed, and never married also had lower risk than did members of an unmarried 
couple. Males had lower odds ratio for having both diabetes and heart disease, 34% less than 
the odds ratio for females. People from age groups 35-44,45-54, or 55-64 experienced higher 
odds ratio of having diabetes and heart disease than did those 65 years old or older (reference 
level). The odds ratio to have both diabetes and heart disease for those age 55-64 is quite a 
bit higher than for those 65 years old or older. Both diabetes and heart disease were 
associated with reduced life expectancy (Pallarito, 2006). It may be that a person who has 
diabetes and heart disease also has low probability to live a long life. This could explain why 
there is not a large proportion of people in the age group 65 years old or older who have 
diabetes and heart disease. While people age 25-34 had only 48% of the odds risk of those 65 
years old or older. The proportion of having diabetes and heart disease for people younger 
than 24 years was very low. People eating less high fat/high-cholesterol food or eating more 
fruits/vegetables had lower odds ratio by about 30% than those not doing so. People smoking 
occasionally or former smokers had higher odds ratio of having diabetes and heart disease 
than those who never smoked. However, people smoking every day had about 10% lower 
odds ratio of having diabetes and heart disease. (The reason maybe is that the people quit 
smoking or try to smoke less if they get diabetes and heart disease). Non-heavy drinkers had 
lower odds ratio of exposure to diabetes and heart disease that was only about 35% that for 
heavy drinkers. Among racial groups, Blacks had the highest odds ratio of such exposure and 
Asians had the lowest odds ratio. People with normal weight had about 53% of the odds ratio 
of exposure to diabetes and heart disease of those who were obese, and overweight persons 
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had 90% of the odds ratio of obese persons. People graduating from high school had lower 
odds ratio of having diabetes and heart disease than did those not graduating from high 
school. 
Y12 (no diabetes with heart disease, see Table 4.1.2) 
Table 4.1.2. Parameter estimates for the logistic regression model of Yn ( log Pn—) using 
1  
~  P n  
the SAS LOGISTIC procedure 
Parameter 
estimate of 
coefficient 
(fi) 
Std. 
Error p-value exp(l) 
Intercept -1.33 0.22 <.0001 
SEX Male -0.16 0.04 0.00 0.85 
18-24 -1.50 0.18 <.0001 0.22 
25-34 -0.74 0.09 <.0001 0.48 
AGE 35-44 -0.14 0.07 0.03 0.87 
45-54 0.44 0.05 <0001 1.55 
55-64 0.85 0.05 <.0001 2.34 
CVDFAT02 eat few high-fat foods -0.20 0.05 <.0001 0.82 
CVDFVG01 eat more fruits/vegetables -0.31 0.06 <.0001 0.73 
current every day 0.10 0.05 0.05 1.11 
SMOKE current some day -0.25 0.08 0.00 0.78 
former 0.09 0.04 0.03 1.09 
_RFDRHV2 not heavy drinker -0.77 0.16 <.0001 0.46 
White -0.28 0.09 0.00 0.76 
RACE Black 0.29 0.10 0.00 1.34 
Asian -0.07 0.26 0.79 0.93 
normal weight -0.80 0.04 <.0001 0.45 
WEIGHT overweight -0.06 0.03 0.03 0.94 
lower than high school 0.08 0.04 0.08 1.08 
EDUCATION high school 0.09 0.03 0.00 1.09 
LEVEL in college 0.07 0.04 0.06 1.07 
CHILDREN -0.07 0.03 0.01 0.93 
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The covariate partial regression coefficients are logit(p12) ~ a2 + fi2X_2 ar|d 
odds of (yi2 = 1) = —= exp(a2 +  p 2 X 2 )  or pl2 = -—P( 2 • 
1 P12 l + exp(0f2 +P_21L2) 
Males had 15% lower odds ratio than females for getting heart disease. People in the 
age group 55-64 had the highest odds ratio of having heart disease, 2.34 times the odds ratio 
for those 65 or older. Odds ratio for people in age group 18-24 were 22% of those ages 65 or 
older. People eating less fatty food or more fruits/vegetables had lower odds ratio of having 
heart disease. People smoking everyday or former smokers had higher odds ratio of having 
heart disease than those who never smoked. Non-heavy drinkers' odds ratio was 54% lower 
than odds ratio for heavy drinkers. Blacks had the highest odds ratio, and whites had the 
lowest odds ratio, of having heart disease. People with graduate degrees had lower proportion 
of heart disease than did those without graduate degrees. People with more children had 
lower odds ratio of having heart disease. 
F21 (diabetes but without heart disease, see Table 4.1.3) 
There were higher proportions of diabetes among divorced, widowed, and separated 
people than for married people, unmarried people, or members of unmarried couples. Males 
had lower odds ratio of having diabetes than females. The age group 55-64 exhibited the 
highest proportion of diabetes. Eating less high-fat food had about 21% lower odds ratio 
from the group who ate high fat food. Those who did more physical activities had higher 
odds ratio than the group not doing so. Those who never smoked had lower odds ratio of 
having diabetes than did current or former smokers. Non-heavy drinkers had 79% the odds 
ratio of diabetes among heavy drinkers. People who had graduated or were studying in 
college had a lower proportion of having diabetes than others. 
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Table 4.1.3. Parameter estimates for the logistic regression model of Y21 ( log———) 
I-P21 
using the SAS LOGISTIC procedure 
Parameter 
estimate of 
coefficient 
(fi) 
Std. 
Error p-value exp(y9) 
Intercept -2.21 0.16 <.0001 
married -0.15 0.05 0.00 0.86 
divorced 0.04 0.06 0.45 1.04 
MARITAL widowed 0.10 0.06 0.10 1.11 
separated 0.29 0.10 0.00 1.34 
never married -0.20 0.08 0.01 0.82 
SEX male -0.43 0.04 <.0001 0.65 
18-24 -1.47 0.19 <.0001 0.23 
25-34 -1.12 0.11 <.0001 0.33 
AGE 35-44 -0.45 0.08 <.0001 0.64 
45-54 0.43 0.06 <.0001 1.54 
55-64 0.97 0.06 <.0001 2.64 
CVDFAT02 eat few high-fat foods -0.24 0.04 <.0001 0.79 
CVDEXR03 do more physical activity 0.32 0.04 <.0001 1.38 
current every day 0.20 0.04 <.0001 1.22 
SMOKE current some day 0.19 0.06 0.00 1.21 
former 0.01 0.04 0.81 1.01 
_RFDRHV2 not heavy drinker -0.24 0.11 0.03 0.79 
lower than high school 0.28 0.04 <.0001 1.32 
EDUCATION high school 0.02 0.03 0.58 1.02 
LEVEL in college -0.03 0.03 0.45 0.97 
The covariate partial regression coefficients are logit(p21) ~ Of3 + /?32ù and 
n exp(a,+j3 X.)  
odds of (Y21 = 1) = —= exp(tif3 +&X3)or p21 = —~3 
l - p 2 l  l + exp(a3 +  f i  X ? , )  
Y22 (neither diabetes nor heart disease, see Table 4.1.4) 
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Table 4.1.4. Parameter estimates for the logistic regression model of Y22 ( log———) 
I- P22 
using the SAS LOGISTIC procedure 
Parameter 
estimate of 
coefficient 
(/n 
Std. 
Error p-value exp ( p ) 
Intercept 0.45 0.15 0.00 
married 0.16 0.03 <.0001 1.17 
divorced -0.02 0.04 0.64 0.98 
MARITAL widowed -0.10 0.04 0.02 0.90 
separated -0.20 0.07 0.01 0.82 
never married 0.06 0.05 0.26 1.06 
SEX male 0.41 0.03 <.0001 1.51 
18-24 1.72 0.13 <.0001 5.58 
25-34 1.07 0.07 <.0001 2.92 
AGE 35^4 0.38 0.05 <.0001 1.46 
45-54 -0.44 0.04 <.0001 0.64 
55-64 -1.06 0.04 <.0001 0.35 
CVDFAT02 eat few high-fat foods 0.30 0.03 <.0001 1.35 
CVDFVG01 eat more fruits/vegetables 0.25 0.04 <.0001 1.28 
CVDEXR03 do more physical activity -0.37 0.03 <.0001 0.69 
current every day -0.12 0.03 0.00 0.89 
SMOKE current some day -0.02 0.05 0.63 0.98 
former -0.09 0.03 0.00 0.91 
_RFDRHV2 not heavy drinker 0.60 0.09 <.0001 1.82 
low than high school -0.33 0.03 <.0001 0.72 
EDUCATION high school -0.02 0.02 0.42 0.98 
LEVEL in college 0.00 0.03 0.87 1.00 
White 0.16 0.07 0.03 1.17 
RACE Black -0.21 0.07 0.00 0.81 
Asian 0.21 0.20 0.29 1.23 
CHILDREN 0.05 0.02 0.03 1.05 
normal weight 0.48 0.02 <.0001 1.62 
WEIGHT overweight 0.14 0.02 <.0001 1.17 
The covariate partial regression coefficients are logit( p 2 2 )  ~ a 4  +  / ?  X 4  and 
n exp (a, + fix.) 
odds of (Y22 = 1) = = exp(«4 + J34X4) or p22 = —~4 
I - P 2 2  l  +  e x p ( a 4 + p  X 4 )  
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The odds ratio of neither diabetes nor heart disease in males was about 1.51 greater 
than the odds ratio for females. Married and never-married people had higher odds ratio of 
having neither diabetes nor heart disease than did those of other marital statuses. People in 
age group 18-44 had a higher proportion of having neither diabetes nor heart disease. Eating 
less fatty food, more fruits/vegetables, and never smoking or not drinking heavily had 
associate with the high level of proportion of neither diabetes nor heart disease. A higher 
education level had higher proportion of having neither diabetes nor heart disease. Obese 
people had lower proportion of having neither diabetes nor heart disease. 
The display for multivariate logistic regression of Yn , Yn , Y2l, and Y22 applied the 
CATMOD procedure on the standard response function shown previously as Equation 4.3. 
The calculated functions for proportions pn , p12, p21, and p22 were shown previously as 
Equation 4.4. Tables 4.2.1, 4.2.2, and 4.2.3 give the estimated parameters of log-^-, 
P22 
l o g — ,  a n d  l o g - — ,  r e s p e c t i v e l y .  
P22 P 22 
The outputs of the CATMOD procedure give the ratio of the proportion of the two 
diseases vs. the proportion of not being exposed (statistical important factors). 
The ratio of the proportion of Fu (both diabetes and heart disease) vs. the proportion of 
Y22 (neither diabetes nor heart disease) (see Table 4.2.1) 
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Table 4.2.1. Parameter estimates for log-^- using the SAS CATMOD procedure on 
P22 
standard response function 
Parameter 
estimate of 
coefficient 
(# )  Std. Error p-value exp (co) 
Intercept -4.30 8.78 0.62 
SEX male -0.45 0.07 <.0001 0.64 
AGE 
18-24 -10.19 0 
25-34 -1.10 8.78 0.90 0.33 
35-44 1.14 8.77 0.90 3.13 
45-54 2.53 12.55 
55-64 3.49 8.77 0.69 32.79 
CVDFAT02 eat few high-fat foods -0.39 0.07 <.0001 0.68 
CVDFVG01 eat more fruits/vegetables -0.43 0.09 <.0001 0.65 
CVDEXR03 do more physical activity 0.70 0.06 <.0001 2.01 
SMOKE 
current every day -0.07 0.08 0.34 0.93 
current some day 0.29 0.10 0.01 1.34 
former 0.11 0.06 0.06 1.12 
_RFDRHV2 not heavy drinker -1.19 0.29 <.0001 0.3 
WEIGHT 
normal weight -0.77 0.06 <.0001 0.46 
overweight -0.15 0.05 0.00 0.86 
EDUCATION 
LEVEL 
lower than high school 0.68 0.05 <.0001 1.97 
high school -0.08 0.05 0.11 0.92 
in college 0.01 0.05 0.88 1.01 
'A + W. > and 
Z X 
The covariate partial regression coefficients are log -^LL 
\P22J 
-^y- = exp(//1 + Wj = exp(//j ) * exp(û^W). 
P22 — — 
Males had about a 36% lower ratio of the proportion of Yn to the proportion of 
Y22 than females. The ratio of the proportion of having both diseases ( Yu ) to the proportion 
of having neither disease ( Y22 ) for age group 18-24 was very small compared to that for ages 
65 or older. People in age group 55-64 had the highest ratio of proportion of y,, to proportion 
of Y22, and the ratio for this age group was about 33 times the ratio for those ages 65 or 
119 
older. People who ate less high-fat food had about 68% of the ratio of people eating higher 
amounts of high-fat food, while the ratio for people eating more fruits/vegetables was 35% 
less than from those eating less fruits/vegetables. In the survey, the ratio of proportion of 
Yn to proportion of Y22 for people engaged in physical activities was higher than for inactive 
people. Those who engaged in some smoking or had smoked previously had a higher ratio of 
proportions of having both diseases vs. neither disease than those who never smoked, but 
current everyday smokers had a lower ratio than did those who never smoked. Light drinkers 
had about 70% less than heavy drinkers on the ratio of the proportion of Yn to the proportion 
of Y22. Normal weight or overweight people had a lower ratio of proportion of two diseases 
vs. proportion of none both of diseases than did obese people. High school or college 
graduates had a lower ratio of proportion of two diseases vs. neither disease than did those 
who had neither graduated from high school nor were studying in college. 
The ratio of proportion of Y12 (heart disease without diabetes) vs. proportion of Y22 (neither 
diabetes nor heart disease) (see Table 4.2.2) 
The covariate partial regression coefficients are log 
•^22~ - exp(/z2 + (ù2W) = exp(/z2) *exp(<y2W). 
P22 — 
/ \ 
P12 
\ P 2 2 j  
• H2 + (02W_ , and 
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Table 4.2.2. Parameter estimates for log-^2. using the SAS CATMOD procedure on 
P22 
standard response function 
Parameter 
estimate of 
coefficient 
(0 )  Std. Error p-value exp(ffl) 
Intercept -1.97 0.16 <.0001 
SEX male -0.43 0.04 <.0001 0.65 
AGE 
18-24 -1.58 0.18 <.0001 0.21 
25-34 -1.23 0.11 <.0001 0.29 
35-44 -0.52 0.07 <.0001 0.59 
45-54 0.42 0.06 <.0001 1.52 
55-64 1.05 0.06 <.0001 2.86 
CVDFAT02 eat few high-fat foods -0.29 0.05 <.0001 0.75 
CVDFVG01 eat more fruits/vegetables -0.11 0.05 0.05 0.90 
CVDEXR03 do more physical activity 0.41 0.04 <.0001 1.51 
SMOKE 
current every day 0.21 0.04 <.0001 1.23 
current some day 0.20 0.06 0.00 1.22 
former 0.02 0.04 0.54 1.02 
_RFDRHV2 not heavy drinker -0.32 0.11 0.00 0.73 
WEIGHT 
normal weight -0.12 0.03 <.0001 0.89 
overweight -0.07 0.03 0.01 0.93 
EDUCATION 
LEVEL 
lower than high school 0.39 0.04 <.0001 1.48 
high school 0.00 0.03 0.88 1.00 
in college -0.03 0.04 0.32 0.97 
Males had lower ratio of proportion of Yn vs. proportion of Y22 than did females. The 
ratio of proportion of Yl2 vs. proportion of Y22 for people in the age group 18-44 was lower 
than those 65 or older, while the 45-64 age group had a higher ratio compared to those 65 or 
older. Eating less fat or more fruits/vegetables had lower ratio of proportion of heart disease 
( Yl2 ) vs. proportion of having neither disease ( Y22 ), but the result showed that more 
physical activity had higher ratio of proportion of Yn vs. proportion of Y22 than less physical 
activities group. The ratio of proportion of Y12 vs. proportion of Y22 for current everyday 
smoker was lower than for the never smoked group. Both current and former smokers had 
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higher ratios of proportion of Yn vs. proportion of Y22 compared to those who never smoked. 
Light drinkers had a lower ratio proportion of Yn vs. proportion of Y22 than heavy drinkers. 
Normal weight or overweight people had a lower ratio proportion of Yl2 vs. proportion of 
Y22 than did those who were obese. People with higher education levels, such as those who 
had studied in college or graduated from college, had a lower value of the ratio than those 
who did not graduate from high school. 
The ratio of proportion of Y21 (diabetes without heart disease) vs. the proportion of 
Y22 (neither diabetes nor heart disease) (see Table 4.2.3) 
Table 4.2.3. Parameter estimates for log—— using the SAS CATMOD procedure on 
P22 
standard response function 
Parameter 
estimate of 
coefficient 
O) Std. Error p-value exp(ftj) 
Intercept -1.32 0.20 <.0001 
SEX male -0.20 0.04 <.0001 0.82 
AGE 
18-24 -1.56 0.18 <.0001 0.21 
25-34 -0.85 0.09 <.0001 0.43 
35-44 -0.27 0.06 <.0001 0.76 
45-54 0.42 0.05 <.0001 1.52 
55-64 0.93 0.05 <.0001 2.53 
CVDFAT02 eat few high-fat foods -0.25 0.05 <.0001 0.78 
CVDFVG01 eat more fruits/vegetables -0.40 0.06 <.0001 0.67 
CVDEXR03 do more physical activity 0.17 0.04 0.00 1.19 
SMOKE 
current every day 0.09 0.05 0.09 1.09 
current some day -0.16 0.08 0.04 0.85 
former 0.09 0.04 0.04 1.09 
JRFDRHV2 not heavy drinker -0.85 0.15 <.0001 0.43 
WEIGHT 
normal weight -0.88 0.04 <.0001 0.41 
overweight -0.08 0.03 0.01 0.92 
EDUCATION 
LEVEL 
lower than high school 0.26 0.04 <.0001 1.30 
high school 0.06 0.03 0.05 1.06 
in college 0.03 0.04 0.47 1.03 
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r \ 
£21 
- /z3 + <y3W. , and The covariate partial regression coefficients are log 
= exp(/z, + tti^W) = exp(//3) *exp(fi^W). 
P22 — ~ 
Males had a lower ratio value of proportion of Y21 vs. the proportion of Y22 than did 
females. The age group 18-45 had lower ratio values of proportion of F21 vs. the proportion 
of Y22 than older age groups, while the 45-54 age group had the highest ratio value of 
proportion of Y21 vs. the proportion of Y22. Eating less high-fat food and more 
fruits/vegetables had lower ratios of proportion of F21 vs. the proportion of F22 than eating 
high-fat food and less fruit/vegetable groups. Current everyday smoker or former smokers 
had a higher ratio value of proportion of Y21 vs. the proportion of Y22 than never smoked 
group. Light drinkers had a much lower ratio than did heavy drinkers, and normal weight or 
overweight people had lower ratio of proportion of F21 vs. the proportion of Y22 compared to 
obese people. College graduates had a lower ratio than those not graduating from college. 
Conditional logistic regression. 
The conditional logistic regression model showing the proportion of having heart 
disease conditional on having diabetes (Equation 4.16) expresses the conditional logit of the 
proportion of heart disease conditional on diabetes population associated with covariate 
factors X, with these factors possibly including personal background and personal habit 
variables. Equation 4.17 indicates the logit of proportion of heart disease in the whole 
population with covariatesX'. Tables 4.3 and 4.4 show the parameter estimates of Equations 
4.16 and 4.17, respectively. 
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Table 4.3. Parameter estimates for the conditional logistic regression for heart disease 
conditional on having diabetes log- Ph\d 
1 Ph\l  
Parameter 
Estimate 
of 
coefficient Std. Error p-value odds ratio 
Intercept -1.44 0.18 <.0001 
SEX Male -0.17 0.08 0.03 0.85 
AGE 
18-24 -13.78 280.6 0.96 0 
25-34 -3.1 0.59 <.0001 0.05 
35-44 -1.4 0.18 <.0001 0.25 
45-54 -0.67 0.1 <.0001 0.51 
55-64 -0.24 0.08 0 0.79 
CVDEXR03 do more physical activity 0.47 0.07 <.0001 1.59 
SMOKE 
current every day 0.16 0.12 0.18 1.17 
current some day 0.86 0.18 <.0001 2.37 
former 0.34 0.08 <.0001 1.4 
EDUCATION 
LEVEL 
lower than high school 0.75 0.12 <.0001 2.11 
high school 0.18 0.11 0.09 1.2 
in college 0.29 0.11 0.01 1.34 
log P r ( H |° )  = log-2ffi- = log P n « . P n + P n )  =  g  g x  
^ l - P r ( ^ | D )  l - A i / ( A i + P 2 i )  
log Pr(H) = \og-^~ = log ( p " + p ^  = ^ + S ' X '  
^1-Pr(^) ^1-p^ 
(4.16) 
(4 17) 
There were stronger predictors in the logistic regression model for heart disease of the 
whole population than those for the conditional logistic regression model for heart disease of 
the diabetic population only. The explanatory variables, such as marital status, whether less 
high-fat food were eaten, whether more fruits/vegetables were eaten, whether there was 
heavy drinking, or weight status were not significant predictors in the conditional logistic 
regression model for heart disease in the diabetic population, but they were significant 
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Table 4.4. Parameter estimates for the logistic regression for heart disease in the whole 
population, log Ph 
1
~ P h  
Parameter 
Estimate of 
coefficient Std. Error p-value odds ratio 
Intercept -0.36 0.24 0.12 
SEX Male -0.46 0.04 <.0001 0.63 
MARITAL 
Married -0.18 0.18 0.33 0.84 
Divorced 0.04 0.18 0.84 1.04 
Widowed 0.09 0.18 0.61 1.1 
Separated 0.35 0.2 0.08 1.42 
never married -0.14 0.19 0.46 0.87 
AGE 
18-24 -3.5 0.22 <.0001 0.03 
25-34 -3.12 0.13 <.0001 0.04 
35-44 -2.31 0.08 <.0001 0.1 
45-54 -1.32 0.05 <.0001 0.27 
55-64 -0.66 0.05 <.0001 0.52 
CVDFAT02 eater few high-fat foods -0.28 0.04 <.0001 0.75 
CVDFV GO 1 eat more fruits/vegetables -0.14 0.05 0 0.87 
CVDEXR03 do more physical activity 0.46 0.04 <.0001 1.58 
SMOKE 
current every day 0.52 0.05 <.0001 1.67 
current some day 0.61 0.08 <.0001 1.83 
former 0.43 0.04 <.0001 1.54 
_RFDRHV2 not heavy drinker -0.4 0.1 <.0001 0.67 
WEIGHT 
normal weight -0.43 0.04 <.0001 0.65 
overweight -0.33 0.04 <.0001 0.72 
EDUCATION 
LEVEL 
lower than high school 0.78 0.06 <.0001 2.18 
high school 0.35 0.05 <.0001 1.41 
in college 0.34 0.05 <.0001 1.4 
predictors in the logistic regression model for heart disease in the whole population. Males 
showed 15% lower in the odds ratio of exposure to heart disease in the model for the diabetic 
population, but 37% lower in the odds ratio of exposure to heart disease in the model for the 
common population. People in age group 18-24 showed a large lower value in the odds ratio 
of exposure to heart disease compared to those 65 years old or older in the conditionally 
diabetic population as compared to the whole population, but the age group 24-65 had less 
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relationship in the conditionally diabetic population than in the whole population. Greater 
physical activity had almost similar relationship with the odds ratio for the conditionally 
diabetic group and for the common group. The smoking status factor and the education-level 
status factor had a similar relationship with the odds ratio of exposure to heart disease for 
both the conditionally diabetic and the entire population. These results show that some 
effects, such as age and heavy smoking, have a strong relationship with the odds ratio of 
exposure to developing heart disease from the diabetic population, compared to the whole 
population, while other effects, such as gender, marital status, diet, drinking status, and 
weight status, have a strong association with the odds ratio of exposure to heart disease than 
for the whole population compared to the diabetic population. 
Adjacent-category logit models 
Adjacent-category logit was applied to the health-status variable. Health status has 5 
levels: excellent (5), very good (4), good (3), fair (2), and poor (1). Sex has 2 levels: male (1) 
and female (2). Age has 6 levels: age 18-24 (1), age 25-34 (2), age 35-44 (3), age 45-55 (4), 
age56-64 (5), and age 65 or older (6). Marital status has 2 levels: has partner (married or non-
married couples) (1), no partner (divorced, widowed, separated, never married) (2). 
An adjacent-category logit model for the health status variable applied the CATMOD 
procedure to produce an alogits response function shown below as Equation 4.13. Tables 
.. . . ... p(healthstatus = fair) 
4.5.1,4.5.2, 4.5.3, and 4.5.4 indicate the parameter estimates of log , 
pihealthstatus = poor) 
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log P(healthstcitus = good) . p{healthstatus = very good) 
p i h e a l t h s t a t u s  =  f a i r )  '  p i h e a l t h s t a t u s  =  g o o d )  
pihealthstatus = excellent) . , 
log— , respectively. 
p(healthstatus = very good) 
The ratio of proportion of fair health status vs. proportion of poor health status (see Table 
4. J J) 
Table 4.5.1. Parameter Estimates for log P ^ e a ^ s t a t u s — u s i n g  
pihealthstatus = poor) 
the SAS CATMOD procedure on alogits response function 
parameter 
estimate of 
coefficient (w) Std. Error p-value exp(w) 
Intercept 1.06 0.09 <.0001 
MARITAL have partner 0.11 0.02 <.0001 1.12 
SEX male 0.02 0.05 0.65 1.02 
AGE 
18-24 0.82 0.17 <.0001 2.27 
25-34 0.54 0.1 <.0001 1.71 
35-44 -0.02 0.07 0.8 0.98 
45-54 -0.39 0.06 <.0001 0.68 
55-64 -0.46 0.06 <.0001 0.63 
log P(heCllthstCltUS falr"> =LQ6 +0.H*l(havepartner) +0.02* 1 (male) +0.82*1 (ageinl8-24) + 
pihealthstatus = poor) 
0.54* l(age in 25-34) - 0.02* l(age in 35-44) - 0.39* l(age in 45-54) - 0.46* l(age in 55-64) 
The ratio for persons with a partner was 12% higher than for persons without a 
partner. The ratio of proportion of fair health status vs. proportion of poor health status for 
males was 2% higher than for females. Persons in age group 18-24 had a ratio 2.27 times as 
high as for those age 65 or older; persons in age group 25-34 had a ratio 1.71 times as large 
as persons age 65 or older; persons age 35-64 had lower ratios of "fair" vs. "poor" proportion 
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in health status than the reference group who were 65 or older, with odds ratios of 0.98, 0.68 
and 0.63, respectively. 
The ratio of "good" health status proportion vs. "fair" health status proportion (see Table 
Table 4.5.2. Parameter Estimates for lo 
pihealthstatus = fair) 
using the CATMOD procedure on alogits response function 
parameter 
estimate of 
coefficient (w) Std. Error p-value exp(w) 
Intercept 1.05 0.06 <.0001 
MARITAL have partner 0.14 0.02 <.0001 1.15 
SEX male -0.03 0.03 0.33 0.97 
AGE 
18-24 0.64 0.07 <.0001 1.89 
25-34 0.32 0.05 <.0001 1.38 
35-44 0.12 0.04 0 1.13 
45-54 -0.18 0.03 <.0001 0.84 
55-64 -0.4 0.03 <.0001 0.67 
l0g Pihealthstatus good) = LQ5 +Q 14*1(havc partner) -0.03* l(male) +0.64*1 (age M8-24) + 
pihealthstatus = fair) 
0.32* l(age in 25-34) + 0.12* l(age in 35-44) - 0.18* l(age in 45-54) - 0.40*1 (age in 55-64) 
A person with a partner had a higher ratio of "good" vs. "fair health status" 
proportions (odds ratio = 1.15) than who without a partner. Males were less proportion than 
females to report "good" vs. "fair" health status (odds ratio = 0.97). Persons in the 18-24 age 
group had higher proportion than the reference group age 65 or older to report "good" vs. 
"fair" health (odds ratio = 1.89), as were persons in the 25-34 age group (odds ratio = 1.38) 
and persons in the age group 35-44 (odds ratio = 1.13). Persons in age group 45-54 (odds 
ratio = 0.84) and 55-64 (odds ratio = 0.67) were lower proportion than those in age group 65 
and over reference group to report "good" vs. "fair" health. 
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The ratio of proportion of "very good" health status vs. proportion of "good" health status 
(see Table 4.5.3) 
^(healths,ams = very good) ^  ^  2 2 ,w ^  +  
pihealthstatus = good) 
0.26* l(age in 25-34) + 0.14* l(age in 35-44) - 0.02* 1 (age in 45-54) - 0.19* l(age in 55-64) 
, pihealthstatus = very good) 
Table 4.5.3. Parameter estimates for log— using 
pihealthstatus = good) 
the SAS CATMOD procedure on alogits response function 
parameter 
estimate of 
coefficient (w) Std. Error p-value exp(w) 
Intercept -0.01 0.04 0.86 
MARITAL have partner 0.12 0.01 <.0001 1.13 
SEX male 0.04 0.02 0.11 1.04 
AGE 
18-24 0.22 0.04 <.0001 1.25 
25-34 0.26 0.03 <.0001 1.30 
35-44 0.14 0.03 <.0001 1.15 
45-54 -0.02 0.02 0.5 0.98 
55-64 -0.19 0.03 <.0001 0.83 
Persons with a partner had a higher "very good" health status proportion ratio vs. a 
"good" health status proportion compared to persons with no partner. Males had higher 
proportion than females (odds ratio = 1.04) to report "very good" vs. "good" health. The age 
groups 18-24, 25-34, and 35-44 had higher proportion than the age 65 and over (reference 
group) to report "very good" vs. "good" health (odds ratios = 1.25, 1.3, and 1.15, 
respectively), while the age groups 45-54 and 55-64 had lower proportion to do so (odds 
ratios = 0.98 and 0.83, respectively). 
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The ratio of "excellent" in health status proportion vs. "very good" health status proportion 
(see Table 4.5.4). 
log P&ealthstatUS excellent) __q +0.02*1 (have partner) -0.11 * 1 (male) +0.16*1 (age inl8-24) + 
pihealthstatus = very good) 
0.15* l(age in 25-34) + 0.05* 1(age in 35-44) - 0.01* l(age in 45-54) - 0.04* 1(age in 55-64) 
. r l pihealthstatus = excellent) 
Table 4.5.4. Parameter Estimates for log— using 
pihealthstatus = very good) 
the SAS CATMOD procedure on alogits response function 
parameter 
estimate of 
coefficient (w) Std. Error p-value exp(w) 
Intercept -0.34 0.05 <.0001 
MARITAL have partner 0.02 0.01 0.11 1.02 
SEX male -0.11 0.03 <.0001 0.9 
AGE 
18-24 0.16 0.04 <.0001 1.18 
25-34 0.15 0.03 <.0001 1.16 
35-44 0.05 0.03 0.07 1.05 
45-54 -0.01 0.03 0.6 0.99 
55-64 -0.04 0.03 0.26 0.96 
Those with partners showed a slightly higher ratio of "excellent" health status 
proportion vs. "very good" health status proportion over those with no partner (odds ratio = 
1.02). Males had lower proportion than females (odds ratios = 0.90), age groups 18-24, 25-
34, and 35-44 had higher proportions (odds ratios = 1.18, 1.16, and 1.05, respectively), and 
those age 45-54 and 55-64 had slightly lower proportions (odds ratios = 0.99 and 0.96, 
respectively) than those 65 and over to report "excellent" vs. "very good" health. 
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Conclusions 
Categorical analysis methods, such as contingency table, chi-square, multivariate 
logistic regression, conditional logistic regression, and adjacent-category logit model were 
applied to study the diabetes and heart disease health care study. 
The results of analysis of diabetes and heart disease show that: (1) there are strong 
relationships between diabetes and heart disease, (2) personal habits and background traits 
such as, age, gender, marital status, diet information, smoking situation, drinking situation, 
weight, and education levels are associated with proportions of diabetes and heart disease, (3) 
males generally have lower proportion than females of contracting diabetes or heart disease 
or both, (4) the 55-64 age group has the highest proportion to of diabetes or/and heart disease 
compared to other age groups, (5) smoking and drinking are commonly associated with 
higher proportion of having the diabetes or/and heart disease, and (6) good dietary habits, 
such as eating less high-fat food or more vegetables/fruits usually are associated with lower 
proportion of having the diabetes or/and heart disease. 
For general health status, the proportion of "fair" vs. "poor" health status of persons 
with partners is higher than the corresponding ratio for un-partnered persons. Males have 
higher ratios than females. Persons age 18-34 have a higher ratio than those 35 or older. For 
the ratio of "good" vs. "fair" health status, those with partners have a higher ratio than those 
without partners, males have a lower ratio than females, and those younger than 45 has a 
higher ratio than those age 45 or older. For the ratio for "very good" health status proportion 
vs. "good" health status proportion, those who have partners or are male have a higher ratio 
than those without partners or females, and those younger than 45 have a higher ratio than 
those older than 45. For the ratio for "very good" vs. "good" health status proportion, persons 
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with partners have a higher ratio than those without partners, males have a lower ratio than 
females, and those younger than 45 have a lower ratio than those 45 or older. 
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Appendix 4.1. Overview: BRFSS 2004 
1. Background 
The Behavioral Risk Factor Surveillance System (BRFSS) is a collaborative project 
of the Centers for Disease Control and Prevention (CDC) and U.S. states and territories. The 
BRFSS, administered and supported by CDC's Behavioral Surveillance Branch, is an 
ongoing data collection program designed to measure behavioral risk factors in the adult 
population (18 years of age or older) living in households. The BRFSS was initiated in 1984, 
with 15 states collecting surveillance data on risk behaviors through monthly telephone 
interviews. Over time, the number of states participating in the survey increased, so that by 
2001, 50 states, the District of Columbia, Puerto Rico, Guam, and the Virgin Islands were 
participating in the BRFSS. In this document, the term state is used to refer to all areas 
participating in the surveillance system, including the District of Columbia, Guam, the U.S. 
Virgin Islands, and the Commonwealth of Puerto Rico. 
The objective of the BRFSS is to collect uniform, state-specific data on preventive 
health practices and risk behaviors that are linked to chronic diseases, injuries, and 
preventable infectious diseases in the adult population. Factors assessed by the BRFSS 
include tobacco use, health care coverage, HIV/AIDS knowledge and prevention, physical 
activity, and fruit and vegetable consumption. Data are collected from a random sample of 
adults (one per household) through a telephone survey. 
BRFSS field operations are managed by state health departments, who follow guidelines 
provided by the CDC. These health departments participate in developing the survey 
instrument and conduct the interviews either in-house or through use of contractors. The data 
are transmitted to the CDC's National Center for Chronic Disease Prevention and Health 
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Promotion's Behavioral Surveillance Branch for editing, processing, weighting, and analysis. 
An edited and weighted data file is provided to each participating health department for each 
year of data collection, and summary reports of state-specific data are prepared by CDC. 
Health departments use the data for a variety of purposes, including identifying demographic 
variations in health-related behaviors, targeting services, addressing emergent and critical 
health issues, proposing legislation for health initiatives, and measuring progress toward state 
and national health objectives (1). 
The health characteristics estimated from the BRFSS pertain only to the adult 
population, aged 18 years and older, who live in households. As noted above, respondents are 
identified through telephone-based methods. Although overall, approximately 95 percent of 
U.S. households have telephones, coverage ranges from 87 to 98 percent across states and 
varies for subgroups as well. For example, people living in the South, minorities, and those in 
lower socioeconomic groups typically have lower telephone coverage. No direct method of 
compensating for non-telephone coverage is employed by the BRFSS; however, 
post-stratification weights are used, which may partially correct for any bias caused by 
non-telephone coverage. These weights adjust for differences in probability of selection and 
nonresponse, as well as noncoverage, and must be used for deriving representative 
population-based estimates of risk behavior prevalence. 
2. Design of the BRFSS 
A. The BRFSS questionnaire 
The questionnaire has three parts: 1) the core component; 2) optional modules; and 3) 
state-added questions. 
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Core component. The core is a standard set of questions asked by all states. It includes 
queries about current health-related perceptions, conditions, and behaviors (e.g., health 
status, health insurance, diabetes, tobacco use, disability, and HIV/AIDS risks), as well as 
demographic questions. 
Optional CDC modules. These are sets of questions on specific topics (e.g., cardiovascular 
disease, arthritis, women's health) that states elect to use on their questionnaires. In 2004, 20 
optional modules were supported by CDC. The module questions are generally submitted by 
CDC programs and have been selected for inclusion in the editing and evaluation process by 
CDC. For more information, see 2004 BRFSS Modules Used By States, 
http://apps.nccd.cdc.gov/BRFSSModules/ModByState.asp?Yr=2004 
State-added questions. These are questions developed or acquired by participating states and 
added to their questionnaires. State-added questions are not edited or evaluated by CDC. 
Each year, the states and CDC agree on the content of the core component and optional 
modules. Many questions are taken from established national surveys, such as the National 
Health Interview Survey or the National Health and Nutrition Examination Survey. This 
practice allows the BRFSS to take advantage of questions that may have been tested and 
allows states to compare their data with those from other surveys. Any new questions 
proposed as additions to the BRFSS must go through cognitive testing and field testing prior 
to their inclusion on the survey. BRFSS guidelines specify that all states ask the core 
component questions without modification; they may choose to add any, all, or none of the 
optional modules and may add questions of their choosing at the end of the questionnaire. 
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Although CDC supported 20 modules in 2004, it is not feasible for a state to use them 
all. States are selective about which modules and state-specific questions they add, to ensure 
the questionnaire is kept at a reasonable length (though there is wide variation across states in 
the total number of questions for a given year, ranging from 0 to approximately 200, in 
Massachusetts). New questionnaires are implemented in January, and usually remain 
unchanged throughout the year. However, the flexibility of state-added questions does permit 
additions, changes, and deletions at any time during the year. The 2004 core and module 
questionnaire is available at 
http://apps.nccd.cdc.gov/BRFSSModules/ModByState.asp?Yr=2004 
Annual questionnaire development 
Before the beginning of the calendar year, CDC provides states with the text of the 
core component and the optional modules that will be supported for the coming year. States 
select their optional modules and choose any state-added questions. Each state then 
constructs its questionnaire. The order of the questioning is always the same: the core 
component is asked first, optional modules are asked next, and state-added questions last. 
This ordering ensures comparability across states and follows CDC guidelines. Generally, the 
only changes allowed are limited insertions of state-added questions on topics related to core 
questions. Such exceptions are to be agreed upon in consultation with CDC. However, 
despite this flexibility, not all states have adhered to the guidelines. Known deviations from 
the guidelines are noted in the Comparability of Data section of this document. 
Once the content (core, modules, and state-added questions) of the questionnaire is 
determined by a state, a hard-copy or electronic version of the instrument is constructed and 
sent to CDC. For states with Computer-Assisted Telephone Interview (CATI) systems, this 
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document is used for CATI programming and general reference. The questionnaire is used 
without changes for one calendar year. The questionnaire is available at 
http://www.cdc.gov/brfss/questionnaires/questionnaires.htm. If a significant portion of the 
state population does not speak English, states have the option of translating the 
questionnaire into other languages. At the present time, CDC provides only a Spanish version 
of the core questionnaire and optional modules. 
B. Sample description 
In a telephone survey, such as the BRFSS, a sample record is one telephone number 
in the list of all telephone numbers selected for dialing. In order to meet the BRFSS standard 
for the participating states' sample designs, sample records must be justifiable as a 
probability sample of all households with telephones in the state. All participating areas met 
this criterion in 2004. Fifty-one projects used a disproportionate stratified sample (DSS) 
design. Puerto Rico, Guam, and the U.S. Virgin Islands used a simple random sample design. 
In the type of DSS design most commonly used in the BRFSS, telephone numbers 
are divided into two groups, or strata, which are sampled separately. The high-density and 
medium-density strata contain telephone numbers that are expected to belong mostly to 
households. Whether a telephone number goes into the high-density or medium-density 
stratum is determined by the number of listed household numbers in its hundred block. A 
hundred block is a set of one hundred telephone numbers with the same area code, prefix, 
and first two digits of the suffix and all possible combinations of the last two digits. Numbers 
that come from hundred blocks with one or more listed household numbers ("1+ blocks," or 
"banks") are put in the either the high-density stratum ("listed 1+ blocks") or medium-
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density stratum ("unlisted 1 + blocks"). The two strata are sampled to obtain a probability 
sample of all households with telephones. 
In some cases, each state constitutes a single stratum. However, in order to provide 
adequate sample sizes for smaller geographically defined populations of interest, some states 
sample disproportionately from strata defined to correspond to sub-state regions. In 2004, the 
32 states with disproportionately sampled geographic strata are Alaska, Arizona, Colorado, 
Delaware, Florida, Georgia, Idaho, Indiana, Iowa, Kentucky, Louisiana, Maine, Maryland, 
Massachusetts, Missouri, Montana, Nebraska, Nevada, New Mexico, North Carolina, Ohio, 
Oklahoma, Puerto Rico, Rhode Island, South Dakota, Tennessee, Texas, Utah, Virginia, 
Virgin Islands, Washington, and Wisconsin. 
Data for a state may be collected directly by the state health department or through a 
contractor. In 2004, 14 state health departments collected their data in-house; 40 contracted 
data collection to university survey research centers or commercial firms. 
In 2004, the Behavioral Surveillance Branch provided samples purchased from 
Genesys (Marketing Group Systems) to all 54 states or territories. 
3. Data collection 
Interviewing procedures 
In 2004, 54 states used computer-assisted telephone interviewing (CATI). CDC 
supports CATI programming using the Ci3 CATI software package. This support includes 
programming the core and module questions for data collectors, providing questionnaire 
scripting of state-added questions via a contract with a commercial firm for states requiring 
such assistance, and contracting with a Ci3 consultant who is available to assist states. 
Following guidelines provided by CDC, state health personnel or contractors conduct 
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interviews. The core portion of the questionnaire lasts an average of 10 minutes. Interview 
time for modules and state-added questions is dependent upon the number of questions used, 
but generally extend the interview period by an additional 5 to 10 minutes. 
Interviewer retention is very high among states that conduct the survey in-house. The 
state coordinator or interviewer supervisor usually conducts the training using materials 
developed by CDC. These materials cover seven basic areas: overview of the BRFSS, role 
descriptions for staff involved in the interviewing process, the questionnaire, sampling, codes 
and dispositions (three-digit codes indicating the outcome of each call attempt), survey 
follow-up, and practice sessions. Contractors typically use interviewers who have experience 
conducting telephone surveys, but these interviewers are given additional training on the 
BRFSS questionnaire and procedures before they are approved to work on BRFSS. Further 
specifics on interviewer training and procedures are available, 
http://www. cdc. gov/brfss/training. htm. 
CDC expects interviewer performance to be monitored. In 2004, all BRFSS 
surveillance sites had the capability to monitor their interviewers. The system used for 
monitoring interviewers varied from listening to the interviewer only at an on-site location to 
listening to both the interviewer and respondent at a remote location. Verification call-backs 
were also used by some states in lieu of direct monitoring. Contractors typically conducted 
systematic monitoring by monitoring each interviewer a certain amount of time each month. 
All states had the capability to tabulate disposition code frequencies by interviewer. These 
data were the primary means for quantifying interviewer performance. All states were 
required to do verification callbacks for a sample of completed interviews as part of their 
quality control practices. 
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Telephone interviewing was conducted during each calendar month, and calls were 
made seven days per week, during both daytime and evening hours. Standard procedures 
were followed for rotation of calls over days of the week and time of day. BRFSS procedural 
rules are described in the BRFSS User's Guide, http://www.cdc.gOv/brfss/pubrfdat.htm#users 
Detailed information on interview response rates and item nonresponse rates are 
discussed in the 2004 Summary Data Quality Report. 
4. Data processing 
A. Preparing for data collection and data processing 
Data processing is an integral part of any survey. Because data are collected and sent 
to CDC during each month of the year, there are routine data processing tasks that need 
attention on an ongoing basis throughout the year. In addition, there are tasks that need to be 
conducted at different points in the annual BRFSS cycle. The preparation for the survey 
involves a number of steps that take place once the new questionnaire is finalized. This 
includes developing the edit specifications, programming portions of the Ci3 CATI software, 
programming the PC-EDITS software, and producing telephone sample estimates for states 
that require them and ordering the sample from the contract vendor. A C13-CATI data entry 
module for each state that uses this software is produced. Skip patterns, together with some 
consistency edits, and response-code range checks are incorporated into the CATI system. 
These edits and skip patterns serve to reduce interviewer, data entry, and skip errors. Data 
conversion tables are then developed. These tables are used for reading the survey data from 
the entry module, calling information from the sample tracking module, and combining 
information into the final format specified for the data year. CDC also creates and distributes 
a Windows-based editing program that can perform data validations on properly formatted 
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survey results files. This program is used to output lists of errors or warning conditions 
encountered in the data. 
CDC begins to process data for the survey year as soon as states or their contractors 
begin submitting data to the data management mailbox, and continues processing data 
throughout the survey year. CDC receives and tracks monthly data submissions from the 
states. Once data are received from the state, editing programs and cumulative data quality 
checks are run against the data. Any problems in the file are noted, and a CDC programmer 
works with the state until the problems are resolved or agreement is reached that no 
resolution is possible. Response-rate data quality reports are produced and shared with the 
project officers and state coordinators, who review the reports and discuss any potential 
problems with the state. Once the entire year of data for a state has been received and 
validated, several year-end programs are run on the data. These programs perform some 
additional, limited data cleanup and fixes specific to the state and data year, and produce 
reports that identify potential analytic problems with the data set. Once these programs have 
been run, the data are ready for assigning weights and adding new variables. 
Not all of the variables that appear on the public use data set are taken directly from 
the state files. CDC prepares a set of SAS programs that are used for end-of-year data 
processing. These programs prepare the data for analysis and add weighting and risk factor 
calculations as variables to the data file. The following variables are examples of results from 
this procedure, and are created for the user's convenience: _RFSMOK2, _MRACE, _AGEG, 
_TOTINDA. (For more information, see the Calculated Variables and Risk Factors in Data 
Files document at http://www.cdc.gov/brfss/technical_infodata/surveydata/2004.htm.) To 
create these variables, several variables from the data file are combined. The process of 
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creating these variables varies in complexity; some are based only on combined codes, while 
others require sorting and combining of selected codes from multiple variables. 
Almost every variable derived from the BRFSS interview has a code category labeled 
"refused" and generally given a value of "9," "99," or "999" value. Typically, the category 
consists of non-interviews (a "non-interview" response results when an interview is 
terminated prior to this question and an interviewer codes the remaining responses as 
"refused") and persons for whom the question was not applicable because of a previous 
response or a personal characteristic (e.g., age). However, this code may capture some 
questions that were supposed to be answered, but for some reason were not, and appeared as 
a blank or other symbol. The combination of these types of responses into a single code 
requires vigilance on the part of data file users who wish to separate respondents who were 
skipped out of a question from those who were asked, but whose answer was unknown or 
who refused to answer a particular question. 
B. Weighting the data 
When data are used without weights, each record counts the same as any other record. 
Implicit in such use are the assumptions that each record has an equal probability of being 
selected and that noncoverage and nonresponse are equal among all segments of the 
population. When deviations from these assumptions are large enough to affect the results 
obtained from a data set, then weighting each record appropriately can help to adjust for 
assumption violations. An additional, but conceptually unrelated, reason for weighting is to 
make the total number of cases equal to some desired number which, for state BRFSS data, is 
the number of people in the state who are age 18 and older. In the BRFSS, such 
poststratification serves as a blanket adjustment for noncoverage and nonresponse and forces 
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the total number of cases to equal population estimates for each geographic stratum, which 
for the BRFSS is usually a state. 
Following is a general formula that reflects all the factors taken into account in 
weighting the 2004 BRFSS data. Where a factor does not apply its value is set to one for 
calculation. 
FINALWT = STRWT * 1 OVER NPH * NAD * POSTSTRAT 
FINALWT is the final weight assigned to each respondent. 
STRWT accounts for differences in the basic probability of selection among strata (subsets of 
area code/prefix combinations). It is the inverse of the sampling fraction of each stratum. 
There is seldom a complete correspondence between strata, which are defined by subsets of 
area code/prefix combinations, and regions, which are defined by the boundaries of 
government entities. 
1 /NPH is the inverse of the number of residential telephone numbers in the respondent's 
household. 
NAD is the number of adults in the respondent's household. 
POSTSTRAT is the number of people in an age-by-sex or age-by-race/ethnicity-by-sex 
category in the population of a region or a state divided by the sum of the preceding weights 
for the respondents in the same age-by-sex or age-by-race/ethnicity-by-sex category. It 
adjusts for noncoverage and nonresponse and forces the sum of the weighted frequencies to 
equal population estimates for the region or state. 
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Appendix 4.2. Contingency table and /?-value for chi-square test for diabetes vs. 
no diabetes effects 
diabetes v diabetes vs marital status s . aye yi uup Frequency 
with 
diabetes frequency 
row pet 
col pet 
no 
diabetes total 
row pet 
col pet 
no 
diabetes 
with 
diabetes total 
Married 
22883 
91.11 
53.56 
2233 
8.89 
48.46 
25116 
age 18-24 
3078 24 3102 
99.23 0.77 5959 731 6690 
7.2 0.52 Divorced 89.07 
13.95 
10.93 
15.86 
age 25-34 
6663 137 6800 
97.99 
15.6 
2.01 
2.97 Widowed 
4809 
82.12 
11.26 
1047 
17.88 
22.72 
5856 
age 35-44 
8379 371 8750 
95.76 
19.61 
4.24 
8.05 
1190 139 1329 
separated 89.54 
2.79 
10.46 
3.02 
age 45-54 
8963 
91.07 
20.98 
879 
8.93 
19.08 
9842 
Never 
married 
6821 400 7221 
6792 1237 8029 94.46 5.54 
age 55-64 84.59 15.41 15.97 8.68 
15.9 26.84 932 42 974 
age 65 or 
older 
8847 
81.86 
1960 
18.14 
10807 a member of 
Unmarried 
couple 
95.69 
2.18 
4.31 
0.91 
20.71 42.53 128 16 144 
total 42722 4608 47330 Missing 88.89 
0.3 
11.11 
0.35 
p value for chi-square <0.0001 Total 42722 4608 47330 
p value for chi-square <0.0001 
diabetes vs gender group diabetes vs. race 
frequency 
row pet no with 
frequency 
row pet 
col pet 
no 
diabetes 
with 
diabetes total 
col pet diabetes diabetes total 34023 
91.11 
3318 
8.89 
37341 
15859 1814 17673 white 
male 89.74 
37.12 
10.26 
39.37 
79.64 72.01 
Black 
6378 
85.95 
1043 
14.05 
7421 
26863 2794 29657 14.93 22.63 
female 90.58 
62.88 
9.42 
60.63 
Asian 
319 
96.67 
0.75 
11 
3.33 
0.24 
330 
total 42722 4608 47330 2002 236 2238 
p value for chi-square = 0.0028<0.05 Other 89.45 
4.69 
10.55 
5.12 
Total 42722 4608 47330 
p value for chi-square <0.0001 
Appendix 4.2. (Continued). 
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diabetes vs. education level 
frequency 
row pet no with 
col pet diabetes diabetes total 
4709 917 5626 
did not 
graduate 
from high 
school 
83.7 
11.02 
16.3 
19.9 
14457 1725 16182 
graduate 
from high 89.34 10.66 
school 33.84 37.43 
10635 1096 11731 
studying 
collage or 
technical 
90.66 9.34 
school 24.89 23.78 
12845 855 13700 
graduate 
from 
college 93.76 
30.07 
6.24 
18.55 
76 15 91 
other 83.52 
0.18 
16.48 
0.33 
total 42722 4608 47330 
p value for chi-square <0.0001 
diabetes vs. income level 
Frequency 
row pet with 
col pet no diabetes diabetes total 
5023 1032 6055 
Less than 
$15,000 82.96 17.04 
11.76 22.4 
7124 1001 8125 
$15,000 to 
less 87.68 12.32 
total $25,000 16.68 21.72 
5335 582 5917 
$25,000 to 
less 90.16 9.84 
total $35,000 12.49 12.63 
6320 571 6891 
$35,000 to 
less 91.71 8.29 
total $50,000 14.79 12.39 
13093 733 13826 
$50,000 or 
more 94.7 5.3 
30.65 15.91 
5827 689 6516 
Missing 89.43 10.57 
13.64 14.95 
Total 42722 4608 47330 
p value for chi-square <0.0001 
diabetes vs. weight level 
frequency 
row pet 
col pet 
no 
diabetes 
with 
diabetes 
normal 
weight 
16440 
96.23 
644 
3.77 
38.48 13.98 
14952 1439 
overweight 91.22 8.78 
35 31.23 
9520 2296 
obese 80.57 19.43 
22.28 49.83 
1810 229 
other 8 8 . 7 7  11.23 
4 . 2 4  4 . 9 7  
total 
17084 
16391 
11816 
2039 
total 42722 4608 47330 
p value for chi-square <0.0001 
diabetes vs. smoking status 
frequency 
row pet no with 
col pet diabetes diabetes total 
7734 586 8320 
current smoker 92.96 7.04 
(everyday) 18.1 12.72 
2393 188 2581 
current smoker 92.72 7.28 
(some day) 5.6 4.08 
9880 1554 11434 
former smoker 86.41 13.59 
23.13 33.72 
22571 2267 24838 
never smoked 90.87 9.13 
52.83 49.2 
144 13 157 
Missing 91.72 8.28 
0.34 0.28 
Total 42722 4608 47330 
p value for chi-square <0.0001 
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Appendix 4.2. (continued). 
diabetes vs. drinking status 
frequency 
row pet 
col pet 
no 
diabetes 
with 
diabetes total 
40169 4515 44684 
no heavy 
drinker 89.9 10.1 
94.02 97.98 
1998 61 2059 
heavy drinker 97.04 2.96 
4.68 1.32 
555 32 587 
missing 94.55 5.45 
1.3 0.69 
total 42722 
p value for chi-square <0.0001 
4608 47330 
diabetes vs. diet information (whether eat fewer high 
fat/cholesterol food 
Frequency 
row pet no with 
col pet diabetes diabetes total 
27244 3329 30573 
eat fewer high fat 89.11 10.89 
/ Cholesterol food 63.77 72.24 
14373 1165 15538 
not eat fewer high 
fat 92.5 7.5 
/ Cholesterol food 33.64 25.28 
1105 114 1219 
missing 90.65 
2.59 
9.35 
2.47 
total 42722 
p value for chi-square <0.0001 
4608 47330 
diabetes vs. employment status 
frequency 
row pet 
col pet no diabetes with diabetes total 
21481 1207 22688 
Employed for 
wages 94.68 5.32 
50.28 26.19 
3283 212 3495 
Self-employed 93.93 6.07 
7.68 4.6 
868 93 961 
Out of work 
for more 90.32 9.68 
than 1 year 2.03 2.02 
1099 70 1169 
Out of work 
for less 94.01 5.99 
than 1 year 2.57 1.52 
3681 370 4051 
A homemaker 90.87 9.13 
8.62 8.03 
1325 21 1346 
A student 98.44 1.56 
3.1 0.46 
8472 1798 10270 
Retired 82.49 17.51 
19.83 39.02 
2391 831 3222 
Unable to 
work 74.21 25.79 
5.6 18.03 
122 6 128 
missing 95.31 4.69 
0.29 0.13 
total 42722 4608 47330 
diabetes vs. diet information (whether eat more fruit/vegetable 
food 
frequency 
row pet 
col pet 
no 
diabetes 
with 
diabetes total 
33532 3945 37477 
eat more 
fruit 89.47 10.53 
/ vegetable 78.49 85.61 
8923 624 9547 
not eat more 
fruit 93.46 6.54 
/ vegetable 20.89 13.54 
267 39 1219 
missing 87.25 12.75 
0.62 0.85 
total 42722 4608 47330 
p value for chi-square <0.0001 
p value for chi-square <0.0001 
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Appendix 4.2. (continued): 
diabetes vs. whether do more physically active 
frequency 
row pet 
col pet no diabetes with diabetes 
29530 2772 
more physical 
activity 91.42 8.58 
69.12 60.16 
12828 1788 
not more 
physical 87.77 12.23 
activity 30.03 38.8 
364 48 
missing 88.35 11.65 
0.85 1.04 
total 
32302 
14616 
total 42722 4608 
412 
47330 
p value for chi-square <0.0001 
diabetes vs. whether currently take any vitamin pills or 
supplements 
frequency 
row pet with 
col pet no diabetes diabetes total 
2888 280 3168 
take vitamin 
pills 91.16 8.84 
or supplements 61.43 59.83 
1812 188 2000 
not take vitamin 
pills 90.6 9.4 
or supplements 38.54 40.17 
1 1 1 
missing 100 100 
0.02 0.02 
total 42722 
p value for fisher's exact test = 0.0284 
4608 47330 
diabetes vs. how many children in household 
frequency 
row pet no with 
col pet diabetes diabetes total 
26915 3797 25116 
no child 87.64 12.36 
63 82.4 
6740 406 6690 
one child 94.32 5.68 
15.78 8.81 
5743 253 5856 
two children 95.78 4.22 
13.44 5.49 
2323 102 1329 
three children 95.79 4.21 
5.44 2.21 
697 26 7221 
four children 96.4 3.6 
1.63 0.56 
246 22 974 
five or more 91.79 8.21 
children 0.58 0.48 
58 2 144 
missing 96.67 3.33 
0.14 0.04 
total 42722 4608 47330 
p value for chi-square <0.0001 
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Appendix 4.3. Contingency table and -value for chi-square test for heart disease vs. 
no heart disease effects 
heart disease vs. age group 
frequency 
row pet no heart with heart 
col pet disease disease 
3079 23 
age 18-24 99.26 0.74 
7.24 0.48 
6722 78 
age 25-34 98.85 1.15 
15.8 1.63 
8501 249 
age 35-44 97.15 2.85 
19.98 5.2 
9115 727 
age 45-54 92.61 7.39 
21.43 15.18 
6896 1133 
age 55-64 85.89 14.11 
16.21 23.66 
8229 2578 
age 65 or 
older 76.15 23.85 
19.34 53.84 
total 42542 4788 
total 
3102 
6800 
8750 
9842 
8029 
10807 
47330 
p value for chi-square <0.0001 
heart disease vs. marital status 
frequency 
row pet no heart with heart 
col pet disease disease total 
22870 2246 25116 
married 91.06 8.94 
53.76 46.91 
5933 757 6690 
divorced 88.68 11.32 
13.95 15.81 
4553 1303 5856 
widowed 77.75 22.25 
10.7 27.21 
1181 148 1329 
seperated 88.86 11.14 
2.78 3.09 
6941 280 7221 
never married 96.12 3.88 
16.32 5.85 
933 41 974 
a member of 95.79 4.21 
unmarried 
couple 2.19 0.86 
131 13 144 
missing 90.97 9.03 
0.31 0.27 
total 42542 
p value for chi-square <0.0001 
4788 47330 
heart disease vs. gender group 
frequency 
row pet no heart with heart 
col pet disease disease 
15572 2101 
male 88.11 11.89 
36.6 43.88 
26970 2687 
female 90.94 9.06 
63.4 56.12 
heart disease vs. race 
total 42542 4788 
total 
17673 
29657 
47330 
p value for chi-square = 0.0028 
frequency 
row pet no heart with heart 
col pet disease disease total 
33493 3848 37341 
white 89.69 10.31 
78.73 80.37 
6718 703 7421 
black 90.53 9.47 
15.79 14.68 
321 9 330 
asian 97.27 2.73 
0.75 0.19 
2010 228 2238 
other 89.81 10.19 
4.72 4.76 
total 42542 4788 47330 
p value for chi-square <0.0001 
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Appendix 4.3. (continued) 
heart disease vs. education level 
frequency 
row pet no heart with heart 
col pet disease disease 
4533 1093 
did not 
graduate 80.57 19.43 
from high 
school 10.66 22.83 
14453 1729 
graduate from 
high 89.32 10.68 
school 33.97 36.11 
10668 1063 
studying 
colloge or 90.94 9.06 
technical 
school 25.08 22.2 
12808 892 
graduate from 
college 93.49 6.51 
30.11 18.63 
80 11 
other 87.91 12.09 
0.19 0.23 
total 
5626 
16182 
11731 
13700 
total 42542 4788 
91 
47330 
p value for chi-square <0.0001 
heart disease vs. income level 
frequency with 
row pet no heart heart 
col pet disease disease total 
4898 1157 6055 
Less than 
$15,000 80.89 19.11 
11.51 24.16 
7022 1103 8125 
$15,000 to less 86.42 13.58 
total $25,000 16.51 23.04 
5364 553 5917 
$25,000 to less 90.65 9.35 
total $35,000 12.61 11.55 
6385 506 6891 
$35,000 to less 92.66 7.34 
total $50,000 15.01 10.57 
13149 677 13826 
$50,000 or more 95.1 4.9 
30.91 14.14 
5724 792 6516 
missing 87.85 12.15 
13.45 16.54 
total 42542 4788 47330 
p value for chi-square <0.0001 
heart disease vs. weight level 
heart disease vs. smoking status 
frequency 
row pet no heart with heart 
col pet disease disease 
15700 1384 
normal 
weight 91.9 8.1 
36.9 28.91 
14678 1713 
overweight 89.55 10.45 
34.5 35.78 
10294 1522 
obese 87.12 12.88 
24.2 31.79 
1870 169 
other 91.71 8.29 
4.4 3.53 
total 
17084 
16391 
11816 
2039 
total 42542 4788 47330 
frequency with 
row pet no heart heart 
col pet disease disease total 
7531 789 8320 
current smoker 90.52 9.48 
(everyday) 17.7 16.48 
2327 254 2581 
current smoker 90.16 9.84 
(some day) 5.47 5.3 
9599 1835 11434 
former smoker 83.95 16.05 
22.56 38.32 
22943 1895 24838 
never smoked 92.37 7.63 
53.93 39.58 
142 15 157 
missing 90.45 9.55 
0.33 0.31 
p value for chi-square <0.0001 total 42542 4788 47330 
p value for chi-square <0.0001 
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Appendix 4.3. (continued) 
heart disease vs. drinking status 
frequency 
row pet no heart with heart 
col pet disease disease 
40063 4621 
no heavy 
drinker 89.66 10.34 
94.17 96.51 
1932 127 
heavy drinker 93.83 6.17 
4.54 2.65 
547 40 
missing 93.19 6.81 
1.29 0.84 
total 
44684 
2059 
587 
total 42542 4788 47330 
p value for chi-square <0.0001 
heart disease vs. diet information (whether eat fewer high 
fat/cholesterol food 
frequency with 
row pet no heart heart 
col pet disease disease total 
27193 3380 30573 
eat fewer high fat 88.94 11.06 
/ Cholesterol food 63.92 70.59 
14260 1278 15538 
not eat fewer high 
fat 91.78 8.22 
/ Cholesterol food 33.52 26.69 
1089 130 1219 
missing 89.34 10.66 
2.56 2.72 
total 42542 4788 47330 
p value for chi-square <0.0001 
heart disease vs. employment status 
frequency 
row pet 
col pet 
no heart 
disease 
with 
heart 
disease 
21837 851 
Employed for wages 96.25 3.75 
51.33 17.77 
3302 193 
Self-employed 94.48 5.52 
7.76 4.03 
846 115 
Out of work for more 88.03 11.97 
than 1 year 1.99 2.4 
1108 61 
Out of work for less 94.78 5.22 
than 1 year 2.6 1.27 
3719 332 
A homemaker 91.8 8.2 
8.74 6.93 
1330 16 
A student 98.81 1.19 
3.13 0.33 
7988 2282 
Retired 77.78 22.22 
18.78 47.66 
2293 929 
Unable to work 71.17 28.83 
5.39 19.4 
119 9 
missing 92.97 7.03 
0.28 0.19 
total 42542 4788 
total 
22688 
3495 
961 
1169 
4051 
1346 
10270 
3222 
128 
47330 
heart disease vs. diet information (whether eat more 
fruit/vegetable food 
frequency 
row pet 
col pet 
no heart 
disease 
with heart 
disease 
33551 3926 
eat more fruit 89.52 10.48 
/ vegetable 78.87 82 
8724 823 
not eat more 
fruit 91.38 8.62 
/ vegetable 20.51 17.19 
267 39 
missing 87.25 12.75 
0.63 0.81 
total 42542 4788 
total 
37477 
9547 
1219 
47330 
p value for chi-square <0.0001 
p value for chi-square <0.0001 
Appendix 4.3. (continued) 
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heart disease vs. whether do more activity 
frequency 
row pet no heart with heart 
col pet disease disease 
29602 2700 
more physical 
activity 91.64 8.36 
69.58 56.39 
12594 2022 
not more 
physical 86.17 13.83 
activity 29.6 42.23 
346 66 
missing 83.98 16.02 
0.81 1.38 
total 
32302 
14616 
412 
total 42542 4788 47330 
p value for chi-square <0.0001 
heart disease vs. whether currently take any vitamin pills or 
supplements 
frequency 
row pet with 
col pet no diabetes diabetes 
2877 291 
take vitamin 
pills 90.81 9.19 
or 
supplements 60.97 64.67 
1841 159 
not take 
vitamin pills 92.05 7.95 
or 
supplements 39.01 35.33 
1 0 
missing 100 0 
0.02 0 
total 
3168 
2000 
total 4719 
p value for fisher's exact test = 0.0114 
450 47330 
heart disease vs. how many children in household 
frequency 
row pet no heart with heart 
col pet disease disease total 
26591 4121 25116 
no child 86.58 13.42 
62.51 86.07 
6790 356 6690 
one child 95.02 4.98 
15.96 7.44 
5799 197 5856 
two children 96.71 3.29 
13.63 4.11 
2357 68 1329 
three children 97.2 2.8 
5.54 1.42 
700 23 7221 
four children 96.82 3.18 
1.65 0.48 
254 14 974 
five or more 94.78 5.22 
children 0.6 0.29 
51 9 144 
missing 85 15 
0.12 0.19 
total 42542 4788 47330 
p value for chi-square <0.0001 
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CHAPTER 5. SUMMARY, CONCLUSION, AND 
RECOMMENDATIONS 
Statistical Methods 
Statistical analysis is increasingly used as a common research tool to address safety 
and health issues. Categorical statistical analysis for discrete datasets is one of the important 
and popular statistical analysis methods used in current statistical research. In two of three 
projects in this dissertation, the response variables are categorical. In the power-take-off 
entanglements project, the response variables were binary, yes or no. In the heart problem 
and disease project, the response included two binary variables, have disease or not have 
disease, and ordinal discrete variables, excellent, very good, good, fair, and poor. Various 
statistical analysis methods such as contingency tables, chi-square tests, odd ratios, 
multivariate logistic regression, and conditional logistic regression were applied in the two 
projects. In the farm stress project, stress levels were measured on an interval scale and 
normal theory methods were applied including, confidence intervals for the difference 
between two sample means, ANOVA multiple comparison tests, and correlation tests. 
Power-Take-Off Entanglements 
In this research project, several categorical analysis methods were applied, including 
the mosaic plot, relative risk, and logistic regression. Since there was not enough information 
for cotton lace and leather lace, the statistical analyses are only applied on lab connected data 
on cotton thread. 
The analysis results showed that the probability of entanglement were strongly 
associated with angles of introduction. Entanglement risks were the highest when the angels 
of introduction were +90 and -90 degrees, and entanglement risks were lowest when the 
angles of introduction were +45 and +60 degrees (Figure 2.4). The statistical results from 
logistic regression models showed that the probability of entanglement would increase when 
the angle of introduction is closer to perpendicular. 
As to the factor of material length (below midline of PTO shaft), the probability of 
entanglement for 3-inch material was lower than that for 4.5-inch and 6-inch materials, with 
6-inch material having the highest probability of entanglement. The regression analysis 
estimates that the risk of entanglement would increase by a factor of 1.2 if the length of 
materials increased by 1 inch. 
Farm Stress 
Most of the 1,343 respondents in Iowa farm survey project felt that the most stressful 
two events among the 62 different events were death of a spouse and death of a child. Other 
stressful events included disabling injury of a family member, disabling injury to self, 
mortgage foreclosure, divorce, machinery breakdown during harvest, and loss of a crop due 
to weather conditions. Respondents had different feelings on events depending on age, 
gender, marital status, and farm type. Young farmers, less than 30 years old, and the old-old 
farmers, 80 years old or older, felt that fewer events were highly stressful than other age 
groups. Females felt more events were highly stressful than did males. Single farmers 
identified fewer events as high stress than did all other marital status groups. Grain-farmers 
and horse ranchers identified more events as high stress than other types of farmers. There 
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are 9 event sections for a total of 62 events/activities questions in the survey. The partial 
correlation method was used to calculate the correlation for events/activities in each section, 
and statistical results showed that some questions could be removed from the survey to 
shorten it without significant information loss. 
Heart Problems and Diabetes 
Heart disease and diabetes are related. Analysis results from contingency tables, chi-
square test, and multivariate logistic regression showed that personal habits and backgrounds 
have a strong association with exposure to heart disease, diabetes, or both. The contributing 
factors included age, gender, marital status, fat consumption, present or past smoking habits, 
drinking habits, weight status, education level, fruit /vegetable consumption, and race. 
From the conditional logistic regression analysis for heart disease, the results 
indicated that the proportion of individuals contracting heart disease in the diabetic 
population was higher than that for the entire population. The results of an adjacent-category 
logistic model for general health status showed that martial status, gender, and age were 
effective factors that are associated with one's opinion about his or her general health status. 
Generally, males felt better with respect to health status than did females. Respondents 44 
years old or younger had better feelings on health status than older respondents, and those 
who live with partners were generally more satisfied about health status than those who lived 
alone. 
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Recommendations 
This section offers some suggestions for possible follow-up studies for the research 
studies by project. 
Power-Take-Off Entanglement 
1. Collect data between -45° and 45° with respect to angle of introduction such as -45°, -
30°, 0°, 30° and 45°. Then a prediction model can be developed to express the 
probability of entanglement based on explanatory variable for the whole range of 
angle of introduction instead of just two distinctly separated prediction models on 
positive and negative angles of introduction; 
2. Collect data with some materials with intermediate stiffness indices between cotton 
thread and cotton lace, in order to get enough information for analyzing the 
relationship between the probabilities of entanglement with materials of different 
stiffness. 
3. Do more than 10 trails at each combination of the experimental conditions 
4. Collect data for cotton lace and leather lace using longer material lengths (such as 9 
inch or 12 inch) may need to in the test, because more length of cotton lace or leather 
lace may have more entangled test results, thus can have more information on the two 
materials. 
5. It would be better if data collection, including replications, could be completely 
randomized, instead of just randomizing the experimental conditions and then 
running all ten replications before moving on to the next experimental condition. This 
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might, however, take too much time. A compromise would be to do 5 replications at a 
time, and randomize the time of these sets of replications. 
6. During data collection, measure stiffness at regular intervals and at the end of the 
experiment during trials to ensure that the material stiffness remains constant. 
7. Consider using a new specimen at each combination of test conditions. 
Farm Stress 
If additional information about health status can be collected in the survey, the 
relationship between a person's health status and personal stress level can be analyzed and 
studied. For example, if the general health status (excellent, good, so-so, not good or bad) for 
each respondent were collected, the statistical analysis can operate on the relationship 
between general health status and personal stress level, and future work could study what 
event/events tend to cause bad health situations on a group member because certain 
event/events produce very high stress on the group member. 
Heart Problems and Diabetes 
If respondents' information such as general health status, status with respect to heart 
disease and/or diabetes, and personal habits, can be collected onward in time until each 
subject dies or is censored (e.g., leaves the study or death from other reason), then survival 
analysis could be used in the project. For example, the proportional hazards model could be 
used to indicate association between the personal background/habits and survival time of 
patients after diagnosis (diabetes and/or heart disease). 
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Summary of Statistical Methods used in the Research 
The response variable in safety and health project research can be discrete or 
continuous. For discrete data research, Mosaic plots and contingency tables are simple and 
effective visualization tools that can be use to display the information about levels for 
discrete variables at the beginning of study. Then a chi-square test can test whether there is 
association between variables. Models for the relative risk/odds ratio, and confidence interval 
of the relative risk/ odds ratio can provide information about the risk/odds of event for levels 
of discrete variable. Furthermore, a logistic regression model can be applied to develop 
model for estimating the probability of an event based on explanatory variables; multivariate 
regression models can be used in non-independent categorical response variables research to 
express the relationship among several response variables and explanatory variable/variables. 
For continuous dataset research, mean and variance of the response variables can be 
calculated. The box-plot is a simply tool which can graphically summarize the information 
about the mean, median, variation, quartile, and outliers. Then, normal theory tests can be 
applied, including t-test, analysis of variance (ANOVA), analysis of covariance (ANCOVA), 
correlation tests, multiple comparison tests, and so on. Linear regression and non-linear 
regression can be applied to express the relationship between the continuous variable and 
explanatory variable/variables. 
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