We investigate a notion of ×-homotopy of graph maps that is based on the internal hom associated to the categorical product in the category of graphs. It is shown that graph ×-homotopy is characterized by the topological properties of the Hom complex, a functorial way to assign a poset (and hence topological space) to a pair of graphs; Hom complexes were introduced by Lovász and further studied by Babson and Kozlov to give topological bounds on chromatic number. Along the way, we also establish some structural properties of Hom complexes involving products and exponentials of graphs, as well as a symmetry result which can be used to reprove a theorem of Kozlov involving foldings of graphs. Graph ×-homotopy naturally leads to a notion of homotopy equivalence which we show has several equivalent characterizations. We apply the notions of ×-homotopy equivalence to the class of dismantlable graphs to get a list of conditions that again characterize these. We end with a discussion of graph homotopies arising from other internal homs, including the construction of 'A-theory' associated to the cartesian product in the category of reflexive graphs.
Introduction
In many categories, the notion of a pair of homotopic maps can be phrased in terms of a map from some specified object into an exponential object associated to an internal hom structure on that category (we will review these constructions below). The typical example is the category Definition 2.1. For graphs G and H, the categorical coproduct G ∐ H is the graph with vertex set V (G) ∐ V (H) and with adjacency given by (x, x ′ ) ∈ E(G ∐ H) if (x, x ′ ) ∈ E(G) or (x, x ′ ) ∈ E(H). Figure 2 ). 
. For graphs G and H, the categorical exponential graph H G is a graph with vertex set {f : V (G) → V (H)}, the collection of all vertex set maps, with adjacency given by
f ∼ f ′ if whenever v ∼ v ′ in G we have f (v) ∼ f ′ (v ′ ) in H (see
G
The next lemma shows that the exponential graph construction provides a right adjoint to the categorical product. By definition, this gives the category of graphs the structure of an internal hom associated with the (monoidal) categorical product. This result is well known, and is more or less contained in [9] , but we state it here in a way that is consistent with our notation. given by (ϕ(f )(v))(w) = f (v, w) for all f ∈ G(A × B, C), v ∈ V (A), w ∈ V (B).
Proof. Let f : A × B → C be an element of G(A × B, C). To see that ϕ(f ) ∈ G(A, C B ), suppose that a ∼ a ′ are adjacent vertices in A. We need ϕ(f )(a) and ϕ(f )(a ′ ) to be adjacent vertices in C B .
To check this, suppose b ∼ b ′ in B. Then we have ϕ(f )(a)(b) = f (a, b) and ϕ(f )(a ′ )(b
which are adjacent vertices of C since f is a graph map.
To check naturality, suppose f : A → A ′ and g : C → C ′ are graph maps. We need to verify that the following diagram commutes:
For this, let α ∈ G(A ′ × B, C). Then on the one hand we have (ϕ(f × B, g))(α)(a)(b) = (f × B, g)(α)(a, b) = g(α(f (a), b)). In the other direction, we have ((f, g B )(ϕ))(α)(a)(b) = g(ϕ(α)(f (a))(b)) = g(α(f (a), b)). Hence the diagram commutes, and so the isomorphism ϕ is natural.
We close this section with a few additional definitions and remarks. We let 1 denote the graph consisting of a single looped vertex. We point out that 1 is the terminal object in G in the sense that there exists a unique map G → 1 for all G. Similarly, the graph ∅ is the graph whose vertex set is the empty set. It is the initial object in the sense that there exists a unique map ∅ → G for all G.
A reflexive graph G is a graph with loops on all its vertices (v ∼ v for all v ∈ V (G)). A map of reflexive graphs will be a graph map on the underlying graph. We will use G • to denote the category of reflexive graphs.
We see that G
• is a subcategory of G, and we let i : G • → G denote the inclusion functor.
Let S : G → G • denote the functor given by taking the subgraph induced by looped vertices, and L : G → G • denote the functor given by adding loops to all vertices (see Figure 3 ). One can check that i is a left adjoint to S, whereas i is a right adjoint to L. As functors G → G, one can check that L (strictly speaking iL) is a left adjoint to S (strictly speaking iS). We will make some use of these facts in a later section. There are several simplicial complexes one can associate with a given graph G. One such construction is the clique complex ∆(G), a simplicial complex with vertices given by all looped vertices of G, and with faces given by all cliques (complete subgraphs) on the looped vertices of G.
3 The Hom complex and some properties
Next we recall the construction of the Hom complex associated to a pair of graphs. As discussed in the introduction, (a version of) the Hom complex was first introduced by Lovász in [17] , and later studied by Babson and Kozlov in [2] .
Definition 3.1. For graphs G, H, we define Hom(G, H) to be the poset whose elements are given by all functions η : Figure 4) . We will often refer to Hom(G, H) as a topological space; by this we mean the geometric realization of the order complex of the poset. The order complex of a poset P is the simplicial complex whose faces are the chains of P (see Figure 5) . Note that if G and H are both finite, then (the order complex of) this Hom(G, H) yields a simplicial complex which is isomorphic to the barycentric subdivision of the polyhedral Hom complex as defined in [2] .
The Hom complexes were originally used to obtain 'topological' lower bounds on the chromatic number of graphs. The main results of [17] and [3] in this context are the following theorems.
Here χ(G) is the chromatic number of a graph G, conn(X) denotes the (topological) connectivity of the space X, and C 2r+1 is the odd cycle of length 2r + 1. 
Hom(T, H)
given by f T (α)(t) = {f (g) : g ∈ α(t)} for α ∈ Hom(T, G) and t ∈ V (T ). In the other case, we have f
A graph map f : G → H induces a natural transformationf : Hom(?, G) → Hom(?, H) in the following way. For each T ∈ Ob(G) we have a mapf T : Hom(T, G) → Hom(T, H) given by (f T (α))(t) = {f (g) : g ∈ α(t)} for α ∈ Hom(T, G) and t ∈ V (T ). If g : S → T is a graph map, the diagram Hom(S, G)
commutes since if α ∈ Hom(T, G) and s ∈ V (S) then on the one hand we have
and on the other
The function induced by composition Hom(G, H) × Hom(H, K) → Hom(G, K) is a poset map; see [16] for a proof of this fact.
Many operations in the category of graphs interact nicely with the topology of the Hom complexes. We now gather together some of these results. The first observation comes from [2] . 
Also, if A is connected and not a single vertex, then
As we will see, other graph operations are preserved by the Hom complexes up to homotopy type.
Recall that for graphs A, B, and C the exponential graph construction provides the adjunc-
, an isomorphism of sets. The next proposition shows that this map induces a homotopy equivalence of the associated Hom complexes. In the proof of Propositions 3.5 and 3.8 we will use the following notion from poset topology (see [5] for a good reference). If P is a poset, and c : P → P is a poset map such that c • c = c and c(p) ≥ p for all p ∈ P then c is called a closure map. It can be shown (see [5] ) that in this case c : P → c(P ) induces a strong deformation retract of the associated spaces. Proof. Let P = Hom(A × B, C) and Q = Hom(A, C B ) be the respective posets. Our plan is to define an inclusion map j : P → Q and a closure map c : Q → Q such that im(j) = im(c), from which the result would follow.
We define a map of posets j : P → Q according to
for every a ∈ V (A) and α ∈ P . To show that j(α) is in fact an element of Q, we need to verify
We claim that j is injective. To see this, let α = α ′ be distinct elements of the poset
, and yet f / ∈ j(α ′ )(a). We conclude that j(α) = j(α ′ ), and hence j is injective.
Next we define a closure map of posets c :
, define c(γ) ∈ Q as follows: fix some a ∈ V (A), and for every b ∈ V (B) let
We first verify that c maps into Q, so that c(γ) ∈ Hom(A, C B ). For this suppose a ∼ a ′ in
Then by construction there is some
It is clear that c(γ) ≥ γ and (c • c)(γ) = c(γ) for all γ ∈ Q. Thus c is a closure map.
Next we claim that c(Q) ⊆ j(P ). To see this, suppose γ ∈ Q. We define α :
, and in particular obtain c ∼ c ′ in C as desired.
Finally, we get j(P ) ⊆ c(Q) since j(P ) ⊆ Q and c(j(P )) = j(P ). Thus j(P ) = c(Q), Figure 6 ). 
Remark 3.6. As a result of Proposition 3.5, for all graphs G and H there is a homotopy equivalence
Proof. Let T be a graph. We will express the functor Hom(T, ?) as a composition of functors that each preserve limits. First we note that the functor (?)
limits since it has the left adjoint given by the functor ? × T ; this was the content of Proposition Next we note that the functor L : G → G • that takes the induced subgraph on the looped vertices (described above) also preserves limits since it has the left adjoint given by the inclusion Finally, we can put these observations together to get the following string of isomorphisms (=) and homotopy equivalences (≃):
Since c(γ) ≥ γ and (c • c)(γ) = c(γ) for all γ ∈ P , we see that c : P → P is a closure operator.
Next we claim that c(P ) ⊆ i(Q). Suppose c(γ) ∈ c(P ), so that for all v ∈ T we have
We claim that α ∈ Hom(T, G) and β ∈ Hom(T, H). Indeed, if w ∈ T is a vertex adjacent to v and α(w) = A w , then if a i ∈ A v and
. But this implies that a i and a i ′ are adjacent in G, as desired.
. Thus i(Q) = c(P ) and hence 
Here we apply the simple observation that conn(X × Y ) = min{conn(X), conn(Y )} for topological spaces X and Y . This then proves the conjecture for the case when the topological bounds on the chromatic numbers of G and H are tight (e.g., when G and H are both taken to be either Kneser
graphs or generalized Mycielski graphs).
To make the notion of a path truly graph theoretic we want to think of it as a map from a path-like graph object into the graph H G .
Definition 4.1. We let I n denote the graph with vertices {0, 1, . . . , n} and with adjacency given by i ∼ i for all i and (i − 1) ∼ i for all 1 ≤ i ≤ n (see Figure 7 ). Note that N (n) = {n, n − 1} ⊆ {n, n − 1, n − 2} = N (n − 1), and hence we can fold the endpoint of I n . This gives us the following property. exists an integer n ≥ 1 and a map of graphs F : I n → H G such that F (0) = f and F (n) = g. In this case we will also say the maps are n-homotopic.
We will denote ×-homotopic maps as f ≃ × g, or simply f ≃ g if the context is clear. Graph Figure 9 . We can understand ×-homotopy in other ways by considering the adjoint properties available to us. Note that for all m ≤ n, we have a map ι m : G → G×I n given by v → (v, m), an isomorphism onto its image. A map F : I n → H G corresponds to a mapF : G × I n → H with the property thatF × 0 = f andF × n = g. It is this formulation that we will most often use to check for ×-homotopy. We record this observation as a lemma. exists an integer n and a graph map F :
Next we investigate how ×-homotopy of graph maps interacts with the Hom complex. It turns out that ×-homotopy equivalence classes of maps are characterized by the topology of the Hom complex in the following way. In particular, the number of ×-homotopy classes of maps from G to H is equal to the number of path components in Hom(G, H).
Proof. Suppose f, g : G → H are graph maps such that f and g are in the same component of Hom(G, H). Then we can find a path from f to g in |Hom(G, H)|, which can be approximated as a finite walk (f, x 1 , x 2 , . . . , g) on the 1-skeleton. We claim that we can extend this to a walk
To see this, note that f ≤ x 1 in Hom(G, H). First suppose that x 1 ≤ x 2 . Then for each v ∈ V (G), we choose (by the choice axiom, say) a single element of x 1 (v) to get our map
is already a graph map, take f 1 = x 2 , and otherwise for each v ∈ V (G) choose a single element of x 2 (v) to get a map f 1 : G → H. Now, to get our homotopy, we define a map F :
indeed a graph map since we have an
Hence the maps f = f 0 and g = f n are ×-homotopic.
For the other direction, suppose that f, g : G → H are distinct maps that are ×-homotopic for n = 1. We define a function ξ : f to f n−1 and the above construction gives a path from f n−1 to f n = g.
We end this section with the following observation. 
Hom(T, G)
ι k T φ k ≃ Hom(T, G × I n ) Hom(T, G) × Hom(T, I n ) i ≃
Homotopy equivalence of graphs
We claim that this diagram commutes. To see this, suppose α ∈ Hom(T, G). Then for all t ∈ V (T ) we have ι 0T (α)(t) = {ι 0 (x) : x ∈ α(t)} = {(x, 0) : x ∈ α(t)} ∈ Hom(T, G) × Hom(T, I n ), so that ι 0T (α) = (α, c 0 ). On the other hand, (id × γ)(j 0 )(α) = (id × γ)(α, 0) = (α, c 0 ). The bottom square is similar. Now, let Φ : Hom(T, G) × I → Hom(T, H) be the composition from above. We have that be a (topological) homotopy between them. Note that if id ∈ Hom(G, G) is the identity map, then f G (id) = f and g G (id) = g since, for instance, we have f G (id)(x) = {f (y) : y ∈ id(x)} = {f (y) : y ∈ {x}} = {f (x)} for all x ∈ V (G). So then the restriction Φ| {id}×I : Hom(G, G) × I → Hom(G, H)
gives a path in Hom(G, H) from f to g, a contradiction.
We next prove (1) ⇒ (4). Again, suppose f, g : G → H are ×-homotopic via F : G×I n → H.
Then this time we have the commutative diagram in G and the induced diagram in T OP of the form:
To show that f T and g T are homotopic, we will find a map Ψ :
, and 0 ≤ i ≤ n. This extends to a map ϕ :
are all homotopic for 0 ≤ j ≤ n (recall ι j : 1 → I n induces a homotopy equivalence). Let (G, T )
The implication (4) ⇒ (5) (1) There exists a map g : 
Hom(G, H)
Proof. For (1) ⇒ (2), g T is a homotopy inverse by Theorem 5.1. Let φ be its inverse and let (id H ) 0 denote the connected component of id H in Hom(H, H). Let g ∈ φ (id H ) 0 be a vertex of Hom(H, G) (i.e., a graph map). We claim that g satisfies the conditions of (1). To see this note that (f H ) 0 φ (id H ) 0 = (id H ) 0 and since g ∈ φ (id H ) 0 we have that
We conclude that g is a homotopy equivalence.
Finally, we claim that if g and gf are homotopy equivalences then cg : Y → X is the homotopy inverse to f . This follows from the fact that (f cg
is a commutative diagram of the following form,
where the horizontal composites are identities. with g T : Hom(T, G) → Hom(T, H) a homotopy equivalence. We consider the induced maps on homotopy groups. Since γ T α T = id, we have that (α T ) * is injective and hence so is (f T ) * , since
Similarly, since δ T β T = id, we have that (δ T ) * is surjective and hence so is (f T ) * . We conclude that f T induces an isomorphism on all homotopy groups and hence f T is a homotopy equivalence on the CW -type Hom complexes.
6 Foldings, stiff graphs, and dismantlable graphs
In this section we investigate some further properties and consequences of ×-homotopy of graphs.
The relevant operation in this context will that of a graph folding, which we will see is closely related to ×-homotopy. Similarly, the inclusion i : G\v → G is called an unfolding (see Figure 10 ). was an open question whether the same was true in the second coordinate of the Hom complex.
Kozlov investigated this question in the papers [15] and [13] , and showed that indeed this was the case.
Proposition 6.2 (Kozlov). If G and H are graphs, and u and v are vertices of G such that
N (v) ⊆ N (u),
then the folding and unfolding maps induce inclusions of strong deformation retracts
Hom(G\v, H) ≃ f H Hom(G, H), Hom(H, G\v) ≃ iH
Hom(H, G).
In fact, Kozlov exhibits these deformation retracts as closure maps on the levels of the posets, which he shows preserve the simple homotopy type of the associated simplicial complex (we refer to [14] for necessary definitions). We note that although Kozlov deals only with the situation of finite H, his proof extends to the case of arbitrary H. In Sections 5 and 6 of this paper we see the further importance of folds in the context of the Hom complex. 
Stiff graphs
If f : G →G is a map realized by a sequence of foldings and unfoldings, then f T : Hom(T, G) → Hom(T,G) is a homotopy equivalence for all T , and hence G andG are homotopy equivalent. One can then consider the case when G has no more foldings available. From [11] we have the following notion.
Definition 6.4. A graph G is called stiff if there does not exist a pair of distinct vertices
Lemma 6.5. Suppose G is a stiff graph. Then the identity map id G is an isolated point in the realization of Hom(G, G).
Proof.
If not, then we have some α ∈ Hom(G, G) such that x ∈ α(x) for all x ∈ V (G), and such that {v, w} ⊆ α(v) for some v = w. Since G is stiff we have some vertex x ∈ V (G) such that
x ∈ N (v)\N (w). But then since x ∈ α(x) we need x to be adjacent to w (to satisfy the conditions of Hom), a contradiction. 
Dismantlable graphs
As in [11] , a finite graph G is called dismantlable if it can be folded down to 1. Note that G is dismantlable if any sequence of foldings of G down to its stiff subgraph results in the looped vertex 1. Dismantlable graphs have gained some attention in the recent papers of Brightwell and
Winkler (see [6] and [7] ), where they are related to the uniqueness of Gibbs measure on the set of homomorphisms between two graphs. We can apply the results of Theorem 5.2 to obtain the following characterizations of dismantlable graphs. Otherwise we perform folds to reduce the number of vertices and use induction on |V (G)|.
Other internal homs and A-theory
In this last section we investigate other notions of graph homotopy that arise under considerations of different internal hom structures. One such homotopy theory (associated to the cartesian product)
recovers the A-theory of graphs as defined in [4] .
Recall that in our construction of ×-homotopy, we relied on the fact that the categorical product has the looped vertex at its unit, and also possesses an internal hom (exponential) construction. This meant that graph maps from G to H were encoded by the looped vertices in the graph H G , and two maps f, g : G → H were considered ×-homotopic if one could walk from f to g along a path composed of other graph maps.
Hence, in the general set-up we will be interested in monoidal category structures on the category of graphs that have the looped vertex as the unit element (this just means that we have an associative bifunctor ⊗ : G × G → G), together with an internal hom for that structure. Recall that having an internal hom means that the set valued functor T → G(T ⊗ G, H) is representable by an object of G, which we will denote by
Since we require the looped vertex (which we denote by 1) to be the unit we also get G(G,
, so that H G is a graph with the looped vertices as precisely the set of graph maps G → H. A pair of graph maps f and g will then be considered homotopic in this context if, once again, we can find a (finite) path from f to g along looped vertices.
One such product of interest is the cartesian product ; we recall its definition below.
Definition 7.1. For graphs A and B, the cartesian product A B is the graph with vertex set Figure 12) . One can check that the cartesian product gives the category of graphs the structure of a monoidal category with a (unlooped) vertex as the unit element. We next claim that the cartesian product also has an internal hom; we first define the functor that will serve as its right adjoint. Recall that a reflexive graph is a graph with loops on each vertex, and that a map between reflexive graphs is just a map of the underlying graphs. The cartesian product of two reflexive graphs is once again reflexive, and hence the cartesian product gives the category G • of reflexive graphs the structure of a monoidal category with the looped vertex 1 as the unit element. In some recent papers (see for example [1] and [4] ), a homotopy theory called A-theory has been developed as a way to capture 'combinatorial holes' in simplicial complexes. The definition can be reduced to a construction in graph theory, applied to a certain graph associated to the simplicial complex in question. It turns out that A-theory of graphs fits nicely into the set-up that we have described, where the homotopy theory is associated to the cartesian product in the category of reflexive graphs. We recall the definition of A-homotopy of graph maps and A-homotopy equivalence of graphs (as in [1] ). Using the adjunction of Lemma 7.3, we see that an A-homotopy between two based maps of reflexive graphs f, g : G → H is the same thing as a mapφ : I n → H G withφ(0) = f andφ(n) = g, or in other words a path from f to g along looped vertices in the based version of the (cartesian)
exponential graph H G . This places the A-theory of graphs into the general set-up described above.
In [1] the authors seek a topological space whose (ordinary) homotopy groups recover the A-theory groups of a given graph, and the analogous question in the context of ×-homotopy is investigated in [8] .
