In this paper, we introduce new upper bounds for the bit and burst error probabilities, when a convolutional code is used for transmission over a binary input, additive white Gaussian noise channel, and the decoder performs maximum likelihood decoding. The bounds are tighter than existing bounds, and non-trivial also for signal-to-noise ratios below the computational cutoff rate.
INTRODUCTION
Up to this day, there are no methods for exact calculation of the error probability of a communication system using error control coding. The tools available for estimation of the error probability are simulations and bounds. In many situations, the best way to get an approximation of the error probability of a system is to calculate a bound, since simulations often require a larger amount of programming, and for small error probabilities it can be necessary to do very long simulations. When using a bound it is desirable that it is as tight as possible, over a range, as large as possible, of signal-to-noise ratios.
Some of the most common bounds for calculating bit and burst error probabilities of convolutional codes, are reviewed in Section 2. In Section 3, we derive the new and tighter bounds. We apply these bounds to several convolutional codes in Section 4, and make simulations for comparison.
PROBLEM FORMULATION AND EXISTING BOUNDS
Consider a binary, rate R = b/c, memory m, time-invariant convolutional code, and transmission over an additive white Gaussian noise (AWGN) channel with onesided power spectral density N 0 . Let u = u 0 , u 1 , . . . , u t , . . . , u t = u 
be the information and code sequence respectively. Let
where
E s = RE b is the energy per transmitted symbol, and E b is the energy per information symbol, be the transmitted signal sequence. Let n = n 0 , n 1 , . . . , n t , . . . ,
where n (i) t ∈ N (0, N 0 /2), be the noise sequence and
be the received sequence. Finally, using a maximum likelihood sequence estimator,
be the decoded information sequence, and e def = u ⊕û = e 0 , e 1 , . . . , e t , . . . ,
where ⊕ denotes modulo 2 addition, be the sequence of decoding errors. We call a set
such that e [t−m,t ) = 0, e [t+l,t+l+m ) = 0, and such that it does not contain any sequences of m + 1 consecutive zero sub-blocks, a decoding error burst of length l, that starts at moment t. (By definition e t = 0 for t < 0.) The number of decoding errors introduced by an error burst is equal to its Hamming weight, i.e.
w H e [t−m,t+m+l ) .
The sequence e can be viewed as a sequence of decoding error bursts B (j), j = 0, 1, . . ., separated by error free intervals of length N j . Let L j be the length of the jth burst, and let I j be the Hamming weight of the jth burst. Consider a K-truncation, e [0,K ) , of the sequence e. Let J (K) be the number of error bursts in e [0,K ) , and let
of the number of error bursts to the number of positions where they can start, is an empirical estimation of the burst error probability P B [1] . Correspondingly, the ratio I (K) /bK is an empirical estimation of the bit error probability P b . Then [1]
(N j − m) with probability 1
and
To upperbound P B and P b we introduce the transfer function of the encoder [1]
where a d,l,i is the number of error bursts, each corresponding to a code sequence segment that starts in the root, has weight d, merges with the all-zero code sequence at depth l, and corresponds to a segment of the information sequence having weight i. Then
These are the Viterbi bounds [2, 3] for burst and bit error probabilities.
The main steps of the proof of (13) and (14) are the following. Since a convolutional code is linear, the probabilities P B and P b do not depend on the transmitted sequence. Consider therefore only transmission of the all-zero sequence. To have an error burst starting at depth t, it is necessary that at least one of the non-zero paths, in the trellis, diverging from the all-zero path at depth t and merging with the all-zero path at depth t + l, l = m + 1, m + 2, . . ., is more likely than the corresponding all-zero segment of length l. Now, application of the union bound gives the first inequality in (13). For P b we have from (11), with probability 1, that
is the expected number of bit errors in a burst and E (N) is the expected length of an error free interval. From (10) follows that, with probability 1,
Combining (16) and (17) gives
Now,
where p (i) is the probability that an error burst introduces i errors in the decoded sequence, and
Since
we get the first part of inequality (14) from (18), (19) and (21). The last parts of (13) and (14) follows from (12) and (15), and they can be tightened as [1]
where d f ree is the free distance of the code, the smallest d for which there is a nonzero a d,l,i . The bounds (13), (14), (22) and (23) are tight for high signal-to-noise ratios, but weak near the computational cutoff rate, and trivial above it. The new bounds, that will be derived in the next section, are tighter than these bounds, and non-trivial for a larger range of signal-to-noise ratios.
IMPROVED BOUNDS
Many bounds for the decoding error probability of a block or convolutional code are based on the following simple inequality, originally introduced by Fano [4] , and repeatedly used in [1] , see also [5] [6] [7] [8] . Let E be a decoding error event. Consider the two disjoint events corresponding to "few", F , and "many", M, errors. Then
Different bounding methods use different definitions of "few" and "many" errors.
Our definition is given below.
Consider the same communication system as in Section 2, and transmission of the all-zero sequence. Since the performance depends from the ratio E s /N 0 , we let E s = 1 without loss of generality, and consider the dependence as being only from N 0 . Consider the root node of the trellis (for other nodes, we can use similar arguments). Let P (E) be the probability of a decoding error burst starting in the root, and let P (L = l), l = m + 1, m + 2, . . ., be the probability of an error burst starting at the root and having length l. Then
Let us upperbound P (L = l). We introduce the random variable
, as an indicator of the events F and M. Since we use binary transmission, it is natural to consider the noise as strong, M, if X is less than some threshold u, and as weak, F , if X is larger than u. First we write
where f X (x) is the probability density function of X and
To find P (L = l | X = x) consider an arbitrary non-zero path, v 
Then we have that the probability density function of Y given X is
If Y < 0 then the decoder will favor v [0,l ) over the all-zero path, and we will get a decoding error. Therefore, the probability that v [0,l ) will cause an error
Using this and union bound arguments, we get
Let u l satisfy the equality
Then, if X < u l , (31) becomes trivial and we use P (L = l | X = x) ≤ 1 instead.
Therefore u l can be a threshold indicating "few" or "many" errors. From (27), (31) and (33) we have
which, together with (25) and 1/N 0 = RE b /N 0 , yields
This completes the proof of the following theorem.
Theorem 1
The burst error probability of a rate R = b/c convolutional code defined by its spectrum a d,l is upperbounded by (35).
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We will also prove a theorem presenting a formula that upperbounds the bit error probability.
Theorem 2
The bit error probability of a rate R = b/c convolutional encoder defined by its spectrum a d,l,i is upperbounded by the inequality
where i l,max = max i : a d,l,i = 0 is the maximal number of bit errors, that can be introduced by a burst of length l.
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The proof of this theorem follows from the arguments below.
where E (I | L = l) is the expected number of bit errors introduced by a burst, given that the burst has length l.
where, as before, the event F is the event that X ≥ u l , X and u l are defined by (26) and (33), and M is the complement of F . Now,
and (36) follows from (37)-(40).
Our approach can be generalized to the case when the transmission is over a binary symmetric channel (BSC). In this case we should define X, the indicator of the events F and M, to be the number of errors in the received sequence of length l (compare with (26)), and Y to be the number of errors among the non-zero symbols in v [0,l ) . Then the conditional probability P (Y = y | X = x) is hypergeometrically distributed,
The rest of the calculations are analogous to the AWGN channel case.
SOME EXAMPLES
In this section we will apply (35) and (36) to three optimum free distance encoders [1] of memory m = 2, m = 4 and m = 6, and rate R = 1/2. encoders. The generator matrices are, in octal notation, (7, 5) , (62,56) and (634,564) respectively.
For comparison, we will calculate the bounds presented in Section 2. Simulations of bit and burst error probabilities will also be presented. All of this is shown in When we calculate the bounds (35) and (36), we have to truncate the infinite sum over l so that the summation is taken over all l < l 0 for some large l 0 . Then the "tail" of the sum in (35) can be upperbounded in the following way. Consider the suboptimal decoding procedure, a modification of the Viterbi algorithm, in which the back-search limit is l 0 , and not infinity [1] . This algorithm produces a decision about the tth sub-block when the decoder is at depth t + l 0 . The decision will be taken in favor of the tth sub-block of the path that is most probable among the 2 bm paths (one for each state) in the decoder memory. Correspondingly, all paths having a tth sub-block, that is different from the decision, are expurgated, and the decoder repeats this procedure at depth t + l 0 + 1. Clearly, for l 0 = ∞ this algorithm coincides with the Viterbi algorithm. Since the Viterbi algorithm is a maximum likelihood sequence estimator, the decoding error probability of the algorithm with finite back-search limit l 0 , upperbounds the decoding error probability of the Viterbi algorithm. To upperbound the decoding error probability of the algorithm with finite back-search limit, we introduce a "tail spectrum",
where a d,l 0 (S), S = 0 is the number of paths of length l 0 , having weight d, that
have not merged with the all-zero path and are at state S at depth l 0 . Hence, we can truncate the sum in (35) at l = l 0 , and upperbound the tail by one term,
where u l 0 satisfies (33) with a d,l replaced byã d,l 0 . In the calculation of the bit error probability, we truncate the sum at l = l 0 , where we use the same values of l 0 as in the truncation of (35). The upper bound of the tail is very small if l 0 is large enough. In Figure 4 , we show l 0 and the upper bound of the tail for our three examples. We also have to truncate the integration interval, since the upper limit of the integral is ∞. By experiments we found that, at least for our examples, it is enough to integrate from u l to 4lσ. Figure  1 ; m = 2 (solid), m = 4 (dashed) and m = 6 (dotted).
CONCLUSION
New upper bounds have been presented for the burst error probability of convolutional codes and the bit error probability of the corresponding encoder. The bounds are tighter than existing bounds, and they are non-trivial below the computational cutoff rate. Since applying (24) to the upperbounding of burst and bit error probabilities for a random ensemble of convolutional codes, yields asymptotically tight bounds [1] , we can conclude that, for m → ∞ our bounds are asymptotically tight for all signal-to-noise ratios above the Shannon capacity limit.
