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ALGEBRAIC PROPERTIES OF WORD EQUATIONS
SˇTEˇPA´N HOLUB AND JAN ZˇEMLICˇKA
Abstract. The question about maximal size of independent system of word
equations is one of the most striking problems in combinatorics on words.
Recently, Aleksi Saarela has introduced a new approach to the problem that is
based on linear-algebraic properties of polynomials encoding the equations and
their solutions. In this paper we develop further this approach and take into
account other algebraic properties of polynomials, namely their factorization.
This, in particular, allows to improve the bound for the number of independent
equations with maximal rank from quadratic to linear.
1. Introduction
The question about maximal size of independent system of word equations is one
of the most striking problems in combinatorics on words. The conjecture that such
a system cannot be infinite (known as Ehrenfeucht’s conjecture) had been open
for more than a decade, until solved in [?] by embedding the free monoid into a
metabelian group, and independently in [?] by using matrix representation (and
generalizing the result to free groups). Both these solutions indicated that, despite
strongly combinatorial nature of words, algebraic methods may be necessary to
approach problems concerning word equations.
Since the proof of Ehrenfeucht’s conjecture, the question about the possible size
of independent systems moved to the center of investigation. The above algebraic
methods, based ultimately on Hilbert’s basis theorem, did not help to approach
the problem. The solution is simple for two unknowns because any nontrivial word
equation over two unknowns possesses only periodic solutions. However, already for
three unknowns, no upper bound is known up to date, leaving open even the possi-
bility that arbitrarily large independent systems of equations over three unknowns
exist. This should be contrasted to the fact that the largest known independent
system over three unknowns consists of three equations. Some partial results have
been obtained in [?] and [?]. For general number n of unknowns, independent sys-
tems of size Θ(n4) have been explicitly constructed in [?]. For more details see also
[?].
The research got a new impetus recently, when Aleksi Saarela, in [?], introduced
an idea how to encode word equations to the language of polynomial algebra and
exploit its linear algebraic properties. This approach allowed to obtain an upper
bound for the size of an independent system of equations over three unknowns,
namely quadratic in the length of the shortest equation. In general, the method
allows to limit the size of independent systems that have solutions with maximal
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possible rank. In this paper we develop further this approach, and applying classical
algebraic tools, in particular irreducible factorization of multivariate polynomials,
we are able to improve Saarela’s bounds from quadratic to linear.
Basic facts about word equations and corresponding linear algebra are introduced
in Section 2. The properties of principal solutions (Theorem 1) and their rank are
presented here. The main goal of Section 3 is to translate Saarela’s results from
less usual notation of general monoid rings to classical terminology of multivariate
rational polynomials which allows to employ divisibility of obtained polynomials.
An application of these tools gives bounds proved in the final section of this paper.
As a consequence of two observations, elementary algebraic (Lemma 11) and finer
one of geometrical nature (Theorem 14), we get two pairs of upper bounds. The
first are bounds on the number of pairwise linearly nonequivalent solutions of rank
n− 1 of two strongly independent equations in n unknowns (Theorem 19) and the
second are the bounds on the maximal size of strongly independent system of word
equations (Theorem 21).
2. Solutions of word equations
In this section we review some facts about systems of word equations and their
solutions.
Throughout the paper, n is a number of unknowns, i.e. an integer usually greater
then 2, and N0 denotes the set of all nonnegative integers. If Ξ = {x1, x2, . . . , xn}
is a set of unknowns, then a pair (u, v) ∈ Ξ∗ × Ξ∗ is an equation. A morphism
h : Ξ∗ → Σ∗ is a solution of a system of equations T = {(ui, vi) | i ∈ I} if
h(ui) = h(vi) for each i ∈ I. If h(c) is the empty word for at least one c in the
domain alphabet, then we say that h is erasing. The set of letters occurring in a
word w is denoted by alp(w) and alp(h) denotes
⋃
x∈Ξ alp(h(x)).
The system is trivial if ui = vi for all i ∈ I. The vector
L(h) = (|h(x1)|, |h(x2)|, . . . , |h(xn)|) ∈ N
n
0
is called the length type of h.
For a solution h of the system T , we shall implicitly assume that the domain
alphabet Ξ of h is equal to alp(T ) =
⋃
i∈I alp(uivi). The number of occurrences of
a letter c in a word w is denoted by |w|c.
We say that the solution h′ of T divides the solution h if h = ϑ ◦ h′ where ϑ is
not erasing and defined on alp(h). The solution is called principle if it is minimal in
the divisibility ordering just defined. In other words, if h is principle and h = ϑ◦h′
for a solution h′, then ϑ is a renaming of letters.
For sake of completeness we prove the following theorem. Our proof partly
follows the standard reference, Proposition 9.5.2 in [?], which, however, is not
formulated precisely.
Theorem 1. Let h : Ξ∗ → Σ∗ be a solution of a system T . Then there is a
unique (up to renaming of letters) principle solution g of T and a unique morphism
ϑ : alp(g)+ → Σ+ such that h = ϑ ◦ g.
Moreover,
• |alp(g)| < |alp(T )| if T is not trivial; and
• g and L(ϑ) depend only on L(h) and T .
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Proof. Induction on
|alp(h)|+
∑
x∈alp(T )
|h(x)|
implies that there is at least one principle solution g such that h = ϑ ◦ g for some
ϑ.
In order to show that ϑ is given uniquely and that g and L(ϑ) are given by L(h),
we again proceed by induction. Clearly, h(x) is empty if and only if g(x) is empty.
We can therefore suppose that h is not erasing.
If T is trivial, then the only principal solution is identity, ϑ = h and L(ϑ) = L(h).
Let u 6= v for some (u, v) ∈ T , and let rx be a prefix of u and ry a prefix of v,
where x 6= y are letters, and r ∈ Ξ∗.
Let us first assume that |h(x)| < |h(y)|. Then h(x) is a prefix of h(y). Moreover,
also |g(x)| < |g(y)| and g(x) is a prefix of g(y). Define ϕ : Ξ+ → Ξ+ by
ϕ(z) =
{
xy, if z = y
z, if z 6= y ,
and h′, g′ by
h′(z) =
{
h(x)−1h(y) if z = y,
h(z) if z 6= y,
g′(z) =
{
g(x)−1g(y) if z = y,
g(z) if z 6= y.
Then g′ and h′ = ϑ ◦ g′ are solutions of the system T ′ = {(ϕ(ui), ϕ(vi)) | i ∈ I}.
If g′ = ϑ′ ◦ g′′, where g′′ is a solution of T ′, then g′′ ◦ ϕ is a solution of T and
g = ϑ′ ◦ g′′ ◦ ϕ, which implies that ϑ′ is a renaming of letters. Therefore g′ is a
principal solution of (u′, v′). By induction assumption, ϑ and g′ are unique, and g′
and L(ϑ) are uniquely given by L(h′) which is in turn determined by L(h). Since
g = g′ ◦ ϕ, we obtain that also g is unique and determined by L(h). Since ϕ is
invertible (in the free group), we have u′ 6= v′ and the induction yields
|alp(g)| = |alp(g′)| < |alp(T ′)| = |alp(T )|.
The proof is symmetric for |h(x)| < |h(y)|. If |h(x)| = |h(y)|, then the proof is
analogous if we define
ϕ(y) = x, and ϕ(z) = z otherwise,
and h′ and g′ are restrictions of h and g respectively on the alphabet of T ′ which
is alp(T ) \ {y}. In this case, the system T ′ can be trivial but we have alp(T ′) <
alp(T ). 
Let h : {x1, x2, . . . , xn}
∗ → {a1, a2, . . . , ak}
∗ be a morphism. In order to employ
linear and polynomial algebra we define non-negative rational vectors γ(h)i, i =
1, 2, . . . , k, by
γ(h)i = (|h(x1)|ai , |h(x2)|ai , . . . , |h(xn)|ai).
The set of vectors {γ(h)1, γ(h)2, . . . , γ(h)k} is denoted by Gh, Γh is the rational
vector space generated byGh, and the dimension of Γh will be called rank of h. Note
that the space Γh will turn out to be an important linear-algebraic characteristic
of a solution h of rank n− 1, that is when Γh is a hyperplane.
Since rational vectors will serve as one of the main tools in this paper, let us
introduce corresponding notation; by · we denote the standard dot product on Qn,
for every vector α ∈ Qn, the i-th coordinate of α is denoted by (α)i and α⊕, α⊖
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represents the uniquely determined nonnegative vectors for which α = α⊕ − α⊖
and α⊕ · α⊖ = 0. If M ⊆ Qn, then MQ is the subspace of the vector space Qn
generated by M .
If α ∈ Nr0, then the endomorphism ϑα of {a1, a2, . . . , ar}
∗ will be defined by the
condition ai 7→ a
(α)i
i . Rank of principal solutions has the following property.
Lemma 2. Let g be a principal solution of a system T . Then the rank of g is equal
to the cardinality of alp(g). If h = ϑ ◦ g, then the rank of h is at most the rank of
g.
Proof. We want to show that the set Gg is linearly independent. Suppose it is
not. Then there are two distinct vectors α1, α2 ∈ N|alp(g)| such that L(ϑα1 ◦ g) =
L(ϑα2◦g). Since both ϑα1◦g and ϑα2◦g are solutions of T , we obtain a contradiction
with Theorem 1.
It is easy to see that GhQ is a subspace of GgQ, which implies the second
statement. 
Remark 1. There are several kinds of a rank defined in the literature, see for
example [?]. The “combinatorial rank” is the smallest cardinality of a set A such
that h(x) ∈ A∗ for each x ∈ Ξ. The combinatorial rank is used in [?].
From the algebraic point of view, most natural is probably the “free rank”: the
size of the basis of the smallest free monoid containing each h(x), x ∈ Ξ.
We remark without proof that all the ranks, including the “linear rank” we
use in this paper, coincide for principal solutions. It is therefore convenient and
recommended, whenever possible, to consider, instead of a general solution h = ϑ◦g,
the principal solution g that divides it, see also Lemma 2. The morphism ϑ typically
destroys some properties of the rank. For example, if it maps two different letters
to the same one. As another example, consider a principal solution of rank three
and ϑ : a 7→ abc, b 7→ bca, c 7→ cab. Then ϑ preserves both combinatorial and free
rank but lowers the linear rank to one.
Note that Theorem 1 implies that a principal solution of a nontrivial system in
n unknowns has rank at most n− 1, which is known in the combinatorics on words
as the defect effect.
Put Lg = {L(ϑα ◦ g)
∣∣ α ∈ Nk0}. In order to point out the property of sets
Lg which will play an important role in linking word equations and linear algebra,
let us define the notion of rank of a subset M of the rational vector space Qn as
such an integer r that dimMQ = r and M is not covered by any finite union of
(r − 1)-dimensional subspaces of MQ. Moreover for M ⊆ Qn let MN denote the
set
{∑
i aiαi
∣∣ ai ∈ N, αi ∈M} and formulate a lemma describing ranks of some
subsets of lattice points of r-dimensional Euclidean space
Lemma 3. If G ⊂ Qn and N ⊂ Zn are such that GN ⊆ N ⊆ GQ, then N is of
rank dimGQ.
Proof. Let r denote dimGQ. Since dimNQ = r by hypotheses, it remains to show
that N is not covered by a finite number of spaces with the dimension less than r.
It is enough to prove that GN is not covered so.
Consider the set M = {(k, k2, . . . , kr)
∣∣ k ∈ N} ⊂ Nr and a linearly indepen-
dent subset {γ1, . . . , γr} of the set G. Each r distinct elements of M are linearly
independent in Qr since they form a Vandermonde matrix. Therefore also each r
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distinct elements of the set
MG =
{
r∑
i=1
kiγi
∣∣ k ∈ N
}
are linearly independent. The claim follows sinceMG ⊂ GN and since any subspace
of Qn with the dimension less than r contains at most r − 1 elements of MG. 
The following consequence of the previous lemma relates the rank of a subset of
Zn with the rank of a morphism.
Lemma 4. If h : Ξ∗ → {a1, a2, . . . , ak}∗ is a morphism of rank r, then the set Lh
is of rank r.
Proof. Since GhN ⊂ Lh ⊂ GhQ, the claim follows from Lemma 3. 
The last two lemmas of this section investigate several properties of rank, which
will serve as a useful tool in the next section devoted to polynomial description of
world equations.
Lemma 5. If L =
⋃
i≤k Li ⊆ Q
n is a set of rank r such that LiN ⊆ Li for each i,
then there exists i such that Li is of rank r.
Proof. Since L ⊆
⋃
i≤k LiQ, there exists i such that dimLiQ = r. Thus Li contains
a linearly independent set γ1, . . . , γr. By the hypothesis LiN ⊆ Li, hence Li is of
rank r by Lemma 3. 
If λ ∈ Zn \ {0}, let denote the set {α ∈ Zn| λ · α = 0} by N (λ) and put
N (λ)+ = N (λ) ∩Nn.
Lemma 6. Let λ ∈ Zn \ {0}.
(1) N (λ) is of rank n− 1,
(2) N (λ)+ is of rank n− 1 whenever λ⊕ 6= 0 6= λ⊖.
Proof. (1) Since N (λ) contains the set GN for every base G ⊆ Zn of the (n − 1)-
dimensional vector space {u ∈ Qn| λ ·u = 0}, the assertion follows from Lemma 3.
(2) As λ⊕ 6= 0 6= λ⊖, there exists a positive v such that λ · v = 0. Hence for
every base γ1, . . . , γn−1 ∈ Zn of the vector space {u ∈ Qn| λ · u = 0} there is c ∈ N
such that G = {γ1 + cv, . . . , γn−1 + cv} ⊂ Nn is a linearly independent set. Since
GN ⊆ N (λ)+, it remains to apply Lemma 3. 
3. Word equations and polynomials
We review the crucial idea of A. Saarela from [?] that allows to employ linear
algebra. As it is based on expressing word equations by polynomials, we recall
needed notions from polynomial algebra. Q(x) denotes the field of fractions of the
polynomial ring Z[x], and Q(X) the field of fractions of the polynomial ring Z[X] =
Z[X1, X2, . . . , Xn]. Let γ ∈ Nn0 . We denote byX
α the monomial
∏n
i=1X
(α)i
i ∈ Z[X]
and by Ωγ : Z[X]→ Z[x] the evaluation homomorphism defined by Ωγ : Xi 7→ x
(γ)i ,
that is,
Ωγ (p(X1, . . . , Xn)) = p(x
(γ)1 , . . . , x(γ)n) .
In order to simplify the notation, we shall write p(γ) instead of Ωγ(p).
If we choose (a subset of) Z as the alphabet, then there is a natural representation
of a word w = a0a1 · · ·ak by the polynomial P (w) =
∑k
i=1 aix
i ∈ Z[x]. In this
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representation, there is an ambiguity caused by trailing zeros. This can be avoided
by using only nonzero digits, or by specifying the length of the word.
Representation of an equation is less obvious. Let
E = (xi1xi2 . . . xir , xj1xj2 . . . xjs)(∗)
be an equation in n unknowns Ξ = {x1, x2, . . . , xn}. Then we define
SE,xj =
∑
a:ia=j
a−1∏
t=1
Xit −
∑
a:ja=j
a−1∏
t=1
Xjt ∈ Z[X]
(where the empty product is equal to 1). Comparing this definition with the one
given in [?], note that, in order to exploit properties of multivariate polynomials,
we work in the usual polynomial ring Z[X] instead of the (isomorphic) monoid ring
Z[X ;M].
If E and E′ are two equations, we will be interested in determinants
tE,E
′
jk := SE,xjSE′,xk − SE′,xjSE,xk .
Given a length type β ∈ Nn0 , we obtain the polynomial SE,xj(β) = Ωβ(SE,xj) ∈
Z[x]. We define
SE := (SE,x1 , SE,x2, . . . , SE,xn) ∈ Z[X]
n,
SE(β) := (SE,x1(β), SE,x2(β), . . . , SE,xn(β)) ∈ Z[x]
n .
If h : Ξ∗ → Z∗ is a word homomorphism (that is, Z∗ is understood as a free monoid
over the alphabet Z), then denote
P(h) = (P (h(x1)), P (h(x2)), . . . , P (h(xn))) ∈ Z[x]
n .
The point of these definitions is that h, with the length type L = L(h), is a
solution of E if and only if
SE(L) · P(h) = 0,
that is, if P(h) is a solution of the homogeneous linear equation SE(L). The claim
is verified by a straightforward check of definitions.
Trivial cases are described in the following lemma.
Lemma 7.
(1) SE = 0 if and only if E is trivial.
(2) If SE 6= 0 and SE(β) = 0, then (β)i = 0 for at least two coordinates i.
Proof. We shall use the notation of (∗). The proof consists in verifying the following
claims directly from definitions.
If E is trivial, then SE = 0. Let now E be nontrivial and suppose w.l.o.g. that
r ≤ s. Let k ≥ 1 be the smallest integer such that ik 6= jk or, if the left side of E
is a prefix of the right side, k = r + 1. Then SE,xjk 6= 0.
If k = r + 1, then also SE,xjk (β) 6= 0 for any β. If ik 6= jk and (β)ik 6= 0, then
SE,xjk (β) 6= 0. Similarly, SE,xik (β) 6= 0 if (β)jk 6= 0. 
The following lemma is based on the observation that a solution of rank n − 1
in fact represents n− 1 linearly independent solutions.
Lemma 8. Let h : Ξ∗ → {a1, a2, . . . , ak}
∗ be a solution of rank n− 1 of equations
E and E′, and let α ∈ Nk. Then SE(L(ϑα ◦ h)) and SE′(L(ϑα ◦ h)) are linearly
dependent over Q(x).
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Proof. Let hi = τi ◦ϑα ◦h, i = 1, 2, . . . , k, where τi : alp(h)∗ → {0, 1}∗ is defined by
τi(ai) = δij . Clearly, each hi is a solution of both E and E
′. Observe that the evalu-
ation x 7→ 1 applied to P(hi) yields (α)iγ(h)i. Since such an evaluation yields n−1
linearly independent vectors, we deduce that also among P(h1),P(h2), . . . ,P(hk)
there are (at least) n− 1 linearly independent vectors from Q(x)n. Since
SE(L(ϑα ◦ h)) · P(hi) = SE′(L(ϑα ◦ h)) · P(hi) = 0
for each i = 1, 2, . . . , n− 1, the proof is completed. 
As we need to know more about polynomials tE,E
′
jk we formulate several straight-
forward observations on multivariate polynomials.
Lemma 9. Let α, β ∈ Nn0 , c ∈ N and γ ∈ N
n
0 . Then:
(1) Xα(γ) = xα·γ ,
(2) [Xα −Xβ ](γ) = xβ·γ
(
x(α−β)·γ − 1
)
in Q(x),
(3) [Xα −Xβ ](γ) = 0 if and only if (α− β) · γ = 0,
(4) Xcα −Xcβ = (Xα −Xβ)
∑c−1
i=0 X
iα+(c−1−i)β.
Proof. (1) It follows immediately from definitions.
(2) The equality is a result of a direct computation:
[Xα −Xβ ](γ) = xα·γ − xβ·γ = xβ·γ
(
xα·γ−β·γ − 1
)
= xβ·γ(x(α−β)·γ − 1).
(3) As Q(x) is a field, xβ·γ(x(α−β)·γ − 1) = 0 if and only if x(α−β)·γ = 1, which
is equivalent to (α− β) · γ = 0. Now, it remains to apply (2).
(4) An easy computation. 
We say that λ ∈ Zn has coprime coefficients whenever gcdi≤n((λ)i) = 1.
Lemma 10. Let λ ∈ Zn \{0} have coprime coefficients and {γ1, . . . , γn−1} ⊆ N (λ)
be linearly independent in the rational vector space Qn. If α, β ∈ Nn0 such that
[Xα −Xβ ](γi) = 0 for each i = 1, . . . , n− 1, then (Xλ⊕ −Xλ⊖)
∣∣ (Xα −Xβ).
Proof. By Lemma 9(3), the equality (α − β) · γi = 0 holds for each i < n. Hence
there exists a nonzero rational number c such that α − β = cλ. Note that c ∈ Z
because λ has coprime coefficients and α− β ∈ Zn. By symmetry, we may suppose
without loss of generality that c ∈ N. Put
µ = (min((α)1, (β)1), . . . ,min((α)n, (β)n)).
It is easy to see that cλ⊕ = α− µ and cλ⊖ = β − µ, thus
Xα −Xβ = (Xα−µ −Xβ−µ)Xµ = (Xcλ⊕ −Xcλ⊖)Xµ.
Finally, note that (Xλ⊕ −Xλ⊖)
∣∣ (Xcλ⊕ −Xcλ⊖) by Lemma 9(4). 
The following lemma is a core observation allowing to employ properties of the
unique factorization domain Z[X].
Lemma 11. Let λ ∈ Zn \ {0} have coprime coefficients and let N ⊆ N (λ) be of
rank n− 1. Then
• p ∈ Z[X ] satisfies p(γ) = 0 for all γ ∈ N if and only if
(
Xλ⊕ −Xλ⊖
) ∣∣ p,
and
• Xλ⊕ −Xλ⊖ is irreducible.
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Proof. In the proof we shall often implicitly use the well known fact that the evalua-
tion mapping Ωα is a homomorphism. By Lemma 9(2), we have [X
λ⊕−Xλ⊖ ](γ) = 0
for each γ ∈ N (λ), hence
(
Xλ⊕ −Xλ⊖
) ∣∣ p implies p(γ) = 0 for each γ ∈ N .
Assume to the contrary that there is a polynomial p such that p(γ) = 0 for
each γ ∈ N and p is not divisible by
(
Xλ⊕ −Xλ⊖
)
. Fix such a p with minimal
possible number of monomials. More precisely, since every nonzero coefficient of
an arbitrary polynomial in Z[X] is a sum of copies of either 1 or −1, there exist
s, r ∈ N and two sequences (αi
∣∣ i ≤ s), (βi ∣∣ i ≤ r) of elements of Nn0 such that
p =
∑
i≤s
Xαi −
∑
i≤r
Xβi ,
and we suppose that s + r is minimal among all polynomials contradicting the
assertion. For each j ≤ r, put
Nj = {γ ∈ N
∣∣ [Xα1 −Xβj ](γ) = 0}.
Since p(γ) = 0 for each γ ∈ N , we deduce that N =
⋃
j≤r Nj and there exists a
linearly independent set {γ1, . . . , γn−1} in Nj for some j by Lemma 5. Lemma 10
now yields that
(
Xλ⊕ −Xλ⊖
) ∣∣ (Xα1 −Xβj), which implies that p− (Xα1 −Xβj)
is not divisible by
(
Xλ⊕ −Xλ⊖
)
, a contradiction to the minimality of r + s.
It remains to prove irreducibility of Xλ⊕ −Xλ⊖ . Suppose that Xλ⊕ −Xλ⊖ = gh
and let
Ng =
{
γ
∣∣ g(γ) = 0} , Nh = {γ ∣∣ h(γ) = 0} .
Clearly, for each γ ∈ N (λ) either g(γ) = 0 or h(γ) = 0. Hence N (λ) = Ng ∪ Nh
and at least one of the two sets is of rank n − 1 by Lemma 5. By the first part
of the proof, we have that Xλ⊕ −Xλ⊖ divides either g or h, which we wanted to
show. 
An immediate consequence of the last result and Lemma 9(4) is that the poly-
nomial Xλ0 −Xλ1 is irreducible if and only if λ0 · λ1 = 0 and λ0 − λ1 has coprime
coefficients.
Combining the previous results on multivariate polynomials with Lemma 4, we
obtain the following observation.
Lemma 12. Let h be a solution of rank n − 1 of equations E and E′. Then, for
each j, k = 1, 2, . . . , n, the determinant tE,E
′
jk is divisible by X
λ⊕−Xλ⊖ where λ has
coprime coefficients and N (λ) = Γh. In particular, SE(β) and SE′(β) are linearly
dependent over Q(x) for each β ∈ Γh ∩ N
n−1
0 .
Proof. Let tjk = t
E,E′
jk . By Lemma 8,
tjk(L(ϑα ◦ h)) = 0
for each j, k = 1, 2, . . . , n and each α ∈ Nn−1. By Lemma 4, the set Lh is a subset of
Γh of rank n−1, and Lemma 11 implies that tjk ∈ Z[X] is divisible by Xλ⊕ −Xλ⊖ .
Therefore tjk(β) = 0 for each β ∈ Γh ∩ N
n−1
0 . This concludes the proof. 
Let p be a polynomial in Z[X] such that
p =
∑
i∈I
ri
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where ri = ±Xαi with αi ∈ Nn0 and ri 6= −rj for i 6= j. We say that the monomial
rj , j ∈ I, is minimal in p, if it has no divisor ri, i ∈ I with i 6= j, that is, if αj is a
minimal element of {αi | i ∈ I} with respect to the usual product order on Nn0 .
We shall need the following little combinatorial fact.
Lemma 13. Let A be a set and let S be a subset of Ak such that for each j ≤ k
there are vectors s1, s2 ∈ Ak satisfying (s1)j 6= (s2)j and (s1)j′ = (s2)j′ for each
j′ 6= j. Then S has cardinality at least k + 1.
Proof. Proceed by induction. For k = 1, the claim is obvious. Let now k > 1 and
consider the set S′ ⊂ Ak−1 resulting from S by projection on first k−1 coordinates.
By assumption, the projection is not injective, hence |S′| < |S|. It is easy to see that
S′ satisfies the hypothesis, which implies |S′| ≥ k, and the proof is complete. 
Theorem 14. Let
p =
(
Xλ
(1)
0 −Xλ
(1)
1
)(
Xλ
(2)
0 −Xλ
(2)
1
)
· · ·
(
Xλ
(k)
0 −Xλ
(k)
1
)∑
j∈J
ejX
αj ,(∗∗)
where
(
Xλ
(i)
0 −Xλ
(i)
1
)
are distinct irreducible polynomials, all λ
(i)
b are non-zero
elements of Nn0 , ej = ±1 and αj 6= αj′ for any j, j
′ ∈ J such that ej 6= e
′
j.
Then p contains at least k + 1 minimal monomials.
Proof. Let t ∈ Qn+. If t · λ
(i)
0 6= t · λ
(i)
1 for all i = 1, 2, . . . , k, then we say that
t is a separating type. The profile of a separating type t is the k-tuple Z(t) :=
(z1, . . . , zk) ∈ {1,−1}k, where
zi := sgn
(
t · λ
(i)
0 − t · λ
(i)
1
)
.
For a separating type t we define bi,t ∈ {0, 1}, i = 1, 2, . . . , k, jt ∈ J , and
ρt :=
∑
λ
(i)
bi,t
+ αjt
so that t · λ
(i)
bi,t
< t · λ
(i)
1−bi,t
for each i, and t · αjt ≤ t · αj for all j ∈ J . Clearly,
t ·ρt ≤ t ·β for any monomial ±Xβ resulting from the expansion of (∗∗). Moreover,
if t · ρt = t · β, then
β =
∑
λ
(i)
bi,t
+ αk
for a suitable k ∈ J and t · αjt = t · αk. Therefore, either αjt = αk, or αjt and
αk are incomparable. We conclude that for a separating type t, the monomial X
ρt
is minimal. Also ρt1 6= ρt2 if t1 and t2 are separating types with different profiles,
since then t1 · ρt1 < t1 · ρt2 .
For every i ≤ k put λ(i) = λ
(i)
0 −λ
(i)
1 and note that λ
(i) has coprime coefficients,
λ
(i)
0 = λ
(i)
⊕ , and λ
(i)
1 = λ
(i)
⊖ . It remains to show that there exist at least k + 1
separating types with distinct profiles.
First, we show for each j ≤ k that there exists a vector t ∈ Nn such that
t · λ
(j)
0 = t · λ
(j)
1 , while t · λ
(i)
0 6= t · λ
(i)
1 for every i 6= j. Assume to the contrary
that for every t ∈ N
(
λ(j)
)+
there exists i 6= j such that t · λ
(i)
0 = t · λ
(i)
1 . Thus
N (λ(j))+ ⊆
⋃
i6=j Vi where Vi =
(
N (λ(i)) ∩ N (λ(j))
)
Q, i 6= j. Since both λi and λj ,
i 6= j, have coprime coefficients and λi 6= λj , each Vi, i 6= j is an (n−2)-dimensional
subspace. By Lemma 6(2), N
(
λ(j)
)+
is of rank n− 1, a contradiction.
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Therefore there is a neighborhood of t in Qn+ such that t
′ · λ
(i)
0 6= t
′ · λ
(i)
1 , i 6= j,
for each t′ from the neighborhood. This implies that (Z(t+))j = 1, (Z(t−))j = −1,
and (Z(t+))i = (Z(t−))i, i 6= j, for suitable t+ and t− from the neighborhood. The
proof is completed by Lemma 13. 
4. Independent systems of word equations
In this section, we apply our findings to the question of independence of word
equations.
Two systems of equations are equivalent if they have the same set of solutions
(of all ranks). A system is independent if it is not equivalent to any of its proper
subsystems. The compactness property, proved in [?] and [?], states that each
system of word equations over n unknowns contains an equivalent finite subsystem.
However, very little is known about the possible size of independent systems. There
is a lower bound Ω(n4) by a direct construction in [?], but a nearly complete
lack of upper bounds. In fact, results from [?] discussed here are the only upper
bounds known. Note that they depend on the length of equations and apply only
to solutions of rank n − 1. We therefore say that a system of equations T over
n variables is strongly independent if any proper subsystem of T has a solution of
rank n − 1 that is not a solution of T . We can now formulate our goal as to find
an upper bound for the size of a strongly independent system.
Let us recall that Γh = GhQ for each morphism h. We say that morphisms h and
h′ satisfying Γh = Γh′ are linearly equivalent. Note that h and ϑα ◦ h are linearly
equivalent for each α ∈ Nr. Our goal can be achieved by bounding the number of
pairwise linearly nonequivalent solutions of rank n− 1 of two equations.
Let us first look at erasing solutions. Let δk(E) denote the equation in n − 1
unknowns resulting from E by erasing the variable xk.
Lemma 15. Let h be an erasing solution of rank n − 1 of E. Then h(xk) is the
empty word for exactly one k, and δk(E) is trivial. Moreover Γh = N (ek), where
ek is the canonical basis vector defined by (ek)i = δki.
Proof. The definition of rank implies that h of rank r erases at most n−r variables.
Therefore an erasing h of rank n− 1 erases exactly one variable. The restriction of
h on Ξ \ {xk} is a solution of rank n− 1 of an equation δk(E) over n− 1 variables,
therefore δk(E) is trivial by the defect effect (see Remark 1). 
We have the following consequence.
Lemma 16. Let h and h′ be linearly nonequivalent erasing solutions of rank n− 1
of equations E1 and E2. Then E1 and E2 are equivalent.
Proof. By Lemma 15, h and h′ erase different variables xa and xb respectively, and
both Ei = (ui, vi), i = 1, 2, are of the form
ui = r
(i)
0 xj(i)1
r
(i)
1 xj(i)2
r
(i)
2 · · ·xj(i)mi
r(i)mi ,
vi = z
(i)
0 xj(i)1
z
(i)
1 xj(i)2
z
(i)
2 · · ·xj(i)mi
z(i)mi
where j
(i)
k /∈ {a, b}, i = 1, 2, k ≤ mi, and all r
(i)
k , z
(i)
k are words in {xa, xb}
∗ such that
|r
(i)
k |xa = |z
(i)
k |xa and |r
(i)
k |xb = |z
(i)
k |xb for each r
(i)
k , z
(i)
k with k ≤ mi. Therefore
both E1 and E2 are equivalent to xaxb = xbxa. 
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Note the following fact.
Lemma 17. Let E and E′ be strongly independent. Then there are k, l = 1, 2, . . . , n
such that tE,E
′
kl 6= 0.
Proof. Independence implies that E and E′ are both nontrivial. If tE,E
′
kl = 0 for
all k, l = 1, 2, . . . , n, then SE(β) and SE′(β) are linearly dependent for each β.
By Lemma 7 and Lemma 15, SE(L(h)) and SE′(L(h)) are both nonzero for any
morphism of rank n− 1. Therefore SE(L(h)) · P(h) = 0 if and only if SE′(L(h)) ·
P(h) = 0, and E and E′ are not strongly independent. 
The next observation is a variant of a similar claim in the proof of [?, Theorem
5.3]:
Lemma 18. For every pair of equations E and E′ and every k < ℓ ≤ n, the
polynomial tE,E
′
kℓ contains at most 2(|E|xk + |E|xℓ) minimal monomials.
Proof. Let
E = (xi1xi2 . . . xir , xj1xj2 . . . xjs), E
′ = (xi′1xi′2 . . . xi′r′ , xj
′
1
xj′2 . . . xj′s′ ),
and let
Q+k =
∑
a:i′a=k
a−1∏
t=1
Xi′t , Q
−
k = −
∑
a:j′a=k
a−1∏
t=1
Xj′t ,
Q+ℓ =
∑
a:i′a=ℓ
a−1∏
t=1
Xi′t , Q
−
ℓ = −
∑
a:j′a=ℓ
a−1∏
t=1
Xj′t ,
so that SE′,xk = Q
+
k +Q
−
k and SE′,xℓ = Q
+
ℓ +Q
−
ℓ . Then
tE,E
′
kℓ = SE,xkQ
+
ℓ + SE,xkQ
−
ℓ + SE,xℓQ
+
k + SE,xℓQ
−
k .
Since monomials in Q+ℓ are totally ordered by divisibility, there is at most one
minimal monomial in µQ+ℓ , for each monomial µ in SE,xk . Analogous arguments
hold for all four summands in the above expression of tE,E
′
kℓ . Since SE,xk contains
|E|xk monomials and SE,xℓ contains |E|xℓ monomials, the proof is completed. 
We can now prove the desired bounds.
Theorem 19. Let E, E′ be strongly independent equations in n unknowns and m
be number of their pairwise linearly nonequivalent solutions of rank n− 1. Then
(1) m ≤ |E|+ |E′|,
(2) there exist indeces k < ℓ ≤ n such that m ≤ 2(|E|xk + |E|xℓ),
Proof. Let h1, h2, . . . , hm be pairwise linearly nonequivalent solutions of rank n− 1
of E and E′. By Lemma 16, we can suppose that h1, h2, . . . , hm−1 are nonerasing.
For each i = 1, 2, . . . ,m− 1, let λ(i) be a vector with coprime coefficients such that
Γhi = N
(
λ(i)
)
. Let 1 ≤ k < ℓ ≤ n be such that t = tE,E
′
kℓ 6= 0.
Since Xλ
(i)
⊕ −Xλ
(i)
⊖ , i = 1, 2, . . . ,m, are pairwise non-associated irreducible poly-
nomials, and (Xλ⊕ −Xλ⊖)
∣∣ t by Lemma 12, the product ∏mi=1(Xλ(i)⊕ −Xλ(i)⊖ ) is
a divisor of the polynomial t. If λ
(i)
⊕ = 0 or λ
(i)
⊖ = 0, then Γhi = N
(
λ(i)
)
implies
that the morphism hi is erasing.
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(1) As degree of every factor is positive and deg(t) ≤ |E| + |E′|, the number of
pairwise linearly nonequivalent solutions of rank n− 1 is bounded by |E|+ |E′|.
(2) Furthermore, all factors Xλ
(i)
⊕ −Xλ
(i)
⊖ , i = 1, 2 . . . ,m − 1 satisfy hypotheses
of Theorem 14, which implies that t contains at least m minimal monomials. The
proof is completed by Lemma 18. 
As anticipated in [?, p.16], the improvement given by Theorem 19 with respect
to [?, Theorem 5.3.] has consequences for the size of strongly independent systems
of equations. The following lemma shows the main idea (cf. Theorem 3.5 of [?]).
Lemma 20. Let h be a solution of rank n − 1 of nontrivial equations E and E′.
Let h′ be a solution of E of rank n− 1 that is not a solution of E′. Then h and h′
are not linearly equivalent.
Proof. Suppose that h and h′ are linearly equivalent. Then L(h′) ∈ Γh, and
SE(L(h′)) and SE′(L(h′)) are linearly dependent by Lemma 12. Since h′ is of
rank n − 1, at most one letter can be erased, which implies that both SE(L(h
′))
and SE′(L(h′)) are nonzero by Lemma 7. Then SE(L(h′)) · P(h′) = 0 implies
SE′(L(h′)) · P(h′) = 0, a contradiction. 
Remark 2. Let us stress the message of the previous lemma. Independence of
equations is defined by distinct sets of solutions. Lemma 20, however, shows that
the strong independence has more linear algebraic flavor: independent equations
are distinguished not only by different solutions h and h′ but also by different spaces
Γh and Γ
′
h. More precisely, if two equations have a common solution h, then they
are equivalent for length types from the whole Γh.
The following example (suggested by Aleksi Saarela) shows that this is not a
vacuous property, since an equation can have (even infinitely many) different but
linearly equivalent principal solutions. Consider the well known conjugacy equation
(xz, zy). It has infinitely many distinct principal solutions
gi : x 7→ ab, y 7→ ba, z 7→ (ab)
ia,
but Γgi = N ((1,−1, 0)) for all i.
We are ready to prove the following bounds.
Theorem 21. Let T = {E1, E2, . . . , Em} be a strongly independent system. Then
m ≤ |E1|+|E2|+2 and there are 1 ≤ k < ℓ ≤ n such that m ≤ 2(|E1|xk+|E1|xℓ)+2.
If T has a solution of rank n − 1, then m ≤ |E1| + |E2| + 1 and there are
1 ≤ k < ℓ ≤ n such that m ≤ 2(|E1|xk + |E1|xℓ) + 1.
Proof. For each i = 1, . . . ,m, the system T \ {Ei} has a solution ϕi of rank n− 1
that is not a solution of Ei. Let m ≥ 3 (otherwise the claim is trivial), and let
1 ≤ i, j, k ≤ m be three distinct numbers. Then ϕi is a solution of Ej and Ek,
while ϕj is a solution of Ek but not of Ej . Lemma 20 implies that ϕi and ϕj are
not linearly equivalent. Therefore E1 and E2 have m − 2 common solutions ϕi,
i = 3, 4, . . . ,m, of rank n−1, pairwise linearly nonequivalent. The first two bounds
now follows from Theorem 19.
Let T have a solution ϕ0. Lemma 20 again implies that ϕ0 is not linearly
equivalent to any of ϕi, i = 1, 2, . . . ,m, and we have the second claim. 
Recall that an equation (u, v) is balanced, if |u|x = |v|x for each x ∈ Ξ. If E is not
balanced and h is a solution of rank n− 1, then Γh is uniquely determined by the
ALGEBRAIC PROPERTIES OF WORD EQUATIONS 13
length constraints induced by the equation. This implies that strongly independent
systems contain balanced equations only. This was first proved in [?] for equations
in three unknowns. In [?], the result was reproved and generalized to the form
presented here.
Our approach and notation allows to characterize balanced equations by the
following simple formula.
Lemma 22. E be a balanced equation in n unknowns if and only if
(SE,x1 , SE,x2, . . . , SE,xn) · (X1 − 1, X2 − 1, . . . , Xn − 1) = 0.
Proof. Let
E = (xi1xi2 . . . xir , xj1xj2 . . . xjs ) .
Then
SE,xℓ(Xℓ − 1) =

 ∑
a:ia=ℓ
a−1∏
t=1
Xit −
∑
a:ja=ℓ
a−1∏
t=1
Xjt

 (Xℓ − 1) =
=

 ∑
a:ia=ℓ
a∏
t=1
Xit −
∑
a:ja=ℓ
a∏
t=1
Xjt

−

 ∑
a:ia=ℓ
a−1∏
t=1
Xit −
∑
a:ja=ℓ
a−1∏
t=1
Xjt

 .
This implies that, for each a < r the monomial µ =
∏a
t=1Xit vanishes in
(SE,x1, SE,x2 , . . . , SE,xn) · (X1 − 1, X2 − 1, . . . , Xn − 1)
since µ is contained in SE,xk(Xk − 1) and −µ is contained in SE,xk+1(Xk+1 − 1).
Similarly, the monomial
∏a
t=1Xjt vanishes for each a < s. Therefore
(SE,x1 , SE,x2, . . . , SE,xn) · (X1 − 1, X2 − 1, . . . , Xn − 1) =
s∏
t=1
Xit −
r∏
t=1
Xjt ,
which is zero if and only if the equation is balanced. 
Of special interest is the case of three variables, and that for two reasons. First,
because this is the simplest case for which there is no bound known independent of
the length of equations. In other words, it is an open question whether independent
systems of equations over three variables can be arbitrarily large. Second, because
for n = 3, solutions of rank n− 1 are precisely all nontrivial (that is, nonperiodic)
solutions. For three variables, we have the following corollary of Lemma 22.
Corollary 23. Let E1 and E2 be balanced equations in variables {x1, x2, x3}. Then
(t23, t31, t12) = t (X1 − 1, X2 − 1, X3 − 1)
for some polynomial t ∈ Z[X1, X2, X3].
Proof. Work in the vector space Q(X1, X2, X3)
3. Let vi = (SEi,x1 , SEi,x2 , SEi,x3),
i = 1, 2. The claim holds for t = 0 if v1 and v2 are linearly dependent. Otherwise,
the cross product (t23, t31, t12) = v1 × v2 is equal to t (X1 − 1, X2 − 1, X3 − 1),
t ∈ Q(X1, X2, X3), by Lemma 22. Since t23, t31, t12 ∈ Z[X1, X2, X3], it is easy to
see that also t ∈ Z[X1, X2, X3]. 
Theorem 19 and Corollary 23 now yield the following claim (compare with [?,
Corollary 6.4]).
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Corollary 24. Let E1, . . . , Em be an independent system of equations in three
unknowns having a nonperiodic solution. Then
(1) m ≤ |Ei|+ |Ej |+ 1 for any pair of distinct equations Ei, Ej,
(2) m ≤ 2(|E1|x + |E1|y) + 1 for any pair x, y of unknowns.
We conclude by an example, which shows that our results allow to obtain in
a simple way concrete information about particular cases. Consider the following
system of two independent equations in three unknowns x = x1, y = x2, and z = x3:
E1 = (xyxz, zxyx),
E2 = (xyxxz, zxxyx).
We denote X = X1, Y = X2 and Z = X3 and calculate
(SE1,x, SE1,y, SE1,z) =
(
1 +XY − Z −XY Z, X −XZ, X2Y − 1
)
,
(SE2,x, SE2,y, SE2,z) =
(
1 +XY +X2Y − Z − ZX −X2Y Z, X −X2Z, X3Y − 1
)
and
(t23, t31, t12) = X(X
2Y − Z)(X − 1, Y − 1, Z − 1).
The polynomial t = X(X2Y − Z) characterizes possible nonperiodic common so-
lutions of E1 and E2. Note that the bound of Theorem 19 comes from the bound
on the number of hyperplanes covering length types of solutions of rank n− 1. In
other words, this is the number of factors of the form Xλ⊕ − Xλ⊖ dividing the
corresponding determinant. In the present example, there is only one such factor,
namely (X2Y −Z). This means that each possible common solution h of E1 and E2
of rank two must satisfy 2|h(x)| + |h(y)| = |h(z)|. Whether such a solution exists
can be checked by standard means.
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