The main contribution of this work is to show that a number of digital geometry problems can be solved elegantly on meshes with multiple broadcasting by using a time-optimal solution to the leftmost one problem as a basic subroutine. Consider a binary image pretiled onto a mesh with multiple broadcasting of size p n p n one pixel per processor. Our rst contribution is to prove an (n 1=6 ) time lower bound for the problem of deciding whether the image contains at least one black pixel. We then obtain time lower bounds for many other digital geometry problems by reducing this fundamental problem to all the other problems of interest. Speci cally, the problems that we address are: detecting whether an image contains at least one black pixel, computing the convex hull of the image, computing the diameter of an image, deciding whether a set of digital points is a digital line, computing the minimum distance between two images, deciding whether two images are linearly separable, computing the perimeter, area and width of a given image. Our second contribution is to show that the time lower bounds obtained are tight by exhibiting simple O(n 1=6 ) time algorithms for these problems. As previously mentioned, an interesting feature of these algorithms is that they use, directly or indirectly, an algorithm for the leftmost one problem recently developed by one of the authors.
Introduction
The mesh is, without question, one of the most popular platforms for implementing computational tasks in image processing, computational geometry, and computer vision. Unfortunately, due to its large communication diameter, the mesh architecture is less attractive in contexts where computation involves data spread over processing elements far apart. To overcome this problem, the mesh has been enhanced by various types of bus systems 6, 18, 14, 15, 21] . Early solutions involving the addition one or more global buses, shared by all the processors, have been implemented on a number of massively parallel machines 6]. Recently, a more powerful architecture, referred to as mesh with multiple broadcasting, has been obtained by adding one bus to every row and to every column of the mesh 18, 17] . The mesh with multiple broadcasting has proven to be feasible to implement in VLSI, and is used in the DAP family of computers 17] .
Being of theoretical interest as well as commercially available, the mesh with multiple broadcasting has attracted a great deal of attention. In recent years, e cient algorithms to solve a number of computational problems on meshes with multiple broadcasting have been proposed in the literature. These include image processing 19, 17] , computational geometry 3, 4, 18, 16], semigroup computations 1, 5, 7, 18] , and selection 2, 7, 18], among others.
Digital convexity and related computations are a recurring theme in pattern recognition, image processing, computer vision, operations research, robotics, computational geometry, and computational morphology. In pattern recognition, for instance, convexity appears in clustering, and computing similarities between sets 9]. In image processing and computer vision convexity is used as a natural shape descriptor and classi er for objects in the image space 20] . In operations research convexity is a fundamental tool in linear programming and convex analysis 24]. In robot navigation, one of the fundamental heuristics involves approximating real-world objects by convex sets. In computational morphology, convexity has played a central role in analyzing relevant features of the shape of a set of points 24] . Further, one of the fundamental features that contributes to a morphological description useful in shape analysis is the Euclidian distance function among vertices of the polygon 24] The purpose of this paper is to show that a time-optimal solution to the leftmost one problem recently proposed in 11] can be exploited to yield simple and elegant algorithms for a number of convexity-related problems on digital images. Consider a binary image pretiled onto a mesh with multiple broadcasting of size p n p n one pixel per processor. We begin by providing an (n 1=6 ) time lower bound for the problem of deciding whether the given image contains at least one black pixel. We then go on to derive time lower bounds for a number of other digital geometry problems by reducing this fundamental problem to all the other problems of interest. Speci cally, the problems that we are interested in are:
1. detecting whether an image contains at least one black pixel, 2. computing the convex hull of the image, 3. computing the diameter of an image, 4. deciding whether a set of digital points is a digital line, 5. computing the minimum distance between two images, 6. deciding whether two images are linearly separable, and 7. computing the perimeter, area and width of a given image.
Our next contribution is to show that the time lower bounds obtained are tight by exhibiting simple and elegant O(n 1=6 ) time algorithms for these problems. As previously mentioned, an interesting feature of these algorithms is that they use, directly or indirectly, an algorithm for the leftmost one problem recently developed in 11].
We note that some of these problems have been solved previously in this model of computation 18, 19] . However, the previous solutions were of an ad-hoc nature whereas ours are centered around a unique theme, namely the leftmost one computation. In addition, no time-optimality proof was given in 18, 19] . Similar digital geometry problems were studied in other models of computation besides the mesh with multiple broadcasting. In particular, Djoki c et al. 10] have shown that in the scan model many digital geometry problems nd constant-time solutions. Dehne et al. 8] and Stojmenovi c and Kim 22] have proposed solutions to digital geometry problems on hypercube machines, and on the PRAM.
The remainder of the paper is organized as follows: Section 2 discusses the computational model; Section 3 reviews basic data movement results that are key ingredients of our algorithms; Section 4 presents the lower bound arguments; Section 5 discusses the proposed time-optimal algorithms; nally, Section 6 summarizes our ndings and proposes a number of open questions. The processor P(i; j) is located in row i and column j (1 i M; 1 j N) with P(1; 1) in the north-west corner of the mesh. Every processor P(i; j) is connected to its four neighbors P(i ? 1; j), P(i + 1; j), P(i; j ? 1), P(i; j + 1), provided they exist. Throughout this paper we assume that the mesh with multiple broadcasting operates in SIMD mode: in each time unit, the same instruction is broadcast to all processors, which execute it and wait for the next instruction. Each processor is assumed to know its own coordinates within the mesh and to have a constant number of registers of size O(log MN); in unit time, every processor performs some arithmetic or boolean operation, communicates with one of its neighbors using a local link, broadcasts a value on a bus, or reads a value from a speci ed bus. These operations involve handling at most O(log MN) bits of information.
For practical reasons, only one processor is allowed to broadcast on a given bus at any one time. By contrast, all the processors on the bus can simultaneously read the value being broadcast. In accord with other researchers 1, 6, 7, 18, 15, 17, 21] , we assume that communications along buses take O(1) time. Although inexact, recent experiments with the DAP and the YUPPIE multiprocessor array system, seem to indicate that this is a reasonable working hypothesis 15, 17].
Basics
Data movement operations constitute the basic building blocks that lay the foundations of many e cient algorithms for parallel machines constructed as an interconnection network of processors. The purpose of this section is to review a number of data movement techniques for the mesh with multiple broadcasting that will be instrumental in the design of our algorithms.
The pre x sums problem has turned out to one of the basic techniques in parallel processing, being a key ingredient in many algorithms. The problem is stated as follows: given a sequence a 1 The leftmost one problem is de ned as follows: given an p n p n image nd the position of the leftmost 1 in every row of the image. The leftmost one problem is interesting in its own right and, in addition, nds applications in image processing, digitized geometry and computer graphics, among others 23]. Recently, an O(n 1=6 ) time solution to this problem on a mesh with row buses has been proposed 23]. However, the computational model assumes that processors have unbounded memory. More recently, Gurla 11] has shown that the leftmost one problem can be solved in the same amount of time even if the processors have only a constant number of registers. To make this paper self contained we state the main result in 11].
Proposition 3.4. 11] The leftmost one problem can be solved in O(n 1=6 ) time on a mesh with row broadcasting, with the processors having a constant number or registers only.
As we shall prove in the next section, one cannot do better even on meshes with multiple broadcasting.
Lower Bounds
The purpose of this section is to derive lower bounds for number of problems involving digital images. In each of these problems, an image consisting on n bits b 1 ; b 2 ; : : : ; b n is assumed to be pretiled one bit per processor, in a mesh with multiple broadcasting of size p n p n.
The problems that we address are stated as follows. Theorem 4.1. OR has a lower bound of (n 1=6 ) on a mesh with multiple broadcasting of size p n p n.
Proof. Bar-Noy and Peleg 1] and Bhagavathi et al. 5 ] gave a lower bound of (n 1=6 ) for any semigroup computation on a mesh with multiple broadcasting of size p n p n. Their arguments are based on the need of one particular processor, reporting the result of the semigroup computation, to have access to data in every other processor, because each of these data can a ect the result of the semigroup computation. In the case of the OR problem, this argument does not immediately apply since the discovery of a 1 in the mesh with multiple broadcasting implies that the knowledge of the remaining data in the mesh does not a ect the nal result. However, the lower bound for OR can be argued as follows. Suppose that all data in the mesh with multiple broadcasting are 0s. In order to claim 0 as the result of OR, the selected processor must have had access to every data in the mesh. If, on the contrary, there is a processor which was not contacted, the nal result would have been claimed on the basis of many, but not all, 0s in the mesh. If the data in non-contacted processor is changed to 1, the reported result will still be 0 which is opposite to the result of OR operation. Therefore there are input instances for OR which require a processor to communicate with (almost) every other processor, and so the general lower bound of 1, 5] applies to the OR problem.
Next, we demonstrate lower bounds for TOP-ROW, LEFTMOST-ONE, CONVEX-HULL, SEPARABILITY, DIGITAL-LINE, MIN-DISTANCE, MAX-DISTANCE, DIAMETER, PERIME-TER, AREA, and WIDTH. More precisely, we have the following result. Proof. We show how to reduce the OR problem to each of the problems of interest.
First, note that the solution to the TOP-ROW problem yields immediately a solution to the OR problem. Speci cally, if TOP-ROW returns 0, the answer to OR is 0; otherwise the answer to OR is 1.
Similarly, let p 1 ; p 2 ; : : : ; p p n be the solution to the LEFTMOST-ONE problem stored in the rst column of the mesh. Now compute the maximum of the p i 's. Clearly, the answer to OR is 1 if and only if the value of the maximum is non-zero. By Proposition 3.1 the maximum of p 1 ; p 2 ; : : : ; p p n can be computed in O(log n) time. The conclusion follows.
Next, we argue that CONVEX-HULL has a lower bound of (n 1=6 ). We reduce OR to CONVEX-HULL. After nding the convex hull, the solution to OR is 1 if and only if the convex hull returned is non-empty.
We now show how to reduce OR to SEPARABILITY. Let an p n p n image I be input to OR.
We shall construct a binary image of size 3 p n 3 p n by letting every pixel (i; j) be a 1 whenever 1 j p n and whenever 2 p n j 3 p n. We also let I be in the submesh consisting of pixels (i; j) with 1 + p n i 2 p n and 1 + p n j 2 p n. Finally, the image A consists of all the pixels in I along with all the pixels (i; j) with j p n and we let image B consist of I along with all the pixels (i; j) with 2 p n + 1 j 3 p n. It is easy to see that the construction can be carried out in constant time. Furthermore, the solution to the OR problem with input I is 0 if and only if the images A and B are linearly separable. Now the conclusion follows by Theorem 4.1. Next, we show how to reduce OR to DIGITAL-LINE. Let I be an p n p n image that is input to OR. Using the algorithm of Proposition 3.1 we can determine whether the rst column of the image contains at least one 1 pixel. Furthermore, this takes O(log n) time. If a 1 pixel exists then the answer to OR is 1 and we are done; otherwise, make every pixel in the rst column a 1 and apply the DIGITAL-LINE algorithm to the resulting image. It is easy to con rm that the answer to OR is 1 if and only if DIGITAL-LINE answers \no". The conclusion follows by Theorem 4.1. To see that DIAMETER also has a lower bound of (n 1=6 ), suppose that the solution to DIAMETER is available. In case this solution is not 0, there must exist at least two 1's in the image and consequently the solution to OR is 1. In case the diameter is 0, we know by de nition that there is at most one 1 in the image. Using row followed by column broadcasting, P(1; 1) nds out about the existence of this 1 bit in two broadcast steps. Therefore the result to OR can be determined in the same time complexity as the result of DIAMETER. The conclusion follows by Theorem 4.1.
Further, we show how to reduce OR to MIN-DISTANCE. For this purpose let an arbitrary image I of size p n p n be input to OR. By using the algorithm of Proposition 3.1 we can determine whether or not the rst and last column of the image contain a black pixel (i.e. a 1). If so, then the answer to OR is 1 and we are done. Otherwise, replace all pixels in the rst and last column by To see that PERIMETER and AREA have a lower bound of (n 1=6 ) it su ces to note that once the answer to PERIMETER or AREA is known, the answer to OR is readily available. The answer to OR is 1 if and only if the PERIMETER or AREA has a non-zero value. A similar argument holds for WIDTH. The details are omitted.
Algorithms
The purpose of this section is to show that the lower bounds derived in Theorem 4.1 and Theorem 4.2 are tight, by exhibiting matching upper bounds. Throughout this section, we assume that a binary image of size p n p n has been input in the usual way in a mesh with multiple broadcasting of the same size, one pixel per processor. More speci cally, we assume that for every choice of i; j, the pixel of coordinates (i; j) in the image is stored by the processor P(i; j) of the mesh. For convenience, we shall sometimes refer to 1 pixels as \black" and to 0 pixels as \white".
First, the fact that the lower bounds for OR and LEFTMOST-ONE are tight follow directly from Propositions 3.2 and 3.4. The following subsections detail algorithms for the remaining problems whose complexities match the lower bound.
Digital Convexity of Binary Images
The convex hull of the binary image is the minimal convex set containing all centers of black pixels.
A digital region R is a nite set of digital points (black pixels). R is convex if and only if the convex hull of R contains no point of the complement of R (see 12] for a discussion).
To compute the convex hull of a digitized picture, we divide all extreme points of the convex hull into four groups, according to their position and consider the computation of the extreme points of the convex hull in each of the groups separately. We describe the computation of the \western hull" as the computation is essentially the same for the others.
We begin by computing the position of the leftmost one in every row of the image. Theorem 5.1.1. The convex hull of a binary image pretiled one pixel per processor in a mesh with multiple broadcasting of size p n p n can be computed in O(n 1=6 ) time. Furthermore, this is time-optimal on this architecture.
Linear Separability of Binary Images
In many applications pixels of a given image are labeled such that the whole image is subdivided into several subimages. Consider two subimages (called simply images) A and B. They are linearly separable if there exist a straight line that separates centers of black pixels in A from centers of black pixels in B (the separating line shall not contain the center of any black pixel from A or B).
Linear separability can be tested in the following way:
Step 1. Construct the convex hulls CH(A) and CH(B) of A and B, respectively. Both hulls have O( p n) edges.
Step 2. Each pixel (black or white) from the overall image determines whether it is inside CH(A)
or not, and writes 1 into a local register if it is inside, and 0 otherwise. This is done as in the previous section (determining whether an image is a convex digital region).
Step 3. Analogously, each pixel (black or white) from the overall image determines whether it is inside CH(B) or not, and adds 1 to the register if it is inside, and 0 otherwise.
Step 4. Each pixels checks whether the value stored in the local register is a 2, i.e. whether it is inside both CH(A) and CH(B). If so, it writes 1 in the local resister and 0 otherwise.
Step 5. Solve the OR problem on the values in the local registers. The images A and B are linearly separable if and only if the answer to OR is 0.
Since all steps can be performed in O(n 1=6 ) time, we have the following result.
Theorem 5.2.1. Whether two subimages of a binary image pretiled one pixel per processor in a mesh with multiple broadcasting of size p n p n are separable can be determined in O(n 1=6 ) time.
Furthermore, this is time-optimal on this architecture.
Semigroup-type Properties of Images
The perimeter of an image is the number of its black pixels that have at least one white pixel in its neighborhood. There exist two neighbor de nitions in the literature, giving 4 and 8 neighbors to each pixel, respectively. To be 8-neighbors, the corresponding x-and y-coordinates of two pixels should di er by at most 1; to be 4-neighbors, they should, in addition, have one equal coordinate. The area of an image is the number of its pixels. Both perimeter and area can easily be found by semigroup computations using the results of 18]. Thus, we have the following result.
Theorem 5.3.1. The area and perimeter of a binary image pretiled one pixel per processor in a mesh with multiple broadcasting of size p n p n can be determined in O(n 1=6 ) time. Furthermore, this is time-optimal on this architecture.
Detecting Digital Lines
Consider now the problem of determining whether or not a set A of digital points is a digital line (i.e. image of a line segment, de ned as the set of closest pixels to the intersections of a given line segment with the coordinate lines parallel to x-and y-axes and having xed integer coordinates). The input is assumed to be sorted by x-and y-coordinates. Note that the mapping of the set to either x-or y-coordinate is one-to-one on a given interval (the condition is necessary but not su cient for a digital line; a set that maps one-to-one on x-coordinate can be even disconnected).
We use the criteria given It is easy to con rm that both criteria, and therefore the digital line recognition, can be checked in O(n 1=6 ) time. Therefore, by Theorem 4.2 we have the following result. Special cases of the L p metrics which are most often used are Euclidean distance corresponding to p = 2 and Manhattan metric (or city block distance) corresponding to p = 1.
The diameter problem for an image is the one of nding two black pixels from the image that are furthest apart from each other. We denote the diameter of an image A by d(A). Two For each pixel u (black or white) nd the closest/furthest black pixels from the same row and from the same column as u, from both images A and B, if any. This can be done in the following way, separately for each set A and B. Begin by solving the leftmost one problem for A and B individually, both with respect to rows and columns. Each processor carrying a white pixel or a black pixel from the other set writes 0 to a designated location. Processors carrying a black pixel from the set under search write their column (row) the index when search for closest/furthest pixel in the same row (column, respectively) is performed. The desired points are obtained by a simple broadcast operation performed in each row (column, respectively) separately. These broadcasts are performed in both directions (forward and backward) on each interval, and two candidates are obtained, one from each side of u. Finally, a semigroup operation nds the smaller of all the distance values stored by the processors in the mesh. Consequently, we have proved the following result.
Theorem 5.5.1. The minimum or maximum distance between two binary images pretiled one pixel per processor in a mesh with multiple broadcasting of size p n p n can be computed in O(n 1=6 ) time. Furthermore, this is time-optimal on this architecture.
In a perfectly similar way, one can solve the problem of computing the diameter and width of an image. The details are omitted. Thus, we have the following result.
Theorem 5.5.2. The diameter and width of a binary image pretiled one pixel per processor in a mesh with multiple broadcasting of size p n p n can be computed in O(n 1=6 ) time. Furthermore, this is time-optimal on this architecture.
Conclusions and Open Problems
The mesh-connected computer architecture has emerged as one of the most natural choices for solving a large number of computational tasks in image processing, computational geometry, and computer vision. Its regular structure and simple interconnection topology makes the mesh particularly well suited for VLSI implementation. However, due to its large communication diameter, the mesh tends to be slow when it comes to handling data transfer operations over long distances.
In an attempt to overcome this problem, mesh-connected computers have been augmented by the addition of various types of bus systems. Among these, the mesh with multiple broadcasting is of a particular interest being commercially available.
In this paper we have presented a time-optimal algorithm to solve a number of problems on a binary image pretiled one pixel per processor in a mesh with multiple broadcasting. Our main contribution is to show that all these problems can be solved elegantly by using the solution to the leftmost one problem as a subroutine.
A number of other problems remain open. For example, it would be of interest to know what other problems can be solved by using our technique. In particular, we are interested in investigating the applicability of our technique to solving the Voronoi diagram problem.
