The kernel polynomial method allows to sample overall spectral properties of a quantum system, while sparse diagonalization provides accurate information about a few important states. We present a method combining these two approaches without loss of performance or accuracy. We apply this hybrid kernel polynomial method to improve the computation of thermodynamic quantities and the construction of perturbative effective models, in a regime where neither of the methods is sufficient on its own. We demonstrate the efficiency of our approach on three examples: the calculation of supercurrent and inductance in a Josephson junction, the interaction of spin qubits defined in a two dimensional electron gas, and the calculation of the effective band structure in a realistic model of a semiconductor nanowire. arXiv:1909.09649v1 [cond-mat.mes-hall] 
I. INTRODUCTION
The behavior of the Fermi sea is governed by both the few partially occupied states near the Fermi level, and the overall effect of the large number of fully occupied states. Therefore, in order to accurately capture the relevant physics, one needs to combine high resolution information about the former with integrated contribution of the latter. A similar need to combine integrated information with high resolution arises when constructing effective models using Löwdin partitioning or Schrieffer-Wolff transformation [1] [2] [3] [4] . In a computational context, simultaneously satisfying these two requirements is only possible with the full knowledge of the spectrum. Therefore analyzing a system with size N Hilbert space requires the full cost of O(N 3 ) operations of dense linear algebra, prohibiting the exploitation of the sparsity of the Hamiltonian.
Applying a sparse Hamiltonian to a state is cheap. Iterative diagonalization algorithms efficiently utilize this to obtain a small set of eigenenergies and eigenvectors at a low cost [5] . For example, the algorithms implemented in ARPACK [6] combined with a sparse direct linear solver (such as MUMPS [7, 8] ) allow to compute several eigenvectors around any interior point of the spectrum. The kernel polynomial method (KPM) [9] also utilizes the sparsity structure, but to obtain limited energy resolution information about the full spectrum. This is possible due to recursive computation of the Chebyshev decomposition of the Hamiltonian action on a vector.
In this work we propose a family of algorithms which we call "hybrid KPM" that combine the integral information of KPM with the high precision of diagonalization. The building block of these methods is the amended KPM expansion, where we subtract the contribution of the known part of the spectrum. Hybrid KPM algorithms apply * Electronic address: dvarjas@gmail.com both to the computation of thermodynamic properties at low temperatures, and the construction of effective Hamiltonians restricted to a small subspace. We demonstrate on a set of physical problems that hybrid KPM achieves increased precision at the same computational cost.
We apply and benchmark hybrid KPM by computing supercurrent and Josephson inductance of a long Josephson junction [10] [11] [12] , where both the contribution of discrete subgap states and the continuum are of the same order. Turning to the effective models, we consider two model systems: tunneling Hamiltonian of two coupled quantum dots [13] , and band structure of a semiconductor nanowire [14] [15] [16] [17] . In both cases we start from a microscopic Hamiltonian and obtain an accurate effective model, which requires using up to 4th order perturbation theory.
II. KERNEL POLYNOMIAL METHOD
To compute thermodynamic properties and effective models, one needs to evaluate the action of the Fermi function or Green's function of the Hamiltonian on a state. The kernel polynomial method (KPM) [9] enables an efficient approximation of such functions of operators. We start by rescaling a HamiltonianĤ such that its spectrum {E k } is bounded to the interval (−1, 1). In general, a function f (Ĥ, λ) of a Hermitian operatorĤ and a set of parameters λ can be calculated using the eigendecompositionĤ = k E k |ψ k ψ k | as
where f (E, λ) is a scalar function. The expansion in eigenfunctions is computationally expensive since it requires the full diagonalization ofĤ. This process scales as O(N 3 ) with the N size of the Hilbert space. an alternative approach-KPM-utilizes the expansion of the scalar function f (E, λ) in terms of Chebyshev
to build the operator function f (Ĥ, λ). The Chebyshev polynomials T m (x) = cos(m arccos x) form a complete basis in the interval (−1, 1). They are orthogonal under the inner product
and satisfy the recursion relation T m+1 (x) = 2xT m (x) − T m−1 (x). The Chebyshev coeficients α m are calculated using the inner product from Eq.
and the same coefficients apply to the polynomial expansion of the operator function
We are interested in the action of f (Ĥ, λ) on a set of vectors. In such situations, the expensive part of the computation is to calculate T m (Ĥ) |v , and once we have done that, the coefficients can be readily computed (in most cases analytically) for any value of the parameters λ.
In practice, the magnitude of the coefficients α m decays with m and we truncate the series to a finite order M . To stabilize the convergence and avoid Gibbs oscillations, while ensuring positivity, we use either the Jackson or Lorentz kernel [9] , which introduce a set of prefactors g m,M that modify the coefficients toα m (λ) = g m,M α m (λ).
The error of the KPM approximation comes from the function f being replaced by its finite order Chebyshev polynomial approximation:
withf
This error is small if the function is smooth, or there are no eigenvalues ofĤ in regions where it changes fast. The order of the approximation M , together with the choice of the kernel, sets the energy resolution of the approximation, which for the Jackson kernel is inversely proportional to M . The Chebyshev expansion of order M captures features larger than W/M , where W is the full bandwidth ofĤ [9] .
Hamiltonians and other observables that appear in physical problems are typically sparse matrices where the number of nonzero entries is proportional to the system size N . This allows calculating a sparse matrix-vector product in O(N ) time, much faster than the O(N 2 ) scaling of dense matrix-vector products. The recursion relation for Chebyshev polynomials can then be rewritten for the operator function acting on a vector as
where |v m = T m (Ĥ) |v . Hence, the Chebyshev expanded action f (Ĥ, λ) |v up to order M can be computed in O(N M ) time. The computational effort of KPM scales as O(N W/∆) where ∆ is the required energy resolution. KPM is most efficient when the desired energy resolution is much coarser than the typical level spacing, that is when ∆ W/N , and M = W/∆ N . As we saw above, KPM performs poorly if there are eigenstates in energy ranges where f changes rapidly, necessitating a fine energy resolution. If there are only few such states, however, we can use a sparse eigensolver to find these states and take their contribution into account exactly, while keeping the energy resolution of KPM low. This is the key idea behind hybrid KPM: we get a more accurate approximation by subtracting the KPM contribution of these states and adding back their exact contribution: (9) where A is the subspace of exactly known states.
III. LÖWDIN PERTURBATION THEORY

A. Löwdin partitioning
Physical systems often have many degrees of freedom, of which only a few (for example the lowest energy ones) are of interest for physical understanding. Such a situation can be addressed using perturbative effective models, which are restricted to the small "interesting" subspace, and integrate out the other "uninteresting" states. The effective model includes, beyond the shift in the energy of the eigenstates, terms mixing various eigenstates, providing a deeper understanding.
We use the Löwdin partitioning approach [1, 3, 4] (also known as Schrieffer-Wolff transformation [2] ) to calculate the effective Hamiltonian. Conventionally, this approach requires full diagonalization of the unperturbed Hamiltonian, making it unfeasible in large systems. We find, however, that we only need to exactly know the states in the interesting subspace, while the rest can be efficiently taken into account using KPM. This allows us to apply this method to systems with millions of degrees of freedom, as long as the interesting subspace is small.
We start by separating initial Hamiltonian into unperturbed part H 0 and perturbation with λ α as small parameters:
Assuming that the eigenstates and energies of H 0 are known
we split states |ψ n into two groups, A and B. We are interested in states from group A whereas effect of states B we want to include via perturbation theory. We assume that these two groups of states are separated in energy, but states within A and B may be degenerate. The goal is to find a unitary basis transformation with skew-Hermitian S asH
such that the transformed HamiltonianH does not couple the A and B subspaces, and the block in the A subspace is the effective Hamiltonian, H eff =H AA . We find S and H eff order-by-order in the small parameters (for details see Appendix B):
When the A subspace corresponds to a single eigenvalue, that is possibly degenerate, the Löwdin perturbation theory reproduces the conventional perturbation theory.
B. The KPM approximation of effective Hamiltonian
To provide a concrete example, we consider the second order effective Hamiltonian with one small parameter,
with the explicit terms
where m and n index states of the A subspace and l indexes states of the B subspace.
We rewrite the first term in the second order contribution as
where G 0 is the unperturbed Green's function
and P B is the projector onto the B subspace. This formulation is well suited for approximate evaluation using the KPM expanded Green's function. The Green's function only acts on a small set of vectors, |φ n = P B H |ψ n for n ∈ A. The exact eigenstates of the A subspace can be obtained using sparse diagonalization of H 0 , while it is not necessary to know the B eigenvectors using P B = 1 − P A . These states |φ n are purely in the B subspace, with the energy argument of G 0 in the A subspace. The energy gap between the two sets of states ensures that all divergences are avoided, and the action of G 0 can be approximated using KPM. After these substitutions, the second order contribution simplifies tõ
Similar simplification in terms of G 0 is also possible for all higher orders, for details see Appendix C.
C. Effective Hamiltonian with hybrid KPM
In order to accurately approximate the action of G 0 on B states closest to the A subspace in energy, we need to choose the number of Chebyshev moments at the order of W/∆, where W is the full bandwidth of H 0 and ∆ is the gap between A and B states. Hence, for small ∆ accurate calculation using KPM becomes computationally expensive. Alternatively, knowing all the B eigenstates would allow exact evaluation of the Green's function, at even higher computational cost.
To solve this problem, we propose the hybrid KPM approach, where only a subset B e of the B eigenstates is known explicitly. These we choose to be the eigenstates with closest energy to the A states, and are obtained using sparse diagonalization. We split the Green's function of the B subspace to two terms:
where P B and P Be are projectors to the B and B e subspaces, and G KPM 0 is the KPM approximated Green's function.
IV. COMPUTATION OF THERMODYNAMIC QUANTITIES
A. Evaluation of operator expectation values
Physical observables in a non-interacting fermionic system are often expressed as the expectation value of a Hermitian operatorÂ as
where the sum runs over all eigenstates of the Hamiltonian |ψ k with eigenenergies E k . The occupation of the states is given by the Fermi function
with β = (k B T ) −1 and E F the Fermi energy. This can be rewritten as a trace using the operator function formalism introduced above, which can be readily evaluated using KPM:
where full KPM the moments are
Inserting a delta function, we can also express this quantity as an integral over the spectral density of the operator
The Chebyshev expansion has a finite energy resolution of W/M (where W is the bandwidth of the spectrum), and might not be enough to resolve sensitive features near the Fermi level. In this case, we apply a hybrid approach, where states near the Fermi level are solved very accurately with a sparse eigenvalue solver, while the rest of the spectrum is treated using KPM.
When evaluating the KPM moments of the operator, we split the trace into two parts: states that belong to the exactly known subspace A and states that belong to the rest of the Hilbert space B:
Using the moments µ B eliminates the contributions from states near the Fermi level, which we add back using the exact eigenstates |ψ i obtained from sparse diagonalization:
We evaluate the contribution of the B subspace without knowing the complete set of B eigenvectors, by subtract-
The trace in the full contribution is efficiently approximated using the stochastic trace approximation [9] . The exact evaluation of the trace is also feasible if the operatorÂ has low rank and the basis of its image space is explicitly known:
This hybrid method provides an accurate treatment of the contribution of a few states near the Fermi level, while the contribution from the rest of the spectrum is efficiently evaluated using KPM with a small number of moments.
B. Perturbation expansion of expectation values
As we saw, KPM offers efficient evaluation of traces, here we generalize the KPM expansion to allow order-byorder expansion of such quantities in small perturbations to the Hamiltonian. We consider a generic function g and perturbed HamiltonianĤ =Ĥ 0 + λĤ 1 where λ is a small parameter. We want to evaluate Tr g(Ĥ) order by order in the small parameter. For example, we can write the expectation value of the energy of the filled Fermi sea as E = Tr g(Ĥ) with g(E) = Ef (E) where f is the Fermi function. The argument below also applies to expressions of the form Tr Â g(Ĥ) , but we restrict to theÂ = 1 case for brevity.
The key insight is that KPM is well suited for the evaluation of such perturbative series with one minor modification: we allowĤ to depend on small parameters. The recursion relation (8) for the KPM-expanded vectors remains valid if we allowĤ and |v m to be polynomials of λ. If we are only interested in the result up to λ n order, we can discard all higher order terms at every step of the iteration, resulting in KPM moments µ m and an overall result that is also an n'th order polynomial of λ. This method produces the exact series expansion of the result if the function g can be represented exactly by its Chebyshev polynomial expansion. The resulting increase in computational cost scales as O(n 2 ), making this method feasible at low orders.
A rearrangement of the terms in the perturbation expansion allows us to efficiently calculate the trace when the image space of the perturbation H 1 is small. Using cyclic permutation of terms inside the trace, the first order correction (which is the same as the λ-linear term in the expansion) can be written as
where g is the derivative of g. AsĤ 1 is always on the right, the trace can be replaced by a sum over a basis of the image space ofĤ 1 . Applying this to the energy expectation value in the zero temperature limit where f is a step function (using that xδ(x) = 0) we get
which is the same as the ground state expectation value of H 1 , and was already discussed in the previous section. Similar rearrangement is also possible at all higher orders, here we present the second order case in detail. For a generic function g and HamiltonianĤ =Ĥ 0 +λĤ 1 +λ 2Ĥ 2 , by expanding and rearranging terms containing λ 2 we find 1 2
We can use the basis of the image spaces ofĤ 2 andĤ 1 respectively in the two terms. To obtain the second term we use the KPM expansion to first order in λ.
The above method is only accurate if the function g and its derivatives can be accurately represented by its Chebyshev polynomial expansion. If there are eigenvalues of the Hamiltonian in the range where g changes rapidly (for example near the Fermi level), the number of moments required for an accurate approximation makes the calculation prohibitively expensive. Using perturbation theory on a few, exactly known low lying states (A subspace) allows us to extend the hybrid approach to higher order perturbative expansions. As already mentioned, the error in KPM results from the function g being replaced by its Chebyshev approximationg:
With the energies E k of the A subspace states available as a power series, we get a more accurate approximation by subtracting the KPM contribution of these states and adding back the exact contribution:
With the exact derivatives of g andg known, we obtain the final result as a power series.
We utilize the hybrid KPM Löwdin perturbation theory developed in Sec. III to get the perturbation series of the A subspace eigenenergies. We treat a single eigenpair (E k , |ψ k ) ofĤ 0 as the A subspace for the purposes of Löwdin perturbation theory, and use the rest of the exactly known states as the B e subspace in the hybrid evaluation of the Green's function. Repeating this for every A eigenstate produces the set of power series expansions for the perturbed E k up to the desired order. This method produces the most accurate perturbative expansion for states in the middle of the A subspace energy range, this is chosen to coincide with the fastest-changing region of g . For states close to the edge of the energy range the perturbative expansion is less accurate, but, at the same time, the difference between g andg is also small, resulting in a small overall error.
This analysis leaves some questions open: What are the convergence properties of the stochastic trace evaluation of the KPM perturbation series for generic perturbation Hamiltonians? What is the general form of rearranged equations similar to (29) for higher orders and multiple perturbation parameters? What is the optimal way to choose the A and B e subspaces and the number of KPM moments for the Löwdin perturbation theory? How does the efficiency of our method compare to other recursive numerical approaches to perturbation theory, such as Ref. 18 ? These we leave to future work.
V. APPLICATIONS
A. Supercurrent and Josephson inductance
We apply the hybrid KPM method to calculate supercurrent in a Josephson junction [10] . Josephson junctions have two distinct limits [11, 12] : the short-junction regime where Thouless energy E T is much larger than the superconducting gap ∆ and the long-junction regime with E T ∆. In the short junction regime, because the energies of states above the gap do not depend on the superconducting phase difference, the supercurrent is solely carried by Andreev bound states. As a result, the calculation of supercurrent is computationally less expensive because we only need the eigenvalues within the superconducting gap. However, in a long Josephson junction, the continuum states also vary as a function of the superconducting phase difference and contribute to the total supercurrent [19] . Therefore, the calculation of supercurrent involves the entire spectrum, which is computationally expensive. In the hybrid KPM approach we calculate the subgap states using exact diagonalization, and estimate the contribution of continuum states using KPM.
We consider a Josephson junction of normal region length L N , superconducting leads of length L S and width W as shown in the inset of Fig. 1 . For simplicity, we consider a spinless Bogoliubov-de Gennes (BdG) Hamiltonian without magnetic field:
with p the momentum operator, m the effective electron mass, and µ the chemical potential. The superconducting order parameter ∆(x) is zero in the normal region whereas has value ∆ exp(iφ L ) in the left and ∆ exp(iφ R ) in the right superconducting lead. If we connect the left and right superconductors in a SQUID geometry, the phase difference φ = φ R − φ L measures the magnetic flux through the loop in /(2e) units. We discretize this Hamiltonian on a square lattice of mesh size a with a tight-binding hopping parameter t = 2 /(2ma 2 ). To calculate supercurrent, we define a current operatorÎ across a cut in the normal scattering region parallel to the normal-metal -superconductor interface (see the inset of Fig. 1 ), the block connecting sites i and j is given by:
with H ij the hopping Hamiltonian between site i and j in the BdG formalism, τ z the Pauli matrix in particle-hole space and L/R corresponding to the left and right side of the cut. As the current operator is only supported on the sites next to the cut, when calculating the trace
for the KPM contribution, we use a full basis of these states. All other states are annihilated by the current operator and do not contribute to the current. We consider a Josephson junction of length L N = L S = 50a and width W = 15a and set the parameters µ = 0.2t and ∆ = 0.15t. As explained in sec. IV, we calculate the subgap Andreev bound states exactly using sparse diagonalization and treat them as the A subspace. We show the spectral density of the current operator I(E) in Fig. 1 , where we illustrate the contributions of subgap and continuum states separately. The solid blue line is the KPM only spectrum of the current operator, which vanishes at this resolution with M = 500 moments. In the hybrid approach, the exactly known subgap states contribute Dirac delta peaks, whereas the contribution of only the continuum states calculated with KPM is non-vanishing.
In Fig. 2 , we show the current-phase relation with contribution from the Andreev states (solid blue curve) as well as the continuum states (black curve). The orange curve shows the total supercurrent. It is evident that the contributions of both the subgap and the continuum states are significant, as shown by the gray filled area under the total supercurrent.
In order to calculate the Josephson inductance of the junction, first we derive the expression for the supercurrent (34) from a different starting point. We apply a gauge transformation U (i) = exp (iφ(i)τ z /2) that acts differently on the left and right side of the cut (see Fig. 1 
we can ensure that the superconducting phase is zero in both the left and right leads. This gauge concentrates all the phase change on the bonds crossing the cut, with modified hoppings
where we chose φ L = 0 without loss of generality. The current operator across the cut is given by the derivative of the Hamiltonian with respect to the flux:
which reproduces (34). The inverse of the inductance of the junction can be calculated as the derivative of the current expectation value with respect to the flux:
We evaluate this expression using the hybrid method discussed in Sec. IV B taking into account the second derivative of the Hamiltonian, the result is shown in Fig. 3 . The sharp peak in L −1 J at φ = π is accurately captured by the direct evaluation of the second derivative using our method, while accurate calculation using a discrete derivative of the current expectation value requires a much higher resolution in φ. The figure also illustrates that the separation to continuum and subgap contributions for the inductance is not the same as for the current, but the total results agree. In this section we only considered the zero temperature limit. We emphasize, however, that including finite temperature is straightforward, merely requires replacing f with the Fermi function at the correct temperature. In fact, a temperature sweep is essentially free using our method, as computation of the KPM moments and the perturbation expansion of low lying states is the costliest part numerically. The exact form of f only enters in the last step, and all previous data can be reused.
B. Effective Hamiltonian of spin qubits
We apply hybrid KPM to calculate an effective Hamiltonian for the lowest few energy states in a spin qubit system. As an example, we consider two gate defined quantum dots with the interdot tunnel coupling and dot chemical potential controlled by the gate electrodes. To study the device characteristics under different bias conditions, we consider a simple effective model including an in-plane gate confinement term. We discretize the effective model to obtain a tight-binding Hamiltonian and finally diagonalize it to obtain the energy spectrum. Since gate voltages are adjusted in these systems to produce well-defined qubits in a scalable way, we consider small changes in gate voltage as perturbation. In order to derive an effective Hamiltonian in the basis of individual quantum dot states, we start with a system with decoupled dots and include hoppings between the dots perturbatively. The eigenfunctions and eigenenergies of the lowest few bound states in the quantum dots are included exactly in the effective model whereas we treat the remaining part of the energy spectrum up to third order in the Löwdin perturbation theory using hybrid KPM approach.
We form two quantum dots by depleting the two dimensional electron gas (2DEG) confined in the GaAs/AlGaAs heterostructure [13] . In our simulations, we place the gate electrodes at 60nm above the 2DEG in growth direction and pattern them according to the gate design from Ref. 13 . A positive global back gate is used to accumulate carriers in the 2DEG whereas applying negative voltage to the top gate electrodes depletes the 2DEG forming two quantum dots. Plunger gates control the dot chemical potential whereas the tunnel barrier height between dots is controlled by the barrier gates shown in between two plunger gates in Fig. 4 . We follow the approach from [20] to calculate the electrostatic potential induced in the 2DEG due to the gate electrodes. We determine the voltages of different gate electrodes required to form two tunnel coupled quantum dots and plotted the corresponding 2D electrostatic potential in Fig. 4 .
To describe the 2DEG, we use a two dimensional continuum Hamiltonian
where m e is the effective electron mass in GaAs, k x and k y are the particle momentum and V(x, y) is the 2D gateinduced confinement potential. We discretize the continuum Hamiltonian H 2D using finite difference scheme included in the Kwant software package [21] . We choose We use the gate design and heterostructure from [13] . Plunger and barrier gates are shown at the bottom and screening gates at the top. By applying negative voltage to the gate electrodes, we locally deplete the 2DEG to form two quantum dots as represented by the equipotential lines.
5nm lattice spacing and nearest neighbour hopping to obtain a tight binding model on the square lattice with onsite and hopping terms. We use this tight binding Hamiltonian in the following.
We define the Hamiltonian as a sum of unperturbed H 0 term and two perturbation terms as follows
where H gate is the gate potential, H coup includes hoppings between the right and left dot, while these hoppings are removed from H 0 . λ g and λ c control the strengths of perturbation in the effective model. We split the spectrum of the Hamiltonian into two subspaces: A contains few lowest bound states in the quantum dots for which we determine the effective Hamiltonian, and B represents the remaining part of the energy spectrum. The states in A and a few states B e ⊂ B closest to A are obtained from sparse diagonalization. We set λ c = 1 to reproduce the 2DEG Hamiltonian without the cut between the dots. We change the chemical potential of right and left dot in opposite direction by detuning the respective gates. Considering a finite λ c makes the off-diagonal elements in the effective Hamiltonian large enough to lift the degeneracy whereas the gate detuning leads to avoided level crossings in the energy spectrum as shown in Fig. 5 . We do not consider coulomb interactions in our calculations, but we demonstrate the efficiency of hybrid KPM to calculate effective Hamiltonian in spin qubit systems in the free electron limit, which can be used as a starting point for further study. In Fig. 5 , we have compared the eigenenergies calculated from effective model having first and third order terms against the exact energies obtained from the sparse diagonalization. It is evident that the effective model with first order terms alone cannot reproduce exact energies whereas Löwdin perturbation combined with KPM expansion up to third order shows a good agreement. Energy spectrum as a function of gate voltage difference between the two dots. Eigenenergies calculated from the first and third order effective models are compared against the exact energies.
C. Effective band structures
Semiconductor nanowires, besides many potential applications [14] , are of interest as a platform to realize Majorana fermions when proximitized with a superconductor [15] [16] [17] . The key ingredients are spin-orbit interaction and external magnetic field, which remove spin degeneracy in the lowest subband of the wire, resulting in effective p-wave superconducting pairing. In an external electric field normal to the wire the bulk spin-orbit coupling of the semiconductor results in Rashba spin-orbit interaction. The interesting physics can be captured using a 2-band effective model
where m * is the effective mass of the lowest subband, k z is the momentum along the wire, µ is the chemical potential, E x and E y are components of the electric field, σ are the Pauli matrices and α characterizes the strength of the Rashba spin-orbit interaction. The external magnetic field is B, µ B is the Bohr-magneton and g is the effective g-factor tensor in the lowest subband. While this simple model is easy to solve, extracting the parameters for realistic setups is nontrivial. We use the 8-band k · p model of bulk zinc-blende materials, in particular InAs [4, 22, 23] . This continuum model accurately captures the s conduction and p valence bands near the Fermi level at small momenta, up to second order in k. After replacing momenta k x and k y with spatial derivatives, we discretize this Hamiltonian using Kwant [21] in an infinite wire geometry with approximately circular cross-section in the xy plane with radius R. We include both the Zeeman term with the bulk gfactor g * = −15 of InAs [4, 24] and the orbital magnetic field using Peierls substitution [25] , as well as the electrostatic potential V = −E x x − E y y. For this example we use radius R = 5 nm with discretization grid lattice constant a = 0.2 nm. This results in a tight-binding model with 31056 degrees of freedom.
We use the Löwdin algorithm treating the tight binding Hamiltonian with vanishing external fields and k z = 0 as the unperturbed Hamiltonian, and include perturbations up to second order in k z and the electric field, and up to linear order in the magnetic field. Using second order perturbation theory, we obtain the effective model of the form of (40) with m * = 0.036m 0 , α = 0.81 nm 2 , µ = 0.55 eV + 20 nm 2 /eV E 2 , g xx = g yy = −15.3 and g zz = −15.6, with m 0 the free electron mass and all other terms approximately vanishing. This perturbative treatment, only accurate at small parameter values, does not capture the overall energy shift of the subbands resulting from the electrostatic field at field strengths relevant to experiments. Hence, we also construct the effective model using E x0 = 0.1 eV/nm as the unperturbed Hamiltonian. The resulting spectrum at finite k z and B z agrees with the exact eigenenergies of the full model as illustrated in Fig. 6 . 
VI. CONCLUSIONS
We developed the hybrid kernel polynomial method, where we combine the strengths of KPM in treating many states at a low energy resolution and of sparse diagonalization in treating few states with high accuracy. We applied this method in multiple situations including accurate calculation of expectation values, perturbation theory of thermodynamic quantities and construction of perturbative effective models. The source code of these general and reusable algorithms is available at [26] , together with the source code and data of the examples showcased in the manuscript.
We took our examples from a variety of active research topics in condensed matter and mesoscopic physics: calculation of supercurrent and inductance in a Josephson junction, design of spin qubits defined in a two dimensional electron gas, and the calculation of the effective band structure in a realistic model of a semiconductor nanowire. Our examples illustrate how combination of low and high resolutions enables the investigation of response functions and effective models in systems whose size would make this prohibitively expensive using other approaches.
As our method allows treatment of Hilbert spaces up to millions of degrees of freedom, we expect applications beyond the non-interacting electron limit. Accurate simulation of nanoelectronic devices with truncated few-electron Hilbert spaces is a promising future direction of research using this cutting-edge methodology.
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