On fractional p-laplacian parabolic problem with general data by Abdellaoui, Boumediene et al.
ar
X
iv
:1
61
2.
01
30
1v
1 
 [m
ath
.A
P]
  5
 D
ec
 20
16
ON FRACTIONAL P-LAPLACIAN PARABOLIC PROBLEM
WITH GENERAL DATA
B. ABDELLAOUI∗, A. ATTAR∗, R. BENTIFOUR∗ & I. PERAL†
Abstract. In this article the problem to be studied is the following
(P )


ut + (−∆sp)u = f(x, t) in ΩT ≡ Ω× (0, T ),
u = 0 in (IRN \ Ω)× (0, T ),
u ≥ 0 in IRN × (0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a bounded domain, and (−∆sp) is the fractional p-Laplacian oper-
ator defined by
(−∆sp)u(x, t) := P.V
∫
IRN
|u(x, t) − u(y, t)|p−2(u(x, t) − u(y, t))
|x− y|N+ps
dy
with 1 < p < N , s ∈ (0, 1) and f, u0 are measurable functions.
The main goal of this work is to prove that if (f, u0) ∈ L1(ΩT ) × L
1(Ω),
problem (P ) has a weak solution with suitable regularity. In addition, if f0, u0
are nonnegative, we show that the problem above has a nonnegative entropy
solution.
In the case of nonnegative data, we give also some quantitative and quali-
tative properties of the solution according the values of p.
1. Introduction.
This work deals with the following parabolic problem
(1.1)


ut + (−∆
s
p)u = f(x, t) in ΩT = Ω× (0, T ),
u ≥ 0 in IRN × (0, T )
u = 0 in (IRN \ Ω)× (0, T ),
u(x, 0) = u0(x) in Ω,
where Ω is a bounded domain, s ∈ (0, 1), 1 < p < N and
(−∆sp)u(x, t) :=
∫
RN
|u(x, t)− u(y, t)|p−2(u(x, t)− u(y, t))
|x− y|N+ps
dy
is the fractional p−laplacian operator which is, in particular, non local. The data
f and u0 are measurable functions under suitable hypotheses that we will precise
in each instance.
For the local p−laplacian operator there are a large number of references in the
literature. Among all of them we refer to [19] where the author proved the existence
of an entropy solution for all data in (f, u0) ∈ L
1(ΩT )×L
1(Ω). The case of general
measure data was studied in [6], [7], where the existence of renormalized solution
is obtained.
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Respect to the non local operator, the case p = 2 has been analyzed in [14].
Using duality and approximation arguments, the authors proved the existence and
the uniqueness of the solution that belongs to a suitable fractional Sobolev space.
The case with Hardy potential and under ”natural” condition on (f, u0) has been
studied in [2].
In [20] and [16] for p 6= 2 and f ≡ 0, the authors obtained the existence of energy
solution for all u0 ∈ L
2(Ω), explaining the asymptotical behavior with respect to
properties of the corresponding Barenblatt type solution (for p > 2).
The main goal of this paper is to consider the case p 6= 2 with more general data
(f, u0) ∈ L
1(ΩT )× L
1(Ω). We will prove the existence of a weak solution obtained
as limit of approximations (SOLA) that belongs to a suitable fractional Sobolev
space. Moreover if the data are nonnegative we will prove that a such solution is
an entropy solution.
It is worthy to point out that the stationary problem has been studied in [13]
and [1]. We will use the functional results explained in [1] and some techniques
there.
More precisely, the paper is organized as follow.
In Section 2 we will give some concepts in which the solutions are considered
and some functional tools and algebraic inequalities that will be used along of the
paper.
Section 3 is devoted to prove the existence of a weak solution for all data
(f, u0) ∈ L
1(ΩT ) × L
1(Ω). The idea is to proceed by finding a solution as limit of
approximations.
Section 4 is devoted to introduce the concept of entropy solution and to prove
that a SOLA is an entropy solution.
In the last section we analyze some qualitative properties of the solutions related
to the extinction in finite time and the finite speed of propagation, that is different
to the local case.
2. Preliminaries and functional setting
In this section we give some functional settings that will be used below, we refer
to [10] and [4] for more details.
Let s ∈ (0, 1) and p > 1, assume that Ω ⊂ IRN , the fractional Sobolev spaces
W s,p(Ω), is defined by
W s,p(Ω) ≡
{
φ ∈ Lp(Ω) :
∫
Ω
∫
Ω
|φ(x) − φ(y)|pdν < +∞
}
where dν =
dxdy
|x− y|N+ps
. It is clear that W s,p(Ω) is a Banach space endowed with
the norm
‖φ‖W s,p(Ω) =
(∫
Ω
|φ(x)|pdx
) 1
p
+
( ∫
Ω
∫
Ω
|φ(x) − φ(y)|pdν
) 1
p
.
In the same way we define the space W s,p0 (Ω) as the completion of C
∞
0 (Ω) with
respect to the previous norm. In the case where Ω = IRN , we have the next
Sobolev inequality
Theorem 2.1. (Fractional Sobolev inequality) Assume that 0 < s < 1 and p > 1
are such that ps < N . Then there exists a positive constant S ≡ S(N, s, p) such
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that for all v ∈ C∞0 (IR
N ),∫
RN
∫
RN
|v(x) − v(y)|p
|x− y|N+ps
dxdy ≥ S
(∫
RN
|v(x)|p
∗
s dx
) p
p∗s ,
where p∗s =
pN
N − ps
.
See [18] for a elementary proof.
We also will use the following extension result.
Lemma 2.2. Assume that Ω ⊂ IRN is a regular domain, then for all w ∈W s,p(Ω),
there exists w˜ ∈W s,p(IRN ) such that w˜|Ω = w and
||w˜||W s,p(IRN ) ≤ C||w||W s,p(Ω),
where C ≡ C(N, s, p,Ω) > 0.
See [10] for the proof.
Remark 1. If Ω is bounded regular domain, by the Poincare´ inequality we can
endow W s,p0 (Ω) with the equivalent norm
|||φ|||W s,p0 (Ω) =
( ∫
Ω
∫
Ω
|φ(x) − φ(y)|p
|x− y|N+ps
dxdy
) 1
p
.
For w ∈W s,p(IRN ), we define the fractional p-Laplacian as
(−∆)spw(x) = P.V.
∫
IRN
|w(x) − w(y)|p−2(w(x) − w(y))
|x− y|N+ps
dy.
It is clear that for all w, v ∈ W s,p(IRN ), we have
〈(−∆)spw, v〉 =
1
2
∫
IRN
∫
IRN
|w(x) − w(y)|p−2(w(x) − w(y))(v(x) − v(y))
|x− y|N+ps
dxdy.
Now, if w, v ∈W s,p0 (Ω), we get
〈(−∆)spw, v〉 =
1
2
∫∫
DΩ
|w(x) − w(y)|p−2(w(x) − w(y))(v(x) − v(y))
|x− y|N+ps
dxdy.
where DΩ = IR
N × IRN \ CΩ× CΩ.
It is easy to check that (−∆)sp :W
s,p
0 (Ω) −→W
−s,p′(Ω). Notice that W−s,p
′
(Ω)
is the dual space of W s,p0 (Ω).
Let define now the corresponding parabolic spaces.
As in the local case, the space Lp(0, T ;W s,p0 (Ω)) is defined as the set of function
φ such that φ ∈ Lp(ΩT ) with ||φ||Lp(0,T ;W s,p0 (Ω)) <∞ where
||φ||Lp(0,T ;W s,p0 (Ω)) =
(∫ T
0
∫∫
DΩ
|φ(x, t) − φ(y, t)|pdν dt
) 1
p
.
It is clear that Lp(0, T ;W s,p0 (Ω)) is a Banach spaces whose dual space is L
p′(0, T ;W−s,p
′
0 (Ω)).
For simplicity of typing and for any measurable function u, we set
U(x, y, t) = |u(x, t)− u(y, t)|p−2(u(x, t)− u(y, t)).
We introduce the notions of solution to be use later.
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Definition 2.3. Assume (f, u0) ∈ L
p′(0, T ;W−s,p
′
(Ω)) × L2(Ω). We say that u
is an energy solution to problem (1.1) if u ∈ Lp(0, T ;W s,p0 (Ω)) ∩ C([0, T ], L
2(Ω)),
ut ∈ L
p′(0, T ;W−s,p
′
0 (Ω)), u(x, .) → u0 strongly in L
2(Ω) as t → 0 and for all
v ∈ Lp(0, T ;W s,p0 (Ω)) we have∫ T
0
〈ut, v〉dt+
1
2
∫ T
0
∫∫
DΩ
U(x, y, t)(v(x, t) − v(y, t))dν dt =
∫∫
ΩT
f(x, t)vdxdt
Notice that the existence of energy solution follows using classical argument for
monotone operator. See [15].
For data (f, u0) ∈ L
1(ΩT ) × L
1(Ω), we need to precise the sense in which the
solution is defined.
Definition 2.4. Assume (f, u0) ∈ L
1(ΩT )×L
1(Ω), we say that u is a weak solution
(or distributional solution) to problem (1.1) if for all v ∈ C∞0 (ΩT ) we have
−
∫∫
ΩT
u vtdxdt+
1
2
∫ T
0
∫∫
DΩ
U(x, y, t)(v(x, t)−v(y, t))dν dt =
∫∫
ΩT
f(x, t)vdxdt.
In the local case a stronger notion of solution, entropy solution, is introduced
in order to get uniqueness, see [19]. We will extend this notion to the fractional
framework in Section 4.
Definition 2.5. We say that u ∈ T s,p0 (ΩT ) if Tk(u) ∈ L
p(0, T ;W s,p0 (Ω)) for all
k > 0 where
(2.1) Tk(s) =


s , if |s| ≤ k ;
k
s
|s|
, if |s| > k.
Some apriori estimates will be proved in the classical Marcinkiewicz spaceMq(ΩT ),
that for the reader convenience, we define below.
Definition 2.6. Let u be a measurable function, define
Φu(k) = µ{(x, t) ∈ ΩT : |u(x, t)| > k}.
We say that u is in the Marcinkiewicz space Mq(ΩT , dµ) if Φu(k) ≤ Ck
−q.
Notice that Lq(ΩT ) ⊂M
q(ΩT ) for all q > 1.
The following elementary algebraic inequalities can be proved using suitable
rescaling argument.
Lemma 2.7. Assume that p ≥ 1, (a, b) ∈ (IR+)2 and α > 0, then there exist
c1, c2, c3, c4 > 0, such that
(2.2) (a+ b)α ≤ c1a
α + c2b
α
and
(2.3) |a− b|p−2(a− b)(aα − bα) ≥ c3|a
p+α−1
p − b
p+α−1
p |p.
If moreover α ≥ 1, then under the same conditions on a, b, p as above, we have
(2.4) |a+ b|α−1|a− b|p ≤ c4|a
p+α−1
p − b
p+α−1
p |p,
where c4 > 0 is independent of a and b.
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Assume now that a, b ∈ IR and p ≥ 1, then
(2.5) |a− b|p−2(a− b)(Tk(a)− Tk(b)) ≥ |Tk(a)− Tk(b)|
p
and
(2.6) |a− b|p−2(a− b)(Gk(a)−Gk(b)) ≥ |Gk(a)−Gk(b)|
p
where Gk(s) = s− Tk(s).
3. Existence of a weak solution
The main result of this section is the following.
Theorem 3.1. Assume that (f, u0) ∈ L
1(ΩT ) × L
1(Ω), then problem (1.1) has a
weak solution u such that Tk(u) ∈ L
p(0, T ;W s,p0 (Ω)) for all k > 0. Moreover, for
all q < N(p−1)+psN+s and for all s1 < s, we have
(3.1)
∫ T
0
∫∫
Ω×Ω
|u(x, t)− u(y, t)|q
|x− y|N+qs1
dy dx dt ≤M.
If p > 2 − sN , then u ∈ L
p(0, T ;W s1,q0 (Ω)) for all 1 ≤ q <
N(p−1)+ps
N+s and for all
s1 < s.
To prove Theorem 3.1 we proceed by approximation. Define fn = Tn(f) and
u0n = Tn(u0), then (fn, u0n) ∈ L
∞(ΩT )×L
∞(Ω) and (fn, u0n)ր (f, u0) strongly in
L1(ΩT )×L
1(Ω). Let un be the unique solution to following approximated problem
(3.2)


unt + (−∆
s
p)un = fn(x, t) in ΩT ,
un = 0 in IR
N\Ω× (0, T ),
un(x, 0) = u0n(x) in Ω.
Notice that the existence of un follows using a direct modification of the classical
result of [15]. Let us begin by proving the next a priori estimate.
Lemma 3.2. Consider the sequence {un}n defined as above, then ||un||Mp1(ΩT ) ≤
C for all n, where p1 = p− 1 +
ps
N . In particular, for all q < 1 +
ps
(p−1)N , we have
||up−1n ||Lq(ΩT ) ≤ C for all n.
Proof. Taking Tk(un) as a test function in the problem (3.2), it follows that∫∫
ΩT
untTk(un(x, t)) dx dt+
∫∫
ΩT
(−∆sp)un(x, t)[Tk(un(x, t))] dx dt
=
∫∫
ΩT
fn(x, t)[Tk(un(x, t))] dx dt ≤ Ck.
Integrating by part, we reach that∫
Ω
Θk(un(x, T )) dx+
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)[Tk(un(x, t))− Tk(un(y, t))]dν dt
≤ ck +
∫
Ω
Θk(u0n(x)) dx ≤ ck + k
∫
Ω
|u0(x)| dx
≤ C1k,
where θ(σ) =
∫ σ
0
Tk(τ)dτ .
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Thus, using inequality (2.5) and the above estimate, it follows that
sup
t∈[0,T ]
∫
Ω
Θk(un(x, t)) dx+
1
2
∫ T
0
∫∫
DΩ
|Tk(un(x, t))− Tk(un(y, t))|
pdν dt ≤Mk.
Then, up to a subsequence, there exists a measurable function u such that Tk(un)⇀
Tk(u) weakly in L
p((0, T );W s,p0 (Ω)) and un → u a.e in ΩT .
By the Sobolev inequality, we get∫ T
0
(∫
Ω
|Tk(un(x, t))|
p∗s dx
) p
p∗s dt
≤
∫ T
0
∫∫
DΩ
|Tk(un(x, t)) − Tk(un(y, t))|
pdν dt ≤Mk.
Hence ∫ T
0
(∫
Ω
|Tk(un(x, t))|
p∗sdx
) 1
p∗s
dt ≤ C(Mk)1/p.
Let 1 < r < p∗s and define r1 =
( p∗s
p∗s−1
)
(r − 1), r2 = 1−
r1
p∗s
, where r = r1 + r2.
Fix t1 < T , then∫ t1
0
∫
Ω
|Tk(un(x, t))|
r dx dt ≤
∫ t1
0
∫
Ω
|Tk(un(x, t))|
r1 |un(x, t)|
r2 dx dt
≤
∫ t1
0
(∫
Ω
|Tk(un(x, t))|
p∗s dx
) r1
p∗s
( ∫
Ω
|un(x, t)|
r2(
p∗s
r1
)′
dx
)1− r1
p∗s dt
≤
∫ t1
0
(∫
Ω
|Tk(un(x, t))|
p∗s dx
) r1
p∗s
(∫
Ω
|un(x, t)|
r2
p∗s
p∗s−r1 dx
)1− r1
p∗s dt
≤
(
sup
t∈[0,T ]
∫
Ω
|un(x, t)|dx
) ∫ T
0
(∫
IRN
|Tk(un(x, t))|
p∗s dx
) r1
p∗s dt
≤ c
∫ T
0
(∫
IRN
|Tk(un(x, t))|
p∗s dx
) r1
p∗s dt ≤ cMk
r1
p ≤ Ck
r1
p .
Thus ∫∫
ΩT
|Tk(un(x, t))|
r dx dt ≤ Ck
r1
p .
Now, using the fact that |{|un| > k}| = |{|Tk(un)| = k}|, we obtain that
krTΦu{(x, t) ∈ ΩT : |u| > k} ≤
∫∫
ΩT
|Tk(un(x, t))|
r dx dt ≤ TCk
r1
p .
Hence
Φu{(x, t) ∈ ΩT : |un| > k} ≤ Ck
−(r−
r1
p
) ≤ Ck−α,
where α = 1+ r1[
p∗s(p−1)−p
pp∗s
]. Letting r1 → p, it follows that α→ 1 + [
p∗s(p−1)−p
p∗s
] =
[
p(p∗s−1)
p∗s
].
Thus Φu{(x, t) ∈ ΩT : |un| > k} ≤ CM
p∗s
p k−p1 where p1 = p − 1 +
ps
N . Hence
||un||Mp1 (ΩT ) ≤ C for all n, and the result follows.
By the previous estimates and using the Vitali lemma it holds that up−1n → u
p−1
strongly in Lq(ΩT ) for all q < 1 +
ps
(p−1)N . 
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We prove now that the sequence {un}n is bounded in a suitable fractional Sobolev
spaces, more precisely we have the following result.
Lemma 3.3. Let {un}n defined as above, then for all q < p2 =
N(p−1)+ps
N+s and for
all s1 < s, we have
(3.3)
∫ T
0
∫∫
Ω×Ω
|un(x, t)− un(y, t)|
q
|x− y|N+qs1
dν dt ≤M.
In particular, if p > 2N+sN+s , then {un}n is bounded in L
q(0, T ;W s1,q0 (Ω)) for all
1 < q < p2 =
N(p−1)+ps
N+s .
Proof. In what follows, we denote by C,C1, C2, ..., any positive constants that are
independent of {un}n and can change from one line to another.
We follow closely the argument used in [1]. Define
wn(x, t) = 1−
1
(u+n (x, t) + 1)α
,
where α > 0 to be chosen later, then using wn as a test function in (3.2), we get
∫ T
0
∫
Ω
untwn(x, t) dx dt+
∫ T
0
∫∫
DΩ
Un(x, y, t)wn(x, t)dν dt
≤
∫∫
ΩT
|fn(x, t)|wn dx dt ≤ C.
Integrating by part we find that,∫∫
ΩT
unt(x, t)wn(x, t) dx dt =
∫
Ω
u+n (x, T ) dx−
∫
Ω
u+0n(x)dx
+
1
1 + α
∫
Ω
[ 1
(u+n (x, T ) + 1)α+1
−
1
(u+n0(x) + 1)
α+1
]
dx if α 6= 1,
and ∫∫
ΩT
unt(x, t)wn(x, t) dx dt =
∫
Ω
u+n (x, T ) dx−
∫
Ω
u+0n(x) dx
+
∫
Ω
[
log(u+n (x, T ) + 1)− log(u
+
n0(x) + 1)
]
dx if α = 1.
Hence, in any case, since sup
t∈[0,T ]
∫
Ω
|un(x, t)|dx ≤ C for all n, it follows that
∫∫
ΩT
unt(x, t)wn(x, t) dx dt ≥
∫
Ω
u+n (x, T ) dx− C.
We deal now with the term∫ T
0
∫∫
DΩ
|un(x, t)− un(y, t)|
p−2(un(x, t) − un(y, t))wn(x, t)dν dt.
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Let vn = u
+
n + 1 and define V˜n(x, y, t) = (vn(x, t)− vn(y, t)). Taking into consider-
ation that
|un(x, t) − un(y, t)|
p−2(un(x, t)− un(y, t))
(
(u+n (x, t) + 1)
α − (u+n (y, t) + 1)
α
)
≥
|u+n (x, t) − u
+
n (y, t)|
p−2(u+n (x, t)− u
+
n (y, t))
(
(u+n (x, t) + 1)
α − (u+n (y, t) + 1)
α
)
=
|V˜n(x, y, t)|
p−2V˜n(x, y, t)
(
vαn(x, t) − v
α
n(y, t)
)
,
it follows that
(3.4)
∫ T
0
∫∫
DΩ
|un(x, t)− un(y, t)|
p−2(un(x, t)− un(y, t))wn(x, t)dν dt ≥∫ T
0
∫∫
DΩ
|V˜n(x, y, t)|
p−2V˜n(x, y, t)
(
vαn (x, t)− v
α
n (y, t)
vαn(y, t)v
α
n (x, t)
)
dν dt.
Using inequality (2.3) and by (3.4), it holds,
(3.5)
∫ T
0
∫∫
DΩ
|v
p+α−1
p
n (x, t)− v
p+α−1
p
n (y, t)|p
vαn (y, t)v
α
n (x, t)
dν dt ≤ C.
Fix q < p2 and s < s1, then there exists q1 < q such that s1 =
q1
q s. Therefore we
get
∫ T
0
∫∫
Ω×Ω
|vn(x, t) − vn(y, t)|
q
|x− y|N+qs1
dxdydt
=
∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
q
|x− y|qs
(vn(x, t) + vn(y, t))
α−1
(vn(x, t)vn(y, t))α
(vn(x, t)vn(y, t))
α
(vn(x, t) + vn(y, t))α−1
|x− y|(q−q1)s
|x− y|N
dxdydt
≤
(∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
p(vn(x, t) + vn(y, t))
α−1
|x− y|N+ps(vn(x, t)vn(y, t))α
dxdydt
) q
p
×
(∫ T
0
∫∫
Ω×Ω
(vn(x, t) + vn(y, t))
α−1
(vn(x, t)vn(y, t))α
(vn(x, t) + vn(y, t))
pα
p−q
(vn(x, t) + vn(y, t))
p(α−1)
p−q
|x− y|
p(q−q1)s
p−q
|x− y|N
dxdydt
) p−q
p
≤
(∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
p
(
vn(x, t) + vn(y, t)
)α−1
|x− y|N+ps(vn(x, t)vn(y, t))α
dxdydt
) q
p
×
(∫ T
0
∫∫
Ω×Ω
( (vn(x, t)vn(y, t))α
(vn(x, t) + vn(y, t))α−1
) q
p−q |x− y|
p(q−q1)s
p−q dx dy dt
|x− y|N
) p−q
p
.
Using inequality (2.4) and by (3.5), it follows that
(∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
p(vn(x, t) + vn(y, t))
α−1
|x− y|N+ps(vn(x, t)vn(y, t))α
dxdydt
) q
p
≤
(∫ T
0
∫∫
Ω×Ω
|v
p+α−1
p
n (x, t)− v
p+α−1
p
n (y, t)|p
|x− y|N+ps(vn(x, t)vn(y, t))α
dx dy dt
) q
p
≤ C.
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So we obtain
∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
q
|x− y|N+qs1
dx dy dt
≤ c
( ∫ T
0
∫∫
Ω×Ω
( vn(x, t)vn(y, t)
vn(x, t) + vn(y, t)
)α q
p−q (vn(x, t) + vn(y, t))
q
p−q
|x− y|N−
ps(q−q1)
p−q
dx dy dt
) p−q
p
.
Using inequality (2.2), we reach that
(vn(x, t) + vn(y, t))
(
vn(x, t)vn(y, t)
vn(x, t) + vn(y, t)
)α
≤ C1(vn(x, t) + vn(y, t))
α+1
≤ C1v
α+1
n (x, t) + C2v
α+1
n (y, t).
Then,
(3.6)∫ T
0
∫∫
Ω×Ω
|V˜n(x, y, t)|
q
|x− y|N+qs1
dx dy dt
≤ c1
(∫ T
0
∫∫
Ω×Ω
v
(α+1)q
p−q
n (x, t)dx dy dt
|x− y|N−
ps(q−q1)
p−q
) p−q
p
+ c2
( ∫ T
0
∫∫
Ω×Ω
v
(α+1)q
p−q
n (y, t)dx dy dt
|x− y|N−
ps(q−q1)
p−q
) p−q
p
.
Since Ω is a bounded domain, we get the existence of R > 0 such that Ω ⊂⊂ BR(0).
Hence
∫ T
0
∫∫
Ω×Ω
v
(α+1)q
p−q
n (x, t)dx dy dt
|x− y|N−
ps(q−q1)
p−q
≤
∫ T
0
∫
BR(0)
v
(α+1)q
p−q
n (x, t)dx dt
∫
BR(0)
dy
|x− y|N−
ps(q−q1)
p−q
To compute the last integral, we follow closely the radial computations in [11]
and [12]. We set r = |x| and ρ = |y|, then x = rx′, y = ρy′, where |x′| = |y′| = 1.
Define κ = (α+1)qp−q and θ =
ps(q−q1)
p−q , it follows that
∫ T
0
∫∫
Ω×Ω
vκn(x, t)dxdydt
|x− y|N−θ
≤
∫ T
0
∫
BR(0)
vκn(x, t) dx dt
R∫
0
ρN−1
rN−θ


∫
|y′|=1
dHn−1(y′)
|x′ − ρr y
′|N−θ

 dρ.
Setting σ =
ρ
r
, then
∫ T
0
∫∫
Ω×Ω
vκn(x, t)dx dy dt
|x− y|N−θ
≤
∫ T
0
∫
BR(0)
vκn(x, t)|x|
θ dx dt
R
r∫
0
σN−1Kθ(σ) dσ.
where
(3.7) Kθ(σ) =
∫
|y′|=1
dHn−1(y′)
|x′ − σy′|N−θ
= 2
π
N−1
2
β(N−12 )
∫ pi
0
sinN−2(ξ)
(1 − 2σ cos(ξ) + σ2)
N−θ
2
dξ.
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Therefore we conclude that
(3.8)
∫ T
0
∫∫
Ω×Ω
vκn(x, t)dx dy dt
|x− y|N−θ
≤
∫ T
0
∫
BR
3
(0)
vκn(x, t)|x|
θ dx dt
R
r∫
0
σN−1Kθ(σ) dσ
+
∫ T
0
∫
BR(0)\BR
3
(0)
vκn(x, t)|x|
θ dx dt
R
r∫
0
σN−1Kθ(σ) dσ.
Recall that r = |x|, then if x ∈ BR(0)\BR
3
(0), it holds Rr < 3. Hence taking into
consideration that θ > 0 and the behavior of Kθ near 1, we reach that
R
r∫
0
σN−1Kθ(σ) dσ ≤
3∫
0
σN−1Kθ(σ) dσ = C1.
Now, for x ∈ BR
3
(0),
R
r∫
0
σN−1Kθ(σ) dσ =
3∫
0
σN−1Kθ(σ) dσ +
R
r∫
3
σN−1Kθ(σ) dσ = C1 +
R
r∫
3
σN−1Kθ(σ) dσ
≤ C1 + (
R
r
)a
R
r∫
3
σN−1−aKθ(σ) dσ
where a > 0 to be chosen later. It is clear that
R
r∫
3
σN−1−aKθ(σ) dσ ≤
∞∫
3
σN−1−aKθ(σ) dσ.
Choosing a > θ, it follows that
∞∫
3
σN−1−aKθ(σ) dσ = C2 < ∞. Now, going back
to (3.8), it holds
(3.9) ∫ T
0
∫∫
Ω×Ω
vκn(x, t)dx dy dt
|x− y|N−θ
≤ C1
∫ T
0
∫
BR(0)
vκn(x, t)|x|
θ dx dt+ C2R
a
∫ T
0
∫
BR
3
(0)
vκn(x, t)|x|
θ−a dx dt
Recall that κ = (α+1)qp−q , since q <
(p−1)N+ps
N+s , we can choose α > 0 such that
κ < p− 1+ psN . Hence, taking into consideration the result of Lemma 3.2, choosing
a very close to θ and using Ho¨lder inequality, we deduce that
∫ T
0
∫∫
Ω×Ω
v
(α+1)q
p−q
n (x, t)dx dy dt
|x− y|N−
ps(q−q1)
p−q
≤ C.
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In a symmetric way, we can show that
∫ T
0
∫∫
Ω×Ω
v
(α+1)q
p−q
n (y, t)dy dx dt
|x− y|N−
ps(q−q1)
p−q
≤ C for all n.
Going back to (3.6) and taking into consideration the previous estimates, we con-
clude that
(3.10)
∫ T
0
∫∫
Ω×Ω
|u+n (x, t) − u
+
n (y, t)|
q
|x− y|N+qs1
dy dx dt
=
∫ T
0
∫∫
Ω×Ω
|vn(x, t)− vn(y, t)|
q
|x− y|N+qs1
dy dx dt ≤ C.
In the same way and using
(
1 −
1
(u−n (x, t) + 1)α
)
as a test function in (3.2), it
follows that
(3.11)
∫ T
0
∫∫
Ω×Ω
|u−n (x, t) − u
−
n (y, t)|
q
|x− y|N+qs1
dy dx dt ≤ C.
Combining the estimates (3.10) and (3.11), we reach that∫ T
0
∫
Ω
∫
Ω
|un(x, t)− un(y, t)|
q
|x− y|N+qs1
dx dy ≤ C.
Hence we conclude. 
To prove that u ∈ C([0, T ], L1(Ω)), we need the next lemma.
Lemma 3.4. Let {un}n be defined as above, then {un}n converge strongly to u in
C([0, T ], L1(Ω)).
Proof. Let m,n ∈ IN , then for all φ ∈ Lp([0, T ];W s,p0 (Ω)),∫∫
ΩT
(un − um)t(x, t)φ(x, t)dx dt
+
∫∫
ΩT
〈(−∆sp)un(x, t)− (−∆
s
p)um(x, t), φ(x, t)〉dxdt
=
∫∫
ΩT
(fn − fm)φdxdt.
Let φ(x, t) = T1(un − um)[0,t](x, t), with t ≤ T , setting Ωt = Ω× (0, t), we get∫∫
Ωt
〈(un − um)τ (x, τ), T1(un − um)(x, τ)〉dx dτ
+
∫∫
Ωt
〈(−∆sp)un(x, τ) − (−∆
s
p)um(x, τ), T1(un − um)〉dxdτ
=
∫∫
Ωt
(fn − fm)(x, τ)T1(un − um)(x, τ) dx dτ ≤
∫∫
ΩT
|fn − fm|dxdτ.
It is clear that∫∫
ΩT
〈(un − um)τ (x, τ), T1(un − um)(x, τ)〉dx dτ =
∫
Ω
[Θ1(un − um)]
t
0(x, τ) dx.
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Now, by inequality (2.5) we obtain that∫∫
Ωt
〈(−∆sp)un(x, τ) − (−∆
s
p)um(x, τ), T1(un − um)〉dxdτ ≥ 0.
Thus∫
Ω
[Θ1(un − um)](x, t)dx ≤
∫
Ω
[Θ1(un − um)](x, 0)dx +
∫∫
ΩT
|fn − fm|dx dτ.
Recall that Θ1(σ) ≤ |σ|, thus, for all t ≤ T ,∫
Ω
[Θ1(un − um)](x, t) ≤
∫
Ω
|u0n − u0m|dx+
∫∫
ΩT
|fn − fm|dx dτ.
Denote bn,m the right hand side, thus∫
|un−um|<1
|un − um|
2(x, t)dx +
∫
|un−um|>1
|un − um|(x, t)dx ≤ 2bn,m.
Since∫
ΩT
|un − um|(x, t)dx =
∫
|un−um|<1
|un − um|(x, t)dx +
∫
|un−um|>1
|un − um|(x, t)dx
≤
( ∫
|un−um|<1
|un − um|
2(x, t)dx
) 1
2
|ΩT |
1
2 + 2bn,m
≤ |2ΩT |
1
2 b
1
2
n,m + 2bn,m,
taking into consideration that the sequences {fn}n and {u0n}n converge strongly
in L1(ΩT ) and L
1(Ω) respectively, we conclude that bn,m → 0 for n,m→∞.
Therefore we conclude that {un}n is a Cauchy sequence in C([0, T ], L
1(Ω)) and
then un → u in C([0, T ], L
1(Ω)). 
We summarize the previous Lemmas as follows:
• u ∈ C([0, T ], L1(Ω)),
• Tk(u) ∈ L
p(0, T ;W s,p0 (Ω)), u
p−1 ∈ Lσ(ΩT ) for all σ <
N(p−1)+ps
N(p−1) and
• Tk(un)⇀ Tk(u) weakly in L
p(0, T ;W s,p0 (Ω)).
It is clear that un → u a.e. in ΩT , then, since un = 0 a.e. in (IR
N \Ω)× (0, T ), we
get u = 0 a.e. in (IRN \ Ω)× (0, T ).
Recall that
Un(x, y, t) = |un(x, t) − un(y, t)|
p−2(un(x, t)− un(y, t)) and
U(x, y, t) = |u(x, t)− u(y, t)|p−2(u(x, t)− u(y, t)).
Since Ω is a bounded domain, then by the result of Lemma 3.2 and using Vitali’s
Lemma, we reach that
Un → U strongly in L
1((Ω× Ω)× (0, T ), dν dt).
Proof of Theorem 3.1.
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Let φ ∈ C∞0 (ΩT ) and define Φ(x, y, t) = φ(x, t) − φ(y, t), taking φ as a test
function in (3.2), it follows that
(3.12)
∫ ∫
ΩT
untφ(x, t) dx dt +
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)Φ(x, y, t)dν dt
=
∫ ∫
ΩT
fn(x, t)φ(x, t) dx dt.
It is clear that ∫∫
ΩT
untφ(x, t) dx dt = −
∫∫
ΩT
unφt(x, t) dx dt.
Hence
−
∫∫
ΩT
unφt(x, t) dx dt → −
∫∫
ΩT
uφt(x, t) dx dt as n→∞.
In the same way we have∫∫
ΩT
fn(x, t)φ(x, t) dx dt →
∫∫
ΩT
f(x, t)φ(x, t) dx dt as n→∞.
We claim that
(3.13)
∫ T
0
∫∫
DΩ
(
Un(x, y, t)− U(x, y, t)
)
Φ(x, y, t)dν dt→ 0 as n→∞.
Since un → u a.e. in ΩT , then
Un(x, y, t)Φ(x, y, t)
|x− y|N+ps
→
U(x, y, t)Φ(x, y, t)
|x− y|N+ps
a.e. in DΩT ≡ DΩ × (0, T ).
Using the fact that u(x, t) = un(x, t) = φ(x, t) = 0 for all x ∈ (IR
N\Ω)× (0, T ), we
reach that ∫ T
0
∫
IRN\Ω
∫
IRN\Ω
(Un(x, y, t)− U(x, y, t))Φ(x, y, t)dν dt = 0.
Thus ∫ T
0
∫∫
DΩ
(Un(x, y, t)− U(x, y, t))Φ(x, y, t)dν dt
=
∫ T
0
∫∫
Ω×Ω
(Un(x, y, t)− U(x, y, t))Φ(x, y, t)dν dt
+
∫ T
0
∫
IRN\Ω
∫
Ω
(Un(x, y, t)− U(x, y, t))Φ(x, y, t)dν dt
+
∫ T
0
∫
Ω
∫
IRN\Ω
(Un(x, y, t)− U(x, y, t))Φ(x, y, t)dν dt
= I1 + I2 + I3.
Since Un → U strongly in L
1((Ω× Ω)× (0, T ), dνdt), then I1 → 0 as n→∞.
We deal now with I2. It is clear that in (Ω×BR\Ω)× (0, T ), we have
|(Un(x, y, t)− U(x, y, t))Φ(x, y, t)| ≤ (|un(x, t)|
p−1 + |u(x, t)|p−1)|φ(x, t)|.
Since
sup
{x∈Suppφ, y∈BR\Ω}
1
|x− y|N+ps
≤ C,
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then∣∣∣(Un(x, y, t)− U(x, y, t))Φ(x, y, t)
|x− y|N+ps
∣∣∣ ≤ C(|un(x, t)|p−1 + |u(x, t)|p−1)|φ(x, t)|
≡ Qn(x, y, t).
Notice that Qn → Q strongly in L
1((Ω×BR\Ω)× (0, T )) with
Q(x, y, t) = 2|u(x, t)|p−1|φ(x, t)|.
Therefore, using the Dominated convergence Theorem we reach that I2 → 0 as n→
∞. In the same way we obtain that I3 → 0 as n→∞. Hence the claim follows.
As a conclusion and passing to the limit in (3.12) there results that
−
∫∫
ΩT
uφt(x, t) dx dt +
1
2
∫ T
0
∫∫
ΩT
U(x, y, t)Φ(x, y, t)dν dt
=
∫∫
ΩT
f(x, t)φ(x, t) dx dt.
Hence we conclude.
Remark 2. The same existence result holds also if (f, u0) ∈ M
1(ΩT ) ×M
1(Ω),
the set of Radon measures on ΩT and Ω respectively.
4. Nonnegative solutions obtained as limit of approximation are
entropy solutions
We state now the definition of entropy solution inspired from [19].
Definition 4.1. Let (f, u0) ∈ L
1(ΩT ) × L
1(Ω) be nonnegative functions. We say
that u ∈ C([0, T ];L1(Ω)) is an entropy solution to the problem (1.1) if u ∈ T s,p0 (ΩT )
and
(1) Setting
(4.1)
Rh =
{
(x, y, t) ∈ IR2N × (0, T ) : h+ 1 ≤ max{|u(x, t)|, |u(y, t)|}
with min{|u(x, t)|, |u(y, t)|} ≤ h or u(x, t)u(y, t) < 0
}
then
(4.2)
∫∫∫
Rh
|u(x, t)− u(y, t)|p−1dν dt→ 0 as h→∞.
(2) For all v ∈ Lp((0, T );W s,p(Ω)) ∩ L∞(ΩT ) ∩ C([0, T ];L
1(Ω)) with vt ∈
Lp
′
((0, T );W−s,p
′
(Ω)) we have
(4.3) ∫
Ω
Θk(u− v)(x, T )dx−
∫ T
0
〈vt, Tk(u− v)〉dt
+
1
2
∫ T
0
∫∫
DΩ
U(x, y, t)[Tk(u(x, t) − ϕ(x, t)) − Tk(u(y, t)− ϕ(y, t))]dν dt
≤
∫
Ω
Θk(u0(x) − v(x, 0))dx +
∫∫
ΩT
fTk(u− v)dxdt,
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where Θk(σ) =
∫ σ
0
Tk(a)da.
We will prove that for nonnegative data (f, u0) ∈ L
1(ΩT ) × L
1(Ω), the weak
solution obtained in the previous Section, is an entropy solution in the sense of
Definition 4.1. Notice that, as a by product, we recover the proof that any solution
as limit of approximations is an entropy solution, as in the local case.
Theorem 4.2. Assume that (f, u0) ∈ L
1(ΩT )×L
1(Ω) are nonnegative functions,
then the weak solution to problem (1.1) obtained in Theorem 3.1 is an entropy non
negative solution in the sense of Definition 4.1.
Proof. We have just to show that the weak solution obtained in Theorem 3.1
satisfies the conditions (4.2) and (4.3) stated in Definition 4.1. It is clear that, in
this case, the sequence {un}n of solution to the approximating problems (3.2) is
increasing in n and then un ↑ u a.e in ΩT .
Let us begin by proving estimate (4.2). Since u, un ≥ 0, then the set Rh defined
in (4.1) is reduced to
Rh =
{
(x, y, t) ∈ IR2N×(0, T ) : h+1 ≤ max{u(x, t), u(y, t)} with min{u(x, t), u(y, t)} ≤ h
}
.
Using T1(Gh(un)) as a test function in (3.2), it follows that
∫∫
ΩT
untT1(Gh(un(x, t))) dx dt
+
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)[T1(Gh(un(x, t))) − T1(Gh(un(y, t)))]dν dt
=
∫∫
ΩT
fn(x, t)T1(Gh(un(x, t))) dx dt ≤
∫∫
ΩT∩{un≥h}
fn(x, t)dx dt.
Notice that∫∫
ΩT
untT1(Gh(un(x, t))) dx dt =
∫
Ω
Θ˜h(un)(x, T )dx −
∫
Ω
Θ˜h(un)(x, 0)dx
where Θ˜h(σ) =
∫ σ
0
T1(Gh(a))da. It is clear that Θ˜h(σ) ≤ σ for all σ ≥ 0.
Taking into consideration that un ≥ 0, it holds
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)[T1(Gh(un(x, t)))− T1(Gh(un(y, t)))]dν dt
≤
∫
Ω
Θ˜h(un)(x, 0)dx +
∫∫
ΩT∩{un≥h}
fn(x, t)dx dt
≤
∫
u0>h
u0(x)dx +
∫∫
ΩT∩{un≥h}
fn(x, t)dx dt.
It is not difficult to show that
Un(x, y, t)[T1(Gh(un(x, t))) − T1(Gh(un(y, t)))] ≥ 0.
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Thus, using Fatou’s lemma, we conclude that
1
2
∫ T
0
∫∫
DΩ
U(x, y, t)[T1(Gh(u(x, t))) − T1(Gh(u(y, t)))]dν dt ≤
lim inf
n→∞
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)[T1(Gh(un(x, t))) − T1(Gh(un(y, t)))]dν dt
≤
∫
u0≥h
u0(x)dx +
∫∫
ΩT∩{un≥h}
fn(x, t)dx dt.
Since
Un(x, y, t)[T1(Gh(u(x, t))) − T1(Gh(u(y, t)))] ≥ |u(x, t)− u(y, t)|
p−1 in Rh,
then, using the fact that∫
u0≥h
u0(x)dx +
∫∫
ΩT∩{un≥h}
fn(x, t)dx dt→ 0 as h→∞,
we conclude that∫∫∫
Rh
|u(x, t)− u(y, t)|p−1dν dt→ 0 as h→∞
and then (4.2) holds.
Let now v ∈ Lp(0, T ;W s,p0 (Ω)) ∩ L
∞(ΩT ) be such that L
p′(0, T ;W−s,p
′
0 (Ω)).
Taking Tk(un − v) as a test function in (3.2), we reach that
(4.4) ∫∫
ΩT
untTk(un − v) dx dt
+
1
2
∫ T
0
∫∫
DΩ
Un(x, y, t)[Tk(un(x, t) − v(x, t)) − Tk(un(y, t)− v(y, t))]dν dt
=
∫∫
ΩT
fn(x, t)Tk(un(x, t)− v(x, t)) dx dt.
Let us study the limit, as n→∞, of each term of the pervious identity.
By the Dominated Convergence theorem one can easily show that, as n→∞,∫∫
ΩT
fn(x, t)Tk(un(x, t) − v(x, t)) dx dt →
∫∫
ΩT
f(x, t)Tk(u(x, t) − v(x, t)) dx dt.
Since unt = (un − v)t + vt one has∫∫
ΩT
untTk(un − v) dx dt =
∫
Ω
[Θk(un − v)](T ) dx−
∫
Ω
[Θk(un − v)](0)dx−
∫∫
ΩT
vtTk(un − v) dx dt.
Using the fact that un → u strongly in C([0, T ], L
1(Ω)) and since Θk is Lipschitz
continuous, one has, as n→∞,∫
Ω
[Θk(un − v)](T ) dx→
∫
Ω
[Θk(u − v)](T ) dx
and ∫
Ω
[Θk(un − v)](0) dx→
∫
Ω
[Θk(u0 − v(0))] dx.
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We analyze now the term
∫∫
ΩT
vtTk(un − v) dxdt. Since v ∈ L
∞(ΩT ), letting
M = ||v||∞, then Tk(un − v) = Tk(TM+k(un) − v). Thus Tk(un − v) ⇀ Tk(u − v)
weakly in Lp(0, T ;W s,p0 (Ω)). As vt ∈ L
p′(0, T ;W−s,p
′
0 (Ω)), then a duality argument
allows us to conclude that∫∫
ΩT
vtTk(un − v) dx dt →
∫∫
ΩT
vtTk(u− v) dx dt.
We deal now with the second term in (4.4). We follow closely the same arguments
as in [1], for the reader convenience and to make the paper self contained we include
here all details.
We set
wn = un − v and Wn(x, y, t) = |wn(x, t) − wn(y, t)|
p−2(wn(x, t)− wn(y, t)),
then
Un(x, y, t)[Tk(un(x, t)−v(x, t))−Tk(un(y, t)−v(y, t))] =: K1,n(x, y, t)+K2,n(x, y, t),
where
K1,n(x, y, t) =Wn(x, y, t)[Tk(wn(x, t)) − Tk(wn(y, t))],
and
K2,n(x, y, t) =
[
Un(x, y, t)−Wn(x, y, t)
]
[Tk(wn(x, t)) − Tk(wn(y, t))].
It is clear that K1,n(x, y, t) ≥ 0 a.e. in DΩ × (0, T ), since
K1,n(x, y, t) → W (x, y, t)[Tk(w(x, t)) − Tk(w(y, t))] a.e. in DΩT ,
as n→∞, where
w = u− v and W (x, y, t) = |w(x, t) − w(y, t)|p−2(w(x, t) − w(y, t)).
Hence, using Fatou’s Lemma, we obtain that∫ T
0
∫∫
DΩ
K1,n(x, y, t)dν dt ≥
∫ T
0
∫∫
DΩ
W (x, y, t)[Tk(w(x, t)) − Tk(w(y, t))]dν dt.
We deal now with K2,n.
We set
σ1(x, y, t) = un(x, t)− un(y, t) and σ2(x, y, t) = wn(x, t)− wn(y, t).
Then
K2,n(x, y, t) =
[
|σ1(x, y, t)|
p−2σ1(x, y, t)− |σ2(x, y, t)|
p−2σ2(x, y, t)
]
×[Tk(wn(x, t))− Tk(wn(y, t))].
We claim that, as n→∞,
(4.5)
∫ T
0
∫∫
DΩ
K2,n(x, y, t)dν dt→∫ T
0
∫∫
DΩ
[
U(x, y, t)−W (x, y, t)
]
[Tk(w(x, t)) − Tk(w(y, t))]dν dt
We divide the proof of the claim into two cases according to the value of p.
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The singular case p ∈ (1, 2]: In this case we have∣∣∣|σ1(x, y, t)|p−2σ1(x, y, t)− |σ2(x, y, t)|p−2σ2(x, y, t)
∣∣∣
≤ C|σ1(x, y, t)− σ2(x, y, t)|
p−1 = C|v(x, t)− v(y, t)|p−1.
Thus
|K2,n(x, y, t)| ≤ C|v(x, t) − v(y, t)|
p−1|Tk(w(x, t)) − Tk(w(y, t))| ≡ K˜2,n(x, y, t).
Using Lemma 3.2, we get that
|Tk(wn(x, t))−Tk(wn(y, t))| → |Tk(w(x, t))−Tk(w(y, t))| strongly in L
p′(DΩT , dν).
Since v ∈ Lp(0, T ;W s,p0 (Ω)) ∩ L
∞(ΩT ), by duality argument we conclude that
K˜2,n → C|v(x, t) − v(y, t)|
p−1|Tk(w(x, t)) − Tk(w(y, t))| strongly in L
1(DΩT , dν).
Using the Dominated Convergence theorem we reach that∫ T
0
∫∫
DΩ
K2,n(x, y, t)dν dt→
∫ T
0
∫∫
DΩ
[
U(x, y, t)−W (x, y, t)
]
[Tk(w(x, t)) − Tk(w(y, t))]dν dt,
as n→∞ and the claim follows in this case.
The degenerate case p > 2: In this case we have∣∣∣|σ1(x, y, t)|p−2σ1(x, y, t)− |σ2(x, y, t)|p−2σ2(x, y, t)
∣∣∣
≤ C1|σ1(x, y, t)− σ2(x, y, t)|
p−1 + C2|σ2(x, y, t)|
p−2|σ1(x, y, t)− σ2(x, y, t)|
≤ C1|v(x, t) − v(y, t)|
p−1 + C2|v(x)− v(y)||wn(x, t)− wn(y, t)|
p−2
≤ C1|v(x, t)− v(y, t)|
p−1 + C2|v(x, t) − v(y, t)||un(x, t)− un(y, t)|
p−2.
Thus
|K2,n(x, y, t)| ≤ C1|v(x, t) − v(y, t)|
p−1|Tk(wn(x, t))− Tk(wn(y, t))|
+ C2|v(x, t) − v(y, t)||un(x, t)− un(y, t)|
p−2|Tk(wn(x, t))− Tk(wn(y, t))|
≡ K¯2,n(x, y, t) + Kˇ2,n(x, y, t).
The term K¯2,n(x, y, t) can be treated as K˜2,n above. Hence it remains to deal with
Kˇ2,n(x, y, t).
We define
D1 = {(x, y, t) ∈ DΩT : un(x, t) ≤ k˜, un(y, t) ≤ k˜},
where k˜ >> k + ||v||∞ is a large constant. Using duality argument we obtain
Kˇ2,n(x, y, t)χD1 →
C2|v(x, t) − v(y, t)||u(x, t)− u(y, t)|
p−2|Tk(w(x, t)) − Tk(w(y, t))|χ{u(x,t)≤k˜,u(y,t)≤k˜}
strongly in L1(DΩT , dν).
Now, consider the set
D2 = {(x, y, t) ∈ DΩT : un(x, t) ≥ k1, un(y, t) ≥ k1},
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where k1 > k + ||v||∞, then Kˇ2,n(x, y, t)χD2 (x, y, t) = 0.
It is clear that, taking into consideration the previous computations, that we
have just to analyze the convergence on the set
D3 = {(x, y, t) ∈ DΩT : un(x, t) ≥ 2k, un(y, t) ≤ k},
or
D4 = {(x, y, t) ∈ DΩT : un(y, t) ≥ 2k, un(x, t) ≤ k}.
If (x, y, t) ∈ D3, then
Kˇ2,n(x, y, t)χD3 (x, y, t)
≤ C(k)
∣∣∣∣v(x, t) − v(y, t)
∣∣∣∣
∣∣∣∣Tk(wn(x, t))− Tk(wn(y, t))
∣∣∣∣up−2n (x, t)χD3(x, y, t).
Notice that
up−2n (x, t)χD3 (x, y, t)⇀ u
p−2(x, t)χ{u(x,t)≥2k,u(y,t)≤k} weakly in L
p−1
p−2 (DΩT , dν).
Since
[
|v(x, t) − v(y, t)||Tk(wn(x, t))− Tk(wn(y, t))|
]p−1
χ{u(x,t)≥2k,u(y,t)≤k}
≤ kp−2|v(x, t) − v(y, t)|p−1
∣∣∣∣Tk(wn(x, t)) − Tk(wn(y, t))
∣∣∣∣χ{u(x,t)≥2k,u(y,t)≤k}
The duality argument allows us to conclude that
[
|v(x, t)− v(y, t)||Tk(wn(x, t)) − Tk(wn(y, t))|
]p−1
χ{u(x,t)≥2k,u(y,t)≤k} →[
|v(x, t) − v(y, t)||Tk(w(x, t)) − Tk(w(y, t))|
]p−1
χ{u(x,t)≥2k,u(y,t)≤k}
strongly in L1(DΩ, dν) as n→∞.
Thus
Kˇ2,nχD3 →
C2|v(x, t) − v(y, t)||u(x, t)− u(y, t)|
p−2|Tk(w(x, t)) − Tk(w(y, t))|χ{u(x,t)≥2k,u(y,t)≤k}
strongly in L1(DΩT , dν).
In the same way we can treat the set D4.
Therefore, combining the above estimates and using the Dominate Convergence
theorem, we conclude that
∫ T
0
∫∫
DΩ
K2,n(x, y, t)dν dt→
∫ T
0
∫∫
DΩ
[
U(x, y, t)−W (x, y, t)
]
[Tk(w(x, t)) − Tk(w(y, t))]dν dt
as n→∞ and the claim follows in this case.
20 B. ABDELLAOUI, A. ATTAR, R. BENTIFOUR & I. PERAL
Therefore, as a conclusion we have proved that∫
Ω
[Θk(u− v)](T ) dx−
∫
Ω
[Θk(u− v)](0)dx −
∫∫
ΩT
vtTk(u− v) dx dt
+
1
2
∫ T
0
∫∫
DΩ
U(x, y, t)[Tk(u(x, t)− v(x, t)) − Tk(u(y, t)− v(y, t))]dν dt
≤
∫∫
ΩT
f(x, t)Tk(u(x, t)− v(x, t)) dx dt.
and the result follows at once.
5. Further results.
5.1. Extinction in the finite time. In this subsection we suppose that f ≡ 0
and p < 2, our main goal is to get natural condition in order to show that the
nonnegative solution is zero for large time. The first result in this direction is the
following.
Theorem 5.1. Assume that 2NN+2s ≤ p < 2 and u0 ∈ L
2(Ω). Let u be the unique
nonnegative solution to the problem .
(5.1)


ut + (−∆
s
p)u = 0 in ΩT ,
u ≥ 0 in Ω,
u = 0 in IRN \Ω× (0, T ),
u(x, 0) = u0(x) in Ω,
then there exists a finite time T ∗(N, p, |Ω|, ||u0||2) ≡ T
∗ ≤ 2(2−p)S ||u0||
2−p
2 |Ω|
p
2−
p
p∗s
such that u(., t) ≡ 0 for t ≥ T ∗.
Proof. We follow closely the arguments used in [5]. For the reader convenience we
include here some details. Using u as a test function in (5.1), we get
1
2
d
dt
∫
Ω
u2dx+
1
2
∫∫
DΩ
|u(x, t)− u(y, t)|p
|x− y|N+ps
dx dy = 0.
By the Sobolev inequality, we reach that
1
2
d
dt
∫
Ω
u2dx+
S
2
(∫
Ω
|u|p
∗
s dx
) p
p∗s
≤ 0.
Suppose that 2NN+2s < p < 2, then p
∗
s > 2, thus by Ho¨lder inequality, we obtain∫
Ω
u2(x, t)dx ≤ |Ω|
1− 2
p∗s
( ∫
Ω
| up
∗
s (x, t) dx
) 2
p∗s .
Thus
1
2
d
dt
‖ u(x, t) ‖22 +
S
2
|Ω|
p
p∗s
− p2 ‖ u(x, t) ‖p2≤ 0
and then
‖ u(x, T ) ‖2≤‖ u0 ‖2
(
1−
(2− p)S2 |Ω|
p
p∗s
− p2 T
‖ u0 ‖
2−p
2
) 1
2−p
.
Hence if T ≥ T ∗ ≡ 2(2−p)S ||u0||
2−p
2 |Ω|
p
2−
p
p∗ , then u(x, T ) = 0 and the result follows.

In the case where 1 < p < 2NN+2s , under suitable hypothesis on u0, we can prove
the finite time extinction property. More precisely we have.
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Theorem 5.2. Suppose that 1 < p < 2NN+2s and u0 ∈ L
ν+1(Ω) ∩ L2(Ω) with
ν + 1 = N(2−p)ps , then there exists T
∗ such that u(., t) ≡ 0 for all t ≥ T ∗.
Proof. We use uν as test function in (5.1), then
1
ν + 1
d
dt
∫
Ω
uν+1dx
+
1
2
∫∫
DΩ
|u(x, t)− u(y, t)|p−2(u(x, t)− u(y, t))
|x− y|N+ps
(uν(x, t) − uν(y, t))dx dy = 0.
Hence, by inequality(2.3), we get
1
ν + 1
d
dt
∫
Ω
uν+1dx +
C
2
∫∫
DΩ
|u
p+ν−1
p (x, t)− u
p+ν−1
p (y, t)|p
|x− y|N+ps
dy dx ≤ 0
Using now Sobolev inequality there results
1
ν + 1
d
dt
∫
Ω
uν+1dx+ C
(∫
Ω
u
(ν+p−1)
p
p∗sdx
) p
p∗s
≤ 0.
Recall that ν = N(2−p)−psps , then
ν+p−1
p p
∗
s = ν + 1.
1
ν + 1
d
dt
||u(x, t)||ν+1ν+1 + S||u(x, t)||
ν+p−1
ν+1 ≤ 0
Now, we get that
||u(x, T )||ν+1 ≤ ||u0||ν+1
(
1−
c(2− p)T
‖ u0 ‖
2−p
ν+1
) 1
2−p
.
Hence the result follows. 
5.2. Non Finite speed of propagation. It is wellknown that for the local p-
laplacian parabolic problem with p > 2, there is a phenomenon of finite speed of
propagation. In fact, the fundamental solution obtaided by G. Barenblatt allows to
prove finite speed of propagation by using comparison arguments.
The meaning of finite speed of propagation in the local case can be summarized
as follows:
Assume that we have an inial data such that supp(u0) is a compact set, then
supp(u(, t)) is a compact set of Ω for t < t1.
We can rewrite the previous notion by saying that:
Given an initial data with finite support, u0, for all t > 0, there exists R > 0
such that u(x, t) = 0 if |x| > R.
Let us consider the nonlocal problem (5.1) with Ω ≡ IRN and a bounded non-
negative data u0 with compact support.
If we assume that the finite speed of propagation holds, we get a contradiction
with the fact that u ∈ C([0, T ), L1(RN )).
Indeed, suppose that for t0 > 0, there exists x0 ∈ RN such that the solution
verifies that u(x0, t0) = 0. Then (x0, t0) is a global minimum, hence
0 =
∫
RN
|u(y, t0)|
p−2u(y, t0)
|x− y|N+ps
dy.
Since u(x, t) ≥ 0, we find that u(x, t0) = 0 for all x ∈ R
N .
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Recall that u ∈ C([0, T ), L1(RN )), thus by continuity for t small, we have∫
RN
u(x, t)dx > 0 and then we reach a contradiction.
Notice that if p > 2, as in the local case, by a scaling arguments the equation
can be reduced to the self-similar variable and the corresponding Barenblatt type
solution can be obtained. Following the radial computations in [11] and [12], we
get that a self-similar solution u(x, t) = t−NβΥ( rtβ ) with r = |x|, β =
1
ps+N(p−2) ,
must to solve the following equation
β
[
NΥ(r) + rΥ′(r)
]
=
1
rps
∫ ∞
0
|Υ(r)−Υ(σr)|p−2(Υ(r)−Υ(σr))σN−1Ks(σ)dσ
where
Ks(σ) =
∫
|y′|=1
dHn−1(y′)
|x′ − σy′|N+ps
= 2
π
N−1
2
β(N−12 )
∫ pi
0
sinN−2(ξ)
(1 − 2σ cos(ξ) + σ2)
N+ps
2
dξ.
Since Υ 	 0, then Υ(σ) > 0 for all σ > 0. We refer to [20] where additional
properties of the previous profile and the asymptotic behavior are studied.
5.3. Extinction for Concave case. Let consider now the problem
(5.2)


ut + (−∆
s
p)u = u
q in ΩT ,
u ≥ 0 in Ω,
u = 0 in IRN \ Ω× (0, T ),
u(x, 0) = u0(x) in Ω,
where q ≤ 1, the result obtained is similar as in the [3] and [17] in the local case.
For the reader convenience we include the calculations in the fractional case.
Theorem 5.3. Let 1 < p < 2 and u0 ∈ L
2(Ω), then for u0 ∈ L
2(Ω) and for
all p − 1 < q ≤ 1 the problem (5.2) has a nonnegative minimal solution u ∈
Lp(0, T ;W s,p0 (Ω)), moreover if p >
2N
N+2s ; then under a smallness condition on
||u0||2, there exists a finite time T
∗ such that u(., t) ≡ 0 for all t ≥ T ∗.
Proof. We begin by the case q = 1. Let un be the minimal solution of the approx-
imated problem
(5.3)


unt + (−∆
s
p)un = u
q
n in ΩT ,
un = 0 in IR
N\Ω× (0, T ),
un(x, 0) = u0n(x) in Ω,
taking un as a test function in (5.3), we obtain
(5.4)
1
2
d
dt
∫
Ω
u2ndx−
∫
Ω
u2ndx+
1
2
∫∫
DΩ
|un(x, t)− un(y, t)|
p
|x− y|N+ps
dxdy = 0.
Thus by Gronwall inequality we conclude
∫
Ω
u2n(x, T )dx+
1
2
∫ T
0
∫∫
DΩ
|un(x, t)− un(y, t)|
p
|x− y|N+ps
dxdy ≤ ||u0||
2
2e
2T .
Therefore we reach that {un}n is bounded in L
p(0;T ;W s,p0 (Ω)) ∩ L
2(ΩT ). Thus
un ↑ u with u ∈ L
p(0, T ;W s,p0 (Ω)) and u is the minimal solution to problem (5.2).
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Let us assume now that 2NN+2s < p < 2, using Sobolev inequality in (5.4) there
result that
1
2
d
dt
∫
Ω
u2ndx−
∫
Ω
u2ndx+
S
2
(∫
Ω
|un|
p∗s dx
) p
p∗s
≤ 0.
Thus
d
dt
(
e−2t
∫
Ω
u2ndx
)
+ Se−(2−p)t
(∫
Ω
(
e−2t|un
∣∣)p∗sdx
) p
p∗s
≤ 0.
Since 2NN+2s < p < 2, then p
∗ > 2, therefore by setting F (t) = e−2t
∫
Ω
u2ndx and
using Ho¨lder inequality, it follows that
F ′(t)
F
p
2 (t)
≤ −Ce−(2−p)t.
Integrating in time, we obtain that
F 1−
p
2 (t) ≤ F 1−
p
2 (0) + C
[ 1
2− p
e−(2−p)t −
1
2− p
]
.
Thus
F (t) ≤
[
F 1−
p
2 (0) + C
( 1
2− p
e−(2−p)t −
1
2− p
)] 22−p
.
Recalling that F (0) =
∫
Ω u
2 (x, 0) dx = ‖u0‖
2
L2 ; so if
‖u0‖L2 ≤
[
C
2− p
] 12−p
.
We obtain F (t) ≤ 0 for some T ∗ = T ∗ (C, p) and then the extinction result
follows.
Let consider now the case where q < 1. It is not difficult to see that the same
estimates as above allow us to get the existence of minimal solution. Hence we
have just to proof the extinction result.
Since p > 2NN+2s , then we get the existence of 0 < ν < 1, closed to 1 such that
(ν + p− 1)
N
N − p
> ν + 1 > q + ν.
Using (un + ε)
ν − εν , ν > 0; as test function in (5.3), if holds
d
dt
∫
Ω
(un + ε)
ν+1
ν + 1
dx+
1
2
∫∫
DΩ
Un(x, y, t)((un + ε)
ν(x, t)− (un + ε)
ν(y, t))
|x− y|N+ps
dx dy
≤
∫
Ω
(un + ε)
q+νdx.
Hence, by inequality(2.3), we get
C
2
∫∫
DΩ
|(un + ε)
p+ν−1
p (x, t) − (un + ε)
p+ν−1
p (y, t)|p
|x− y|N+ps
dx dy
+
1
ν + 1
d
dt
∫
Ω
(un + ε)
ν+1dx ≤
∫
Ω
(un + ε)
q+νdx.
Using now Sobolev inequality, it follows that
(5.5)
1
ν + 1
d
dt
∫
Ω
(un + ε)
ν+1dx+ C
(∫
Ω
(un + ε)
(ν+p−1)
p
p∗sdx
) p
p∗s
≤
∫
Ω
(un + ε)
q+νdx.
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Since (ν + p− 1) NN−ps > ν + 1 > q + ν, then using Young inequality, there results
that∫
Ω
(un + ε)
q+νdx ≤ Cη
∫
Ω
(un + ε)
ν+1dx + η
∫
Ω
(un + ε)
ν+p−1dx
≤ Cη
∫
Ω
(un + ε)
ν+1dx + ηC(Ω)
(∫
Ω
(un + ε)
ν+p−1
p
p∗sdx
) p
p∗s
.
By substituting in (5.5) and choosing η small enough, we conclude that
1
ν + 1
d
dt
∫
Ω
(un+ ε)
ν+1dx+C1
(∫
Ω
(un + ε)
(ν+p−1)
p
p∗sdx
) p
p∗s
≤ C2
∫
Ω
(un+ ε)
1+νdx,
with C1, C2 > 0 depending only on the data and are independent of n and ε.
Passing to the limit as ε→ 0, and by setting F (t) = e−C2t
∫
Ω
uν+1n dx, as in the
case q = 1,
F ′ + C3e
C4tF
ν+p−1
ν+1 ≤ 0,
where C3 > 0 depends only on ν,N, p,Ω and C4 =
ν+p+1
ν+1 C2. Thus as in the first
case, if F (0) ≡
∫
Ω u
ν+1
0 dx is small then we get a finite time extinction. Since Ω is
a bounded domain, then under the condition that ||u0||L2 is small we get the same
conclusion. Hence the proof is complete. 
In the case where 1 < p < 2NN+2s , under suitable hypothesis on u0, we can prove
the finite time extinction property. More precisely we have.
Theorem 5.4. Suppose that 1 < p < 2NN+2s , p−1 < q ≤ 1 and u0 ∈ L
ν+1(Ω)∩L2(Ω)
with ν + 1 = N(2−p)ps , then there exists T
∗ such that u(., t) ≡ 0 for all t ≥ T ∗.
If q < p − 1, then a different phenomenon appears, more precisely we have the
following result.
Theorem 5.5. Assume that 1 < p < 2 and let q < p− 1, then the problem
(5.6)


ut + (−∆
s
p)u = u
q in Ω× (0, T ),
u = 0 in IRN\Ω× (0, T ),
u(x, 0) = 0 in Ω,
has a global solution u such that u(x, t) > 0 for all t > 0 and x ∈ Ω, namely there
is non finite time extinction, moreover, u(., t) ↑ w as t→∞ where w is the unique
positive solution to problem
(5.7)
{
(−∆sp)w = w
q in Ω,
w = 0 in IRN\Ω.
Proof. The proof use the sub-supersolution argument. Without loss of generality
we can assume that Ω ⊂ B1(0). Since p < 2, then q < 1.
Let us begin by the construction of a suitable subsolution.
Define µ(t) = (1 − q)t
1
1−q , it is clear that µ solves µ′ = cµq with µ(0) = 0.
Consider w the unique positive solution to problem (5.7), then w ∈ L∞(Ω). Setting
V (x, t) = µ(εt)w(x), it holds that v solves
Vt −∆
s
pV = εµ
q(εt)w(x) + µp−1(εt)wq
≤ εµq(εt)w(x) + µp−1(εt)wq(x).
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It is clear that µp−1(εt) ≤ c0µ
q(εt) for all t ∈ [0, T ] and w ≤ c1w
q in Ω, thus we
can choose ε and C, depending only on T and c1 such that
Vt −∆pV ≤ V
q in Ω× (0, T ).
Hence v is a subsolution to problem (5.6). Using the fact that w is a supersolution
to (5.6) with v ≤ cw in Ω×(0, T ), then by the sub-supersolution argument we reach
the existence of a global solution u ≥ V in Ω × (0, T ). It is clear that u(x, t) > 0
for all (x, t) ∈ Ω× (0, T ).
To prove that u(., t) ↑ w as t → ∞, for t0 > 0, define v(x, t, t0) = u(x, t − t0)
where t ≥ t0 then v solves:
(5.8)


vt −∆
s
pv = v
q in Ω× (t0, T ),
v = 0 in IRN\Ω× (t0, T ),
v(x, t0) = 0 in Ω.
Since u(x, t0) > 0, by the weak comparison principle we reach that v ≤ u for all
t > t0. As t0 is arbitrary, then u cannot converge to 0. Now using un as a test
function in (5.3), it follows that
1
2
d
dt
∫
Ω
u2ndx+
1
2
∫∫
DΩ
|un(x, t)− un(y, t)|
p
|x− y|N+ps
dx dy ≤
∫
Ω
uq+1n dx
Since q < p− 1, by Ho¨lder and Poincare´ inequalities, we reach that
‖ un(., t) ‖W s,p0 (Ω)≤ C.
uniformly in t. Moreover u(x, t) ≤ w(x). Classical results implies that lim
t→∞
u(x, t) =
u¯(x) exists and solves (5.7). Hence by uniqueness we conclude that u¯ = w and the
results follows . 
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