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Purpose: To assess the Computed Tomography (CT) image quality by: first, developing custom 
phantoms with variable, controllable and repeatable texture features for the assessment of 
high-resolution CT scanners; second, applying the dynamic Fluence Field Modulation (FFM) 
technique and validating its efficacy by conducting a human observer study. 
Methods: Procedural routines for texture generation were developed based on constrained 
sphere packing within specified volumes. Repeatability in phantom production was investigated 
by printing ensembles phantoms of the same design. They were scanned and registered for 
assessment of measures across different prints, permitting computation of standard deviation 
volumes and various radiomic measures to quantify variability. Tissue contrast control was 
achieved by immersing these phantoms in potassium phosphate solutions with varying 
concentrations. 
Dynamic FFM was achieved by combining view-dependent Tube Current Modulation (TCM) and 
spatially modulating the X-ray beam through the Moiré patterns produced by the relative 
motion of Multiple Aperture Devices (MADs). Three different FFM imaging protocols were 
designed, and a 9 Alternative Forced Choice (9AFC) human observer study was to be conducted 
to evaluate their imaging performances. 
Results: All texture inserts being developed exhibited great similarity with respect to the 
corresponding anatomical textures. The textures further depended on the 3D printer nozzle 
size: smaller nozzle resulted in higher printing quality and precision but with higher variability. 




standard deviation maps indicated high repeatability of the texture features. Results for the 
assessment of different FFM imaging protocols via the human observer study are ongoing 
pending Institutional Review Board (IRB) review. 
Conclusion: The 3D printed texture phantoms offer a highly repeatable and flexible method to 
probe the ability of high-resolution CT to reproduce textures in reconstructed images. With 
increasing focus on task-based image quality and radiomics, such custom phantoms have the 
potential to play an increasing role in imaging performance assessments. The observer study 
with different FFM strategies helps to evaluate the detectability of certain texture features in 
CT scans. In summary, both the procedural phantom generation and the human observer study 
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1. General Introduction to Computed Tomography 
Tomography refers to the cross-sectional imaging of an object from either transmission or 
reflection data collected by illuminating the object from many different directions [1]. This kind 
of visualization technique of patient anatomy differs from traditional 2D radiography by the 
capability of fully resolving the overlaying structure in the human body, which significantly 
helps the radiologists to diagnose disease. The basic mechanism of the Computed Tomography 
(CT) scanner is to take 1-D or 2-D projection data at certain steps in a full rotation (limited 
angle-of-view tomography is outside of the scope of this master thesis and will not be 
discussed), which are the measurements of the X-ray attenuation along the line between the X-
ray source and the X-ray detectors. These projection data are then used to reconstruct the 
cross-sectional images. The introduction of the CT scanners is divided into 4 parts: first, we walk 
through several different CT scanning modes which are characterized by different scanning 
geometries; second, the basics of how X-ray interacts with objects and reconstruction methods 
for different scanning geometries are discussed; third, the common CT image quality 
assessments and CT system evaluation methods are introduced, as well as the need for novel, 







1.1 Different geometries of CT scanners 
There are several different scanning geometries for CT scanners, which include the parallel-
beam, fan-beam and cone-beam geometries. Their working principles, applications as well as 
pros and cons are discussed in the following sub-sections. 
1.1.1 Parallel-beam scanning geometry 
The CT scanner adopting the parallel-beam scanning geometry is also called the First-
generation (1G) CT scanner. It’s no longer manufactured for medical imaging, but its geometry 
is useful to understand and explain the theoretical ideas underlying image reconstruction. In 
short, the parallel-beam mode consists of 1) an X-ray source (whose X-ray beam has been 
collimated to a thin line; 2) a single detector moving in unison with the X-ray source along a 
linear path tangent to a circle which contains the object [2]. After one linear scanning, the X-ray 
source and the detector rotate to a new angle and repeated the previous process until a full 
rotation around the object is completed. The schematic of the parallel-beam geometry is as 
follows: 
 




This kind of geometry has the following advantages: first, arbitrary number of rays from the X-
ray source could be measured for a given projection at certain angle of view; second, due to the 
limited size of the detector, the scattering could be avoided to a large extent. However, the 
main drawback of the parallel-beam geometry is that the speed of data collection is too slow, 
thus making it almost impractical for clinical use. 
1.1.2 Fan-beam geometry 
The improvement over the 1G CT scanner leads to the fan-beam geometry, where a fan-beam 
covers the entire object with the X-ray source held in a single position. One of its most 
representative application is the third-generation (3G) CT scanner, which is shown below: 
 
Figure 2: The fan-beam geometry of the 3G CT scanner (KieranMaher at English Wikibooks, 2006) 
For each angle of view, the X-ray source and the detector no longer need to move linearly in 
unison; rather, now they just need to rotate in synchronization during the scan. The advantages 
of the 3G CT scanner include: first, a dramatic decrease in scan time compared to the parallel-
beam case. A typical 3G scanner acquires 1,000 projections with a fan-beam angle of 30-60 




rotational motion of the X-ray source and the detector and the highly parallel detection 
capability. The disadvantages include the relatively high cost due to the manufacturing of a 
large number of detectors and scattering artifacts even if the X-ray beam has been collimated 
[3].  
1.1.3 Cone-beam geometry 
So far, the parallel-beam and fan-beam geometry of the previously described CT scanners focus 
on 1-D projections corresponding to 2-D reconstruction and only a single slice of the object. 
Cone-beam geometry, in short, is a generalization and extension of fan-beam geometry in 3-D 
space and enables the capability of volumetric reconstruction, which makes the process of 
data-collection much more efficient. The geometry setup of the cone-beam CT scanner with the 
planar detector may be visualized as follows: 
 
Figure 3: The geometry of the cone-beam CT scanner (Kak, Avinash C., and Malcolm Slaney,2001) 
Instead of illuminating a slice of the object with the 2-D fan-beam pattern, now the entire 




detector. The main advantages of this scanning geometry include the high efficiency of data 
collection and volumetric reconstruction (instead of a single cross-sectional image of the object, 
now multiple slices of the object are reconstructed at the same time); but the trade-off are 
more severe scattering artifacts due to the large area of the planar detector. Other potential 
drawbacks include those associated with the flat-panel detector technology used for CBCT due 
to panel size and detector nonidealities like detector glare and readout speed. 
1.2 CT Reconstruction Algorithms  
In this section, the basic reconstruction algorithm and how it is generalized and extended from 
parallel-beam to fan-beam and to cone-beam will be discussed in detail. In addition to 
analytical solutions, we will describe statistical reconstruction algorithms which incorporate the 
prior information about the object and a statistical model which improves the image quality – 
dose trade-off. 
1.2.1 Beer’s Law 
Beer’s Law describes fundamentally how the X-ray beam is attenuated by the object and serves 
as a model at the projection data: 
𝐼𝐼 =  𝐼𝐼0 � 𝑆𝑆(𝐸𝐸)𝑒𝑒−∫𝜇𝜇(?⃗?𝑥;𝐸𝐸)𝑑𝑑𝑑𝑑𝑑𝑑𝐸𝐸       (1) 
Where: 𝐼𝐼 is the measured X-ray photon fluence (projection data) 
             𝐼𝐼0 is the bare-beam fluence  




             𝑆𝑆(𝐸𝐸) is the detector response at energy level 𝐸𝐸 
It’s also called the fundamental photon attenuation law. This equation is typically simplified to 
the monoenergetic case, wherein Eq (1) reduces to: 
𝐼𝐼 =  𝐼𝐼0𝑒𝑒−∫𝜇𝜇(?⃗?𝑥)𝑑𝑑𝑑𝑑      (2) 
Which is the most common model for simple CT projection data formation and reconstruction 
theories.  
1.2.2 Parallel-beam geometry 
As stated above, projection data can be approximated by line integrals. For the purpose of 
computational implementation, Eq (2) should be discretized, which calls for the 
parameterization of the object as in Figure 4: 
 
Figure 4: Parameterization of the object and discretization of the line integral (Kak, Avinash C., and Malcolm 
Slaney,2001) 
In short, the continuous-domain object is now divided into discretized grids inside a bounding 
box, where each voxel corresponds to the path-length passed by the light ray. Assuming there 
are 𝑝𝑝 pixels after object parameterization, the measurement on the 𝑖𝑖𝑡𝑡ℎ detector may be 




𝑦𝑦𝚤𝚤� = 𝐼𝐼0𝑒𝑒𝑥𝑥 𝑝𝑝 �−�𝑎𝑎𝑖𝑖𝑖𝑖𝜇𝜇𝑖𝑖
𝑝𝑝
𝑖𝑖=1
� + 𝐼𝐼𝑏𝑏      (3) 
Where:   𝑎𝑎𝑖𝑖𝑖𝑖 represents the path-length corresponding to the 𝑖𝑖𝑡𝑡ℎ detector in the 𝑗𝑗𝑡𝑡ℎ pixel 
                𝜇𝜇𝑖𝑖 represents the attenuation coefficient for the 𝑗𝑗𝑡𝑡ℎ pixel 
                𝐼𝐼𝑏𝑏 represents the offset of the measurement 
Collecting all 𝑎𝑎𝑖𝑖𝑖𝑖 into a system matrix 𝐴𝐴 and vectorizing the map of attenuation coefficients 𝜇𝜇, 
the projection at each angle may be expressed in a more compact form [4]: 
𝒚𝒚� = 𝐼𝐼0𝑒𝑒𝑥𝑥 𝑝𝑝(−𝑨𝑨𝑨𝑨) + 𝐼𝐼𝑏𝑏      (4) 
After data collection, the image is to be reconstructed from these projection measurements. 
Analytic reconstruction is most easily introduced in the 2-D parallel-beam case. The Fourier 
Slice Theorem states that the 1-D Fourier transform of the projection data, 𝑃𝑃𝜃𝜃(𝑡𝑡), is equal to 
the slice of 2-D Fourier transform of the entire image 𝜇𝜇(𝑥𝑥,𝑦𝑦) to be reconstructed, which is 
mathematically expressed as follows [5]: 
𝑆𝑆𝜃𝜃(𝑤𝑤) = 𝐹𝐹(𝑤𝑤,𝜃𝜃) = 𝐹𝐹(𝑤𝑤 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃 ,𝑤𝑤 ∙ 𝑐𝑐𝑖𝑖𝑠𝑠𝜃𝜃)      (5) 
Where: 𝑆𝑆𝜃𝜃(𝑤𝑤) = ∫ 𝑃𝑃𝜃𝜃(𝑡𝑡)𝑒𝑒−𝑖𝑖2𝜋𝜋𝜋𝜋𝑡𝑡
+∞
−∞ 𝑑𝑑𝑡𝑡 
              𝐹𝐹(𝑢𝑢, 𝑣𝑣) = ∫ ∫ 𝑓𝑓(𝑥𝑥, 𝑦𝑦)𝑒𝑒−𝑖𝑖2𝜋𝜋(𝑢𝑢𝑥𝑥+𝑣𝑣𝑣𝑣)𝑑𝑑𝑥𝑥+∞−∞
+∞
−∞ 𝑑𝑑𝑦𝑦 





Figure 5: Pictorial illustration of the Fourier Slice Theorem (Kak, Avinash C., and Malcolm Slaney,2001) 
This theorem directly paves the way to image reconstruction: 






      (6) 
Combined with the substitutions: 𝑢𝑢 = 𝑤𝑤 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃, 𝑣𝑣 = 𝑤𝑤 ∙ 𝑐𝑐𝑖𝑖𝑠𝑠𝜃𝜃, 𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣 = 𝑤𝑤𝑑𝑑𝑤𝑤𝑑𝑑𝜃𝜃 and Eq (6), the 
reconstruction formula becomes: 





𝑑𝑑𝜃𝜃      (7) 
Notice that the term |𝑤𝑤| is a ramp filter in the spatial frequency domain. Eq (7) introduces a 
classical way of image reconstruction, which is called Filtered Back-projection (FBP). It is an 
algorithm that can be used to reconstruct an image from projection measurements. Practically, 
the reconstruction steps are as follows: 
1) After gain and offset correction, take negative logarithm to obtain an approximation of 




2) Apply the ramp filter to the line integral to counteract the 1/𝑟𝑟 blur in the reconstructed 
image that results from back-projection alone. 
3) Back-project the line integral at each angle along the rays. While the above 
reconstruction steps were originally prescribed for parallel projections, the same basic 
process can be extended to other geometries. 
1.2.3 Fan-beam geometry 
For a fan-beam geometry, FBP has a similar form. We parameterize the ray equation by angle 
𝛽𝛽 𝑎𝑎𝑠𝑠𝑑𝑑 𝜃𝜃, change the image coordinates from Cartesian to Polar coordinate system and put a 
“virtual detector” across the center of parameterized object. This is illustrated in Figure 6: 
 
Figure 6: The fan-beam geometry for image reconstruction (Kak, Avinash C., and Malcolm Slaney,2001) 
The fan-beam reconstruction follows the same three steps as in the parallel-beam case but with 
additional fan-beam geometrical weighting: 
1) Apply the cosine-weighting to the projection data at each angle of view, which is based 




2) Perform modified ramp filtering similar to the parallel-beam case. 
3) Apply the fan-beam geometrical weighting to the ramp-filtered projection data and 
integrate them view by view.  
1.2.4 Cone-beam geometry 
The cone-beam geometry is a generalization of the fan-beam geometry; in each view, the cone-
beam projection data may be viewed as being composed of a set of tilted fan-beam projections 
which is shown as follows: 
 
Figure 7: The cone-beam scanning geometry (Kak, Avinash C., and Malcolm Slaney,2001) 
 In summary, the reconstruction is based on filtering and backprojecting in a single plane within 
the cone. At each angle of view, each elevation on the detector coordinate is considered 
separately and the final 3-D reconstruction is obtained by summing the contribution to the 
object from the corresponding tilted fan-beam projections [6]. Thus we may reconstruct the 
entire object by following exactly the same procedure as in the fan-beam case, only with the 





1.2.5 Likelihood-based Reconstruction Algorithm 
In contrast to the analytic FBP reconstruction algorithm, there are implicitly derived approaches 
that seek to iteratively update the attenuation coefficients map (the discretized object 
function) according to some objective functions. For example, likelihood-based objective 
function seeks to maximize the probability that projections of the object estimate match the 
real measurements. For the object being parameterized as in Figure 4, the maximum-likelihood 
(ML) estimate for the object function 𝑨𝑨� is defined as follows: 
𝑨𝑨� = 𝐿𝐿(𝑨𝑨;𝒚𝒚)𝜇𝜇≥0
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥 ,    𝐿𝐿(𝑨𝑨;𝒚𝒚) = 𝑙𝑙𝑐𝑐𝑙𝑙𝑃𝑃[𝒀𝒀 = 𝒚𝒚;𝑨𝑨]      (8) 
Where: 𝑨𝑨 is the vector of attenuation coefficients: 
              𝒀𝒀 is the mean model of projection data described in Eq (4) 
              𝒚𝒚 is the measured projection data 
If we apply the Poisson model to describe the quantum noise associated with X-ray photon 
generation, the measurement joint probability mass function is as follows: 








      (9) 
Studies have shown that maximizing the log-likelihood in Eq (8) results in unacceptably noisy 
images. This is because tomographic image reconstruction is an ill-conditioned problem, 
meaning that there are many possible choices of the parameterized object function 𝑨𝑨� which fit 
the real measurements {𝑌𝑌𝑖𝑖}𝑖𝑖=1




likelihood 𝐿𝐿(𝑨𝑨) [7]. To tackle this problem, we could modify the objective function 𝐿𝐿(𝑨𝑨) by 
incorporating a penalty term, as in follows: 
𝑨𝑨� = 𝜙𝜙(𝑨𝑨;𝒚𝒚)𝜇𝜇≥0









      (11) 
Where 𝛽𝛽(𝑨𝑨) describes a penalty between neighboring voxels and allows us to enforce desirable 
object properties or prior information about the object, such as piece-wise constant or piece-
wise smooth image properties. This penalty term permits control of the tradeoff between noise 
reduction and spatial resolution and eliminates ambiguity between the many possible solutions 
in the ill-conditioned problem. 
By optimizing the modified objective function which incorporates the penalty term, the 
Penalized-Likelihood (PL) approach can work well for low-dose CT scans. Highly-parallelized 
algorithms, such as Separable Paraboloidal Surrogate (SPS) algorithm have been proposed by 
Erdogan [8] and Wang et al [9] to facilitate the reconstruction process with the help of CUDA 
tools and advanced GPU hardware. 
1.3 Enhancement of CT image quality by modifying X-ray fluence 
distribution 
During a CT scan, X-ray photons generally cover a relatively large portion of the patient’s body 
and a significant portion of x-ray photons are attenuated as deposit energy in human tissues. 




receive more radiation dose with potential harm to their bodies. Second, due to the 
heterogeneity of human anatomical structure, different numbers of X-ray photons will come 
out at different positions of the patients, which might deteriorate the CT image quality due to 
the limited dynamic range of the detector. For example, given a homogeneous X-ray spatial 
distribution, the number of X-ray photons exiting along line integrals with thicker parts of the 
patient will be much less than that of the photons exiting from thinner parts of the patient 
because of the higher attenuation. Thus, there is the potential for inadequate signal strength 
for thicker parts and excessive signal for thinner parts of the patient, resulting in inefficient x-
ray usage; that is, exposure requirements may be driven by its most attenuating regions. To 
overcome this clinical difficulty, the following are common practices: X-ray beam shaping and 
Tube Current Modulation (TCM). 
X-ray beam shaping is typically accomplished by using an x-ray collimator and a compensational 
filter. The collimator has flexible mechanical design which consists of several pieces of lead 
capable of completely blocking the X-ray outside of the region of interest. But this confinement 
of X-ray spatial distribution is largely binary and fails to consider the heterogeneity inside the 
human body. To further address this problem, we use the compensational filter in addition to 
the collimator, which blocks X-ray photons according to relative thickness in the object being 
imaged. For instance, as shown below, these compensational filters block more X-ray photons 
at the thicker part of the human body than at the thinner parts, thus providing enough signals 
for the high-attenuation part and preventing excessive x-ray exposure for the less-attenuating 






The other strategy, TCM (or sometimes called Automatic Exposure Control, AEC), provides a 
different way of adjusting the number of X-ray photons with regard to different object 
thicknesses. Instead of using physical filters to block the incoming X-ray photons, one may 
adjust the tube current in the X-ray source to control the number of overall X-ray photons 
interacting with the human body in a view-by-view fashion. During the scan, when the X-ray 
source rotates to a view with high overall attenuation, it increases the tube current. Alternately, 
lower tube current is applied for the low overall attenuation case. A pictorial illustration of TCM 
is shown in the following: 
 
Figure 9: TCM workflow during one rotation (Azmardi, 2015) 
(A) (B) (C) (D) 
Figure 8: Collimators and filters used for modulation of x-ray fluence distribution. (A) 
Commonly-seen collimator in a CT scanner (Prince, 2015) (B)(C)(D) Various compensational 




Modern clinical CT systems employ one or more static bowtie filters to accommodate patient 
shape. In research settings, more advanced dynamic bowtie filters have been developed that 
permit a changing beam profile during a CT acquisition. These strategies may be used in 
combination with TCM to permit greater flexibility of X-ray beam modulation, thus achieving 
more effective dose distribution, lowering the overall radiation dose and acquiring desired 
image qualities. 
1.4 CT image quality assessment 
Traditional methods for CT image quality assessment, including the computation of spatial 
resolution and noise, are often characterized by Modulation Transfer Function (MTF), noise 
power spectrum (NPS) and contrast-to-noise ratio (CNR). However, CT image quality 
assessments are increasingly quantified using task-based performance metrics. Such analysis 
has often focused on elements including detectability of lesions and discrimination of lesion 
types, which results in another metric for assessment of CT image quality: the detectability 
index. The detectability index describes the ability to perform specific tasks like lesion 
detection. Various model observers have been proposed to formulate the detectability index 
and accordingly optimize the CT system performance, such as the Channelized Hotel Observer 
(CHO) and Non-prewhitening Observer (NPW). Ultimately, the gold standard for CT system 
evaluation is to perform a human observer study wherein an imaging task is tested directly. 





In the context of the emerging radiomic analysis, it becomes important to assess image quality 
in terms of performance in assessment of textural biomarkers. Radiomics involves the high-
throughput extraction of quantitative imaging features with the intent of creating mineable 
databases from radiological images [10]. One class of radiomic measures is based on the Gray 
Level Co-occurrence Matrix (GLCM). Scalar metrics computed from the GLCM can describe 
features in terms of autocorrelation, contrast, dissimilarity, etc. These texture features have 
found importance in many areas including diagnostics based on heterogeneity of lesions; the 
repeatability of texture features can also serve as a metric of image quality assessment. 
Many factors can influence the appearance of texture in a CT image volume including 
reconstruction and data processing (especially advanced reconstruction methods like model-
based reconstruction and machine learning methods due to their nonlinear nature). Image 
properties vary from system to system, with new high spatial resolution scanners that permit 
visualization of finer anatomical features. We seek to develop methods to probe the ability of a 
CT system to reliably reproduce specific textures by producing phantoms (or phantom inserts) 
with variable, controllable, and repeatable textures. Such test objects provide custom texture 











2. ANTHROPOMORPHIC PHANTOM DEVELOPMENT FOR CT 
SYSTEM ASSESSMENT 
2.1 BACKGROUND & MOTIVATION 
Imaging phantoms are specially designed objects in the field of medical imaging to evaluate 
image quality or help perform geometrical calibration for a variety of medical imaging devices 
such as CT, Ultrasound and Magnetic Resonance Imaging (MRI). They provide us with consistent 
structures within the object being imaged to help us investigate the imaging performance of 
the devices, without using living objects to avoid changing structures and direct radiation 
exposure. In the field of CT imaging, there exist two main forms of imaging phantoms: 
computational phantoms and physical phantoms. 
Computational human phantoms are mathematical models used in computer analysis and 
simulation of a CT scanner. One popular computational phantom is the Shepp-Logan (S-L) 
phantom, which consists of ten ellipses with different geometrical parameters and gray levels. 
It is intended to simulate the human brain and serves as a standard image to evaluate and 
compare different CT image reconstruction algorithms. However, with the rapid development 
of advanced CT scanners in the market, the oversimplified Shepp-Logan phantom fails to 
represent many more complex and important human anatomical structures. Since the 




three generations: first generation, the stylized computational phantoms; second generation, 
the voxelized phantoms; and the third generation, Boundary Representation (BREP) phantoms. 
The stylized phantom is a mathematical representation of the human body which, when 
coupled with a Monte Carlo radiation transport computer code, can be used to track the 
radiation interactions and energy deposition in the body [11]. It models the human body with a 
set of more complex geometrical shapes and customizable parameters, but still suffers from 
oversimplification. Voxelized phantoms were developed by combining diagnostic images 
produced by high-resolution CT scanners and converting them into 3D volumetric models. This 
innovation significantly enhanced the accuracy of the computational phantom, but was limited 
by extremely high memory requirements. Finally, BREP phantoms are based on polygonal 
meshes and contain both exterior and interior anatomical features of the human body, pushing 
the limit of phantom accuracy even higher [12].Although computational phantom have become 
more sophisticated and CT simulations more complex, physical phantom testing is often the 
only way to be sure all important physical effects are studied. This is particularly true for newer 
systems for which simulation models are incomplete or where data processing steps are 
proprietary or “black box” modules. 
(A) (B) (C) (D) 
Figure 10: The evolution of computational phantoms. (A) Shepp-Logan phantom (B) Stylized 
computational phantom (Kramer,2004) (C) Voxel computational phantom (Lee, 2015) (D) BREP 




Physical phantoms are composed of materials with the similar attenuation coefficients as those 
in the human body. Many phantoms lack complex anthropomorphic textures or structures 
since traditional image quality assessment has focused on spatial resolution, attenuation 
quantification, or noise estimation in uniform regions. As shown below, a spatial resolution 
phantom is made of uniform polymethyl methacrylate (PMMA) material with a series of metal 
line pairs inserted. Such a phantom serves for the purposes of resolution characterization and 
image quality assurance. By comparing and inspecting the visibility of each line pair pattern, 
one can evaluate the spatial resolution property of the system; by selecting the homogeneous 
area and computing the NPS, we investigate the reconstructed noise level and the degree of 
isotropy of the system. With the advancement in spectral CT, phantoms made with multiple 
homogeneous materials with different attenuation coefficients are used to evaluate the image 
quality after material decomposition. 
As mentioned in Section 1.4, we need anthropomorphic phantoms which have structures 
exhibiting controlled texture properties (beyond piecewise constant organ delineation) in CT 
(A) (B) 
Figure 11: Different physical phantoms. (A) Line-pair phantom (JRT Associates, 2010) (B) Dual 
Energy Characterization CT Phantom made by homogeneous iodine solution with different 




images to help evaluate image quality under more sophisticated experimental settings and 
bring more clinical relevance to the study. 
The development of anthropomorphic phantoms is boosted by the advancement in 3D printing 
technology. Based on previously acquired medical images, one may use state-of-art 3D printers 
to reproduce complex body tissues such blood vessels and different organ components. Rethy 
et.al developed a realistic-looking liver phantom as shown in the following [13]: 
Although realistic and exhibiting high structural similarity to a real liver, this methodology has 
two potential limits: first, it requires an advanced 3D printer and specially designed material, 
which are both very expensive; second, since it’s based on the previously acquired scans, it 
cannot be customized to generate random texture features, which limits the generality of the 
image quality assessment. 
Facing these problems, we intend to come up with a generalized anthropomorphic phantom 
development strategy. We aim to design a digital phantom model which is capable of 
simulating a variety of texture features by customizing its parameters, and it should be able to 
be printed in the most commonly seen 3D printers for the purpose of fast-prototyping. Thus, a 
wide varieties of texture features may be generated to further investigate the impact of 
(A) (B) (C) 
Figure 12: The application of a 3D-printed liver phantom. (A) The cross section of the liver 
phantom (B) The CT scan of the liver phantom (Rethy et al, 2017)  (C) The clinical CT scan of the 




advanced reconstruction algorithm and different CT scanners on the detectability and radiomic 
quantification of different anatomical texture features. In the following sections we detail 
phantom development efforts using 3D-printing technique; note that the stenotic vascular 
phantom serves as a separate application to assess CT image quality. 
2.2 Procedural Texture Phantom Development 
We have developed a texture generation procedure based on constrained sphere packing 
within specific objects. Specifically, the spheres define voids within a specific control volume, 
e.g., a cylinder, cube, sphere, etc.; and these voids have customizable parameters which control 
their sizes, heterogeneity, and the degree of intersection. Such customization of the sphere 
sizes and degree of intersection permits a wide range of possible textures.  
The workflow for procedural phantom generation is shown below: 
 
Figure 13: The workflow of the procedural anthropomorphic phantom development 
First, we define the size of the control volume and generate spheres in the confined space. Our 
MATLAB implementation permits specification of geometrical parameters (radius, location of 




spheres. Second, the MATLAB model is imported into the software OpenSCAD, wherein a 
Boolean difference operation is used to create voids (equivalently the spherical void 
subtraction) in predefined positions. Third, an STL file is generated based on the generated 
model. Finally, we use Simplify3D to convert the STL file into gCode and specify the parameters 
for the Fused Deposition Modeling (FDM) 3D printer. 
The underlying logic of the proposed anthropomorphic phantom development lies in the 
microstructural similarity of our target textures: lung texture, trabecular bones and contrast-
enhancing lesions (e.g. Hepatocellular Carcinoma (HCC) in liver), which may all modeled by 
porous structures. However, certain parameters need to be specified when generating different 
anatomical textures. For the lung texture, homogeneous voids with the same radius are 
generated inside a cylinder, while overlapping among voids are not allowed; for the trabecular 
bone texture, heterogeneous voids with radius in a certain range are generated, along with the 
degree of overlapping selected from a certain range. Finally, for the HCC liver lesion, either 
homogeneous voids with the same radius and a fixed degree of overlapping are generated in a 
large sphere, or they are evenly distributed surrounding a randomly shaped voids in the large 
sphere, such that the resulting phantoms are able to emulate different presentations of HCC 
liver lesions (e.g. different phases, state of disease, etc.). 
2.3 Stenotic Vascular Phantom 
A stenotic vascular phantom was designed with 15 hollow cylinders located radially throughout 
the cylindrical phantom body with 25mm diameter [14]. These hollow cylinders emulate 




the ends of the large cylinder body, and narrowing the cylinder towards the center and reach 
the minimum diameter at the center layer of the cylinder body. Such design allows us to 
directly assess the spatial resolution and performance in angiography tasks across different CT 
systems by comparing the measured diameters in CT reconstructions to the ground truth. A 
summary of the range of diameters of these hollow cylinders is shown as follows: 
Table 1: Design of the diameters of the stenotic vascular phantom 
Maximum 
Diameter (mm) 
Minimum Diameter (mm) 
4 0.3 1.225 2.150 3.075 4.000 
3 0.3 1.200 2.100 3.000 / 
2 0.300 1.150 2.000 / / 
1 0.300 1.000 / / / 
0.5 0.300 / / / / 
 
Also, the perspective view of the phantom is shown as follows: 
 






2.4 3D Printing Techniques: Fused Deposition Modeling (FDM) and 
Stereolithography (SLA) 
FDM is a 3D printing process that uses a continuous filament of a thermoplastic material [15]. 
Typically, one FDM 3D printer is characterized by three key components: the filament being 
wound onto the spool, the extruder and the heating platform where the object is being printed 
upon. Photograph of the FDM printer used in this work is shown below: 
 
Figure 15: Front-view and back-view of the FDM 3D printer (Qidi Tech, 2020) 
The printing process may be divided into three steps. First, the filament being wound on the 
spool is pulled into the cold end of the extruder, which comprises of two rollers on both sides, 
exerting roller-based torque to the material and controlling the feed rate by a stepper motor, 
and further be fed into the hot end of the extruder. Second, in the hot end, which comprises of 
the liquefier, heating chamber and the nozzle, the material is molten and transformed in a thin 
liquid, then exits from the nozzle and adheres to the previous material it is laid on. Third, the 3D 
printing process is performed in a layer-by-layer fashion by starting from the heating platform, 




the planar path to deposit one layer; and moves horizontally by a small amount to begin a new 
layer. A schematic of the internal structure of the extruder is shown as follows:  
 
Figure 16: Detailed internal structure of the 3D printer extruder (Priybrat, 2014) 
There exist numerous choices for 3D printers and filaments, such as Acrylonitrile Butadiene 
Styrene (ABS) and Polylactic acid (PLA) with trade-offs between strength and operating 
temperature, as well as the specific use. However, for all anthropomorphic phantom 
development, the following devices are used consistently: a QiDi Tech X-pro 3D printer and the 
Polylactic Acid (PLA) filament, whose attenuation coefficient is close to that of the human soft 
tissues.  
Another commonly used 3D printing technology is Stereolithography (SLA). Such printers are 
used for creating models, prototypes, patterns and production parts, also in a layer-by-layer 
fashion, by using photochemical processes in which light causes chemical monomers and 
oligomers to cross-link together to form polymers [16]. In one common form, an SLA 3D printer 
focuses an ultraviolet (UV) laser onto the photopolymer resin, which is sensitive to the UV laser 




the computer-aided-design (CAD) software. During the printing process, the photopolymer is 
contained in a vat and lowers its position per layer with respect to the building platform, and 
the above process is repeated until the object is printed. After the printing process, the object is 
typically washed using a 95% alcohol solution to remove the uncured resin. 
For the stenotic vascular phantom development, we use the Moai Peopoly 3D printer shown 
below: 
 
Figure 17: The Moai Peopoly SLA 3D printer (Peopoly, 2020) 
There exist several trade-offs between FDM and SLA 3D printing technologies. First is the cost: 
typically an FDM 3D printer and the filament are cheaper than an SLA 3D printer and the resin. 
Second is flexibility of the material types: the FDM 3D printer can print objects with a variety of 
materials, ranging from PLA, ABS to metal-doped plastics. Multiple materials can even be 
printed using dual-extruder. In contrast, an SLA 3D printer can only print the objects with a 
single material and limited choices of resins. Third, printing resolution differs: specifically, the 
SLA printer can generally achieve much finer structures than the FDM 3D printer. In summary, 
the choice of different 3-D printing technologies depends on the budget and desired properties 




2.5 Contrast Control  
Due to the limited materials available for printing, we require alternate strategies for varying 
contrast of targeted textures. Our solution is to immerse single material phantoms into fluids 
with different attenuation coefficients (such as potassium phosphate or iodine solution) to 
achieve various levels of contrasts and emulate different in-vivo targets. Such control allows us 
to further study the impact of CT acquisition protocol and reconstruction algorithm on the 
texture of target contrast, thus we have developed a strategy for controlling the attenuation 
coefficients of the fluids in which the phantom is being immersed. 
The following method is proposed to precisely control the contrast level of the fluid. Through 
controlled experiments (X-ray source operated under 80 kVp and 40mAs), we find the expected 
linear relationship between the potassium phosphate concentration in the water and the 
Hounsfield Unit (HU) [17]. The mathematical relationship is shown as follows: 
𝐻𝐻𝐻𝐻 = 2.418 ∗ 𝑐𝑐 − 1.060      (12) 
Where: 𝑐𝑐 is the concentration of potassium phosphate in the water in mg/mL. 
In this fashion we control the contrast in the anthropomorphic phantoms we have developed. 
For the trabecular bone phantoms, they were immersed in the solution with different 
potassium phosphate concentration; for HCC liver lesion phantoms, the contrast enhancement 
simulated HCC liver lesion in different phases; for the stenotic vascular phantoms, they were 
also processed in the same fashion to explore the influence of contrast level on the spatial 




2.6 Experimental Setups 
The following section describes the experimental setups for each phantom experiment. For the 
study of phantom texture reproducibility and the assessment of CT system repeatability, a 
custom Cone-beam CT (CBCT) testbench was used, which comprised of a Varex Paxscan 4343CB 
detector and Varex Rad-94 X-ray source (Salt Lake City, UT). The pictorial illustration of the test 
bench is shown as follows: 
 
Figure 18: The CBCT test bench system 
The geometrical parameters of this system are shown in Table 2: 
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For CT system evaluation experiments, two other CT scanners were used. The first one was a 
Canon Aquilion Precision CT scanner (Otawara, Japan). The second one is a Bruker SkyScan 
1172 microCT scanner (Billerica, MA).  
2.6.1 Lung Texture Phantom Scans 
The lung texture phantom was scanned both on the CBCT test bench 80 keV and 40 mAs total, 
as well as the micro-CT to generate a ground truth image. To assess performance on a clinical 
system, the texture insert was placed in a human body phantom and scanned by the Canon CT 
scanner by using the following eight imaging protocols: 
Table 3: Different imaging protocols of the Canon CT scanner for the lung texture phantom 
 
 




Note that all the above imaging protocols operated in high-resolution mode. FBP and MBIR in 
the category of “Reconstruction Method” represent the Filtered Backprojection algorithm and 
Canon’s implementation of a Model-based Iterative Reconstruction algorithm, respectively. The 
two types of Convolutional Kernel, FC30 and FC35, were used for normal-resolution or high-
resolution reconstructions, respectively. 
2.6.2 Trabecular Bone Phantom Scans 
The main purpose of the image quality analysis for the trabecular bone phantoms was to 
evaluate the repeatability of the texture features. Ensembles of the trabecular phantom of the 
same design were printed in a repeated fashion. Phantoms were scanned by the CBCT 
testbench with the same settings as previously mentioned. All projection data were 
reconstructed by using FBP algorithm with Hamming windows with 𝑎𝑎0 = 0.55 and apodization 
filter with 0.8 cutoff.  
2.6.3 HCC Liver Lesion Phantom Scan 
Different HCC liver lesion phantoms were immersed either in water or potassium phosphate 
solution to create different tissue contrast to simulate clinical observations of HCC liver lesion in 
different phases. Then they were scanned by CBCT test bench with the settings mentioned 
above. 
2.6.4 Stenotic Vascular Phantom 
Three identical stenotic vascular phantoms, which were immersed in iodine solution with 




testbench under insert-only setup and then inserted into the human abdomen phantom and 
scanned by the Canon CT scanner. The imaging protocols being used are shown as follows: 
Table 4: Scanning settings of the Canon CT scanner for stenotic vascular phantoms 
 
2.7 Data Analysis, Results and Discussions 
In the following sections, the data analysis, results and discussions grouped by each phantom 
are described. 
2.7.1 Lung Texture Phantom 
2.7.1.1 Data Analysis 
All scans from the Canon CT scanner were registered with respect to the scan from CBCT test 
bench; and linear fitting was performed for intensity values to limit all scans within the same 
pixel intensity range for comparison. The same procedure was repeated for the scan from the 
micro-CT scanner for evaluation of the Canon CT scanner. 
2.7.1.2 Results and Discussions 





Figure 20: Canon CT scans of the lung texture phantom under eight different imaging protocols 
Tube current, focal spot size, and reconstruction method all impact CT image quality. The 
reconstructions under higher tube current (500 mA, Protocol 1-4) showed lower noise level 
than the reconstructions under lower tube current (260 mA, Protocol 5-8). This is obvious when 
comparing the reconstruction Protocol 1 and 5, where the upper-right part of the latter is 
severely corrupted by noise, which results in heterogeneous tissue contrast over the phantom.  
Focal spot size impacts the spatial resolution of the reconstructions. Reconstructions with larger 
focal spot size (Protocol 1-4) suffer from lower spatial resolution than those with smaller focal 
spot size (Protocol 5-8), because smaller focal spot will introduce less blurring.  
Different reconstruction methods impact both the spatial resolution and the noise properties. 
By comparing reconstructions of Protocol 3 (reconstructed by FBP) and 4 (reconstructed by 
MBIR), the latter exhibits lower noise level but also lower spatial resolution. This illustrates the 
intrinsic trade-off between spatial resolution and noise level. 
In addition, scans from CBCT test bench and micro-CT scanner are shown below to help us 





Figure 21: The CBCT scan and the micro-CT scan of the lung texture phantom 
By comparing Figure 20 and 21, although corrupted by noise to different extents, scans 
reconstructed by using high-resolution kernel (FC35) from the high-resolution CT scanner from 
Canon succeeded in capturing texture features of the lung texture phantom and showed 
satisfactory qualitative agreement with scans from the other two CT scanners. This suggests the 
capability of high-resolution Canon CT scanner of capturing complex trabecular bone texture 
features in clinical use, which can help radiologists diagnose bone-related diseases more 
efficiently. 
2.7.2 Trabecular Bone Phantom 
2.7.2.1 Data Analysis 
The analysis for the trabecular bone phantom was comprised of three parts. In the first part, we 
explored the impacts of the size of voids being generated inside the phantom on the 
repeatability of the texture features. Three sets of trabecular bone phantoms were generated 
with homogeneous voids inside with a random degree of overlap and whose diameters of the 
voids are 0.5, 1.0 and 2.0 mm. For each set of phantoms, three phantoms were printed to 




deviation maps across all three phantoms in each set were computed to assess the consistency 
of the texture features being reconstructed and the reliability of the printing quality. 
In the second part, we explored the impact of the 3D printer nozzle size on the repeatability of 
trabecular bone texture features. We changed the 3D printer extruder nozzle from 0.4 mm 
diameter (used in the first part) to 0.2 mm diameter. Three sets of phantoms were generated in 
the same fashion as above. Standard deviation maps from the 0.2 mm diameter nozzle case 
were compared with those from the 0.4 mm diameter nozzle case to evaluate the textural 
difference. The summary of parameters of three sets of phantoms were as follows: 
Table 5: Summary of parameters of trabecular bone phantoms for studying the impacts of void size and 3D printer 
nozzle diameter on texture feature repeatability 
 
In the third part, we investigated the repeatability of more realistic and complex trabecular 
bone texture features. Trabecular bone phantoms insert with the following parameters were 
printed six times in a repeated fashion to generate variance maps for repeatability studies: 
Table 6: The parameters of realistic trabecular bone phantom 
 
In addition to standard deviation maps, the following geometric measurements of 
microarchitecture were chosen to aid the evaluation of the repeatability of the trabecular bone 




tissue volume fraction (BvTv). In basic bone research, Tb.Th and Tb.Sp are key measures 
characterizing the 3D structure of cancellous bone; while BvTv is an important indicator of 
osteoporosis and many bone-related diseases. To calculate these geometric measurements of 
bone microarchitecture, the following postprocessing steps are necessary: first, the trabecular 
bone need to be segmented apart from the tissue; second, morphological operations are 






The geometrical interpretation of these measurements of bone microarchitecture may be 
visualized as follows: 
 
Figure 23: Geometrical interpretation of Tb.Th and Tb.Sp. (A) The 3D structure of the trabecular bone (B) Local 
thickness information of the trabecular bone (Martin, 2012) 
(A) (B) (C) (D) 
Figure 22: Postprocessing steps for calculation of geometric measurements of bone 
microarchitecture. (A) Original scan of the trabecular bone phantom (B) The 
segmentation of bone from tissue (C) The ridge information and (D) The thickness 




Once the 3D structure of the trabecular bone is extracted from the bone segmentation, local 
thickness could be calculated everywhere, and the Tb.Th is the average of local thickness across 
the entire 3D structure. Tb.Sp is calculated in a similar fashion, except that the information of 
the inverse of the structure is used, which represents the average separation of the struts. The 
BvTv is self-explanatory and easy to compute.  
2.7.2.2 Results and Discussions 
The CBCT scans of three sets of trabecular bone phantoms printed by using the 0.4 and 0.2 mm 
nozzle were shown below, along with the standard deviation maps: 
 
Figure 24: CBCT scans of trabecular bone phantoms printed by 0.4/0.2 mm diameter nozzles, along with the 
standard deviation maps 
Both the trabecular bone phantoms printed by 0.4 mm and 0.2 mm nozzle exhibit high stability 
demonstrated by the relatively low standard deviations. However, the phantoms printed by 0.2 




to the smaller nozzle (e.g., the printer is more sensitive to nonuniformity of filament diameter, 
etc.). The 0.2 mm case had higher infill percentage and finer printing resolution, which is 
illustrated by more detailed texture features. 
Notice that in both 0.5 mm spherical void size cases, there exist some voids which deviates 
from the designed homogeneous trabecular bone structure. This is mainly due to the limited 
printing resolution of the 3D printer, which failed to resolve fine texture features and skipped 
over an area of texture features which should have been printed. This problem is alleviated in 
0.2 mm nozzle case with higher printing precision. 
The trabecular bone radiomics calculated under each 3D printing settings are tabulated below: 












Table 8: Trabecular bone radiomics calculated under the setting of 0.2 mm diameter nozzle 
 
In the 0.4 mm nozzle case, when the spherical void size is 0.5 mm, both Tb.Th and Tb.Sp are 
systematically overestimated because of the limited printing precision, which resulted in larger 
interspace among the holes. The situation gets reversed when the spherical void size is 1.0 mm 
and 2.0 mm, which may be explained by limited printing resolution and relative low infill 
percentage. While for BvTv, the deviation from the true values mainly comes from the 
deviation from the digital design due to limited printing resolution. 
In the 0.2 mm nozzle case, all radiomics get closer to the true values because of the higher 
printing precision. However, the standard deviation is higher, which reveals the intrinsic trade-
off between printing precision and stability for the 0.2mm nozzle. 
The analysis for the trabecular bone phantom with heterogeneous voids follows the same 





Figure 25: The CBCT scan and standard deviation map of the trabecular bone phantom with heterogeneous voids 
And the radiomics calculated for all six printed phantoms are tabulated as follows: 
Table 9: The radiomics of the trabecular bone phantom with heterogeneous voids 
 
From Figure 26 and Table 9, the CBCT text bench succeeded in consistently capturing more 
sophisticated texture features with relatively low standard deviations. Tb.Th is consistently 
overestimated while the Tb.Sp and BvTv are consistently underestimated. The error mainly 
comes from the deviation from the digital design due to limited printing precision. 
In summary, we systematically investigated the impact of 3D printer nozzle size and spherical 
void size on the printing quality of the trabecular bone phantoms. We evaluated the ability of 
the CBCT test bench to reliably reproduce the texture features. Further studies have been 




printer, and different contrasts have been achieved by immersing trabecular bone phantoms 
into potassium phosphate solution with different concentrations. In addition, these trabecular 
bone phantoms were inserted into human body phantom and GLCM features were used to 
perform system evaluation across different CT scanners. 
2.7.3 HCC Liver Lesion Phantom 
The study of HCC liver lesion phantom aims to show the capability of the phantom simulating 
clinical cases. These phantoms were immersed in either water or potassium phosphate solution 
to achieve different tissue contrast, and their CT scans were compared with the clinical cases to 
evaluate their similarity. 
The following four types of HCC liver lesion phantoms were printed: 
Table 10: Description of four types of HCC liver lesion being printed 
 
The following shows the CBCT scans of Type 1&2 HCC liver lesion phantoms, which were placed 
in air, water or potassium phosphate solution: 
Type 1 An eccentric void with random shape + uniformly distributed small voids 
Type 2 Heterogeneous void distribution: clustered large voids + uniformly distributed 
small voids 
Type 3 Homogeneous void distribution: uniformly distributed small voids throughout 
the whole sphere 
Type 4 A large spherical void in the center + small spreading voids (with diameter 






Figure 26: Type 1 textured phantom in air, water and potassium phosphate solution 
 
Figure 27: Type 2 textured phantom in air, water and potassium phosphate solution 
Both Type 1&2 textured phantoms were used to simulate arterial phase CT image of the HCC 
liver lesion, which shows a hyperattenuating nodular lesion as follows: 
 
Figure 28: Arterial phase CT image of the HCC liver lesion (Masakatsu Tsurusaki, July 2014) 






Figure 29: Type 3 textured phantom in air, water and potassium phosphate solution 
The Type 3 textured phantom was designed to simulate portal phase and equilibrium phase of 
the HCC liver lesion by adjusting tissue contrast, which are both depicted as a discrete 
hypoattenuating nodule as follows: 
Finally, Type 4 textured phantom was designed to generate some interesting texture features in 
HCC liver lesion, and the CBCT scans are shown in the following figure: 
 
Figure 31: Type 4 textured phantom in air and water 
(A) (B) 
Figure 30: HCC liver lesions in different phases. (A) Portal phase (B) Equilibrium phase 
Both of them are depicted as discrete hypoattenuating nodules (Masakatsu 




In summary, all four types of HCC liver lesion phantoms illustrate the potential of contrast-
enhanced phantoms with heterogeneous texture features simulating clinical cases. In the 
future, we plan to achieve different tissue contrast and insert these phantoms into the human 
liver phantom for clinical evaluation, which would bring about greater flexibility for emulating 
CT contrast-enhanced studies. 
2.7.4 Stenotic Vascular Phantom 
The purpose of this experiment is to evaluate the reliability of the Canon CT scanner in 
angiography applications.  
2.7.4.1 Data Analysis 
After data collection and reconstruction, the following postprocessing steps were used to 
calculate the diameter of each vascular region: first, we used k-means segmentation technique 
and applied the threshold on area to separate the cross-sections of vessels apart from the rest 
of the scan, which is shown below: 
 





Second, the MATLAB built-in function “regionprops” was used to fit in the circles which best 
match the extracted vascular regions, which is shown in the following figure: 
 
Figure 33: The fitted vascular regions overlaid on the original scans 
These processes were performed repeatedly on all scans. Finally, plots showing how the radii of 
these vessel regions vary across different slices of the phantoms were used to evaluate the 
spatial resolution property of the Canon CT scanner. 
2.7.4.2 Results & Discussion 
The CT scans of stenotic vascular phantoms under different experimental settings were linear-
fitted in HU to the Canon CT scanner case and registered, as shown below: 
 




Note that not all vascular regions are used to assess the performance of different CT scanners. 
Vascular regions were indexed in the following figure: 
 
Figure 35: Indexing of all vessel regions 
Among them, only vascular regions 1,3,4,5,10,11,12,13,14 were used for the assessment of 
spatial resolution property of the Canon CT scanner.  
In addition, during the following discussion, the vessel radii calculated from the CBCT test bench 




The following figure shows the vessel radius as a function of slice using iodine solution with a 





The radii from reconstructions with insert-only, high-resolution (HR) kernel are generally closer 
to CBCT “ground truth” results than the radii from reconstructions with insert-only, normal-
resolution (NR) kernel, because the HR reconstruction helps preserve more details. On the 
other hand, the difference between radii from the Canon CT scanner and the CBCT “ground 
truth” is large because of the low vessel contrast, which results in inaccurate image 
segmentation during the postprocessing steps.  




In addition, there are two interesting observations in Figure 36. First, there exist some 
discontinuities in the radius curve, which can be explained by the segmentation error during 
the postprocessing steps, which is illustrated with a failed detection: 
 
Figure 37: Pictorial illustration of a failed detection of vessel region 
As the size of the vessel decreases near the central slice, the local vessel contrast also 
decreases. Both the smaller feature and lower contrast made it difficult for the vessel region to 
be segmented, thus leaving discontinuities in those radius curves. 
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Both cases used the inserts placed in the human abdomen phantom. The extra attenuation of 
the body introduces high noise levels. In combination with the low vessel contrast, the image 
quality is severely deteriorated as shown below: 
 
Figure 38: CT scans from the in-human abdomen phantom studies 




The following figure shows the vessel radius as a function of slice in iodine solution with a 





In this case, the radii from reconstructions with insert-only, HR kernel match the CBCT “ground 
truth” results well; while the radii from reconstructions with insert-only, NR kernel have greater 
error and larger deviations from the CBCT “ground truth” results. For radii from reconstructions 
of the insert in the abdomen phantom with NR kernel, even larger errors and more 
discontinuities are present, as compared with the other two imaging protocols. Note that the 
radii from the reconstructions of the insert in the abdomen phantom with HR kernel are missing 
because of slice-dependent noise, as shown in the following figure: 





Figure 40: Slice-dependent noise deteriorates the detectability of vascular regions 
Only the radii of certain vessel regions in few slices (less than 10) can be calculated, and the 
procedure of vessel region segmentation completely failed in all other slices. Thus those 













The following figure shows the vessel radius as a function of slice in iodine solution with a 






Radii from reconstructions under all imaging protocols are present due to the high vessel 
contrast. The radii from reconstructions with HR kernel better match the CBCT “ground truth” 
results and have almost no discontinuities; but for the radii from reconstructions with NR 
kernel, the deviations from the CBCT “ground truth” results are much larger. The radii from 
reconstructions of insert-only with NR kernel exhibit large fluctuations and many 
discontinuities, which shows the difficulty in resolving vessels in this case due to the high noise 
level.  




In summary, the HR mode of Canon CT scanner generally does better job than the NR mode. 
However, low vessel contrast and the noise introduced by inserting the stenotic vascular inserts 
into the human abdomen phantom can make the extraction of vascular regions impossible for 
some contrast levels. The measurements of vascular radius exhibit location-dependent 
behavior: the radius curves at location 4, 5, 10 and 11 better match the CBCT “ground truth” 
results and generally have smaller fluctuation and fewer discontinuities than in other locations. 
A possible explanation is that when the stenotic vascular phantom was washed using a 95% 
alcohol solution, the uncured resin in vessel 4, 5, 10, and 11 were cleaned more thoroughly, 
thus resulting in more stable vessel contrast and vessel region segmentation. Lastly, the vessel 
size limit is defined as the smallest vessel radius reliably resolved (with no discontinuities within 
5 slices) by the CT scanner. The pictorial illustration of vessel size limits is shown in the 
following figure: 
 




The vessel size limit is impacted by both vessel contrast level and different imaging protocols. 
Under the same imaging protocol, the vessel size limit decreases with the increasing vessel 
contrast level. Overall, the vessel size limit is sorted in ascending order as follows based on 
different imaging protocols: CBCT “ground truth”, Canon CT high-resolution with insert only, 
Canon CT high-resolution with insert in human abdomen phantom, Canon CT normal-resolution 

















3. Dynamic Fluence Field Modulation (FFM) 
3.1 Background & Motivation 
To achieve better dose distribution and dose reduction in X-ray Computed Tomography (CT), 
various techniques have been developed. Among these techniques, Fluence Field Modulation 
(FFM) has been routinely practiced. However, FFM with a static bowtie filter, which is adopted 
on commercial CT systems, has one main drawback: a single FFM pattern throughout the scan 
cannot accommodate the heterogeneity within the patient, oblateness of the patient cross-
section and variations of patient size along the longitudinal direction [19].  To address these 
limitations, dynamic FFM has been proposed in which the X-ray beam shape may be a function 
of both the transverse detector direction and the projection angles [20]. In this work, we 
implemented dynamic FFM throughout the scan by using the previously designed Multiple 
Aperture Devices (MADs), which were fabricated using a tungsten laser sintering process and 
integrated into an X-ray CT bench [21].  
For dynamic FFM, there is an important question: What kind of fluence field pattern should be 
delivered to the patient? Previous work for FFM optimization primarily focused on optimizing 
an objective based on image noise in Filtered Backprojection (FBP). One optimized solution 
gives the analytical form of FFM pattern that yields minimum mean variance within the 
reconstructed image [22]. However, this analysis is incomplete. First, image noise alone is 




towards task-based performance assessments that consider both noise and resolution needed 
for specific diagnostic goals [23]. Second, model-based iterative reconstruction (MBIR) with its 
improved (and distinct) noise and resolution properties as compared with FBP is increasingly 
adopted on commercial CT scanners. These factors suggest that optimal FFM for FBP may not 
be optimal for MBIR. To tackle these two challenges, a task-driven imaging framework to 
optimize FFM for MBIR using a global task-based image quality objective has been developed 
[24]. 
In this work, we aim to validate the improvement of dynamic FFM, including optimizations 
based on task-driven metrics, over conventional FFM with static bowtie filter. To go beyond the 
traditional image quality metrics for evaluating different FFM imaging protocols, such as noise 
power spectrum (NPS) and contrast-to-noise ratio (CNR), a human observer study is designed.  
3.2 Materials & Methods 
3.2.1 Imaging Bench 
Experiments were conducted on a cone-beam CT test bench with dual-MAD filters installed 
(Figure 43), which were manufactured from 2-mm thick tungsten plates with a pitch size of 
0.9mm. Each MAD filter was attached to a linear actuator (Velmex Inc.,Bloomfield, NY) with 
translation encoding precision of 2 µm. The vertical centers of the MADs were aligned with the 
central vertical axis of the flat-panel detector to emulate the degree of beam divergence on a 
diagnostic CT scanner. The actuators can be controlled synchronously with the motion stage 




The benchtop system employs an x-ray source (CPI, Georgetown, ON, Canada) that has been 
customized to deliver view-dependent pulse width ranging from 0.1 to 60 ms, thereby enabling 
exposure modulation through pulse width control at a fixed tube current.  
 
3.2.2 Imaging phantoms and phantom-specific FFM design 
Two elliptical PMMA phantoms (major axis = 25.8 cm, minor axis = 14.1 cm) were employed. 
The first had 11 cylindrical vacancies, where the designed locations for stimuli inserts were 
indexed from one to five and highlighted (Figure 44a). Three different kinds of cylindrical inserts 
(Figure 44b) were used for experimental evaluation of different dynamic FFM protocols: 1) a 
cylindrical insert with 3 holes around the center to create a 3-stimuli signal; 2) a cylindrical 
insert with a single hole at the center for 1-stimuli signal; 3) a homogeneous cylindrical insert 
for a non-stimulus case. Lastly, a homogeneous elliptical phantom was employed for calibration 
(Figure 44a). Note that the contrast control as mentioned in section 2.5 was applied to create 
the 1- or 3-stimuli signals. 
(a) 
(b) 
Figure 43: Experimental setups for dynamic FFM studies. (a) Dual MAD filters; (b) Experimental imaging bench 




For the elliptical phantom, phantom-specific FFM following three imaging objectives were 
designed: 
1) Minimum mean variance in FBP: Spatial modulation is applied such that the mean 
variance over the object in an FBP reconstruction is minimized. Mathematically, 
assuming the line integral (l) of the phantom is known, the barebeam fluence field to be 




𝐼𝐼0𝑡𝑡𝑡𝑡𝑡𝑡      (13) 
Here, 𝐼𝐼0 denotes the target barebeam fluence, 𝑙𝑙 denotes the line integrals of the object, 
and 𝑢𝑢∗ denotes detector elements behind the phantom such that only fluence going 
through the object counts toward the total fluence, 𝐼𝐼0𝑡𝑡𝑡𝑡𝑡𝑡. To obtain 𝑙𝑙, a scout scan of the 
elliptical phantom was acquired under high exposure setting (0.4 mAs/frame).  
(a) (b) 
(c) 
Figure 44: Phantoms being used in dynamic FFM studies. (a) Two elliptical PMMA phantoms being used during 
the experiment, one with 11 cylindrical vacancies and the other being homogeneous; (b) Three different kinds 
of cylindrical inserts, one with 3 holes around the center, another one with 1 hole at the center and the last 
one being homogeneous; (c) Spatial design of two kinds of stimuli. For 3-stimuli signal, each hole with 2mm 
diameter was uniformly distributed around the origin at radial distance of 2mm; for 1-stimuli signal, the hole 
with 2mm diameter is centered at the origin 
1 2 




2) Static bowtie: The dual-MAD filters were kept fixed at specific location, such that the 
spatial modulation resulted in nearly flattened fluence field along the major axis (𝜃𝜃 =
0° 𝑐𝑐𝑟𝑟 180°)  behind the object. The TCM is similar in equation (1) but is scaled according 
to the fluence at the central detector. Mathematically, the barebeam fluence is given by 
the following equation when α = 1.0: 
𝐼𝐼0(𝑢𝑢∗,𝜃𝜃) =
exp [𝛼𝛼𝑙𝑙(𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑎𝑎𝑎𝑎𝑑𝑑∗ ,𝜃𝜃)]
∑ exp [𝛼𝛼𝑙𝑙(𝑢𝑢𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑎𝑎𝑎𝑎𝑑𝑑∗ ,𝜃𝜃)]𝜃𝜃
𝐼𝐼0𝑡𝑡𝑡𝑡𝑡𝑡      (14) 
3) Task-driven: The barebeam fluence is delivered following equation (13), but with α 
optimized to maximize the minimum of the stimuli detectability at all possible stimuli 





′(𝑣𝑣;Ω)      (15) 
Where the subscript j denotes the location-dependence, 𝑣𝑣 denotes the volume of 
interest, and Ω = {Ω𝐴𝐴,Ω𝑅𝑅} includes the parameterization of FFM and regularization. 






      (16) 
Where 𝑇𝑇𝑖𝑖 and 𝑆𝑆𝑖𝑖 denotes the local MTF and NPS, and 𝑊𝑊𝑇𝑇𝑎𝑎𝑇𝑇𝑗𝑗 denotes the stimuli-
detection task function. 
3.2.3 Data Acquisition & Reconstruction 
Three different phantom setups (Figure 44) were used in data acquisition: 1) all five stimuli 




filled at location 1, 2, 3 and 4; 3) all vacancies were filled with homogeneous inserts. In first two 
cases, the inserts were filled with potassium phosphate of contrast 200 HU to create the stimuli 
signal. The remaining locations in the 11-hole elliptical phantom were filled with homogeneous 
inserts. 
Data was collected under low-exposure settings (0.08 mAs/frame), with the total barebeam 
fluence in all 3 protocols being matched. To collect the stimuli-present data, for each phantom 
setup in first two cases, the elliptical phantom was repeatedly scanned 3 times with the 
corresponding imaging protocol to provide additional noise realizations. The identical PMMA 
elliptical phantom was scanned twice (to reduce the noise) by using the same protocols to 
perform ring-artifact, beam-hardening and spectral corrections. Next, previous steps were 
repeated under the third phantom setup, except that it was scanned 8 times to produce more 
stimuli-absent images for the planned human observer study. 
After data collection, the Penalized Likelihood (PL) approach was applied for reconstruction 
using 100 iterations of the SPS algorithm with 20 subsets, and a uniform quadratic roughness 
penalty with first-order neighborhood. The regularization strength 𝛽𝛽 used in the 3-stimuli case 
was 106.5; while in the 1-stimuli case it was 106.7. A volume of 300 × 600 × 60, 0.5mm 
isotropic cubic voxels was used for all reconstructions to cover the elliptical phantom. Finally, to 
remove the ring artifacts and perform spectral correction in both stimuli-present and stimuli-
absent reconstructions, the average reconstruction of the homogeneous elliptical phantom was 





3.3 Human Observer Study 
3.3.1 Data Preparation 
To generate the best data for the human observer study, six phantom slices with an interspace 
of 1 mm (to prevent correlation on the vertical direction) were used across all FFM strategies 
and reconstructions. The stimuli-present ROIs were extracted, yielding 270 images in the 3-
stimuli case (6 slices, 5 locations, 3 repeats and 3 imaging protocols) and 216 scans in the 1-
stimuli case (only 4 locations). Note that there were 18 identical trials at each location under 
each imaging protocol, which can be used later to calculate Percent Correct (PC). Next, the 
stimuli-absent ROIs at the same locations were extracted, which rendered a background noise 
ROIs pool of size 48 at each insert’s location. The ROIs were carefully selected such that the 
stimuli signal was always at the center of the rectangular ROI, and its orientation remained 
unchanged. The training data (to introduce observers to the detection task) was prepared in the 
same fashion but from the remaining slices, which contained 21 stimuli-present ROIs in total (7 
from each imaging protocol).  
3.3.2 Human Observer Study Design 
A free-response 9AFC human observer study was designed based on an interactive MATLAB 
GUI. We target 20 untrained observers (scientists and engineers experienced with CT images) 
without prior knowledge about the stimuli to be invited to participate in this study. Prior to the 
real stimuli-detection test, observers will go through a supervised training process to familiar 




interface. For the relatively simple stimuli, these observers can be viewed as “sufficient” 
experts to perform such detection task.  
The images will be displayed on a 13.5” monitor (Surface Laptop, Microsoft) with 2256 × 1504 
display resolution. All studies will be conducted in the same dark room, with the lighting 
controlled to emulate a radiology reading room. During the test, a fixed window and level will 
be used for all images ([0.02, 0.023] for 3-stimuli detection task, [0.02 0.022] for 1-stimuli 
detection task) and no user change is allowed. The complete human observer study consists of 
2 parts: 1) 3-stimuli detection task and 2) 1-stimuli detection task. In each part, the human 
observer will go through the training process and the real test, as shown in Figure 4: 1) compare 
the stimuli-present scan with the stimuli-absent one under high-exposure settings; 2) get 
familiar with the appearance of the stimuli in low-exposure settings by receiving a supervised 
training; 3) the real stimuli-detection test. 
During the test, 9 scans will be present in each trial with randomized orders, with 8 of them 
randomly selected from the stimuli-absent ROIs pool and only 1 stimuli-present ROI at the same 
location. The observer is forced to choose one image with the highest probability to contain the 
stimuli signal; after the observer makes the choice, the 9 images will refresh and the next trial 
ensues. The observer is encouraged to take a small break whenever he/she feels exhausted. 
The 3-stimuli detection task and 1-stimuli detection task will be completed in one session, 






3.3.3 Statistical Analysis 
The observer response at each trial is recorded as either 0 or 1 (wrong/correct choice). During 
the 9AFC test, the observer response, imaging protocol, observer index and trial index at each 
trial are recorded. Two approaches are adopted to perform the statistical analysis and to cross-
validate the results: 1) based on the observer response recorded, the mixed-effects binary 
logistic regression is performed and 2) based on the PC calculated from the recorded observer 
response, the Fisher-Pittman exact test is carried out. For convenience, the following notations 
for imaging protocols and stimuli locations are used throughout the analysis: 
𝑃𝑃1 − 𝐶𝐶𝑐𝑐𝑠𝑠𝑣𝑣𝑒𝑒𝑠𝑠𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠𝑎𝑎𝑙𝑙 𝐹𝐹𝐹𝐹𝐹𝐹 𝑤𝑤𝑖𝑖𝑡𝑡ℎ 𝑐𝑐𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐 𝑏𝑏𝑐𝑐𝑤𝑤𝑡𝑡𝑖𝑖𝑒𝑒 𝑓𝑓𝑖𝑖𝑙𝑙𝑡𝑡𝑒𝑒𝑟𝑟 
𝑃𝑃2 −𝐹𝐹𝑖𝑖𝑠𝑠𝑖𝑖𝑎𝑎𝑢𝑢𝑎𝑎 𝑎𝑎𝑒𝑒𝑎𝑎𝑠𝑠 𝑣𝑣𝑎𝑎𝑟𝑟𝑖𝑖𝑎𝑎𝑠𝑠𝑐𝑐𝑒𝑒 𝑖𝑖𝑠𝑠 𝐹𝐹𝐹𝐹𝑃𝑃 𝛽𝛽𝑒𝑒𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡𝑟𝑟𝑢𝑢𝑐𝑐𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠 𝑑𝑑𝑦𝑦𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑐𝑐 𝐹𝐹𝐹𝐹𝐹𝐹 
𝑃𝑃3 − 𝑇𝑇𝑎𝑎𝑐𝑐𝑇𝑇 𝑑𝑑𝑟𝑟𝑖𝑖𝑣𝑣𝑒𝑒𝑠𝑠 𝑑𝑑𝑦𝑦𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑐𝑐 𝐹𝐹𝐹𝐹𝐹𝐹  
(a) (b) 
Figure 45: The user interface and different stages of the stimuli-detection task. (a) The first 
stage in each stimuli-detection task, which is the comparison between stimuli-present ground 
truth images and the stimuli-absent backgrounds; (b) The 9AFC user interface for both stimuli-
detection tasks. Note that all images are displayed at the fixed window and level in each 




𝐿𝐿𝑖𝑖(𝑖𝑖 = 1,2 … ,5) − 𝑆𝑆𝑡𝑡𝑖𝑖𝑎𝑎𝑢𝑢𝑙𝑙𝑖𝑖 𝐿𝐿𝑐𝑐𝑐𝑐𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠 
For the mixed-effects binary logistic regression with categorical inputs, the imaging protocol 
and the stimuli location are considered as fixed effects, while the variation in human observer 
and trial index are considered as random effects. Eq.17 is used to evaluate different FFM 
imaging protocols locally: 
𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑡𝑡�𝑃𝑃𝑖𝑖�𝐿𝐿𝑖𝑖� = 𝛽𝛽0 + � 𝛽𝛽𝑖𝑖𝑖𝑖 ∙ (𝑃𝑃𝑖𝑖 ∗ 𝐿𝐿𝑖𝑖)
𝑖𝑖≠𝑗𝑗,𝑖𝑖≠𝑑𝑑
+ 𝑏𝑏 + 𝑐𝑐      (17) 
Where:  
 𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑡𝑡�𝑃𝑃𝑖𝑖�𝐿𝐿𝑖𝑖� is the logit function value by using imaging protocol 𝑃𝑃𝑖𝑖  at location 𝐿𝐿𝑖𝑖, 
which may be viewed as conditional terms based on different locations 
             𝛽𝛽0 is the reference logit function value chosen by using protocol 𝑃𝑃𝑗𝑗 at location 𝐿𝐿𝑑𝑑  
             𝛽𝛽𝑖𝑖𝑖𝑖 is the contrast between the logit function value of the reference and the one by 
using protocol 𝑃𝑃𝑖𝑖  at location 𝐿𝐿𝑖𝑖   
            (𝑃𝑃𝑖𝑖 ∗ 𝐿𝐿𝑖𝑖) is a dummy variable of the interaction between imaging protocol and stimuli 
location as categorical inputs 
            𝑏𝑏 ~ 𝑁𝑁(0,𝜎𝜎𝑏𝑏2) and 𝑐𝑐 ~ 𝑁𝑁(0,𝜎𝜎𝑐𝑐2) are random-effect intercepts modeling the variation in PC 
caused by different human observers and “repeated” trials 
In mixed-effects binary logistic regression, the contrast 𝛽𝛽𝑖𝑖𝑖𝑖 represents the change of the success 
probability by using imaging protocol 𝑃𝑃𝑖𝑖  at location 𝐿𝐿𝑖𝑖 with respect to the reference, where the 




pairwise comparison between different imaging protocols are performed by calculating all the 
contrasts 𝛽𝛽𝑖𝑖𝑖𝑖, and the statistical significance is determined by p-value of the two-sided t-test for 
testing the null hypothesis 𝐻𝐻0: 𝛽𝛽𝑖𝑖𝑖𝑖 = 0. 
We will not only analyze the local performance of different imaging protocols, but also the 
comparisons between their global performance by estimating their marginal means as follows: 
𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑡𝑡(𝑃𝑃𝑖𝑖) = �𝑤𝑤𝑖𝑖 ∙ 𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑡𝑡�𝑃𝑃𝑖𝑖�𝐿𝐿𝑖𝑖�
𝑖𝑖
      (18) 
Where: 
 𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑡𝑡�𝑃𝑃𝑖𝑖�𝐿𝐿𝑖𝑖� is the logit function value by using imaging protocol 𝑃𝑃𝑖𝑖, which may be 
viewed as marginal terms grouped by imaging protocols 
 𝑤𝑤𝑖𝑖 is the weighting for each conditional term 
Since the data in this 9AFC human observer test is balanced, the marginal term is just the 
average of conditional terms. 
For the Fisher-Pittman exact test, both the global and local PC are computed, and they form the 
pairwise observations for each human observer. The following null hypothesis are tested 
globally and locally for comparing the mean PC among different imaging protocols: 
𝐻𝐻01:𝑃𝑃𝐶𝐶����𝑎𝑎𝑖𝑖𝑐𝑐𝑖𝑖𝑎𝑎𝑢𝑢𝑎𝑎 𝑣𝑣𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑐𝑐 𝐹𝐹𝐹𝐹𝐹𝐹 ≥ 𝑃𝑃𝐶𝐶����𝑡𝑡𝑎𝑎𝑇𝑇𝑗𝑗−𝑑𝑑𝑎𝑎𝑖𝑖𝑣𝑣𝑐𝑐𝑐𝑐 
𝐻𝐻02:𝑃𝑃𝐶𝐶����𝑇𝑇𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐 𝑏𝑏𝑡𝑡𝜋𝜋𝑡𝑡𝑖𝑖𝑐𝑐 ≥ 𝑃𝑃𝐶𝐶����𝑡𝑡𝑎𝑎𝑇𝑇𝑗𝑗−𝑑𝑑𝑎𝑎𝑖𝑖𝑣𝑣𝑐𝑐𝑐𝑐 




At last, the Bonferroni multiple-comparison correction is applied to avoid spurious positives. 
Note that the significance level for the entire set of comparisons is chosen at 5% throughout 
the analysis. 
3.4 Results 
Since the human observer study is currently undergoing Institutional Review Board (IRB) 
reviewing process, no human observer data has been collected. In the future, we will conduct 


















Procedural phantom development enables assessment of the ability of high-resolution CT to 
reproduce textures in reconstructions in a highly repeatable fashion. This methodology also has 
the following advantages: 1) a wide range of possible anatomical textures are permitted by a 
single general digital design, which facilitates the manufacturing process significantly; 2) The 
modular design allows the printed phantoms to be inserted into larger human body phantoms 
to take patient habitus into account; 3) Tissue contrast control can be achieved by immersing 
the phantoms in potassium phosphate or iodine solutions with varying concentrations. With 
increasing focus on task-based image quality and radiomics, such custom phantoms have the 
potential to play an increasing role in imaging performance assessments. In the future, we seek 
to improve the procedure way of phantom development to design more sophisticated texture 
features and to use more advanced 3D printers to achieve higher precision and printing quality. 
As for the dynamic FFM and the human observer study, we plan to conduct it as soon as the IRB 
review process is over and perform the statistical analysis to validate the efficacy of the 
dynamic FFM imaging protocol. In conclusion, both the procedural phantom generation and the 
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