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Resumo
O presente trabalho pode ser dividido em duas partes principais: na primeira parte,
captulo 3, analisamos sob quais condic~oes a imposic~ao das condic~oes de contorno de Neu-
mann homoge^neas sobre duas superfcies planas, innitas e paralelas, separadas por uma
dista^ncia a, poderiam inibir a quebra esponta^nea de simetria no mecanismo de Coleman
Weinberg para eletrodina^mica escalar. No trabalho da refere^ncia [1], tal objetivo e atin-
gido atraves de uma expans~ao do potencial efetivo em pote^ncias de a, onde 2 representa
os termos quadraticos nos campos, a partir da qual os pontos crticos hci do Vef (maximos
e mnimos) s~ao encontrados. Tal abordagem e tediosa e complexa, alem de requerer uma
cuidadosa analise. Neste trabalho, sem recorrer a qualquer expans~ao do potencial efetivo,
nos mostramos de uma maneira muito simples que, se a  e2M 1 (onde e e a carga do
campo escalar e M sua massa gerada pelo mecanismo de Coleman-Weinberg), hci = 0
e ponto de mnimo do Vef e que, portanto, a quebra esponta^nea de simetria e inibida.
Na segunda parte, captulo 6, desenvolvemos uma proposta para um tratamento mais
geral do efeito Casimir. Como prototipo, usamos o campo escalar real, em (n+1) di-
mens~oes, interagindo com N regi~oes de diferentes potenciais { modelados por func~oes
degraus. Como resultado, obtivemos express~oes que nos permitem calcular, atraves do
tensor energia-momento, a energia e a forca de Casimir para qualquer numero de bar-
reiras ou regi~oes de diferentes potenciais constantes, sendo portanto aplicavel a inumeras
situac~oes especcas. Nos captulos 7 e 8 exploramos algumas possibilidades, alternando
entre a proposta original de diferentes regi~oes nitas e o caso limite de barreiras modela-
das por func~oes delta de Dirac. Mostramos tambem que, no limite de acoplamento forte,
nossos resultados retornam ao famoso resultado de Luscher et al., como ja era esperado.
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Abstract
The present work can be divided into two main parts: the former, Chapter 3, we have
investigated in what conditions the imposition of homogeneous Neumann boundary con-
ditions on two innite parallel plane surfaces separated by a distance a, could inhibit
the spontaneous symmetry breaking in Coleman-Weinberg mechanism for the scalar elec-
trodynamics. In the work of reference [1], this objective has been achieved through an
expansion of the eective potential in powers of a, where 2 represents the quadratic
terms in the scalar eld, from which the critical points hci of Vef (maximum and mini-
mum) were found. That approach is tedious and complex, and require careful analyse. In
this work, without resorting to any expansion of the eective potential, we have showed
in a very simple way that, if a  e2M 1 (where e is the charge of the scalar eld and M
its mass generated by Coleman-Weinberg mechanism), hci = 0 is the minimum point of
Vef and that, therefore, the spontaneous symmetry breaking is inhibited.
In the second part, Chapter 6, we have developed a more general proposal to deal with
the Casimir eect. As a prototype we have used the real scalar eld interacting with N
regions of dierent potentials { represented by step functions { in (n+1) dimensions. As
result we have obtained expressions which permit us to calculate, through the momentum-
energy tensor, the energy and the force of Casimir for any number of barriers or regions
of dierent constant potentials, consequently it is applicable to very dierent cases. In
the Chapter 7 and 8 we have investigated some possibilities, alternating our original pro-
pose of dierent nite regions and the extreme case of barriers represented by delta Dirac
functions. We have also shown that, in the limit of strong coupling, our results recover
the famous Lucher et al. result, as it was expected.
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Captulo 1
Introduc~ao
2A teoria qua^ntica de campos, criada por Dirac, Fermi, Heisenberg, Fock e outros,
e a mais bem sucedida teoria a unir em uma unica estrutura conceitual a meca^nica
qua^ntica e a teoria da relatividade restrita. Nela as partculas s~ao interpretadas como
as excitac~oes dos campos. A quantizac~ao de uma teoria de campos implica em transfor-
mar os campos em operadores que atuam sobre vetores que pertencem a um particular
espaco vetorial complexo, chamado espaco de Fock ou de numero de ocupac~ao. Esse
espaco vetorial e um produto direto dos espacos de Hilbert associados a osciladores
harmo^nicos independentes, onde as excitac~oes elementares desses osciladores s~ao asso-
ciadas a partculas. Essa teoria qua^ntica mostra que o vacuo, ou o estado de mnima
energia, n~ao e um espaco absolutamente vazio, mas sim um espaco no qual peque-
nas e rapidas utuac~oes dos campos (oscilac~oes) ocorrem a todo momento e em toda
parte. Essas s~ao tambem conhecidas como utuac~oes de ponto-zero. As utuac~oes de
ponto-zero s~ao interpretadas como muitas partculas virtuais que, por sua vez, est~ao
em constante criac~ao e aniquilac~ao, umas com as outras, de uma maneira muito rapida.
Assim como em diversas outras areas da fsica, as simetrias tambem exercem um papel
fundamental na teoria qua^ntica de campos. Propriedades de simetria s~ao responsaveis
pela conservac~ao de grandezas de extrema importa^ncia, tais como energia e momento,
e tambem pelo surgimento das interac~oes fundamentais da materia. As partculas que
respresentam a materia (exitac~oes do campo de materia) interagem via campos de in-
terac~ao, sendo estes obtidos ao assumirmos que os campos de materia s~ao invariantes
por tranformac~oes de gauge locais. Porem, tais transformac~oes proibem que esses cam-
pos de interac~ao sejam massivos, o que, a princpio, contradiz o conhecido resultado
experimental de que as partculas mediadoras da interac~ao fraca s~ao massivas. A re-
soluc~ao desta aparente contradic~ao surge quando passamos a considerar um importante
feno^meno: a quebra esponta^nea de simetria.
3Os primeiros trabalhos sobre a quebra esponta^nea de simetria foram realizados por
Nambu e Goldstone em materia condensada [2]. Posteriormente, as ideias da quebra
esponta^nea de simetria foram aplicadas a fsica de partcula como um mecanismo para
gerac~ao de massa [3]. As ideias da quebra esponta^nea de simetria se tornaram cruciais
com os trabalhos t'Hooft que mostram que as teoria de \gauge" s~ao renormalizaveis
[4]. Essencialmente a quebra esponta^nea de simetria se caracteriza pela presenca de
um conjunto de estados de vacuo degenerados que mantem a invaria^ncia da teoria,
entretanto a \escolha de um determinado estado de vacuo sob o qual e construda a
teoria quebra a simetria. Sendo um processo interno no qual nenhum agente externo
age, ela e dita esponta^nea. No Modelo Padr~ao, da fsica de partculas, a quebra es-
ponta^nea de simetria e induzida por um potencial de Higgs atraves de um termo de
massa imaginaria inserida a m~ao [5]. Em uma abordagem alternativa de Coleman and
Weinberg [6], a quebra esponta^nea de simetria e induzida pelas correc~oes radiativas
de \one-loop", oriundas das interac~oes e autointerac~oes das utuac~oes de ponto zero
dos campos. Na primeira parte deste trabalho, mostraremos que as mesmas utuac~oes
qua^nticas do vacuo, que permitem a quebra esponta^nea de simetria pelo modelo de
Coleman-Weinberg, tambem podem ser responsaveis por sua inibic~ao caso os campos,
neste caso os da eletrodina^mica escalar, sejam submetidos a condic~oes de contorno de
Neuman nas fronteiras de uma regi~ao sucientemente pequena do espaco. De uma
forma geral, efeitos provocados por utuac~oes qua^nticas do vacuo quando impomos
restric~oes ao campo s~ao conhecidos como efeito Casimir.
Previsto no ano de 1948 pelo fsico holande^s Hendrik Brugt Gerhard Casimir [7], o
efeito Casimir1, que hoje leva o nome de seu descobridor, foi uma das primeiras im-
plicac~oes descobertas de um dos efeitos conseque^ntes da teoria qua^ntica de campos, as
utuac~oes do vacuo. Casimir estava a princpio estudando o efeito das correc~oes de re-
tardamento (devido a velocidade nita de propagac~ao das interac~oes eletromagneticas)
1O leitor interessado encontrara revis~oes em portugue^s em [8] e em ingle^s em [9].
4da forca de Van der Waals quando, ao comentar com Niels Bohr a respeito da sim-
plicidade dos resultados que obtivera em parceria com D. Polder [10], foi lhe sugerido
levar em considerac~ao a energia de ponto zero do vacuo, que e a energia decorrente
das utuac~oes citadas anteriormente. Acatando a sugest~ao dada por Bohr, Casimir
foi capaz de mostrar que ao colocarmos paralelamente duas placas metalicas planas,
perfeitamente condutoras e eletricamente neutras, uma forca atrativa surge entre elas,
sendo essa forca, que hoje e conhecida como forca de Casimir, inversamente proporci-
onal a quarta pote^ncia da dista^ncia entre as placas. Em seu trabalho original Casimir
previu que, devido a utuac~oes qua^nticas do campo eletromagnetico, as duas placas
metalicas se atrairiam com uma forca dada por
F =   
2~c
240a4
A; (1.1)
onde A e a area das placas e a a dista^ncia entre elas. Para placas de 1cm2 de area e
separadas de 1m, a forca de atrac~ao, por unidade de area, entre a placas e de 0,013
dyn/cm2 (1,3 mPa). Tais resultados concordavam com os anteriormente obtidos em
parceria com Polder, porem o mais notavel em seu novo trabalho n~ao era o fato de que
duas placas condutoras neutras pudessem interagir { a interac~ao entre objetos neutros
ja era um feno^meno conhecido entre os que estudavam as forcas de Van der Waals
dispersivas { mas sim o fato de que essa interac~ao, em particular, poderia ser atribuda
unicamente as utuac~oes qua^nticas do vacuo.
No ano de 1958, o tambem holande^s M. Sparnaay realizou o que hoje e considerado
por muitos como a primeira vericac~ao experimental do efeito Casimir [11]. Embora
o proprio Sparnaay tenha se mantido cauteloso em relac~ao aos resultados que obteve,
dizendo apenas que \n~ao eram inconsistentes com a teoria", a verdade e que desde
ent~ao tem sido crescente o interesse da comunidade cientca pelo feno^meno. Por um
5lado, sua generalizac~ao para outros tipos de interac~ao2 e tambem diferentes geometrias3
tem se mostrado promissora em diversos modelos de sistemas fsicos, dentre os quais
podemos citar o modelo de sacola de hadrons na cromodina^mica qua^ntica. Por outro, o
surgimento de novos aparatos tecnologicos, e consequente aprimoramento das tecnicas
experimentais, tem nos possibilitado um constante renamento na precis~ao das me-
didas do efeito, de modo que calculos considerando situac~oes cada vez mais realistas
passaram a ser necessarios. De fato, experimentos mais recentes, como os realizados
por Lamoreaux em 1997 [12], usando o pe^ndulo de tors~ao, e tambem de Mohideen
e Roy em 1998 [13], usando o microscopio de forca ato^mica, comrmaram com alto
grau de precis~ao o efeito Casimir. Diversos outros experimentos [14] foram realizados,
afastando qualquer sombra de duvida que pudesse existir com relac~ao a veracidade do
efeito Casimir.
O efeito Casimir normalmente se manifesta em pequenas escalas, para dista^ncias da
ordem de micro^metros, sendo imperceptvel em nosso cotidiano. Porem, com a cons-
tante evoluc~ao dos micro e nanodispositivos, as utuac~oes do vacuo tem se tornado
relevantes, exigindo previs~oes teoricas cada vez mais precisas. Em uma primeira abor-
dagem, podemos trocar as placas paralelas por fronteiras localizadas, onde o campo e
submetido a condic~oes de contorno idealizadas. Tais condic~oes, em geral, restringem os
possveis valores assumidos pelos momentos do campo a um conjunto discreto. Como
conseque^ncia, temos que as possveis freque^ncias de vibrac~ao s~ao tambem reduzidas,
alterando a energia do sistema. Embora esta primeira abordagem mantenha as carac-
tersticas mais relevantes do feno^meno, ela e ainda tanto quanto idealizada, uma vez
que ignora completamente aspectos praticos que podem exercer consideravel inue^ncia
2Embora, em seu artigo original, Casimir tenha considerado apenas as utuac~oes do campo eletro-
magnetico, qualquer campo quantizado exibe tais utuac~oes.
3Sabemos atualmente que o efeito Casimir se manifesta sempre que connamos um determinado
campo a uma regi~ao limitada do espaco, qualquer que seja sua geometria
6{ tais como efeitos de temperatura nita, permeabilidade, rugosidade e espessura das
placas, etc.
O estudo dos efeitos das utuac~oes do vacuo, tais como a forca e a energia de Ca-
simir, em meios materiais realistas foi inicialmente feito por Lifshitz em 1956 [15]. Ele
propo^s uma teoria macroscopica para uma placa semi-innita formada por um material
dieletrico dependente da freque^ncia (!). De acordo com essa teoria as oscilac~oes do
vacuo s~ao modeladas pelas utuac~oes do campo eletromagnetico propagando-se den-
tro do material dieletrico descrito por uma permissividade dieletrica dependente da
freque^ncia. A teoria de Lifshitz nos permite calcular a forca de Casimir considerando
efeitos de temperatura nita (diferente de zero), bem como de condutividade nita.
Para tratar o efeito Casimir de forma mais realista devemos considerar a interac~ao
das utuac~oes do campo  com a materia das fronteiras que modicam o vacuo do
espaco livre ao inves de introduzir condic~oes de contorno idealizadas. Para este m
introduzimos na teoria um potencial de interac~ao dado por
1
2
(x)2(x);
onde (x) representa o campo do material da fronteira. Escolhas adequadas para o
campo (x) permitem modelar as fronteiras. Assim, uma primeira alternativa mais rea-
lista e considerarmos as fronteiras como planos em (3+1)-dim ou pontos em (1+1)-dim,
sendo descritas ent~ao por func~oes delta de Dirac. Dizemos que nesses casos estamos no
limite ntido. Tal alternativa ja e bem conhecida, tendo seus resultados sidos discutidos
amplamente em diversas publicac~oes encontradas na literatura [16, 17]. Na refere^ncia
[18], demos um passo a frente, descrevendo as fronteiras por func~oes degraus, de modo
a considerarmos o efeito de sua espessura nita. Naquela ocasi~ao, encontramos que
a forca de Casimir entre duas barreiras decresce quando aumentamos suas larguras.
Para chegarmos a este resultado, empregamos o metodo do tensor energia-momento,
7calculado atraves das func~oes de Green { sendo estas obtidas pelo procedimento de-
senvolvido em [17]. Neste trabalho, usaremos o mesmo metodo para generalizar o
resultado encontrado naquela ocasi~ao. De fato, encontraremos as componentes do ten-
sor energia-momento, que por sua vez nos permite encontrar express~oes para a energia
e a forca de Casimir, validas para qualquer numero de barreiras ou regi~oes nitas.
O trabalho esta organizado da seguinte forma: No captulo 2 faremos uma breve revis~ao
do formalismo lagrangiano, para em seguida quantizarmos o campo escalar (processo
conhecido como segunda quantizac~ao). Mostraremos tambem como o efeito Casimir
surge naturalmente ao restringirmos o campo quantizado a uma regi~ao limitada do
espaco e, por m, discutiremos em linhas gerais o processo de renormalizac~ao, que e
de fundamental importa^ncia no assunto. No captulo 3 mostraremos que, no contexto
da eletrodina^mica escalar, restric~oes ao campo possuem conseque^cias que v~ao alem do
efeito Casimir tradicional, podendo inclusive inibir a quebra esponta^nea de simetria
no mecanismo de Coleman-Weinberg para esta teoria. Faremos isso mostrando que
hi = 0 e o unico ponto de mnimo do potencial efetivo, cuja renormalizac~ao sera feita
pelo metodo da func~ao zeta generalizada. Portanto, o vacuo e n~ao degenerado e a
quebra esponta^nea de simetria na^o ocorre. No captulo 4, apresentaremos o metodo de
calculo da forca de Casimir pelo tensor energia-momento via func~oes de Green, metodo
este que sera utilizado em todo restante do trabalho. Como exemplo calcularemos, em
(1+1) dimens~oes, a forca e a densidade de Casimir e tambem as componentes do tensor
energia-momento quando submetemos o campo a condic~oes de contorno homoge^neas de
Dirichlet em suas fronteiras. No captulo 5, discutiremos brevemente o aparecimento
de termos espurios quando trabalhamos com campos massivos ou em mais de uma
dimens~ao espacial. Finalmente, no captulo 6, desenvolveremos o metodo de calculo
cuja soluc~ao nos permite considerar o efeito Casimir, sobre um campo escalar real,
interagindo com qualquer numero de barreiras ou regi~oes de larguras nitas e em qual-
quer numero de dimens~oes espaciais. Tal soluc~ao e bem geral e esperamos que seja
8de grande utilidade em aplicac~oes diversas, onde o efeito Casimir se faca presente. No
captulo 7, analisaremos nossa soluc~ao no limite em que as regi~oes se tornam N bar-
reiras do tipo delta de Dirac, aproveitanto a ocasi~ao para discutir a possibilidade da
existe^ncia de mnimos de energia { que, por sua vez, podem ser introduzidos devido a
uma ambiguidade na denic~ao do potencial. No captulo 8 voltaremos nossa atenc~ao
para os modos TM, e percorreremos o caminho inverso daquele seguido no captulo 7
para encontrarmos, partindo do caso delta de Dirac, uma express~ao valida para regi~oes
de largura nita. Por m, no captulo 9, apresentaremos as conclus~oes e expectativas
geradas pelo presente trabalho.
Captulo 2
Efeito Casimir
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2.1 Introduc~ao
Em teoria qua^ntica de campos, um campo livre, que e uma quantidade com innitos
graus de liberdade, e tratado como uma colec~ao de innitos osciladores harmo^nicos
qua^nticos desacoplados, cada um com uma freque^ncia propria de oscilac~ao. As ex-
citac~oes do campo s~ao ent~ao interpretadas como partculas a ele associadas, enquanto
o estado fundamental (de mais baixa energia) e interpretado como sendo o vacuo. Alem
disso, ao contrario do que acontece nas teorias classicas, e mesmo na meca^nica qua^ntica
de Schrodinger, o vacuo exerce na teoria qua^ntica de campos um papel fundamental,
protagonizando diversos feno^menos por ela descritos, dentre os quais podemos destacar
o efeito Casimir. Fundamentalmente, o efeito Casimir surge ao connarmos determi-
nado campo em uma regi~ao limitada do espaco { de modo que apenas determinados
modos de vibrac~ao lhe s~ao permitidos { e, em sua formulac~ao original, descreve a forca
de atrac~ao entre duas placas metalicas, planas, perfeitamente condutoras e descarre-
gadas dispostas paralelamente a uma pequena dista^ncia a uma da outra.
Neste captulo temos dois objetivos principais: mostrar como e feita a quantizac~ao
do campo escalar1 e mostrar como dela decorre naturalmente o efeito Casimir. No
entanto, para cumprirmos nosso primeiro objetivo, sera nescessario antes uma breve
revis~ao do formalismo lagrangiano na teoria de campos. Isto e feito na sec~ao 2.2, onde
obteremos a equac~ao de movimento de Euler-Lagrange, discutiremos a conservac~ao da
energia e do momento linear, e deniremos quantidades que nos ser~ao necessarias em
discuss~oes posteriores.
Na sec~ao 2.3 quantizaremos o campo escalar  (tal que  e soluc~ao real da equac~ao
homoge^nea de Klein-Gordon) e seu momento conjugado, promovendo-os a operadores e
exigindo que estes operadores satisfacam as relac~oes de comutac~ao de Heisenberg para
tempos iguais. Ainda na sec~ao 2.3, apresentaremos pequenos argumentos, sem nos pre-
ocuparmos muito com os detalhes tecnicos, que nos permitam compreender melhor a
1Ao leitor interessado indicamos a refere^ncia [19]
11
interpretac~ao das excitac~oes do campo como partculas a ele associadas. Mostraremos
tambem que a energia do vacuo n~ao so e diferente de zero, mas tambem e divergente.
Finalmente, na sec~ao 2.4, mostraremos como o connamento do campo  em uma
regi~ao limitada do espaco altera o processo de quantizac~ao, nos levando no nal a re-
sultados semelhantes, porem n~ao iguais, aos encontrados no espaco livre. Falaremos
brevemente sobre a semelhanca do sistema com o oscilador harmo^nico e, encerrando
a sec~ao, mostraremos nalmente como o efeito Casimir surge naturalmente em con-
seque^ncia do connamento de .
Neste captulo, e tambem no restante do presente trabalho, estaremos usando unidades
naturais de medida, isto e, ~ = c = 1. A restaurac~ao dos resultados obtidos para outro
sistema de medidas, como o Sistema Internacional por exemplo, pode ser facilmente
obtida ao multiplicarmos, ou dividirmos, as grandezas desejadas por pote^ncias de ~ e
c, de modo a tornar suas dimens~oes compatveis com a do sistema escolhido.
2.2 O formalismo lagrangiano para o campo escalar
No formalismo lagrangiano, consideramos que toda a informac~ao sobre a dina^mica
de um sistema esta contida em sua lagrangiana L. Dene-se ent~ao uma grandeza
denominada ac~ao, da qual extraimos as equac~oes de movimento ao exigirmos, por meio
de um princpio variacional, que esta seja extrema. Tal princpio e conhecido como
princpio da mnima ac~ao, e sera estabelecido mais a frente. A ac~ao de um dado
sistema fsico e denida a partir de sua lagrangina por
S =
Z t2
t1
dt L: (2.1)
Considerando que os graus de liberdade do sistema sejam dados por , @ e x
,
podemos escrever, de um modo geral,
L =
Z
d3xL(; @; x); (2.2)
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onde temos considerado L, a densidade lagrangiana, explicitamente dependente de x,
de modo a cobrirmos os casos em que o campo interage com alguma fonte externa.
Desta forma, temos que
S =
Z
d4xL(; @; x); (2.3)
onde a integral acima e tomada por todo o hipervolume de uma dada regi~ao R do
espaco-tempo.
Vamos agora, introduzir as seguintes transformac~oes:
x ! x0 = x + x
(x) ! 0(x) = (x) + (x) ; (2.4)
tal que x e  se anulam na hipersuperfcie @R que limita a regi~ao R.
Ao introduzirmos tais transformac~oes, temos que a variac~ao total do campo e dada por
(x)  0(x0)  (x) = (x) + (@(x))x; (2.5)
onde temos considerado apenas os termos de primeira ordem.
Alem disso, a variac~ao da ac~ao e dada por
S =
Z
d4x0 L(0; @0; x0) 
Z
d4xL(; @; x); (2.6)
onde o elemento de volume do espaco-tempo d4x0 (obtido atraves do jacobiano da
transformac~ao x! x0 ) e dado por
d4x0 = J

x0
x

d4x = (1 + @x
)d4x: (2.7)
Desta forma, podemos reescrever a equac~ao (2.6) como
S =
Z
d4x (L+ L@x): (2.8)
Pela regra da cadeia temos que
L = @L
@
+
@L
@(@)
(@) +
@L
@x
x (2.9)
e, alem disso, podemos considerar
(@) = @(): (2.10)
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Sendo assim, a variac~ao da ac~ao ca da seguinte forma:
S =
Z
R
d4x

@L
@
+
@L
@(@)
@() + @(Lx)

; (2.11)
onde podemos usar a identidade
@L
@(@)
@() = @

@L
@(@)


  @

@L
@(@)

 (2.12)
para escreve^-la como
S =
Z
R
d4x

@L
@
  @

@L
@(@)

+
Z
R
d4x @

@L
@(@)
+ Lx

: (2.13)
Devemos notar que o ultimo termo da equac~ao (2.13) e a integral de uma diverge^ncia
total sobre R e, sendo assim, pode ser convertida, atraves do teorema do divergente
em quatro dimens~oes, para uma integral de superfcie em @R, nos fornecendo
S =
Z
R
d4x

@L
@
  @

@L
@(@)

+
Z
@R
d

@L
@(@)
+ Lx

; (2.14)
onde d e o elemento de hipersuperfcie de @R.
Uma vez que  = x = 0 em @R, temos que a equac~ao (2.14) acima, se reduz
simplesmente a
S =
Z
R
d4x

@L
@
  @

@L
@(@)

: (2.15)
Para prosseguirmos em nosso desenvolvimento, e agora necessario estabelecermos o
princpio da mnima ac~ao, que diz que a ac~ao de um determinado sistema deve ser
estacionaria, isto e, S = 0, quando nela consideramos as transformac~oes em x e 
dadas por (2.4). Sendo assim, pela equac~ao (2.15), vemos que para o princpio da
mnima ac~ao ser atendido, uma vez que  e arbitrario e mutuamente independente,
devemos ter
@L
@
  @
@x

@L
@(@)

= 0: (2.16)
A equac~ao (2.16) acima e a equac~ao de movimento de Euler-Lagrange para o campo
 e exerce na teoria de campos um papel analogo ao da equac~ao de Newton na
meca^nica classica de partculas. No restante do presente trabalho, toda equac~ao de
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movimento sera extrada de uma determinada densidade lagrangiana via equac~ao de
Euler-Lagrange. Como exemplo, temos que o campo escalar livre de massa m pode ser
descrito pela seguinte lagrangiana2:
Lliv(; @) = 1
2
@@
  1
2
m22; (2.17)
de modo que  satisfaz a equac~ao homoge^nea de Klein-Gordon
(@@
 +m2) = 0: (2.18)
Alem disso, a interac~ao do campo com um determinado potencial pode ser decrita por
meio de uma lagrangiana de interac~ao Lint, de modo que a lagrangiana total passa a
ser escrita como
Ltot = Lliv + Lint: (2.19)
Alem da equac~ao de Euler-Lagrange, podemos derivar da lagrangiana outras grandezas
de extrema importa^ncia. Dentre elas denimos o momento conjugado do campo  como
  @L
@(@0)
(2.20)
e, a partir de uma transformada de Legendre, a densidade hamiltoniana como
H = (x)@0(x)  L; (2.21)
sendo, portanto, o hamiltoniano dado por
H =
Z
d3x [(x)@0(x)  L]
=
Z
d3x

@L
@(@0)
@0(x)  L

: (2.22)
Alem disso, o formalismo lagrangiano e de grande utilidade para discutirmos as sime-
trias de uma teoria, isto e, determinarmos as constantes de movimento associadas as
2Daqui pra frente passaremos tratar a densidade lagrangiana simplesmente por lagrangiana
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transformac~oes sob as quais o sistema permanece invariante. Como exemplo, retome-
mos a equac~ao (2.13)
S =
Z
R
d4x

@L
@
  @

@L
@(@)

+
Z
R
d4x @

@L
@(@)
+ Lx

= 0;
onde agora tomamos R como sendo uma regi~ao arbitraria.
Em func~ao da equac~ao de movimento de Euler-Lagrange (2.16), vemos que o primeiro
termo da equac~ao acima se anula. Alem disso, podemos reescrever o integrando do
segundo termo como
@

@L
@(@)
+
@L
@(@)
@x
   @L
@(@)
@x
 + Lx

; (2.23)
de modo que a equac~ao (2.13), uma vez que R e arbitrario, implica em
@

@L
@(@)
 

@L
@(@)
@  gL

x

= 0; (2.24)
onde usamos a denic~ao (2.5) de  e g e a metrica de Minkowski, dada por
g =
0@ 1 0 0 00  1 0 0
0 0  1 0
0 0 0  1
1A : (2.25)
Vemos que a equac~ao (2.24) nada mais e do que a equac~ao de continuidade
@j
 = 0 (2.26)
para uma corrente j denida como
j  @L
@(@)
 

@L
@(@)
@  gL

x : (2.27)
Consideremos agora a seguinte transformac~ao innitesimal:
x ! x0 = x + "; (2.28)
onde " e uma constante.
Uma vez que o espaco-tempo e homoge^neo, o campo (x) deve ser invariante sob uma
translac~ao da origem, ou seja:
0(x0) = (x) ,  = 0 (2.29)
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Desta forma, as equac~oes (2.26) e (2.27) implicam em
@

@L
@(@)
@  gL

" = 0: (2.30)
Denindo o tensor energia-momento como
T   @L
@(@)
@  gL; (2.31)
uma vez que " e uma constante podemos reescrever a equac~ao (2.30) simplesmente
como
@T
 = 0: (2.32)
Integrando (2.32) por todo o espaco temosZ
V
d3x @0T
0 +
Z
V
d3x @iT
i = 0; (2.33)
onde o segundo termo pode ser reescrito como uma integral de superfcie, devido ao
teorema do divergente, resultando emZ
V
d3x @0T
0 +
Z
@V
di T
i = 0: (2.34)
Supondo que os campos e suas derivadas se anulam rapidamente quando x ! 1,
vemos que a integral de superfcie acima e nula e, sendo assim, obtemosZ
V
d3x @0T
0 = 0: (2.35)
Ou, simplesmente,
d
dt
Z
V
d3xT 0

= 0: (2.36)
A equac~ao acima nos mostra que exitem quatro grandezas conservadas, uma para cada
valor de . Comparando as equac~oes (2.22) e (2.31), vemos que para  = 0 a grandeza
conservada e simplesmente a energia e, uma vez que nos domnios de relatividade
restrita a energia e a componente zero do quadri-vetor momento linear, temos que
para  = i 6= 0, a grandeza conservada e a i-esima componente do vetor momento, de
modo que podemos denir:
~P 
Z
d3x

@L
@(@0)
~r

: (2.37)
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Ou, em notac~ao quadridimensional,
P  =
Z
d3x

@L
@(@0)
@  g0L

: (2.38)
Desta forma, podemos concluir que devido a homogeneidade do espaco-tempo o mo-
mento linear e a energia s~ao grandezas que se conservam no tempo. Tal conclus~ao {
e tambem todo desenvolvimento que nela resultou { nada mais e do que um simples
exemplo do teorema de Noether, que diz que associada a cada simetria ha sempre uma
quantidade conservada. Alem disso, vale ressaltar que ha uma ambiguidade na denic~ao
do tensor energia-momento. Note que, devido a equac~ao (2.32), pode-se acrescentar
qualquer termo de diverge^ncia nula a denic~ao (2.31) que todo o desenvolvimento pos-
terior segue inalterado.
2.3 Segunda quantizac~ao
Consideremos novamente a lagrangiana para o campo escalar livre
L = 1
2
@@
  1
2
m22: (2.39)
Deste modo, pela equac~ao de Euler-Lagrange, vemos que o campo  obedece a equac~ao
homoge^nea de Klein-Gordon, dada por
(@@
 +m2) = 0: (2.40)
Pela equac~ao acima, vemos claramente que
 / eikx (2.41)
tal que
k2 = m2; (2.42)
onde temos abreviado a notac~ao de modo que (kx = kx
) e (k2 = kk
).
Desta forma, podemos escrever (x) como uma superposic~ao de ondas planas dada por
(x) =
Z
d~k

a(k)e ikx + b(k)eikx

; (2.43)
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onde o elemento de volume d~k do espaco de fase e dado por
d~k =
d3k
(2)32k0
=
d4k
(2)4
2(k2  m2)(k0); (2.44)
de modo a atender a condic~ao de energia positiva (k0 > 0) e a invariancia de Lorentz.
Exigindo que o campo  seja real, isto e, (x) = (x), temos que
b(k) = a(k) (2.45)
e portanto:
(x) =
Z
d~k

a(k)e ikx + a(k)eikx

: (2.46)
Uma vez denido (x), vamos agora encontrar seu momento conjugado. Pela denic~ao
(2.20), e usando a lagrangiana (2.39), temos que
 =
@L
@(@0)
= @0: (2.47)
Assim, aplicando (2.46) na denic~ao acima, temos
(x) =  i
Z
d~k k0

a(k)e ikx   a(k)eikx ; (2.48)
que como podemos ver, e ja era de se esperar, tambem e real.
Nosso proximo passo sera a quantizac~ao do campo  e de seu momento conjugado 
(processo conhecido como segunda quantizac~ao). Porem, antes disso, vamos relembrar
como e feita a transic~ao da meca^nica classica n~ao relativstica para a sua analoga
qua^ntica, de modo a termos uma noc~ao de que caminho deveremos seguir.
Sabemos que a quantizac~ao da meca^nica segue ao transformarmos os vetores posic~ao
(~x) e momento (~p) em operadores. Tais operadores agem sobre vetores pertencentes
a um determinado espaco, denominado espaco de Hilbert, e obedecem as seguintes
relac~os de comutac~ao de Heisenberg:
[xi; pj] = iij; (2.49)
[xi; xj] = [pi; pj] = 0; (2.50)
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onde ca subentendido que ~x e ~p se referem a posic~ao e ao momento do sistema em
um mesmo instante de tempo t.
Passando agora para a teoria do campo escalar, temos que (x) faz um papel analogo
a ~x(t), enquanto que (x) faz um papel analogo a ~p(t). Desta forma, devemos trans-
forma-los em operadores que agem sobre vetores de um determinado espaco, sendo este
conhecido como espaco de Fock, e obedecem determinadas relac~oes de comutac~ao. Isto
e feito transformando os coecientes a(k) e a(k) nos operadores a^(k) e a^y(k), onde
a^y(k) e o adjunto hermitiano de a^(k). Desta forma temos:
^(x) =
Z
d~k

a^(k)e ikx + a^y(k)eikx

(2.51)
e
^(x) =  i
Z
d~k k0

a^(k)e ikx   a^y(k)eikx ; (2.52)
que como podemos ver s~ao hermitianos (o que ja era de se esperar, uma vez que antes
de serem quantizados eles eram reais).
Vamos agora, em analogia a (2.49) e (2.50), impor as seguintes relac~oes de comutac~ao
para tempos iguais aos operadores ^ e ^:
[(t; ~x); (t; ~x0)] = i3(~x  ~x0); (2.53)
[(t; ~x); (t; ~x0)] = [(t; ~x); (t; ~x0)] = 0; (2.54)
onde, por comodidade, passamos a escrever os operadores sem o uso do acento circun-
exo.
Pode-se mostrar que as relac~oes (2.53) e (2.54) s~ao satisfeitas caso os operadores a(k)
e ay(k) satisfacam
[a(k); ay(k0)] = (2)32k03(~k   ~k0); (2.55)
[a(k); a(k0)] = [ay(k); ay(k0)] = 0: (2.56)
Como proximo passo, denimos o operador numero:
N =
Z
d~k ay(k)a(k); (2.57)
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que, como podemos vericar, obedece as seguintes relac~oes de comutac~ao:
[N; ay(k)] = ay(k); (2.58)
[N; a(k)] =  a(k): (2.59)
Agora, escrevendo as bases do espaco de Fock como autoestados do operador numero
tais que
N jni = n jni ; (2.60)
temos que
N(ay jni) = ay(N + 1) jni = (n+ 1)(ay jni); (2.61)
ou seja, o operador ay aumenta em uma unidade o auto-valor de N . Sendo assim
conclumos que
ay jni / jn+ 1i : (2.62)
Do mesmo modo
N(a jni) = a(N   1) jni = (n  1)(a jni); (2.63)
ou seja, o operador a diminui em uma unidade o auto-valor de N . Desta forma, em
analogia a (2.62), conclumos que
a jni / jn  1i : (2.64)
Exigindo que os auto-valores n sejam inteiros e n~ao negativos, exige^ncia esta cujo
motivo cara mais claro adiante, temos como conseque^ncia a existe^ncia de um estado
fundamental j0i, tal que
a j0i = 0  ! h0j ay = 0 (2.65)
e, consequentemente,
N j0i = 0: (2.66)
Vamos agora analisar o efeito de aplicarmos a e ay as bases jni sob o ponto de vista
da energia e do momento linear. Primeiro, estabelecemos os operadores associados a
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essas grandezas substituindo a lagrangiana (2.39) nas denic~oes (2.22) e (2.37), obtendo
como resultado
H =
1
2
Z
d3x
h
2 + (~r)2 +m22
i
(2.67)
para o operador Hamiltoniano e
~P =  
Z
d3x
h
~r
i
(2.68)
para o operador momento. Desta forma, utilizando (2.51) e (2.52), podemos escreve^-los
em func~ao de a e ay como
H =
1
2
Z
d~k k0

ay(k)a(k) + a(k)ay(k)

: (2.69)
e
P i =
1
2
Z
d~k ki

ay(k)a(k) + a(k)ay(k)

; (2.70)
de modo que H e P i, i = 1; 2; 3, correspondem as quatro componentes que formam o
quadri-vetor momento, dado por
P  =
1
2
Z
d~k k

ay(k)a(k) + a(k)ay(k)

: (2.71)
Devemos agora notar que
[P ; N ] = 0; (2.72)
ou seja, os autovetores de N s~ao tambem autovetores de P , de modo que passaremos
a escrever as bases do espaco de Fock como jn(p)i, tal que
P  jn(p)i = p jn(p)i : (2.73)
Alem disso, temos que
[P ; ay(k)] = kay(k) (2.74)
e
[P ; a(k)] =  kay(k); (2.75)
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de modo que
P 

ay(k) jn(p)i = ay(k)(P  + k) jn(p)i = (p + k) ay(k) jn(p)i (2.76)
e
P  [a(k) jn(p)i] = a(k)(P    k) jn(p)i = (p   k) [a(k) jn(p)i] ; (2.77)
ou seja, o operador ay(k) (a(k)) adiciona (subtrai) um quadri-vetor k ao estado jn(p)i.
Estamos agora em condic~oes de dar a devida interpretac~ao ao operador numero, sendo
esta a que segue: O operador numero, quando aplicado a uma determinada base jn(p)i
do espaco de Fock, nos da o numero total de partculas (quanta) do campo  presente
naquele estado (da a exige^ncia de n ser um numero inteiro n~ao negativo). Portanto,
tendo em vista a equac~ao (2.66), interpretamos o estado fundamental j0i como sendo
o estado de vacuo. Alem disso, os operadores a(k) e ay(k) passam a ser vistos como
operadores capazes de criar e destruir, respectivamente, um quantum de momento ~k e
energia k0.
Por m, observemos o que acontece ao tentarmos calcular a energia do vacuo:
Evacuo = h0jH j0i = 1
2
Z
d~k k0
h0j ay(k)a(k) j0i+ h0j a(k)ay(k) j0i ; (2.78)
onde podemos rearranjar os termos entre colchetes da seguinte forma:
h0j ay(k)a(k) + a(k)ay(k) j0i = h0j 2ay(k)a(k) + [a(k); ay(k)] j0i : (2.79)
Pela equac~ao (2.65) temos que
h0j ay(k)a(k) j0i = 0; (2.80)
porem, pela relac~ao de comutac~ao (2.55), temos que
h0j [a(k); ay(k)] j0i = (2)32k0 h0j 3(0) j0i (2.81)
Ou seja, o vacuo n~ao somente apresenta uma energia diferente de zero, como esta
energia possui um valor innito! De fato, a existe^ncia de uma energia de ponto zero ja
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era algo esperado { basta lembrarmos de outros sistemas qua^nticos como, por exemplo,
o oscilador harmo^nico simples, onde mesmo no estado fundamental temos uma energia
diferente de zero { sendo ela uma conseque^ncia direta do princpio de incerteza de
Heisenberg. Alem disso, podemos argumentar que apenas diferencas de energia, e n~ao
a energia em s, possuem signicado fsico e extrair do operador Hamiltoniano o termo
responsavel pela diverge^ncia. Tal processo e conhecido como ordenamento normal de
Wick e, formalmente, e obtido pela imposic~ao de que os operadores de aniquilac~ao (a)
devem sempre ser escritos a direita dos de criac~ao (ay). Desta forma, o Hamiltoniano
renormalizado passa a ser escrito como
: H :=
Z
d~k k0ay(k)a(k); (2.82)
que, como podemos ver, possui valor esperado zero para o estado de vacuo.
Acontece que em determinados casos, como quando impomos condic~oes de contorno
ao campo , o processo de renormalizac~ao descrito acima n~ao e valido e, alem disso,
a energia de ponto zero passa a exercer um importante papel na dina^mica do sistema.
Na proxima sec~ao mostraremos como isso e possvel e, nalmente, apresentaremos o
feno^meno conhecido como efeito Casimir.
2.4 O oscilador harmo^nico simples quantizado e o
efeito Casimir
Quando, na sec~ao anterior, determinamos a soluc~ao geral (2.46) da equac~ao homoge^nea
de Klein-Gordon (2.40), n~ao impomos qualquer restric~ao espacial ao campo . No
entanto, quando  e submetido a determinadas condic~oes de contorno, temos que as
componentes do vetor ~k, em geral, se restringem a um conjunto discreto de valores.
Desta forma, a soluc~ao geral (2.46) passa a ser escrita como
(x) =
Xh
ake
 ikx + ayke
ikx
i
; (2.83)
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com a relac~ao (k2 = m2) ainda valida.
Pela equac~ao (2.47), obtem-se para o momento conjugado:
(x) =  i
X
k0
h
ake
 ikx   aykeikx
i
: (2.84)
Vamos agora considerar que o espaco em que estamos trabalhando esta restrito ao
interior de um paraleleppedo de volume V = L2a, sendo L o comprimento dos lados
nas direc~oes x e y, e a o comprimento do lado na direc~ao z. Como sabemos, a func~ao
exponencial complexa possui periodicidade 2, sendo ela ortogonal em um intervalo
deste mesmo valor. Consequentemente, uma vez que a expans~ao de  deve ser feita
em termos de func~oes ortogonais, os valores permitidos para as componentes do vetor
~k s~ao:
kx =
2
L
nx; ky =
2
L
ny; kz =
2
a
nz; (2.85)
com ni = 0;1;2; :::
Desta forma, e possvel demonstrarmos que os operadores ak e a
y
k devem satisfazer
[ak; a
y
k0 ] =
kk0
2V k0
(2.86)
[ak; ak0 ] = [a
y
k; a
y
k0 ] = 0; (2.87)
para que as relac~oes de comutac~ao (2.53) e (2.54) sejam satisfeitas.
Vamos agora denir o operador numero como
Nk = 2V k
0aykak: (2.88)
Desta forma, temos:
[Nk; a
y
k0 ] = a
y
kkk0 (2.89)
e
[Nk; ak0 ] =  akkk0 : (2.90)
Poderamos tambem, em analogia a sec~ao anterior, denir o operador numero como
N = 2V
X
k
k0(aykak); (2.91)
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de modo que as relac~oes de comutac~ao (2.58) e (2.59) continuariam validas. A diferenca
na interpretac~ao das duas denic~oes e a que segue: enquanto N , quando aplicado a um
determinado estado do espaco de Fock, nos da o numero total de partculas presentes
naquele estado, o operador Nk nos da o numero total de partculas com energia k
0 e
momento ~k. Uma rapida olhada nas denic~oes (2.88) e (2.91) nos permite constatar
que
N =
X
k
Nk: (2.92)
Alem disso, temos que
[Nk; Nk0 ] = 0; (2.93)
de modo que passaremos a escrever as bases do espaco de Fock como jn(k)i , tal que
Nk0 jn(k)i = nk0 jn(k)i (2.94)
e
N jn(k)i =
X
k0
nk0 jn(k)i : (2.95)
Vamos agora obter o operador Hamiltoniano em func~ao de ak e a
y
k. Para isso subs-
titumos (2.83) e (2.84) na equac~ao (2.67), obtendo como resultado:
H = V
X
k
k0
h
aykak + aka
y
k
i
: (2.96)
Usando a relac~ao de comutac~ao (2.86) e a denic~ao (2.88), podemos escrever:
H =
X
k

Nk +
1
2

k0; (2.97)
de modo que a energia de um dado estado jn(k)i e dada por
E = hn(k)jH jn(k)i =
X
k0

nk0 +
1
2

k00: (2.98)
Note que podemos interpretar a energia acima como sendo a soma das energias de
innitos osciladores harmo^nicos, cada um com uma freque^ncia de oscilac~ao k00 e no
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n-esimo estado excitado. De fato, e neste sentido que costumamos dizer que, ao quan-
tizarmos um determinado campo, passamos a interpreta-lo como sendo uma colec~ao
de innitos osciladores harmo^nicos desacoplados, cada um com uma freque^ncia propria
de oscilac~ao. Alem disso, podemos notar a existe^ncia de uma energia de ponto zero,
de modo que mesmo o estado de vacuo possui uma energia diferente de zero, sendo ela
dada por
E = h0jH j0i = 1
2
X
k0
k00: (2.99)
Claramente, vemos que a express~ao acima e divergente, de modo que obtemos nova-
mente uma energia innita para o vacuo. Mais uma vez argumentamos que apenas
diferencas de energia, e n~ao a energia em s, possuem signicado fsico, sendo este
nosso proximo foco.
Veremos agora como obter uma diferenca de energia nita a partir de grandezas diver-
gentes [8] como a da express~ao (2.99). Primeiro, comecamos considerando que L a,
de modo a podermos considerar kx e ky como variaveis contnuas. Desta forma, pode-
mos reescrever a equac~ao (2.99) como
E =
1
2
Z
dnx
Z
dny
X
nz
k0; (2.100)
onde tando as integrais quanto o somatorio acima s~ao tomados de  1 a +1. Consi-
deremos tambem que o campo  seja n~ao massivo, de modo que
k0 =
s
k2x + k
2
y + n
2
z

2
a
2
: (2.101)
Assim, temos
E =
L2
2
Z 1
0
dkx
Z 1
0
dky
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2
q
k2x + k
2
y +
1X
n=1
s
k2x + k
2
y +

2n
a
235 : (2.102)
Se, no limite em que L!1, interpretarmos a express~ao acima como sendo a energia
do vacuo quando connamos  entre duas placas paralelas, de area L2 e separadas por
uma dista^ncia a, ent~ao para o espaco livre teremos:
E0 =
L2a
23
Z 1
0
dkx
Z 1
0
dky
Z 1
0
dkz
q
k2x + k
2
y + k
2
z : (2.103)
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Como ja argumentamos antes, diferencas de energia possuem signicado fsico e, deste
modo, ao subtrairmos (2.103) de (2.102) estaremos obtendo a energia de interac~ao entre
duas placas paralelas separadas por uma dista^ncia a. Em particular, para a diferenca
de energia por unidade de area temos:
E = 1
2
Z 1
0
 d
24
2
+
1X
n=1
s
2 +

2n
a
2
 
Z 1
0
dn
s
2 +

2n
a
235 ; (2.104)
onde introduzimos coordenadas polares no plano kxky.
Pela equac~ao (2.104), podemos ver que E ainda n~ao e uma quantidade bem denida.
Isto ocorre devido a uma diverge^ncia ultravioleta, ou seja, devido aos comprimentos
de onda mais curtos (grandes valores de k). Supondo que a presenca das placas exerce
pouca ou nenhuma inue^ncia quando o numero de onda k e maior que um determinado
valor km, podemos contornar o problema da diverge^ncia ultravioleta introduzindo no
integrando da equac~ao (2.104) uma func~ao f(k) tal que
f(k) =
n
1; k < km
0; k  km (2.105)
e
f 0(0) = 0; (2.106)
onde f 0(0) e a derivada primeira de f(k) aplicada na origem.
Introduzindo ainda uma mudanca de variavel u = a22=2, temos:
E = 
2
4a3
Z 1
0
du
"p
u
2
f

a
p
u

+
1X
1
p
u+ (2n)2 f

a
p
u+ (2n)2

 
Z 1
0
dn
p
u+ (2n)2 f

a
p
u+ (2n)2

: (2.107)
Pela formula de Euler-Maclaurin, temos que
1
2
F (0) + F (1) + F (2) + ::: 
Z 1
0
dnF (n) =   1
12
F 0(0) +
1
720
F 000(0) + ::: (2.108)
Identicando em (2.107)
F (n) =
Z 1
0
du
p
u+ (2n)2 f

a
p
u+ (2n)2

; (2.109)
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temos:
F 0(n) =  16n2 f

2n
a

(2.110)
e
F 000(n) =  32 f

2n
a

  64n f 0

2n
a

  16n2 f 00

2n
a

: (2.111)
Desta forma, encontramos para a energia por unidade de area:
E =  
2
90
~c
a3
; (2.112)
onde deixamos explcitas as constantes ~ e c, que antes n~ao apareciam por estarmos
usando unidades naturais de medida (~ = c = 1). A energia encontrada acima, que e
a energia de interac~ao entre as placas, esta associada uma forca por unidade de area,
dada por
F =  
2
30
~c
a4
; (2.113)
onde o sinal negativo indica que a forca e de atrac~ao.
O feno^meno que descrevemos acima, isto e, a interac~ao entre dois objetos unicamente
devido a variac~ao na energia do vacuo quando restringimos o espaco a uma regi~ao
nita, e o que chamamos de efeito Casimir. Em seu artigo original, Casimir mostrou,
de forma analoga a que zemos, que ao dispormos paralelamente duas placas metalicas,
perfeitamente condutoras e descarregadas separadas por uma distancia a, uma energia
de interac~ao dada por
E =   
2
720
~c
a3
; (2.114)
existira entre elas, e que, associada a esta energia, existira tambem uma forca de
atrac~ao, dada por
F =   
2
240
~c
a4
(2.115)
(aproximadamente 0; 013dyn para placas de 1cm2 separadas por 1m).
A diferenca, por um fator 8, entre os resultados obtido por Casimir e o que obtivemos se
deve ao fato de que, ao considerarmos  como o potencial eletrico, ele deve satisfazer as
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condic~oes de contono homoge^neas de Neumann nas superfcies das placas e, portanto,
os valores permitidos de kz passam a ser dados por
kz =
n
a
: (2.116)
Note que a simples substituic~ao 2n ! n na denic~ao de F (n) nos forneceria os mes-
mos resultados obtidos por Casimir. Note tambem que em nenhum momento do nosso
desenvolvimento zemos qualquer suposic~ao que nos levaria a concluir que as placas
n~ao pudessem estar descarregadas. Alem disso, a introduc~ao da func~ao f(k) se justica
pelo fato de que para ondas muito curtas (da ordem do comprimento ato^mico) as placas
metalicas dicilmente seriam de alguma forma um obstaculo e, portanto, a energia de
ponto zero dessas ondas n~ao seria afetada pela posic~ao das placas.
Conclumos este captulo ressaltando que a introduc~ao da func~ao f(k) para contor-
narmos a diverge^ncia ultravioleta nada mais e do que parte de um processo de renor-
malizac~ao, processo este muito comum na teoria qua^ntica de campos. O processo de
renormalizac~ao se faz nescessario quando queremos extrair quandidades fsicas bem
denidas de outras mal denidas, geralmente divergentes, e, de um modo geral, pode
ser dividido em tre^s etapas. A primeira etapa e a chamada regularizac~ao, nela intro-
duzimos na quantidade mal denida Q um para^metro de regularizac~ao , de modo que
exista um determinado valor 0 tal que: (i) quando ! 0, Q()! Q e (ii) Q() seja
uma quantidade bem denida quando  6= 0. A segunda etapa do processo consiste
em extrairmos da express~ao regularizada Q() uma quantidade Qesp(), que e bem
denida devido a regularizac~ao e que a teoria nos indica como sendo espuria, obtendo
Q() = Q() Qesp(). Na terceira e ultima etapa tomamos o limte ! 0, obtendo
como resultado uma quantidade Q bem denida ao qual atribumos signicado fsico
e supomos, ao menos em tese, ser mensuravel. No calculo da energia de Casimir, tal
como zemos acima, podemos identicar a energia do vacuo submetido a condic~oes de
contorno como sendo nossa grandeza mal denida, enquanto que a energia do vacuo
no espaco livre (sem condic~oes de contorno) pode ser identicada como sendo nossa
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grandeza espuria. Sendo assim, podemos escrever de forma esquematica:
Ecasimir = lim
!0
E()ccc   E()scc : (2.117)
Captulo 3
Condic~oes de contorno de Neumann
inibindo a quebra esponta^nea de
simetria no mecanismo de
Coleman-Weinberg
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3.1 Introduc~ao
No captulo anterior, vimos que e o efeito Casimir surge ao impormos restric~oes ao
campo com o qual estamos trabalhando { como, por exemplo, que satisfaca certas
condic~oes de contorno nas superfcies que delimitam uma determinada regi~ao do espaco.
Neste captulo, veremos em que situac~oes a imposic~ao das condic~oes de contorno de
Neumann homoge^neas sobre duas superfcies paralelas, innitas e separadas por uma
dista^ncia a, podem inibir a quebra esponta^nea de simetria no mecanismo de Coleman-
Weinberg para a eletrodina^mica escalar. Para tal objetivo, usaremos o metodo do
potencial efetivo, que sera explicado brevemente na proxima sec~ao.
Os resultados que encontraremos s~ao os mesmos obtidos na refere^ncia [1], porem a
abordagem que usaremos aqui e simples e direta, ao contrario daquela usada em [1],
onde somente apos a expans~ao do potencial efetivo (Vef ) em pote^ncias de a (
2 repre-
senta os termos quadraticos nos campos), a localizac~ao de seu pontos crticos (maximos
e mnimos) e uma cuidadosa analise, foi possvel chegar a tais resultados.
Por m, vale resaltar que mais uma vez sera necessario o uso de algum metodo de regu-
larizac~ao para tornarmos nitas express~oes divergentes durante o caminho. No nal do
captulo anterior zemos isso atraves da introduc~ao da func~ao f(k), metodo este que
pode ser classicado como sendo do tipo cut-o, ou de corte. Ja neste captulo, usare-
mos o metodo da func~ao zeta generalizada, denida da seguinte forma: Sendo m(x; y)
um operador real, elptico e autoadjunto cujos autovalores s~ao dados pelo conjunto
fig, ent~ao a func~ao zeta generalizada associada ao operador M (x; y) (m! M = m2 )
e denida como
M (s) =
X
i
i
2
 s
; (3.1)
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onde introduzimos um para^metro de escala desconhecido1 , com a mesma dimens~ao
de  1=2, para manter a func~ao zeta adimensional para todo s.
Apenas como exemplo, voltemos a equac~ao (2.102) do captulo anterior:
E =
L2
2
Z 1
0
dkx
Z 1
0
dky
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2
q
k2x + k
2
y +
1X
n=1
s
k2x + k
2
y +

2n
a
235
=
L2
2(2)2
1X
n= 1
Z 1
 1
d2k
"
k2 +

2n
a
2#1=2
: (3.2)
Sendo
M

s  1
2

=
1X
n= 1
Z 1
 1
d2k
(2)2
"
k2 +
 
2n
a
2
2
#1=2 s
; (3.3)
temos que
E =
L2
2
lim
s!0

M

s  1
2

: (3.4)
A integral de (3.3) pode ser facilmente calculada a partir da relac~aoZ 1
 1
dmk
 
k2 + A2
 z
= m=2
 (z  m=2)
 (z)
(A2)m=2 z; (3.5)
resultando em
M

s  1
2

=
2
4

2
a
3 2s
 (s  3=2)
 (s  1=2)
1X
n= 1
jnj3 2s
=
22
4

2
a
3 2s
 (s  3=2)
 (s  1=2)
1X
n=1
n3 2s
=
22
4

2
a
3 2s
 (s  3=2)
 (s  1=2)R(2s  3); (3.6)
onde R(2s  3) e a func~ao zeta de Riemann, dada por
R(z) =
1X
N=1
N z (3.7)
e cuja propriedade de reex~ao
 z=2 (z=2)R(z) = (z 1)=2 ((z   1)=2)R(1  z) (3.8)
1A introduc~ao do para^metro de escala  pode ser melhor compreendida quando observamos que, no
procedimento de regularizac~ao da func~ao zeta, existe escondida um separac~ao da integral divergente,
isto e, uma separac~ao das partes nita e divergente do potencial efetivo Vef (c) [20, 21].
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pode ser utilizada para encontrarmos a continuac~ao analtica
M

s  1
2

=
22 2s2s 1a2s 3
3=2
 (2  s)
 (s  1=2)R(4  2s); (3.9)
necessaria para calcularmos M( 1=2):
M

 1
2

=
4
3=2a3
 (2)
 ( 1=2)R(4)
=   
2
45a3
: (3.10)
Desta forma, encontramos para a energia por unidade de area
E =  
2
90
~c
a3
; (3.11)
que, como era de se esperar, e a mesma express~ao encontrada no captulo anterior,
quando zemos a regularizac~ao pelo metodo de corte.
3.2 O potencial efetivo para a eletrodina^mica esca-
lar
O potencial efetivo de uma teoria e denido como o valor esperado do operador ha-
miltoniano, calculado no estado { entre o conjunto de estados fg { em que este e
minimizado. Ele e uma generalizac~ao qua^ntica do potencial classico e, atraves de uma
expans~ao em loop, pode ser expresso como uma soma deste com as correc~oes que re-
presentam o efeito da interac~ao do campo com o vacuo qua^ntico. Veremos agora como
calcular, em ordem ~, o potencial efetivo para o campo escalar complexo (x) minima-
mente acoplado ao campo eletromagnetico. A densidade lagrangiana para essa teoria
e dada por [1]
L =  1
4
FF
 +D
D  
6
()2   1
2
(@A)
2   @@; (3.12)
onde D a derivada covariante, dada por
D = @ + ieA: (3.13)
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A derivada covariante e necessaria para manter a lagrangiana invariante sob trans-
formac~oes do grupo U(1) e tambem e reponsavel pelo acoplamento mnimo. O quarto
termo e o termo de xac~ao de calibre e o ultimo e o termo de Faddev-Popov no qual
 e  denotam os campos fantasmas (\ghost elds").
A contribuic~ao para o potencial efetivo pode ser simplicada escrevendo o campo
complexo em termo de dois campos reais 1 e 2,
 =
1p
2
(1 + i2) ; (3.14)
e realizando a usual rotac~ao de Wick (i.e. x0 !  ix4 and A0 ! iA4). A lagrangiana
(3.12), no espaco-tempo euclidiano, torna-se ent~ao
L =  1
2
(@a)
2   1
4
FF
   1
2
(@A)
2 +
 1
2
e2AAaa   eabaA@b   
4!
(ab)
2 + ; (3.15)
onde a; b = 1; 2 e ab e um tensor completamente antisimetrico, com 12 =  21 = 1.
Expandindo a ac~ao euclidiana,
SE[a; A
; ; ] =
Z
Ld4x; (3.16)
em torno dos campos constantes a = a, A
 = 0,  =  = 0, temos
SE[a; A
; ; ] = SE[ a; 0; 0; 0]  12
R
d4xd4y a(x)ab(x; y)b(y)+
 1
2
R
d4xd4y A(x)D(x; y)A
(y)  R d4xd4y A(x)Ca(x; y)a(y)+
+
R
d4x(x)(x) + (termos cubico e quarticos nos campos); (3.17)
onde
ab(x; y) =


6
(2a b + 
2ab) ab

(x  y); (3.18)
D(x; y) =

e2 2 +

1  1


@@  

(x  y); (3.19)
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Ca(x; y) = [ eab b@](x  y) (3.20)
e
2 = 21 +
22: (3.21)
O funcional gereador para as func~oes de Green conexas e desconexas
ZE[J ] = e
WE [J ] (3.22)
e dado por
ZE[Ja] = e
 S0[ a;Ja] R DDDADa exp 12 R d4xd4ya(x)ab(x; y)b(y) +
 1
2
R
d4xd4y A(x)D(x; y)A
(y)  R d4xd4y A(x)Ca(x; y)a(y)+R
d4x (x)(x)
	
; (3.23)
onde desprezamos termos cubicos e quarticos, pois estamos interessados em determinar
o potencial efetivo em ordem ~. Uma vez que o expoente e quadratico nos campos, as
intergrais podem ser facilmente calculadas2. Realizando a integral em Da temos
R
Da exp
R
d4xd4y
 1
2
a(x)ab(x; y)b(y)  A(x)Ca(x; y)a(y)
	 /
/ [det(ab)]  12 exp

1
2
R
d4xd4y A(x)Ca(x; y)
 1
ab Cb(x; y)A
(y)
	
; (3.24)
e em DA temos
R
DA exp
 1
2
R
d4xd4y A(x)[D(x; y)  Ca(x; y) 1ab (x; y)Cb(x; y)]A(y)
	
/ [det(D   Ca 1ab Cb)] 
1
2 : (3.25)
Por m, realizando as integrais em D e D ( e  s~ao campos de Grassmann), temosZ
D D exp
Z
d4x (x)(x)

= det( ): (3.26)
2Note que as integrais s~ao uma generalizac~ao da integral de Fresnel.
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Assim, obtemos
ZE[Ja] = e
 S0[ a;Ja][det(ab)] 
1
2 [det(D   Ca 1ab Cb)] 
1
2 det( ): (3.27)
Da equac~ao (3.27) facilmente obtemos o termo em ordem ~ do potencial efetivo como3
V
(1)
ef (c) =  
~


ln
n
[det(ab)]
  1
2 [det(D   Ca 1ab Cb)] 
1
2 det( )
o
; (3.28)
onde 
 e o volume do espaco-tempo em (3+1) dimens~oes.
Agora, realizando uma transformac~ao para o espaco dos momentos k, temos [22]
ab(k) = k
2ab +

3
a b +

6
2ab; (3.29)
D(k) =

k2 + e2 2

g +

1  1


kk (3.30)
e
Ca(k)
 1
ab (k)Cb(k) =
e2kk
k2 + 
6
2
 : (3.31)
Apos alguns calculos, encontramos [23]
V
(1)
ef (c) =
~
2

ln

det
 
k2 + 
2
2c

+ 3~
2

ln[det(k2 + e22c)]+
+ ~
2

ln[det(k2 +M2+
2
c)] +
~
2

ln[det(k2 +M2 
2
c)]  2 ~2
 ln[det(k2 +m2)]; (3.32)
onde 2c = 
2
1c + 
2
2c e o campo classico e
M2 =

12

r
2
144
  e
2
6
: (3.33)
Devido ao \ghost", introduzimos m2 no ultimo termo e, ao nal, faremos m2 ! 0 a
m de remover a diverge^ncia infravermelha.
3Nos usamos unidades naturais onde ~ = c = 1, entretanto mantemos ~ para marcar as correc~oes
qua^nticas.
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3.3 A quebra esponta^nea de simetria e o meca^nismo
de Coleman-Weinberg
Como ja dissemos no primeiro captulo, a quebra esponta^nea de simetria de gauge
exerce um papel fundamental na unicac~ao das teorias eletromagnetica e nuclear fraca,
uma vez que permite aos bosons mediadores da interac~ao fraca adquirirem massa a par-
tir de uma teoria de massa nula (os bosons mediadores da interac~ao eletromagnetica,
os fotons, n~ao possuem massa). Porem, neste ultimo caso, diversos para^metros fsicos
envolvidos no processo dependem da forma exata do potencial de Higgs, potencial este
que, embora necessario para que a quebra de simetria ocorra, e introduzido na teoria
de forma arbitraria, ao inves de derivado a partir de princpios fundamentais.
O mecanismo de Coleman-Weinberg trata justamente desta quest~ao. Devido as correc~oes
radiativas, faz com que, sob certas condic~oes, o potencial efetivo se torne degenerado
e a quebra esponta^nea de simetria possa ser induzida. Veremos agora como tal proce-
dimento funciona ao ser aplicado a eletrodina^mica escalar.
Partindo da equac~ao (3.32), da sec~ao anterior, e fazendo uso da conhecida relac~ao
[24, 25, 26]
ln detM =  dM (0)
ds
; (3.34)
podemos escrever a correc~ao em ordem ~ do potencial efetivo como
V
(1)
ef (c) =  
~
2

hd(0)
ds
+
de(0)
ds
+
d+(0)
ds
+
d (0)
ds
+
dm(0)
ds
i
; (3.35)
onde v(s) e a func~ao zeta generalizada, dada por
v (s) =
Z +1
 1


(2)4
d4k

k2 + v2
 s
: (3.36)
Usando novamente (3.5) em (3.36) e calculando, a partir do resultado, cada v(0) e
 0v(0), obtemos para o potencial efetivo
Vef (c) =

4!
4c +
~
2562
24c
"
ln
 

2
2c
2
!
  3
2
#
+
3~
642
e44c

ln

e22c
2

  3
2

39
+
~
642
M4+
4
c

ln

M2+
2
c
2

  3
2

+
~
642
M4 
4
c

ln

M2 
2
c
2

  3
2

:
(3.37)
Desprezando o segundo e tambem os dois ultimos termos, uma vez que s~ao de ordem
2, a express~ao acima passa a ser escrita como
Vef (c) =

4!
4c +
3~
642
e44c

ln

e22c
2

  3
2

: (3.38)
Embora nito, o potencial efetivo obtido acima ainda n~ao e nosso resultado nal, pois
devemos ajustar o para^metro  ao seu valor observado. Para isso, impomos a seguinte
condic~ao de renormalizac~ao
dVef
d4c

M
= R: (3.39)
Uma vez que com massa nula a teoria n~ao possui uma escala intrnseca, o valor de M {
que possui unidade de massa { usado para deninir a constante de acoplamento acima
e arbitrario. Obviamente, escolhas diferentes resultar~ao em denic~oes diferentes, mas
qualquer uma delas { contanto queM seja diferente de zero para evitar a singularidade
logartimica infravermelha { e t~ao boa quanto qualquer outra. Dito isto, temos que a
condic~ao (3.39), aplicada a equac~ao (3.38), nos leva a
+
9~e4
82

ln

e2M2
2

  8
3

= R: (3.40)
Uma vez que, para ordem ~0, temos  = R, podemos utilizar (3.40) para eliminar-
mos o para^metro  do potencial efetivo, obtendo
Vef (c) =

4!
4c +
3~
642
e44c

ln

2c
M2

  25
6

: (3.41)
Denindo hi como o ponto onde o potencial efetivo assume seu mnimo, temos que a
condic~ao
dVef
d

hi
= 0 (3.42)
implica em
hi3
6
(
+
3~e4
162
"
6 ln
 
hi2
M
!
  22
#)
= 0; (3.43)
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que somente adimitira soluc~ao n~ao trivial se o termo entre chaves for nulo. Uma vez
que M e arbitrario, a escolha M = hi implica em
 =
33~e4
82
; (3.44)
mostrando que somente havera soluc~ao n~ao trivial se  for da ordem de e4. Consi-
derando, portanto,  de ordem e4 de modo a satisfazer a equac~ao (3.44), sem nos
esquecermos da escolha M = hi, temos para o potencial efetivo
Vef (c) =
3~e44c
642

ln

2c
hi2

  1
2

: (3.45)
Devemos notar que o potencial efetivo acima possui, de fato, um mnimo em hi, como
ja era de se esperar. Porem, chamamos a atenc~ao para o fato de que em momento
algum foi nescessario assumir qualquer valor para hi e que, portanto, este e arbitrario.
Sendo assim, temos que o vacuo da teoria e degenerado. Alem disso, a eliminac~ao do
para^metro  (admensional) as custas da introduc~ao de hi (com dimens~ao de massa)
faz com que a teoria, que a princpio n~ao tinha uma escala intrnseca de massa, passe
a te^-la. De fato, pela condic~ao de renormalizac~ao de massa
d2Vef
d2c

hi
= M2R; (3.46)
temos que
M2R =
3~e4
82
hi2 : (3.47)
Pelo resultado acima, vemos que a massa do campo escalar sera nula apenas se hi = 0.
Porem, tal resultado n~ao e um ponto de mnimo e, portanto, n~ao representa um vacuo
estavel, podendo ser descartado. Ou seja, o campo escalar passa a ser massivo. Alem
disso, o campo A tambem adquire massa, uma vez que o termo
1
2
e22AA
 (3.48)
da lagrangiana implica em
MA = e
2 hi2 : (3.49)
Por m, uma simples mudanca para a variavel 0 =  hi na lagrangiana, de modo a
reobtermos um vacuo nulo, nos permite constatar de forma clara a quebra de simetria.
41
3.4 Condic~oes de contorno de Neumann
Veremos agora sob quais condic~oes a quebra esponta^nea de simetria, apresentada na
sec~ao anterior, pode ser inibida ao exigirmos que os campos satisfacam condic~oes de
contorno de Neumann homoge^neas sobre duas superfcies planas, paralelas e innitas,
localizadas nos pontos z = 0 e z = a
@'
@z

z=0
=
@'
@z

z=a
= 0; (3.50)
onde ' representa os campos a, A
,  e . As condic~oes de contorno (3.50) tornam
a componente do momento perpendicular as superfcies (z = 0 e z = a) discretas:
kz =
n
a
, onde n = 0; 1; 2; 3; : : :, enquanto as outras componente permanecem contnuas.
Sendo assim, o termo em ordem ~ do potencial efetivo, equac~ao (3.32), torna-se
V
(1)
ef (c) =
1
2
~


ln det

k2 +
n22
a2
+ 22c

+
3
2
~


ln det

k2 +
n22
a2
+ e22c

+
+
1
2
~


ln det

k2 +
n22
a2
+M2+
2
c

+
1
2
~


ln det

k2 +
n22
a2
+M2 
2
c

+
 21
2
~


ln det

k2 +
n22
a2
+m2

; (3.51)
onde zemos  = 22 e k2 = k2+k2z . Usando mais uma vez a relac~ao (3.34), chegaremos
novamente em (3.35), porem agora com
v (s) =
1X
n=1
Z +1
 1


(2)3 a
d3k

k2 +
2n2
a2
+ v2
 s
: (3.52)
Com o uso da integral (3.5) e da relac~ao [27]
1X
n=1

n2 +B2
 p
=  1
2
B 2p +

1
2
2B2p 1  (p)
"
 

p  1
2

+ 4
1X
n=1
Kp  1
2
(2nB)
(nB)
1
2
 p
#
;
(3.53)
onde os K(x) s~ao as func~oes de Bessel modicadas, obtemos
v (s) =


16
3
2a
 
 
s  3
2

  (s)
v3 2s +


162
1
(s  1) (s  2)v
4 2s +
+


42
v4 2s
  (s)
1X
n=1
Ks 2 (2nav)
(nav)2 s
: (3.54)
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Calculando v (0) e 
0
v (0) por (3.54) e usando os resultados em (3.35), obtemos para o
potencial efetivo
Vef (c) =
2
12
4c  
~2
720a4
+
+
~
642
44c

ln

22c
2

  3
2

  ~
33c
24a
  ~
82
44c
1X
n=1
K2 (2nac)
(nac)
2 +
+
3~
642
e44c

ln

e22c
2

  3
2

  ~e
33c
8a
  3~
82
e44c
1X
n=1
K2 (2neac)
(neac)
2 +
+
~
642
M4+
4
c

ln

M2+
2
c
2

  3
2

  ~M
3
+
3
c
24a
  ~
82
M4+
4
c
1X
n=1
K2 (2nM+ac)
(nM+ac)
2 +
+
~
642
M4 
4
c

ln

M2 
2
c
2

  3
2

  ~M
3
 
3
c
24a
  ~
82
M4 
4
c
1X
n=1
K2 (2nM ac)
(nM ac)
2 ;
(3.55)
lembrando que K(x) = K (x). Alem disso, vale ressaltar que uma expans~ao das
func~oes de Bessel modicadas (ultimo termo de cada linha) resultara em contribuic~oes
do tipo nan 4 (n = 0; 1; 2:::).
Derivando (3.55) temos
dVef
dc
=
2
3
3c +
+
~
162
43c

ln

22c
2

  1

  ~
32c
8a
+
~
42a
32c
1X
n=1
K1 (2nac)
n
+
3~
162
e43c

ln

e22c
2

  1

  3~e
32c
8a
+
3~
42a
e32c
1X
n=1
K1 (2neac)
n
+
~
162
M4+
3
c

ln

M2+
2
c
2

  1

  ~M
3
+
2
c
8a
  ~
42a
M3+
2
c
1X
n=1
K1 (2nM+ac)
n
+
~
162
M4 
3
c

ln

M2 
2
c
2

  1

  ~M
3
 
2
c
8a
  ~
42a
M3 
2
c
1X
n=1
K1 (2nM ac)
n
:
(3.56)
E facil ver que hci = 0 e uma soluc~ao para dVefdc = 0. Para sabermos se ocorre
quebra esponta^nea de simetria, isto e, se hci = 0 e ponto de maximo local, nos
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avaliamos a segunda derivada do potencial efetivo em hci = 0,
d2Vef
d2c

c=hci=0
=
~
48a2

42
3
+ 3e2

: (3.57)
Agora, vamos considerar que  seja da ordem de e2, uma vez que estamos interessados
em saber se as condic~oes de contorno de Neumann homoge^neas s~ao capazes de inibirem
o mecanismos de Coleman-Weinberg para a quebra esponta^nea de simetria. Desta
forma, o termo de ordem 2 na Eq. (3.57) e negligenciavel quando comparado com o
termo de ordem e2, e pode ser desprezado, resultando em
d2Vef
d2c

c=hci=0
=
~e2
16a2
= m2: (3.58)
Quando a ! 1 podemos considerar a escala de comprimento como sendo (M) 1,
onde M e a massa do campo escalar adquirida como resultado do mecanismo de
Coleman-Weinberg, no qual M  e2 hi (veja Fig. 3.1).
Se a  (M) 1 ent~ao m22  e6 hi4 que e de ordem mais alta que os termos em 4
do potencial efetivo. Portanto, a n~ao pode modicar o mnimo e a quebra esponta^nea
de simetria ocorre (veja Fig. 3.2).
Se a  e(M) 1 ent~ao m22  e4 hi4 que e de mesma ordem dos termos em 4 do
potencial efetivo. Portanto, nos n~ao podemos desprezar o termo em 2 que advem da
imposic~ao das condic~oes de contorno. Contudo, as condic~oes de contorno n~ao inibem
a quebra esponte^nea, embora elas modiquem o mnimo (veja Fig. 3.3).
Se a  e2(M) 1, ent~ao m22  e 2 hi4, que e de ordem mais baixa que os termos
em 4 do potencial efetivo e assim os termos em 4 do potencial efetivo s~ao desprezveis
quando comparados com ele. Consequentemente as condic~oes de contorno de Neumann
inibem a quebra esponta^nea de simetria (veja Fig. 3.4).
Para ilustrar nossas armac~oes anteriores, mostramos os gracos do potencial efe-
tivo dado pela equac~ao (3.37) em func~ao de c para alguns valores da dista^ncia entre as
superfcies a quando  = 3e
2
4
. Por uma quest~ao de simplicidade, escolhemos o calibre
(\gauge") de Landau ( = 0) e, uma vez que  e um para^metro arbitrario, tomamos o
valor  = 100 GeV.
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Figura 3.1: Vef (c) X c para a ! 1. Quebra esponta^nea de simetria induzida pelo
mecanismo de Coleman-Weinberg.
Figura 3.2: Vef (c) X c para a  (M) 1. A dista^ncia a entre as superfcies e grande
e as correc~oes devido a condic~oes de contorno s~ao desprezveis.
Na Fig. 3.1 e representado o potencial efetivo quando a!1. A Fig. 3.1 representa
ent~ao o resultado de Coleman-Weinberg. Como se pode ver claramente da Fig. 3.1 o
mnimo ocorre para hci = e .
Na Fig. 3.2 e representado o potencial efetivo quando a = 1
M
, isto e, quando a e
grande. Como esperavamos, o mnimo ocorre em hci = e novamente. Isso acontece
porque as correc~oes devido aos efeitos das interac~oes das utuac~oes do vacuo com as
superfcies (fronteiras) s~ao muito menores que as correc~oes devido as autointerac~oes
das utuac~oes do vacuo e, portanto, podem ser desprezadas.
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Figura 3.3: Vef (c) X c for a  e(M) 1. Embora a dista^ncia a entre as superfcies
seja pequena, ela n~ao e pequena o bastante para inibir a quebra esponta^nea da simetria.
Entretanto, note que o mnimo se afasta do ponto c =

e
.
Na gura 3.3 e mostrado o potencial efetivo quando a = e
M
. Embora a n~ao seja
grande, ele tambem n~ao e pequeno o suciente para inibir a quebra esponta^nea de
simetria. No entanto, note que o mnimo e deslocado de c =

e
. Isso ocorre pois os
efeitos das correc~oes das interac~oes das utuac~oes do vacuo com as superfcies s~ao da
mesma ordem das correc~oes de auto interac~ao das utuac~oes do vacuo e, portanto, n~ao
s~ao desprezveis.
Por m, a Fig. 3.4 representa o potencial efetivo quando a = e
2
M
. Como ja
dissemos, agora o mnimo ocorre em hci = 0, e a quebra esponta^nea de simetria
n~ao ocorre, pois o vacuo deixa de ser degenerado. Nesse caso os efeitos das correc~oes
das auto-interac~oes das utuac~oes do vacuo s~ao muito menores que as correc~oes das
interac~oes das utuac~oes do vacuo com as superfcies, portanto, elas s~ao desprezveis.
Assim, podemos dizer que as correc~oes das interac~oes das utuac~oes do vacuo com as
superfcies inibe a quebra esponta^nea de simetria.
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Figura 3.4: Vef (c) X c para a  e2(M) 1. A dista^ncia a entre as superfcies e
pequena o suciente para inibir a quebra esponta^nea de simetria.
Captulo 4
O efeito Casimir por func~oes de
Green
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4.1 Introduc~ao
No nal do captulo 2, discutimos em linhas gerais o processo de renormalizac~ao. Alem
disso, quando calculamos a energia de Casimir, e posteriormente a forca, regulari-
zamos as express~oes divergentes introduzindo a func~ao f(k), de modo que, como ja
dissemos, tal metodo pode ser classicado como sendo do tipo cut-o, ou de corte.
Ja no captulo 3, a renormalizac~ao foi feita atraves de uma segunda tecnica de regu-
larizac~ao, a da func~ao zeta generalizada. Ambos os metodos produziram resultados
iguais quando aplicados ao mesmo caso, como ja era de se esperar, e s~ao apenas dois
exemplos dos inumeros metodos de regularizac~ao existentes que podemos encontrar na
literatura { dentre os quais podemos tambem citar o da discretizac~ao do espaco e o
dimensional.
Neste captulo, apresentaremos um outro metodo de regularizac~ao, conhecido como
separac~ao de pontos [17]. Atraves dele obteremos uma relac~ao simples entre o valor
esperado do tensor energia-momento e a func~ao de Green. Tal relac~ao e de extrema
importa^ncia para nos pois, nos proximos captulos, nos possibilitara calcular de forma
mais natural a densidade de energia e a forca de Casimir quando, ao inves de barreiras
intransponveis para o campo , passarmos a considerar sua interac~ao com diversas
regi~oes de diferentes potenciais. Ainda neste captulo, com o intuito de melhor esclare-
cermos o metodo de calculo por func~oes de Green, o empregaremos para determinar a
densidade de energia e a forca de Casimir quando submetemos o campo  as condic~oes
de contorno homoge^neas de Dirichlet.
Antes de encerrarmos esta sec~ao, daremos uma denic~ao a func~ao de Green, sendo
esta a que segue: A func~ao de Green de dois pontos, associada a uma determinada
equac~ao, e denida como sendo a soluc~ao da propria equac~ao com fonte puntiforme.
Desta forma, temos para a equac~ao de Klein-Gordon, por exemplo, a func~ao de Green
G(x; x0) denida por:
(@@
 +m2)G(x; x0) = 4(x  x0): (4.1)
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4.2 O tensor energia-momento e a func~ao de Green
Como vimos no captulo 2, o tensor energia-momento para um determinado campo 
e dado pela seguinte express~ao:
T  =
@L
@(@)
@  gL: (4.2)
Considerando novamente a lagrangiana do campo escalar livre, dada por
L = 1
2
@@
  1
2
m22; (4.3)
a equac~ao (4.2) pode ser reescrita em func~ao apenas do campo  e de suas devivadas
como
T  = @@  1
2
g

@@
 m22 : (4.4)
Como podemos notar, pela express~ao (4.4) acima, o tensor energia-momento e simetrico.
No intuito de mantermos essa simetria ao quantizarmos , passaremos a escrever a
vers~ao quantizada de (4.4) como sendo a express~ao simetrizada
T  =
1
2

@@+ @@  g(@@ m22)

: (4.5)
A densidade de energia de um determinado estado pode ser obtida atraves da compo-
nente T 00 do tensor energia-momento acima, sendo ela simplesmente seu valor esperado.
Porem, esta quantidade e divergente, sendo sua diverge^ncia ocasionada fundamental-
mente pela presenca em T  de produtos de operadores em um mesmo ponto, tais
como 2(x). Para regularizarmos express~oes como esta, aplicamos um metodo conhe-
cido como separac~ao de pontos. Nela produtos do tipo 2(x) s~ao substitudos por
outros do tipo (x)(x0), ou seja, separamos o ponto x em dois pontos (x e x0). De-
pois, identicamos no produto de operadores os termos responsaveis pela diverge^ncia
quando os pontos s~ao reunidos, tais termos s~ao desprovidos de signicado fsico e, por-
tanto, podem ser removidos. Apos remove^-los, tomamos o limite em que os pontos
s~ao reunidos, obtendo, no nal, quantidades fsicas bem denidas. Por m, devemos
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ressaltar que o metodo de separac~ao de pontos pode levar a resultados incorretos caso a
simetria entre passado e futuro n~ao seja respeitada. Desta forma, veremos agora como
manter esta simetria.
Consideremos dois operadores A(x) e B(x) em um mesmo ponto x do espaco-tempo.
Pelo metodo de separac~ao de pontos, devemos escrever o produto desses dois operadores
como
A(x)B(x) =
1
2
h
lim
x0!x
A(x0)B(x) + lim
x00!x
A(x)B(x00)
i
; (4.6)
de modo que n~ao so o tempo do operador a direita seja sempre menor que o do operador
a esquerda, como tambem que o intervalo entre eles seja igual nos dois termos do lado
direito da equac~ao (4.6) acima. Sintetizando, devemos ter
(x00   x0) = (x0   x000) > 0; (4.7)
de modo que sera suciente tomarmos o limite simetrico
A(x)B(x) =
1
2

lim
x0!x+
A(x0)B(x) + lim
x0!x 
A(x)B(x0)

: (4.8)
Desta forma, temos para 2:
2(x) =
1
2

lim
x0!x+
(x0)(x) + lim
x0!x 
(x)(x0)

: (4.9)
Denimos agora o operador cronologico:
T [A(t)B(t0)] = (t  t0)A(t)B(t0) + (t0   t)B(t0)A(t); (4.10)
onde (t  t0) e a func~ao degrau de Heaviside, dada por
(t  t0) =

1; t > t0
0; t < t0 (4.11)
e tal que
@(t  t0)
@t
=  @(t  t
0)
@t0
= (t  t0): (4.12)
Note que pelas propriedades (4.11) da func~ao degrau, podemos reescrever (4.9) como
2(x) =
1
2

lim
x0!x+
(t0   t)(x0)(x) + lim
x0!x 
(t  t0)(x)(x0)

: (4.13)
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Somando na equac~ao acima os termos nulos
lim
x0!x+
(t  t0)(x)(x0) (4.14)
e
lim
x0!x 
(t0   t)(x0)(x); (4.15)
temos que
2(x) =
1
2

lim
x0!x+
+ lim
x0!x 

T [(x)(x0)]: (4.16)
De forma analoga, obtem-se
@(x)@
(x) =
1
2

lim
x0!x+
+ lim
x0!x 

@0@
T [(x)(x0)] (4.17)
e
@(x)@(x) =
1
2

lim
x0!x+
@0@ + lim
x0!x 
@@0

T [(x)(x0)]: (4.18)
Permutando os ndices  e  na equac~ao (4.18) acima, obtem-se
@(x)@(x) =
1
2

lim
x0!x+
@0@ + lim
x0!x 
@@0

T [(x)(x0)]: (4.19)
Substituindo as equac~oes (4.16), (4.17), (4.19) e (4.20) na express~ao (4.5) do tensor
energia-momento, temos:
T  =
1
2
lim
x0!x
sim

@0@ + @0@   g(@0@  m2)

T [(x)(x0)]; (4.20)
onde denimos o limite simetrico como
lim
x0!x
sim  1
2

lim
x0!x+
+ lim
x0!x 

: (4.21)
Uma vez denida a express~ao para o tensor energia-momento, regularizada pelo metodo
de separac~ao de pontos, vamos agora analisar algumas propriedades do operador cro-
nologico. Primeiro, temos que
@T [(x)(x
0)] = @ [(t  t0)(x)(x0) + (t0   t)(x0)(x)]
= 0(t  t0)[(x); (x0)] + T [@(x)(x0)]: (4.22)
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Uma vez que (x) e (x0) comutam quando t = t0 (condic~ao assegurada na express~ao
acima pela delta de Dirac) temos
@T [(x)(x
0)] = T [@(x)(x0)]: (4.23)
Sendo assim, temos:
@@
T [(x)(x0)] = @T [@(x)(x0)]
= (t  t0)[@0(x); (x0)] + T [@@(x)(x0)]; (4.24)
que, utilizando a relac~ao de comutac~ao (2.53), se reduz a:
@@
T [(x)(x0)] =  i4(x  x0) + T [@@(x)(x0)]: (4.25)
Mas, uma vez que (x) e soluc~ao da equac~ao de Klein-Gordon (2.40), temos que
T [@@
(x)(x0)] = T [ m2(x)(x0)] =  m2T [(x)(x0)] (4.26)
e, portanto, o operador cronologico satisfaz
(@@
 +m2)T [(x)(x0)] =  i4(x  x0): (4.27)
Apesar da ntida semalhanca { exceto por um fator  i { da equac~ao acima (4.27) com
a equac~ao (4.1) que dene a func~ao de Green, devemos lembrar que T [(x)(x0)] e um
operador, enquanto que G(x; x0) e uma func~ao. Desta forma, devemos antes tomar o
valor esperado da equac~ao acima, no vacuo, para ent~ao escrevermos:
G(x; x0) = i h0jT [(x)(x0)] j0i : (4.28)
Por m, tomando o valor esperado da equac~ao (4.20) e substituindo nela a igualdade
acima, temos nalmente que
h0jT  j0i =   i
2
lim
x0!x
sim

@0@ + @0@   g(@0@  m2)

G(x; x0): (4.29)
Em particular, temos para o valor esperado da densidade de energia no vacuo
h0jT00 j0i =   i
2
lim
x0!x

@00@0 + @
0
j@j +m
2

G(x; x0): (4.30)
53
4.3 Efeito Casimir a partir das func~oes de Green
No intuito de melhor exemplicarmos o metodo desenvolvido na sec~ao anterior, vamos
agora considerar o efeito Casimir, utilizando func~oes de Green, para um dos casos
mais simples: o campo escalar real, de massa nula e sujeito a condic~oes de contorno
homoge^neas de Dirichlet nos pontos x = 0 e x = a. Desta forma, temos:
(x = 0) = (x = a) = 0: (4.31)
Alem disso, por simplicidade, mas sem perda de generalidade, vamos trabalhar em
(1+1) dimens~oes, de modo que a equac~ao de movimento para o campo  ca dada por:
@2
@t2
  @
2
@x2

(t; x) = 0: (4.32)
A equac~ao (4.32) acima, temos associada a seguinte equac~ao para a func~ao de Green:
@2
@t2
  @
2
@x2

G(t; x; t0; x0) = (x  x0)(t  t0); (4.33)
com G(t; x; t0; x0) satisfazendo as mesmas condic~oes de contorno do campo, ou seja:
G(x = 0) = G(x = a) = 0: (4.34)
Alem disso, a func~ao de Green e invariante sob translac~oes temporais, de modo que
podemos escreve^-la em termos de uma func~ao de Green reduzida, g(x; x0), independente
do tempo. Para isso, introduzimos a seguinte transformada de Fourier:
G(t; x; t0; x0) =
Z
d!
2
e i!(t t
0)g(x; x0): (4.35)
Desta forma, ao substituirmos (4.35) em (4.33), temos que a func~ao de Green reduzida
deve satisfazer a seguinte equac~ao:
  @
2
@x2
  !2

g(x; x0) = (x  x0); (4.36)
e tambem a seguinte condic~ao de contorno:
g(0; x0) = g(a; x0) = 0: (4.37)
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Para resolvermos a equac~ao (4.36) na regi~ao entre as placas, isto e, 0 < x; x0 < a,
devemos analisar separadamente dois casos, sendo eles quando x < x0 e quando x > x0.
i) Quando x < x0, temos que a equac~ao (4.36) torna-se:
  @
2
@x2
  !2

g1(x; x
0) = 0; (4.38)
cuja soluc~ao e dada por
g1(x; x
0) = A1 sin!x; (4.39)
de modo a satisfazer a condic~ao de contorno (4.37) em x = 0.
ii) Quando x > x0, a equac~ao (4.36) torna-se novamente:
  @
2
@x2
  !2

g2(x; x
0) = 0; (4.40)
cuja soluc~ao e dada por
g2(x; x
0) = A2 sin!(a  x); (4.41)
de modo a satisfazer a condic~ao de contorno (4.37) em x = a.
Desta forma temos:
g(x; x0) =

A1 sin!x; 0 < x < x
0 < a
A2 sin!(a  x); 0 < x0 < x < a ; (4.42)
restando-nos apenas determinar os coecientes A1 e A2.
Uma primeira relac~ao entre estes coecientes pode ser obtida devido a continuidade da
func~ao de Green que, no ponto x = x0, pode ser escrita como
g1(x
0; x0) = g2(x0; x0); (4.43)
nos fornecendo a seguinte relac~ao:
A1
sin!(a  x0) =
A2
sin!x0
= A: (4.44)
Desta forma, podemos escrever:
g(x; x0) =

A sin!(a  x0) sin!x; 0 < x < x0 < a
A sin!x0 sin!(a  x); 0 < x0 < x < a ; (4.45)
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ou, simplesmente:
g(x; x0) = A sin!x< sin!(a  x>); (4.46)
onde x< (x>) e o menor (maior) entre x e x
0.
Para determinarmos a constante A, integremos a equac~ao (4.36) em um pequeno in-
tervalo  passando por x = x0,
 
Z x0+
x0 
d

dg(x; x0)
dx

  !2
Z x0+
x0 
dx g(x; x0) =
Z x0+
x0 
dx (x  x0): (4.47)
No limite em que ! 0, temos
 dg2(x; x
0)
dx
+
dg1(x; x
0)
dx
= 1; (4.48)
nos possibilitando obter a seguinte relac~ao:
A! sin!x0 cos!(a  x0) + A! cos!x0 sin!(a  x0) = 1; (4.49)
de onde obtemos
A =
1
! sin!a
: (4.50)
Desta forma, para a regi~ao 0 < x; x0 < a, temos a seguinte func~ao de Green reduzida:
g(x; x0) =
sin!x< sin!(a  x>)
! sin!a
: (4.51)
Devemos agora determinar a func~ao de Green reduzida na regi~ao x; x0 > a, para ent~ao
podermos determinar a forca de Casimir que atua na placa da direita, isto e, em x = a.
Sendo assim, devemos resolver a equac~ao:
  @
2
@x2
+ 2

g(x; x0) = (x  x0); (4.52)
onde por convenie^ncia introduzimos 2 =  !2.
i) Quando x < x0, a equac~ao (4.52) se reduz a
  @
2
@x2
+ 2

g3(x; x
0) = 0; (4.53)
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cuja soluc~ao e dada por
g3(x; x
0) = B3 sinh(x  a); (4.54)
de modo a satisfazer a condic~ao de contorno (4.37) em x = a.
ii) Quando x > x0, a equac~ao (4.52) se reduz novamente a
  @
2
@x2
+ 2

g4(x; x
0) = 0; (4.55)
sendo sua soluc~ao dada por
g4(x; x
0) = A4ex +B4e x: (4.56)
Devemos agora determinar as constantes B3, A4 e B4 para obtermos nalmente g(x; x
0)
na regi~ao x; x0 > a.
Uma vez que a func~ao de Green reduzida deve convergir no limite em que tomarmos
x!1, temos que o coeciente A4 deve ser nulo e, desta forma, obtemos:
g4(x; x
0) = B4e x: (4.57)
Antes de prosseguirmos e importante ressaltar que para obter a equac~ao (4.57) acima,
passamos implicitamente a considerar  uma constante real e positiva, o que consequen-
temente implica em ! = i, ou seja, a constante ! passa agora a ser vista como uma
constante imaginaria. Tal implicac~ao n~ao nos leva a qualquer problema, uma vez que
em momento algum havamos feito qualquer restric~ao a !. Alem disso, a func~ao de
Green reduzida (4.51) para a regi~ao 0 < x; x0 < a pode ser reescrita em termos de 
como
g(x; x0) =
sinhx< sinh(a  x>)
 sinha
; (4.58)
de onde vemos que tanto as condic~oes de contorno (4.37) quanto a equac~ao (4.36)
continuam sendo satisfeitas.
Voltando agora para regi~ao x; x0 > a, temos que a continuidade de g(x; x0) quando
x = x0 pode ser escrita como:
g3(x
0; x0) = g4(x0; x0); (4.59)
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nos fornecendo a seguinte relac~ao:
B3e
x0 =
B4
sinh(a  x0) = B: (4.60)
Deste modo podemos escrever:
g(x; x0) = B sinh(a  x<)e x> : (4.61)
Integrando a equac~ao (4.52) em um pequeno intervalo  passando por x = x0 obtemos,
no limite em que ! 0,
 dg4(x; x
0)
dx
+
dg3(x; x
0)
dx
= 1; (4.62)
ou, simplesmente:
B sinh(x0   a)e x0 +B cosh(x0   a)e x0 = 1: (4.63)
Sendo assim, temos
B =  e
a

: (4.64)
Substituindo na equac~ao (4.61) o valor de B, dado acima em (4.64), obtemos para a
regi~ao x; x0 > a:
g(x; x0) =
sinh(x<   a)e (x> a)

: (4.65)
Considerando a simetria envolvida no caso, e facil notar que para a regi~ao x; x0 < 0
obteremos um resultado semelhante ao obtido acima, na equac~ao (4.65), dado por
g(x; x0) =  sinh(x>)e
x<

: (4.66)
Uma vez determinadas as func~oes de Green reduzidas para as regi~oes x; x0 < 0, 0 <
x; x0 < a e x; x0 > a, podemos agora determinar as componentes do tensor energia-
momento em cada uma delas. Pela equac~ao (4.30), temos a seguinte express~ao para o
valor da densidade de energia no vacuo:
h0jT00 j0i =   i
2
lim
x0!x
[@00@0 + @
0
x@x]G(x; x
0): (4.67)
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Substituindo na equac~ao (4.67) acima a transformada de Fourier (4.35) obtemos, em
termos de g(x; x0),
h0jT00 j0i =
Z
d!
2
1
2i
 
!2 + @0x@x

g(x; x0)jx=x0 : (4.68)
Uma vez que ! = i, podemos fazer a substituic~aoZ 1
 1
d!
2i
 !
Z 1
0
d; (4.69)
de modo que a equac~ao (4.68) ca da seguinte forma
h0jT00 j0i =
Z 1
0
d
2
  2 + @0x@x g(x; x0)jx=x0 : (4.70)
Substituindo (4.58) na equac~ao acima, encontramos
h0jT00 j0i =  
Z 1
0
d
2
 cotha (4.71)
na regi~ao entre as barreira. Da mesma forma, substituindo (4.65) ou (4.66) em (4.70),
encontramos o resultado abaixo, valido tanto para x < 0 quanto para x > a
h0jT00 j0i =  
Z 1
0
d
2
: (4.72)
Observando as duas express~oes acima, para as densidades de energia entre as barreiras
e fora delas, n~ao e difcil notar que ambas s~ao divergentes. Entretanto, enquanto a
primeira e dependente da dista^ncia entre as barreiras (e portanto sujeita a uma inter-
pretac~ao fsica em termos de forcas entre elas), a segunda n~ao passa de uma constante
divergente e espuria, que pode ser subtraida (de ambas) para torna-las nitas. Note
que, manipulando algebricamente o integrando de (4.71), podemos reescreve^-lo como
h0jT00 j0i =  
Z 1
0
d
2
2
e2a   1  
Z 1
0
d
2

=   
24a2
 
Z 1
0
d
2
; (4.73)
onde o primeiro termo, ja integrado, e o conhecido resultado obtido por Luscher et
al. [28, 29] para a densidade de energia de Casimir, enquanto o segundo e a propria
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constante divergente obtida em (4.72).
De fato, a densidade de energia das regi~oes exteriores as barreiras nada mais e que a
propria densidade de energia do vacuo quando n~ao impomos condic~oes de contorno. Tal
fato pode ser vericado ao tomarmos o limite a!1 em (4.71) e (4.73) { limite este em
que supostamente, por separamos as barreiras por uma dista^ncia innita, representaria
a situac~ao sem condic~oes de contorno { e pode ser interpretado como um reexo da
extens~ao da propria regi~ao que, por ser innita, comporta todo e qualquer comprimento
de onda.
4.4 Tensor energia-momento
De forma analoga a que zemos no nal da sec~ao anterior, podemos calcular o valor
esperado das outras componentes do tensor energia-momento no vacuo. Em particular,
a equac~ao (4.29) nos informa que a componente h0jTxx j0i e dada pela express~ao
h0jTxx j0i =   i
2
lim
x0!x
[@00@0 + @
0
x@x]G(x; x
0); (4.74)
que, por ser a mesma que (4.69), implica em
h0jTxx j0i = h0jT00 j0i : (4.75)
A igualdade acima e valida tanto no espaco entre as barreiras quanto fora dele, e ja era
esperada por estarmos trabalhando com massa nula e em (1+1) dim { como veremos
mais a frente o mesmo n~ao ocorre quando consideramos o campo massivo ou em um
numero maior de dimens~oes espaciais. Assim, a forca de Casimir no ponto x = a e
dada por
F = h0jTxx j0i jx=a    h0jTxx j0i jx=a+
= h0jT00 j0i jx=a    h0jT00 j0i jx=a+ : (4.76)
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Substituindo as express~oes (4.72) e (4.73) na equac~ao acima obtemos novamente o
resultado de Luscher, ou seja
F =   
24a2
; (4.77)
onde o sinal negativo indica que a forca e de atrac~ao. As substituic~oes feitas para
obtermos a equac~ao acima { e em particular o claro cancelamento do termo divergente
(4.72), presente em ambas { ajudam a esclarecer nosso comentario, feito anteriormente,
sobre tal termo ser uma constante espuria e ausente de signicado fsico no que diz
respeito a forcas atuando sobre as barreiras.
Voltando-nos agora para as componentes fora da diagonal, de acordo com (4.29) temos
h0jT0x j0i = h0jTx0 j0i =   i
2
lim
x0!x
sim [@0x@0 + @
0
0@x]G(x; x
0)
=   i
2
lim
x0!x
sim
Z
d!
2
[ i!@0x + i!@x] g(x; x0): (4.78)
Mas
lim
x0!x
sim [ i!@0x + i!@x] g(x; x0) =
1
2

lim
x0!x+
+ lim
x0!x 

[ i!@0x + i!@x] g(x; x0)
=
1
2
lim
x0!x
[ i!(@x> + @x<) + i!(@x< + @x>)] g(x<; x>)
= 0 (4.79)
e, portanto, o tensor energia-momento possui apenas as componentes diagonais n~ao
nulas, podendo ser escrito como
h0jT  j0i =
h
uvac   
24a2
i 
1 0
0 1

(4.80)
se 0 < x < a e
h0jT  j0i = uvac

1 0
0 1

(4.81)
se x < 0 ou x > a, onde
uvac =  
Z 1
0
d
2
 (4.82)
e a energia do vacuo sem condic~oes de contorno.
Captulo 5
Particularidades existentes para
(n+1) dimens~oes e para campos
massivos
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5.1 Introduc~ao
No captulo anterior, introduzimos o metodo que utilizaremos no restante deste tra-
balho para calcular o valor esperado do tensor energia-momento no estado de vacuo.
Alem disso, exemplicamos o metodo introduzido aplicando-o ao caso unidimensional
em que o campo escalar real, e de massa nula, e submetido a condic~ao de contorno de
Dirichlet em dois pontos. Tais pontos, como de costume, representam duas placas que
interagem atraves das utuac~oes de campo, produzindo o efeito Casimir. Alem disso,
como ja era de se esperar, vimos que a energia de Casimir so foi obtida ao subtrair-
mos do termo original uma parte constante e divergente { parte esta que identicamos
como a energia do vacuo sem condic~oes de contorno. De fato, o presente captulo tem
como objetivo n~ao apenas mostrar outros tipos de diverge^ncia que aparecer~ao mais a
frente { quando, por exemplo, incluirmos mais dimens~oes espaciais ou considerarmos
um campo massivo { mas tambem desenvolver metodos simples e rapidos para iden-
tica-los e exclu-los, de modo a evitar que futuramente (principalmente no captulo
seguinte) tenhamos que desviar nossa atenc~ao do objetivo principal.
5.2 O campo escalar real em (n+1) dimens~oes
Ao trabalharmos em mais de uma dimens~ao espacial nos deparamos com novos termos
divergentes { alem, e claro, daquele ja encontrado no captulo anterior, que identica-
mos como a energia do vacuo quando n~ao se imp~oem condic~oes de contorno. Veremos
nesta sec~ao que estes novos termos tambem s~ao espurios e, de quebra, aprenderemos
como evitar sua aparic~ao. Continuaremos impondo ao campo escalar condic~oes de con-
torno de Dirichlet e manteremos a simetria do problema em torno do eixo x. Deste
modo, a func~ao de Green sera invariante sob translac~oes nos eixos tranversais a x {
tanto o temporal quanto os espaciais { e sua transformada de Fourier sera escrita da
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seguinte forma:
G(x; x0) =
Z
d!
2
e i!(x
0 x00)
nY
i=2
Z
di
2
e i
i(xi x0i)g(x; x0): (5.1)
Pela express~ao acima, vemos que a func~ao de Green reduzida deve satisfazer a mesma
equac~ao (4.52) do captulo anterior, dada por
  @
2
@x2
+ 2

g(x; x0) = (x  x0); (5.2)
porem agora com 2 =  !2 +Pni=2(i)2. Como a equac~ao e as condic~oes de contorno
impostas a func~ao de Green reduzida s~ao as mesmas do captulo anterior, sua soluc~ao
tambem sera a mesma em cada regi~ao, dada pelo seguinte conjunto de equac~oes: (4.58),
(4.65) e (4.66). Uma vez determinada a func~ao de Green reduzida, podemos obter a
densidade de energia integrando
t00 =
1
2i
(2!2 + 2 + @x@x0)gjx=x0 (5.3)
sobre ! e sobre cada i, com i 6= 1. Lembrando que, por ser ! = i0, podemos fazer
a substituic~ao Z 1
 1
d!
i
 !
Z 1
 1
d0; (5.4)
de modo que o resultado encontrado para a regi~ao 0 < x; x0 < a e dado por
h0jT00 j0i =   1
(2)n
Z 1
 1
 
nY
i=0;i6=1
di
!
(0)2 cosha+ (2   (0)2) cosh(2x  a)
2 sinha
:
(5.5)
Podemos simplicar a express~ao acima e escreve^-la de forma mais simetrica ao notarmos
que, sendo os diversos i, i 6= 1, variaveis mudas de integrac~ao integradas entre os
mesmos limites, de uma forma geral temos
I =
Z 1
 1
 
nY
i=0;i6=1
di
!
(0)2 f() =
=
Z 1
 1
 
nY
i=0;i6=1
di
!
(2)2 f() =
:::
=
Z 1
 1
 
nY
i=0;i6=1
di
!
(n)2 f(); (5.6)
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somando as n formas escritas acima e dividindo por n temos
I =
1
n
Z 1
 1
 
nY
i=0;i 6=1
di
!
2 f(); (5.7)
que pode ser reescrita, em coordenadas polares efericas, como
I =
n=2
 (n=2 + 1)
Z 1
0
d n+1 f(): (5.8)
Sendo assim, temos
h0jT00 j0i =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

cotha+ (n  1)cosh(2x  a)
sinha

: (5.9)
Na express~ao acima, e facil notar que o primeiro termo corresponde aquele da equac~ao
(4.71) do captulo anterior, que inclui a densidade de energia de Casimir mais a do
vacuo sem condic~oes de contorno (divergente), e que pode ser escrito como
  
n=2
2(2)n (n=2 + 1)
Z 1
0
d

2n
e2a   1 + 
n

=   (n  1)!(n+ 1)
4nan+1n=2 (n=2)
+ uvac: (5.10)
Ja o segundo termo e aquele mencionado no incio da sec~ao, cando agora evidente
porque ele so aparece quando trabalhamos em um numero de dimens~oes espaciais n
maior que um. Para mostrarmos que o novo termo encontrado e de fato espurio, basta
integra-lo na variavel x entre 0 e a,Z a
0
dx
cosh(2x  a)
sinha
=
1

; (5.11)
obtendo uma energia constante (independente da dista^ncia a entre as barreiras) e
divergente, que pode ser descartada devido a sua irreleva^ncia.
Ainda na regi~ao entre as duas barreiras, 0 < x; x0 < a, voltamos nossa atenc~ao para a
componente h0jTxx j0i, dada por
h0jTxx j0i = 1
2i
(@0x@x   2)G(x; x0)
=   1
(2)n
Z 1
 1
 
nY
i=0;i 6=1
di
!
2 sinhx sinh(a  x) + 2 coshx cosh(a  x)
2 sinha
=   1
2(2)n
Z 1
 1
 
nY
i=0;i6=1
di
!
 cotha; (5.12)
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cuja integral pode ser escrita em coordenadas esfericas, seguindo o mesmo procedimento
dado por (5.6), (5.7) e (5.8), resultando em
h0jTxx j0i =   n
n=2
2(2)n (n=2 + 1)
Z 1
0
d n cotha
=   n!(n+ 1)
4nan+1n=2 (n=2)
+ n:uvac: (5.13)
Note que o resultado acima e igual a n vezes (5.10), onde n e o numero de dimens~oes
espaciais, e e equivalente ao h0jTxx j0i encontrado no captulo anterior, onde estamos
usando a palavra equivalente no sentido de n~ao ter aparecido novos termos divergentes
devido ao maior numero de dimens~oes espaciais.
Para as outras componentes da diagonal principal temos
tjj =
1
2i
(2(j)2   2   @x@x0)gjx=x0 : (5.14)
Comparando (5.14) com (5.3), n~ao e difcil perceber que ambas produzem o mesmo
resultado, exceto por um fator  1, quando integradas sobre ! e sobre cada i (i > 1).
Para que tal fato que mais claro, basta lembrar que !2 =  (0)2 e que 0 e j s~ao
variaveis mudas de integrac~ao integradas sobre os mesmos limites. Por m, temos que
as componentes fora da diagonal principal se anulam, de modo que podemos escrever
o tensor energia-momento como
h0jT  j0i = u
0@ 1 00 n O
O  I
1A+ g(x)
0@ 1 00 0 O
O  I
1A ; (5.15)
onde O e I s~ao, respectivamente, as matrizes nula e identidade (com dimens~oes apro-
priadas a cada caso) e u e g(x) s~ao denidos abaixo:
u = uvac   (n  1)!(n+ 1)
4nan+1n=2 (n=2)
; (5.16)
g(x) =   (n  1)
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
cosh(2x  a)
sinha
: (5.17)
Tendo localizado os novos termos divergentes e espurios que surgem quando traba-
lhamos em mais de uma dimens~ao espacial, vamos agora mostrar um metodo simples
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e natural de evitar que eles surjam. Tal metodo pode ser encontrado na refere^ncia
[30], onde o autor, apoiando-se na ambiguidade existente ao se denir o tensor energia-
momento, deixa de lado a sua forma cano^nica e passa a usar a conforme, denida
por
~T  = @@  1
2
g@@
  n  1
4n
(@@   g@@)2; (5.18)
onde n e o numero de dimens~oes espaciais e cujo traco, devido a equac~ao de movimento
@2 = 0, e nulo:
~T  = 0: (5.19)
Alem disso, e facil notar que o novo termo possui diverge^ncia nula, de modo que a
energia e o momento permanecem inalterados.
Como intencionamos usar o tensor energia-momento conforme, ao inves do cano^nico,
devemos calcular seu valor esperado no estado de vacuo h0j ~T  j0i. Para isso, basta
subtrair de (5.15) o termo
n  1
4n
 
@@   g@2 h2i = n  1
4n
 
@@   g@2 G(x; x)
i
; (5.20)
tendo sempre em mente que G(x; x) e uma func~ao apenas da variavel x.
Comecando com a componente h0j ~T00 j0i, temos para o termo extra:
 n  1
4n
 
@20   @2
 G(x; x)
i
=  n  1
4n
@2x
G(x; x)
i
=   (n  1)
n=2
4(2)n (n=2 + 1)
Z 1
0
d n 2 @2x
sinhx sinh(a  x)
sinha
=   (n  1)
n=2
4(2)n (n=2 + 1)
Z 1
0
d n 2
 22 cosh(2x  a)
sinha
=  g(x): (5.21)
Ja para h0j ~Txx j0i temos
 n  1
4n
 
@2x + @
2
 G(x; x)
i
= 0; (5.22)
uma vez que as derivadas em relac~ao a variavel x se anulam e G(x; x) e func~ao apenas
dela.
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Para h0j ~Tjj j0i, com j > 1, temos
 n  1
4n
 
@20 + @
2
 G(x; x)
i
=
n  1
4n
@2x
G(x; x)
i
= g(x): (5.23)
Por m, n~ao e difcil ver que as componentes fora da diagonal principal se anulam e
que, portanto, o tensor energia-momento conforme e dado por
h0j ~T  j0i = u
0@ 1 00 n O
O  I
1A : (5.24)
Resultados analogos a este podem ser obtidos tambem para as regi~oes x; x0 < 0 e
x; x0 > 0.
5.3 O campo escalar real massivo
A exemplo do que vimos na sec~ao anterior, tambem encontramos novos termos quando
consideramos o campo massivo. Porem, embora estes novos termos tambem sejam
irrelevantes no que diz respeito a forcas atuando sobre as barreiras, veremos que nem
todos s~ao divergentes. Continuaremos a trabalhar com o campo escalar e real mas,
para simplicarmos, voltaremos a trabalhar em (1+1) dimens~oes, uma vez que mais
dimens~oes espaciais n~ao trariam qualquer contribuic~ao aos efeitos provocados por ser o
campo massivo. Desta forma, voltamos a escrever a func~ao de Green pela transformada
de Fourier introduzida em (4.35), dada por:
G(t; x; t0; x0) =
Z
d!
2
e i!(t t
0)g(x; x0): (5.25)
Sendo assim, a func~ao de Green reduzida tera agora que satisfazer a seguinte equac~ao:
  @
2
@x2
+ 2 +m2

g(x; x0) = (x  x0); (5.26)
onde ja zemos 2 =  !2. Alem disso, podemos tambem introduzir 0 = p2 +m2 de
modo a obtermos 
  @
2
@x2
+ 02

g(x; x0) = (x  x0): (5.27)
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Note que esta e a mesma equac~ao (4.53) e (5.2), porem com a substituic~ao  ! 0,
de modo que sua soluc~ao pode ser encontrada ao fazermos a mesma substituic~ao nas
soluc~oes (4.58), (4.65) e (4.66).
Com a func~ao de Green reduzida determinada, podemos obter a densidade de ener-
gia pela equac~ao
h0jT00 j0i =
Z 1
 1
d!
2
1
2i
(!2 +m2 + @x@x0)gjx=x0
=
Z 1
0
d
2
  02 + 2m2 + @0x@x g(x; x0)jx=x0 ; (5.28)
onde zemos novamente a substituic~aoZ 1
 1
d!
i
 !
Z 1
 1
d: (5.29)
Assim, encontramos para a regi~ao x < 0
h0jT00 j0i =  
Z 1
0
d
2
2
0
 
Z 1
0
d
2
m2
0
e2
0x; (5.30)
para 0 < x < a
h0jT00 j0i =  
Z 1
0
d
2
2
0
coth0a 
Z 1
0
d
2
m2
0
cosh0(a  2x)
sinh0a
(5.31)
e para x > a
h0jT00 j0i =  
Z 1
0
d
2
2
0
 
Z 1
0
d
2
m2
0
e 2
0(x a): (5.32)
Note que, nas tre^s soluc~oes acima, o primeiro termo corresponde ao resultado obtido
no captulo anterior, ou seja, ele contem a densidade de energia de Casimir mais a do
vacuo sem condic~oes de contorno, podendo a ultima ser facilmente obtida ao fazermos
x innitamente longe das barreiras nas equac~oes (5.30) e (5.32), e e dada agora por
uvac =  
Z 1
0
d
2
2
0
=  
Z 1
0
d
2
2p
2 +m2
: (5.33)
Ja o segundo termo, proporcional ao quadrado da massa, pode ser integrado na variavel
x entre os limites de cada regi~ao, para em seguida ser integrado sobre . Desta forma,
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para a regi~ao 0 < x < a temos
 
Z 1
0
d
2
Z a
0
dx
m2
0
cosh0(a  2x)
sinh0a
=  
Z 1
0
d
2
m2
2 +m2
=  m
4
; (5.34)
enquanto para as regi~oes x < 0 e x > a temos
 
Z 1
0
d
2
Z 0
 1
dx
m2
0
e2
0x =  
Z 1
0
d
2
Z 1
a
dx
m2
0
e 2
0(x a) =  
Z 1
0
d
2
m2
2(2 +m2)
=  m
8
: (5.35)
Note que, como foi dito no incio da sec~ao, os novos termos que aparecem devido a
massa do campo escalar n~ao s~ao divergentes mas, mesmo assim, s~ao espurios, uma vez
que n~ao dependem de dista^ncia entre as barreiras. Mesmo assim, a energia de Casimir
e alterada pela presenca da massa, como podemos ver abaixo
ucas =  
Z 1
0
d
2
2
0
coth0a+
Z 1
0
d
2
2
0
=  
Z 1
0
d
2
22=0
e20a   1 : (5.36)
Uma vez que o integrando da equac~ao acima e, em modulo, menor que o da (4.73) para
qualquer valor de  entre os limites de integrac~ao, a integral acima resultara em uma
energia de Casimir menor que aquela dada pelo resultado de Luscher. No limite em
que a massa tende a zero, obtem-se novamente o resultado de Luscher.
Voltando agora nossa atenc~ao para a componente h0jTxx j0i, temos que
h0jTxx j0i =
Z 1
 1
d!
2
1
2i
 
!2  m2 + @0x@x

g(x; x0)jx=x0
=
Z 1
0
d
2
  02 + @0x@x g(x; x0)jx=x0 ; (5.37)
que na regi~ao 0 < x < a resulta em
h0jTxx j0i =
Z 1
0
d
2
0 coth0a: (5.38)
Ja para as regi~oes externas as barreiras obtemos resultados iguais, dados por
h0jTxx j0i =  
Z 1
0
d
2
0: (5.39)
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Desta forma, a forca de Casimir sobre a barreira da direita sera dada por
F = h0jTxx j0i jx=a    h0jTxx j0i jx=a+
=  
Z 1
0
d
2
20
e20a   1 : (5.40)
Note que o integrando da equac~ao (5.40) acima tambem e menor, em modulo, que o da
(4.73), de modo que para o campo massivo a forca de Casimir e menor que para o n~ao
massivo. De fato, quanto maior a massa do campo, menor a forca de Casimir entre as
barreiras.
Captulo 6
Efeito Casimir para N potenciais do
tipo barreira em n+1 dimens~oes
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6.1 Introduc~ao
Nos captulos anteriores determinamos as func~oes de Green reduzidas para um campo
escalar real interagindo com fronteiras submetidas a condic~ao de contorno de Dirichlet.
A partir delas, foi possvel determinarmos a forca e a energia de Casimir, via tensor
energia-momento, para cada caso analisado. Neste captulo, estenderemos nosso tra-
tamento para um caso mais geral, onde o campo escalar real, novamente em (n+1)
dimens~oes, interage com N regi~oes de diferentes potenciais, modelados por func~oes de-
graus. Dizemos que o presente caso e mais geral pois, alem de aplicavel a qualquer
numero de dimens~oes e barreiras, nos permite reobter os resultados dos captulos an-
teriores quando tomamos os limites corretos. De fato, veremos mais a frente que n~ao
so os resultados dos captulos anteriores podem ser reobtidos, mas tambem aqueles do
caso em que as barreiras s~ao modeladas por func~oes delta de Dirac.
Para construirmos nosso modelo, comecamos por imaginar todo o espaco coberto por
N regi~oes de diferentes potenciais ao longo do eixo x, de forma que somos levados a
seguinte lagrangiana de interac~ao:
Lint =
NX
i=1
 1
2
ii(x)
2(x); (6.1)
onde i e dado por:
i(x) =
n
1; xi 1 < x < xi
0; outros : (6.2)
Devemos mencionar que e muito comum encontrarmos na literatura trabalhos onde
(x) e denido como o inverso da largura da regi~ao onde se encontra, de modo que
no limite em que tal regi~ao se torna um unico ponto, (x) se torna um delta de
Dirac. Optamos pela denic~ao (6.2) para que o valor do potencial em cada regi~ao
seja determinado exclusivamente por  { que, por sua vez, passa a ter dimens~ao de
inverso do comprimento ao quadrado. Porem, sempre que necessario, podemos redenir
 da maneira que julgarmos melhor e, assim, cobrirmos cada caso que seja de nosso
interesse.
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Assim como nos captulos anteriores, a energia e a forca de Casimir ser~ao calculadas a
partir do tensor energia-momento, sendo este, na i-esima regi~ao, obtido pela aplicac~ao
da seguinte equac~ao a func~ao de Green
h0jT  j0ii =  
i
2
lim
x0!x

@0@ + @0@   g(@0@  m2   i)

G(x; x0); (6.3)
cuja transformada de Fourier, da dimens~ao temporal e das dimens~oes espaciais trans-
versais, e dada por
G(x; x0) =
Z
d!
2
e i!(x
0 x00)
nY
i=2
Z
di
2
e i
i(xi x0i)g(x; x0): (6.4)
Pela lagrangiana (6.1) e pela transformada (6.4) acima, temos que a func~ao de Green
reduzida deve satisfazer a seguinte equac~ao n~ao homoge^nea de Klein-Gordon:"
  @
2
@x2
+ 2 +m2 +
NX
i=1
ii(x)
#
g(x; x0) = (x  x0); (6.5)
onde 2 =  !2 +Pni=2(i)2 e uma constante.
A soluc~ao geral da equac~ao (6.5) acima quando x e x0, com x 6= x0, est~ao localizados
no interior da j-esima e da i-esima regi~ao1, respectivamente, e dada por
gij(x; x
0) = Aije
jx +Bije
 jx; (6.6)
onde
j =
p
2 +m2 + j: (6.7)
Desta forma, podemos considerar uma regi~ao qualquer como sendo um espaco entre
duas barreiras, bastando para isso fazermos  = 0 em seu interior. Por m, faremos
tambem a substituic~ao !2 =  (0)2, tal que 0 seja real, de modo que j seja sempre
um numero real e positivo.
1Note que, ao xarmos x0, a regi~ao em que j = i possui duas regi~oes distintas para x, sendo uma
com x < x0 e outra com x > x0, o que por sua vez implica que, enquanto x0 pode ser colocado em N
regi~oes distintas, x pode ser colocado em N+1.
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6.2 Determinac~ao dos coecientes das func~oes de
Green reduzidas
Para determinarmos os coecientes A's e B's que aparecem nas soluc~oes gerais, vamos
agora impor a func~ao de Green reduzida as tre^s seguintes condic~oes:
I - N~ao diverge^ncia (nitude): A func~ao de Green deve ser sempre nita (n~ao di-
vergir), mesmo quando x! 1.
II - Continuidade: A func~ao de Green deve ser sempre contnua.
III - Descontinuidade da primeira derivada: Devido a func~ao delta de Dirac no ponto
x = x0, a primeira derivada da func~ao de Green e descontnua nesse mesmo ponto,
sendo ela contnua em todo resto do plano xx0.
Alem disso, vamos analisar separadamente os casos em que x < x0, x > x0 e x = x0.
A) Quando x < x0:
Pela segunda condic~ao, temos que no ponto x = xj:
Aije
jxj +Bije
 jxj = Aij+1e
j+1xj +Bij+1e
 j+1xj ; (6.8)
e pela terceira, temos que:
j
 
Aije
jxj  Bije jxj

= j+1
 
Aij+1e
j+1xj  Bij+1e j+1xj

: (6.9)
As duas relac~oes acima podem ser combinadas de modo a fornecer
Aij =
e jxj
2j

(j + j+1)A
i
j+1e
j+1xj + (j   j+1)Bij+1e j+1xj

(6.10)
e
Bij =
ejxj
2j

(j   j+1)Aij+1ej+1xj + (j + j+1)Bij+1e j+1xj

: (6.11)
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No entanto, a aplicac~ao das tre^s condic~oes de contorno nos diversos pontos que
limitam as regi~oes, incluindo a primeira condic~ao quando x !  1, tambem nos
possibilita encontrar relac~oes do tipo
ije
jxj 1Aij +
0
ije
 jxj 1Bij = 0 (6.12)
e
ij+1e
j+1xjAij+1 +
0
ij+1e
 j+1xjBij+1 = 0 (6.13)
para os coecientes A e B de cada regi~ao. Desta forma, pelas equac~oes (6.10) e (6.11),
podemos escrever:
ij+1
0ij+1

=
1
2j

(j + j+1)e
 jj (j   j+1)ejj
(j   j+1)e jj (j + j+1)ejj

ij
0ij

; (6.14)
onde j e a largura da j-esima regi~ao.
Da mesma forma que zemos acima, podemos expressar ij e 
0
ij em func~ao de ij 1 e
0ij 1, tambem podemos expressar ij 1 e 
0
ij 1 em func~ao de ij 2 e 
0
ij 2 e assim por
diante, de modo que no nal obtemos para a i-esima regi~ao (mas ainda com x < x0):
ii
0ii

=
"
i 1Y
j=1
1
2i j

(i j + i j+1)e i ji j (i j   i j+1)ei ji j
(i j   i j+1)e i ji j (i j + i j+1)ei ji j
#
i1
0i1

:
(6.15)
Para seguirmos em frente nos resta agora determinarmos os coecientes i1 e 
0
i1.
Porem, n~ao e difcil perceber que para a func~ao de Green n~ao divergir quando x!  1
devemos ter Bi1 = 0, o que, pelas equac~oes (6.11) e (6.14), nos leva a concluir que
i1
0i1

=

0
e 11

: (6.16)
Na verdade, a soluc~ao acima e apenas uma dentre as possveis e foi escolhida por
justamente cancelar o termo divergente e11 que apareceria como conseque^ncia de
(6.14) { de fato, qualquer soluc~ao com i1 = 0 em que 
0
i1 fosse uma constante n~ao
nula seria possvel. Por m, devemos notar por (6.14) e (6.16) que as func~oes ij e
0ij, para i e j quaisquer, n~ao dependem de seu primeiro ndice e, por isso, podem ser
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escritas de forma mais compacta como j e 
0
j, de modo que na i-esima regi~ao teremos
i( )
0i( )

=
"
i 1Y
j=1
1
2i j

(i j + i j+1)e i ji j (i j   i j+1)ei ji j
(i j   i j+1)e i ji j (i j + i j+1)ei ji j
#
0
e 11

;
(6.17)
onde o sinal negativo ao lado do sub-ndice i foi acrescentado para indicar que estes s~ao
coecientes 's obtidos pela esquerda, ou seja, vindo da esquerda para direita desde a
primeira ate a i-esima regi~ao.
B) Quando x > x0:
Novamente, temos pela segunda condic~ao que no ponto x = xj
Aije
jxj +Bije
 jxj = Aij+1e
j+1xj +Bij+1e
 j+1xj ; (6.18)
e pela terceira que
j
 
Aije
jxj  Bije jxj

= j+1
 
Aij+1e
j+1xj  Bij+1e j+1xj

: (6.19)
As duas relac~oes acima ser~ao agora, convenientemente, combinadas de modo a fornecer
Aij+1 =
e j+1xj
2j+1

(j+1 + j)A
i
je
jxj + (j+1   j)Bije jxj

(6.20)
e
Bij+1 =
ej+1xj
2j+1

(j+1   j)Aijejxj + (j+1 + j)Bije jxj

: (6.21)
A aplicac~ao das tre^s condic~oes de contorno nos diversos pontos que limitam as
regi~oes, incluindo a primeira condic~ao quando x! +1, nos possibilita agora encontrar
relac~oes do tipo
je
jxjAij +
0
je
 jxjBij = 0 (6.22)
e
j+1e
j+1xj+1Aij+1 +
0
j+1e
 j+1xj+1Bij+1 = 0 (6.23)
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para os coecientes A e B de cada regi~ao { note que ja nos antecipamos e escrevemos
os coecientes 's sem o sub-ndice referente a regi~ao em que se encontra x0. Alem
disso, e importante notarmos a sutil diferenca entre as equac~oes (6.22) e (6.23), acima,
e as equac~oes (6.12) e (6.13), encontradas anteriormente. Enquanto as anteriores eram
aplicadas na extremidade esquerda da regi~ao em quest~ao, as duas acima s~ao aplica-
das na extremidade direita. Tal diferenca e de extrema importa^ncia, pois implica na
seguinte relac~ao entre os coecientes 's :
j
0j

=
1
2j+1

(j+1 + j)e
j+1j+1 (j+1   j)e j+1j+1
(j+1   j)ej+1j+1 (j+1 + j)e j+1j+1

j+1
0j+1

: (6.24)
Usando o mesmo raciocnio usado anteriormente, obtemos para a i-esima regi~ao (mas
agora com x > x0)
i
0i

=
"
NY
j=i+1
1
2j

(j + j 1)ejj (j   j 1)e jj
(j   j 1)ejj (j + j 1)e jj
#
N
0N

: (6.25)
Novamente, n~ao e dicil perceber que para a func~ao de green n~ao divergir quando
x ! +1 devemos ter AiN = 0, o que, pelas equac~oes (6.20) e (6.24), nos leva a
concluir que 
N
0N

=

e N N
0

: (6.26)
Mais uma vez, ressaltamos que a soluc~ao acima e apenas uma dentre as possveis, e
tambem foi escolhida por cancelar um termo divergente, desta vez e N N , que apare-
ceria como conseque^ncia de (6.24) { de fato, qualquer soluc~ao com 0N = 0 em que N
fosse uma constante n~ao nula seria possvel. Por m, devemos notar que os coecientes
obtidos a partir de (6.25) s~ao, em geral, diferentes daqueles obtidos por (6.17) e, por
isso, acrescentaremos um sinal positivo ao lado do sub-ndice i, indicando assim que
estes s~ao coecientes 's obtidos pela direita, ou seja, vindo da direita para esquerda
desde a ultima ate a i-esima regi~ao. Sendo assim temos
i(+)
0i(+)

=
"
NY
j=i+1
1
2j

(j + j 1)ejj (j   j 1)e jj
(j   j 1)ejj (j + j 1)e jj
#
e N N
0

:
(6.27)
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C) Quando x = x0:
Neste caso teremos que dividir a func~ao de Green reduzida em duas, escrevendo
gii(x; x
0) = Aii( )e
i +Bii( )e
 i (6.28)
para x < x0 e
gii(x; x
0) = Aii(+)e
i +Bii(+)e
 i (6.29)
para x > x0.
A aplicac~ao das condic~oes de contorno II e III nos levam as seguintes relac~oes
Aii( )e
ix
0
+Bii( )e
 ix0 = Aii(+)e
ix
0
+Bii(+)e
 ix0 (6.30)
e
Aii( )e
ix
0  Bii( )e ix
0
= Aii(+)e
ix
0  Bii(+)e ix
0
+
1
i
; (6.31)
que, quando combinadas, nos fornecem
Aii( ) = A
i
i(+) +
e ix
0
2i
(6.32)
e
Bii( ) = B
i
i(+)  
eix
0
2i
: (6.33)
As relac~oes (6.32) e (6.33) acima, com o auxlio de (6.12) e (6.22), nos possibilitam
escrever os coecientes A's e B's em func~ao dos coecientes 's da seguinte forma:
Aii( ) =

i(+)e
i(xi x0)  0i(+)e i(xi x0)

0i( )e
 ixi 1
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.34)
Bii( ) =  

i(+)e
i(xi x0)  0i(+)e i(xi x0)

i( )e
ixi 1
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.35)
Aii(+) =  

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

0i(+)e
 ixi
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.36)
Bii(+) =

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

i(+)e
ixi
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 : (6.37)
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Com os coecientes determinados acima podemos, apos pequenas manipulac~oes algebricas,
escrever de uma forma geral as func~oes de green reduzidas quando x e x0 est~ao ambos
na i-esima regi~ao, o resultado encontrado segue abaixo:
gii(x; x
0) =

i(+)e
i(xi x>)  0i(+)e i(xi x>)
 
0i( )e
i(x< xi 1)  i( )e i(x< xi 1)

2i
 
i(+)0i( )eii  0i(+)i( )e ii
 :
(6.38)
O resultado que encontramos acima e valido apenas quando x e x0 encontram-se na
mesma regi~ao e sera utilizado nas proximas tre^s sec~oes para determinarmos as ex-
press~oes para a densidade de energia, forca de Casimir e tensor energia-momento. Feito
isso, na ultima sec~ao deste captulo determinaremos uma express~ao para a func~ao de
Green reduzida quando x e x0 encontram-se em regi~oes distintas.
6.3 Determinac~ao da energia de Casimir
Uma vez determinada a func~ao de Green reduzida, a equac~ao (6.3) nos leva a seguinte
express~ao para a densidade de energia da i-esima regi~ao
h0jT00 j0ii =  
1
(2)n
Z 1
 1
 
nY
j=0;j 6=1
dj
!
1
2
( 2(0)2 + 2i + @x@x0)gii(x; x0)

x=x0
;
(6.39)
que, a exemplo do captulo anterior, pode ser reescrita em coordenadas polares esfericas
atraves da substituic~aoZ 1
 1
 
nY
j=0;j 6=1
dj
!
 ! n:
n=2
 (n=2 + 1)
Z 1
0
d n 1: (6.40)
Lembrando que tambem podemos fazer (0)2  ! 1
n
2, de modo a obtermos uma
express~ao mais simetrica, temos
h0jT00 j0ii =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d n
 22
n
+ 2i + @x@x0

gii(x; x
0)

x=x0
:
(6.41)
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Ao substituirmos a func~ao de Green reduzida (6.38) na equac~ao acima, vemos que a
densidade de energia da i-esima regi~ao pode ser escrita como
h0jT00 j0ii = ui + gi(x); (6.42)
tal que
ui =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
"

i
i(+)
0
i( )e
ii +0i(+)i( )e
 ii
i(+)0i( )eii  0i(+)i( )e ii
#
(6.43)
e
gi(x) =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

n
i

  
i



0
i(+)
0
i( )e
i(x xi 1)e i(xi x) +i(+)i( )e i(x xi 1)ei(xi x)
i(+)0i( )eii  0i(+)i( )e ii
: (6.44)
Assim como na sec~ao 2 do captulo anterior, ui contem a energia de Casimir (da i-
esima regi~ao) mais a do vacuo sem condic~oes de contorno. De fato, manipulando ui
algebricamente podemos reescreve^-lo como
ui =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d
2n+1=i
i(+)
0
i( )
0
i(+)
i( )
e2ii   1
+
  
n=2
2(2)n (n=2 + 1)
Z 1
0
d
n+1p
2 +m2 + i
= uicas + uvac: (6.45)
E facil notarmos a semelhanca da express~ao acima, para a energia de Casimir do
presente caso, com as dos captulos anteriores { ver equac~oes (4.73), (5.10) e (5.36).
Tambem n~ao e difcil ver que a parte correspondente a energia do vacuo sem condic~oes
de contorno e a express~ao geral que inclui (4.82), (5.10) e (5.33) como casos especiais.
Ja gi(x), corresponde aquele da equac~ao (5.17) da sec~ao 2 do captulo anterior, e por
isso voltaremos a usar o tensor energia-momento conforme, bastando para isso subtrair
o termo
n  1
4n
 
@@   g@2 G(x; x)
i
(6.46)
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da equac~ao (6.3). Lembrando mais uma vez que G(x; x) e uma func~ao apenas da
variavel x, temos
@2x
G(x; x)
i
=   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n @2x g
i
i(x; x)
=   4n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
i



0
i(+)
0
i( )e
i(x xi 1)e i(xi x) +i(+)i( )e i(x xi 1)ei(xi x)
i(+)0i( )eii  0i(+)i( )e ii
:
(6.47)
Desta forma, para h0j ~Txx j0ii, ao inves de gi(x) temos
g0i(x) =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

i

  
i



0
i(+)
0
i( )e
i(x xi 1)e i(xi x) +i(+)i( )e i(x xi 1)ei(xi x)
i(+)0i( )eii  0i(+)i( )e ii
=   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

m2 + i
:i



0
i(+)
0
i( )e
i(x xi 1)e i(xi x) +i(+)i( )e i(x xi 1)ei(xi x)
i(+)0i( )eii  0i(+)i( )e ii
; (6.48)
que corresponde ao segundo termo de (5.31), proporcional ao quadrado da massa.
No intuito de exemplicar o metodo de calculo que estamos desenvolvendo, vamos
agora utiliza-lo para calcular a energia de uma unica barreira. Para isso, facamos
N = 3 e 1 = 3 = 0. Desta forma, para a regi~ao no interior da barreira (i = 2) temos
os seguintes coecientes
2( )
02( )

= 1
20

0   2
0 + 2

e

2(+)
02(+)

= 1
20

0 + 2
0   2

; (6.49)
onde 0 =
p
2 +m2, de modo que a densidade de energia ca dada por
h0jT00 j0i2 =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n


2
(0 + 2)2e22 + (0   2)2e 22
(0 + 2)2e22   (0   2)2e 22 +
+

m2 + 2
:2
  2e2(x x1)e 2(x2 x)   2e 2(x x1)e2(x2 x)
(0 + 2)2e22   (0   2)2e 22

:
(6.50)
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Subtraindo do resultado acima a parte correspondente a energia do vacuo, ver equac~ao
(6.45), e integrando o restante na variavel x entre os limites da barreira, temos que sua
energia sera dada por
E2 =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d
n
2

2(0   2)2e 222 +
 22(m
2 + 2)

:
sinh22
2

; (6.51)
onde usamos  = (0 + 2)2e22   (0   2)2e 22 .
A energia que encontramos acima e a energia de uma unica barreira, e seus dois termos
podem ser interpretados separadamente da seguinte forma: O primeiro termo esta
relacionado a forca sofrida por cada extremidade da barreira. De fato, cada extremidade
sofre uma forca que aponta de fora para dentro e, portanto, a barreira como um todo
tende a ser comprimida. No entanto, vale ressaltar que a resultante produzida por
estas forcas e nula e que portanto n~ao ha forca de Casimir agindo na barreira como um
todo. Ja o segundo termo pode ser melhor compreendido se zermos na equac~ao acima
a redenic~ao 2 ! 2h2, tal que h22 = 1, e tomarmos o limite 2 ! 0 e h2 ! 1,
obtendo
Es =
n=2
2(2)n (n=2 + 1)
Z 1
0
d n 1

+ 20
: (6.52)
Os resultado (6.52), obtido acima, ja e conhecido [31], sendo ele correspondente ao
termo de superfcie que surge quando modelamos as barreiras usando func~oes delta de
Dirac. Tal energia de superfcie ocorre devido a descontinuidade na primeira derivada
da func~ao de Green reduzida, sendo esta provocada pelo proprio delta de Dirac. No
caso de barreiras modeladas por func~oes degraus, n~ao temos termos de superfcie {
uma vez que a derivada da func~ao de Green e contnua nos limites das barreira { mas,
ainda assim, a energia correspondente a esses termos esta presente.
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6.4 Forca de Casimir
Nesta sec~ao encontraremos uma express~ao para a forca de Casimir que atua sobre a
i-esima barreira, localizada na regi~ao entre xi 1 e xi. Tal forca e dada pela diferenca
entre a componente h0jTxx j0i do tensor energia-momento nos limites externos a regi~ao
de interesse,
F = h0jTxx j0i jx=x i 1   h0jTxx j0i jx=x+i ; (6.53)
onde h0jTxx j0i e dado, na j-esima regi~ao, por
h0jTxx j0ij =  
1
(2)n
Z 1
 1
 
nY
i=0;i6=1
di
!
1
2
( 2j + @x@x0)gjj (x; x0)

x=x0
=   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

( 2j + @x@x0)gjj (x; x0)

x=x0 :
(6.54)
Substituindo (6.38) na equac~ao (6.54) acima encontramos
h0jTxx j0ij = n:u0j =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d n
"
j

j(+)
0
j( )e
jj +0j(+)j( )e
 jj
j(+)0j( )ejj  0j(+)j( )e jj
#
;
(6.55)
onde u0 foi denido implicitamente devido a sua semelhanca com u. Alem disso, n~ao
e difcil percebermos que o termo extra dado pela equac~ao (6.46) e nulo para a pre-
sente componente, de modo ela e a mesma nos tensores energia-momento cano^nico e
conforme.
Antes de encontrarmos a forca de Casimir sobre a i-esima regi~ao, embora os coe-
cientes  sejam denidos para qualquer uma delas, n~ao podemos deixar de notar que
a express~ao (6.53), com h0jTxx j0i denido por (6.55), nos dara o resultado em func~ao
dos coecientes das regi~oes anterior e posterior { que para evitarmos confus~oes entre
os ndices chamaremos, respectivamente, de regi~ao A e regi~ao B { a de nosso interesse.
Assim
F = n:u0A   n:u0B; (6.56)
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tal que
u0A =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
A

A(+)
0
A( )e
AA +0A(+)A( )e
 AA
A(+)0A( )eAA  0A(+)A( )e AA
; (6.57)
e
u0B =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
B

B(+)
0
B( )e
BB +0B(+)B( )e
 BB
B(+)0B( )eBB  0B(+)B( )e BB
:
(6.58)
Sendo assim, cara mais claro se expressarmos estes coecientes em func~ao dos
proprios  da i-esima regi~ao:
Regi~ao A:
Para a regi~ao anterior a da barreira de interesse, temos que os coecientes A( ) podem
ser expressos em func~ao dos i( ) pela equac~ao (6.14), resultando em
A( )
0A( )

=
1
2i

(i + A)e
AA (i   A)eAA
(i   A)e AA (i + A)e AA

i( )
0i( )

: (6.59)
Ja os coecientes A(+) podem ser expressos em termos dos i(+) pela equac~ao (6.24),
resultando em
A(+)
0A(+)

=
1
2i

(i + A)e
ii (i   A)e ii
(i   A)eii (i + A)e ii

i(+)
0i(+)

: (6.60)
Portanto, temos que nessa regi~ao
h0jTxx j0iA =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d n 

(
(2i   2A)i( ) + (2i + 2A)0i( )

i(+)e
ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 +
+

(2i + 
2
A)i( ) + (
2
i   2A)0i( )

0i(+)e
 ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ) : (6.61)
Regi~ao B:
Da mesma forma, temos que para a regi~ao posterior a de interesse os coecientes B( )
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s~ao dados em termos dos i( ) pela equac~ao (6.14), resultando em
B( )
0B( )

=
1
2i

(i + B)e
 ii (i   B)eii
(i   B)e ii (i + B)eii

i( )
0i( )

; (6.62)
enquanto os coecientes B(+) podem ser obtidos a partir dos i(+) pela equac~ao (6.24),
resultando em
B(+)
0B(+)

=
1
2i

(i + B)e
 BB (i   B)e BB
(i   B)eBB (i + B)eBB

i(+)
0i(+)

: (6.63)
Sendo assim, temos que nessa regi~ao
h0jTxx j0iB =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d n (
(2i   2B)0i(+) + (2i + 2B)i(+)

0i( )e
ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 +
+

(2i + 
2
B)
0
i(+) + (
2
i   2B)i(+)

i( )e
 ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ) : (6.64)
Pelo uso direto das equac~oes (6.61) e (6.64), encontramos para a forca de Casimir sobre
a i-esima regi~ao a express~ao
F =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n 

(
(2A   2B)
 
i(+)
0
i( )e
ii +0i(+)i( )e
 ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 +
+
(2i   2A)
 
i(+)i( )e
ii +0i(+)
0
i( )e
 ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 +
  (
2
i   2B)
 
0i(+)
0
i( )e
ii +i(+)i( )e
 ii
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ) : (6.65)
No entanto, devemos nos lembrar que em boa parte das aplicac~oes tanto A quanto B
ser~ao regi~oes de potencial nulo ( = 0), de modo que A = B =
p
2 +m2. Com isso,
a equac~ao (6.65) se reduz a
F =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
i
i
i(+)i( )  0i(+)0i( )
i(+)0i( )eii  0i(+)i( )e ii
sinhii:
(6.66)
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A aplicac~ao dos coecientes (6.49) na equac~ao (6.66) nos mostra que, de fato, para uma
unica barreira n~ao ha forca de Casimir, conrmando assim o comentario que zemos
no nal da sec~ao anterior. Podemos tambem encontrar a forca de Casimir entre duas
barreiras usando cinco regi~oes e impondo que 1 = 3 = 5 = 0. Desta forma, teremos
os coecientes
4( )
04( )

=
1
8022

2(
0   4)e03 +02(0 + 4)e 03
2(
0 + 4)e
03 +02(
0   4)e 03

(6.67)
e 
4(+)
04(+)

=
1
20

0 + 4
0   4

(6.68)
para a regi~ao interna a segunda barreira, onde por convenie^ncia zemos as seguintes
denic~oes:
2  (2 + 0)2 e22   (2   0)2 e 22 (6.69)
e
02  (2   0) (2 + 0)
 
e22   e 22 : (6.70)
Aplicando os coecientes (6.67) e (6.68) em (6.66), e depois de algumas manipulac~oes
algebricas, obtemos
F =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0

2
~e203   1 ; (6.71)
tal que
~  24
02
0
4
; (6.72)
onde 4 e 
0
4 cam denidos implicitamente em analogia a 2 e 
0
2.
6.5 Determinac~ao do tensor energia-momento
De uma forma mais geral podemos denir, alem da densidade de energia e da forca de
Casimir, o valor esperado das componentes do tensor energia momento no vacuo. Para
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isso, nos resta apenas encontrar as componentes h0jTjj j0i, com j  2, uma vez que as
componentes fora da diagonal principal novamente s~ao nulas. Sendo assim, temos
h0jTjj j0ii =  
1
(2)n
Z 1
 1
 
nY
l=0;l 6=1
dl
!
1
2
(2(j)2   2i   @x@x0)gii(x; x0)

x=x0
=   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

22
n
  2i   @x@x0

gii(x; x
0)

x=x0
:
=  ui   gi(x) (6.73)
Alem do resultado acima, por (6.46) vemos que o termo extra para a atual componente
tambem e o oposto do termo extra da densidade de energia, de modo que podemos
escrever o valor esperado do tensor energia-momento no vacuo da i-esima regi~ao como:
h0j ~T  j0ii =
0@ ui 00 n:u0i O
O  ui:I
1A+ g0i(x)
0@ 1 00 0 O
O  I
1A ; (6.74)
onde, mais uma vez, I e O s~ao as matrizes identidade e nula com as dimens~oes apropria-
das a cada caso e ui, u
0
i e g
0
i(x) s~ao denidos por (6.45), (6.55) e (6.48), respectivamente.
Por m, podemos notar que o traco do primeiro termo de (6.74) resulta em
n:(ui   u0i) =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d n


i
  i


"
i(+)
0
i( )e
ii +0i(+)i( )e
 ii
i(+)0i( )eii  0i(+)i( )e ii
#
= (m2 + i)
n:n=2
(2)n (n=2 + 1)
Z 1
0
d n 1 

"
i(+)
0
i( )e
ii +0i(+)i( )e
 ii
2i(i(+)0i( )eii  0i(+)i( )e ii)
#
; (6.75)
enquanto o traco do segundo resulta em
n:g0i(x) = (m
2 + i)
n:n=2
(2)n (n=2 + 1)
Z 1
0
d n 1 

"
 
0
i(+)
0
i( )e
i(x xi 1)e i(xi x) +i(+)i( )e i(x xi 1)ei(xi x)
2i(i(+)0i( )eii  0i(+)i( )e ii)
#
;
(6.76)
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de modo que a soma dos dois nos dara o traco do tensor energia-momento conforme.
De fato, vemos que a soma dos integrandos de (6.75) e (6.76) nos da a propria func~ao
de Green reduzida aplicada em x = x0 e portanto, de acordo com (6.4), temos
h0jT  j0ii = (m2 + i)
G(x; x)
i
: (6.77)
Tal resultado ja era esperado, pois uma vez que
( ~T )i = @
@  1
2
g

@@
  (m2 + i)2
  n  1
4n
(@@   g@@)2; (6.78)
temos
( ~T  )i = (m
2 + i)
2: (6.79)
6.6 A func~ao de Green reduzida revisitada
No nal da segunda sec~ao determinamos a func~ao de Green reduzida quando x e x0
encontravam-se na mesma regi~ao. Desta vez encontraremos express~oes validas quando
x e x0 est~ao em regi~oes diferentes e, de quebra, discutiremos algumas de suas proprie-
dades. Novamente, dividiremos nossa analise em dois casos, quando x < x0 e quando
x > x0.
A) Quando x < x0
Neste caso, os coecientes A's e B's se relacionam uns com os outros pelas equac~oes
Aij =
e jxj
2j

(j + j+1)A
i
j+1e
j+1xj + (j   j+1)Bij+1e j+1xj

(6.80)
e
Bij =
ejxj
2j

(j   j+1)Aij+1ej+1xj + (j + j+1)Bij+1e j+1xj

; (6.81)
que podem ser escritas como uma unica equac~ao da seguinte forma:
Aije
jxj
Bije
 jxj

=
1
2j

(j + j+1) (j   j+1)
(j   j+1) (j + j+1)

Aij+1e
j+1xj
Bij+1e
 j+1xj

: (6.82)
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Alem disso, os coecientes 's se relacionam por
j+1( )
0j+1( )

=
1
2j

(j + j+1)e
 jj (j   j+1)ejj
(j   j+1)e jj (j + j+1)ejj

j( )
0j( )

; (6.83)
relac~ao esta que pode ser facilmente invertida para
j( )
0j( )

=
1
2j+1

(j+1 + j)e
jj (j+1   j)ejj
(j+1   j)e jj (j+1 + j)e jj

j+1( )
0j+1( )

: (6.84)
Uma vez que
Aii( ) =

i(+)e
i(xi x0)  0i(+)e i(xi x0)

0i( )e
 ixi 1
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 (6.85)
e
Bii( ) =  

i(+)e
i(xi x0)  0i(+)e i(xi x0)

i( )e
ixi 1
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.86)
pelas equac~oes (6.82) e (6.84) temos
Aii 1e
i 1xi 1
Bii 1e
 i 1xi 1

=

i(+)e
i(xi x0)  0i(+)e i(xi x0)

2i:2i 1
 
i(+)0i( )eii  0i(+)i( )e ii
 
(6.87)


(i 1 + i)0i( )   (i 1   i)i( )
(i 1   i)0i( )   (i 1 + i)i( )

(6.88)
=

i(+)e
i(xi x0)  0i(+)e i(xi x0)

2i 1
 
i(+)0i( )eii  0i(+)i( )e ii
 
(6.89)


0i 1( )e
i 1i 1
 i 1( )e i 1i 1

; (6.90)
de onde obtemos que
Aii 1 =

i(+)e
i(xi x0)  0i(+)e i(xi x0)

0i 1( )e
 i 1xi 2
2i 1
 
i(+)0i( )eii  0i(+)i( )e ii
 (6.91)
e
Bii 1 =  

i(+)e
i(xi x0)  0i(+)e i(xi x0)

i 1( )ei 1xi 2
2i 1
 
i(+)0i( )eii  0i(+)i( )e ii
 : (6.92)
De fato, e possvel mostrar por induc~ao que, de uma forma geral,
Ai(+)j( ) =

i(+)e
i(xi x0)  0i(+)e i(xi x0)

0j( )e
 jxj 1
2j
 
i(+)0i( )eii  0i(+)i( )e ii
 (6.93)
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e
Bi(+)j( ) =  

i(+)e
i(xi x0)  0i(+)e i(xi x0)

j( )e
jxj 1
2j
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.94)
onde os sinais positivo e negativo foram acrescentados aos ndices dos coecientes A e
B para lembrar que a regi~ao i esta a direita e a regi~ao j esta a esquerda.
Sendo assim, quando x < x0 temos que a func~ao de green reduzida pode ser escrita
como:
gij(x; x
0) =

i(+)e
i(xi x0)  0i(+)e i(xi x0)
 
0j( )e
j(x xj 1)  j( )e j(x xj 1)

2j
 
i(+)0i( )eii  0i(+)i( )e ii
 :
(6.95)
B) Quando x > x0
Neste caso, tinhamos que os coecientes A's e B's se relacionavam uns com os ou-
tros pelas equac~oes
Aij+1 =
e j+1xj
2j+1

(j+1 + j)A
i
je
jxj + (j+1   j)Bije jxj

(6.96)
e
Bij+1 =
ej+1xj
2j+1

(j+1   j)Aijejxj + (j+1 + j)Bije jxj

: (6.97)
que podem ser escritas como uma unica equac~ao da seguinte forma:
Aij+1e
j+1xj
Bij+1e
 j+1xj

=
1
2j+1

(j+1 + j) (j+1   j)
(j+1   j) (j+1 + j)

Aije
jxj
Bije
 jxj

: (6.98)
Alem disso, os coecientes 's se relacionavam por
j(+)
0j(+)

=
1
2j+1

(j+1 + j)e
j+1j+1 (j+1   j)e j+1j+1
(j+1   j)ej+1j+1 (j+1 + j)e j+1j+1

j+1(+)
0j+1(+)

;
(6.99)
relac~ao esta que pode ser facilmente invertida para
j+1(+)
0j+1(+)

=
1
2j

(j + j+1)e
 j+1j+1 (j   j+1)e j+1j+1
(j   j+1)ej+1j+1 (j + j+1)ej+1j+1

j(+)
0j(+)

;
(6.100)
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Uma vez que
Aii(+) =  

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

0i(+)e
 ixi
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.101)
e
Bii(+) =

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

i(+)e
ixi
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 : (6.102)
pelas equac~oes (6.98) e (6.100) temos
Aii+1e
i+1xi
Bii+1e
 i+1xi

=

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

2i+1:2i
 
i(+)0i( )eii  0i(+)i( )e ii
 
(6.103)


(i+1   i)i(+)   (i+1 + i)0i(+)
(i+1 + i)i(+)   (i+1   i)0i(+)

(6.104)
=

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

2i+1:2i
 
i(+)0i( )eii  0i(+)i( )e ii
 
(6.105)

  0i+1(+)e i+1i+1
i+1(+)e
i+1i+1

; (6.106)
de onde obtemos que
Aii+1 =  

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

0i+1(+)e
 i+1xi+1
2i+1
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.107)
e
Bii+1 =

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

i+1(+)e
i+1xi+1
2i+1
 
i(+)0i( )eii  0i(+)i( )e ii
 : (6.108)
Novamente, e possvel mostrar que de uma forma geral
Ai( )j(+) =  

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

0j(+)e
 jxj
2j
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.109)
e
Bi( )j(+) =

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)

j(+)e
jxj
2j
 
i(+)0i( )eii  0i(+)i( )e ii
 ; (6.110)
com os sinais positivo e negativo, acrescentados aos ndices dos coecientes A e B,
lembrando que a regi~ao i esta a esquerda e a regi~ao j a direita.
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Sendo assim, quando x > x0 temos que a func~ao de Green reduzida pode ser escrita
como:
gij(x; x
0) =

0i( )e
i(x
0 xi 1)  i( )e i(x0 xi 1)
 
j(+)e
j(xj x)  0j(+)e j(xj x)

2j
 
i(+)0i( )eii  0i(+)i( )e ii
 :
(6.111)
Antes de escrevermos uma unica express~ao que englobe (6.38), (6.95) e (6.111), n~ao
podemos deixar de notar que os termos no denominador da func~ao de Green reduzida
(dependentes das regi~oes i e j) n~ao colocam em evide^ncia sua invaria^ncia por uma
permutac~ao entre x e x0. Para que tal invaria^ncia que evidente, e preciso notar que
i
i(+)0i( )eii  0i(+)i( )e ii
=
j
j(+)0j( )ejj  0j(+)j( )e jj
(6.112)
para qualquer par de regi~oes representadas acima por i e j. Desta forma, podemos
denir um f [] dado por
f []  i
i(+)0i( )eii  0i(+)i( )e ii
(6.113)
onde a regi~ao escolhida para o calculo de f [] pode ser qualquer uma, e n~ao ne-
cessariamente a regi~ao onde se encontra x ou x0. Em particular, escolhendo a primeira
e/ou a ultima regi~ao temos
f [] =
1
1(+)
=
N
0N( )
: (6.114)
Por m, temos que a func~ao de Green reduzida quando x e x0 encontram-se nas regi~oes
i e j quaisquer pode ser escrita como
gij(x; x
0) =

0i<( )e
i< (x< xi 1< )  i<( )e i< (x< xi 1< )

 i>(+)ei> (xi> x>)  0i>(+)e i> (xi> x>) f []2:i:j ; (6.115)
onde i< e i> s~ao, respectivamente, o menor e o menor entre i e j.
Captulo 7
Limites em que as barreiras s~ao
descritas por func~oes delta de Dirac
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7.1 Introduc~ao
No captulo anterior determinamos, entre outras coisas, a densidade de energia e a forca
de Casimir para o campo escalar real e massivo quando este interage com N regi~oes
de diferentes potenciais, em (n+1) dimens~oes. Agora, iremos explorar o resultado ob-
tido para alguns casos limites especiais, generalizando de forma simples resultados ja
conhecidos { resultados validos para a forca e energia de Casimir entre duas barrei-
ras modeladas por func~oes delta de Dirac s~ao facilmente encontrados na literatura.
Aproveitaremos alguns dos resultados para explorar novas possibilidades { tanto neste
quanto no proximo captulo { tal qual a presenca de mnimos de energia.
7.2 Limite em que as regi~oes tendem a N barreiras
do tipo delta de Dirac
Nesta sec~ao veremos como transformar as diversas regi~oes em N barreiras descritas
por func~oes delta de Dirac, generalizando assim os conhecidos resultados para duas
barreiras [17, 18]. Para isto, faremos novamente a redenic~ao i ! ihi, tal que
hii = 1, e em seguida aplicaremos sobre os resultados do captulo anterior os seguintes
limites: n
i ! 0; se i for mpar,
i ! 0; se i for par. (7.1)
Tomados estes limites, as regi~oes de sub-ndice par ser~ao transformadas em barreiras
do tipo delta de Dirac, enquanto as regi~oes de sub-ndice mpar ser~ao transformadas em
espacos entre as barreiras. Alem disso, devemos estar atentos a considerar um numero
total mpar de regi~oes, sendo as regi~oes de interesse sempre aquelas de sub-ndicempar.
Tendo isto em mente e sendo j um numero par, de (6.14) temos
j+1( )
0j+1( )

=
1
2j

(j + 
0)e jj (j   0)ejj
(j   0)e jj (j + 0)ejj


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 1
20

(0 + j)e 
0j 1 (0   j)e0j 1
(0   j)e 0j 1 (0 + j)e0j 1

j 1( )
0j 1( )

(7.2)
quando x < x0, onde os limites j+1ej 1 ! 0 (que por sua vez implicam em j+1 =
j 1 = 0 =
p
2 +m2) ja foram considerados. Considerando agora o limite j ! 0,
n~ao e difcil demonstrarmos que a equac~ao (7.2) acima se reduz a
j+1( )
0j+1( )

=
1
20

(20   j) e 0j 1 j e0j 1
 j e 0j 1 (20 + j) e0j 1

j 1( )
0j 1( )

: (7.3)
Por m, podemos agora redenir o criterio de distribuic~ao de sub-ndices, de forma
a torna-los mais natural, da seguinte forma: a primeira regi~ao (i = 1) sera aquela a
esquerda da primeira barreira (que passara a ter i  1), a segunda regi~ao (i = 2)
sera aquela entre a primeira (1) e a segunda barreira (que passara a ter i  2) e
assim por diante, estando sempre atento a divis~ao em duas regi~oes distintas no ponto
x = x0. Desta forma, a equac~ao (7.3) passa a ser escrita como
j+1( )
0j+1( )

=
1
20

(20   j) e 0j j e0j
 j e 0j (20 + j) e0j

j( )
0j( )

; (7.4)
que por sua vez, quando aplicada seguidamente desde a primeira regi~ao ate a regi~ao
em que se encontra x0, nos fornece
i( )
0i( )

=
"
i 1Y
j=1
1
20

(20   i j) e 0i j i j e0i j
 i j e 0i j (20 + i j) e0i j
#
0
e 11

:
(7.5)
Devemos nos lembrar que a express~ao (7.5) acima e valida somente quando x < x0.
Para x > x0 podemos determinar os coecientes  e 0 de forma analoga { lembrando
sempre que estamos considerando N barreiras { encontrando como resultado
i(+)
0i(+)

=
"
NY
j=i
1
20

(20 + j) e
0j+1  j e 0j+1
j e
0j+1 (20   j) e 0j+1
#
e 
0N+1
0

: (7.6)
Uma vez que os coecientes foram redenidos, podemos continuar a usar as mesmas
express~oes do captulo anterior para a func~ao de Green reduzida e, consequentemente,
para os resultados posteriores a ela { a unica excec~ao e a express~ao (6.66) para a forca
de Casimir, caso que trataremos na proxima sec~ao. Ao fazermos isto, devemos nos
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lembrar que qualquer que seja a regi~ao de nosso interesse, teremos sempre  = 0 em
seu interior (o que, por sua vez, implica em i = 
0). Desta forma, podemos escrever
a func~ao de Green reduzida como
gii(x; x
0) =

i(+)e
0(xi x>)  0i(+)e 0(xi x>)
 
0i( )e
0(x< xi 1)  i( )e 0(x< xi 1)

2i
 
i(+)0i( )e
0i  0i(+)i( )e 0i
 ;
(7.7)
e reescrever as denic~oes (6.43), (6.48) e (6.55) respectivamente como
ui =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
"

0
i(+)
0
i( )e
0i +0i(+)i( )e
 0i
i(+)0i( )e
0i  0i(+)i( )e 0i
#
; (7.8)
g0i(x) =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

m2
:0



0
i(+)
0
i( )e
0(x xi 1)e 
0(xi x) +i(+)i( )e 
0(x xi 1)e
0(xi x)
i(+)0i( )e
0i  0i(+)i( )e 0i
(7.9)
e
u0i =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
"
0

i(+)
0
i( )e
0i +0i(+)i( )e
 0i
i(+)0i( )e
0i  0i(+)i( )e 0i
#
; (7.10)
tal que ui pode ser escrito de forma mais explcita como
ui =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d
2n+1=0
i(+)
0
i( )
0
i(+)
i( )
e20i   1
+
  
n=2
2(2)n (n=2 + 1)
Z 1
0
d
n+1p
2 +m2
= uicas + uvac; (7.11)
identicando-se assim as densidades de energia de Casimir e do vacuo sem condic~oes
de contorno. O tensor energia-momento (conforme) da i-esima regi~ao sera novamente
dado por
h0j ~T  j0ii =
0@ ui 00 n:u0i O
O  ui:I
1A+ g0i(x)
0@ 1 00 0 O
O  I
1A ; (7.12)
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cujo traco, desta vez, resulta em
h0jT  j0i = m2
G(x; x)
i
: (7.13)
Por m, uma rapida olhada nas equac~oes (7.5) a (7.13) nos permite constatar que todos
os termos referentes as barreiras (termos contendo ) est~ao contidos nos coecientes
's, dados por (7.5) e (7.6).
7.3 Forca de Casimir entre duas barreiras do tipo
delta de Dirac
Como foi dito na sec~ao anterior, com os coecientes 's redenidos os resultados do
captulo anterior continuam validos, sendo a express~ao (6.66), para a forca de Casimir,
a unica excec~ao { uma vez que tais coecientes n~ao s~ao mais denidos sobre as barreiras.
Ainda assim, pode-se encontrar a forca de Casimir sobre a i-esima barreira pela forma
habitual, ou seja, pela diferenca entre as componentes h0jTxx j0i das regi~oes anterior e
posterior a ela. Em particular, para duas barreiras encontra-se
h0jTxx j0i =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0

:
(20 + 1)(20 + 2)e
02 + 12e
 02
(20 + 1)(20 + 2)e
02   12e 02
=   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0


1 +
212e
 02
(20 + 1)(20 + 2)e
02   12e 02

(7.14)
para a regi~ao entre elas e
h0jTxx j0i =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0

(7.15)
para a regi~ao a direita delas. Desta forma, temos a forca de Casimir sobre a segunda
barreira dada por
F2 =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0

212e
 02
(20 + 1)(20 + 2)e
02   12e 02
=   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
20

1
(2
0
1
+ 1)(2
0
2
+ 1)e202   1 : (7.16)
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Note que em (1+1) dimens~ao e massa nula o resultado acima pode ser escrito como
F2 =   1
42
Z 1
0
dy y
1
( y
1
+ 1)( y
2
+ 1)ey   1 ; (7.17)
onde zemos y = 2 (sendo  a dista^ncia entre as barreiras). Alem disso, se rede-
nirmos  ! , de modo a tornarmos  admensional, obteremos exatamente a mesma
express~ao das refere^ncias [17, 18], dada por
F2 =   1
42
Z 1
0
dy y
1
( y
1
+ 1)( y
2
+ 1)ey   1 : (7.18)
Contanto que se altere o valor da constante  de modo a compensar tal redenic~ao, esta
n~ao provocara qualquer alterac~ao na forca de Casimir para uma dista^ncia xa entre
as barreiras. Porem, quando permitimos que o valor da dista^ncia varie livremente, as
duas denic~oes provocam comportamentos diferentes na forca de Casimir.
De fato, nas express~oes (7.17) e (7.18), temos a liberdade de fazer qualquer redenic~ao
do tipo
! f(); (7.19)
onde f() e uma func~ao nita de  nos intervalos em que iremos considerar. Note que,
independente da func~ao que escolhermos, sempre obteremos como limite o resultado
de Luscher quando !1.
7.4 Mnimos de energia
Motivados pela ambiguidade na denic~ao de , vamos agora buscar por redenic~oes
que possibilitem a existe^ncia de mnimos de energia. Para simplicar, consideraremos a
existe^ncia de apenas duas barreiras, que por sua vez interagem com um campo escalar
real n~ao massivo, de modo que energia de Casimir sera escrita como
ucas =   
n=2
(2)n+1(2)n (n=2 + 1)
Z 1
0
dy yn
1
( y
1f()
+ 1)( y
2f()
+ 1)ey   1 : (7.20)
Devemos notar que o resultado obtido por nos, correspondente a equac~ao (7.17), equi-
vale a escolha f() = , enquanto o resultado das refere^ncias [17, 18], correspondente a
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equac~ao (7.18), equivale a escolha f() = 1. Dito isso, sabemos que possveis mnimos
locais ser~ao encontrados quando
ducas
d
= 0: (7.21)
No entanto, temos que
ducas
d
=   
n=2
(2)n+1(2)n (n=2 + 1)
Z 1
0
dy yn
Q()h
( y
1f()
+ 1)( y
2f()
+ 1)ey   1
i2 ; (7.22)
onde Q() e dado por
Q() =

2
f()
:
df()
d
  n+ 1


y2
12f 2()
+
+

1
f()
:
df()
d
  n+ 1


y
f()

1 + 2
12

  n+ 1


ey +
n+ 1


:(7.23)
Devemos notar que, para (7.21) ser satisfeita, o integrando de (7.22), e consequen-
temente (7.23), deve assumir tanto valores positivos como negativos. N~ao e difcil
perceber que, para que isto aconteca, o termo entre colchetes de (7.23) devera assumir
tanto valores maiores quanto valores menores que  (n+ 1)= no intervalo 0  y <1.
Alem disso, para facilitar nossa analise, facamos 1 = 2 = , de modo que tal termo
passa a ser escrito como
2
f()
:
df()
d
  n+ 1


y
f()
2
+ 2

1
f()
:
df()
d
  n+ 1


y
f()

  n+ 1

:
(7.24)
Note que (7.24), acima, e uma func~ao de segundo grau da variavel y=f() que sempre
passa pelos pontos ( 1; 0) e (0; (n + 1)), onde o primeiro valor se refere a variavel
y=f(), enquanto o segundo se refere a propria (7.24). Sendo assim, se tal func~ao for
uma parabola com concavidade voltada para baixo
1
f()
:
df()
d
<
n+ 1
2

(7.25)
ou for uma reta 
1
f()
:
df()
d
=
n+ 1
2

; (7.26)
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ela sempre assumira valores menores que  (n+1)= para valores positivos de y. Desta
forma, e condic~ao necessaria para a existe^ncia de mnimos que
1
f()
:
df()
d
>
n+ 1
2
: (7.27)
Pensando em uma possvel expans~ao da func~ao f() numa serie de Taylor em torno do
ponto  = 0, vamos vericar ate que ordem deveramos ir para possibilitar a existe^ncia
de um mnimo. Para isso, facamos f() = k em (7.27), o que nos da a condic~ao
k >
n+ 1
2
: (7.28)
Portanto, quanto maior o numero de dimens~oes espaciais consideradas, maior deve
ser o valor da pote^ncia de  para que existam mnimos. Alem disso, ca claro que,
mesmo trabalhando em (1+1) dimens~oes, n~ao encontraremos mnimos se utilizarmos
as denic~oes encontrada na literatura (equivalente a fazermos f() = 1) ou proposta
por nos (equivalente a fazermos f() = ).
7.5 Limite de acoplamento forte
Sabemos que, no limite de acoplamento forte ( ! 1), uma barreira modelada por
um delta de Dirac ira produzir, no ponto onde se situa, o mesmo efeito da imposic~ao
de condic~oes de contorno de Dirichlet, aplicadas sobre este mesmo ponto. Sendo assim,
tomaremos agora o limite  ! 1 sobre os resultados obtidos na segunda sec~ao deste
captulo, encontrando assim a express~oes validas para o caso de N barreira modeladas
por condic~oes de contorno de Dirichlet. Comecando pela equac~ao (7.4), sabemos que
o fato de acrescentarmos a ela uma constante multiplicativa n~ao altera os resultados
fsicos obtidos por seus coecientes { uma rapida olhada nas equac~oes (7.8), (7.9) e
(7.10) e suciente para nos convencer disso. Sendo assim, iremos convenientemente
multiplica-la por 0=j, de modo a obtermos
j+1( )
0j+1( )

=
1
2j

(20   j) e 0j j e0j
 j e 0j (20 + j) e0j

j( )
0j( )

; (7.29)
101
note que os coecientes 's continuam adimencionais. Tomando agora o limite !1,
obtemos: 
j+1( )
0j+1( )

=
1
2
  e 0j e0j
 e 0j e0j

j( )
0j( )

: (7.30)
Escolhendo os primeiros coecientes, convenientemente, como
1( )
01( )

= 2

0
e 
01

; (7.31)
a aplicac~ao seguida de (7.31) sobre (7.30) nos leva a encontrar para a i-esima regi~ao
i( ) = 
0
i( ) =
i 1Y
j=2
sinh0j; (7.32)
tal que, para i = 2, tem-se
2( ) = 
0
2( ) = 1: (7.33)
Raciocnio semelhante nos leva a express~ao
i(+) = 
0
i(+) =
NY
j=i+1
sinh0j; (7.34)
onde os primeiros coecientes foram escolhidos como
N+1(+)
0N+1(+)

= 2

e
0N+1
0

(7.35)
e tal que, para i = N , tem-se
N(+) = 
0
N(+) = 1: (7.36)
Na verdade, o fato dos coecientes  e 0 serem iguais (tanto aqueles obtidos pela
esquerda quanto os obtidos pela direita) faz com que eles sejam cancelados nas equac~oes
(7.8), (7.9) e (7.11), que passam a ser escritas como
ui =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

0
coth0i; (7.37)
g0i(x) =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
m2
:0
cosh0(2x  xi   xi 1)
sinh0i
(7.38)
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e
u0i =  
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
0

coth0i: (7.39)
N~ao e difcil perceber que as equac~oes acima s~ao uma combinac~ao daquelas obtidas
no captulo 4, onde consideravamos separadamente o campo em (n+1) dimens~oes e o
campo massivo. Alem disso, devemos notar que o numero de barreiras consideradas
n~ao alteram as componentes do tensor energia-momento dentro de uma dada regi~ao.
Tal fato ja era esperado { uma vez que no captulo 3 conseguiamos determinar a func~ao
de Green reduzida, dentro de uma determinada regi~ao, sem que precisassemos \sair"
dela { e e de facil interpretac~ao: as condic~oes de contorno de Dirichlet representam
barreiras intransponveis para o campo, de modo que este n~ao consegue trazer qual-
quer informac~ao exterior para dentro de uma determinada regi~ao. Da mesma forma,
nenhuma informac~ao contida em uma determinada regi~ao pode ser levada pelo campo
para regi~oes vizinhas. Ainda assim, a forca de Casimir sobre uma barreira sofre a
inue^ncia tanto da regi~ao anterior quanto da posterior a ela, e e dada por
Fi = n:u
0
i   n:u0i+1 =  
n:n=2
2(2)n (n=2 + 1)
Z 1
0
d
0


2n
e20i   1  
2n
e20i+1   1

:
(7.40)
Pela equac~ao acima e possvel perceber que, para o presente caso, cada barreira sera
sempre empurrada no sentido da maior para a menor dentre as duas regi~oes por ela
separadas. Tal fato ca ainda mais evidente para o caso de massa nula, onde a integral
pode ser resolvida e escrita como
Fi =   n!(n+ 1)
4nn=2 (n=2)
n+1i+1   n+1i
(ii+1)n+1
: (7.41)
Captulo 8
Modos transversais magneticos
(TM)
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8.1 Introduc~ao
Nos captulos anteriores, consideramos o efeito Casimir para um campo escalar real
em diversas circunsta^ncias: campo massivo ou sem massa, em uma ou mais dimens~oes
espaciais, interagindo com barreiras ou regi~oes de diferentes potenciais, etc. Porem,
todos os casos que consideramos tinham algo em comum: ou o campo era submetido
a condic~oes de contorno de Dirichlet homoge^neas ou interagia com potenciais que,
no limite de acoplamento forte ( ! 1), tendiam a essas mesmas condic~oes. Em
muitas das aplicac~oes dos modelos e resultados ja discutidos, estamos interessados
em usa-los para estudar o efeito Casimir que surge devido ao campo eletromagnetico,
que por sua vez pode ser dividido em dois modos: os modos tranversais eletricos
(TE) e os modos tranversais magneticos (TM). Os modos tranversais eletricos (TE)
s~ao obtidos, em condutores perfeitos, substituindo-os por condic~oes de contorno de
Dirichlet homoge^neas ou, em modelos mais realistas, por potenciais que, no limite
de acoplamento forte, retornem a essas mesmas condic~oes. Ja os modos transversais
magnetico (TM) s~ao obtidos, em condutores perfeitos, substituindo-os por condic~oes
de contorno de Neumann homog~eneas ou, em modelos mais realistas, por potenciais
que retornem a essas mesmas condic~oes no limite de acoplamento forte.
Sendo assim, ao associarmos tudo o que desenvolvemos ate agora ao campo eletro-
magnetico, estaremos cobrindo apenas as contribuic~oes do modo TE. Como exemplo,
tomemos as equac~oes (5.10) e (5.13) do captulo 5. Por elas, temos que a densidade de
energia e a forca de Casimir s~ao dadas respectivamente por
ucas =   (n  1)!(n+ 1)
4nan+1n=2 (n=2)
(8.1)
e
Fcas =   n!(n+ 1)
4nan+1n=2 (n=2)
; (8.2)
onde n e o numero de dimens~oes espaciais que estamos considerando { para n = 1
obtemos novamente o resultado de Luscher, como era de se esperar. Integrando (8.1)
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entre as duas barreiras (ou simplesmente multiplicando pela dista^ncia entre elas, uma
vez que a densidade de energia e constante) e considerando n = 3, encontraremos para
a energia de Casimir (por unidade de area)
Ecas =   
2
1440a3
: (8.3)
Considerando n = 3 tambem em (8.2), encontramos para a forca de Casimir (tambem
por unidade de area)
Fcas =   
2
480a4
: (8.4)
Uma vez que os resultados acima foram obtidos para o campo n~ao massivo, podemos
considera-los validos para o campo eletromagnetico (connado entre duas placas para-
lelas, perfeitamente condutoras e separadas por uma dista^ncia a). No entanto, segundo
as equac~oes (2.114) e (2.115) do captulo 2, os resultados obtidos por Casimir em seu
artigo original s~ao dados por
Ecas =   
2
720a3
(8.5)
e
Fcas =   
2
240a4
; (8.6)
onde ja passamos a escrever em unidades naturais (~ = c = 1). Ou seja, os resultados
que obtivemos correspondem apenas a uma parte { neste caso a metade { daqueles
que seriam esperados, uma vez que cobrem apenas os modos TE. Para obtermos os
mesmos resultados obtidos por Casimir, devemos tambem levar em considerac~ao os
modos TM, responsaveis pela parte que falta. De fato, veremos na proxima sec~ao que,
para condutores perfeitos, os dois modos d~ao contribuic~oes iguais para a energia e para
a forca de Casimir e que, portanto, a soma destas nos da os resultados (8.5) e (8.6). Ja
nas sec~oes seguintes, encontraremos express~oes que nos permitam considerar o modo
TM para casos mais gerais, comecando por barreiras do tipo delta de Dirac e, em
seguida, passando para N regi~oes de diferentes potenciais.
106
8.2 O campo escalar real em (n+1) dimens~oes sub-
metido a condic~oes de contorno de Neumann
Nesta sec~ao submeteremos o campo escalar real, com massa nula e em (n+1) dimens~oes
a condic~ao de contorno de Neumann nos pontos x = 0 e x = a. Sendo assim, a func~ao
de Green reduzida devera satisfazer a equac~ao
  @
2
@x2
+ 2

g(x; x0) = (x  x0); (8.7)
juntamente com a condic~ao
@g(x; x0)
@x

x=0
=
@g(x; x0)
@x

x=a
= 0: (8.8)
Lembramos ainda que a func~ao de Green reduzida e contnua em todos os pontos,
inclusive em x = x0, mas que sua primeira derivada e descontnua justamente neste
ponto e que a integrac~ao de (8.7) sobre um intervalo innitesimal em torno de x0 nos
permite escrever tal descontinuidade como
 dg(x; x
0)
dx

x0+
+
dg(x; x0)
dx

x0 
= 1: (8.9)
Desta forma, para 0 < x; x0 < a, a equac~ao (8.7) e a condic~ao (8.8) nos permitem
escrever
g(x; x0) =

A1 coshx; 0 < x < x
0 < a
A2 cosh(a  x); 0 < x0 < x < a : (8.10)
Ja a condic~ao de continuidade em x = x0 nos permite reduzir a soluc~ao acima para
g(x; x0) = A coshx< cosh(a  x>): (8.11)
Por m, a descontinuidade em x = x0, descrita por (8.9), nos possibilita encontrar
g(x; x0) =
coshx< cosh(a  x>)
 sinha
: (8.12)
Como estamos trabalhando em (n+1) dimens~oes, podemos obter a densidade de energia
por
h0jT00 j0i =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n
 22
n
+ 2 + @x@x0

g(x; x0)

x=x0
;
(8.13)
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resultando em
h0jT00 j0i =   
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

cotha  (n  1)cosh(2x  a)
sinha

:
(8.14)
Comparando o resultado acima com (5.9), obtido para o modo TE, vemos que a unica
diferenca entre eles e o sinal do segundo termo do integrando. Uma vez que tal termo
e uma constante espuria, podendo ser descartado, a contribuic~ao dada pelos modos
TE e TM a energia de Casimir ser~ao iguais, e sua soma, em tre^s dimens~oes espaciais,
resultara em (8.5), assim como obtido por Casimir. De fato, para obtermos a equac~ao
(8.5), devemos ainda multiplicar a densidade de energia pela dista^ncia entre as barreiras
(alem, e claro, de subtrair o termos correspondente a energia do vacuo).
Continuando na regi~ao 0 < x; x0 < a, podemos encontrar a componente h0jTxx j0i por
h0jTxx j0i =   n:
n=2
2(2)n (n=2 + 1)
Z 1
0
d n

( 2 + @x@x0)g(x; x0)

x=x0 ; (8.15)
resultando em
h0jTxx j0i =   n
n=2
2(2)n (n=2 + 1)
Z 1
0
d n cotha
=   n!(n+ 1)
4nan+1n=2 (n=2)
+ n:uvac: (8.16)
O resultado acima e o mesmo obtido em (5.13) para o modo TE, ou seja, os modos TE
e TM tambem contribuem igualmente para a forca de Casimir, com sua soma, em tre^s
dimens~oes espaciais, resultando na equac~ao (8.6).
Podemos ainda continuar e, a exemplo do captulo 4, descobrir que as outras compo-
nentes h0jTjj j0i da diagonal principal s~ao iguais a componente h0jT00 j0i, exceto por
um fator  1, e que as componentes fora da diagonal principal s~ao nulas. Por m, po-
demos tambem substituir o tensor energia-momento cano^nico pelo conforme, bastando
para isso subtrair de cada componente o termo
n  1
4n
 
@@   g@2 G(x; x)
i
: (8.17)
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Feito isso, obtem-se como resultado o mesmo tensor encontrado no nal da sec~ao 4.2
para o modo TE
h0j ~T  j0i = u
0@ 1 00 n O
O  I
1A : (8.18)
Tal resultado ja era esperado pois, como vimos no nal da sec~ao anterior, para con-
dutores perfeitos os modos TE e TM d~ao contribuic~oes iguais a forca e a energia de
Casimir.
8.3 Modos TM para N barreiras do tipo delta de
Dirac
Nesta sec~ao consideraremos o efeito Casimir que surge quando aplicamos a func~ao de
Green, nos pontos sobre as barreiras, as condic~oes de contorno
@g(x; x0)
@x
x+j
x j
= 0 e g(x; x0)
x+j
x j
= j
@g(x; x0)
@x
; (8.19)
tal que
j !1) jjj ! 1: (8.20)
A exemplo da refere^ncia [31], adotamos tais condic~oes de contorno pois, no limite de
acoplamento forte, estas se reduzem as condic~oes de contorno de Neumann (apropriadas
aos modos TM do campo eletromagnentico), ou seja
j !1 ) @g(x; x
0)
@x

xj
= 0: (8.21)
No entanto, ao contrario de [31], n~ao determinamos a principio a relac~ao de j com
as outras variaveis que estamos trabalhando { exceto por (8.20), que era condic~ao
necessaria { ganhando assim mais liberdade para faze^-lo quando for preciso. Lembrando
que nos espacos entre as barreiras a func~ao de Green reduzida deve satisfazer a equac~ao
de campo 
  @
2
@x2
+ 2 +m2

g(x; x0) = (x  x0); (8.22)
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e sendo x < x0, as condic~oes (8.19) nos levam as seguintes relac~oes entre os coecientes
das regi~oes anterior e posterior a barreira do ponto xj:
Aije
0xj  Bije 
0xj = Aij+1e
0xj  Bij+1e 
0xj (8.23)
e
Aije
0xj +Bije
 0xj = Aij+1e
0xj +Bij+1e
 0xj   j

Aij+1e
0xj  Bij+1e 
0xj

; (8.24)
que quando combinadas podem ser escritas como
Aij =
e 
0xj
20
h
(20   j02)Aij+1e
0xj + j
02Bij+1e
 0xj
i
(8.25)
e
Bij =
e
0xj
20
h
 j02Aij+1e
0xj + (20 + j02)Bij+1e
 0xj
i
: (8.26)
Novamente, a exige^ncia de que a func~ao de Green reduzida seja sempre nita, mesmo
para x!  1, nos possibilita escrever as relac~oes
j( )e
0xj 1Aij  0j( )e 
0xj 1Bij = 0 (8.27)
e
j+1( )e
0xjAij+1  0j+1( )e 
0xjBij+1 = 0 (8.28)
para os coecientes A e B de cada regi~ao. Desta forma, pelas equac~oes (8.25) e (8.26),
temos que
j+1( )
0j+1( )

=
1
20

(20   j02)e 0j j02e0j
 j02e 0j (20 + j02)e0j

j( )
0j( )

; (8.29)
que por sua vez, quando aplicada seguidamente desde a primeira regi~ao ate a regi~ao
em que se encontra x0, nos fornece
i( )
0i( )

=
"
i 1Y
j=1
1
20

(20   i j02) e 0i j i j02 e0i j
 i j02 e 0i j (20 + i j02) e0i j
#
1( )
01( )

;
(8.30)
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sendo os primeiros coecientes dados por
1( )
01( )

=

0
e 
01

: (8.31)
Da mesma forma, e possvel encontrar, para x > x0, as seguintes relac~oes entre os
coecientes das regi~oes anterior e posterior a barreira do ponto xj:
Aij+1e
0xj  Bij+1e 
0xj = Aije
0xj  Bije 
0xj (8.32)
e
Aij+1e
0xj +Bij+1e
 0xj = Aije
0xj +Bije
 0xj + j

Aije
0xj  Bije 
0xj

; (8.33)
que podem ser combinadas de modo a fornecer
Aij+1 =
e 
0xj
20
h
(20   j02)Aije
0xj   j02Bije 
0xj
i
(8.34)
e
Bij+1 =
e
0xj
20
h
j
02Aije
0xj + (20 + j02)Bije
 0xj
i
: (8.35)
Novamente, a exige^ncia de que a func~ao de Green reduzida seja sempre nita, mesmo
para x! +1, nos possibilita escrever as relac~oes
j(+)e
0xjAij  0j(+)e 
0xjBij = 0 (8.36)
e
j+1(+)e
0xj+1Aij+1  0j+1(+)e 
0xj+1Bij+1 = 0 (8.37)
para os coecientes A e B de cada regi~ao. Desta forma, pelas equac~oes (8.34) e (8.35),
temos que
j(+)
0j(+)

=
1
20

(20 + j02)e
0j+1  j02e 0j+1
j
02e
0j+1 (20   j02)e 0j+1

j+1(+)
0j+1(+)

; (8.38)
que por sua vez, quando aplicada seguidamente desde a ultima regi~ao ate a regi~ao em
que se encontra x0, nos fornece
i(+)
0i(+)

=
"
NY
j=i
1
20

(20 + j02) e
0j+1  j02 e 0j+1
j
02 e
0j+1 (20   j02) e 0j+1
#
N+1(+)
0N+1(+)

;
(8.39)
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sendo os primeiros coecientes
N+1(+)
0N+1(+)

=

e 
0N+1
0

: (8.40)
Por m, admitindo que em torno do ponto x = x0 as relac~oes
g(x; x0)
x+j
x j
= 0 e   @g(x; x
0)
@x
x0+
x0 
= 1 (8.41)
continuem validas, temos
gii(x; x
0) =

i(+)e
0(xi x>) +0i(+)e
 0(xi x>) 0i( )e0(x< xi 1) +i( )e 0(x< xi 1)
2i
 
i(+)0i( )e
0i  0i(+)i( )e 0i
 :
(8.42)
Comparando a express~ao obtida acima com (7.7), obtida no captulo anterior, vemos
que ambas cam \com a mesma cara"apos a substituic~ao
0 !  0; (8.43)
onde usamos a express~ao \com a mesma cara", ao inves de iguais, pois os coecientes
's s~ao denidos de forma diferente para os modos TE e TM. Sendo assim, podemos
encontrar a express~ao para o tensor energia-momento conforme do modo TM usando
esta mesma substituic~ao. O resultado encontrado e dado por
h0j ~T  j0ii =
0@ ui 00 n:u0i O
O  ui:I
1A  g0i(x)
0@ 1 00 0 O
O  I
1A ; (8.44)
onde mantivemos as denic~oes (7.8), (7.9) e (7.10) para u(x), g0(x) e u0(x), respectiva-
mente, lembrando mais uma vez que agora os coecientes 's s~ao dados por (8.30) e
(8.39), e n~ao mais por (7.5) e (7.6). Mais uma vez, n~ao e difcil vericar que o traco
do tensor energia-momento obedece a equac~ao
h0jT  j0ii = m2
G(x; x)
i
: (8.45)
Por m, ao compararmos as equac~oes (8.30) e (8.39) com (7.5) e (7.6), percebemos
que os coecientes 's do modo TM tambem podem ser obtidos, a partir daqueles do
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modo TE, por uma simples substituic~ao, sendo esta
i ! i02: (8.46)
Obviamente, se pudermos considerar
i =
i
02
; (8.47)
as denic~oes dos coecientes para os modos TE e TM se tornam iguais. Sendo assim,
as equac~oes (7.12) e (8.45) nos mostram que, neste caso, o termo espurio g0(x) e na-
turalmente cancelado, e que os dois modos d~ao contribuic~oes iguais a energia e a forca
de Casimir.
8.4 Modos TM para N potenciais do tipo barreira
Na sec~ao anterior, determinamos o tensor energia-momento (conforme) para o modo
TM de um campo escalar e massivo, que interagia com N barreiras modeladas por
func~oes delta de Dirac. Naquela ocasi~ao introduzimos um novo para^metro , mas n~ao
estabelecemos sua relac~ao com a constante de acoplamento , dizendo apenas que no
limite de acoplamento forte (!1) o modulo de  tendia a innito. Tal abordagem
foi possvel pois, uma vez que as barreiras eram pontuais, as soluc~oes gerais da func~ao
de Green n~ao continham refere^ncia explcita a constante de acoplamento  { de fato,
se analisarmos os resultados da sec~ao anterior, veremos que a unica depende^ncia em 
esta contida em , embora esta n~ao tenha sido especicada. Ja no presente caso, n~ao
teremos como seguir da mesma forma, e a relac~ao entre  e  tera que ser estabelecida
desde o princpio. No intuito de mantermos a soluc~ao geral da func~ao de Green reduzida
dada por
gij(x; x
0) = Aije
jx +Bije
 jx; (8.48)
lembrando que os sub-ndices i e j se referem as regi~oes onde se encontram x0 e x,
respectivamente, e que
j =
p
2 +m2 + j; (8.49)
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temos que a relac~ao entre  e  pode ser estabelecida como
j =  j
02
: (8.50)
Ao escolhermos o sinal positivo na equac~ao acima, toda a discuss~ao feita no nal da
sec~ao anterior continuara valida e, portanto, a contribuic~ao dada pelo modo TM a
energia e a forca de Casimir sera igual aquela dada pelo modo TE, obtida no captulo
6. No entanto, a escolha do sinal negativo e sua aplicac~ao na equac~ao (8.29) nos levam
a seguinte relac~ao entre os coecientes 's quando x < x0
j+1( )
0j+1( )

=
1
20

(20 + j) e 
0j  j e0j
j e
 0j (20   j) e0j

j( )
0j( )

: (8.51)
E importante notarmos que agora estamos tentando fazer o caminho inverso daquele
tomado na segunda sec~ao do captulo anterior, ou seja, encontrar a express~ao valida
para N regi~oes de diferentes potenciais, e larguras nitas, a partir daquela valida para
N barreiras do tipo delta de Dirac. Sendo assim, e natural nos guiarmos pelos passos
que tomamos antes para alcancarmos nosso objetivo. Em particular, a equac~ao (8.51),
acima, e equivalente a equac~ao (7.4) do captulo anterior, que expressa a relac~ao entre
os coecientes 's ja com a notac~ao adequada para tratarmos N barreiras do tipo delta
de Dirac. Nosso passo seguinte, sera voltarmos a uma notac~ao mais adequada ao caso
de N regi~oes, ou seja, obter uma equac~ao para o presente caso que seja equivalente a
equac~ao (7.3) do caso anterior. Por simples comparac~ao, n~ao e difcil percebermos que
a equac~ao que procuramos e dada por
j+1( )
0j+1( )

=
1
20

(20 + j) e 
0j 1  j e0j 1
j e
 0j 1 (20   j) e0j 1

j 1( )
0j 1( )

: (8.52)
A equac~ao acima representa o limite em que j ! 0, onde j e a largura da regi~ao
intermediaria aquelas de sub-ndice j + 1 e j   1 { cujos coecientes est~ao relaciona-
dos acima. E justamente tal regi~ao que queremos \restaurar", tornando sua largura
novamente nita. Comparando as equac~oes (7.3) e (8.52), e fortemente inspirados por
(7.2), somos levados a sugerir
j+1( )
0j+1( )

=
1
2j

(j   0)e jj (j + 0)ejj
(j + 
0)e jj (j   0)ejj


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 1
20

(0   j)e 0j 1 (0 + j)e0j 1
(0 + j)e 
0j 1 (0   j)e0j 1

j 1( )
0j 1( )

(8.53)
como a relac~ao que, no limite j ! 0, implica em (8.52) { para que tal limite seja mesmo
satisfeito, devemos nos lembrar que j e dado, a princpio, por j =
p
2 +m2 + jhj
(tal que hjj = 1), mas que podemos redenir jhj ! j daqui para frente, de modo a
retornamos a denic~ao habitual (8.49). Note que (8.53) n~ao e a unica relac~ao possvel,
no entanto e a que mais se assemelha a (7.2). Alem disso, nela esta sendo considerado
que as regi~oes anterior e posterior a j-esima s~ao regi~oes de potencial nulo j 1 = j+1 =
0, o que, por sua vez, implica em j 1 = j+1 = 0 =
p
2 +m2. Comparando (8.53)
com (6.83), n~ao e difcil perceber que, ao \restaurarmos" o potencial das regi~oes citadas,
obteremos
j+1( )
0j+1( )

=
1
2j

(j   j+1)e jj (j + j+1)ejj
(j + j+1)e
 jj (j   j+1)ejj

j( )
0j( )

: (8.54)
Ao usarmos novamente a denic~ao (6.16) para os primeiros coecientes, encontramos
para a i-esima regi~ao
i( )
0i( )

=
"
i 1Y
j=1
1
2i j

(i j   i j+1)e i ji j (i j + i j+1)ei ji j
(i j + i j+1)e i ji j (i j   i j+1)ei ji j
#
0
e 11

;
(8.55)
quando x < x0. Raciocnio semelhante nos leva a encontrar
i(+)
0i(+)

=
"
NY
j=i+1
1
2j

(j   j 1)ejj (j + j 1)e jj
(j + j 1)ejj (j   j 1)e jj
#
e N N
0

(8.56)
para a regi~ao x > x0. Apenas como uma curiosidade, podemos voltar um pouco mais
e, lembrando que agora os coecientes 's s~ao denidos por
j( )e
jxj 1Aij  0j( )e jxj 1Bij = 0 (8.57)
e
j+1( )e
j+1xjAij+1  0j+1( )e j+1xjBij+1 = 0; (8.58)
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quando x < x0, e por
j(+)e
jxjAij  0j(+)e jxjBij = 0 (8.59)
e
j+1(+)e
j+1xj+1Aij+1  0j+1(+)e j+1xj+1Bij+1 = 0; (8.60)
quando x > x0, podemos encontar a seguinte relac~ao entre os coecientes A e B de
duas regi~oes seguidas
j
 
Aije
jxj +Bije
 jxj = j+1  Aij+1ej+1xj +Bij+1e j+1xj (8.61)
e
Aije
jxj  Bije jxj =  Aij+1ej+1xj +Bij+1e j+1xj ; (8.62)
ou, simplesmente,
j:g(x; x
0)

x j
= j+1:g(x; x
0)

x+j
(8.63)
e
1
j
:
@g(x; x0)
@x

x j
+
1
j+1
:
@g(x; x0)
@x

x+j
= 0: (8.64)
Por m, assumindo novamente que (8.41) continua valida no ponto x = x0, temos que
a func~ao de Green reduzida e dada por
gii(x; x
0) =

i(+)e
i(xi x>) +0i(+)e
 i(xi x>) 0i( )ei(x< xi 1) +i( )e i(x< xi 1)
2i
 
i(+)0i( )eii  0i(+)i( )e ii
 ;
(8.65)
enquanto o tensor energia-momento conforme continua dado por (8.44), porem com as
denic~oes originais de u(x), g0(x) e u0(x), dadas por (6.43), (6.48) e (6.55). Mais uma
vez, pode-se mostrar que
h0jT  j0ii = (m2 + i)
G(x; x)
i
: (8.66)
Captulo 9
Conclus~oes
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9.1 Conclus~oes
No presente trabalho seguimos em duas direc~oes distintas: a da quebra espo^ntanea de
simetria e a do efeito Casimir. Em ambos os casos, cou evidente a grande inue^ncia
que pode ser exercida sobre uma teoria qua^ntica de campos por restric~oes impostas
ao campo. Nossos principais objetivos eram descobrir em que casos a imposic~ao das
condic~oes de contorno de Neumann poderiam inibir a quebra esponta^nea de simetria
no mecanismo de Coleman-Weinberg (assunto este que foi desenvolvido no captulo 3)
e desenvolver um modelo geral { usando como prototipo o campo escalar real { que
nos permita explorar o efeito Casimir em diversas situac~oes, sendo portanto de grande
aplicabilidade (assunto desenvolvido no captulo 6).
Para o primeiro dos objetivos, analisamos a segunda derivada do potencial efetivo,
em hi = 0, para saber sob quais condic~oes este ponto representa um mnimo { se
hi = 0 representa um mnimo, a simetria n~ao e quebrada. Encontramos que a quebra
esponta^nea de simetria e inibida se a  e2(M) 1 e que para a  e(M) 1, embora a
quebra n~ao seja inibida, o mnimo e modicado. Uma vez que consideramos as apro-
ximac~oes do potencial efetivo ate um \loop", e natural nos perguntar se a inibic~ao da
quebra esponta^nea de simetria se mantem quando termos de maior ordem s~ao conside-
rados. Embora uma extens~ao do calculo para ordens mais altas seja muito trabalhosa,
podemos realizar uma estimativa grosseira de suas conseque^ncias. Uma analise dimen-
sional mostra que os termos que s~ao devidos a presenca das condic~oes de contorno s~ao
do tipo nan 4 (n = 0; 1; 2 : : :), para qualquer ordem de ~. Uma vez que as correc~oes
de ordens mais altas em ~ somente aumentam a ordem das constantes de acoplamento
nos coecientes dos termos em pote^ncias de , estes termos ser~ao desprezveis quando
comparados com seus respectivos termos de ordem ~ (se  e de ordem de e2). Disso,
podemos concluir que nossos resultados s~ao conaveis para todas as ordens em ~.
Ja para o efeito Casimir, encontramos as express~oes validas quando o campo escalar
real interage com N regi~oes de diferentes potenciais. Nossas express~oes nais s~ao todas
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dadas em termos de coecientes 's, que por sua vez podem ser calculados direta-
mente atraves de uma sucess~ao de produtos de matrizes. Neste processo, cada matriz
\representa" a transic~ao entre duas regi~oes adjacentes, ou da esquerda para direita ou
da direita para a esquerda, devendo portanto ser escolhida de forma adequada a cada
caso. Desta forma, as informac~oes que caracterizam cada regi~ao devem ser inseridas
nestas matrizes que, por m, ser~ao transmitidas aos coecientes de nossas soluc~oes.
Acreditamos que tal forma de soluc~ao e de grande utilidade pratica para calculos com-
putacionais e que, em situac~oes onde o efeito Casimir seja relevante, estes poder~ao ser
usados para prever o comportamento de inumeros sistemas em diversas congurac~oes.
Nos captulos 7 e 8, exploramos algumas possibilidades de aplicac~ao das nossas soluc~oes,
obtendo o caso limite das barreiras do tipo delta de Dirac e uma vers~ao adequada para
tratar modos TM.
Para o futuro, veremos ate onde nosso modelo pode ser aplicado, trazendo novas con-
tribuic~oes a compreens~ao do efeito Casimir e de assuntos relacionados. Esperamos
tambem que ele seja utilizado por outros pesquisadores de diversas areas, que v~ao
desde teoria qua^ntica de campos ate a fsica aplicada, e que possa servir de guia para
pesquisas experimentais e possveis aplicac~oes tecnologicas que, por ventura, venham
a surgir. Por m, sua generalizac~ao para outros tipos de campo e uma possibilidade a
ser explorada caso ele realmente se conrme como uma boa ferramenta.
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