In this paper, we study the existence, uniqueness, stability through continuous dependence on initial conditions and Hyers-Ulam-Rassias stability results for random impulsive fractional pantograph differential systems by relaxing the linear growth conditions. Finally examples are given to illustrate the applications of the abstract results.
Introduction
Pantograph type equations have been studied extensively owing to the numerous applications in which these equations arise. The name pantograph originated from the work of Ockendon and Tayler [1] on the collection of current by the pantograph head of an electric locomotive. The pantograph equations are appeared in modeling of various problems in engineering and sciences such as biology, economy, control and electrodynamics. For some applications of this equation we refer [2] [3] [4] [5] .
Impulsive differential equations are suitable mathematical model to simulate the evolution of large classes of real processes. These processes are subjected to short temporary perturbations. The duration of these perturbations are negligible compared to the duration of whole process. These perturbations occurs in the form of impulses (see the monographs [6, 7] ). When the impulses are exists at random it affect the nature of the differential system. There are few results that have been discussed. Iwankievicz and Nielsen [8] , investigated the dynamic response of non-linear systems to Poisson distributed random impulses. A. Anguraj and A.Vinodkumar studied the existence, uniqueness and stability results of random impulsive semilinear differential systems [9] . Sanz -Serna and Stuart [10] first brought dissipative differential equations with random impulses and used Markov chains to simulate such systems. On further read on random impulsive type differential equations refer [11] [12] [13] [14] [15] [16] [17] and the references therein.
Recently, fractional differential / difference equations (FDEs / FDFEs) and impulsive fractional differential equations (IFDEs) have proved to be valuable tool in the modeling of many phenomena in various fields of science and engineering. Similarly, the stabilities like continuous dependence, Hyers-Ulam stability, Hyers-Ulam-Rassias stability, local stability and Mittag -Leffler stability for FDEs and IFDEs have attracted the attention of many mathematicians (see [18] [19] [20] [21] [22] [23] [24] and the references therein). In [25] , the authors have given the Ulam's type stability and data dependence for FDEs. JinRong Wang et al. [26] studied stability of FDEs using fixed point theorem in a generalized complete metric space. In [27] , JinRong Wang et al.studied Ulam' s stability for the nonlinear IFDEs. Michal Fečkan et al. proved on the concept and existence of solution for IFDEs [28] . For more details on FDE and its stability concepts see [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] and for difference equations and its behaviors see [41] [42] [43] .
Motivated by the above mentioned works and its importance in many applied fields, it is interesting to study the fractional model of the pantograph equations with random impulses. We relaxed the Lipschitz condition on the impulsive term and under our assumption it is enough to be bounded. To best of our knowledge there is no paper which study the random impulsive fractional pantograph equations.
The paper is organized as follows: In section 2, we recall briefly the notations, definitions, lemmas and preliminaries which are used throughout this paper. In section 3, we investigate the existence results and uniqueness of solutions of random impulsive fractional pantograph equations by relaxing the linear growth condition. In section 4, we study the stability through continuous dependence on initial conditions of random impulsive fractional pantograph equations. The Hyers Ulam stability and Hyers Ulam-Rassias stability of the solutions of random impulsive fractional pantograph equations are investigated in section 5 and finally in section 6, examples are given to illustrate our theoretical results.
Preliminaries
Let · denote Euclidean norm in n . Let n be the n−dimensional Euclidean space and Ω a nonempty set. Assume that τ k is a random variable defined from Ω to D k de f.
Furthermore, assume that τ k follow Erlang distribution, where k = 1, 2, . . . and let τ i and τ j are independent with each other as i j for i, j = 1, 2, · · · . Let τ, T ∈ be two constants satisfying τ < T. For the sake of simplicity, we denote τ = [τ, T].
Consider the fractional pantograph differential system with random impulses of the form
where c D α t is the Caputo fractional derivative of order α ∈ (0, 1); 0 < λ < 1; the function f :
according to their paths with the norm x = sup τ≤s≤t |x(s)| for each t satisfying τ ≤ t ≤ T.
Let us denote {B t , t ≥ 0} be the simple counting process generated by {ξ n }, that is, {B t ≥ n} = {ξ n ≤ t}, and denote F t , the σ-algebra generated by {B t , t ≥ 0}. Then (Ω, P, {F t }) is a probability space. E(.) is the expectation with respect to the measure P. Let B be the Banach space with the norm defined for any ψ ∈ B,
where ψ(t), for any given t ∈ [τ, T].
where Γ(.) is the gamma function. 
here n = [α] + 1 and [α] denotes the integer part of α.
Theorem 2.3. Let B be a convex subset of a Banach space E and assume 0 ∈ B. Let F : B → B be a completely continuous operator and let
then either U(F) is unbounded or F has a fixed point.
Definition 2.4. For a given T ∈ (τ, +∞), a stochastic process {x(t) ∈ B, τ ≤ t ≤ T} is called a solution to the equations
where
, and I A (·) is the index function, i.e.,
Existence Results
In this section, we give the main results on the existence of solutions of the system (1) − (3).
(H 1 ) : There exists a constant q 1 ∈ (0, α) such that real valued function m(t) ∈ L 1/q 1 and there exists a L p integrable and nondecreasing function W : 
Proof. Let T be an arbitrary number t 0 < T < +∞ satisfying (5). We transform the problem (1) − (3) into a fixed point problem. We consider the operator S : B → B defined by
In order to use the transversality theorem, first we establish the priori estimates for the solutions of the integral equation and λ ∈ (0, 1),
Thus by (H 1 ) − (H 2 ), we have
Noting that the last term of the right hand side of the above inequality increases in t and choose 2C ≥ 2 1 p , we obtain that
We consider the function (t) defined by
Then, for any t ∈ [t 0 , T] it follows that
Denoting by u(t) the right hand side of the above inequality (6), we obtain that
and
Integrating (7) from t 0 to t and by making use of the change of variable, we obtain
where the last inequality is obtained by (5) . From (8) and by mean value theorem, there is a constant η 1 such that u(t) ≤ η 1 and hence (t) ≤ η 1 . Since sup
where η 1 only depends on T, the functions m and W, and consequently
Step :1 We prove that S is continuous.
Let {x n } be a convergent sequence of elements of x in B. Then for each t ∈ [t 0 , T], we have
Thus,
Thus S is clearly continuous.
Step 2. We prove that S is completely continuous operator. Denote
Step 2.1 We show that S maps B k into an equicontinuous family. Let x ∈ B k and t 1 , t 2 ∈ [t 0 , T]. If t 0 < t 1 < t 2 < T, then by using hypotheses (H 1 ) − (H 2 ) and condition (5), we have
Furthermore,
where m * = sup{m(t) : t ∈ [t 0 , T]}, and and
The right hand side of (10) and (11) is independent of x ∈ B k . It follows that the right hand side of (9) tends to zero as t 2 → t 1 . Thus, S maps B k into an equicontinuous family of functions.
Step 2.2 We show that SB k is uniformly bounded.
From (5), x 2 B ≤ k and by (H 1 ) − (H 2 ) it yields that (Sx)(t)
This yields that the set {(Sx)(t),
≤ k} is uniformly bounded, so {SB k } is uniformly bounded. We have already shown that {SB k } is equicontinuous collection. Now it is sufficient, by the Arzela -Ascoli theorem, to show that S maps B k into a precompact set in B.
Step 2. 3 We show that {SB k } is compact. Let t 0 < t ≤ T be fixed and a real number satisfying ∈ (0, t − t 0 ), for x ∈ B k . We define
The set H (t) = {(S x)(t) : x ∈ B k } is precompact in B for every ∈ (0, t − t 0 ). By using (H 1 ) − (H 2 ), (5) and E x p B ≤ k, we obtain
Therefore, there are precompact sets arbitrarily close to the set {(Sx)(t) : x ∈ B k }. Hence the set {(Sx)(t) : x ∈ B k } is precompact in B. Therefore, S is a completely continuous operator. Moreover, the set U(S) = {x ∈ B : x = λSx, for some 0 < λ < 1} is bounded. Consequently, by Theorem 2.1, the operator S has a fixed point in B. Therefore, the system (1) − (3) has a solution. Thus, the proof is completed. Now, we give another existence result for the system (1) − (3) by means of Banach contraction principle. We make the following assumption:
(H 1 ): The function f satisfies the Lipschitz condition. That is, for ϑ,θ ∈ n and τ ≤ t ≤ T, there exists a constant L > 0 such that Proof. Let T be an arbitrary number τ < T < +∞. Define the nonlinear operator S : B → B as follows.
Now we have to show that , S is a contraction mapping.
Taking supremum over t, we get,
Then we can take a suitable 0 < T 1 < T sufficient small such that Λ(T 1 ) < 1, and hence S is a contraction on B T 1 ( B T 1 denotes B with T substituted by T 1 ). Thus, by the well-known Banach fixed point theorem we obtain a unique fixed point x ∈ B T 1 for operator S, and hence Sx = x is a unique solution of (1) − (3). This procedure can be repeated to extend the solution to the entire interval [τ, T] in finitely many similar steps, thereby completing the proof for the existence and uniqueness of solutions on the whole interval [τ, T].
Stability
In this section, we study the stability of the system (1) − (3) through the continuous dependence of solutions on initial condition. Theorem 4.1. Let x(t) andx(t) be solutions of the system (1) − (3) with initial values x 0 andx 0 ∈ R n respectively. If the assumptions of Theorem 3.2 are satisfied, then the solution of the system (1) − (3) is stable in the p th mean.
Proof. By the assumptions, x andx are the two solutions of the system (1) − (3) for t ∈ [τ, T]. Then,
By using the hypotheses(H 1 ), (H 2 ), we get
Therefore,
Thus, it is apparent that the difference between the solution x(t) andx (t) in the interval [τ, T] is small provided the change in the initial point (t 0 , x 0 ) as well as in the function f (s, x(s), x(λs) do not exceed prescribed amounts. This completes the proof.
Ulam-Hyers Stability Results
In this section, we study the Ulam-Hyers stability of random impulsive fractional pantograph differential equation (1) − (3). Let > 0 and φ : [τ, T] → + be a continuous function. We consider the following inequalities
Definition 5.1. The system (1) − (3) is Ulam-Hyers stable in the p th mean if there exists a real number κ > 0 such that for each > 0 and for each solution x ∈ B of the inequality (13) there exists a solution y ∈ B of the system (1) − (3) with
Then
We have similar remarks for the solutions of the inequalities (13) and (14) . Now, we give the main results, generalized Ulam-Hyers-Rassias results, in this section. Proof. Let x ∈ B be a solution of the inequality (15) . By Theorem 3.2 there exist a unique solution y of the random impulsive fractional pantograph differential system
Then we have
α−1 f (s, y(s), y(λs))ds
By differential inequality (15), we have
There exists a constantĥ
Thus, the system (1) − (3) is Ulam -Hyers-Rassias stable in the p th mean. Hence the proof.
Remark 5.9.
1. Under the assumption of Theorem 5.8, we consider the system (1) − (3) and the inequality (13). One can repeat the same process to verify that the system (1) − (3) is Ulam -Hyers stable in the p th mean. 2. Under the assumption of Theorem 5.8, we consider the system (1) − (3) and the inequality (14) . One can repeat the same process to verify that the system (1) − (3) is generalized Ulam -Hyers-Rassias stable in the p th mean.
Example
Consider the impulsive fractional pantograph equation of the form
where x 0 ∈ R, λ ∈ (0, 1), α ∈ (0, 1) and f : [0, T] × → is a scalar continuous function. The integral representation of equation (18) is
Case 6.1. When a = 0 and f (t, x(λt)) = cx(λt), then the equation
. ., where 0 < d k < +∞. Furthermore, assume that τ k follow Erlang distribution, where k = 1, 2, . . . and τ i and τ j are independent with each other as i j for i, j = 1, 2, . . .; b is a function of k; ξ 0 = t 0 ; ξ k = ξ k−1 + τ k for k = 1, 2, . . ..
We assume the following condition hold:
(ii) E f (t, x(λt)) − f (t, y(λt)) 2 ≤ L 1 E x(t) − y(t) 2 , for some L 1 > 0 and t ∈ [τ, T].
Assuming that conditions (i) and (ii) are verified, then the problem (20) can be modeled as the abstract random impulsive fractional pantograph equation ( Proof. Condition (ii) implies that (H 1 ) holds with L 1 > 0 and (H 2 ) follow from conditions (i).
The next results are consequences of Theorem 4.1 and 5.8 respectively.
Proposition 6.3. Let the hypothesis (H 1 ), (H 2 ) be hold. Then the trivial solution of (20) is stable in the mean square.
Proof. In the equations (20) , integrating, we get
α−1 cx(λs))ds
α−1 cx(λs))ds I [ξ k ,ξ k+1 ) (t), t ∈ [τ, T].
Then we have, x −x 2 ≤ζE x 0 −x 0 2 whereζ = 
G.R. Morris et al [44] (also [5] ) showed that the trivial solution of (21) pantograph equation is unstable.
Remark 6.6. If α = 1, the propositions 6.1, 6.2, 6.3, shows that the random impulsive perturbations can make the unstable pantograph system (21) as mean square stable.
Case 6.7. If a 0 and f (t, x(λt)) = cx(λt), the solution of the equation (18) is given as (19) . The right hand side of (19) satisfies the Lipschitz condition of the form
By choosing a, c, and T in such a way that the hypotheses of Theorem 3.2, Theorem 4.1 and Theorem 5.8 are satisfied.
