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Abstract—Inspired by classical sensitivity results for nonlinear
optimization, we derive and discuss new quantitative bounds
to characterize the solution map and dual variables of a
parametrized nonlinear program. In particular, we derive explicit
expressions for the local and global Lipschitz constants of the
solution map of non-convex or convex optimization problems,
respectively. Our results are geared towards the study of time-
varying optimization problems which are commonplace in vari-
ous applications of online optimization, including power systems,
robotics, signal processing and more. In this context, our results
can be used to bound the rate of change of the optimizer. To
illustrate the use of our sensitivity bounds we generalize existing
arguments to quantify the tracking performance of continuous-
time, monotone running algorithms. Further, we introduce a new
continuous-time running algorithm for time-varying constrained
optimization which we model as a so-called perturbed sweeping
process. For this discontinuous scheme we establish an explicit
bound on the asymptotic solution tracking for a class of convex
problems.
Index Terms—online optimization, optimization
I. INTRODUCTION
SOLVING optimization problems that vary over time is awidely encountered challenge referred to as time-varying
or non-stationary optimization [1], [2], or as online optimiza-
tion in dynamic environments [3], [4].
Notable applications where time-varying optimization prob-
lems arise include feedback-based optimization [5]–[9] (e.g.
for power systems [10]–[12]), real-time iterations [13]–[15] in
model predictive control, formation and collision avoidance
in robotics [16], [17], and many more. Roughly speaking, for
these problems we can distinguish between running algorithms
[4], [18], that do not anticipate the change in an optimizer, as
opposed to predictive schemes that exploit some information
about the change of the optimization problem [3], [19]–[21].
Depending the application, the optimization problem might
be unconstrained with a time-varying cost function [18], [22],
constrained to a stationary set but with time-varying cost
function [4], [23], or have time-varying constraints as well
[24]. If constraints are time-varying it is possible to eliminate
equality constraints or apply barrier functions [20], [25] to the
objective to arrive at an unconstrained problem.
All of these setups require the solution of the time-varying
problem to be a well-behaved function of time. In other words,
an optimizer should be isolated, if not unique, and vary slowly
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so that an online algorithm is able to approximately track it.
We refer to the asymptotic distance between the true optimizer
and the algorithm state (or iterate) as tracking performance.
To analyze the tracking performance, most works have focused
on convex problems, with strongly convex objectives that are
guaranteed to admit a unique global optimizer. Moreover,
many works establish tracking performance under the assump-
tion that the rate of change of the optimizer is bounded.
However, apart from special cases, it is unclear if and how
this assumption is satisfied, and which rates are achievable.
Therefore, in this paper, we study how the rate of change
of optimizers can be bounded for a general class of nonlinear
optimization problems. More precisely, using the classical
sensitivity results for parametrized, nonlinear optimization
problems [26]–[29] we establish sufficient conditions under
which the instantaneous optimizer and its dual variables are
continuous functions of a perturbation (not necessarily time),
with a quantifiable sensitivity. Moreover, we provide and
discuss special cases of constrained parametrized optimization
problems for which the sensitivities of optimizer and dual
variables take a simple and easy-to-interpret form.
As a second contribution, in view of the renewed in-
terest in continuous-time optimization [30]–[32], we show
the usefulness of our sensitivity results by quantifying the
tracking performance of continuous-time running algorithms
for time-varying optimization. In particular, we generalize and
formalize a monotonicity-like property that can be used to
provide asymptotic bounds on the tracking error of, almost
arbitrary, well-defined continuous-time schemes.
Finally, as a third contribution, we illustrate our results
by introducing a novel continuous-time algorithm, termed
sweeping gradient flow and modeled as a perturbed sweeping
process [33], [34], to track the solution of a convex optimiza-
tion problem with time-varying objective and constraints. The
proposed scheme is inherently discontinuous and defined by
a differential inclusion. However, the scheme is of conceptual
importance since it can be interpreted as the continuous-time
limit of an online projected gradient descent [4], [23]. More-
over, sweeping processes of this type, which essentially model
a continuous projection onto a time-varying set, have been
considered in feedback optimization [5]–[7] where constraint
enforcement may rely on input saturation in physical plants.
The paper is structured as follows: In Section II we fix the
notation and recall standard optimality conditions for nonlinear
programming, as well as results from sensitivity analysis.
Section III deals with quantifying the local differentiability
and Lipschitz continuity of the solution maps for nonlinear
programs. Then, in Section IV we introduce and discuss
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2assumptions that allow for global statements about solution
maps and their sensitivities. These findings are discussed
in Section V, using illustrative special cases. Section VI
provides a general result to quantify the tracking performance
of continuous-time algorithms under a monotonicity-like prop-
erty. Next, Section VII introduces a “sweeping gradient flow”
as a continuous-time scheme for the time-varying optimization
and discusses its tracking guarantees for a special class of
convex problems. Finally, Section VIII provides illustrative
examples validating our theoretical results. Finally, Section IX
summarizes our findings and discusses open problems.
II. PRELIMINARIES
We consider Rn with the usual inner product 〈·, ·〉 and
2-norm ‖ · ‖. The non-negative orthant is denoted by Rn≥0.
The identity and zero matrices of appropriate dimension are
written as I and 0, respectively. For a vector v ∈ Rn and
an index set I ⊂ {1, . . . , n}, vI ∈ R|I| denotes the vector
corresponding to the I-th components of v. If A ∈ Rn×m
is a matrix, AI denotes the submatrix consisting of the I-th
rows of A. Furthermore, AT denotes its transpose of A and
‖A‖ := supx∈Rm ‖Ax‖/‖x‖ its operator norm. If A ∈ Rn×n
is symmetric, λmaxA and λ
min
A denote the maximum and mini-
mum eigenvalues of A, respectively. We write A  0 (A  0)
if A is positive (semi) definite. For a matrix B ∈ Rn×m, σmaxB
and σminB are the maximum and minimum singular values of
B, respectively. Namely, we have σmaxB = ‖B‖.
A map F : X → Rm with X ⊂ Rn is `-Lipschitz if
‖F (y)− F (x)‖ ≤ `‖y − x‖ (1)
holds for all y, x ∈ X , and F is locally `′-Lipschitz at x′ ∈ X
if for every ` ≥ `′ there exists a (relative) neighborhood N
of x′ such that (1) holds for all x, y ∈ N . In other words, `′
is the largest lower bound on ` such that (1) is satisfied, i.e.,
`′ = supy′→x ‖F (y)− F (x)‖/‖y − x‖.
Derivatives are understood in the sense of Fre´chet, and we
denote the Jacobian matrix of F at x by ∇F (x) ∈ Rm×n. If
F is differentiable at x then it is locally `-Lipschitz at x with
` = ‖∇F (x)‖. The Jacobian at x, with respect to a subset of
variables x1 ∈ Rn1 is denoted by ∇x1F (x) ∈ Rm×n1 .
If m = 1, we call the column vector ∇F (x) := ∇F (x)>
the gradient of F , and ∇2xx ∈ Rn×n denotes the Hessian of
F at x. However, when differentiating F twice, with respect
to different subsets of variables x1 ∈ Rn1 and x2 ∈ Rn2 ,
we define ∇2x1x2F (x) := ∇x1(∇x2F )(x) ∈ Rn2×n1 , in
particular, we have ∇2x2x1F (x) = (∇2x1x2F (x))>.
A. Sensitivity Analysis for Nonlinear Optimization
Throughout the paper we consider the following
parametrized nonlinear optimization problem and special
cases thereof:
minimize
x
f(x, ξ)
subject to h(x, ξ) = 0
g(x, ξ) ≤ 0 ,
(2)
where x ∈ Rn is the decision variable, ξ ∈ Ξ ⊂ Rr is a param-
eter. Further, the objective f : Rn×Ξ→ R and the constraint
functions h : Rn × Ξ → Rp and g : Rn × Ξ → Rm are
twice continuously differentiable in (x, ξ). Further, we define
the parameterized feasible set X (ξ) := {x ∈ Rn |h(x, ξ) =
0, g(x, ξ) ≤ 0}. Given x ∈ X (ξ), let Iξx := {i | gi(x, ξ) = 0}
denote the set of active inequality constraints at x for ξ ∈ Ξ
and I¯ξx := {i | gi(x, ξ) < 0} the set of inactive inequality
constraints at x for ξ ∈ Ξ.
The following standard definitions and results closely follow
[26], [29], [35], but they can also be found in any good
textbook on nonlinear optimization, e.g., [36], [37].
Definition 1 (LICQ). Given (2), ξ ∈ Ξ, and x ∈ X (ξ), the
linear independence constraint qualification (LICQ) holds at x
if the matrix
[∇xh(x, ξ)T ∇xgIξx(x, ξ)T ] has full rank.
The (parametrized) Lagrangian of (2) is defined as
L(x, λ, µ, ξ) := f(x, ξ) + λ>h(x, ξ) + µ>g(x, ξ) for all
x ∈ Rn, all Lagrange multipliers µ ∈ Rm≥0, and all ξ ∈ Ξ.
Definition 2 (KKT). Given (2) for some ξ ∈ Ξ, the Karush-
Kuhn-Tucker (KKT; first-order optimality) conditions hold at
(x?, λ?, µ?) ∈ X (ξ) × Rp × Rm≥0 if ∇xL(x?, λ?, µ?, ξ) = 0
and µ?i = 0 holds for all i ∈ I¯ξx? .
Under LICQ (but also under weaker constraint qualifica-
tions, such as the Mangasarian-Fromowitz CQ), every opti-
mizer is a KKT point [36, Th. 4.2.13]. However, the unique-
ness of µ?, holds only under LICQ.
Theorem 1. Given ξ ∈ Ξ, if x? is a (local) solution of (2) and
LICQ holds at x?, then there exists a unique (λ?, µ?) ∈ Rp×
Rm≥0 such that the KKT conditions are satisfied at (x?, λ?, µ?).
Definition 3 (SSOSC). Consider (2) for ξ ∈ Ξ. The point
(x?, λ?, µ?) ∈ X (ξ) × Rp × Rm≥0 satisfies the strong second-
order sufficiency condition (SSOSC) if y>∇2xxLy > 0 holds
for all y 6= 0 and all i for which ∇xh(x?, ξ)y = 0,
∇xgi(x?, ξ)y = 0 with µ?i > 0.
Loosely speaking, the SSOSC guarantees that ∇xxL is
positive definite locally at (x?, λ?, µ?) and along all feasible
directions y. More precisely, the SSOSC guarantees that a
KKT point is a strict optimizer of (2) [36, Th. 4.4.2]:
Theorem 2. Given ξ ∈ Ξ, if (x?, λ?, µ?) satisfies LICQ at x?,
KKT, and SSOSC, then x? is a strict local minimizer of (2).
Given ξ ∈ Ξ, we say that (x?, λ?, µ?) ∈ X (ξ)×Rp ×Rm≥0
is a regular minimizer of (2) if LICQ is satisfied at x? and
(x?, λ?, µ?) satisfies KKT and SSOSC. For regular optimizers,
the following sensitivity result holds [35, Thm. 2.3.3]:
Theorem 3. Consider (2) and let f, g, h be twice continuously
differentiable1 in (x, ξ). Further, let x¯? be a regular minimizer
of (2) for ξ¯ with multiplier (λ¯?, µ¯?). Then, on a neighborhood
N ⊂ Ξ of ξ¯, there exist continuous maps x? : N → Rn,
λ? : N → Rp, and µ? : N → Rm≥0 such that
(i) x?(ξ¯) = x¯?, λ?(ξ¯) = λ¯?, and µ?(ξ¯) = µ¯?,
1As a slightly less stringent condition for (i), (ii), and (iii) to hold, we
require only that f and g are twice continuously differentiable in x, and that
f, g, h,∇xf , ∇xg,∇xh,∇2xxf,∇2xxg and ∇2xxh are continuous in ξ [35,
Thm.2.3.2].
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(ii) for all ξ ∈ N , LICQ is satisfied for x?(ξ), and KKT and
SSOSC hold for (x?(ξ), λ?(ξ), µ?(ξ)),
(iii) for all ξ ∈ N , x?(ξ) is a local minimizer for (2), and
(λ?(ξ), µ?(ξ) is the corresponding Lagrange multiplier,
(iv) x?, λ?, and µ? are locally Lipschitz at ξ¯.
In particular, note that, x? and µ? are feasible on N , i.e.,
x?(ξ) ∈ X (ξ) and µ?(ξ) ∈ RM≥0 hold for all ξ ∈ N .
III. QUANTIFYING THE LIPSCHITZ CONTINUITY OF
SOLUTION MAPS
Theorem 3 and similar results in [26], [28], [29] guarantee
the Lipschitz continuity of the solution map x?, however, they
do not quantify the Lipschitz constants of x? and µ?.
Hence, in this section, we refine these results and give
quantitative bounds on the rate of change of x?. The key
insight for this purpose, also used in [26], [29], is that a KKT
point (x?, µ?) ∈ X (ξ)× Rm≥0 solves the system
F (x?, µ?, ξ) :=
∇xL(x?, µ?, ξ)h(x?, ξ)
diag(µ?)g(x?, ξ)
 = 0 ∈ Rn+p+m. (3)
Under additional assumptions, the implicit function theorem
can be applied to (3), to express (x?, µ?) as a function of ξ.
Throughout the remainder of this section, we consider the
same setup as in Theorem 3. Hence, existence and local
Lipschitz continuity of x? : N → Rn and µ? : N → Rm
for some neighborhood N ⊂ Ξ around ξ¯, for which (x¯?, µ¯?)
is a regular optimizer, are guaranteed. Further, we use the
shorthand notations I?(ξ) := Iξx?(ξ), I¯
?(ξ) := I¯ξx?(ξ), and, for
all ξ ∈ N , we define
A(ξ) := ∇2xxL(x?(ξ), λ?(ξ), µ?(ξ), ξ)) ∈ Rn×n ,
B(ξ) :=
[ ∇xh(x?(ξ), ξ)
∇xgI?(ξ)(x?(ξ), ξ)
]
∈ R(p+|I?|)×n ,
L?(ξ) := ∇2ξxL(x?(ξ), λ?(ξ), µ?(ξ), ξ) ∈ Rn×r ,
G?(ξ) :=
[ ∇ξh(x?(ξ), ξ)
∇ξgI?(ξ)(x?(ξ), ξ)
]
∈ R(p+|I?|)×r .
If (2) does not have any equality constraints and I?(ξ) = ∅,
then we follow the convention that B(ζ) = 0 and G?(ξ) = 0.
In the following, unless there is any ambiguity, we drop the
argument from any map whose sole argument is ξ.
Finally, we make one simplifying assumption that can,
presumably, be slightly relaxed in future work:
Assumption 1. In the setup of Theorem 3, the matrix A(ξ) is
positive definite for all ξ ∈ Ξ.
In particular, Assumption 1 is satisfied for convex optimiza-
tion problems with strongly convex objective – though one can
perceive also scenarios with weaker regularity assumptions.
Furthermore, the assumption is common in multi-parametric
programming, when the the KKT system needs to be solved
explicitly (e.g., [38]). This assumption will be made in forth-
coming sections to provide global bounds on the Lipschitz
constants of x? and (λ?, µ?).
To quantify the Lipschitz constant of the solution map we
have to distinguish between two cases related to constraints
becoming active or inactive when varying ξ. Namely, if every
active constraint is associated with a positive multiplier (which
we refer to as strict complementarity below), these constraints
remain active for small variations in ξ. In this case, the solution
maps x? and µ? are differentiable. However, when a constraint
is active but its multiplier is zero, then differentiability is
in general not guaranteed. In this case, we need to make a
careful case distinction considering the constraint as being
either active or inactive.
A. Sensitivity Analysis under Strict Complementarity
Given a KKT-point (x?, λ?, µ?) of (2) for a given ξ ∈ Ξ,
we define the sets of strongly active inequality constraints as
Is(x?, µ?, ξ) := {i ∈ Iξx? |µ?i > 0}
and we say that (x?, λ?, µ?) satisfies strict complementary
slackness (SCS) if Is(x?, µ?, ξ) = Iξx? , i.e., if all active
inequality constraints are strongly active.
Under strict complementary slackness, the solution maps x?
and (λ?, µ?) are continuously differentiable in a neighborhood
of ξ¯. The following result gives an explicit expression for the
respective derivatives.
Proposition 4. Consider the same setup as in Theorem 3 and
let SCS and Assumption 1 hold at (x¯?, λ¯?, µ¯?). Then, in a
neighborhood N ⊂ Ξ of ξ¯, the maps x? : N → Rn and
(λ?, µ?) : N → Rp × Rm≥0 are continuously differentiable
with
∇ξx? = −ΠA−1L? − ΣB†G? ∈ Rn×r ,
∇ξ
[
λ?
µ?I?
]
= B†
>
AΣ
(
A−1L? −B†G?) ∈ R(p+|I?|)×r (4)
(and ∇ξµ?I¯? = 0), where B† := B>(BB>)−1 ∈ Rn×(p+|I
?|)
is the pseudoinverse of B, and Σ,Π ∈ Rn×n are given by
Σ := A−1B>(BA−1B>)−1B and Π := I− Σ .
If (2) has only inequality constraints and none of them are
active at ξ¯, then we have B†G? = 0.
Proof. We follow the same procedure as in [26], [35]. How-
ever, Assumption 1, the matrix inversion Lemma 5 in the
appendix, and some attention to details allow us to derive the
explicit expressions (4) for the derivative of the solution map.
For the moment let z? = (x?, λ?, µ?). The implicit function
theorem [39, Ch. 9] applied to (3) states that ∇ξz? =
− (∇zF )−1∇ξF . Hence, without loss of generality, assume
that the first |I?| constraints are (strongly) active and, by
SCS, the remaining constraints are inactive. Then, ∇F can
be written as
∇zF :=
 A B> B¯>DµB 0 0
0 0 Dg¯
 , ∇ξF :=
 L?DµG?
0
 ,
where we partitioned and regrouped the matrices according
to (x?, [λ?, µ?I? ], µ
?
I¯?
), and used B¯(ξ) := ∇xgI¯?(ξ)(x?(ξ), ξ).
Further, we have used Dµ := diag([1>p µ
>
I? ]) and Dg¯ :=
diag(gI¯?). Denote the upper left part of ∇zF by
M :=
[
A B>
DµB 0
]
. (5)
4Then, using Lemma 5 (and assuming for the moment that M
is invertible), we have that(∇(x,µ)F )−1 = [M−1 ?0 ?
]
,
where ? denotes non-zero, but irrelevant components.
Hence, we can already conclude from the expression for
∇ξz? that ∇ξµ?I¯? = 0 for the inactive constraints.
Note that A is invertible by Assumption 1, and the Schur
complement of M given by −DµBA−1BT is invertible be-
cause Dµ in invertible by SCS. Hence, M is nonsingular, and
its inverse can be be computed according to Lemma 5 as
M−1 =
[
M1 M2
M3 M4
]
,
where
M1 =
(
I−A−1B>(DµBA−1B>)−1DµB
)
A−1
= (I−A−1B>(BA−1B>)−1B)A−1 = ΠA−1 ,
M2 = A
−1B>(DµBA−1B>)−1 =
= A−1B>(BA−1B>)−1D−1µ
= A−1B>(BA−1B>)−1D−1µ DµBB
†D−1µ︸ ︷︷ ︸
=I
= ΣB†D−1µ ,
M3 = (DµBA
−1B>)−1DµBA−1
= B†
>
AA−1B>︸ ︷︷ ︸
I
(BA−1B>)−1BA−1 = B†
>
AΣA−1 ,
M4 = −(DµBA−1B>)−1 = −(BA−1B>)−1D−1µ
= −B†>AA−1B>(BA−1B>)−1D−1µ DµBB†D−1µ
= −B†>AΣB†D−1µ .
Finally, recalling ∇ξz? = − (∇zF )−1∇ξF , we get∇ξx?∇ξλ?
∇ξµ?I?
 = − [M−1 ?]∇ξF
which yields the desired expressions.
We defer an in-depth discussion of (4) to Section V, where
we explore special cases. One special feature of (4) that we
require though is the fact that Π and Σ can be interpreted
as (oblique) projections onto the kernel of B and its orthog-
onal complement, respectively. Consequently, exploiting non-
expansivity, their norm can be bounded independently of B:
Lemma 1. Consider the setup of Proposition 4. For all ξ ∈ N ,
it holds that max{‖Π(ξ)‖, ‖Σ(ξ)‖} ≤
√
λmaxA(ξ)/λ
min
A(ξ).
Proof. As before, we drop the argument ξ. Consider
minimize
w
1
2 (v − w)>A(v − w) subject to Bw = 0 . (6)
Since A is positive definite for all ξ ∈ Ξ by Assumption 1, (6)
can be rewritten as
minimize
w˜
1
2‖Qv − w˜‖2 subject to B˜w˜ = 0 (7)
where Q := A1/2 is the unique symmetric positive definite
matrix such that A = Q2, w˜ := Qw, and B˜ := BQ−1.
Since (7) is a Euclidean projection onto the kernel of B˜, its
solution can be stated explicitly as [40, eq. 5.13.3]
w˜? = Qv − B˜T (B˜B˜>)−1B˜Qv
= Q(I−A−1B>(BA−1B>)−1B)v = QΠv .
By non-expansivity of an orthogonal projection onto a sub-
space, we have ‖w˜?‖ ≤ ‖Qv‖, and therefore we can write
λminQ ‖Πv‖ ≤ ‖QΠv‖ = ‖w˜?‖ ≤ ‖Qv‖ ≤ λmaxQ ‖v‖ .
Rearranging the leftmost and rightmost terms together with
the fact that λmaxA = (λ
max
Q )
2 and λminA = (λ
min
Q )
2 yields the
desired bound for ‖Π‖.
The projection on the orthogonal complement of ker B˜ is
given by Σ := I−Π [40, eq. 5.13.6]. The same bound as for
‖Π‖ holds for ‖Σ‖ since Σ is also non-expansive.
Lemma 1 allows us to bound (4) and thereby establish
bounds for the local Lipschitz constants of x? and µ? at ξ¯.
Corollary 5. Consider the setup of Proposition 4. Then,∥∥∇ξx?(ξ¯)∥∥ ≤ `x? and ∥∥∥∇ξ [ λ?µ? ]∥∥∥ ≤ `(λ?,µ?)
holds for all ξ ∈ N where
`x? :=
√√√√λmaxA(ξ¯)
λmin
A(ξ¯)
(
‖L?(ξ¯)‖
λmin
A(ξ¯)
+
‖G?(ξ¯)‖
σmin
B>(ξ¯)
)
,
`(λ?,µ?) :=
λmax
A(ξ¯)
3/2
σmin
B>(ξ¯)λ
min
A(ξ¯)
1/2
(
‖L?(ξ¯)‖
λmin
A(ξ¯)
+
‖G?(ξ¯)‖
σmin
B>(ξ¯)
)
.
(8)
Proof. Using singular value decomposition B> = V >Λ>U ,
where B> (i.e., Λ>) has a full rank since the columns of
B are linearly independent. Next we note that B† = V >Λ†U
also has a full rank and corresponds to the right pseudoinverse
of B, where Λ† is the right pseudoinverse of Λ. Comparing
the expressions for B> and B† we have that for the minimal
and maximal singular values σmaxB† = 1/σ
min
B> and σ
min
B† =
1/σmaxB> hold. Consequently, ‖B†‖ = 1/σminB>(ξ¯) holds. Finally,
the bounds in (8) follows from applying the triangle inequality,
Cauchy-Schwarz, and Lemma 1 to (4).
B. Sensitivity Analysis for General Regular Optimizers
If the SCS assumption in Proposition 4 does not hold, then
at least one constraint i is weakly active, i.e., gi(x?(ξ)) = 0
but µ?i (ξ) = 0. Weakly active constraints occur, for example,
when the unconstrained minimizer of f lies exactly on a
constraint surface. In this case, the constraint is active, but
is not “pushing” the optimizer inwards.
Whenever we vary ξ and a constraint changes from being
strongly active to inactive (or vice versa), the constraint is
momentarily weakly active for some ξ. This is a consequence
of the continuity of (x?, µ?).
For values of ξ, for which some constraints are weakly
active, (x?, λ?, µ?) might not be differentiable, i.e., (4) might
not apply.2 Consequently, the best we can hope for in the
2However, it is generally possible to compute directional derivatives of
(x?, λ?, µ?) at any point in any direction ∆ξ.
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general case where SCS does not hold, is a bound on the
Lipschitz constant of (x?, λ?, µ?).
To deal with weakly active constraints, we follow the
approach in [35]. For this purpose, consider the same setup
as in Proposition 4 and let (x¯?, λ¯?, µ¯?) be a regular optimizer
for (2) for ξ¯ ∈ Ξ, satisfying LICQ at x¯?, KKT, and SSOSC but
not necessarily SCS. Further, let R be any index set satisfying
Is(x¯?, µ¯?, ξ¯) ⊂ R ⊂ I?(ξ¯) , (9)
that is, R includes all strongly active constraints and an
arbitrary subset of weakly active constraints at (x¯?, λ¯?, µ¯?, ξ¯).
Next, consider the equality-constrained problem
minimize f(x, ξ)
subject to h(x, ξ) = 0
gR(x, ξ) = 0 .
(10)
By considering (10) we make a choice for every constraint that
is weakly active at (x¯?, λ¯?, µ¯?) to consider it like a strongly
active constraint (by including it in R) or to ignore it.
Note that Proposition 4 and Corollary 5 can be applied
to (10). In particular, the SCS condition is vacuous because
(10) does not have any inequality constraints. Hence, let
x?R : NR → Rn and (λ?R, µ?R) : NR → R(p+|R|) denote
the primal and dual solution map of (10) in a neighborhood
NR of ξ¯.
In the proof of [35, Thm 2.3.2] it was established3 that
for every ξ in a neighborhood N ⊂ ⋂RNR of ξ¯ the
following holds: If (x?(ξ), λ?(ξ), µ?(ξ)) is a regular optimizer
of (2), then there exists an index set R satisfying (9) such
that (x?(ξ), λ?(ξ), µ?R(ξ)) is a regular optimizer of (10). In
particular, we have x?(ξ) = x?R(ξ), λ
?(ξ) = λ?R(ξ), and
µ?i (ξ) = 0 for all i /∈ R.
Note that the set R for which this equivalence of solutions
between (2) and (10) holds, depends on ξ and there does
in general not exist a single set R that works for the entire
neighborhood N of ξ¯.
This key insight can be used to establish bounds on the
Lipschitz constants of x? and µ? at ξ¯ in the absence of SCS:
Theorem 6. Consider the same setup as in Theorem 3 and let
Assumption 1 hold at (x¯?, λ¯?, µ¯?). Then, x? : N → Rn and
(λ?, µ?) : N → Rp+m are locally Lipschitz at ξ¯ with bounds
for the Lipschitz constants given by `x? and `(λ?,µ?) as in (8).
The difference in (8) for Corollary 5 and Theorem 6 lies in
the fact that for Corollary 5 the set I? (required for A,B,L?
and G?) contains only strictly active constraints, whereas for
Theorem 6 it may also contain weakly active constraints.
Proof. Given R satisfying (9), let x?R : N → Rn, λ?R : N →
Rm, and µ?R : N → R|R| the solution maps of (10) in a
neighborhood N of ξ¯. Consequently, we apply Corollary 5 to
(10) for every R satisfying (9), and we let `Rx? and `
R
(λ?,µ?)
denote the respective bounds on the Lipschitz constant of x?R
and (λ?R, µ
?
R) at ξ¯ according to (8). Similarly, let AR(ξ¯),
BR(ξ¯), L?R(ξ¯) and G
?
R(ξ¯) denote the corresponding quantities
for (10), evaluated at ξ¯.
3To establish this equivalence the author passes through an exact penalty
reformulation, which is beyond the scope of this paper.
Since, for every ξ ∈ Ξ the solution (x?(ξ), µ?(ξ)) is equal
to (x?R(ξ), µ
?(ξ)) for some R satisfying (9), we can upper
bound the local Lipschitz constants of x? and (λ?, µ?) at ξ¯ by
maximizing over all (finite) possibilities of R satisfying (9).
Namely, for x? we have
sup
ξ→ξ¯
‖x?(ξ)−x?(ξ¯)‖
‖ξ−ξ¯‖ ≤ maxR supξ→ξ¯
‖x?R(ξ)−x?(ξ¯)‖
‖ξ−ξ¯‖ ≤ maxR `
R
x? ,
and the case for (λ?, µ?) follows analogously.
In particular, we claim that this maximum is achieved
exactly for the choice R = I?(ξ¯) where all strongly and
weakly active constraints are considered.
To see this, note the following: Since lifting a vector to
higher dimensions by adding components can only increase its
2-norm, we have ‖G?R(ξ¯)‖ ≤ ‖G?I?(ξ¯)(ξ¯)‖ for anyR satisfying
(9). Analogously, we have σmin
B>R(ξ¯)
≥ σmin
B>
I?(ξ¯)
since adding
columns to B> can only reduce its minimum singular value.
Next, at ξ¯ we that µ?(ξ¯) = µ?R(ξ¯) for any R satisfying (9).
Further, since µ?i (ξ¯) = 0, for all weakly active constraints with
index i, we have L?(ξ) = L?R(ξ) = L
?
I?(ξ¯)
(ξ) and A(ξ¯) =
AR(ξ¯) = AI?(ξ¯)(ξ¯). In other words, at ξ¯ the weakly active
constraints do not affect the quantities A and L? which are
derivatives of the Lagrangian.
Applying these facts to (8), it follows that `Rx? ≤ `I
?(ξ¯)
x? and
`R(λ?,µ?) ≤ `I
?(ξ¯)
(λ?,µ?), for all R satisfying (9) and thus we have
`x? = maxR `
R
x? = `
I?(ξ¯)
x? and `(λ?,µ?) = maxR `
R
(λ?,µ?) =
`
I?(ξ¯)
(λ?,µ?) which completes the proof.
IV. ASSUMPTIONS FOR GLOBAL SOLUTION MAPS
Theorem 6 provides bounds on the local Lipschitz constants
for x? and µ? at ξ¯. Next, we provide a set of assumptions
to give global bounds on the sensitivity. Naturally, some of
these assumptions are restrictive, but they provide important
intuition and use cases for the general result in Theorem 6.
For simplicity, instead of (2), we focus on problems with
only inequality constraints which require a more careful in-
vestigation than equality constraints as shown in the previous
analysis, i.e., we consider
minimize
x
f(x, ξ)
subject to g(x, ξ) ≤ 0 ,
(11)
for the remainder of this section. All of the following state-
ments and assumptions can be generalized.
First, it is necessary that (11) admits a solution for every ξ:
Assumption 2. The problem (11) is feasible for all ξ ∈ Ξ.
Next, in order to guarantee that the solution map x? : Ξ→
Rn is single-valued for all ξ ∈ Ξ, it is convenient, if not
necessary, to assume (strong) convexity:
Assumption 3. For (11), let f be α-strongly convex and have
a β-Lipschitz gradient ∇xf in x for all ξ ∈ Ξ. Further, for
all i = 1, . . . ,m, let gi be convex and ∇xg be `i-Lipschitz in
x for all ξ ∈ Ξ.
6Assumption 3 not only guarantees that (2) admits a unique
optimizer for every ξ ∈ Ξ, it also implies that any KKT point
of (11) (trivially) satisfies the SSOSC since ∇2xxL is positive
definite for all (x, µ, ξ) ∈ Rn × Rm≥0 × Ξ. Assumption 3 also
implies the lower bound λmin(A(ξ)) ≥ α for all ξ ∈ Ξ and
thus replaces Assumption 1. Lipschitz continuity of ∇xf and
∇xg is required to upper bound λmax(A) as discussed below.
Moreover, we generally require the active constraints to have
uniformly full rank:
Assumption 4. Given (11), there exists ω > 0 such that, for
all ξ ∈ Ξ and all x ∈ X (ξ) such that Iξx 6= ∅, we have
ω2I  ∇xgIξx(x, ξ)∇xgIξx(x, ξ)> .
In particular, Assumption 4 guarantees that LICQ is satisfied
at all x ∈ X (ξ), for all ξ ∈ Ξ, and that σminB>(ξ) ≥ ω
in (8) is lower bounded away from zero whenever at least one
constraint is active. Note that Assumption 4 is independent of
the choice of the cost function.
Further note that, under Assumptions 3 and 4, (11) has
a unique regular optimizer for every ξ ∈ Ξ. Hence, by
Theorem 3, continuous solution (and multiplier) maps exist
around every ξ ∈ Ξ. This implies that the maps x? : Ξ→ Rn
and µ? : Ξ → Rm exist globally on all of Ξ and are
continuous.
Finally, because A = ∇2xxf+
∑
i µi∇xxg and L? = ∇ξxf+∑
i µi∇2ξxg are weighted sums over µ, we generally require
an upper bound on the dual multiplier µ?.
Assumption 5. There exist ζi > 0 such that, for all ξ ∈ Ξ and
every KKT point (x?(ξ), µ?(ξ)) of (11), we have µ?i (ξ) ≤ ζi
for all i = 1, . . . ,m.
Finding (tight) upper bounds on the dual multipliers is tricky
and depends on the problem structure.
If ‖∇xf(x, ξ)‖ ≤ Bf and ‖∇xgi(x, ξ)‖ ≤ Bgi are
uniformly bounded for all ξ ∈ Ξ, all x ∈ X (ξ) and all
i = 1, . . . ,m, then it is easy to see that µ?i ≤ ζi := Bf/Bgi .
Another possibility, documented in [41, p.647], applies
specifically to convex optimization problems (i.e., under As-
sumption 3). Namely, if for all ξ ∈ Ξ a strict lower bound f˜?ξ
(i.e., f˜?ξ < f(x, ξ) for all x ∈ X (ξ)) and a strictly feasible
point x˜ξ (i.e., g(x˜ξ, ξ) < 0) are known, then we can choose
ζi = sup
ξ∈Ξ
f(x˜ξ, ξ)− f˜?ξ
−gi(x˜ξ) .
Combining Assumptions 3 and 5 we can guarantee that
A = ∇2xxf +
∑m
i=1
µ?i∇2xxg 
(
β +
∑
i
ζi`i
)
I .
In other words, we have λmax(A(ξ)) ≤ β +∑i ζi`i.
The assumptions made so far can be summarized in the
following statement:
Corollary 7. Under Assumptions 2 to 5 the primal and dual
solution maps x? : Ξ → Rn and µ? : Ξ → Rm of (11) are
(a) (b)
Fig. 1. Evolution of the optimizer for (a) stationary constraints and perturbed
cost function; (b) fixed objective and linear constraint with righthand side
perturbation.
single-valued and Lipschitz continuous (on Ξ) with respective
Lipschitz constants
`x? :=
√
β +
∑
i ζi`i
α
(
L¯?
α
+
G¯?
ω
)
,
`µ? :=
(β +
∑
i ζi`i)
3/2
α1/2ω
(
L¯?
α
+
G¯?
ω
)
,
(12)
where L¯? := sup
ξ∈Ξ
‖L?(ξ)‖ and G¯? := sup
ξ∈Ξ
‖G?(ξ)‖ are upper
bounds on L? and G? over Ξ, respectively.
It remains to establish bounds on L? and G?. Such bounds,
however, are highly problem dependent, and therefore we
consider only special cases in the next section.
V. GENERAL DISCUSSION OF SENSITIVITY BOUNDS
We now discuss special cases for the established sensitivity
bounds and how to relax the differentiability of f and g.
A. Special Cases
Stationary Constraints: We first assume that the constraints
are stationary and only the cost function is perturbed, i.e., we
consider the problem
minimize f(x, ξ) subject to g(x) ≤ 0 (13)
and assume that Assumptions 2 to 5 are satisfied. Let (x¯?, µ¯?)
be a regular optimizer for ξ¯ for which SCS holds, and therefore
Proposition 4 is applicable.
In this case, G?(ξ) is vacuous and we have L? = ∇2xξL =
∇2xξf . Hence, the evolution of x? and µ? around ξ¯ is
governed by the first terms in (4). In particular, we have
∇ξx? = −ΠA−1L?, which is independent of B† (and hence
of σminB> ). In other words, the conditioning of the constraints
(as quantified by Assumption 4) does not affect the sensitivity
of x? (however, it does affect the sensitivity of µ?).
In this context, we can also make sense of the operator Π
which projects the quantity A−1L? onto kerB> which is the
tangent space of the surface of (strongly) active constraints.
In other words, Π guarantees that x? can only change along
the surface spanned by the (strongly) active constraints, which
is plausible since the constraints are stationary. Figure 1a
illustrates this effect.
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If we further assume that no constraints are active at x¯?, we
find ourselves in a situation of unconstrained optimization.
In this case, (4) reduces to ∇ξx? = −
(∇2xxf(ξ))−1∇2ξxf .
This results can also be derived by a direct application of the
implicit function theorem, for which `x? reduces to
`x? :=
`f
α
, where `f := sup
ξ′∈Ξ
‖∇2ξxf(x?(ξ′), ξ′)‖ . (14)
In particular, for unconstrained time-varying optimization, the
assumption that ∇xf is β-Lipschitz is not required.
Translational Perturbation of Objective: A particular class
of objective functions is when the perturbation is in the form
of a translation, i.e., we consider
minimize fˆ(x− c(ξ)) subject to g(x) ≤ 0 , (15)
where fˆ : Rn → R is α-strongly convex and β-smooth
and c : Rr → Rn is continuously differentiable and `c-
Lipschitz. Otherwise, let Assumptions 2 to 5 hold. Considering
f(x, ξ) = fˆ(x − c(ξ)), the structure of (15) implies that
∇xf(x, ξ) = ∇fˆ(x − c(ξ)), and therefore ∇2ξxf(x, ξ) =
−∇2xxfˆ(x − c(ξ))∇c(ξ), and therefore ‖L?‖ ≤ β`c (since
∇ξxg = 0). In fact, c does not need to be continuously differ-
entiable, but only Lipschitz as discussed in the forthcoming
Section V-B.
Right-hand Constraint Perturbations: Next, we consider a
stationary cost function and a constraint parametrization that
takes the form of a right-hand side perturbation, i.e.,
minimize f(x) subject to u(x) ≤ v(ξ) , (16)
where u : Rn → Rm and v : Ξ→ Rm are twice continuously
differentiable, and Assumptions 2 to 5 hold.
Let (x¯?, µ¯?) be a regular optimizer for ξ¯ and let SCS hold,
such that x? and µ? are differentiable at ξ¯.
Exploiting the structure of (16), we have ∇2ξxg ≡ 0, and
∇2ξxf ≡ 0, and thus L? ≡ 0. Consequently, according
to Proposition 4 it holds that ∇ξx? = −ΣB†G?. Recall
from Lemma 1 and its proof, that Σ denotes an orthogonal
projection onto the space spanned by Q−1∇gi(ξ) for all
i ∈ I?(ξ) where Q := A1/2. Roughly speaking, as the
constraints vary according to (16), the optimizer can only
move Q−1-orthogonally to the surface spanned by the active
constraints. This behavior is illustrated in Figure 1b.
Linear Constraints: Yet, a more special case is to assume
that X (ξ) is a polyhedron, that is, to consider
minimize f(x) subject to Ux ≤ v(ξ) , (17)
where U ∈ Rm×n is assumed to have full row rank (thus
satisfying Assumption 4). The fact that in this case we have
that ∇2xxg = 0 (and that L? = ∇2ξxf ) obviates the need for
Assumption 5, i.e., there is no need to estimate the upper
bound of the dual multipliers. Hence, the bounds `x? and `µ? ,
in Corollary 7 simplify to
`x? :=
√
β
α
`v
ω
and `µ? :=
β3/2
α1/2
`v
ω2
, (18)
where `v := sup
ξ∈Ξ
‖∇v(ξ)‖ is the Lipschitz constant of v.
B. Relaxation of Differentiability Assumption
All results thus far require f and g, from (11), to be twice
continuously differentiable in (x, ξ). Whether it is possible
to directly relax this (possibly restrictive) assumption without
losing Lipschitz continuity is still an open question.
However, this issue sometimes can be circumvented by
a perturbation mapping that isolates the non-smoothness.
Namely, assume that there exist a map ξ˜ : Rp → Rr that
is `ξ˜-Lipschitz. Then, based on (11), we consider the problem
minimize
x
f(x, ξ˜(ψ)),
subject to g(x, ξ˜(ψ)) ≤ 0
(19)
parametrized in ψ. If (11) admits a `x? -Lipschitz solution map
with respect to ξ, then (19) admits a `x?`ξ˜-Lipschitz solution
map x˜?, in ψ. This holds since the composition of Lipschitz
maps is also Lipschitz.
Based on the special problem classes discussed in the
previous subsection, we can also derive the following re-
sult which incorporates non-differentiable perturbations with
tighter bound on the Lipschitz constant than derived from (19):
Corollary 8. Consider the problem
minimize fˆ(x− c(ξ))
subject to Ux ≤ v(ξ) (20)
where ξ ∈ Ξ ⊂ Rr. Define Xˆ (ξ) := {x |Ux ≤ v(ξ)} and let
(i) fˆ : Rn → R be twice continuously differentiable, α-
strongly convex, with β-Lipschitz ∇fˆ ,
(ii) c : Ξ → Rn and v : Ξ → Rm be `c- and `v-Lipschitz,
respectively, and
(iii) U ∈ Rn×m and ω > 0 such that for every ξ ∈ Ξ and
ever x ∈ Xˆ (ξ) one has ω2I  UIξxU>Iξx .
If Xˆ (t) 6= ∅ for every ξ ∈ Ξ, then the primal and dual solution
maps x? : Ξ → Rn and µ? : Ξ → Rm of (20) are Lipschitz
with respective bounds on Lipschitz constants
`x? =
√
β
α
(
β`c
α
+
`v
ω
)
and `µ? =
β3/2
α1/2ω
(
β`c
α
+
`v
ω
)
.
Proof. The key point about Corollary 8 is the fact that c and
v are Lipschitz continuous, but not twice differentiable. To
address this issue, consider, instead of (20), the problem
minimize fˆ(x− c) subject to Ux ≤ v (21)
parametrized in (c, v). Under the stated assumptions, the
parametrized objective (x, c) 7→ fˆ(x − c) and constraint
function (x, v) 7→ Ux−v are twice continuously differentiable
in (x, c) and (x, v), respectively. Therefore, the solution map
(c, v) 7→ xˆ?(c, v) of (21) is Lipschitz by Corollary 7. In fact,
by considering the reasoning for translational perturbations of
the objective and righthand perturbations of polyhedra in the
previous subsection, we know that xˆ? is Lipschitz in c and v
with Lipschitz constants (βα )
3/2 and
√
β
α
1
ω , respectively.
Moreover, replacing c with c(ξ) and using `c-Lipschitz
continuity of c we have, for all c′, c ∈ Rn and all v ∈ Rm,
‖xˆ?(c(ξ′), v)− xˆ?(c(ξ), v)‖ ≤
√
β
α
β
α`c‖ξ′ − ξ‖ (22)
8Similarly, replacing v with v(ξ) we have
‖xˆ?(c, v(ξ′))− xˆ?(c, v(ξ))‖ ≤
√
β
α
1
ω `v‖ξ′ − ξ‖ (23)
for all c ∈ Rn and all v′, v ∈ Rm.
The mutual uniformity of the these Lipschitz constants,
i.e., the fact that (22) and (23) are independent of v and c,
respectively, allows us to write
‖x?(ξ′)− x?(ξ)‖ ≤
√
β
α
(
β`c
α +
`v
ω
)
‖ξ′ − ξ‖ ,
where x?(ξ) = xˆ?(c(ξ), v(ξ)) and thus the solution map x? :
Ξ → Rn of (20) is Lipschitz with the desired Lipschitz con-
stant. The Lipschitz constant for µ? follows analogously.
VI. TRACKING PERFORMANCE OF CONTINUOUS-TIME
ALGORITHMS FOR TIME-VARYING OPTIMIZATION
In this section, we derive a tracking result that applies
to any continuous-time algorithm with absolutely continuous
trajectories that satisfy a common monotonicity-like property.
Although the same property has previously been exploited
for specific algorithms, our tracking result is more general
since it does not require any additional assumptions on the
(running) algorithm. For instance, our performance bound can
be applied to algorithms whose trajectories are Krasovskii [31,
Ch. 5] or Filippov [42] solutions of differential inclusions. In
the forthcoming Section VII, we require the generality of this
result for our novel discontinuous sweeping gradient flow.
Generally, in this section, we consider a time-varying opti-
mization problem with non-smooth variations in time whose
instantaneous optimizer the running algorithm tracks. Hence,
instead of periodically referring back to the sensitivity results
of the previous sections, we make the following assumption:
Assumption 6. The problem (2) with ξ = ξ˜(t) and ξ˜ : R≥0 →
Rr admits a unique (global) optimizer for every t ∈ R≥0 and
the solution map x˜? : R≥0 → Rn is `-Lipschitz.
The following proposition guarantees the bounded asymp-
totic behavior of the running algorithm, i.e., the distance
‖x(t) − x˜?(t)‖ between the trajectories of the running algo-
rithm x(t) and instantaneous optimizer x˜?(t) is asymptotically
bounded.
Proposition 9. Consider (2) with ξ = ξ˜(t) and ξ˜ : R≥0 → Rr
and let Assumption 6 be satisfied. Furthermore, let x : R≥0 →
Rn be absolutely continuous and assume that
〈x˙(t), x(t)− x˜?(t)〉 ≤ −a‖x(t)− x˜?(t)‖2, (24)
holds for almost every t ∈ R≥0 where a ∈ R>0. Then,
lim
t→∞ sup ‖x(t) − x˜
?(t)‖ ≤ `a holds. Moreover, if ‖x(0) −
x˜?(0)‖ ≤ `a , then ‖x(t)− x˜?(t)‖ ≤ `a holds for all t ≥ 0.
In the next subsection we provide the necessary technical
results and the proof of Proposition 9.
A. Proof of Proposition 9
Before we prove the proposition, we derive our key tech-
nical result from Barbalat’s lemma which is at the base for
invariance-like theorems [43], [44].
Recall that the function f : S → R is said to be uniformly
continuous on S ⊆ R if and only if for all  > 0 there exists
δ > 0 such that for all x′, x ∈ S
|x′ − x| < δ =⇒ |f(x′)− f(x′)| < .
Hence, Barbalat’s lemma reads as follows:
Lemma 2 (Barbalat’s lemma). [43, Lemma 8.2] Let W :
R≥0 → R be uniformly continuous. If limt→∞
∫ t
0
W (τ)dτ
exists and is finite, then limt→∞W (t) = 0.
Moreover, we also require the following lemma:
Lemma 3. If W : R≥0 → R is continuous, lower bounded,
and non-increasing, then W is uniformly continuous.
Proof. Let L = inft≥0W (t) and consider any  > 0. Let
T > 0 be such that W (t) ≤ L +  for all t > T . Since
a continuous function is absolutely continuous on a compact
interval, W is uniformly continuous on the compact interval
[0, T ′] with T ′ > T . In particular, for the given , there exists
δ > 0 such that |t − τ | ≤ δ implies |W (t) −W (τ)| ≤  for
any t, τ ∈ [0, T ′]. Without loss of generality, let δ < T ′ − T .
Next, note that for any t, τ ∈ [T,∞) (and, in particular, for
|t− τ | ≤ δ), we have that |W (t)−W (τ)| ≤ . Therefore, for
any t, τ ≥ 0 with |t − τ | ≤ δ we have |W (t) −W (τ)| ≤ .
Since  is arbitrary, W is uniformly continuous.
Finally, we can present the key technical result necessary
for the proof of Proposition 9:
Theorem 10. Let y : R≥0 → Rn be absolutely continuous
such that for almost every t ≥ 0, some a > 0, and b ≥ 0 it
holds
〈y˙(t), y(t)〉 ≤ −a‖y(t)‖2 + b‖y(t)‖, (25)
Then, lim sup
t→∞
‖y(t)‖ ≤ ba holds. Moreover, if ‖y(T )‖ ≤ ba
holds for some T ≥ 0, then ‖y(t)‖ ≤ ba holds for all t ≥ T .
Proof. First we note that the absolutely continuous function
on a compact interval has a bounded variation and hence, it
is differentiable almost everywhere. Moreover, we define V :
R≥0 → R≥0 as
V (t) := max
{
1
2
(‖y(t)‖2 − ( ba )2) , 0} ,
and let W : R≥0 → R≥0 be given as
W (t) := max
{
a‖y(t)‖ (‖y(t)‖ − ba) , 0} .
Note that both V and W are absolutely continuous. Further-
more, V (t) > 0 and W (t) > 0 holds for all t for which
‖y(t)‖ > ba and V (t) = W (t) = 0 otherwise. Moreover, for
almost all t ≥ 0 for which ‖y(t)‖ ≥ ba we have
V˙ (t) = 〈y˙(t), y(t)〉 ≤ −a‖y(t)‖2 + b‖y(t)‖ = −W (t) ≤ 0 .
Otherwise, for almost all t for which ‖y(t)‖ < ba , we have
V˙ (t) = W (t) = 0. Hence, the growth of V is bounded by
V˙ (t) ≤ −W (t) ≤ 0 for almost all t ≥ 0.
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To prove the lemma, we apply Lemma 2 to W . Hence, we
need to show that (i) the integral lim
t→∞
∫ t
0
W (τ)dτ exists and
is finite, and that (ii) W is uniformly continuous.
To show (i), we exploit the fact that the growth of V is
bounded by −W to establish the bound∫ t
0
W (τ)dτ ≤ −
∫ t
0
V˙ (τ)dτ = V (0)− V (t) ≤ V (0) ,
where the last inequality follows from the fact that V (t) is
non-negative for all t ∈ R≥0, by definition. Further, the left-
hand side integral is non-decreasing in t (since W (t) ≥ 0 for
all t). Hence, as t→∞, the limit exists and is finite.
For (ii) it suffices to show that W is non-increasing itself.
Then, since W is continuous and lower bounded, it follows
from Lemma 3 that W is uniformly continuous.
For this purpose, simply note that, for almost all t for which
‖y(t)‖ ≤ b/a, we have W˙ (t) = 0 and, for almost all t for
which ‖y(t)‖ > b/a, it holds that
W˙ (t) =
(
2a− b‖y(t)‖
)
︸ ︷︷ ︸
≥a>0
〈y˙(t), y(t)〉︸ ︷︷ ︸
=V˙ (t)<0
< 0 .
Thus, we have shown that W is uniformly continuous and
lim
t→∞
∫ t
0
W (τ)dτ exists. Therefore, from Lemma 2, it follows
that W (t) → 0 for t → ∞ and consequently, from the
definition of W , we have lim sup
t→∞
‖y(t)‖ ≤ b/a.
We show the last part of the lemma by contradiction.
Assume that there exists T ≥ 0 such that ‖y(T )‖ ≤ ba and
that there exists t1 ≥ T such that ‖y(t1)‖ > ba . That means
V (t1) > V (T ) = 0, but V˙ (T ) = 0, hence V (T + δ) = 0, for
all δ ≥ 0. Consequently V (t1) = 0 which is contradiction to
V (t1) > V (T ), hence ‖y(t)‖ ≤ ba , for all t ≥ T .
Note that the second part of Theorem 10, that guarantees the
invariance of baB, is essentially a consequence of Nagumo’s
theorem [45, Thm. 1.2.1]. Likewise, Theorem 10 and its proof
relate to Lyapunov functions, barrier functions, etc.
Lastly, in order to show that Proposition 9 follows from
Theorem 10, we first note x and x˜? are both (individually)
differentiable for almost all t ≥ 0 and thus they are (jointly)
differentiable for almost all t ≥ 0 (since the union of two
zero-measure sets has measure zero). Hence, the instantaneous
optimizer trajectory x˜? satisfies Assumption 6 for almost
all t ≥ 0, and therefore, by Cauchy-Schwarz, it holds that
|〈 ˙˜x?(t), x(t)− x˜?(t)〉| ≤ `‖x(t)− x˜?(t)‖ for almost all t ≥ 0.
Using (24) and letting y(t) := x(t)−x˜?(t) (which is absolutely
continuous) and b := `, the inequality (25) is satisfied and the
proof of Proposition 9 follows immediately.
The strong monotonicity property (24) is, for example,
satisfied with a = α for an unconstrained gradient flow
x˙ = −∇xf(x, t) if f is α-strongly convex for all t ≥ 0,
which is further detailed in Section VIII-A.
VII. CONTINUOUS-TIME CONSTRAINED OPTIMIZATION
Before presenting a novel continuous-time optimization
scheme, we review some results regarding sweeping processes.
A. Perturbed Sweeping Processes
Given a non-empty convex set X , recall that the normal
cone of X at x ∈ X is given by
NxX := cl{η | ∀y ∈ X : 〈η, y − x〉 ≤ 0} . (26)
Sweeping processes [34], [46], [47] have originally been
formulated to describe a sweeping effect of a moving impen-
etrable boundary on a mobile object. When the object itself
is subject to a perturbation (e.g. a force), we use a perturbed
sweeping process [33], [48] which is formally defined as
x˙(t) ∈ Φ(x, t)−NxX (t), with x(0) ∈ X (0) . (27)
where Φ : Rn × R → Rn is a time-varying vector field, and,
for every t ≥ 0, X (t) ⊂ Rn is a non-empty closed, convex set.
The idea behind (27) is that x evolves according to Φ in the
interior of X (t) (where NxX (t) = {0}), but when x touches
the boundary, a normal “force” is exerted on x to keep the
state feasible, even as set X (t) varies.
A solution of (27) is an absolutely continuous map x :
[0, T ]→ Rn for some T > 0 such that, for almost all t ∈ [0, T ]
(27) is satisfied, and x(t) ∈ X˜ (t) holds for all t ∈ [0, T ].
A complete solution of (27) in an absolutely continuous map
x : R≥0 → Rn such that the restriction to any compact interval
[0, T ] for T > 0 is a solution of (27).
The following theorem is based on [33, Thm. 1] and
simplified4 for our specific purposes.
Theorem 11. For some T > 0, let X : [0, T ]⇒ Rn satisfy
(i) X (t) is nonempty, closed and convex for all t ∈ [0, T ],
(ii) `X > 0 exists such that for any z ∈ Rn and t′, t ∈ [0, T ],
|d(z,X (t′))− d(z,X (t))| ≤ `X |t′ − t|, (28)
where d denotes the point-to-set distance, and it is given
by d(x,X (t)) := inf{‖x− y‖ : y ∈ X (t)}.
Further, let Φ : [0, T ]× Rn → Rn be measurable in t and
(iii) there exists an integrable function γ : [0, T ]→ R≥0 such
that ‖Φ(x, t) − Φ(y, t)‖ ≤ γ(t)‖x − y‖ holds for all
t ∈ [0, T ] and any x, y ∈ Rn.
Then, for any initial condition x(0) ∈ X (0), the perturbed
sweeping process
x˙ ∈ Φ(x, t)−NxX (t) x ∈ X (t).
admits a unique solution x : [0, T ]→ Rn.
B. Sweeping Gradient Flows
As a new running algorithm for constrained time-varying
optimization we consider a perturbed sweeping process of
the form (27) where Φ(x, t) := −∇xf(x, t) is the negative
gradient of a time-varying cost function f : Rn×R→ R, thus
the resulting sweeping gradient flow is given by
x˙(t) ∈ −∇xf(x, t)−NxX (t) , x(0) ∈ X (0). (29)
4The original result applies to prox-regular sets in a Hilbert space instead
of convex sets in Rn. Furthermore, in the original theorem (ii) is more
general and requires X to vary in a absolutely continuous way instead of
a Lipschitz continuous way. Finally, in the original statement (iii) is split into
a local Lipschitz and linear growth condition. For simplicity, we assume global
Lipschitz continuity to meet both requirements.
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In the following, we consider sweeping gradient flows for
the special problem structure from Corollary 8 for which
we can give easy-to-interpret results. However, (29) is well-
defined for much more general setups.5
The key insight from this section is that our sensitivity
bounds and the generalized tracking results of the previous
sections can be applied to non-trivial discontinuous optimiza-
tion dynamics involving time-varying constraints. Namely, we
establish the following result:
Theorem 12. Consider the problem
minimize fˆ(x− c(t))
subject to Ux ≤ v(t) . (30)
where t ≥ 0. Define Xˆ (t) := {x |Ux ≤ v(t)} and let
(i) fˆ : Rn → R be twice continuously differentiable, α-
strongly convex, and ∇fˆ is β-Lipschitz,
(ii) c : R≥0 → Rn and v : R≥0 → Rm be `c- and `v-
Lipschitz continuous,
(iii) U ∈ Rn×m and ω > 0 such that for every ξ ∈ Ξ and
ever x ∈ Xˆ (ξ) one has ω2I  UIξxU>Iξx .
If Xˆ (t) := {x |Ux ≤ v(t)} 6= ∅ for all t ≥ 0, then the
sweeping gradient flow
x˙ ∈ −∇fˆ(x− c(t))−NxXˆ (t) (31)
admits a complete solution x : R≥0 → Rn for every initial
condition x(0) ∈ Xˆ (0) and it holds that
lim sup
t→∞
‖x(t)− x?(t)‖ ≤ `t
α
:=
β1/2
α3/2
(
β`c
α
+
`v
ω
)
, (32)
where x?(t) is the unique optimizer of (30) at time t.
Furthermore, if ‖x(0)−x?(0)‖ ≤ `tα , then ‖x(t)−x?(t)‖ ≤
`t
α holds for all t ≥ 0.
To show Theorem 12 we first need to prove the existence
of complete solutions for (29).
Lemma 4. Given the setup of Theorem 12, (31) admits a
unique complete solution for any initial point x(0) ∈ Xˆ (0).
Even though Lemma 4 is an existence result, we can prove
it using the sensitivity results of the previous section.
Proof. The proof is an application of Theorem 11. In order
to apply Theorem 11 to (31), note that for the setup in
Theorem 12 the requirements (i) in Theorem 11 (non-empty
closed convex Xˆ (t)) and (iii) (Lipschitz vector field) hold
by assumption on any compact interval [0, T ] ⊂ R≥0. Also,
∇f(x, t) = ∇fˆ(x − c(t)) is measurable in t since it is
continuous in t. It remains to show (ii) by establishing (28).
For this purpose, we consider d(z,X (t)) as the solution of
the parametrized optimization problem
minimize
y
1
2‖y − z‖22,
subject to Uy ≤ v(t) ,
(33)
5For instance, existence of trajectories for sweeping gradient flows is
guaranteed even if X is not convex, but prox-regular, as long as ∇xf is
measurable in t, X (t) is non-empty for all t ≥ 0 and, roughly-speaking, X
varies in an absolutely continuous way [33]. To guarantee a global asymptotic
bound on the tracking error, however, we generally require Assumptions 2 to 5
to hold such that Corollary 7 and Proposition 9 can be applied.
where t varies but z is fixed. As a problem parametrized in
t, (33) falls into the class of problems to which Corollary 8
applies. Namely, we have α = β = 1 (since fˆ(x) := 12‖x‖2),
`c = 0 (since c ≡ 0), and ω as defined in Theorem 12. Further,
by the assumption in Theorem 12, the feasible set of (33)
(which is equivalent to Xˆ (t)) is non-empty for all t ≥ 0.
Therefore, by Corollary 8, the solution map t 7→ y?z(t) of
(33) is Lipschitz continuous with a bound on the Lipschitz
constant that is independent of z and given by `y? = `v/ω.
Therefore, we have |y?z(t′)−y?z(t)| ≤ `y? |t′−t| for any z ∈ Rn
and t, t′ ≥ 0, and (ii) in Theorem 11 holds on any compact
interval [0, T ].
Hence, Theorem 11 guarantees the existence of a unique
solution of (31) for every initial condition x(0) ∈ Xˆ (0), and
for every compact interval [0, T ] and hence, by definition, a
complete solution on R≥0.
Proof of Theorem 12. By Corollary 8, (30) admits a unique
primal solution x?(t) for every t ≥ 0. In particular, the
solution map t 7→ x?(t) of (30) is `t-Lipschitz with `t :=√
β
α
(
β`c
α +
`v
ω
)
. Consequently, Assumption 6 is satisfied.
Furthermore, Lemma 4 guarantees the existence of a unique
complete solution x : R≥0 → Rn of (31) for every initial
condition x(0) ∈ Xˆ (0). Next, we verify that (24) holds, i.e.,
we show that 〈x˙(t), x(t)− x?(t)〉 ≤ −α‖x(t)− x?(t)‖2.
In the following let f(x, t) := fˆ(x− c(t)). Recall that, for
almost all t ≥ 0, we have x˙(t) = −∇xf(x(t), t) − η(t) for
some η(t) ∈ Nx(t)Xˆ (t). Further, because x?(t) solves (30), it
satisfies the KKT conditions which is equivalent to saying that
−∇xf(x?(t), t) − η?(t) = 0 for some η?(t) ∈ Nx?(t)Xˆ (t).
Putting these two insights together, we have that
x˙(t) = −∇xf(x(t), t)− η(t) +∇xf(x?(t), t) + η?(t) .
Next, we omit the argument t for x, x˜?, η, η? and Xˆ .
By definition (26) of the normal vectors η ∈ NxXˆ and η? ∈
Nx?Xˆ , for Xˆ , we have 〈η, x−x?〉 ≥ 0 and 〈η?, x? − x〉 ≥ 0,
respectively. Since f is α-strongly convex we have
〈∇f(x, t)−∇f(x?, t), (x− x?)〉 ≥ α‖x− x?‖2 . (34)
Combining these facts, we get
〈x˙, x−x?〉=〈−(∇f(x, t)−∇f(x?, t))−(η−η?), x−x?〉
=−〈η, x−x?〉−〈η?, x?−x〉
−〈∇f(x, t)−∇f(x?, t), x−x?〉
≤−α‖x− x?‖2.
Consequently, by taking a = α, (24) holds. Thus, Proposi-
tion 9 is applicable and yields the desired asymptotic tracking
bound and completes the proof.
VIII. ILLUSTRATIVE, NUMERICAL EXAMPLES
In this section, we provide two simple numerical examples
to illustrate our results for simple time-varying optimization
setups. First, we consider an unconstrained optimization prob-
lem in one dimension, with non-smooth change in time to
demonstrate the tightness of our bound in that case. Second,
we consider a constrained time-varying optimization problem
to illustrate the behavior of sweeping gradient flows.
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Fig. 2. Trajectories of the gradient descent x(t) (black, solid) and the
unconstrained optimizer x?(t) (vermilion, dashed).
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Fig. 3. Tracking error ‖x(t)− x?(t)‖ (black, solid), and the tracking error
upper bound `t
α
(blue, dashed).
A. Time-Varying Unconstrained Optimization
Consider the problem of minimizing
f(x, ξ˜(t)) = ‖x− ξ˜(t)‖2,
where ξ˜ is a triangular wave (hence non-smooth) with period
τ = 4s. That is, for all n ∈ N, ξ˜ is defined as
ξ˜(t) =
{
(t− τ(n− 1))− 1, t ∈ [τ(n− 1), τ(n− 0.5)
−(t− τ(n− 1)) + 3, t ∈ [τ(n− 0.5), τn) .
In particular, in reference to (19) we have ψ = t and f(x, ξ) :=
‖x − ξ‖2 is α-strongly convex with α = 2. Furthermore, the
solution map given by x˜?(t) = ξ˜(t) is `ξ˜-Lipschitz with `ξ˜ =
1. From (14) we have supξ∈[−1,1]‖∇2ξ˜xf‖ = 2, the solution
trajectory x? is `x? -Lipschitz with respect to ξ, where `x? = 1.
Therefore, the solution trajectory x˜? is `t-Lipschitz continuous
in t with `t := `x?`ξ˜ = 1.
For all t ≥ 0, the unconstrained gradient flow is given by
x˙(t) = −∇xf(x(t), ξ˜(t)) = −2(x(t)− ξ˜(t)).
Finally, combining the zero cost function gradient, at the
unconstrained optimizer (i.e., ∇xf(x˜?(t), ξ˜(t)) = 0) with the
α-strongly convex property (34), for almost all t ≥ 0 we have
〈x˙, x(t)− x˜?(t)〉 ≤ −α‖x(t)− x˜?(t)‖2.
Hence, from Proposition 9, lim supt→∞‖x(t)− x˜?(t)‖ ≤ 0.5.
Figure 2 shows the trajectory x(t) (black, solid) obtained
from the gradient descent algorithm with initial condition
x(0) = 5 and the instantaneous optimizer trajectory x˜?(t)
(vermilion, dashed).
Figure 3 shows the distance between the trajectories ‖x(t)−
x˜?(t)‖ (black, solid), and the analytical sensitivity bound `tα =
0.5 (blue, dashed). Easily, it can be noticed that as t→∞, the
distance always stays within the analytical sensitivity bound.
Additionally, in this example, the analytical sensitivity bound
is indeed tight. Moreover, this example perfectly illustrates
the invariance property of a ball of radius `tα around the time-
varying unconstrained optimizer x˜?(t). Namely, the algorithm
trajectory never perfectly tracks the unconstrained optimizer
trajectory, yet always stays within `tα from the optimizer.
B. Time-Varying Constrained Optimization
In this example, we consider the same problem setup as in
Theorem 12 with smooth changes in time. Namely, let
Q :=
[
12 −8
−8 10
]
 0, P (t) := −
[
3 sin(t+ 3) + 1.3t
2 tanh(t− 3) + 0.71t
]
,
let c(t) := − 12Q−1P (t), and the cost function is defined as
fˆ(x(t)− c(t)) = (x(t) + 12Q−1P (t))>Q(x(t) + 12Q−1P (t)).
In particular, fˆ is α-strongly convex with α = 2σmin(Q), and
gradient∇fˆ is β-Lipschitz with β = 2σmax(Q). Furthermore,
we can compute `c = supt≥0‖P˙ (t)‖.
Next, the constraint set is given by
Xˆ (t) = {x(t) ∈ Rn | Ux(t) ≤ v(t)},
where v(t) := (V1t+ V2) and
U :=

−2 1
1 −1
0.5 1
−3 −1
 , V1 :=

−0.05
−0.3
0.25
−0.5
 , V2 :=

−2
5
4
3
 .
In particular, we have `v = σmax(V1) and in this special case,
we can determine ω by inspection.
Hence, we can compute the bound on the Lipschitz constant
of the constrained optimizer x˜? as `t =
√
β
α
(
`p
α +
`C
ω
)
, and
we can compute the analytical tracking bound as `tα ≈ 0.5302.
Figure 4 presents the tracking error ‖x(t)− x˜?(t)‖ (black,
solid) and the tracking error upper bound `tα ≈ 0.5302 (blue,
dashed). It can be seen that the tracking error is always within
the bound, and that it is decreasing within the considered time
interval.
In contrast to the unconstrained time-varying optimization,
for the constrained time-varying optimization, the movement
of both the cost function and the constraint set has to be
considered. Figure 5 illustrates the sweeping gradient flow
trajectory x(t) (black, solid), instantaneous optimizer trajec-
tory x?(t) (vermilion, dashed) and the time-varying constraint
set Xˆ (t) (blue, solid), captured in a different time steps, i.e.,
t = 0s, t = 3.95s, t = 7.95s, t = 11.95s, and t = 16s.
Note, however, that contrary to the theoretical requirement, the
problem becomes eventually infeasible with Xˆ (t) collapsing
to an empty set.
IX. CONCLUSION
In this work, we have revisited classical sensitivity results to
characterize and quantify the Lipschitz continuity primal and
dual solutions of nonlinear perturbed optimization problems.
Since time-varying optimization is a natural application of
our results, we have established a general tracking result for
any continuous-time schemes satisfying a monotonicity-like
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Fig. 4. Tracking error ‖x(t)− x?(t)‖ (black, solid), and the tracking upper
bound `t
α
(blue, dashed).
Fig. 5. Two dimensional representation (i.e., (x1, x2) plane) of the con-
strained time-varying optimization problem, captured in a different time steps,
i.e, t = 0s, t = 3.95s, t = 7.95s, t = 11.95s, and t = 16s. In each time
step are presented: a constraint set Xˆ (t) (blue, solid), trajectory obtained via
sweeping gradient flow, x(t) (black, solid), instantaneous optimizer trajectory
x?(t) (vermilion, dashed).
property. In particular, this result can be immediately applied
to discontinuous dynamical systems. To illustrate this fact,
we have introduced sweeping gradient flows, a novel dis-
continuous gradient descent scheme for convex, time-varying
constrained optimization problems. This scheme is based
on well-established perturbed sweeping processes and allows
us to apply our generalized tracking result in a technically
sophisticated context. Lastly, our numerical examples confirm
our theoretical tracking guarantees.
It remains open whether some of our assumptions can be
weakened: For instance, by considering the difference between
cost function values, instead of the distance to the optimizer,
it is presumably possible to establish tracking guarantees in
terms of the objective value without requiring strong convexity.
Similarly, there might be room to relax the LICQ assumption
on the feasible set with more general constraint qualifications.
Finally, although our focus is on time-varying optimization,
we envision our quantified sensitivity bounds to apply to other
robustness questions about online optimization algorithms.
APPENDIX
Lemma 5. [49, Ch. 2.17] Let A ∈ Rn×n, B,C> ∈ Rn×m
and D ∈ Rm×m. If A is non-singular, then the inverse
M−1 =
[
M1 M2
M3 M4
]
of M :=
[
A C
B D
]
exists if and only if D−BA−1C is invertible. Then, we have
M1 = A
−1 +A−1C(D −BA−1C)−1BA−1 ,
M2 = −A−1C(D −BA−1C)−1 ,
M3 = −(D −BA−1C)−1BA−1 ,
M4 = (D −BA−1C)−1 .
REFERENCES
[1] A. Simonetto, “Time-Varying Convex Optimization via Time-Varying
Averaged Operators,” ArXiv170407338 Math, Nov. 2017.
[2] Y. Tang and S. Low, “Distributed algorithm for time-varying optimal
power flow,” in 2017 IEEE 56th Annual Conference on Decision and
Control (CDC). Melbourne, VIC: IEEE, Dec. 2017, pp. 3264–3270.
[3] A. Lesage-Landry, I. Shames, and J. A. Taylor, “Predictive online convex
optimization,” Automatica, vol. 113, p. 108771, Mar. 2020.
[4] A. Mokhtari, S. Shahrampour, A. Jadbabaie, and A. Ribeiro, “Online op-
timization in dynamic environments: Improved regret rates for strongly
convex problems,” in 2016 IEEE 55th Conference on Decision and
Control (CDC). Las Vegas, NV, USA: IEEE, Dec. 2016, pp. 7195–
7201.
[5] A. Hauswirth, F. Do¨rfler, and A. R. Teel, “Anti-Windup Approximations
of Oblique Projected Dynamical Systems for Feedback-based Optimiza-
tion,” ArXiv200300478 MathOC, 2020.
[6] Y. Tang, E. Dall’Anese, A. Bernstein, and S. Low, “Running
Primal-Dual Gradient Method for Time-Varying Nonconvex Problems,”
ArXiv181200613 Math, Dec. 2018.
[7] A. Hauswirth, I. Subotic´, S. Bolognani, G. Hug, and F. Do¨rfler, “Time-
varying Projected Dynamical Systems with Applications to Feedback
Optimization of Power Systems,” in 2018 IEEE Conference on Decision
and Control (CDC), Miami Beach, FL, Dec. 2018, pp. 3258–3263.
[8] M. Colombino, E. Dall’Anese, and A. Bernstein, “Online Optimization
as a Feedback Controller: Stability and Tracking,” IEEE Trans. Control
Netw. Syst., 2019.
[9] A. Bernstein, E. Dall’Anese, and A. Simonetto, “Online Optimization
with Feedback,” ArXiv180405159 Math, Apr. 2018.
[10] J. Liu, J. Marecek, A. Simonetto, and M. Takacˇ, “A Coordinate-
Descent Algorithm for Tracking Solutions in Time-Varying Optimal
Power Flows,” in Power Systems Computation Conference (PSCC), Jun.
2018.
[11] E. Dall’Anese and A. Simonetto, “Optimal Power Flow Pursuit,” IEEE
Trans. Smart Grid, vol. 9, no. 2, pp. 942–952, Mar. 2018.
[12] A. Hauswirth, A. Zanardi, S. Bolognani, F. Do¨rfler, and G. Hug, “Online
optimization in closed loop on the power flow manifold,” in 2017 IEEE
PowerTech, Manchester, UK, Jun. 2017.
[13] V. Zavala and M. Anitescu, “Real-Time Nonlinear Optimization as a
Generalized Equation,” SIAM J. Control Optim., vol. 48, no. 8, pp. 5444–
5467, Jan. 2010.
[14] M. Diehl, H. G. Bock, J. P. Schlo¨der, R. Findeisen, Z. Nagy, and
F. Allgo¨wer, “Real-time optimization and nonlinear model predictive
control of processes governed by differential-algebraic equations,” Jour-
nal of Process Control, vol. 12, no. 4, pp. 577–585, Jun. 2002.
[15] C. Feller and C. Ebenbauer, “A stabilizing iteration scheme for model
predictive control based on relaxed barrier functions,” Automatica,
vol. 80, pp. 328–339, Jun. 2017.
[16] S. Rahili, W. Ren, and S. Ghapani, “Distributed Convex Optimization
of Time-Varying Cost Functions with Swarm Tracking Behavior for
Continuous-time Dynamics,” ArXiv150704773 Math, Jul. 2015.
[17] C. Sun, Z. Feng, and G. Hu, “Distributed Time-Varying Formation and
Optimization for Uncertain Euler-Lagrange Systems,” in 2018 IEEE 8th
Annual International Conference on CYBER Technology in Automation,
Control, and Intelligent Systems (CYBER). Tianjin, China: IEEE, Jul.
2018, pp. 889–894.
[18] A. Y. Popkov, “Gradient Methods for Nonstationary Unconstrained
Optimization Problems,” Autom Remote Control, vol. 66, no. 6, pp. 883–
891, Jun. 2005.
[19] A. Simonetto and E. Dall’Anese, “Prediction-Correction Algorithms for
Time-Varying Constrained Optimization,” IEEE Trans. Signal Process.,
vol. 65, no. 20, pp. 5481–5494, Oct. 2017.
[20] M. Fazlyab, S. Paternain, V. M. Preciado, and A. Ribeiro, “Prediction-
Correction Interior-Point Method for Time-Varying Convex Optimiza-
tion,” IEEE Trans. Automat. Contr., vol. 63, no. 7, pp. 1973–1986, Jul.
2018.
SUBOTIC´ et al.: QUANTITATIVE SENSITIVITY BOUNDS FOR NONLINEAR OPTIMIZATION 13
[21] A. Simonetto, A. Koppel, A. Mokhtari, G. Leus, and A. Ribeiro,
“Decentralized Prediction-Correction Methods for Networked Time-
Varying Convex Optimization,” ArXiv160201716 Cs Math, Nov. 2016.
[22] L. Madden, S. Becker, and E. Dall’Anese, “Bounds for the tracking
error of first-order online optimization methods,” ArXiv200302400 Math,
2020.
[23] M. Zinkevich, “Online Convex Programming and Generalized Infinites-
imal Gradient Ascent,” in Proceedings of the 20th International Confer-
ence on Machine Learning (ICML-2003), Washington DC, 2003, p. 8.
[24] Y. Zhang, E. Dall’Anese, and M. Hong, “Online proximal-admm for
time-varying constrained optimization,” ArXiv 200503267 EessSY, 2020.
[25] M. Fazlyab, S. Paternain, V. M. Preciado, and A. Ribeiro, “Interior point
method for dynamic constrained optimization in continuous time,” in
2016 American Control Conference (ACC). Boston, MA, USA: IEEE,
Jul. 2016, pp. 5612–5618.
[26] A. V. Fiacco, “Sensitivity Analysis for Nonlinear Programming using
Penalty Methods,” Mathematical Programming, vol. 10, no. 1, pp. 287–
311, Dec. 1976.
[27] A. V. Fiacco and Y. Ishizuka, “Sensitivity and stability analysis for
nonlinear programming,” Ann Oper Res, vol. 27, no. 1, pp. 215–235,
Dec. 1990.
[28] S. M. Robinson, “Perturbed Kuhn-Tucker points and rates of conver-
gence for a class of nonlinear-programming algorithms,” Mathematical
Programming, vol. 7, no. 1, pp. 1–16, Dec. 1974.
[29] K. Jittorntrum, “Solution Point Differentiability without Strict Com-
plementarity in Nonlinear Programming,” in Sensitivity, Stability and
Parametric Analysis, ser. Mathematical Programming Studies, A. V.
Fiacco, Ed. Berlin Heidelberg: Springer, 1984, vol. 21, pp. 127–138.
[30] U. Helmke and J. B. Moore, Optimization and Dynamical Systems,
2nd ed., ser. Communications and Control Engineering. Springer
London, 1996.
[31] R. Goebel, R. G. Sanfelice, and A. R. Teel, Hybrid Dynamical Systems:
Modeling, Stability, and Robustness. PUP, 2012.
[32] M. Muehlebach and M. I. Jordan, “A Dynamic System’s Perspective on
Nesterov’s Accelerated Gradient Method,” in ICML, Los Angeles, CA,
2019, p. 11.
[33] J. Edmond and L. Thibault, “Relaxation of an optimal control problem
involving a perturbed sweeping process,” Math. Program., vol. 104, no.
2-3, pp. 347–373, Nov. 2005.
[34] L. Thibault, “Sweeping process with regular and nonregular sets,”
Journal of Differential Equations, vol. 193, no. 1, pp. 1–26, Sep. 2003.
[35] K. Jittorntrum, “Sequential Algorithms in Nonlinear Programming,”
Ph.D. dissertation, Australian National University, Canberra, Australia,
Jul. 1978.
[36] M. S. Bazaraa, H. D. Sherali, and C. M. Shetty, Nonlinear Programming:
Theory and Algorithms. John Wiley & Sons, Inc., 2006.
[37] D. G. Luenberger, Y. Ye et al., Linear and Nonlinear Programming,
4th ed. Cham, Switzerland: Springer, 1984.
[38] P. Tondel, T. A. Johansen, and A. Bemporad, “An algorithm for
multi-parametric quadratic programming and explicit MPC solutions,”
Automatica, vol. 39, no. 3, pp. 489–497, 2003.
[39] W. Rudin, Principles of Mathematical Analysis, ser. International Series
in Pure and Applied Mathematics. McGraw-Hill, 1976.
[40] C. D. Meyer, Matrix Analysis and Applied Linear Algebra. Philadel-
phia: Society for Industrial and Applied Mathematics, 2000.
[41] D. P. Bertsekas and S. K. Mitter, “A descent numerical method for
optimizaiton problems with non-differentiable cost functionals,” SIAM
J. Control, vol. 11, no. 4, pp. 637–652, Nov. 1973.
[42] A. F. Filippov, Differential Equations with Discontinuous Righthand
Sides: Control Systems, ser. Mathematics and Its Applications (Soviet
Series). Springer Netherlands, 1988.
[43] H. K. Khalil, Nonlinear Systems, 3rd ed. Upper Saddle River, NJ:
Prentice Hall, 2002.
[44] N. Fischer, R. Kamalapurkar, and W. E. Dixon, “LaSalle-Yoshizawa
Corollaries for Nonsmooth Systems,” IEEE Trans. Automat. Contr.,
vol. 58, no. 9, pp. 2333–2338, Sep. 2013.
[45] J. P. Aubin, Viability Theory, ser. Systems & Control: Foundations &
Applications. Boston: Springer, 1991.
[46] J. J. Moreau, “Evolution problem associated with a moving convex set
in a Hilbert space,” Journal of Differential Equations, vol. 26, no. 3, pp.
347–374, Dec. 1977.
[47] M. Kunze and M. D. P. M. Marques, “An Introduction to Moreau’s
Sweeping Process,” in Impacts in Mechanical Systems, ser. Lecture
Notes in Physics. Springer, Berlin, Heidelberg, 2000, pp. 1–60.
[48] C. Castaing and M. D. P. Monteiro Marques, “Evolution Problems As-
sociated with Nonconvex Closed Moving Sets with Bounded Variation,”
Port. Math., vol. 53, no. 1, pp. 73–88, 1996.
[49] D. Bernstein, Matrix Mathematics: Theory, Facts, and Formulas, 2nd ed.
Princeton University Press, 2009.
