Abstract. Dengue virus (DENV), a member of the family Flaviviridae, presents a tremendous threat to global health since an estimated 2.5 billion people worldwide are at risk for epidemic transmission. DENV infections are primarily restricted to sub-tropical and tropical regions; however, there is concern that the virus will spread into new regions including the United States [1] . There are no approved antiviral drugs or vaccines to combat dengue infection, although DENV vaccines have entered Phase 3 clinical trials. Drug discovery and development efforts against DENV and other viral pathogens must overcome specificity, efficacy, safety, and resistance challenges before the shortage of licensed drugs to treat viral infections can be relieved. Current drug discovery methods are largely inefficient and thus relatively ineffective at tackling the growing threat to public health presented by emerging and remerging viral pathogens. This review discusses current and newly implemented structure-based computational efforts to discover antivirals that target the DENV NS3 protease, although it is clear that these computational tools can be applied to most disease targets.
SIGNIFICANCE
Dengue virus (DENV) is one of the most important global pathogens and may represent a global pandemic [2] . Approximately 2.5 billion people worldwide at risk for dengue infection [3] . Between 50-100 million dengue infections are estimated to occur each year, with upwards of 1.5 million infected individuals presenting with clinical symptoms and ~500,000 infections progressing to the serious disease states of dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS). Each year, dengue infections result in ~25 000 deaths, primarily in children.
TRANSMISSION
After malaria, DENV is the most common mosquitoborne pathogen that infects humans. Mosquitoes of the Aedes genus transmit DENV between infected human hosts, with the main vector Aedes aegypti well adapted to urban environments. Aedes albopictus and Aedes polynesiensis have also been implicated in dengue outbreaks [4] . Resurgence of dengue disease in the 1970's in Central and South America occurred after cessation of mosquito control measures designed to reduce dengue epidemics. Population growth, urbanization, increased air travel, and climate change may also be factors in the global reemergence of dengue disease.
INCIDENCE AND PREVALENCE
Reports of dengue epidemics date back more than 200 years ago in Africa, Asia, and North America [5] . Dengue virus has been reported in more than 100 countries [6] , predominantly in tropical and subtropical regions (Fig. 1 ).
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Dengue outbreaks have been reported throughout these regions with increasing frequency and disease severity ( Fig.  2) , although it is unknown what fraction of the recent increases in dengue disease are due to improved surveillance and diagnosis. In light of the recent outbreak of the related West Nile virus in North America [7] , and the fact that the mosquito vectors that transmit dengue appear to be expanding their range, the U.S. National Institutes of Health has expressed concern that dengue disease represents a potential threat to the United States [1] .
DENGUE DISEASE
Dengue viruses can be classified into four distinct serotypes (dengue 1-4) based on antigenic properties or sequence similarity (Fig. 3) . Infection by one serotype does not protect from, but may actually enhance, subsequent infection by any of the other three serotypes [8] . Infections may be asymptomatic or may present with varying disease symptoms and severity. The incubation period for dengue ranges from 3-8 days. Dengue fever (DF), the most common form of the disease, is most often characterized by typical flu-like symptoms, including fever, fatigue, rash, severe headache, nausea, vomiting, diarrhea, myalgia, arthralgia, retro-orbital pain, and minor hemorrhagic manifestations such as epistaxis, petechiae, and gingival bleeding [9] . Early symptoms of DHF, which most often occurs in children, are the same as those for dengue fever. Hemorrhagic symptoms, however, are much more severe in DHF than in typical DF with the primary pathophysiologic contributor being plasma leakage resulting in hemoconcentration, thrombocytopenia, pleural effusions, hypoproteinemia, and/or hypoalbuminemia [10] . While the first reported DHF outbreak occurred in Manilla in the 1950's, epidemics have become increasingly more frequent. It is believed that repeat infection by a different serotype of the virus increases the probability of developing the more severe form of the disease [8] , hence people living in endemic areas where more than one serotype are circulating may be at greater risk for developing DHF. Depending on the severity of the hemorrhagic symptoms, shock may occur resulting in dengue shock syndrome (DSS). Mortality is primarily associated with the more severe disease cases.
TREATMENT
Treatment for dengue disease consists primarily of intensive supportive therapy. Maintaining circulating blood volume is the most important feature in the management of the disease. While healthcare improvements over the last several years in many of the affected regions have resulted in a decrease in the mortality rate associated with the disease, many regions still suffer from inadequate healthcare facilities and inability to treat disease symptoms. The proteins required for the fitness of the virus provide several potential targets against which to develop antiviral drugs. Although several anti-dengue therapies are in clinical studies [11] [12] [13] , there are currently no approved vaccines to prevent dengue and no antiviral drugs to treat the disease.
FAMILY FLAVIVIRIDAE
Dengue virus belongs to the family Flaviviridae that includes a number of important human pathogens such as yellow fever, West Nile, Japanese encephalitis, and hepatitis C viruses. The family contains more than 70 members organized into three genera including the flaviviruses (arthropodborne viruses), the pestiviruses, and the hepaciviruses, which include the blood-borne hepatitis C viruses.
MOLECULAR ORGANIZATION
The viruses within the flavivirus genus have similar molecular features. They are enveloped RNA viruses with a positive single strand ~11kb genome. The genome contains a type 1 cap on its 5' end, but the 3' end has no poly-A tail. The genome encodes 3 structural proteins at the 5' end, including the capsid (C), membrane precursor (prM; also termed preM in some literature)), and envelope (E) proteins, and 7 nonstructural proteins at the 3' end (Fig. 5) . Viruses are icosahedral particles of ~50 nM diameter with a hostderived lipid bilayer encasing a nucleocapsid of viral RNA complexed with 240 copies of the capsid protein.
REPLICATION CYCLE
The detailed functional interactions that occur during viral replication are largely unknown, although a general understanding is emerging as to how dengue proteins regulate the virus replication cycle (Fig. 4) . Virus particles enter the cell by receptor-mediated endocytosis. Upon acidification of the endocytic vesicle, the nucleocapsid enters into the cytoplasm where the virus genome is released. The genome is translated into a single polyprotein, and undergoes co-translational and post-translational processing by host and viral proteases to produce the individual proteins required for viral replication and packaging. Replication takes place on intercellular membranes, and assembly occurs on the endoplasmic reticulum (ER) membrane. Newly assembled virus particles are transported through the trans-golgi network and are released from the cell by exocytosis ( [14] . Since the viral proteins are crucial to the various stages of entry, replication, assembly, and egress (Fig. 4) they serve as potential targets for the development of novel antiviral drugs. High-resolution atomic structures have been determined for many of the potential target proteins of dengue virus (Fig. 5, Table 1 ).
DENGUE VIRUS STRUCTURAL PROTEINS AS POTENTIAL DRUG TARGETS
Virus particles enter the host cell by receptor-mediated endocytosis. As the endocytic vesicles acidify, the viral E [15] . Following membrane fusion, the nucleocapsid enters the cytoplasm and uncoats to release the viral genome [16] . Numerous studies have investigated approaches to disrupt virus infection by interfering with viral entry. Key proteins in these interactions are the E (envelope), prM (premembrane), and C (capsid) structural proteins. Potential entry-associated inhibitors that have been evaluated include small molecules [17] [18] [19] and peptide inhibitors [20] .
The capsid (C) protein is necessary for packaging and release of mature viral particles from the cell. The capsid Cterminal hydrophobic region contains a signal sequence for anchoring the protein into the ER membrane and partitioning the prM protein to the membrane [21] . The central hydrophobic portion of the capsid protein promotes association of the capsid protein and ER membrane [22] , and has been shown in related flaviviruses to be important for efficient virus assembly [23] . The highly basic regions of the capsid protein have been implicated in interactions with viral RNA [24, 25] . An NMR structure of the capsid protein [26] provided supporting structural evidence that the protein's highly basic region could interact with viral RNA and its hydrophobic region could interact with lipid molecules.
The prM protein is the precursor of the M protein. The largely hydrophilic N-terminal portion of the protein codes for the glycosylated "pr" segment of the prM protein; this protein provides resistance to low pH environments [27] and protects the envelope protein from premature fusion during transit through the acidic environment of the trans-golgi network. Cleavage of the pr peptide from prM generates the M protein. This cleavage is mediated by the cellular protease furin and is required for virus maturation [28] and infection in cell culture [29] . Insights into the function of this protein have been aided by pH-dependent cryo-EM and X-ray structural studies ( Table 1) .
The envelope (E) protein consists of three domains. Domain I, the N-terminal portion of the protein, is centrally located in the 3D structure. Domain II contains the sequence for a class II fusion peptide that is involved in viral fusion with the endosomal membrane and release of the genome into the host cytosol. Based on solution [30] and X-ray crystallographic studies [31] of tick-borne flavivirus E proteins, domain III was reported to be the putative receptorbinding domain for virus attachment to the host cell. In addition, this domain was shown to be involved with antibody neutralization [32] [33] [34] [35] . Prior to endocytosis, the E protein is anchored to the viral membrane. Upon acidification of the endosome, the E protein undergoes conformational changes that are believed to induce fusion of the virus and cell membranes and promote release of the virus nucleocapsid into the cytoplasm of the infected cell. The E protein conformation changes between the immature, mature, and fusion-activated states of the virus [36] . Many of the dengue protein structures reported in the literature are for the E protein ( Table 1) , reflecting the range and importance of E protein conformational changes required for virus fitness.
DENGUE VIRUS NONSTRUCTURAL PROTEINS AS POTENTIAL DRUG TARGETS
The nonstructural (NS) enzymes of the replication complex include the NS3 protease and with its NS2B cofactor, the NS3 helicase/nucleoside triphosphatase (NTPase)/RNA 5' triphosphatase (RTPase), and the NS5 methyltransferase/RNA-dependent RNA polymerase. These proteins serve as potential inhibitory targets for antiviral agents since they are required for virus replication.
The multi-functional C-terminal domain of NS3 encodes NTPase, helicase, and RTPase activities. NTP hydrolysis is thought to provide the chemical energy required for helicase activity [37] . The likely function of the helicase is to unwind double-stranded RNA during viral replication; it is required for viral replication [38] . These functional roles were supported by recent flavivirus helicase/NTPase crystal structures [39] . A recently solved crystal structure of linked NS3 protease/helicase domains suggested the protease domain enhanced binding of RNA to the NS3 helicase [40] . The RTPase is thought to modify the 5' end of the viral RNA to prepare it for cap addition [41] . Mutational studies have revealed a region on the full length NS3 protein required for optimal activity of all three enzymatic functions [42] , although little progress has been made identifying inhibitors of DENV helicase, NTPase, and RTPase activities.
The NS5 protein contains methyltransferase (MTase) and RNA-dependent RNA polymerase (RdRp) activity. The Nterminal portion of NS5 encodes the MTase and contains guanlytransferase activity. Its function is methylation and capping of viral RNA; it is essential for viral replication [43] . A number of different crystal structures of the methyltransferase [44] [45] [46] have help provide structure-function insights. MTase crystal structures were used for computational virtual screening and identified a small molecule inhibitor with IC 50 ~60 M. Ribavirin, which is used in combination with interferon to treat hepatitis C virus (a distantly related hepacivirus) infection, functions by inhibiting MTase activity [44] . The NS5 C-terminal domain contains the RdRp activity. Biochemical high-throughput assays have been developed to test the efficacy of small molecule RdRp inhibitors [47] . Two flavivirus polymerase X-ray crystal structures were recently solved [48] and have provided structure-function insights and suggestions for RdRp structure-based inhibitor design [49] . Polymerase inhibitors are reportedly under active investigation by several pharmaceutical companies (Bloomberg, 23 June 2008), although to our knowledge no studies have entered the peer-reviewed literature.
DENGUE VIRUS NS3 PROTEASE AS A POTENTIAL DRUG TARGET
The N-terminal 180 residues of NS3 encode a trypsinlike serine protease [50] . Required for NS3 protease activity is a ~40 residue hydrophilic domain from NS2B [51] . The dengue NS2B-NS3 protease has a preference for dibasic substrates and cleaves the newly translated dengue polyprotein at the NS2A-NS2B, NS2B-NS3, NS3-NS4A, NS4B-NS5 polyprotein cleavage sites as well as internal sites within C, NS2A, NS3 and NS4A proteins [52] [53] [54] [55] . The NS3 protease is a primary target for development of dengue antiviral drugs since the NS2-NS3B protease is required for virus replication [56] and protease inhibitors have a successful history as being developed into antiviral drugs [57, 58] .
Biochemical assays with active recombinant protease (constructed from 40 residues from the NS2B cofactor linked to the 180 residues N-terminal residues of NS3) and tripeptide fluorogenic [51] or chromogenic [59] substrates lead to quantitative studies of peptide-based protease inhibitors [59, 60] Preliminary functional group substitution studies identified boronic acid and trifluromethyl ketone derivatives with nanomolar affinities and an aldehyde derivative with a low micromolar affinity [61] ( Table 2) . Structure-activity relationships with aldehyde-based peptide inhibitors highlighted the relative importance of the P2 side chain to substrate binding [62] .
X-ray crystal structures of the dengue NS3 protease (PDB identifier 1BEF) [63] and of the NS3 protease complexed with the mung-bean Bowman-Birk inhibitor (PDB identifier 1DF9) [64] provided an initial structural basis to understand NS3 protease function (Fig. 6A, C) . Although these structures did not represent the active form of the enzyme, they were successfully used in structurebased calculations to identify small molecule protease inhibitors ( Table 2 ) [65, 66] . Recently, the structure of active dengue NS2B-NS3 protease was determined (Fig. 6B, D ) [67, 68] . Although the protease catalytic site residues (His51, Asp75, Ser131) were arranged similarly in the NS3 and NS2B-NS3 crystal structures, numerous large conformational differences were evident (Fig. 6) . For instance, overlaying the catalytic regions of the two structures resulted in positional differences of 14 Å and 35 Å for Leu31 and Asn119, respectively (Fig. 6) . Of relevance to dengue protease inhibitor design are the large differences in the substrate-binding region between the two structures (Fig. 6) . The S1 site within the NS3 substrate-binding region formed a deep pocket that could accommodate long positively charged P1 sidechains of the substrate (Fig. 6C) . However, in the NS2b-NS3 structure, the S1 site forms only a shallow depression (Fig. 6D) . Structure-based drug discovery approaches must consider the differences between the NS3 and NS2B-NS3 structures since small molecules may interact differently with the active sites of NS3 and NS2B-NS3 (Fig. 7) [69].
OTHER STRATEGIES FOR DENGUE ANTIVIRAL DRUG DISCOVERY
Structure-based approaches, although the focus of this review, are not the only methods available to discover dengue antiviral compounds. Alternative approaches include modulating the host immune response, high-throughput screening (HTS) using virus replication cell-based assays, or HTS specifically targeting viral morphogenesis [70] , the 3' UTR [71] , virus absorption [72] , or assembly and maturation [73] . A challenge for inhibitors discovered with virus replication cell-based HTS is determining the mechanism of Comparison of the dengue NS3 protease [63] and the dengue NS2B-NS3 protease [68] . Ribbon diagram representation of (A) NS3 and (B) NS2B-NS3 proteins. The conformation changes between the two structures shifts leucine 31 (L31) and asparagine 119 (N119) by 14 Å and 35 Å, respectively. Molecular surface diagrams for (C) NS3 and (D) NS2B-NS3. Arrows point to the substrate binding P1 pocket to highlight the differences in the structure of the binding pocket in the two structures. (E) Superposition of NS3 and NS2B-NS3 catalytic sites demonstrated that this region was similarly structured in the two proteins. Catalytic residues His51, Asp75 and Ser131 were colored grey and red in the NS3 and NS2B-NS3 structures, respectively.
inhibition. Testing natural products identified several lead compounds that inhibit DENV replication in cell culture [74] [75] [76] [77] , with the components of fingerroot (Boesenbergia rotunda) reported to inhibit the DENV protease with a M inhibition constant [74] . A very general strategy utilizes compounds identified from other viral studies and tests them for inhibitory activity against dengue replication. There have been few discovery successes utilizing these various strategies, and to our knowledge no leads have progressed to clinical trials. Fig. (7) . Comparison of a previously identified WNV inhibitor [69] docked to the molecular surface of (A) DENV NS3 and (B) NS2B-NS3. The NS3 protein molecular surface was colored orange. Molecular surface corresponding to the NS2B and NS3 protein chains of NS2B-NS3 were colored blue and green, respectively. Catalytic residues His51, Asp75 and Ser131 were colored grey and red in the NS3 and NS2B-NS3 structures, respectively.
Viral proteases are a primary target for antiviral discovery since they are common to most viruses and generally important for efficient replication [57] . Although HIV protease inhibitors provide proof-of-principle for the development of antiviral protease inhibitors [57, 58] , human rhinovirus [78] and hepatitis C virus [79] protease inhibitors have also entered clinical trials. In spite of these successes, very few antivirals have been approved for human use.
The remainder of this paper focuses on recent improvements to structure-based computational approaches for drug discovery, with an emphasis on targeting the dengue protease. As additional virus protein structures become available, improved computational methods will be needed to efficiently translate structural information to potential antiviral drugs. Moreover, these improved computational approaches and associated high-performance computer resources need to become increasingly available to biomedical researchers.
OVERVIEW OF COMPUTATIONAL METHODS FOR DRUG DISCOVERY
Detailed structural information is becoming increasingly available for the dengue virus proteins (Fig. 5) . Since these proteins are required for virus infectivity and replication, structure-based computational approaches [80] [81] [82] offer an attractive strategy for the discovery and optimization of dengue antiviral drugs. Moreover, new computational approaches promise to improve the effectiveness of current structure-based calculations.
Virtual screening is a powerful structure-based drug discovery approach that systematically examines each molecule within a chemical compound databases to identify those molecules that maximize a desired pharmacological profile (e.g., binding energy to an enzyme active site). The necessary components of a virtual screening calculation include a database or library of defined chemical compounds (or pharmacophores), a target macromolecule of known three-dimensional structure, a defined region on the macromolecule to restrict the chemical space being exa-mined, and a docking program that exhaustively examines conformational space of each molecule in the database and assigns each conformation a quantitative score based on a specified property (e.g., binding).
COMPOUND DATABASES
These are virtual collections of defined chemical compounds or pharmacophores that contain hundreds to millions of entries. Some examples include the noncommercial ZINC database [83] 
Compound databases generally include diverse sets of chemicals. Prior to use in virtual screening applications, these databases are typically filtered to remove compounds with undesirable properties. One filtering approach is to restrict the database to compounds that follow Lipinski's "rule of 5" for "drug-like" compounds [85] . These empirical "rules" reflect chemical properties that were generally common amongst many drugs approved and marketed in the United States in early 2000. Lipinski's "drug-like" properties associated with solubility and permeability included molecular weight 500 Da., log P 5, hydrogen bond donors 5, and hydrogen bond acceptors 10. Alternative or additional filtering options include "lead-like" compounds [86] [87] [88] , vendor source, and calculated indices of adsorption, distribution, metabolic, excretion, toxicity (ADMET) and/or solubility [89, 90] . However, calculated ADMET and solubility indices typically correlate poorly with experimental properties, so these filtering criteria should be used sparingly. Although filtering a database can remove undesirable compounds, such filtering may also eliminate a unique chemical subspace (e.g., all nitro containing compounds) from the database. The reduced chemical space of the filtered database may introduce bias into the virtual screen [91] . Representative members of compounds with undesirable properties (e.g., poorly metabolized functional groups) that occupy unique chemical subspace should be retained in the database during the discovery phase and subsequently modified as part of lead optimization. Filtering criteria must be balance the advantage of reduced computational times from screening smaller focused databases with the disadvantage of overlooking potential lead compounds. An appropriate compromise may be achieved by progressively screening less restrictive, more chemically diverse, chemical libraries until suitable numbers of promising lead compounds are generated.
Pharmacophore or fragment databases contain chemical functional groups or very low molecular weight compounds, and are an alternative to chemical libraries for virtual screening applications [92] . Virtual screens with pharmacophore libraries examine a subset of the target protein binding site. In contrast, virtual screens with chemical libraries typically examine the entire binding site. Novel molecules may be generated with pharmacophore screening by connecting several promising pharmacophore moieties into a single composite molecule that retains the relative orientation of each pharmacophore, [89, 90] .
Each molecule within a chemical database must be prepared for the "docking" component of virtual screening, where docking is the automated positioning of a molecule into a defined region of a target biomolecule to maximize a desired pharmacological profile (e.g., binding). Since docking occurs in three-dimensional space, the atoms of each database molecule need defined coordinates which are obtained either experimentally from X-ray crystallography or computationally predicted from atomic connectivity and chemical formula information and programs such as CONCORD [93] or CORINA [94] . Predicted structures are typically minimized with a molecular modeling program to reduce steric interactions and geometric strain. If a docking program treats molecules as rigid entities, then additional rotamer conformations are typically enumerated for each database molecule. These rotomers expand the size of the compound database, and may restrict the number of unique compounds screened. Alternatively, the chemical database must annotate rotatable bonds for use with docking programs that treat molecules as conformationally flexible. Atom "types" and partial atomic charges may need to be included in the compound database depending on the requirements of the docking program's scoring function. Atom "typing" specifies the chemical valence of the atom and partial atomic charge specifies the charge distribution of the molecule. Atom typing and partial charge assignment are typically performed using molecular modeling or docking programs.
DRUG TARGETS
The goal of virtual screening is to discover small molecules that bind to a biomolecule and modulate its function. Proteins typically are targets for activity modulation. High-resolution three-dimensional structures specifying the coordinates of all target protein atoms are necessary for virtual screening. Structures determined by Xray crystallography or nuclear magnetic resonance (NMR) spectroscopy can be obtained experimentally or from public repositories (e.g., RCSB Protein Data Bank, www. rcsb.org/pdb). In X-ray crystal structures the resolution and individual atomic B-factors determine the accuracy of the atomic positions, while NMR structures represent an ensemble of possible conformations. If the targeted region of the protein differs between ensemble conformations, then a range of target structures is used in parallel virtual screens. Bound waters or cofactors are typically removed from the target structure if they do not impact ligand binding or protein stability. In all cases, the target protein coordinates must be augmented with atom type and partial charge information.
Experimentally determined protein structures represent an average of dynamic ensemble conformations. Moreover, many proteins undergo conformational changes upon ligand binding (termed induced fit [95] ). Thus, a single rigid structure of the protein target may not accurate reflect the underlying mechanics of protein-ligand binding. A challenge is to replace rigid protein targets in virtual screens with targets that incorporate conformational dynamics, flexibility, and induced fit. One approach uses molecular dynamics or Monte Carlo simulations to generate an ensemble of different target protein conformations, followed by parallel virtual screens for each protein conformation. More elegant, though not necessarily more accurate, approaches use "soft" docking where repulsion forces between the ligand and protein are reduced [96] , normal mode analysis docking [97] , or protein side chain flexibly.
DOCKING PROGRAMS
Docking programs automatically predict a preferred orientation (termed "pose") of a small molecule within a defined site on a target macromolecule and calculate a quantitative measure (termed "score") for each pose. Poses can be generated using either systematic or random search methods, but determination of the "best" pose is based on maximizing a scoring function that reflects a desired pharmacological profile (e.g., protein-ligand binding). Over the past 20 years, a number of commercial and noncommercial docking programs have been developed; a noncomprehensive listing of current programs include Gold [98] , FlexX [99] , EUDOC [100, 101] , Glide [102] , MolDock [103] , DOCK [104, 105] , Autodock [106, 107] , and SODOCK [108] .
Each docking program utilizes a unique scoring function (or combination of scoring functions) to rapidly approximate properties such as protein-ligand binding [109] . Common approaches to constructing scoring functions are based on empirical functions and molecular force fields. Empirical scoring functions frequently perform a weighted summing of specific interactions between ligand and target molecules, with weights and interactions derived from defined training sets. These functions can achieve good correlation between calculated scores and measured binding affinities for ligands and protein targets that are similar to those in the training set. However, these scoring functions are limited in their ability to accurately predict binding affinities for diverse sets of molecules and proteins. In contrast, molecular force fields calculate intermolecular "energies" by summing all intermolecular interactions (e.g., van der Waals, electrostatic) that occur between a ligand and protein target. The individual inter-atomic energy terms are parameterized from small molecule test systems and generally independent of a particular protein or ligand. Molecular force field-based scoring functions are dependent upon molecular conformation and inter-atomic distances, and can incorporate approximations for solvation and entropic energy. However, these latter energy terms are poorly understood and difficult to accurately calculate with static pair-wise interactions. Thus, inaccuracies in these energy terms limit the ability of force field-based scoring functions to accurately predict binding affinities. Docking programs have been developed that use combinations of empirical and force field scoring methods [110] , and this approach has been reported to perform better than docking programs using a single scoring function [111] .
HIGH PERFORMANCE COMPUTING (HPC) RESOURCES FOR DRUG DISCOVERY
Significant computer resources are required to complete virtual screens of large compound databases with exhaustive conformational space searches and complicated scoring functions. Docking simulations using Autodock4 [106, 107] executing on AMD 2.4 GHz Opteron dual core processors require ~1 hr of CPU hr to reproducibly generate poses that agree with published ligand-protein crystal structures [112] . The time required to complete a drug discovery virtual screen scales linearly with the size of the chemical database, thus even less rigorous approaches that complete individual docking simulations within a few minutes require several years of computing time to screen chemical databases containing millions of compounds.
The computational power required to perform large drug discovery virtual screens can be provided by either supercomputers (or large HPC clusters) or distributed computing resources. Modern supercomputers are collections or clusters of hundreds to thousands of interconnected processors. Fast inter-processor connections and shared memory allow processors to perform parallel calculations. Examples of these systems include Beowulf-type clusters of hundreds of identical personal computers and massively integrated systems like IBM's Blue Gene/P (>65,000 processor cores) supercomputer. In contrast, distributed (or grid) computing utilize geographically separated computers linked through relatively slow Internet connections. A distributed computing resource consists of general-purpose client computers and a designated server. Unused computing cycles are utilized on the client computers for computationally intensive tasks while the server coordinates task scheduling and data exchange with the client computers. IBM's World Community Grid (www.worldcommunitygrid. org) and BOINC (www.boinc.berkely.edu) are examples of robust global grid computing environments composed of hundred of thousands of client computers.
Supercomputer and distributed computing resources each provide advantages for drug discovery virtual screening projects. (1) Supercomputers allow efficient inter-processor communication that permit extensive parallel calculations to be performed on interdependent data. This feature can reduce the computational time of force field-based interaction energy calculations. However, virtual screening is inherently a course-grained problem where each molecule in the compound database requires independent docking calculations. These highly coarse-grained serial simulations can be efficiently performed by distributed computing systems, and supercomputers can be configured to enable their processors to essentially function as independent serial computers. In both cases, the time required to complete a drug discovery virtual screening project is inversely proportional to the number of available processors, making large grid computing environments competitive with available supercomputers. Individual supercomputer processors are generally dedicated to a single task whereas grid client computers typically execute docking calculations at lower priority than competing programs and with restricted operating hours. In a defined time interval, a supercomputer processor typically performs more calculations than a grid client processor; our experience suggests that a supercomputer processor completes 5 to 10-fold more calculations in a defined time interval than a grid client computer. (2) Supercomputers provide a uniform operating system and processor environment, which simplify code development, compilation, and optimization. In contrast, a distributed computing environment may contain several different operating systems, requiring program compilation and testing in each operating environment. Additionally, different client computer hardware configurations (e.g., random access memory, free disk space) may prevent calculations from being performed on every distributed computer. (3) Since many client computers within a distributed computing environment communicate over low-bandwidth Internet connections, data transfer between server and client computers must be designed to avoid communication bottlenecks. Comparable bandwidth concerns do not exist with supercomputers. (4) Large HPC clusters are expensive to build, maintain, operate, and upgrade. Thus, large HPC clusters and supercomputers are typically shared among hundred to thousands limited of researchers, which reduced project turnaround time. In contrast, distributed computing systems require inexpensive servers to manage data distribution and access to existing client computers (the clients' primary business functions largely subsidize maintenance, operation, and upgrade of the distributed computer grid hardware).
Clearly, both supercomputer and distributed computing environments support virtual screening calculations. The computing resource used will be dictated by costs and estimates of project completion times given the number of processors that can be accessed by the drug discovery project.
LIMITATIONS OF COMPUTATIONAL DRUG DISCOVERY
The merits of various virtual screening strategies have been addressed in a number of articles [113] [114] [115] [116] [117] , including a detailed multi-metric comparison of popular docking programs by GlaxoSmithKline researchers [118] . No program was found to significantly and consistently outperform competing programs. Moreover, the relative performance of docking program varied as a function of protein target [118] .
The general consensus appears to be that docking programs can predict poses of protein-ligand complexes that largely reproduce co-crystal structures determined by X-ray crystallography. Moreover, virtual screening can produce a reordered database that contains a higher percentage of desired compounds than the original database (i.e., virtual screening enriches the database for molecules with a desired chemical property). Unfortunately, the majority of virtual screening predicted high-affinity protein-binding compounds are false positives, since scoring functions do not accurately predict binding affinities. Extensive experimental testing of predicted inhibitors is required to identify compounds with in vitro activity. The high false positive rate of virtual screening is a significant problem when compounds need to be synthesized for experimental testing. In spite of these shortcomings, there have been some notable successes from using virtual screening to discover new antiviral compounds [119] [120] [121] .
The shortage of approved antiviral drugs underscores the need to improve drug discovery virtual screening strategies. Generally applicable scoring functions that accurately predict free energies of binding are essential to improve virtual screening [122] . Since force-field-based scoring functions can be applied to diverse bimolecular systems, they are attractive for calculating free energies of binding. Statistical mechanical approaches can calculate the enthalpic and entropic energies associated with ligand, protein, and solvent interactions, and thus provide a methodology to utilize force-field energies for free energy of binding calculations [123] .
Accurate statistical mechanical free energies of binding (SM-FEB) calculations require knowledge of the distribution of states accessible to the system. These states can be computationally explored and enumerated using molecular dynamics or Monte Carlo simulations. End point and pathway algorithms are the primary perturbation methods for performing SM-FEB. The end-point method samples a system at the beginning and end of its reaction; the energy difference between the bound and unbound states is correlated with free energy of binding. End point energies can be calculated using linear interaction energy (LIE) [124] or variants of molecular mechanics-Poisson-Boltzmann simulated annealing (MM-PBSA) [125] methods. In contrast, pathway algorithms incrementally perturb the system and calculate the overall energy change along the path between the two end states. These methods can approximate the removal of the atoms that form the binding site as in double annihilation or the decoupling of interactions. For modification of existing compounds, the transformation of one molecule to another can be simulated with chemical alchemy [126] , although the modifications are typically limited to single functional groups.
Several concerns have limited widespread use of SM-FEB methods for virtual screening. Although these methods can calculate free energies of binding for poses predicted by docking methods or experimental studies, they have not yet been adapted to perform spatial and conformational searches for optimal ligand-protein poses. Predicted free energies of binding are prone to inaccuracies unless the SM-FEB calculations sufficiently sample the full ensemble of conformational states. These calculations are computationally expensive and require powerful computer resources. Finally, since SM-FEB rely on force-fields to calculate pair-wise interactions, they are limited by the quality of the force-field used.
"DISCOVERING DENGUE DRUGS-TOGETHER" -A FORWARD-LOOKING COMPUTATIONAL PRO-JECT TO ACCELERATE DENGUE DRUG DIS-COVERY
Collaboration between IBM's World Community Grid, the University of Texas Medical Branch, and the University of Chicago established the Discovering Dengue DrugsTogether (DDD-T) distributed computing project (www. worldcommunitygrid.org/DDT) to identify compounds that inhibit dengue, West Nile (WNV), and hepatitis C (HCV) virus proteases. DDD-T is implemented in two phases that combines extensive virtual screening (Phase 1) and free energy of binding (FEB) calculations (Phase 2) to exploit the strengths of each method. Phase 1 performs virtual screens with each viral protease crystal structure screened against a large database of "commercially available" small molecules. Lowest "energy" scored poses calculated by the docking programs are passed Phase 2 for SM-FEB calculations. This integrated approach has the advantage of using virtual screening as an initial high-throughput filter to provide modest enrichment and poses and SM-FEB calculations as a strict filter to eliminate false positive leads. Proof-ofprinciple studies using lysozyme and experimentally validated inhibitors have shown that SM-FEB calculations of docked molecules can reliably differentiate between tight, medium, and weak (or non-binding) lysozyme inhibitors (Malmstrom and Watowich, personnel communication) . In the current implementation of DDD-T, ~2.2 million compounds are examined in Phase 1 and ~20,000 of the "best" scoring poses are passed to Phase 2. Although some potential small molecules inhibitors may overlooked in Phase 1, sufficiently large numbers of potential inhibitors will be examined to produce numerous promising compounds for experimental validation. To our knowledge, this is the first time a perturbation method has been used to screen thousands of compounds.
DDD-T Phase 1: Virtual Screening Methodology
The docking calculations of Phase 1 are performed using Autodock 4 [106, 107] , which employs a genetic algorithm and local minimization to identify optimal poses. Ligands are treated as non-rigid molecules with rotations allowed at non-conjugated dihedral bonds. Polar hydrogen atoms are treated explicitly and non-polar hydrogen atoms are treated with a unified atomic model. The scoring function reflects the "energy" difference between the bound and unbound state of the ligand and is calculated using force-field energies that include van der Waals, hydrogen bonding, and chargecharge (Gasteiger partial changes [127] ) interactions and implicit solvation terms. A "penalty" term, determined by the loss of the ligand's rotational and translational freedom, is included in the scoring function to approximate entropy changes upon ligand binding. Interaction and solvation energies for each atom type are pre-calculated and stored in three-dimensional lookup tables to decrease the time required to compute the scoring function. Cluster analysis is used to group similar orientations into populations since Autodock returns a multitude of predicted poses for each docking simulation; highly populated clusters more accurately represent the correct pose than a single pose with the lowest energy score [128] .
The drug targets selected for this project were crystal structures of DEN2V [63, 64, 68] , WNV [68, 129] and HCV ( [130] [131] [132] [133] [134] proteases. The project screened a small molecule library that contained 2.2 million drug-like and lead-like molecules extracted from the ZINC database [83] . This library contains predicted atomic coordinates and simple solubility (clogP) predictions for each member compound. In principle, every compound in the library is commercially available; in our experience a substantial fraction of listed compounds require chemical synthesis.
Docking parameters are adjusted to balance pose accuracy against the time required to complete a single docking simulation. With optimized parameters, each docking simulation requires ~1 hr (benchmarked on 2 GHz 32-bit processors) and generates poses that reproduce >90% of the experimental structures in a trypsin inhibitor test set; longer simulation times do not significantly improve the accuracy of the predicted poses. Each client computer within the computing grid receives a "workunit" for independent processing. Phase 1 workunits contain 5 compounds from the small molecule database and a single target protein for docking; this information is stored and transmitted in kilobyte-sized files. The five docking simulations performed by each workunit typically require less than 8 processing hours on most client computers, although significantly shorter processing times occur on powerful client computers. Completed workunits contain low-scoring poses for each compound and are returned to the parent server in kilobytesized files. These small file sizes of pre-and post-processing workunits avoid communication bottlenecks that could result from slow Internet connections. To increase the efficiency of the distributed calculations, internal benchmark control calculations are included within each workunit. These controls reduce the need for redundant workunit calculations to validate the accuracy each client computer, and effectively double the throughput of Phase 1 calculations.
Using ~20% of World Community Grid computational resources, Phase 1 of the DDD-T project can systematically screen a 2.2 million compound library against each protein target in ~10 days. A dedicated HPC cluster with ~10,000 processing units would be required to achieve similar computational throughput. Since the CPU speeds of HPC clusters and grid client computers will experience similar improvements over time, the computational throughput of World Community Grid relative to dedicated HPC clusters will be stable over time.
The poses for each compound's docking simulation are subjected to cluster analysis (1.5 Å root-mean-square deviation cutoff). From this analysis, the lowest energy pose within the largest cluster is taken as representative of the compound's bound conformation. The Autodock energy scores of these poses are used to rank-order the compound library and provide an initial enrichment of the library. Twenty thousand compounds (~1% of the original library) with the lowest energy scores are retained for the accurate free energy of binding calculations of Phase 2.
DDD-T Phase 2: SM-FEB Methodology
In Phase 2, thousands of lowest energy compounds from Phase 1 virtual screening are re-evaluated using SM-FEB calculations with conformation restraints to focus the ensemble state sampling [135] [136] [137] . Conceptually, these calculations model the binding reaction as two independent processes, namely ligand leaving the binding site and ligand entering the solvent. To reduce the computational effort, explicit inter-atomic energies are calculated for atoms within 12-15 Å of the binding site and boundary potentials are used to estimate more distant interactions. All molecules are minimized and equilibrated at the start of each process. To model the process of a ligand leaving the protein-binding site or solvent, a decoupling method is used to systematically reduce the interactions between the ligand and the protein/ water atoms. The decoupling of charge-charge, dispersion, and repulsion interactions are treated independently. Conformational restraints are also removed within the binding site. Each SM-FEB calculation is divided into dozens of independent decoupling steps, and a molecular dynamics simulation calculated for each step of each process. A weighted histogram method analyzes the molecular dynamic trajectories and calculates the free energy of each decoupling step. The Phase 2 calculations are course-grained since each free energy of binding calculation is composed of dozens of independent molecular dynamics simulations, and thousands of independent free energy of binding calculations are required to analyze compounds identified in Phase 1. Thus, Phase 2 of the DDD-T project can be efficiently executed on World Community Grid client computers.
DDD-T Computing Platform
World Community Grid is a philanthropic effort of IBM to provide distributed computing resources to projects designed to benefit humanity. Each day the ~420,000 members ( Fig. 8) and >1,000,000 distributed client computers of World Community Grid contribute ~200 years of computer processing time. During Fall 2008 this processing time contributed to five projects on World Community Grid, including "Nutritious Rice for the World", "Help Conquer Cancer", "Human Proteome Folding", "FightAIDS@Home", and "Discovering Dengue Drugs-Together". These coarsegrained projects take advantage of diverse computational methods to perform computer-aided drug discovery, image analysis, protein folding, and genome analysis.
World Community Grid uses a three-tier project management system, with the BOINC program (www. boinc.berkeley.edu) managing communication between the grid server (Tier 2) and client (Tier 3) computers. Tier 1 consists of the servers belonging to the researcher initiating the various projects. In Tier 1, researchers prepare project data for submission to the IBM World Community Grid servers (Tier 2). For the DDD-T project, ~90 days of CPU time are required to prepare the data for a virtual screen against a single target protein. Tier 2 servers package the pre-processed data from Tier 1 into workunits, distribute the workunits to the client computers (Tier 3) that form the gird, and collect and validate workunit results from client computers. After all results are validated, they are returned for Tier 1 servers for post-processing and final analysis. For the DDD-T project, >200 days of CPU time and ~0.5 TB of disk storage are required to post-process the results from a virtual screen against a single target protein. With IBM scientists controlling Tier 2 servers, the three-tier system provides a secure network for both Tier 1 researchers and Tier 3 clients.
SUMMARY
Although dengue virus is considered one of the most significant mosquito-borne pathogens that threaten global health, there are no approved antiviral drugs to combat dengue infection. Structure-based drug discovery is a promising approach to address this shortcoming given the wealth of structural information available for dengue virus proteins. Unfortunately, most structure-based drug discovery paradigms compromise accuracy of free energy predictions for computational tractability, and thus are largely inefficient and ineffective at unambiguously identifying drug leads. The two-phased approach of the Discovering Dengue DrugsTogether project combines the strengths of virtual screening and molecular dynamic free energy of binding simulations with powerful grid computing resources, to identify antiviral drug leads without extensive false positive predictions. This approach can be easily adapted to combat any pathogen or disease with known virulence factor structures. 
