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OPTIMAL LARGE-TIME BEHAVIOR OF THE
VLASOV-MAXWELL-BOLTZMANN SYSTEM IN THE WHOLE
SPACE
RENJUN DUAN AND ROBERT M. STRAIN
Abstract. In this paper we study the large-time behavior of classical solu-
tions to the two-species Vlasov-Maxwell-Boltzmann system in the whole space
R3. The existence of global in time nearby Maxwellian solutions is known from
[37] in 2006. However the asymptotic behavior of these solutions has been a
challenging open problem. Building on our previous work [12] on time decay for
the simpler Vlasov-Poisson-Boltzmann system, we prove that these solutions
converge to the global Maxwellian with the optimal decay rate of O(t−
3
2
+ 3
2r )
in L2
ξ
(Lrx)-norm for any 2 ≤ r ≤ ∞ if initial perturbation is smooth enough
and decays in space-velocity fast enough at infinity. Moreover, some explicit
rates for the electromagnetic field tending to zero are also provided.
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1. Introduction
The Vlasov-Maxwell-Boltzmann system is an important physical model to de-
scribe the time evolution of dilute charged particles (e.g. electrons and ions) under
the influence of their self-consistent internally generated Lorentz forces [33]. The
existence of global in time solutions to this Cauchy problem which are perturba-
tions of a Maxwellian equilibria is known since 2006 in [37]. The time rate of
convergence to equilibrium is an important topic in the mathematical theory of the
physical world. It has however remained an open problem to determine the large
time behavior of these solutions. In this work, we resolve this problem proving con-
vergence to Maxwellian with the optimal rate of O(t−
3
2
+ 3
2r ) in L2ξ(L
r
x)-norm with
2 ≤ r ≤ ∞ in three spatial dimensions.
R.J.D. was partially supported by the Direct Grant 2010/2011.
R.M.S. was partially supported by the NSF grant DMS-0901463, and an Alfred P. Sloan
Foundation Research Fellowship.
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1.1. Equation and reformulation. For two species of particles, the Vlasov-
Maxwell-Boltzmann system is given in its non-dimensional version as
∂tf+ + ξ · ∇xf+ + (E + ξ ×B) · ∇ξf+ = Q(f+, f+) +Q(f+, f−),
∂tf− + ξ · ∇xf− − (E + ξ ×B) · ∇ξf− = Q(f−, f+) +Q(f−, f−).(1)
It is coupled with the Maxwell system
∂tE −∇x ×B = −
∫
R3
ξ(f+ − f−)dξ,(2)
∂tB +∇x × E = 0,(3)
∇x · E =
∫
R3
(f+ − f−)dξ, ∇x ·B = 0.(4)
The initial data in this system is given as
f±(0, x, ξ) = f0,±(x, ξ), E(0, x) = E0(x), B(0, x) = B0(x).(5)
The initial data should satisfy the compatibility conditions
∇x ·E0 =
∫
R3
(f0,+ − f0,−)dξ, ∇x · B0 = 0.
Here the unknowns are f± = f±(t, x, ξ) ≥ 0 and E(t, x), B(t, x), standing for
the number densities of ions (+) and electrons (−) which have position x =
(x1, x2, x3) ∈ R3 and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3 at time t > 0, and the elec-
tromagnetic field, respectively. Q is the bilinear Boltzmann collision operator for
the hard-sphere model defined by
Q(f, g) =
∫
R3×S2
(f ′g′∗ − fg∗)|(ξ − ξ∗) · ω|dωdξ∗,
f = f(t, x, ξ), f ′ = f(t, x, ξ′), g∗ = g(t, x, ξ∗), g
′
∗ = g(t, x, ξ
′
∗),
ξ′ = ξ − [(ξ − ξ∗) · ω]ω, ξ′∗ = ξ∗ + [(ξ − ξ∗) · ω]ω, ω ∈ S2.
We will study solutions to this system which are initially perturbations of the
Maxwellian equilibrium states.
We write the normalized global Maxwellian as
M =M(ξ) = (2π)−3/2e−|ξ|
2/2.
Then we linearize around the perturbation u in the standard way
f± =M+M
1/2u±.
Denote the column vector [·, ·] as follows: f = [f+, f−], u = [u+, u−]. Then the
Cauchy problem (1), (2), (3), (4), (5) can be reformulated as
∂tu+ ξ · ∇xu+ q(E + ξ ×B) · ∇ξu− E · ξM1/2q1(6)
= Lu +
q
2
E · ξu+ Γ(u, u),
∂tE −∇x ×B = −
∫
R3
ξM1/2(u+ − u−)dξ,(7)
∂tB +∇x × E = 0,(8)
∇x ·E =
∫
R3
M1/2(u+ − u−)dξ, ∇x ·B = 0,(9)
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with initial data
u±(0, x, ξ) = u0,±(x, ξ), E(0, x) = E0(x), B(0, x) = B0(x),(10)
satisfying the compatibility condition
∇x ·E0 =
∫
R3
M1/2(u0,+ − u0,−)dξ, ∇x ·B0 = 0.
Here, q = diag(1,−1), q1 = [1,−1], and the linearized collision term Lu and the
nonlinear collision Γ(u, u) are respectively defined by
Lu = [L+u,L−u], Γ(u, v) = [Γ+(u, v),Γ−(u, v)],
with
L±u = 2M
−1/2Q(M1/2u±,M) +M
−1/2Q(M,M1/2{u± + u∓}),
Γ±(u, v) =M
−1/2Q(M1/2u±,M
1/2v±) +M
−1/2Q(M1/2u±,M
1/2v∓).
In the sequel we will study the asymptotic behavior of solutions to this system.
For the linearized collision operator L, one has the following standard facts [3].
L can be split as Lu = −ν(ξ)u +Ku, where the collision frequency is given by
ν(ξ) =
∫
R3×S2
|(ξ − ξ∗) · ω|M(ξ∗) dωdξ∗.
Notice that ν(ξ) ∼ (1 + |ξ|2)1/2. The null space of L is given by
N = span
{
[1, 0]M1/2, [0, 1]M1/2, [ξi, ξi]M
1/2 (1 ≤ i ≤ 3), [|ξ|2, |ξ|2]M1/2
}
.
The linearized collision operator L is non-positive and further −L is known to be
locally coercive in the sense that there is a constant λ0 > 0 such that [3]:
(11) −
∫
R3
uLu dξ ≥ λ0
∫
R3
ν(ξ)|{I−P}u|2dξ,
where, for fixed (t, x), P denotes the orthogonal projection from L2ξ to N .
1.2. Notations and main results. Throughout this paper, C denotes some pos-
itive (generally large) constant and λ denotes some positive (generally small) con-
stant, where both C and λ may take different values in different places. In addition,
A ∼ B means λA ≤ B ≤ 1λA for a generic constant 0 < λ < 1. For any integer
m ≥ 0, we use Hm, Hmx , Hmξ to denote the usual Hilbert spaces Hm(Rnx × Rnξ ),
Hm(Rnx), H
m(Rnξ ), respectively, where L
2, L2x, L
2
ξ are used for the case whenm = 0.
For a Banach space X , ‖ · ‖X denotes the corresponding norm, while ‖ · ‖ always
denotes the norm ‖ · ‖L2 or ‖ · ‖L2x for simplicity. We use 〈·, ·〉 to denote the inner
product over the Hilbert space L2ξ, i.e.
〈g, h〉 =
∫
R3
g(ξ)h(ξ)dξ, g = g(ξ), h = h(ξ) ∈ L2ξ,
and for simplicity, 〈·, ·〉 is also used as the inner product over L2 when there is no
possibility of confusion. For r ≥ 1, we also define the standard time-space mixed
Lebesgue space Zr = L
2
ξ(L
r
x) = L
2(R3ξ;L
r(R3x)) with the norm
‖g‖Zr =
(∫
R3
(∫
R3
|g(x, ξ)|rdx
)2/r
dξ
)1/2
, g = g(x, ξ) ∈ Zr.
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For multi-indices α = [α0, α1, α2, α3] and β = [β1, β2, β3], we denote
∂αβ = ∂
α0
t ∂
α1
x1 ∂
α2
x2 ∂
α3
x3 ∂
β1
ξ1
∂β2ξ2 ∂
β3
ξ3
.
The length of α is |α| = α0+α1+α2+α3 and the length of β is |β| = β1+β2+β3.
For simplicity, we also use ∂j to denote ∂xj for each j = 1, 2, 3.
For an integrable function g : R3 → R, its Fourier transform is defined by
ĝ(k) = Fg(k) =
∫
R3
e−2πix·kg(x)dx, x · k def=
3∑
j=1
xjkj , k ∈ R3,
where i =
√−1 ∈ C is the imaginary unit. For two complex vectors a, b ∈ C3,
(a | b) = a · b denotes the dot product over the complex field, where b is the
ordinary complex conjugate of b. Note further that we will use a subscript j in an
equation number to denote the j-th equation displayed. Precisely, for example (1)2
refers to the second equation in (1).
Given a solution [u(t, x, ξ), E(t, x), B(t, x)] to the Vlasov-Maxwell-Boltzmann
system (6)-(10), an instant full energy functional is defined as a continuous function
EN,m(t) which satisfies (12). The instant high-order energy functional EhN,m(t) is
defined similarly, satisfying instead (13). In particular we use
EN,m(t) ∼
∑
|α|+|β|≤N
‖νm2 ∂αβ u(t)‖2 +
∑
|α|≤N
‖∂α[E(t), B(t)]‖2,(12)
EhN,m(t) ∼
∑
1≤|α|≤N
‖νm2 ∂αu(t)‖2 +
∑
|α|+|β|≤N
‖νm2 ∂αβ {I−P}u(t)‖2
+
∑
1≤|α|≤N
‖∂α[E(t), B(t)]‖2+‖E(t)‖2,(13)
and we define the dissipation rate DN,m(t) as
DN,m(t) def=
∑
1≤|α|≤N
‖νm+12 ∂αu(t)‖2 +
∑
|α|+|β|≤N
‖νm+12 ∂αβ {I−P}u(t)‖2
+
∑
1≤|α|≤N−1
‖∂α[E(t), B(t)]‖2 + ‖E(t)‖2,(14)
for integers N and m. For brevity, we write EN (t) = EN,0(t), EhN(t) = EhN,0(t) and
DN (t) = DN,0(t) when m = 0. Throughout this paper we assume N ≥ 4.
From [37] and a little additional efforts about estimates of the electromagnetic
field [E(t, x), B(t, x)], we have the following existence result.
Proposition 1.1. Let [u0, E0, B0] satisfy (9) and
f0,±(x, ξ) =M+M
1/2u0,±(x, ξ) ≥ 0.
There exists EN(t) such that if EN(0) is sufficiently small, then the Cauchy prob-
lem (6), (7), (8), (9), and (10) to the Vlasov-Maxwell-Boltzmann system admits a
unique global solution [u(t, x, ξ), E(t, x), B(t, x)] with
f±(t, x, ξ) =M+M
1/2u±(t, x, ξ) ≥ 0,
and the Lyapunov inequality
(15)
d
dt
EN(t) + λDN (t) ≤ 0,
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for any t ≥ 0.
Moreover, on the basis of the above existence result, one can obtain some
velocity-weighted or high-order energy inequalities stated as follows.
Theorem 1.2. Suppose that all the assumptions of Proposition 1.1 hold. For any
given m = 0, 1, 2, . . ., there exists EN,m(t) such that if EN,m−1(0) is sufficiently
small and EN,m(0) is finite, then
d
dt
EN,m(t) + λDN,m(t) ≤ 0,(16)
holds for any t ≥ 0, where EN,−1(0) = EN (0) is set and λ may depend on m. In
addition, if EN (0) is sufficiently small, then there is EhN(t) = EhN,0(t) such that
(17)
d
dt
EhN (t) + λDN (t) ≤ C(‖ν1/2∇xPu(t)‖2+‖∇x ×B(t)‖2),
holds for any t ≥ 0.
From the proof later on, the above nonlinear energy estimates together with
the time-decay estimates on the linearized non-homogeneous system indeed lead to
optimal time-decay rates of the instant energy functionals EN,m(t) m = 0, 1, 2, · · ·
and EhN (t) under some additional regularity and integrability conditions on initial
data. Precisely, our main results in this paper are stated as follows. Set ǫj,m as
(18) ǫj,m
def
= Ej,m(0) + ‖u0‖2Z1 + ‖[E0, B0]‖2L1 ,
for integers j and m.
Theorem 1.3. Let [u(t, x, ξ), E(t, x), B(t, x)] be the solution to the Cauchy problem
(6), (7), (8), (9), and (10) of the Vlasov-Maxwell-Boltzmann system obtained in
Proposition 1.1. For any fixed m = 0, 1, 2, . . ., if ǫN+2,m∨1 is sufficiently small
where m ∨ 1 def= max{m, 1}, then
(19) EN,m(t) ≤ CǫN+2,m(1 + t)− 32 ,
holds for any t ≥ 0. In addition, if ǫN+5,1 is sufficiently small then
(20) EhN (t) ≤ CǫN+5,1(1 + t)−
5
2 ,
holds for any t ≥ 0.
Furthermore, we have the optimal decay rate in the Lr norm for any 2 ≤ r ≤ ∞:
Corollary 1.4. Let [u(t, x, ξ), E(t, x), B(t, x)] be the solution to the Cauchy problem
(6), (7), (8), (9), and (10) of the Vlasov-Maxwell-Boltzmann system obtained in
Proposition 1.1. Suppose that ǫ9,1 and ǫ8,2 are sufficiently small, then for any
2 ≤ r ≤ ∞, we have the following estimates for any t ≥ 0:
‖u(t)‖Zr + ‖B(t)‖Lrx ≤ C(1 + t)−
3
2
+ 3
2r ,(21)
‖{I−P}u(t)‖Zr + ‖〈[1,−1]M1/2, u(t)〉‖Lrx + ‖E(t)‖Lrx ≤ C(1 + t)−
3
2
+ 1
2r .(22)
Remark 1.5. From Theorem 3.1, which proves the time decay rates of the linearized
system, the solution [u,E,B] to the linearized homogeneous Vlasov-Maxwell-Boltzmann
system satisfies
(23) ‖∇mx u(t)‖+ ‖∇mx [E(t), B(t)]‖ ≤ C(1 + t)−
3
4
−m
2 ,
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for any t ≥ 0, where m ≥ 0 is an integer, C depends on the initial data, and the
initial data is smooth enough and decays fast enough in x, ξ at infinity. By applying
further the optimal Sobolev inequality as in (122) and interpolation, (23) implies
‖u(t)‖Zr + ‖[E(t), B(t)]‖Lrx ≤ C(1 + t)−
3
2
+ 3
2r
for any t ≥ 0, where 2 ≤ r ≤ ∞. Thus, for the nonlinear system, the time decay
rate in (21) for u and B is the same as the above one in the linearized case, and
the faster time decay rate in (22) for {I−P}u, 〈[1,−1]M1/2, u(t)〉 and E(t) is due
to the special structure of the Vlasov-Maxwell-Boltzmann system. On the other
hand, when the electromagnetic field disappears, the spectral analysis as in [46] for
the one-species Boltzmann equation in the hard sphere case shows
‖∇mx et(−ξ·∇x+L)u0‖ ≤ C(1 + t)−
3
2
( 1
p
− 1
2
)−m
2 (‖u0‖Zp + ‖∇mx u0‖)
for any t ≥ 0, where m ≥ 0 is an integer and 1 ≤ p ≤ 2. Thus, the time decay rate
of u in (21) given by
‖u(t)‖Zr ≤ C(1 + t)−
3
2
+ 3
2r , 2 ≤ r ≤ ∞,
is optimal in the sense that it is the same as in the cases of the Boltzmann equation
without any force and of the linearized Vlasov-Maxwell-Boltzmann system.
Notice here that the electric field decays faster than the magnetic field in Lrx with
2 ≤ r <∞. Indeed recall that the pure homogeneous Maxwell’s equations usually
conserves the energy. Thus the decay of these terms is truly a non-linear effect
which results from the coupling with the Boltzmann equation. The same feature
has been observed in [8] for a study of the Euler-Maxwell system with relaxation,
where the Green’s function of the linearized system is presented in detail and thus
leads to the optimal large time behavior of each component in the solution.
1.3. Literature, new ideas, and future possibilities. It was pointed out by
Villani in [47], that there exist general structures in which the interaction between
a conservative part and a degenerate dissipative part will lead to convergence to
equilibrium; this property has been called hypocoercivity. This paper provides a
concrete example of hypocoercivity for the nonlinear two-species Vlasov-Maxwell-
Boltzmann system in the framework of perturbations. We notice that the general
theoretical framework in [47] can not be directly applied here. On the other hand,
we hope to further develop the hypocoercivity theory in the future to include some
degenerately dissipative kinetic equation coupled with a class of hyperbolic systems.
There has been extensive investigations on the rate of convergence for the non-
linear Boltzmann equation or related spatially non-homogeneous kinetic equations
with relaxations. In what follows let us mention some of them. In the context of
perturbed solutions, the first result was given by Ukai [45], where the spectral gap
analysis was used to obtain the exponential rates for the Boltzmann equation with
hard potentials on torus. The results in [45] were improved by Ukai-Yang [46] in
order to consider existence of time-periodic states in the presence of time-periodic
sources, which was later extended by Duan-Ukai-Yang-Zhao [16] to the case with
time-periodic external forcing by using the energy-spectrum method; see also [15]
for a summary of general applications of the energy-spectrum method when some
given small external forcing occurs. Recently, Strain-Guo [42] developed a weighted
energy method to get the exponential rate of convergence for the Boltzmann equa-
tion and Landau equation with soft potentials on the torus. Earlier but along the
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same line of research, Strain-Guo [41] developed a general theory of polynomial
decay rates up to any order in a unified framework and applied it to four kinetic
equations, the Vlasov-Maxwell-Boltzmann System, the relativistic Landau-Maxwell
System, the Boltzmann equation with cutoff soft-potentials and the Landau equa-
tion all on the torus.
Another tool is entropy method which has general applications in the exis-
tence theory for nonlinear equations. By using this method as well as the elabo-
rate analysis of functional inequalities, time-derivative estimates and interpolation,
Desvillettes-Villani [4] obtained first the almost exponential rate of convergence
of solutions to the Boltzmann equation on torus with soft potentials for large ini-
tial data under the additional regularity conditions that all the moments of f are
uniformly bounded in time and f is bounded in all Sobolev spaces uniformly in
time. See Villani [47] for extension and simplification of results in [4] still con-
ditionally to smoothness bounds by further designing a new auxiliary functional.
Notice that [41] provided a very simple proof of [4] for the unconditional pertur-
bative regime. Recently, by finding some proper Lyapunov functional defined over
the Hilbert space, Mouhot-Neumann [35] obtained the exponential rates of con-
vergence for some kinetic models with general structures in the case of torus; see
also [47] for the general study. An extension of [35] to models with a single mass
conservation law in the presence of some confining potential forces was given by
Dolbeault-Mouhot-Schmeiser [7]. Recently, Duan [11] developed a general method
to deal with a class of linear degenerately dissipative kinetic equations with or
without confining forces even when several physical conservation laws are present,
specifically the linear Boltzmann equation with a parabolic confining force included.
We remark that some ideas in [11] for finding the dissipation of all the macroscopic
components of the kinetic equation will be essentially used in the proof of our main
results of this paper.
Besides those methods mentioned above for the study of rates of convergence,
the method of Green’s functions was also founded by Liu-Yu [32] to expose the
pointwise large-time behavior of solutions to the Boltzmann equation in the full
space R3.
In addition, concerning the Vlasov-Poisson-Boltzmann system, Glassey-Strauss
[18] studied the essential spectra of the solution operator and they [17] also used
the method of thirteen moments by Kawashima [29] to obtain the exponential time-
decay rates of solutions on torus. A slow time-decay rate for the solution in the
whole space was obtained by Yang-Zhao [49] on the basis of the pure energy method
and a time differential inequality. Notice the series of works [9, 10, 13] investigating
solution spaces without initial layer. Then Duan-Strain [12] obtained the optimal
time-decay rates of solutions to the one-species Vlasov-Poisson-Boltzmann system
in R3. The key of the method to study hypocoercivity provided by [12] is to carefully
capture the full dissipation of the perturbed macroscopic system of equations with
the hyperbolic-parabolic structure, which is in the same spirit of the Kawashima’s
work [28]. For the linearized time-decay analysis, instead of using the compensa-
tion function as in [28, 29], the main idea of [12, 11] is to design some interactive
functionals in order to take care of the dissipation of the degenerate part in the
solution.
Here, we mention that if there is no collisional effects as in the Vlasov-Poisson
system, then the so-called Landau damping comes out. This was recently studied by
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Mouhot-Villani [36] on torus, where it was shown that even though in the absence
of kinetic relaxation, in the analytic regime the solution still converges weakly to
large-time states determined by the initial data and the nonlinear system itself.
For the more intricate Vlasov-Maxwell-Boltzmann system, which includes the
hyperbolic coupling, as mentioned before, rapid polynomial time decay up to any
order on the torus (for the solutions from [24]) was shown in Strain-Guo [41].
Different from the case of torus, solutions in the whole space are dispersive and
hence only the slower polynomial time decay is expected as in [12]. Moreover,
because of the weaker dissipative property of the Maxwell equations than in the
case of the Poisson equation [12], it is difficult to study the large-time behavior of
solutions to the Vlasov-Maxwell-Boltzmann system in the whole space.
Finally, we also mention some of the results on the existence theory of the simpler
Vlasov-Poisson-Boltzmann system and related kinetic equations: global existence
of renormalized weak solutions with large initial data was studied in [6, 5, 34],
global existence of classical solutions near Maxwellians can be found in [31, 30, 48],
[23, 21, 37] and [9, 13], and global existence of solutions near vacuum was shown in
[22, 14]. We anticipate that the time derivatives may be removed from the existence
theory [37] and our main results herein using methods from [27, 9].
To obtain the results from this paper in Theorem 1.2, Theorem 1.3, and Corollary
1.4 the starting point is our first paper [12] and the existence theorem from [37].
There are additionally several new ingredients which we expect can be useful in
a number of other contexts, some of which we list after explaining the key new
elements in our proof just now. First of all, from the hyperbolic nature of Maxwell
equations it seems to be necessary to lose a derivative in estimates of the dissipation
rate for the electro-magnetic field. This makes it very difficult to prove time decay
without paying the price of extra derivatives. This problem is also present in the
case of the torus [41], but it is much more problematic in the whole space because
the dissipation is necessarily dramatically weaker [37]. To surmount this difficulty
in the whole space, we first spend some time developing a new pointwise time-
frequency Lyapunov functional which measures directly the weak dissipation (and
spatial derivative loss) of the full Vlasov-Maxwell-Boltzmann system; this is given
in Theorem 3.5. Here new estimates are developed to measure the macroscopic
dissipation and the very weak electro-magnetic dissipation in the whole space by
introducing two interactive time-frequency functionals,
E(1)int (t, k), E(2)int (t, k),
which are defined by (53) and (67), respectively. After this we can make use of
the usual frequency splitting method in Section 3.3 in order to take advantage of
the weak dissipation and prove the linear decay which is stated in Theorem 3.1.
We furthermore discuss a new time-frequency (time-derivative) splitting method
in Remark 3.6 which is related to the general derivative loss phenomena. For the
low frequency part, the solution decays like the heat kernel, while for the high
frequency part, it decays in time with the algebraic rates of any order as long
as initial data is regular enough in space variable. We are optimistic that this
approach can be useful in other hyperbolic or mixed hyperbolic-parabolic systems
where derivative loss is present. For the study of some macroscopic systems with
this kind of regularity-loss property, we here mention the recent work [25, 26, 44]
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by Kawashima and his collaborators. Another new point is to introduce the time-
weighted method to handle the time-decay rates of the full instant energy functional,
which seems necessary because of the regularity-loss property of the electromagnetic
field. Furthermore, to obtain the optimal time decay rates in Lrx with 2 ≤ r ≤ ∞
for the separate components of the solution as stated in Corollary 1.4 we use an
optimized Sobolev inequality as in (122).
To finish we mention some expected future applications of these methods. As
a result of scaling and the Lorentz invariant Maxwell equations, a very physically
relevant collision kernel to apply when the kinetic equation is coupled with its inter-
nally generated electromagnetic forces is the relativistic Landau-Maxwell system,
for which the existence theory is known from [40]. We expect that with a suitable
relativistic modification of the moment equations in Section 2, then the methods
in this paper and [12] can be used to observe that the all of results herein with
the same conclusions can be obtained for the relativistic Landau-Maxwell system
in the whole space. The details of this approach would be quite complicated and
interesting to carry out.
Additionally we expect that the methods developed in this paper and [12] can be
useful in several other physical contexts. In particular one should be able to com-
bine the methods from [41] with our methods here to obtain optimal convergence
rates for the relativistic Boltzmann equation with soft potentials [38] in the whole
space. More recently, a global existence theory has been developed for perturba-
tive solutions to the Boltzmann equation without the angular cut-off assumption
for the full range of inverse power-law potentials on the torus [20, 19]. The meth-
ods used there yield exponential decay for hard and moderately soft potentials
(γ + 2s ≥ 0), as well as “almost exponential decay” for the softest potentials. The
methods developed in this paper and [41, 12] have also been quite useful in obtain-
ing the optimal decay rates in the whole space for the these solutions [20, 19] for
all of the hard and soft-potentials [39]. Finally, we would like to mention that in
the direction of the non cut-off Boltzmann equation, a study about the qualitative
properties of classical solutions, precisely, the full regularization in all variables,
uniqueness, non-negativity and the convergence rates to the equilibrium, has been
also provided by Alexandre, Morimoto, Ukai, Xu, and Yang in [1] and [2] (and the
references therein), where the optimal time decay rates for the hard potentials are
obtained by using the compensation function method developed in [29].
1.4. Organization of the paper. In Section 2, we define the macroscopic pro-
jector and derive some moment equations up to third-order. In Section 3, we prove
Theorem 3.1 about the time-decay property of solutions to the linearized Vlasov-
Maxwell-Boltzmann system with microscopic source terms. This is based on The-
orem 3.5 for the construction of a time-frequency Lyapunov functional resulting
from estimates on the microscopic dissipation, macroscopic dissipation and electro-
magnetic dissipation proved in Section 3.2. Then, the proof of Theorem 3.1 is given
in Section 3.3. In Section 4, we study some nonlinear energy estimates including
the time evolution of the equivalent velocity-weighted instant total energy and the
high-order energy to finish the proof of Proposition 1.1 and Theorem 1.2. Then in
Section 5, we use the decay of the linearized solution with nonhomogeneous source
terms together with those nonlinear energy estimates to bootstrap and obtain the
nonlinear decay. In Section 5.1 and Section 5.2, we prove Theorem 1.3. Finally in
Section 5.3, we prove Corollary 1.4.
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2. Moment equations
In this section, we begin with the representation of the macroscopic projector
P and then derive from the perturbed system some macroscopic balance laws and
high-order moment equations which are systems of first order hyperbolic equations
of the macroscopic coefficient functions coupled with the high-order moment func-
tions.
Given any u(t, x, ξ), one can write P in (11) as
(24) Pu = a+(t, x)[1, 0]M
1/2 + a−(t, x)[0, 1]M
1/2
+
3∑
i=1
bi(t, x)[1, 1]ξiM
1/2 + c(t, x)[1, 1](|ξ|2 − 3)M1/2,
since P is a projection from L2ξ ×L2ξ to N , where the coefficient functions a±(t, x),
b(t, x) ≡ [b1(t, x), b2(t, x), b3(t, x)] and c(t, x) depend on u(t, x, ξ). The expression
(24) can then be rewritten as Pu = [P+u,P−u] with
P±u = {a±(t, x) + b(t, x) · ξ + c(t, x)(|ξ|2 − 3)}M1/2.
Since the projection P is orthogonal we have∫
R3
ψ(ξ) · {I−P}u dξ = 0, ∀ψ = [ψ+, ψ−] ∈ N ,
which together with the form (24) of P imply
a± = 〈M1/2, u±〉 = 〈M1/2,P±u〉,
bi =
1
2
〈ξiM1/2, u+ + u−〉 = 〈ξiM1/2,P±u〉,
c =
1
12
〈(|ξ|2 − 3)M1/2, u+ + u−〉 = 1
6
〈(|ξ|2 − 3)M1/2,P±u〉.
In the rest of this section we will derive the equations for these macroscopic variables
and also the high-order moments as follows.
First consider the following linearized system with a non-homogeneous source
g = [g+(t, x, ξ), g−(t, x, ξ)]:
(25)

∂tu± + ξ · ∇xu± ∓ E · ξM1/2 = L±u+ g±,
∂tE −∇x ×B = −
∫
R3
ξM1/2(u+ − u−)dξ,
∂tB +∇x × E = 0,
∇x · E =
∫
R3
M1/2(u+ − u−)dξ, ∇x · B = 0.
Taking velocity integrations of (25)1 with respect to the velocity moments
M1/2, ξiM
1/2, i = 1, 2, 3,
1
6
(|ξ|2 − 3)M1/2,
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one has
∂ta± +∇x · b+∇x · 〈ξM1/2, {I± −P±}u〉 = 〈M1/2, g±〉,(26)
∂t[bi + 〈ξiM1/2, {I± −P±}u〉] + ∂i(a± + 2c)∓ Ei
+∇x · 〈ξξiM1/2, {I± −P±}u〉 = 〈ξiM1/2, g±+L±u〉,(27)
∂t
[
c+
1
6
〈(|ξ|2 − 3)M1/2, {I± −P±}u〉
]
+
1
3
∇x · b
+
1
6
∇x · 〈(|ξ|2 − 3)ξM1/2, {I± −P±}u〉 = 1
6
〈(|ξ|2 − 3)M1/2, g±+L±u〉,(28)
where we have set I = [I+, I−] with I±u = u±. Define the high-order moment
functions Θ(u±) = (Θij(u±))3×3 and Λ(u±) = (Λ1(u±),Λ2(u±),Λ3(u±)) by
(29) Θij(u±) = 〈(ξiξj − 1)M1/2, u±〉, Λi(u±) = 1
10
〈(|ξ|2 − 5)ξiM1/2, u±〉.
Further taking velocity integrations of (25)1 with respect to the above high-order
moments one has
∂t[Θii({I± −P±}u) + 2c] + 2∂ibi = Θii(l± + g±),(30)
∂tΘij({I± −P±}u) + ∂jbi + ∂ibj +∇x · 〈ξM1/2, {I± −P±}u〉
= Θij(l± + g±) + 〈M1/2, g±〉, i 6= j,(31)
∂tΛi({I± −P±}u) + ∂ic = Λi(l± + g±),(32)
where
(33) l± = −ξ · ∇x{I± −P±}u+ L±u.
Here we used the moment values of the normalized global Maxwellian M:
〈1,M〉 = 1, 〈|ξj |2,M〉 = 1, 〈|ξ|2,M〉 = 3,
〈|ξj |2|ξm|2,M〉 = 1, j 6= m,
〈|ξj |4,M〉 = 3, 〈|ξ|2|ξj |2,M〉 = 5.
Additionally to derive (31) we have used (26).
In particular, for the nonlinear system (6)-(9), the non-homogeneous source g =
[g+(t, x, ξ), g−(t, x, ξ)] takes the form of
(34) g± = ±1
2
E · ξu± ∓ (E + ξ ×B) · ∇ξu± + Γ±(u, u).
Then, it is straightforward to compute from integration by parts that
〈M1/2, g±〉 = 0,
〈ξM1/2, g±〉 = ±Ea± ± b×B±〈ξM1/2, {I± −P±}u〉 ×B
+〈ξM1/2,Γ±(u, u)〉,
1
6
〈(|ξ|2 − 3)M1/2, g±〉 = ±1
3
b ·E ± 1
3
〈ξM1/2, {I± −P±}u〉 ·E
+〈1
6
(|ξ|2 − 3)M1/2,Γ±(u, u)〉.
12 RENJUN DUAN AND R. M. STRAIN
Thus, the balance laws (26)-(28) for the general case can be re-written as
∂ta± +∇x · b+∇x · 〈ξM1/2, {I± −P±}u〉 = 0,(35)
∂t[bi + 〈ξiM1/2, {I± −P±}u〉] + ∂i(a± + 2c)∓ Ei
+∇x · 〈ξξiM1/2, {I± −P±}u〉 = ±Eia± ± [b×B]i
±[〈ξM1/2, {I± −P±}u〉 ×B]i+〈ξiM1/2,L±u+ Γ±(u, u)〉,(36)
∂t
[
c+
1
6
〈(|ξ|2 − 3)M1/2, {I± −P±}u〉
]
+
1
3
∇x · b
+
1
6
∇x · 〈(|ξ|2 − 3)ξM1/2, {I± −P±}u〉
= ±1
3
b ·E ± 1
3
〈ξM1/2, {I± −P±}u〉 ·E
+〈1
6
(|ξ|2 − 3)M1/2,L±u+ Γ±(u, u)〉.(37)
Furthermore, the system of the high-order moments (30)-(32) becomes
∂t[Θii({I± −P±}u) + 2c] + 2∂ibi = Θii(l± + g±),(38)
∂tΘij({I± −P±}u) + ∂jbi + ∂ibj +∇x · 〈ξM1/2, {I± −P±}u〉
= Θij(l± + g±), i 6= j,(39)
∂tΛi({I± −P±}u) + ∂ic = Λi(l± + g±).(40)
The difference between these and (30)-(32) is in (39) since 〈M1/2, g±〉 = 0.
We conclude this section with some remarks. The derivation of the system (30)-
(32) or (38)-(40) was initiated by [23, 21], developed for VMB in [37], and refined in
[10] by firstly introducing the high-order moment function Θ and Λ. These systems
play an essential role in the Fourier analysis of the linearized system with general
microscopic sources as in the case of the Vlasov-Poisson-Boltzmann system [12]
and even in the study of the hypocoercivity of some linear degenerately dissipative
kinetic equations [11]. In fact, they are also inspired by the earlier investigation of
solution spaces without any time derivatives for the well-posedness of the Cauchy
problem on the pure Boltzmann equation [9] and the Vlasov-Poisson-Boltzmann
system [13].
3. The linearized system with micro sources
In this section, we are concerned with time-decay properties of solutions to the
Cauchy problem on the linearized Vlasov-Maxwell-Boltzmann system with micro-
scopic sources. Specifically, we state the main result in the first subsection, and
derive a Lyapunov-type inequality for pointwise time-frequency variables in the
second subsection. Temporal decay rates of the solution and its derivatives in L2-
norms are obtained under some regularity and integrability conditions on initial
data and the source terms in the last subsection.
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3.1. Time-decay properties of solutions. Consider the Cauchy problem on the
linearized system with a microscopic source g = g(t, x, ξ) = [g+, g−]:
(41)

∂tu+ ξ · ∇xu− E · ξM1/2q1 = Lu+ g,
∂tE −∇x ×B = −〈ξM1/2, u+ − u−〉,
∂tB +∇x × E = 0,
∇x ·E = 〈M1/2, u+ − u−〉, ∇x ·B = 0,
[u,E,B]|t=0 = [u0, E0, B0],
where g = {I−P}g and [u0, E0, B0] satisfies the compatibility condition
(42) ∇x ·E0 =
∫
R3
M1/2(u0,+ − u0,−)dξ, ∇x ·B0 = 0.
For simplicity, we write
U = [u,E,B], U0 = [u0, E0, B0].
Formally, the solution to the Cauchy problem (41) is denoted by
U(t) = U I(t) + U II(t),(43)
U I(t) = A(t)U0, U
I = [uI , EI , BI ],(44)
U II(t) =
∫ t
0
A(t− s)[g(s), 0, 0]ds, U II = [uII , EII , BII ],(45)
where A(t) is the linear solution operator for the Cauchy problem on the linearized
homogeneous system corresponding to (41) with g = 0. Notice that U II(t) is well-
defined because [g(s), 0, 0] for any 0 ≤ s ≤ t satisfies the compatibility condition
(42) due to the fact that Pg(s) = 0 and hence∫
R3
M1/2[g+(s)− g−(s)]dξ = 0.
For brevity, we introduce the norms ‖ · ‖Hm , ‖ · ‖Zr with m ≥ 0 and r ≥ 1 given by
(46) ‖U‖2Hm = ‖u‖2L2
ξ
(Hmx )
+ ‖[E,B]‖2Hmx , ‖U‖Zr = ‖u‖Zr + ‖[E,B]‖Lrx ,
for U = [u,E,B], and we set L2 = H0 as usual. The main result of this section is
stated as follows.
Theorem 3.1. Let 1 ≤ r ≤ 2, ℓ ≥ 0, and let m ≥ 0 be an integer. Suppose that
(42) and Pg = 0 hold. Assume that U is defined in (43), (44) and (45) as the
solution to the Cauchy problem (41). Then, the first part U I corresponding to the
solution of the linearized homogeneous system satisfies
(47) ‖∇mx U I(t)‖L2 ≤ C(1 + t)−
3
2
( 1
r
− 1
2
)−m
2 ‖U0‖Zr + C(1 + t)−
ℓ
2 ‖∇m+ℓx U0‖L2 ,
for any t ≥ 0, and the second part U II corresponding to the solution of the linearized
nonhomogeneous system with vanishing initial data satisfies
(48) ‖∇mx U II(t)‖2L2 ≤ C
∫ t
0
(1 + t− s)−3( 1r− 12 )−m‖ν−1/2g(s)‖2Zrds
+ C
∫ t
0
(1 + t− s)−ℓ‖ν−1/2∇m+ℓx g(s)‖2 ds,
for any t ≥ 0. Here, if ℓ is not integer, ∇ℓx is regarded as the fractional spatial
derivative in terms of the Fourier transform.
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The above theorem shows that solutions to the linearized homogeneous Vlasov-
Maxwell-Boltzmann system decays in time with explicit rates whenever the initial
data has enough integrability and regularity. In fact, in (47), the first term on the
r.h.s. is generated by the lower-frequency part of solutions for which time rates are
consistent with those of the classical heat equation, while the second term results
from the high-frequency part of solutions for which higher regularity of initial data
implies faster time decay rates. The Maxwell equations of the electromagnetic field
are essentially responsible for temporal rates with extra initial regularity. This
kind of phenomenon does not happen to the case of the Vlasov-Poisson-Boltzmann
system [12], where the second term on the r.h.s. of (47) disappears. On the other
hand, this behavior is consistent with the Vlasov-Maxwell-Boltzmann system on the
torus [41]. In fact, from the proof of Theorem 3.1 later, it is easy to see that the
first term on the r.h.s. of (47) should disappear if the spatial domain is the torus,
because this term results from the estimates on the low frequency part of solutions
and it is also noticed that the frequency variable k takes the discrete values for the
torus case. Thus, our proof for Theorem 3.1 can provide a better understanding of
the time-decay property of the Vlasov-Maxwell-Boltzmann system at the linearized
level for both the whole space R3 and the torus T3 cases.
The strategy for the proof of Theorem 3.1 is to construct a time-frequency Lya-
punov functional E(t, k) corresponding to the Fourier transform of the system (41)
such that the functional is not only equivalent with the energy-type norm
‖uˆ(t, k)‖2L2
ξ
+ |Eˆ(t, k)|2 + |Bˆ(t, k)|2,
but also its dissipation rate can be characterized by the functional itself; see Theo-
rem 3.5. Indeed, the dissipation rate is proportional to the above energy-type norm
with coefficient
p(k) =
λ|k|2
(1 + |k|2)2 .
Once the Lyapunov-type inequality of E(t, k) is obtained for pointwise time-frequency
variables, time-decay of solutions in the physical space follows from the analysis of
the frequency integration over low and high frequency domains for which p(k) has
the different pointwise behaviors.
3.2. A time-frequency Lyapunov inequality. In this subsection, we shall con-
struct the desired time-frequency Lyapunov functional as motioned before. The
proof will be carried out along the similar line as in [12], but additional efforts need
to be made to take care of the weak dissipation of the electromagnetic field.
3.2.1. Estimate on the micro dissipation. The first step for the construction of the
time-frequency Lyapunov functional is to obtain the micro dissipation on the basis
of the coercivity property (11) of −L. For simplicity, here and in the sequel, write
G = 〈ξM1/2, u+ − u−〉. Then,
G = 〈[ξ,−ξ]M1/2, {I−P}u〉 = 〈ξM1/2, {I−P}u · q1〉.
Thus, (41)1-(41)4 also reads
∂tu+ ξ · ∇xu− E · ξM1/2q1 = Lu+ g,
∂tE −∇x ×B = −G,
∂tB +∇x × E = 0,
∇x ·E = a+ − a−, ∇x · B = 0.
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Taking the Fourier transform in x gives
(49)

∂tuˆ+ iξ · kuˆ− Eˆ · ξM1/2q1 = Luˆ+ gˆ,
∂tEˆ − ik × Bˆ = −Gˆ,
∂tBˆ + ik × Eˆ = 0,
ik · Eˆ = ̂a+ − a−, k · Bˆ = 0.
Then equation (49)1 implies
1
2
∂t‖uˆ‖2L2
ξ
− Re
∫
R3
(Luˆ | uˆ)dξ − Re(Eˆ | Gˆ) = Re
∫
R3
(gˆ | uˆ)dξ.
We now use the vector identity
(−ik × Bˆ | Eˆ) + (ik × Eˆ | Bˆ) = 2iRe (k × Eˆ | Bˆ),
to observe from (49)2-(49)3 that
1
2
∂t(|Eˆ|2 + |Bˆ|2) + Re(Gˆ | Eˆ) = 0.
Since (Eˆ | Gˆ) and (Gˆ | Eˆ) have the same real part, taking a summation of these
two equalities gives
1
2
∂t
(
‖uˆ‖2L2
ξ
+ |Eˆ|2 + |Bˆ|2
)
− Re
∫
R3
(Luˆ | uˆ)dξ = Re
∫
R3
(gˆ | uˆ)dξ.
From (11) and g = {I−P}g, one has
(50) ∂t
(
‖uˆ‖2L2
ξ
+ |Eˆ|2 + |Bˆ|2
)
+ λ
∫
R3
ν(ξ)|{I−P}uˆ|2dξ ≤ C‖ν−1/2g‖2L2
ξ
,
where we have used Cauchy’s inequality in the form
Re
∫
R3
(gˆ | uˆ)dξ = Re
∫
R3
(gˆ | {I−P}uˆ)dξ ≤ C
λ
‖ν−1/2gˆ‖2L2
ξ
+ λ‖ν1/2{I−P}uˆ‖2L2
ξ
,
for a properly small constant 0 < λ < λ0.
Here, we remark that equation (50) is the main estimate for the construction
of the time-frequency Lyapunov functional E(t, k). However, notice that for this
time, the macroscopic part Puˆ and Eˆ, Bˆ are not included in the dissipation rate of
(50). Next, based on the macroscopic balance laws and high-order moment equation
obtained in Section 2, we shall introduce some interactive functional to capture the
rest of the dissipation rate related to Puˆ and Eˆ, Bˆ.
3.2.2. Estimate on the macro dissipation. Let us apply those computations in Sec-
tion 2 to the system (41)1-(41)4. Taking the mean value of every two equations
with ± sign for (26), (27), (28) and noticing Pg = 0, one has
(51)

∂t
(
a+ + a−
2
)
+∇x · b = 0,
∂tbi + ∂i
(
a+ + a−
2
+ 2c
)
+
1
2
3∑
j=1
∂jΘij({I−P}u · [1, 1]) = 0,
∂tc+
1
3
∇x · b + 5
6
3∑
i=1
∂iΛi({I−P}u · [1, 1]) = 0,
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for 1 ≤ i ≤ 3, where moment functions Θ(·) and Λ(·) are defined in (29), and we
used the following facts
〈M1/2, g±〉 = 〈([1, 0] + [0, 1])M1/2, g〉 = 0,
〈ξiM1/2, g+ + g−〉 = 〈[ξi, ξi]M1/2, g〉 = 0, 1 ≤ i ≤ 3,
〈1
6
(|ξ|2 − 3)M1/2, g+ + g−〉 = 〈[|ξ|2, |ξ|2]M1/2, g〉 = 0,
due to Pg = 0 and likewise for Lu = [L+u,L−u] due to PLu = 0. Similarly, it
follows from (30), (31) and (32) that
(52)

∂t
[
1
2
Θij({I−P}u · [1, 1]) + 2cδij
]
+∂ibj + ∂jbi =
1
2
Θij((l+ + l−) + (g+ + g−)),
1
2
∂tΛi({I−P}u · [1, 1]) + ∂ic = 1
2
Λi((l+ + l−) + (g+ + g−)),
for 1 ≤ i, j ≤ 3, where l± is still defined in (33), and δij denotes as usual the
Kronecker delta.
Lemma 3.2. There is a time-frequency functional E(1)int (t, k) defined by
E(1)int (t, k) =
1
1 + |k|2
3∑
i=1
1
2
(ikicˆ | Λi({I−P}uˆ · [1, 1]))
+
κ1
1 + |k|2
3∑
i,j=1
(ikibˆj + ikj bˆi | 1
2
Θij({I−P}uˆ · [1, 1]) + 2cˆδij)
+
κ2
1 + |k|2
3∑
i=1
(
iki
aˆ+ + aˆ−
2
| bˆi
)
,(53)
with two properly chosen constants 0 < κ2 ≪ κ1 ≪ 1 such that
(54) ∂tReE(1)int (t, k) +
λ|k|2
1 + |k|2
(
| ̂a+ + a−|2 + |bˆ|2 + |cˆ|2
)
≤ C(‖{I−P}uˆ‖2L2
ξ
+ ‖ν−1/2gˆ‖2L2
ξ
),
holds for any t ≥ 0 and k ∈ R3.
Proof. The proof can be found in [11, Lemma 4.1]. Although [11, Lemma 4.1]
studies the pure Boltzmann equation without force terms our case is directly similar.
It follows from (51) and (52), which are otherwise not used in the sequel. 
In order to further obtain the dissipation rate related to aˆ± from the formula
|aˆ+|2 + |aˆ−|2 = |
̂a+ + a−|2
2
+
| ̂a+ − a−|2
2
,
we need to consider the dissipation of ̂a+ − a−. For that, taking difference of
two equations with ± sign for (26), (27) and also noticing Pg = 0 which implies
〈M1/2, g±〉 = 0, one has
∂t(a+ − a−) +∇x ·G = 0,(55)
∂tG+∇x(a+ − a−)− 2E +∇x ·Θ({I−P}u · q1)(56)
= 〈[ξ,−ξ]M1/2, g + L{I−P}u〉.
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Note that here and hereafter (∇x ·Θ)j (·) = ∂iΘij(·). Together with
(57) ∇x ·E = a+ − a−,
one has the following lemma.
Lemma 3.3. For any t ≥ 0 and k ∈ R3, it holds that
(58)
∂tRe(Gˆ | ik ̂(a+ − a−))
(1 + |k|2) + λ| ̂a+ − a−|
2 ≤ C(‖{I−P}uˆ‖2L2
ξ
+ ‖ν−1/2gˆ‖2L2
ξ
).
Proof. In fact, taking the Fourier transform in x for (55), (56) and (57) gives
(59)

∂t ̂(a+ − a−) + ik · Gˆ = 0,
∂tGˆ+ ik ̂(a+ − a−)− 2Ê + ik ·Θ({I−P}uˆ · q1)
= 〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉,
ik · Eˆ = ̂a+ − a−.
On one hand, notice from (59)3 that
(ik ̂(a+ − a−)− 2Ê | ik ̂(a+ − a−)) = (|k|2 + 2)| ̂a+ − a−|2.
On the other hand, it follows from (59)2 that
(ik ̂(a+ − a−)− 2Ê | ik ̂(a+ − a−))
= (−∂tGˆ− ik ·Θ({I−P}uˆ · q1)+〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉 | ik ̂(a+ − a−))
= −∂t(Gˆ | ik ̂(a+ − a−)) + (Gˆ | ik∂t ̂(a+ − a−))
−(ik ·Θ({I−P}uˆ · q1)−〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉 | ik ̂(a+ − a−)).
Combining the above two equations and using (59)1, one has
∂t(Gˆ | ik ̂(a+ − a−)) + (2 + |k|2) | ̂a+ − a−|2
= (Gˆ | k k·Gˆ)−(ik·Θ({I−P}uˆ·q1)−〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉 | ik ̂(a+ − a−)).
It follows using Cauchy’s inequality that
∂tRe(Gˆ | ik ̂(a+ − a−)) + λ(1 + |k|2)| ̂a+ − a−|2
≤ |k · Gˆ|2 + C|k ·Θ({I−P}uˆ · q1)|2+C|〈[ξ,−ξ]M1/2, gˆ〉|2
+C|〈[ξ,−ξ]M1/2,L{I−P}uˆ〉|2
≤ C(1 + |k|2)‖{I−P}uˆ‖2L2
ξ
+C‖ν−1/2gˆ‖2L2
ξ
.
Therefore, (58) holds by further dividing the above estimate by 1 + |k|2. Lemma
3.3 is proved. 
Notice that from (57), the dissipation rate in (58) can be rewritten as
| ̂a+ − a−|2 = |k · Eˆ|2 = |k|2|k˜ · Eˆ|.
Here and in the sequel, we always denote k˜ = k/|k| for |k| 6= 0. Therefore, for this
time, the dissipation rate for k˜ × Eˆ and k˜ × Bˆ is still not included. Actually, they
can be recovered from the Maxwell equations of the electromagnetic field as well as
the evolution equation (56) of the linear coupling term G
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3.2.3. Estimate on the electromagnetic dissipation. As mentioned before, we now
devote ourselves to obtaining the dissipation rate related to k˜× Eˆ and k˜× Bˆ in the
following
Lemma 3.4. For any t ≥ 0 and k ∈ R3 it holds that
(60) ∂t
(
Re(−ik × Bˆ | Eˆ)− |k|2Re(Gˆ | Eˆ)
(1 + |k|2)2
)
+ λ
|k × Bˆ|2
(1 + |k|2)2
+
|k|2
(1 + |k|2)2 |k · Eˆ|
2 +
λ|k|2
(1 + |k|2)2 |Eˆ|
2 ≤ C(‖{I−P}uˆ‖2L2
ξ
+ ‖ν−1/2gˆ‖2L2
ξ
).
Proof. Recall the Fourier transform in x for the Maxwell system
(61)

∂tEˆ − ik × Bˆ = −Gˆ,
∂tBˆ + ik × Eˆ = 0,
ik · Eˆ = ̂a+ − a−, k · Bˆ = 0.
It follows that
|k × Bˆ|2 = (ik × Bˆ | ∂tEˆ + Gˆ)
= ∂t(ik × Bˆ | Eˆ)− (ik × ∂tBˆ | Eˆ) + (ik × Bˆ | Gˆ),
where it further holds that
− (ik × ∂tBˆ | Eˆ) = −(k × (k × Eˆ) | Eˆ) = |k × Eˆ|2.
Hence, one has the identity
∂t(−ik × Bˆ | Eˆ) + |k × Bˆ|2 = |k × Eˆ|2 + (ik × Bˆ | Gˆ),
which using Cauchy’s inequality, implies that
(62) ∂t
(
Re(−ik × Bˆ | Eˆ)
(1 + |k|2)2
)
+ λ
|k × Bˆ|2
(1 + |k|2)2 ≤
|k|2
(1 + |k|2)2 |Eˆ|
2 + C|Gˆ|2.
To control the first term on the r.h.s. of (62), one can again use (59)2 together
with (61)3 and then (61)1 to get
− ∂t(Gˆ | Eˆ) + |k · Eˆ|2 + 2|Eˆ|2
= −(Gˆ | ∂tEˆ) + (ik ·Θ({I−P}uˆ · q1)−〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉 | Eˆ)
= |Gˆ|2 − (Gˆ | ik × Bˆ) + (ik ·Θ({I−P}uˆ · q1) | Eˆ)
−(〈[ξ,−ξ]M1/2, gˆ + L{I−P}uˆ〉 | Eˆ),
which implies
− ∂tRe(Gˆ | Eˆ) + |k · Eˆ|2 + 2|Eˆ|2
≤ ǫ(|Bˆ|2 + |Eˆ|2)+C
ǫ
[
(1 + |k|2)|Gˆ|2 + |k|2|Θ({I−P}uˆ · q1)|2
]
+
C
ǫ
(
|〈[ξ,−ξ]M1/2, gˆ〉|2 + C|〈[ξ,−ξ]M1/2,L{I−P}uˆ〉|2
)
≤ ǫ(|Bˆ|2 + |Eˆ|2) + C
ǫ
[
(1 + |k|2)‖{I−P}uˆ‖2L2
ξ
+ ‖ν−1/2gˆ‖2L2
ξ
]
,
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for a constant 0 < ǫ ≤ 1 to be chosen later. Notice |k|2|Bˆ|2 = |k × Bˆ|2 due to
k · Bˆ = 0. Then, further multiplying the above inequality by |k|2/(1 + |k|2)2 gives
(63) − ∂t |k|
2Re(Gˆ | Eˆ)
(1 + |k|2)2 +
|k|2
(1 + |k|2)2 |k · Eˆ|
2 +
(2− ǫ)|k|2
(1 + |k|2)2 |Eˆ|
2
≤ ǫ |k × Bˆ|
2
(1 + |k|2)2 +
C
ǫ
|k|2
1 + |k|2 (‖{I−P}uˆ‖
2
L2
ξ
+ ‖ν−1/2gˆ‖2L2
ξ
).
Therefore, (60) follows from taking summation of (62), (63) and then choosing
0 < ǫ < 1 small enough. Then Lemma 3.4 is proved. 
Here, we remark that although the pure homogeneous Maxwell system usu-
ally preserves the energy, the electromagnetic field [E,B] in the Vlasov-Maxwell-
Boltzmann system indeed has some kind of weak dissipation which results essen-
tially from the coupling of [E,B] with the microscopic moment function G.
3.2.4. Derivation of the time-frequency Lyapunov inequality. Now, we are in a po-
sition to prove
Theorem 3.5. Let U = [u,E,B] be the solution to the Cauchy problem (41) with
Pg = 0. Then there is a time-frequency functional E(t, k) such that
(64) E(t, k) ∼ ‖uˆ‖2L2
ξ
+ |[Eˆ, Bˆ]|2,
where |[Eˆ, Bˆ]|2 def= |Eˆ|2 + |Bˆ|2 and for any t ≥ 0 and k ∈ R3 we have
(65) ∂tE(t, k) + λ|k|
2
(1 + |k|2)2 E(t, k) ≤ C‖ν
−1/2gˆ‖2L2
ξ
.
Proof. Let
(66) E(t, k) def= ‖uˆ‖2L2
ξ
+ |[Eˆ, Bˆ]|2 + κ3Re(E(1)int (t, k) + E(2)int (t, k)),
for a constant κ3 > 0 to be determined later, where E(1)int (t, k) is given by (53) and
E(2)int (t, k) is denoted by
(67) E(2)int (t, k) def=
(Gˆ | ik ̂(a+ − a−))
(1 + |k|2) +
(−ik × Bˆ | Eˆ)− |k|2(Gˆ | Eˆ)
(1 + |k|2)2 .
One can fix κ3 > 0 small enough such that (64) holds true. The rest is to check
(65). In fact, the linear combination of (50), (54), (58) and (60) according to the
definition (66) implies
∂tE(t, k) + λ‖ν1/2{I−P}uˆ‖2L2
ξ
+
λ|k|2
1 + |k|2 (|aˆ±|
2 + |bˆ|2 + |cˆ|2) + λ|k · Eˆ|2
+
λ|k|2
(1 + |k|2)2
(
|Eˆ|2 + |k˜ × Bˆ|2
)
≤ C‖ν−1/2gˆ‖2L2
ξ
,
that is
∂tE(t, k) + λ‖ν1/2{I−P}uˆ‖2L2
ξ
+
λ|k|2
1 + |k|2 ‖Puˆ‖
2
L2
ξ
+ λ|k|2|k˜ · Eˆ|2
+
λ|k|2
(1 + |k|2)2 (|k˜ × Eˆ|
2 + |k˜ × Bˆ|2) ≤ C‖ν−1/2gˆ‖2L2
ξ
,
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since one has
|aˆ±|2 + |bˆ|2 + |cˆ|2 ∼ ‖Puˆ‖2L2
ξ
.
Noticing further that |Bˆ|2 = |k˜× Bˆ|2 due to the fact that B is divergence free, (65)
follows. 
3.3. Proof of time-decay of linear solutions. Our proof of Theorem 3.1 is based
on Theorem 3.5 and the further analysis of (65) over the low and high frequency
domains as follows. An alternative new time-frequency splitting method will be
discussed at the end.
Proof of Theorem 3.1. Define the notations
p(k)
def
=
λ|k|2
(1 + |k|2)2 , Eg(t, k)
def
= C‖ν−1/2gˆ‖2L2
ξ
.
We rewrite (65), for any t ≥ 0 and k ∈ R3, as
∂tE(t, k) + p(k)E(t, k) ≤ Eg(t, k).
This implies from the Gronwall inequality, for any t ≥ 0 and k ∈ R3, that
(68) E(t, k) ≤ e−p(k)tE(0, k) +
∫ t
0
e−p(k)(t−s)Eg(s, k)ds.
Due to (64), notice that for any fixed m ≥ 0 we have
(69) ‖∇mx u(t)‖2 + ‖∇mx [E(t), B(t)]‖2 ∼
∫
R3
|k|2mE(t, k)dk.
Now, to first prove (47), one can apply (68) with g = 0 and hence Eg(t, k) = 0 to
bound E(t, k) as follows∫
R3
|k|2mE(t, k)dk ≤
(∫
|k|≤1
+
∫
|k|>1
)
|k|2me−p(k)tE(0, k)dk.
Here, notice that for |k| ≤ 1,
p(k) =
λ|k|2
(1 + |k|2)2 ≥
λ
4
|k|2,
and for |k| ≥ 1,
p(k) ≥ λ
4|k|2 .
With these two estimates we have the upper bound∫
R3
|k|2mE(t, k)dk ≤
∫
|k|≤1
|k|2me−λ4 |k|2tE(0, k)dk
+
∫
|k|≥1
|k|2me− λt4|k|2 E(0, k)dk.
Here, as in [28, 29], from the Ho¨lder and Hausdorff-Young inequalities, the integra-
tion over |k| ≤ 1 is bounded as∫
|k|≤1
|k|2me−λ4 |k|2tE(0, k)dk ≤ C(1 + t)−3( 1r− 12 )−m
(
‖u0‖2Zr + ‖[E0, B0]‖2Lrx
)
,
for 1 ≤ r ≤ 2. See also, for instance, [12].
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The other integration over |k| ≥ 1 is estimated as∫
|k|≥1
|k|2me− λt4|k|2 E(0, k)dk ≤
∫
|k|≥1
|k|2m+2ℓE(0, k)dk sup
|k|≥1
1
|k|2ℓ e
− λt
4|k|2 .
Since
sup
|k|≥1
1
|k|2ℓ e
− λt
4|k|2 ≤ Cλ,ℓ(1 + t)−ℓ,
it follows that∫
|k|≥1
|k|2me− λt4|k|2 E(0, k)dk ≤ C(1 + t)−ℓ(‖∇m+ℓx u0‖2 + ‖∇m+ℓx [E0, B0]‖2).
Collecting the above estimates as well as (69) gives (47).
Similarly, to prove (48), one can apply (68) with U0 = 0 and hence E(0, k) = 0
to bound E(t, k) as in the following∫
R3
|k|2mE(t, k)dk ≤
∫
R3
|k|2m
[∫ t
0
e−p(k)(t−s)Eg(s, k)ds
]
dk
=
∫ t
0
[∫
R3
|k|2me−p(k)(t−s)Eg(s, k)dk
]
ds.
Recall Eg(s, k) = C‖ν−1/2gˆ(s, k)‖2L2
ξ
. Then, similarly as before, it follows that
∫
R3
|k|2me−p(k)(t−s)Eg(s, k)dk ≤ C(1 + t− s)−3( 1r− 12 )−m‖ν−1/2g(s)‖2Zr
+ C(1 + t− s)−ℓ‖ν−1/2∇m+ℓx g(s)‖2.
The above two estimates together with (69) give (48). 
Remark 3.6. Our initial proof of the time-decay for linear solutions involved a new
time-frequency splitting method. The key point was to consider the sets
{t ≥ λ|k|}, {t < λ|k|},
separately in the energy estimates. In this approach, when t is smaller than |k| one
can directly pay for the time decay by placing additional regularity on the initial
data. And when t is larger than |k| there is a gain to be exploited using the time
weighted estimates. This approach costs a few extra pages, it could however be
more robust for other systems in which derivative loss is present.
4. Energy estimates on the nonlinear system
The goal of this section is to prove some nonlinear energy estimates, specifically
(15) in Proposition 1.1 and (16), (17) in Theorem 1.2. Combining the time-decay
property of the linearized system studied in Section 3, these nonlinear energy esti-
mates can be used to deduce the time rates of the corresponding energy functionals
in (16) and (17), which will be shown in the next section.
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4.1. Dissipation on the electromagnetic field. In this subsection, we prove
Proposition 1.1. It suffices to prove (15) due to [37, Theorem 1]. In fact, from
the proof of Theorem 1 in [37], there is EN(t) such that as long as EN (0) is small
enough, one has
d
dt
EN (t) +
∑
1≤|α|≤N
‖ν 12 ∂αu(t)‖2
+
∑
|α|+|β|≤N
‖ν 12 ∂αβ {I−P}u(t)‖2 + λ‖E(t)‖2 ≤ 0,(70)
for any t ≥ 0. Recall the definition (14) of DN (t) = DN,0(t), the rest is to prove
that the additional term ∑
1≤|α|≤N−1
‖∂α[E(t), B(t)]‖2,
can be included in the dissipation rate in (70). Due to [37, Lemma 6] and the
uniform-in-time smallness of EN (t) for solutions,
(71)
∑
|α|≤N−1
‖∂αE‖2 ≤ C‖{I−P}u‖2 + C
∑
1≤|α|≤N
‖∂αu‖2.
This estimate can also be obtained from the following macroscopic balance law
deduced from the difference of (36) with ± sign:
∂t〈[ξ,−ξ]M1/2, {I−P}u〉+∇x(a+ − a−)− 2E +∇x ·Θ({I−P}u · q1)
= E(a+ + a−) + 2b×B + 〈[ξ,−ξ]M1/2,Lu + Γ(u, u)〉,
that is,
2E = ∂t〈[ξ,−ξ]M1/2, {I−P}u〉+∇x(a+ − a−) +∇x ·Θ({I−P}u · q1)
− E(a+ + a−)− 2b×B − 〈[ξ,−ξ]M1/2,L{I−P}u+ Γ(u, u)〉.
Since E is the sum of some zero-order microscopic term of {I − P}u, first-order
derivatives and quadratically nonlinear terms, (71) follows from the above repre-
sentation of E, and it will be also refined in Lemma 4.2 later on. The dissipation
estimate on B(t) follows from that of E(t) and the Maxwell system (7)-(8). Recall
∂tE −∇x ×B = −〈[ξ,−ξ]M1/2, {I−P}u〉,
∂tB +∇x × E = 0.
(72)
Take α = (α0, α1, α2, α3) with 1 ≤ |α| ≤ N − 1. If α0 > 0, one can use
(73) ∂αB = ∂α
′
∂tB = −∂α′∇x × E,
for some α′ with |α′| = |α| − 1 to obtain
‖∂αB‖2 ≤
∑
1≤|α|≤N−1
‖∂αE‖2.
Otherwise, when α0 = 0,
∂αB = ∂α
′
∂iB = −∂α′∂i∆−1x
(∇x × (∇x ×B))
= −∂α′∂i∆−1x ∇x × [∂tE + 〈[ξ,−ξ]M1/2, {I−P}u〉],
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for some α′ and 1 ≤ i ≤ 3 with |α′| = |α| − 1, where we used the vector identity
∆xB = −∇x ×
(∇x × B) since B is divergence free. Notice that ∂i∆−1x ∇x is
bounded from Lpx to itself for any 1 < p <∞. Thus, in the case when α0 = 0, one
has
‖∂αB‖2 ≤ C
∑
1≤|α|≤N−1
‖∂αE‖2 + C
∑
|α|≤N−2
‖∂α{I−P}u‖2.
Therefore, taking summation of estimates on B over 1 ≤ |α| ≤ N − 1 gives
(74)
∑
1≤|α|≤N−1
‖∂αB‖2 ≤ C
∑
1≤|α|≤N−1
‖∂αE‖2 + C
∑
|α|≤N−2
‖∂α{I−P}u‖2.
Then (15) follows from the proper linear combination of (70) together with (71)
and (74). 
4.2. Velocity-weighted energy estimates. In this subsection, we are concerned
with velocity-weighted energy estimates in the form of (16) for solutions to the
nonlinear system (6)-(9). Recall the first part of Theorem 1.2 in the following:
Claim: For any m = 0, 1, 2, . . ., there are EN,m(t) and DN,m(t) such that if
EN,m−1(0) is sufficiently small and EN,m(0) is finite then
d
dt
EN,m(t) + λDN,m(t) ≤ 0,(75)
holds for any t ≥ 0, where EN,−1(0) = EN (0) is set and λ may depend on m.
The claim above can be proved by induction on m ≥ 0. First, it is obvious that
due to Proposition 1.1, there is EN,0(t) such that (75) holds for m = 0 if EN,0(0) is
sufficiently small. Now, supposing that the claim is true for some m ≥ 0, we shall
prove that it also holds for m + 1. For that, assume that EN,m(0) is sufficiently
small. Since EN,m−1(0) ≤ CEN,m(0), then EN,m−1(0) is also sufficiently small. It
then follows from the induction assumption that
(76)
d
dt
EN,m(t) + λDN,m(t) ≤ 0.
This implies that EN,m(t) is non-increasing in t, and hence EN,m(t) is sufficiently
small uniformly in time. Now, our goal is to prove that there are EN,m+1(t),
DN,m+1(t) such that if EN,m+1(0) is finite, then
(77)
d
dt
EN,m+1(t) + λDN,m+1(t) ≤ 0,
for any t ≥ 0. We directly define DN,m+1(t) by (14). Then, it remains to construct
EN,m+1(t). In fact, we carry it out along the lines of [12, Subsection 4.1] and [37].
Step 1. We split the solution u to equation (6) into u = Pu + {I− P}u and take
{I−P} of the resulting equation to obtain
(78) ∂t{I−P}u+ ξ · ∇x{I−P}u+ q(E + ξ ×B) · ∇ξ{I−P}u
= L{I−P}u+ Γ(u, u) + q
2
E · ξ{I−P}u+ {I−P}(E · ξM1/2q1)
− {I−P}(ξ · ∇xPu+ q(E + ξ ×B) · ∇ξPu− q
2
E · ξPu)
+P(ξ · ∇x{I−P}u+ q(E + ξ ×B) · ∇ξ{I−P}u− q
2
E · ξ{I−P}u).
24 RENJUN DUAN AND R. M. STRAIN
Multiplying the above equation by νm+1{I−P}u and integrating in x, ξ:
(79)
1
2
d
dt
‖νm+12 {I−P}u‖2 − 〈νm+1L{I−P}u, {I−P}u〉 = Γ1 + Γ2+Γ3,
where Γ1 = 〈νm+1Γ(u, u), {I−P}u〉, and
Γ2 =
〈 q
2
E · ξ{I−P}u+ {I−P}(E · ξM1/2q1), νm+1{I−P}u
〉
−
〈
{I−P}(ξ · ∇xPu+ q(E + ξ ×B) · ∇ξPu − q
2
E · ξPu), νm+1{I−P}u
〉
+
〈
P(ξ · ∇x{I−P}u+ q(E + ξ ×B) · ∇ξ{I−P}u), νm+1{I−P}u
〉
−
〈
P
(q
2
E · ξ{I−P}u
)
, νm+1{I−P}u
〉
,
and
Γ3 = 〈−q(E + ξ ×B) · ∇ξ{I−P}u), νm+1{I−P}u〉.
Here and in the sequel, for simplicity of notations, we also use 〈·, ·〉 to denote the
inner product over L2x,ξ without any confusion. We will estimate each of the three
terms in (79).
These estimates rely on three important observations. The first observation is
that from [37, Lemma 7] (except for the presence of the momentum weight) and
also [16, Lemma 3.3] (to handle the momentum weight) we have
|Γ1| ≤ C
√
EN,m(t)DN,m+1(t).
The second key observation is that
−〈νm+1L{I−P}u, {I−P}u〉 ≥ λ‖ν m+22 {I−P}u‖2 − Cλ‖{I−P}u‖2.
This follows from L = −ν +K, and the standard compact interpolation estimate
for K:
∣∣〈νm+1Kf, f〉∣∣ ≤ η‖νm+22 f‖2 + Cη‖f‖2, which holds for any small η > 0.
The third useful observation is the Sobolev embedding trick used for instance in
[37]. Specifically we combine the L6(R3) Sobolev inequality for gradients with the
embedding W 1,6(R3) ⊂ L∞(R3) to obtain
(80) ess supx∈R3
∫
R3
|u(x, ξ)|2dξ ≤ C
∫
R3
‖u‖2L∞(R3x)dξ
≤ C
∫
R3
‖∇xu‖2H1(R3x)dξ = C‖∇xu‖
2
H1.
This allows us to control all of the cubic terms in Γ2 without derivatives. We will
also use this estimate when only the spatial variables R3x are present.
Using Cauchy-Schwarz, we easily obtain the bound
|Γ2| ≤ C‖E‖L∞(R3x)‖ν
m+2
2 {I−P}u‖2 + C‖E‖‖ν 12 {I−P}u‖
+ C‖∇xPu‖‖ν 12 {I−P}u‖+ C‖[E,B]‖L∞(R3x)‖Pu‖‖ν
1
2 {I−P}u‖
+ C‖ν 12∇x{I−P}u‖‖ν 12 {I−P}u‖
+ C‖[E,B]‖L∞(R3x)‖ν
m+2
2 ∇ξ{I−P}u‖‖νm+22 {I−P}u‖
+ ‖E‖L∞(R3x)‖ν
1
2 {I−P}u‖2.
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In several places in the estimate above, the velocity growth, ξ, is absorbed by the
projections P. Then it follows from this last estimate and (80) that
|Γ2| ≤ CDN,m(t) + C
√
EN,m(t)DN,m+1(t).
To estimate Γ3, notice
∇ξ{I−P}u = (∇ξν−m+12 )νm+12 {I−P}u+ ν−m+12 ∇ξ(νm+12 {I−P}u),
where the second term on the right contributes nothing into Γ3. Then, one has
Γ3 = 〈−q(E + ξ ×B) · (∇ξν−m+12 )ν m+12 {I−P}u, νm+1{I−P}u〉
= 〈q(m+ 1)(E + ξ ×B)
2ν
· (∇ξν)ν m+12 {I−P}u, νm+12 {I−P}u〉
≤ C‖[E,B]‖L∞(R3x)‖ν
m+1
2 {I−P}u‖2 ≤ C
√
EN,m(t)DN,m(t).
Note that we have used ν(ξ) ∼ (1 + |ξ|2)1/2 and |∇ξν(ξ)| ≤ C. We collect the
estimates in this section to achieve the final estimate of
1
2
d
dt
‖νm+12 {I−P}u‖2 + λ‖νm+22 {I−P}u‖2(81)
≤ CDN,m(t) + C
√
EN,m(t)DN,m+1(t).
This completes the first step in our proof of (75).
Step 2. Let 1 ≤ |α| ≤ N . Applying ∂α to (6) and writing L = −ν +K, one has
∂t∂
αu+ ξ · ∇x∂αu+ q(E + ξ ×B) · ∇ξ∂αu+ ν∂αu
= K∂αu+ ∂αΓ(u, u) +
q
2
∂α(E · ξu) + ∂αE · ξM1/2q1
− q[[∂α, (E + ξ ×B) · ∇ξ]]u,
where [[ ·, ·]] denotes the usual commutator. Multiplying the above equation by
νm+1∂αu, and taking integrations in x, ξ one has
1
2
d
dt
‖νm+12 ∂αu‖2 + ‖νm+22 ∂αu‖2 = J1 + J2.
In this expression we have used
J1
def
=
〈
K∂αu+ ∂αΓ(u, u), νm+1∂αu
〉
+
〈
(E + ξ ×B) · ∇ξνm+1, |q∂αu|2
〉
,
J2
def
=
〈q
2
∂α(E · ξu) + ∂αE · ξM1/2q1 − q[[∂α, (E + ξ ×B) · ∇ξ]]u, νm+1∂αu
〉
.
Now using the estimates from Step 1, Cauchy-Schwarz, and the Sobolev embedding
(80), since |α| ≥ 1, one has the estimates
|J1|+ |J2| ≤ CDN,m(t) + C
√
EN,m(t)DN,m+1(t).
We collect these estimates, and take summation over 1 ≤ |α| ≤ N , to obtain
1
2
d
dt
∑
1≤|α|≤N
‖νm+12 ∂αu‖2 + λ
∑
1≤|α|≤N
‖νm+22 ∂αu‖2(82)
≤ CDN,m(t) + C
√
EN,m(t)DN,m+1(t).
This is the main energy inequality in the second step in our proof of (75).
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Step 3. Let |α|+|β| ≤ N with |β| ≥ 1. Applying ∂αβ to (78) and writing L = −ν+K,
we observe that v = ∂αβ {I−P}u satisfies
(83) ∂tv + ξ · ∇xv + q(E + ξ ·B) · ∇ξv + νv = I1 + I2 + I3,
where Ii, i = 1, 2, 3, are defined by
I1 = ∂βK (∂
α{I−P}u) + ∂αβΓ(u, u)
+
q
2
∂αβ (E · ξ{I−P}u) + ∂β{I−P}(∂αE · ξM1/2q1),
I2 = −∂αβ {I−P}(ξ · ∇xPu+ q(E + ξ ×B) · ∇ξPu−
q
2
E · ξPu)
+∂αβP(ξ · ∇x{I−P}u+ q(E + ξ ×B) · ∇ξ{I−P}u−
q
2
E · ξ{I−P}u),
and
I3 = −[[∂β , ξ · ∇x]]∂α{I−P}u− [[∂β , ν(ξ)]]∂α{I−P}u
− q[[∂αβ , (E + ξ ×B) · ∇ξ]]{I−P}u.
Multiplying (83) by νm+1v, and integrating over x, ξ we have
1
2
d
dt
‖νm+12 ∂αβ {I−P}u‖2 + ‖ν
m+2
2 ∂αβ {I−P}u‖2 =
4∑
j=1
I˜j .
Above I˜j
def
= 〈Ij , νm+1v〉 for j = 1, 2, 3 and I˜4 def=
〈
(E + ξ ×B) · ∇ξνm+1, |qv|2
〉
.
Exactly as in the analogous estimate in Step 2, we have∣∣∣I˜4∣∣∣ ≤ C√EN,m(t)DN,m+1(t).
From, for instance, [23, Lemma 2.1], we see that |∂βν(v)| ≤ C so that∣∣∣I˜3∣∣∣ ≤ CDN,m(t) + C√EN,m(t)DN,m+1(t).
For this we used Cauchy-Schwarz and the Sobolev embedding, as usual.
We may use the estimate such as [23, Lemma 2.2] to see that ∀η > 0:∣∣〈∂βK (∂α{I−P}u) , νm+1∂αβ {I−P}u〉∣∣ ≤ η ∑
|β′|=|β|
‖νm+22 ∂αβ′{I−P}u‖2
+ Cη‖νm+12 ∂α{I−P}u‖2.
Strictly speaking, in [23, Lemma 2.2] there is no velocity weight: νm+1. However
this can be added to the proof directly without difficulty. Furthermore,∣∣〈∂αβΓ(u, u), νm+1∂αβ {I−P}u〉∣∣ ≤ C√EN,m(t)DN,m+1(t).
This is the content of [37, Lemma 7], the same comment applies for the weight.
With these estimates, similar to the estimates in Step 2, we have that∣∣∣I˜1∣∣∣+ ∣∣∣I˜2∣∣∣ ≤ CDN,m(t) + C√EN,m(t)DN,m+1(t) + η ∑
|β′|=|β|
‖νm+22 ∂αβ′{I−P}u‖2.
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Since η > 0 can be taken arbitrarily small, we add together each of these estimates
and further take a summation over |α|+ |β| ≤ N with |β| ≥ 1 to obtain
(84)
1
2
d
dt
∑
|α|+|β|≤N
|β|≥1
Cα,β‖νm+12 ∂αβ {I−P}u‖2 + λ
∑
|α|+|β|≤N
|β|≥1
‖νm+22 ∂αβ {I−P}u‖2
≤ CDN,m(t) + C
√
EN,m(t)DN,m+1(t),
where Cα,β are some positive constants. This is the third and final estimate which
we need to prove (75).
Now, let us define
EN,m+1(t) = EN,m(t) + κ1‖νm+12 {I−P}u‖2 + κ1
∑
1≤|α|≤N
‖νm+12 ∂αu‖2
+κ2
∑
|α|+|β|≤N
|β|≥1
Cα,β‖νm+12 ∂αβ {I−P}u‖2,
for properly small constants 0 < κ2 ≪ κ1 ≪ 1 to be chosen later. Notice that for
0 < κ1, κ2 < 1, (12) holds true for m + 1. By letting 0 < κ2 ≪ κ1 ≪ 1 be small
enough, the sum of (76) and (81)×κ1, (82)×κ1, (84)×κ2 implies that there is a
small enough constant λ > 0 such that
d
dt
EN,m+1(t) + λDN,m+1(t) ≤ C
√
EN,m(t)DN,m+1(t).
Recall that EN,m(t) is sufficiently small uniformly in time and EN,m+1(0) is finite.
Then, it follows that for any t ≥ 0, EN,m+1(t) is finite and satisfies (77). Hence,
the claim is true for all m ≥ 0. We have shown (75) and (16). 
4.3. High-order energy estimates. In this subsection, we consider the proof of
the second part of Theorem 1.2. The goal is to construct a high-order instant energy
functional EhN(t) satisfying the energy inequality (17) if EN(0) is sufficiently small.
For that, we suppose that EN (0) is sufficiently small through this subsection. Due
to (15), EN (t) is also sufficiently small uniformly in time. Recall also the definition
(14) of DN (t).
Step 1. From the system (6)-(9), the usual energy as in [37] gives
1
2
d
dt
∑
1≤|α|≤N
(‖∂αu‖2 + ‖∂α[E,B]‖2) + λ
∑
1≤|α|≤N
‖ν 12 ∂α{I−P}u‖2(85)
≤ C
(
EN(t) +
√
EN (t)
)
DN (t).
Multiply equation (78) by {I− P}u, integrate it in x, ξ and then use (7) to addi-
tionally obtain
(86)
1
2
d
dt
(‖{I−P}u‖2+‖E‖2) + λ‖ν1/2{I−P}u‖2
≤
∫
R3
E · ∇x ×Bdx + C‖ν1/2∇xPu‖2 + C
√
EN (t)DN (t).
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Furthermore, similar to (84) from the energy estimate on (78), one has
(87)
1
2
d
dt
∑
|α|+|β|≤N
|β|≥1
Cα,β‖∂αβ {I−P}u‖2 + λ
∑
|α|+|β|≤N
|β|≥1
‖ν 12 ∂αβ {I−P}u‖2
≤ C
∑
|α|≤N
‖ν 12 ∂α{I−P}u‖2 + C
∑
|α|≤N−1
(‖∂α∇xPu‖2 + ‖∂αE‖2)
+ C(EN (t) +
√
EN (t))DN (t),
where Cα,β are some positive constants. For completeness, we give the proof of the
above two energy inequalities as follows.
Proof of (86) and (87): We first prove (86). In fact, (78) implies
(88)
1
2
d
dt
‖{I−P}u‖2 + 〈−L{I−P}u, {I−P}u〉
= 〈{I−P}(E · ξM1/2q1), {I−P}u〉+ 〈−{I−P}(ξ · ∇xPu), {I−P}u〉
+ 〈Γ(u, u) + q
2
E · ξ{I−P}u, {I−P}u〉
+ 〈−{I−P}(q(E + ξ ×B) · ∇ξPu− q
2
E · ξPu), {I−P}u〉,
where both the third and fourth terms on the right-hand side are bounded by
C
√EN (t)DN (t), and the second term on the right is bounded by
η‖ν1/2{I−P}u‖2 + C
η
‖ν1/2∇xPu‖2,
for any small constant η > 0. To estimate the first term on the right-hand side, we
use equation (7) of E so as to re-write it by
〈{I−P}(E · ξM1/2q1), {I−P}u〉 =
∫
R3
E · 〈[ξ,−ξ]M1/2, {I−P}u〉dx
=
∫
R3
E · (−∂tE +∇x ×B)dx = −1
2
d
dt
‖E‖2 +
∫
R3
E · ∇x × Bdx.
Therefore, (86) follows by plugging the above estimates into (88). We now turn to
the proof of (87). As in the proof of (84), take α, β with |α|+ |β| ≤ N and |β| ≥ 1.
Applying ∂αβ to (78) and integrating it in x, ξ gives
(89)
1
2
d
dt
‖∂αβ {I−P}u‖2 + ‖ν1/2∂αβ {I−P}u‖2 =
3∑
i=1
〈Ii, ∂αβ {I−P}u〉,
where Ii, i = 1, 2, 3, are the same as those three terms on the right-hand side of
(83). The right-hand side terms of (89) can be estimated as follows:
〈I1, ∂αβ {I−P}u〉 ≤ η
∑
|β′|=|β|
‖ν1/2∂αβ′{I−P}u‖2
+ Cη(‖∂α{I−P}u‖2 + ‖∂αE‖2) + C
√
EN (t)DN (t),
〈I2, ∂αβ {I−P}u〉 ≤ η‖∂αβ {I−P}u‖2
+ Cη(‖ν1/2∂α∇xPu‖2 + ‖∂α∇x{I−P}u‖2) + C
√
EN (t)DN (t),
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and
〈I3, ∂αβ {I−P}u〉 ≤ η‖∂αβ {I−P}u‖2
+ Cη
∑
|α′|+|β′|≤N
|β′|≤|β|−1
‖ν1/2∂α′β′ {I−P}u‖2 + C
√
EN (t)DN (t),
for a constant η > 0 small enough. Therefore, (87) follows from multiplying (89) by
properly chosen large constants Cα,β > 0 and taking summation over {|α|+ |β| ≤
N, |β| ≥ 1}. This completes the proof of (86) and (87). 
Step 2. As in the linearized case, for simplicity, we still denote
G = 〈[ξ,−ξ]M1/2, {I−P}u〉 = 〈ξM1/2, {I−P}u · q1〉.
Corresponding to (51) and (52) for the linearized version, one has from the balance
laws (35)-(37) and the high-order moment equations (38)-(40) in the nonlinear case
that
(90)

∂t
(
a+ + a−
2
)
+∇x · b = 0,
∂tbi + ∂i
(
a+ + a−
2
+ 2c
)
+
1
2
3∑
j=1
∂jΘij({I−P}u · [1, 1])
= Ei
a+ − a−
2
+ [G×B]i,
∂tc+
1
3
∇x · b+ 5
6
3∑
i=1
∂iΛi({I−P}u · [1, 1]) = 1
6
G · E,
and
(91)

∂t
[
1
2
Θij({I−P}u · [1, 1]) + 2cδij
]
+∂ibj + ∂jbi =
1
2
Θij((l+ + l−) + (g+ + g−)),
1
2
∂tΛi({I−P}u · [1, 1]) + ∂ic = 1
2
Λi((l+ + l−) + (g+ + g−)),
for 1 ≤ i, j ≤ 3, where l± is still defined in (33) and g is defined in (34). Further-
more, by using the third equation of (90) to replace ∂tc in the first equation of (91),
one has
(92)
1
2
∂tΘij({I−P}u · [1, 1]) + ∂ibj + ∂jbi − 2
3
δij∇x · b
− 5
3
δij∇x · Λ({I−P}u · [1, 1])
=
1
2
Θij((l+ + l−) + (g+ + g−))−1
3
δijG ·E.
Similarly, corresponding to (55) and (56), it follows from the balance laws (35) and
(36) that
∂t(a+ − a−) +∇x ·G = 0,(93)
∂tG+∇x(a+ − a−)− 2E +∇x ·Θ({I−P}u · q1)
= E(a+ + a−) + 2b×B+〈[ξ,−ξ]M1/2,Lu + Γ(u, u)〉.(94)
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We also recall
(95) ∇x ·E = a+ − a−.
Lemma 4.1. One has the following four estimates
(96)
∑
|α|≤N−1
‖∂α∇x[b, c]‖2 ≤ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
(97)
d
dt
∑
1≤|α|≤N−1
∫
R3
∂αb · ∂α∇x(a+ + a−)dx
+ λ
∑
1≤|α|≤N−1
‖∂α∇x(a+ + a−)‖2
≤ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
(98)
d
dt
∑
|α|≤N−1
∫
R3
∂αG · ∂α∇x(a+ − a−)dx
+ λ
∑
|α|≤N−1
(‖∂α∇x(a+ − a−)‖2 + ‖∂α(a+ − a−)‖2)
≤ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
and
(99)
∑
|α|≤N−1
‖∂α∂t[a+ ± a−, b, c]‖2 ≤ C
∑
|α|≤N−1
‖∂α∇x(a+ + a−)‖2
+ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
for any t ≥ 0.
Proof. First consider (96). For α with |α| ≤ N − 1, the bound of c follows from
‖∂α∂ic‖2 ≤ C‖∂α∂tΛi({I−P}u · [1, 1])‖2 + C‖∂αΛi((l+ + l−) + (g+ + g−))‖
≤ C‖∂α∂t{I−P}u‖2 + C‖∂α∇x{I−P}u‖2 + C‖∂α{I−P}u‖2
+C‖∂αΛi(g±)‖2
≤ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t)
due to the second equation of (91), and in the same way, the bound of b follows
from equation (92) by noticing the identity∫
R3
|∂α(∂ibj + ∂jbi − 2
3
δij∇x · b)|2dx = 2‖∂α∇xb‖2 + 2
3
‖∂α∇x · b‖2.
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Next, (97) follows from the first two equations of (90). In fact, for α with 1 ≤ |α| ≤
N − 1, the second equation of (90) implies
1
2
‖∂α∂i(a+ + a−)‖2
= − d
dt
∫
R3
∂α∂i(a+ + a−)∂
αbidx+ 2
∫
R3
∂α∂i∂t
a+ + a−
2
∂αbidx
+
∫
R3
∂α∂i(a+ + a−)∂
α
{
− 2∂ic− 1
2
3∑
j=1
∂jΘij({I−P}u · [1, 1])
+ Ei
a+ − a−
2
+ [G×B]i
}
dx,
and further using the first equation of (90) and Cauchy-Schwarz gives
d
dt
∑
1≤|α|≤N−1
∫
R3
∂αb · ∂α∇x(a+ + a−)dx+ λ
∑
1≤|α|≤N−1
‖∂α∇x(a+ + a−)‖2
≤ C
∑
1≤|α|≤N−1
‖∂α∇x[b, c]‖2 + C
∑
1≤|α|≤N−1
‖∂α∇x{I−P}u‖2 + CEN (t)DN (t)
≤ C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
where (96) was used in the last inequality. Hence, (97) holds. To prove (98), for α
with |α| ≤ N − 1, (94) together with (93) and (95) yield
‖∂α∇x(a+ − a−)‖2 + 2‖∂α(a+ − a−)‖2
=
∫
R3
∂α∇x(a+ − a−) · ∂α[∇x(a+ − a−)− 2E]dx
= − d
dt
∫
R3
∂αG · ∂α∇x(a+ − a−)dx + ‖∂α∇x ·G‖2
+
∫
R3
∂α∇x(a+ − a−) · ∂α
[−∇x ·Θ({I−P}u · q1) + E(a+ + a−)
+2b×B + 〈[ξ,−ξ]M1/2,L{I−P}u+ Γ(u, u)〉]dx,
which implies (98) after using Cauchy-Schwarz and taking summation over |α| ≤
N − 1. Finally, it is straightforward to verify (99) from (90) and (93) as well as
(96). The proof of Lemma 4.1 is complete. 
Furthermore, (71) and (74) for the upper bounds of E,B can be refined as
Lemma 4.2. It holds that
(100)
∑
|α|≤N−1
‖∂αE‖2 +
∑
1≤|α|≤N−1
‖∂αB‖2
≤ C
∑
|α|≤N−1
‖∂α∇xPu‖2 + C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t),
for any t ≥ 0.
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Proof. One again, we use (94), that is,
(101) 2E = ∂tG+∇x(a+ − a−) +∇x ·Θ({I−P}u · q1)
− E(a+ + a−)− 2b×B − 〈[ξ,−ξ]M1/2,L{I−P}u+ Γ(u, u)〉.
Then, the upper bound for E in (100) follows directly from the above equation,
and thus the upper bound of B also holds by (74) and the estimate on E. 
Step 3. Let us define the interactive high-order instant energy functional EhN,int(t)
as in [13] by
(102) EhN,int(t) =
∑
1≤|α|≤N−1
∫
R3
∂αb · ∂α∇x(a+ + a−)dx
+
∑
|α|≤N−1
∫
R3
∂αG · ∂α∇x(a+ − a−)dx.
Notice that
(103) |EhN,int(t)| ≤ C
∑
1≤|α|≤N
‖∂αPu‖2 + C
∑
|α|≤N−1
‖∂α{I−P}u‖2.
In addition, the proper linear combination of (96), (97), (98) and (99) in Lemma
4.1 implies
d
dt
EhN,int(t)+λ
∑
1≤|α|≤N
‖∂α[a+ ± a−, b, c]‖2 + λ‖a+ − a−‖2
≤ C‖∇x(a+ + a−)‖2 + C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t).
Note that to derive the above inequality we can add ‖∇x(a++a−)‖2 to both sides.
After further plugging in (100), one has
d
dt
EhN,int(t)+λ
∑
1≤|α|≤N
‖∂α[a+ ± a−, b, c]‖2 + λ‖a+ − a−‖2
+ λ
∑
|α|≤N−1
‖∂αE‖2 + λ
∑
1≤|α|≤N−1
‖∂αB‖2
≤ C‖∇xPu‖2 + C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t).
Hence, it further holds that
(104)
d
dt
EhN,int(t)+λ
∑
1≤|α|≤N
‖∂αPu‖2 + λ
∑
1≤|α|≤N−1
‖∂α[E,B]‖2 + λ‖E‖2
≤ C‖∇xPu‖2 + C
∑
|α|≤N
‖∂α{I−P}u‖2 + CEN (t)DN (t).
This is the main energy estimate for EhN,int(t).
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Step 4. Notice that (86) implies
(105)
1
2
d
dt
(‖{I−P}u‖2+‖E‖2) + λ‖ν 12 {I−P}u‖2
≤ η‖E‖2 + 1
4η
‖∇x ×B‖2 + C‖ν1/2∇xPu‖2
+ C
(
EN (t) +
√
EN (t)
)
DN (t)
for a constant η > 0 to be chosen small enough. Now, we are ready to construct
EhN(t). In fact, let us define
EhN (t) =
∑
1≤|α|≤N
(‖∂αu‖2 + ‖∂α[E,B]‖2) + κ1(‖{I−P}u‖2+‖E‖2)
+κ2EhN,int(t) + κ3
∑
|α|+|β|≤N
|β|≥1
Cα,β‖∂αβ {I−P}u‖2,
for suitable constants 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 to be determined now, where EhN,int(t)
is given by (102). Due to (103), one can let 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 be small enough
such that (13) holds with m = 0 and hence EhN (t) is indeed a well-defined high-order
instant energy functional. In addition, by choosing 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 further
small enough, the sum of (85), (105)×κ1 for η > 0 small enough, (104)×κ2 and
(87)×κ3 yields
d
dt
EhN (t) + λDN (t) ≤ C(‖ν1/2∇xPu‖2 + ‖∇x ×B‖2)
+ C
(√
EN (t) + EN (t)
)
DN (t),
which implies the desired estimate (17) since EN (t) is small enough uniformly in all
t ≥ 0. This completes the proof of the second part of Theorem 1.2. 
5. Time decay for the nonlinear system
This section is devoted to the proof of Theorem 1.3 and Corollary 1.4. As men-
tioned at the beginning of Section 4, the time-decay rates of solutions in some
energy spaces are obtained by combining the corresponding nonlinear energy esti-
mates and the linearized time-decay property applied to the lower-order terms. In
addition, we also will use the time-weighted estimates, as in (107), and a bootstrap
argument on the derivatives to handle the regularity-loss phenomenon in the energy
dissipation rate due to the degenerately dissipative (regularity loss) property from
the Maxwell system. Decay rates of solutions in the L∞-norm are deduced by using
some optimal Sobolev embedding theorem, and hence time rates for Lr-norm with
2 ≤ r ≤ ∞ will follow from the normal L2-L∞ interpolation inequality.
5.1. Decay rates of the full instant energy functional. In what follows,
we fix an integer m ≥ 0 and suppose that ǫN+2,m∨1 defined in (18) from initial
data [u0, E0, B0] is sufficiently small. The goal is to prove (19). Since EN,m(0) ≤
ǫN+2,m∨1 is sufficiently small, the Lyapunov inequality (16) for EN,m(t) andDN,m(t)
holds for any t ≥ 0. Let 1 < ℓ < 2. Multiplying (16) by (1 + t)ℓ and then taking
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time integration over [0, t] gives
(1 + t)ℓEN,m(t) + λ
∫ t
0
(1 + s)ℓDN,m(s)ds ≤ EN,m(0) + ℓ
∫ t
0
(1 + s)
ℓ−1EN,m(s)ds.
Recall (12) and (14) for definitions of EN,m(t) and DN,m(t). It follows from (12)
and (14) that
EN,m(t) ≤ C(‖Pu(t)‖2 + ‖B(t)‖2 +DN+1,m(t)).
Note that we could take DN+1,m−1(t) above. Then, it follows that
(1 + t)ℓEN,m(t) + λ
∫ t
0
(1 + s)ℓDN,m(s)ds
≤ EN,m(0) + Cℓ
∫ t
0
(1 + s)ℓ−1
(‖Pu(s)‖2 + ‖B(s)‖2) ds
+ Cℓ
∫ t
0
(1 + s)ℓ−1DN+1,m(s)ds.
We use similar estimates from (16) for N + 1 and N + 2 as above to obtain
(1 + t)ℓ−1EN+1,m(t) + λ
∫ t
0
(1 + s)ℓ−1DN+1,m(s)ds
≤ EN+1,m(0) + C(ℓ− 1)
∫ t
0
(1 + s)ℓ−2(‖Pu(s)‖2 + ‖B(s)‖2)ds
+ C(ℓ − 1)
∫ t
0
(1 + s)ℓ−2DN+2,m(s)ds,
and
EN+2,m(t) + λ
∫ t
0
DN+2,m(s)ds ≤ EN+2,m(0).
It follows by iteration that
(106) (1 + t)ℓEN,m(t) + λ
∫ t
0
(1 + s)ℓDN,m(s)ds
≤ CEN+2,m(0) + Cℓ
∫ t
0
(1 + s)ℓ−1(‖Pu(s)‖2 + ‖B(s)‖2)ds,
due to 1 < ℓ < 2.
On the other hand, define
(107) E∞N,m(t) def= sup
0≤s≤t
(1 + s)
3
2 EN,m(s).
From now on let us consider the pointwise time-decay estimate on ‖Pu‖2 + ‖B‖2
in terms of E∞N,m(t). Formally, the solution U = [u,E,B] to the Cauchy problem
(6), (7), (8), (9) of the Vlasov-Maxwell-Boltzmann system can be written as
(108) U(t) = A(t)U0 +
∫ t
0
A(t− s)[g(s), 0, 0]ds,
where A is defined in (44) and g = [g+, g−] is given by (34); equivalently
g
def
= Γ(u, u) +
q
2
E · ξu− q(E + ξ ×B) · ∇ξu.
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For later use, U(t) can be rewritten as
U(t) = I0(t) + I1(t) + I2(t),
with
I0(t) = A(t)U0,
I1(t) =
∫ t
0
A(t− s)[g1(s), 0, 0]ds,
I2(t) =
∫ t
0
A(t− s)[g2(s), 0, 0]ds,
where
g1 = Γ(u, u) + {I−P}
(q
2
E · ξu− q(E + ξ ×B) · ∇ξu
)
,
g2 = P
(q
2
E · ξu− q(E + ξ ×B) · ∇ξu
)
.
Here, we remark that time-integral terms I1(t), I2(t) and the time-integral term in
U(t) are well-defined since
(109)
∫
R3
M1/2[gi,+(s)− gi,−(s)]dξ = 0, i = 1, 2,
for all x ∈ R3. For later use, we will need
Lemma 5.1. Assume N ≥ 4. For any integer j ≥ 0, there is C > 0 such that
‖ν−1/2g1(t)‖2L2
ξ
(Hjx)∩Z1
≤ CEj∨N,1(t)Ej∨N (t),(110)
‖g2(t)‖L2
ξ
(Hjx)∩Z1
≤ CEj∨N (t),(111)
for any t ≥ 0, where j ∨N def= max{j,N}.
Proof. Due to the definition of the quadratically nonlinear function g2 and the fact
that P is a macroscopic projector, (111) immediately follows by the definition (12)
for EN(t) = EN,0(t) with N ≥ 4. To prove (110),
‖ν−1/2g1(t)‖2L2
ξ
(Hjx)∩Z1
≤ 2‖ν−1/2Γ(u, u)‖2
L2
ξ
(Hjx)∩Z1
+ 2‖ν−1/2
(q
2
E · ξu− q(E + ξ ×B) · ∇ξu
)
‖2
L2
ξ
(Hjx)∩Z1
+ 2‖ν−1/2P
( q
2
E · ξu − q(E + ξ ×B) · ∇ξu
)
‖2
L2
ξ
(Hjx)∩Z1
,
where it is also straightforward to see that the last two terms on the r.h.s. are
bounded by CEj∨N,1(t)Ej∨N (t), while the estimate on the first term follows from
[16, Lemma 3.3]. Hence, (110) and (111) are proved. 
We recall the norms from (46) for U = [u,E,B]. We now apply (47) with m = 0,
r = 1 and ℓ = 3/2 to I0(t) and I2(t), respectively, to obtain
‖I0(t)‖L2 ≤ C(1 + t)− 34 ‖U0‖H 32 ∩Z1 ,
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and
‖I2(t)‖L2 ≤
∫ t
0
‖A(t− s)[g2(s), 0, 0]‖L2ds
≤ C
∫ t
0
(1 + t− s)− 34 ‖g2(s)‖
L2
ξ
(H
3
2
x )∩Z1
ds.
For I2(t), it further holds from Lemma 5.1 and the definition (107) of E∞N,m(t) that
‖I2(t)‖L2 ≤ C
∫ t
0
(1 + t− s)− 34 EN(s)ds ≤ C
∫ t
0
(1 + t− s)− 34 EN,m(s)ds
≤ CE∞N,m(t)
∫ t
0
(1 + t− s)− 34 (1 + s)− 32 ds
≤ CE∞N,m(t)(1 + t)−
3
4 .
Similarly, applying (48) with m = 0, r = 1 and ℓ = 3/2 to I1(t) due to the fact
that Pg1 = 0 and then using Lemma 5.1, one has
‖I1(t)‖2L2 ≤ C
∫ t
0
(1 + t− s)− 32 ‖ν−1/2g1(s)‖2
L2
ξ
(H
3
2
x )∩Z1
ds
≤ C
∫ t
0
(1 + t− s)− 32 EN,1(s)EN (s)ds
≤ C
∫ t
0
(1 + t− s)− 32 EN,m∨1(s)EN,m(s)ds.
Further using the definition (107) of E∞N,m(t) again and (16), it follows that
‖I1(t)‖2L2 ≤ CE∞N,m(t) sup
τ≥0
EN,m∨1(τ)
∫ t
0
(1 + t− s)− 32 (1 + s)− 32 ds
≤ C(1 + t)− 32 E∞N,m(t)EN,m∨1(0).
Collecting the estimates on Ii(t) (i = 0, 1, 2) above implies
(112) ‖Pu(t)‖2 + ‖B(t)‖2 ≤ C‖U(t)‖2L2 ≤ C
2∑
i=0
‖Ii(t)‖2L2
≤ C(1 + t)− 32 ‖U0‖2H2∩Z1 + CEN,m∨1(0)E∞N,m(t)(1 + t)−
3
2
+ C(1 + t)−
3
2 [E∞N,m(t)]2.
Now, fix a constant ǫ > 0 close to zero. Taking ℓ = 3/2 + ǫ in (106) yields
(1 + t)
3
2
+ǫEN,m(t) + λ
∫ t
0
(1 + s)
3
2
+ǫDN,m(s)ds
≤ CEN+2,m(0) + C
∫ t
0
(1 + s)
3
2
+ǫ−1(‖Pu(s)‖2 + ‖B(s)‖2)ds.
Plugging (112) into the above inequality gives
(1 + t)
3
2
+ǫEN,m(t) ≤ CEN+2,m(0)
+ Cǫ(1 + t)
ǫ
(‖U0‖2H2∩Z1 + EN,m∨1(0)E∞N,m(t) + [E∞N,m(t)]2) ,
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which after dividing by (1 + t)ǫ implies that for any t ≥ 0,
(1 + t)
3
2 EN,m(t) ≤ C
(EN+2,m(0) + ‖U0‖2H2∩Z1 + EN,m∨1(0)E∞N,m(t) + [E∞N,m(t)]2) .
We equivalently have that
E∞N,m(t) ≤ C
(EN+2,m(0) + ‖U0‖2H2∩Z1 + EN,m∨1(0)E∞N,m(t) + [E∞N,m(t)]2) .
Since EN+2,m(0) + ‖U0‖2H2∩Z1 ≤ ǫN+2,m∨1 and EN,m∨1(0) ≤ ǫN+2,m∨1 are suffi-
ciently small, one has
E∞N,m(t) ≤ CǫN+2,m,
which gives the desired time-decay estimate (19). 
5.2. Decay rates of the high-order instant energy functional. In this subsec-
tion, we shall prove the time-decay estimate (20) for the high-order instant energy
functional EhN (t). It follows from Theorem 1.2 that
(113)
d
dt
EhN (t) + λDN (t) ≤ C(‖ν1/2∇xPu(t)‖2+‖∇x ×B(t)‖2),
which by definitions (13), (14) of EhN (t) and DN (t), implies
(114)
d
dt
EhN (t) + λEhN (t) ≤ C(‖ν1/2∇xPu(t)‖2+‖∇x ×B(t)‖2)
+ C
∑
|α|=N
‖∂α[E(t), B(t)]‖2.
Notice that from the system (6)-(8), one can replace all time derivatives of E and
B by the spatial derivatives of E,B and space-time derivatives of {I−P}u.
In particular we claim that
(115)
∑
|α|=N
‖∂α[E(t), B(t)]‖2 ≤ C
∑
|α′|=N−1
‖{I−P}∂α′u(t)‖2
+ C
∑
|α|=N
α0=0
‖∂α[E(t), B(t)]‖2.
Proof of claim: This estimate (115) follows from an induction on the number of time
derivatives using (72). First suppose |α| = N and α0 = 1. Then α = (α0, 0, 0, 0)+α′
with α′ = (0, α1, α2, α3) and |α′| = N − 1. Now using (73) we obtain
‖∂αB‖2 ≤ C
∑
|α|=1
α0=0
‖∂α′∂αE‖2 ≤ C
∑
1≤|α|≤N
α0=0
‖∂αE‖2.
Similarly, using (72) and also Cauchy-Schwarz, in this initial case we have
‖∂αE‖2 ≤ ‖∂α′{I−P}u‖2 + C
∑
|α|=1
α0=0
‖∂α′∂αB‖2.
This completes the first inductive step.
Now we suppose that the lemma is true for |α| = N and α0 = m with any
m = 1, . . . , N−1. We will show that the lemma is also true for α0 = m+1. Similar
to the first inductive step, as in (73) we have
∂αB = ∂α
′
∂tB = −∂α′∇x × E,
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for some α′ with |α′| = |α| − 1 since α0 = m+ 1 > 0. Since α′0 = m, we achieve
‖∂αB‖2 ≤ C
∑
|α′|=N−1
α′0=m
∑
|α|=1
α0=0
‖∂α′∂αE‖2.
Now the general estimate for B follows from the inductive hypothesis.
For the last term, we use (72)1 to observe that
∂αE = ∂α
′
∂tE = ∂
α′∇x ×B − 〈[ξ,−ξ]M1/2, {I−P}∂α′u〉.
Similarly, using Cauchy-Schwarz we observe that
‖∂αE‖2 ≤ C
∑
|α′|=N−1
α′0=m
∑
|α|=1
α0=0
‖∂α′∂αB‖2 + C
∑
|α′|=N−1
‖{I−P}∂α′u‖2.
This completes the estimate (115) by induction. 
Now, taking a suitable linear combination of (114) and (113), we see from (115)
that (114) can be rewritten crudely as
d
dt
EhN(t) + λEhN (t) ≤ C
∑
1≤|α|≤N
α0=0
(‖∂αu(t)‖2 + ‖∂α[E(t), B(t)]‖2).
Here we noticed that from (14) for a small κ > 0 it holds that
DN (t)− κ
∑
|α′|=N−1
‖{I−P}∂α′u(t)‖2 ≥ 0.
Then using the norm (46), we have equivalently shown
(116)
d
dt
EhN (t) + λEhN (t) ≤ C‖∇xU(t)‖2HN−1.
As before, it follows from Theorem 3.1 and the representation (108) of U(t) that
(117) ‖∇xU(t)‖2HN−1 ≤ C(1 + t)−
5
2 ‖U0‖2HN+3∩Z1
+ C
∫ t
0
(1 + t− s)− 52 ‖ν−1/2g1(s)‖2L2
ξ
(HN+3x )∩Z1
ds
+ C
[∫ t
0
(1 + t− s)− 54 ‖g2(s)‖L2
ξ
(HN+3x )∩Z1
ds
]2
.
Recall the estimates from Lemma 5.1 so that one has
‖ν−1/2g1(t)‖2L2
ξ
(HN+3x )∩Z1
≤ CEN+3,1(t)EN+3(t),(118)
‖g2(t)‖L2
ξ
(HN+3x )∩Z1
≤ CEN+3(t),(119)
for any t ≥ 0. Since we suppose that ǫN+5,1 is sufficiently small, the first part of
Theorem 1.3 implies
EN+3,1(t) ≤ CǫN+5,1(1 + t)− 32 .
Putting (118)-(119) together the above estimate into (117) then gives
‖∇xU(t)‖2HN−1 ≤ CǫN+5,1(1 + t)−
5
2 .
Using (116), this implies from the Gronwall inequality that (20) holds true for any
t ≥ 0. This completes the proof of Theorem 1.3. 
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Remark 5.2. It is easy to see that, using the similar method as for the proof (16),
(17) without velocity weights in the high-order energy functional EhN (t), the Lya-
punov inequality can be refined as
d
dt
EhN,m(t) + λDN,m(t) ≤ C(‖ν1/2∇xPu(t)‖2 + ‖∇x ×B(t)‖2),
for any t ≥ 0 provided that EN,m−1(0) is sufficiently small, where the integer m ≥ 0
is given. Thus, starting from the above inequality as for (113), it can be proved
that
EhN,m(t) ≤ CǫN+5,1(1 + t)−
5
2 ,
holds for t ≥ 0 if EN,m−1(0) and ǫN+5,1 are sufficiently small.
5.3. Decay rates of solutions in Lrx. In this subsection, we shall prove Corollary
1.4. It suffices to obtain time rates in (21) and (22). They hold true when r = 2 due
to assumptions of Corollary 1.4, Theorem 1.3 and definitions (12), (13) of EN,m(t)
and EhN,m(t), where (71) is used to estimate ‖E(t)‖.
Then, the rest is to verify
(120) ‖U(t)‖Z∞ = ‖u(t)‖L2ξ(L∞x ) + ‖[E(t), B(t)]‖L∞x ≤ C(1 + t)−
3
2 .
Lemma 5.3. Let U0 = [u0, E0, B0] satisfy (42). Then, it holds that
(121) ‖A(t)U0‖Z∞ ≤ C(1 + t)−
3
2 (‖U0‖Z1 + ‖∇3xU0‖H3),
for any t ≥ 0.
Proof. As in (44), let us set U I(t) = A(t)U0 with U
I = [uI , EI , BI ]. From the
Sobolev inequality [43, Proposition 3.8], one has
(122) ‖uI‖L2
ξ
(L∞x )
≤ C‖∇xuI‖1/2‖∇2xuI‖1/2.
Notice that the proof of this inequality also follows easily from optimizing (80). For
the first-order derivative, using (47) with m = 1, r = 1, ℓ = 5/2, it follows that
‖∇xuI(t)‖ ≤ C(1 + t)− 54 (‖U0‖Z1 + ‖∇3xU0‖H1).
For the second-order derivative, similarly letting m = 2, r = 1, ℓ = 7/2 in (47), one
has
‖∇2xuI(t)‖ ≤ C(1 + t)−
7
4 (‖U0‖Z1 + ‖∇5xU0‖H1).
Putting the above two estimates into (122) implies
‖uI(t)‖Z∞ ≤ C(1 + t)−
3
2 (‖U0‖Z1 + ‖∇3xU0‖H3).
Similarly, it holds that
‖[EI(t), BI(t)]‖Z∞ ≤ C(1 + t)−
3
2 (‖U0‖Z1 + ‖∇3xU0‖H3).
Therefore, (121) follows. 
Now, by applying Lemma 5.3 to the representation (108) of U(t), one has
‖U(t)‖Z∞ ≤ C(1 + t)−
3
2 ‖U0‖H6∩Z1(123)
+C
∫ t
0
(1 + t− s)− 32 ‖g(s)‖L2
ξ
(H6x)∩Z1
ds.
Notice from Lemma 5.1 that
‖g(t)‖L2
ξ
(H6x)∩Z1
≤ CE6,2(t).
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Now since ǫ8,2 in (18) is sufficiently small, it follows from (19) that
E6,2(t) ≤ Cǫ8,2(1 + t)− 32 .
Putting the above estimates into (123) leads to (120). This completes the proof of
Corollary 1.4. 
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