Abstract-Vehicular networks are expected to accommodate a large number of data-heavy mobile devices and multiapplication services, whereas it faces a significant challenge when we need to deal with the ever-increasing demand of mobile traffic. In this paper, we present a new paradigm of fifth-generation (5G)-enabled vehicular networks to improve network capacity and system computing capability. We extend the original cloud radio access network (C-RAN) to integrate local cloud services to provide a low-cost, scalable, self-organizing, and effective solution. The new C-RAN is named enhanced C-RAN (EC-RAN). Cloudlets in EC-RAN are geographically distributed for local services. Furthermore, device-to-device (D2D) and heterogeneous networks are essential technologies in 5G systems. They can greatly improve spectrum efficiency and support large-scale live video streaming in short-distance communications. We exploit matrix game theoretical approach to operate the cloudlet resource management and allocation. A Nash equilibrium solution can be obtained by a Karush-Kuhn-Tucker (KKT) nonlinear complementarity approach. Illustrative results indicate that the proposed resource-sharing scheme with the geodistributed cloudlets can improve resource utilization and reduce system power consumption. Moreover, with the integration of a software-defined network architecture, a vehicular network can easily reach a globally optimal solution.
cause mobile traffic has explosively increased. As electric vehicles (EVs) become popular, an explosion of mobile traffic applications follows with the popularity of the Internet of things. Vehicular networks may have several limitations: limited spectrum resource, incapable on-board devices, and inefficient system management. To improve the performance of vehicular networks for flexible resource allocation, automated network organization, and advanced mobility management, we enhance the structure of vehicular networks by combining with fifthgeneration (5G) technologies, such as the cloud radio access network (C-RAN) architecture, and cloud computing [1] , which presents a novel 5G-enabled vehicular network. This new type of networks can efficiently satisfy the demand for vehicular services with heavy-data traffic or a complex computing process.
Facing the rapid increase of mobile services, the 5G wireless network has an enticing prospect in vehicular networks to enable high-data-rate applications in a vehicle environment [2] . Fifth generation employs the small-cell technology that enables high spatial and frequency reuse in limited coverage area [3] . C-RAN is defined as a centralized RAN, which separates baseband units (BBUs) from radio access units and migrates BBUs to the cloud to form a BBU pool for centralized processing [4] . This approach allows the deployment of network functions in a cloud data center to leverage traffic load through virtualization techniques. However, radio signal exchange is limited by the capability of fiber links between remote radio heads (RRHs) and the data center. Hence, decentralized processing and hierarchical management are significant to improve the performance of vehicular networks. Since data transmission is easily influenced by the surrounding environment [5] , device-to-device (D2D) is an efficient approach for direct and short-distance transmission between vehicles. Moreover, D2D communications can further enhance the communications capacity by allowing nearby devices to establish local links [6] . The study in [7] discussed the technique of D2D frequency reuse to reduce communications latency. Users can simultaneously have multiple wireless signal sources and switch between them for smooth data transmission [8] .
In terms of task processing, cloud computing and softwaredefined network (SDN) architecture are significant to improve the performance and the flexibility of vehicular networks. The main purpose of cloud computing is to provide an approach for users to run computation-intensive applications that are not easily performed on a resource-constrained mobile device [9] . Geodistributed cloud has been regarded as a promising implementation in vehicular networks for the sake of low communications delay [10] , [11] . The data center, cloudlets, and RRHs form a hierarchical network that can be managed by SDN architecture for high efficiency and better quality of service (QoS) [12] . The most significant advantage of the SDN is the three-layer vertical integration architecture, which breaks through the control logic from underlying devices [13] , [14] . In case of fast-moving vehicles, cost-efficient resource allocation and joint management are important for vehicle applications to provide location-based services, e.g., navigation services, and emergency alerts [15] .
Automated network organization is a new feature of 5G-enabled vehicle networks. Resource sharing provides a new aspect for allocating resource on a demand-based approach [16] , [17] . It avoids some costs for resource overutilization or resource redundance to improve resource utilization. However, in a geodistributed cloudlet network, the resource allocation of a cloudlet will interact with nearby cloudlets. A matrix game is a confrontation of n players (n ≥ 2) whose decision incudes multiple factors in a normal and noncooperative context [18] . In [19] , Sharma et al. adopted a matrix game to resolve the payoff matrix of strategic firms in the electricity market. Matrix game is an approach for multiple-player games and can be a potentially efficient method for resource allocation in vehicular networks.
In this paper, we propose a new paradigm for vehicular networks in a 5G communications environment, i.e., EC-RAN, which aims to support data-heavy applications, such as augmented-reality applications. Vehicle users can access services by an on-board unit (OBU) or their portable devices. With the combination of C-RAN and cloud computing, EC-RAN not only improves communications qualities by employing the mixed-network deployment of small-cell, D2D, and heterogeneous networks (HetNets) but also enhances vehicle computing capabilities by offloading mobile services to cloud. In an SDN framework, management, control, and execution are separated and supposed to be managed independently in three layers. Through intercooperation, the three layers can perform well as a whole system. To improve system performance, we adopt graph theory to demonstrate the features of geographic distribution and the relationship between cloudlets. We formulate the resource allocation problem as a noncooperation matrix game and solve it through a nonlinear concave optimization approach. In addition, illustrative results demonstrate that resource sharing among cloudlets significantly improves the performance of 5G-enabled vehicular networks and reduces system operation cost. The major contributions of this paper can be summarized as follows.
• We define a new paradigm of 5G-enabled vehicular networks. A new concept of enhanced C-RAN (EC-RAN) is proposed for communications enhancement and computing capability improvement. Geodistributed RRH and D2D approach can efficiently allocate radio resource and greatly improve the communications capacity of moving vehicles.
• We formulate the resource allocation of each cloudlet as a noncooperation matrix game. In the optimal solution, resource sharing aims to improve resource utilization. Moreover, we obtain the Nash equilibrium by employing the Karush-Kuhn-Tucker (KKT) condition into nonlinear optimization.
• We resolve the resource allocation problem in the geodistributed cloudlets to reduce system operation cost. Through exploiting the SDN framework to manage the hierarchical vehicular network, we can obtain the global optimization results with high QoS and more revenues.
The rest of this paper is organized as follows. In Section II, we describe the architecture of a 5G-enabled vehicular network and discuss the EC-RAN architecture, which includes cloudlets, D2D communications, and SDN technology. System model and problem formulation are presented in Section III. In Section IV, we formulate a noncooperation matrix game and solve it by the KKT condition approach. Illustration results are presented and discussed in Section V. Section VI concludes this paper.
II. FIFTH-GENERATION-ENABLED VEHICULAR NETWORK
Fifth-generation wireless communications technologies will revolutionize the current vehicular network to satisfy the continuously increasing demand for high data rate and mobility. The proposed 5G-enabled vehicular network has three important features: 1) the EC-RAN and D2D technology for resilient communications; 2) the geodistributed cloudlets for application processing; and 3) the SDN architecture for system management and control. The integrated framework enhances the vehicular network with the advantages of a robust communications network, powerful processing capabilities, and flexible resource allocation. This system framework is also motivated by the purpose of energy saving and cost reduction. In Fig. 1 , our proposed paradigm of a 5G-enabled vehicular network is presented.
A. Fifth-Generation-Enabled Communications Approaches
In Fig. 1 , 5G communications enable vehicles to access base stations and communicate with cloudlets. In the traditional approach, vehicle communications and data processing are mainly handled by OBUs. The 802.11b/g protocal has limited transmission, which is often affected by vehicle density and vehicle average speed [20] , [21] . Fifth-generation cellular networks can offer superior performance in terms of throughput, delay, reliability, scalability, and mobility. In 5G networks, the peak data rate for low mobility is 10 Gb/s, and the peak data rate for high mobility is 1 Gb/s. It can support transmission latency shorter than about 1 ms for moving vehicles and also serve for high-speed trains with speed from 350 to 500 km/h [22] , [23] . In a vehicular network, the 5G technologies of interest are EC-RAN and D2D communications.
1) EC-RAN:
The BBU constitutes a pool in each cloudlet to easily share signaling, data, and channel state information for users in a vehicular network. This approach can greatly improve the radio resource utilization by aggregating and dispatching the BBU bandwidth. EC-RAN implements a soft and virtualized BBU pool and distributed RRHs at remote sites. All RRHs connect to a switcher/central device that can flexibly schedule radio resource in a BBU pool for one RRH or a set of RRHs. The vehicle can directly communicate with RRHs at the road side or with nearby base stations through wireless communications. RRHs communicate with a BBU pool through wired communications for reliability and low latency, such as optical fiber links. By this approach, the BBU can assign bandwidth resource for each RRH based on user demand. Through controlling the number of RRHs, we can adjust the size of small cells and significantly reduce intercell interference. Moreover, resource allocation can be realized in a simplified procedure, e.g., programming the software.
2) D2D: D2D enables the direct transmission between different vehicle devices. It combines with device-to-base-station (D2B) to form a HetNet. Proximity-based D2D communications are emerged as a promising technology for effective sharing of resources (spectrum and computing resources, etc.) and for users who are spatially close to each other [24] . In a mixednetwork deployment scenario, D2D can create opportunities for spectrum reuse and reduce communications latency for longdistance transmission or traffic congestion. On the other hand, D2D communications can potentially promote resource sharing among vehicles through device relaying, which resembles ad hoc communication. In Fig. 1 , multiple D2D links are established in device pairs, i.e., A-B, B-C, and C-D. They form a D2D cell and share the same information based on geographic distribution. It is similar to a social network, which is a promising approach based on social relations [25] . The other case is that D2D can relay for traffic offloading. Vehicle A is much closer to the base station and can act as a relay for its nearby vehicle C. D2B and D2D form a combined-communications network that aims to improve data transmission performance with minimal cost. Moreover, the base station communicates with a data center through a wide area network (WAN).
D2D transmission for intervehicle communications will be affected by the number of surrounding vehicles and nearby D2D cells [26] . Fifth-generation small cells enable high spatial and frequency reuse in limited coverage area. As the density of 5G small cells grows, the transmission power of the scheduled base station is decreased, and the achieved network efficiency is increased. However, the intercell interference will be increased. A D2D cell is a tiny cell that coexists with 5G small cells. To minimize intercell interference, a 5G small cell will accept a limited number of D2D cells. We assume that the D2D transmission probability of vehicle j is denoted as
Here, ν is the probability of D2B communication (0 < ν < 1). n j is the number of vehicles in a D2D cell.
3) Data Transmission Through 5G Core Network: Data transmission through a 5G core network is greatly affected by the link condition. Here, we use quality of link (QoL) to evaluate the link condition between different cloudlets, because it is unsuitable to exploit a link that reaches the maximum link condition. We define QoL by the probability of a successful packet transmission in a specific small time interval. Apparently, a link with a faster transmission rate and lower delay will have a higher QoL and, therefore, obtain a larger chance at resource sharing. We employ the softmax method by using the Boltzmann distribution theory [27] . The probability that a link is selected as a backhaul during resource sharing is given by
Here, q i,k denotes QoL between cloudlets i and k. τ is a temperature parameter of Boltzmann distribution. A high temperature will cause the selection of a backhaul link to be all equally probable. A low temperature will generate a greater difference in the selection probability for links that differ in their QoLs.
B. Cloud Computing in 5G-Enabled Vehicular Network
Cloud computing in a 5G-enabled vehicular network includes one data center and multiple cloudlets. Long-distance transmission will increase communication latency, require more bandwidth resource, and create congestion of Internet traffic flow in a WAN [28] , [29] . Compared with the centralized cloud, the distributed cloudlets are geographically close to vehicles and can serve as a subordinate unit of the data center. In Fig. 1 , cloudlets are distributed in three regions to provide elastic computing services. Cloud computing in a 5G-enabled vehicular network architecture can be divided into three main scenarios.
• At the end-user side, a vehicle can access the vehicular cloud through D2B or D2D. Service can be classified into different purposes. Users will pay for this service by the amount of service time and feedback the evaluation of QoS. A vehicle can also be the source of messages. For example, a vehicle can transmit map data and share public information to nearby vehicles through the D2D approach. Application requirements will be directly offloaded to the local cloudlets through wireless communication.
• At the edge device side, a cloudlet (or called roadside cloud, RAN cloud) is a set of resource-rich computers and BBUs that are connected to the Internet and provide service to nearby users. A cloudlet has three important tasks. First, it provides direct service as a service provider and caches the required data as preparation for the next related service. Second, it manages the communication within mobile users or between the base station and mobile users, such as bridging D2D connection between two nearby EVs, allocating the transmission channel for the BBU pool, and conducting data-sharing service. Third, it serves as a middle layer by offloading some incapable applications to the superior data center cloud and then returning results to the end user.
• At the IP core side, the data center cloud is a cluster of physical devices and software services. It can possess both radio resource and computing resource and make profit by renting resource to service providers for a long-term period. Each service provider has limited cloud resource that can be based on user demand and makes profit from providing service by allocating a virtual machine to run applications. Cloud storage technology is another important approach to increase the resource utilization efficiency of cloud computing [30] . Moreover, a centralized BBU pool is located in a data center and responsible for local BBU pool management.
In this paper, resource sharing can be conducted between the nearby cloudlets. For example, when a cloudlet has many application requests to process in a busy time, it may find resource assistance from the nearby cloudlets as long as bandwidth is enough to support data transmission. Resource assistance is similar to run an application in the local cloudlet. For radio resource sharing, we consider channel coordination between vehicles [31] . For a large-area management, a unfield control platform plays an important role in system design. The SDN framework brings a promising approach for a geodistributed cloud computing network.
C. SDN Framework in EC-RAN
The basic idea of the SDN framework in EC-RAN is to separate control logic (i.e., the control plane) from many underlying cloudlets and communication equipments (i.e., the data plane), as shown in Fig. 2 . The decision of resource allocation is made in the management plane (a control center) that includes service providers, a network manager, and a baseband manager. They work independently and provide service for application requests in the control center. The control plane in the second layer is responsible for data-forwarding strategies and resourcesharing strategies. The significant feature of the control plane is the virtualization of small cells in the data plane. A small cell can be regarded as a node in the EC-RAN network. Cloudlets are located in different small cells. The operation state of the cloudlet can be represented as three variables: CPU resource, memory resource, and bandwidth resource. The link state between two connected nodes can be evaluated as the QoL. Algorithm design and control decision are made based on the information from the control plane. At the bottom layer, a cloudlet and RRH in a base station provide local service to users. Cloudlets are controlled by the manager from the data center in the management plane and performs the control decision. For example, the BBU pool in a cloudlet is responsible for baseband processing to reduce the interference between different RRHs or D2D and maximize energy efficiency. The baseband manager in the management plane is responsible for the RRH on/off management to minimize the number of activated RRHs. The difference between the BBU pool and the baseband manager is that they are working in different layers. The BBU pool processes the baseband resource in the physical layer. The baseband manager controls the bandwidth resource in the application layer based on the virtualization of EC-RAN in the control plane. With the management from the SDN framework, a 5G-enabled vehicular network can make the best of the idle resource in data centers and achieve complex but efficient network management functionalities.
III. PROBLEM FORMULATION

A. Network Model
We consider M geographically distributed cloudlets in different regions (e.g., one cloudlet for one region). Cloudlets can form a graph g = {V, E, w} (i = M ), which is employed to describe the resource distribution and relationship of SPs. Set V represents the collection of a cloudlet L i (i = 1, 2, . . . , M), and weight w on them denotes the link condition between two regions. The network topology depends on the geographical location of each region, e.g., the connection between L 1 and L 2 means that these two regions are adjacent. Set E is the collection of connected edges. For example, we have e
. In this paper, the meaning of a connected edge is more than geography connection. It also represents the opportunity for cloudlet resource sharing. The cloudlet resource sharing is to balance the resource utilization in the following two scenarios.
• Resource Shortage: If L 1 operates with a high degree of resource utilization, it will have few resource for new coming applications. This situation often happens when many vehicle users request for service simultaneously. The traditional approach is to increase the number of physical devices with the condition of raising the cost for better service. The disadvantage is that L 1 will operate on a low degree of resource utilization in most of the time.
The resource-sharing approach can resolve this problem in a flexible way. For example, L 1 is allowed to rent resource from L 2 , L 3 , and L 4 , as shown in Fig. 3 . In other words, users are allowed to access the nearby cloudlets and run applications on cloudlet devices as long as the link condition can support data transmission. It is noted that L 1 can rent resource from more than one cloudlet. • Ultradense Deployment: Ultradense deployment is an important feature of a cloudlet. To improve energy efficiency, a cloudlet can turn off its power automatically when it works on low utilization and can be replaced by the nearby cloudlets. For example, at midnight, most people are in deep sleep. The cloud manager will evaluate the utilization of each cloudlet and turn off some cloudlets, such as L 1 . The user in L 1 will access the nearby cloudlets for service, such as that in L 2 .
Intercloud resource sharing is very important for cloudlets to improve profit and reduce the system power consumption. The control result includes the amount of allocating resource and the on/off state of cloudlets. Moreover, the resource-sharing strategy should satisfy the capability of each cloudlet. For a cloudlet L i , the maximum capacity can be evaluated by the CPU resource max C i , the memory resource max M i , and the bandwidth resource max B i .
The resource requests from user j can be denoted by
Requests include the information of the amount of CPU resource C j , the amount of memory resource M j , the required bandwidth B j , and the maximum latency time T j . Every application has a specific maximum latency T j , which should not be exceeded to provide a satisfactory QoS to a user. Therefore, the link condition will be an important factor to determine the success of resource sharing. To evaluate the resource utilization of a cloudlet, we normalize the three types of resources in a uniformed value and make the value of resource utilization no more than 1, i.e.,
where y j is the weighted sum of resource that a cloudlet L i allocates to user j. c, a, and b are the fixed coefficients of three kinds of resources (CPU resource, memory resource, and bandwidth resource) and satisfy the relationship of c+a+b = 1.
B. Utility Function
The stimulating approach in a 5G-enabled vehicular network includes revenue and operation utility. A user will pay for service by the amount of service time. If a cloud operates more applications, it can receive more revenues. However, unoccupied resource will also consume energy. Thus, the purpose of resource management of the cloud is trying to improve the resource utilization of each cloudlet and decrease the number of idle or low-utilization cloudlets. The utility function of a 5G-enabled vehicular network is given by
where y i is the utilization of cloudlet i, and 0 ≤ y i ≤ 1. R is the unit of revenue that a user pays for service. u is the fixed coefficient of operation utility. The operation utility is a concave and increases monotonically. This indicates that operating in a low resource utilization is bad for utility. From the utility function, we observe that the maximum value of utility will appear when resource utilization reaches a good balance between cloudlets. The balance will be obtained through the resourcesharing approach.
C. Cloudlet Resource Sharing
Cloudlet resource sharing is based on the conditions of satisfying link quality and cloud resource redundance. For example, a cloudlet will prefer to cooperate with the cloudlets with more unoccupied resource than itself. The unoccupied resource here is the resource available for new coming applications. We employ a penalty factor (y i ) m (m ≥ 2), which is an upward curve. The penalty is intended to avoid cloudlet resource overutilization. This means that the penalty will be increased as y i is increasing. As a result, L i will try to decrease utilization through resource sharing with the nearby cloudlets. Thus, 1 − (y i ) m denotes the willingness of a cloudlet to accept new coming applications. Resource sharing aims to balance the utilization of cloudlets. Thus, the allocation function of each cloudlet is related to the willingness of all related cloudlets, i.e.,
where x i,i is the amount of resource to be allocated on L i for new coming applications. x i,k is the amount of resource renting from L k . ρ i is the amount of resource that has been occupied on a cloudlet L i . The occupied resource includes the shared resource with other cloudlets in the former optimization result (e.g., x k,i ). Therefore, the resource utilization of L i , y i , is the sum of x i,i and ρ i . τ k is the decision variable (either 0 or 1) of a cloudlet state. θ i,k is the link choice probability. δ 1 and δ 2 are the parameters that determine the influence from θ i,k . χ i,k denotes link condition. The value of x i,k should satisfy the constraint of the total required resource π i . Then, we have
To a single cloudlet, the solution of (5) is a nonlinear optimization problem. However, the result of all cloudlets is a matrix X = (x 1 , x 1,2 , . . . , x 1,M ) is the optimal solution of a cloudlet L 1 . The result of one cloudlet may have an effect on other connected cloudlets for resource sharing. For example, if x 1,2 > 0, this means that a cloudlet L 1 rents resource from L 2 . Therefore, x 1,2 is the amount of trading resource between two cloudlets. Moreover, before allocating resource, we first evaluate the occupied resource of L i by
Here, ϕ i is the resource utilization of L i in the last time slot. We try to maximize the utility of each cloudlet based on the allocation function, since the allocation function has the same tendency as the utility of each cloudlet. This means that if we maximize the value of the allocation function, we obtain the best utility of the cloudlet. The strategies of other cloudlets are denoted by
The optimal function of a cloudlet i can be denoted by
IV. SOLUTION
The optimal function of all cloudlets is too complicated to be resolved as they are tightly coupled by the network topology. Equation (8) leads us to a local optimal solution of one cloudlet, in which we find that the utilization of cloudlets is closely related with each other and can be balanced by resource sharing. Therefore, the globally optimal solution is based on the SDN architecture to maximize the allocation function of the entire cloud system. The main work of this section is to linearize the optimal function and get the explicit form of the solution.
There are two main difficulties for this problem. First, the solution of (8) is a set of value, x 1 = (x 1,1 , x 1,2 , . . . , x 1,M ) . It includes the resource sharing from other cloudlets, such as (x 1,2 , . . . , x 1,M ), and the resource allocation on its own devices, x 1,1 . The traditional concave optimization approach is to construct the entropy function here and search for the optimal solution in a feasible zone. However, this approach is time consuming when there are many cloudlets in a network. We employ a simplified linear approach, namely, KKT condition, to find the optimal solution. Second, This problem has special properties. All cloudlets in EC-RAN try to balance the utilization of a network. Thus, global optimization can be obtained when cloudlets achieve a local optimal solution. This means that the globally optimal function is equal to the sum of all local optimal functions. The study in [32] proposes a tree topology approach for the load balance problem in a homogeneous network. However, the operation time of a tree formation will grow as the number of nodes increases, whereas the accuracy of a global solution will decrease. To address the problem, we propose a noncooperation matrix game to obtain global optimization, which is to motivate each cloudlet to optimize resource management.
A. Matrix Game
We consider a noncooperative matrix game with M players. For each player i, it obtains the optimal solution x i based on other player's strategies x i . Thus, we regard this approach as the same as solving a generalized Nash equilibrium problem. To find the Nash equilibrium solution, we denote X * as the generalized Nash equilibrium, X * = {x * 
In [33] , Li and Lin employed the KKT condition to transform the problem of generalized Nash equilibrium into nonlinear complementarity. To get the Nash equilibrium solution, the resource-sharing function needs to satisfy one condition: To all cloudlets, solutions
Therefore, F (X) is concave in each x i,k . If x i is a normalized stationary point of the optimal problem, there exist multipliers λ i , β i such that for each i = 1, 2, . . . , M, we have
However, when the number of cloudlets is larger than two, (11) is very complicated to solve and get an explicit expression. We notice that a Nash equilibrium solution will be obtained when we solve (8) for each cloudlet. Therefore, we first simplify the optimal function (8) . Then, we calculate the local optimal solution of each cloudlet independently. After iteration for several rounds, the local optimal solution will gradually converge to the globally optimal solution, which is the Nash equilibrium. We refer to the following steps to obtain the global solution.
• Step 1: Simplify the optimal function (8) of each cloudlet.
Then, calculate the related parameter ρ n i for each cloudlet according to (7) , where n is the index of rounds. Go to step 2.
• Step 2: Calculate the local optimal solution of each cloudlet. Go to step 3.
n is the final solution. Otherwise, go back to step 1. ϕ is a positive value.
B. Simplification
The principle of simplification is based on the idea of excluding the cloudlets that are inappropriate to rent resource. First, cloudlets without edge connection are not capable of resource sharing. Take L 1 for example. L 1 and L 6 have no connected edge, e(L 1 , L 6 ) = 0. Thus, x 1,6 = 0. Then, we notice that a cloudlet L i only sends a resource sharing request to the connected cloudlets whose unoccupied resource is richer than itself. If a cloudlet L 1 rents resource from L 2 , the resource allocation result includes occupied resource x 1,1 and renting resource x 1,2 , i.e.,
The result shows that L 1 may rent resource from L 2 if the condition of χ 1,2 ρ 2 − ρ 1 < π 1 is satisfied. This condition is also correct in multiple-cloudlet resource sharing. Therefore, the resource sharing between two cloudlets is based on two conditions: They are directly connected e(L i , L k ) = 1, and the amount of unoccupied resource is enough for resource sharing χ i,k ρ k − ρ i < π i . Otherwise, the resource sharing request will be refused x i,j = 0.
C. Concave Optimization in Each Cloudlet
We employ a nonlinear concave optimization approach based on KKT conditions to solve the local optimal solution of each cloudlet. From [34] , we can work out an explicit solution for any matrix dimension M . Equation (5) can be rewritten as
Here, λ i , β k , and v k are related parameters in Lagrange decoupling. n is the number of cloudlets, satisfying condition χ i,k ρ k − ρ i < π i . Then, we have a set of equations as follows:
The reformulation of this problem is a standard mathematical procedure and relatively easy to solve. The solution of cloudlet L i will fulfill limitations from (14)- (17), no matter how many cooperating cloudlets there are. In this paper, we only elaborate the progress of resolving the case that L i has two cooperating cloudlets. Take n = 2 for example. We combine (14) and (15) and then get the results as follows:
Here, Δ is the sum of utilization. Then, we combine (18) with (19)- (21) and (17) and get three equations about β i , i.e.,
Therefore, through calculating β i , we can get a solution of x i . According to (16) , there is no less than one β i that is equal to zero. Therefore, conditions can be classified into seven cases as 2 3 − 1 = 7. If all β i 's are equal to zeros, the result of x i can be presented as
If only β 1 is equal to zero β 1 = 0, this means that only x 1 is larger than zero. Therefore, we have the set of results x i = [π i , 0, 0]. If only β 1 is larger than zero β 1 > 0, this means that only x 1 is equal to zero, and we have
Moreover, the result of x i can be presented by
The rest of the four cases can be resolved similarly. Thus, we narrow down the searching area for solution x i to eight points. According to (16) , we can further remove some points out of the feasible zone of the solution. Then, we go back to (8) and find the final solution at the point with the maximum value of F (x i , x i ). The Kuhn-Tucker conditions are able to find the final solution of more than two cooperated cloudlets. Theorem 1: When we maximize the resource-sharing function, we will obtain the best network utility.
Proof: According to (4), the utility function is concave in (∂U /∂y i ) = R + (u/(y i + 1)) and (
2 < 0. According to (10) , the resource-sharing function is also concave. The resource sharing result is to balance the utilization between the different cloudlets. We assume a two-cloudlet network, whose utilization is denoted by y 1 and y 2 before resource sharing (y 1 > y 2 ). By maximizing (9) , the optimal solution y 1 = y 2 = ((y 1 + y 2 )/2) is to balance the utility between cloudlets. Furthermore, the utility is compared between before and after resource sharing, i.e., U − U = u (log(y 1 + 1) + log(y 1 + 1) − 2 log (y 1 + 1))
The utility before resource sharing is less than that after resource sharing. Therefore, when we maximize the resourcesharing function, the utility of cloudlet will be maximized.
V. NUMERICAL RESULTS
A. Simulation Setup
In the simulation, the system model is supported by the travel data from the household travel data dictionary of the southeast Florida region [35] .There are three countries and 18 regions in the southeast Florida, Broward, Dade, and Palm Beach. We select nine adjacent regions with a high traffic rate. The nine adjacent regions are shown in Fig. 4 . We assume that each cloudlet is located in one region and responsible for local vehicular service. The connected lines between each region are the edges of a network and indicate geographical proximity. Cloudlets with connection can form a resource sharing group. The remote data center is responsible for managing the operation of all cloudlets. The simulation is conducted to last for 24 h. We assume that the capability of all cloudlets is the same, and the cloud resource is shared by service providers equally. We consider two kinds of vehicular applications: service for navigation and service for online video. Since a vehicle may have many passengers, the two kinds of vehicular applications can be conducted at the same time. The required resources are in Table I , in which resource values are transformed into the units of each kind of resource (e.g., one unit of CPU means 4000 MIPS, one unit of memory means 4000 MB). We adopt this approach to simplify the calculation as that in [36] and [37] . The ratios of three kinds of resource are evaluated by the cost, i.e., c = 0.5, a = 0.4, and b = 0.1. Other parameter settings can be found in Table II .
B. Convergence of the Proposed Approach
The optimal solution of each cloudlet will be obtained by maximizing (9) . In the optimal progress, each cloudlet will interact with each other according to the network topology. Following the proposed approach, the global solution will be obtained through multiple iterations. Fig. 5 , the local solution will converge to a stable state of the global optimal solution. This means that no cloudlet will adjust its resource allocation strategy to obtain a higher utility.
C. Performance Evaluation of D2D Communications
The D2D approach is an attractive characteristic of 5G networks. Vehicles can employ D2D to transmit data rather than D2B. Therefore, frequency reuse will enable a cloudlet to allocate less D2B bandwidth resource by using D2D bandwidth. Moreover, with less data transmission to mobile users, cloudlets can save memory resource, such as Read-Only Memory for task running. Fig. 6 compares the total number of dropped applications on each cloudlet. In this model, we assume that a user will continue to send an application request if they are refused. Therefore, one application may be dropped several times if a cloudlet has no enough resource to provide service. In Fig. 6 , we notice that the number of dropped applications in a D2D-assisted network is less than that without D2D. In the case without D2D, each application will consume more resource. A cloudlet will refuse and drop user applications if it has not enough resource to provide service.
D. Performance Evaluation of Cloudlet Resource Sharing
Cloudlet resource sharing is an approach to improve the unbalance in resources utilization. It performs well in two situations: resource shortage and cloudlet hibernation. In the case of resource shortage, a cloudlet can enhance its capability by renting resource from nearby cloudlets. Through offloading application on the cooperated cloudlet, the number of mobile users in service is increasing. A cloudlet can be turned off in a state of hibernation for energy saving, if its amount of occupied resource is very low and it can be replaced by the nearby cloudlets. However, in the case without resource sharing, a cloudlet will keep operating, even if there is no user. Fig. 7 compares the resource utilization of each cloudlet at 8:00. The blue bars of cloudlets 1, 2, 4, 7, and 9 are lower than yellow bars. The rest of the blue bars are higher than the yellow bars. The total resource utilization of all cloudlets is the same. The results indicate that a cloudlet with a large amount of occupied resource can reduce its resource utilization through renting from the cloudlets with low occupation. Therefore, the resource utilization between different cloudlets will become more balanced. The utility of the two approaches (with and without resource sharing) is 5.65866 and 5.65882, respectively. This further illustrates that the proposed allocation strategy is optimal to network utility.
The average resource utilization of each cloudlet in a whole day is shown in Fig. 8 . The utilization of blue bars is higher than that of the yellow bars. This is because the cloudlet that has less application requirements can improve its resource utilization Fig. 9 . Result of average resource utilization at 9:00 in a global optimal approach and a local optimal approach. through the resource-sharing approach. The cloudlet that has abundant resource can process more application requests by resource sharing. The number of application requirements is affected by the number of mobile users. The result turns out that the total utilization is significantly enhanced.
E. Performance Evaluation of the SDN Architecture
The 5G-enabled vehicular network with SDN architecture has many benefits. One of them is that with an appropriate separation between control and management, cloudlets are controlled and managed by the control center in the management plane. This allows the cloud manager to control the network conveniently. Without SDN architecture, a cloudlet only has knowledge of nearby cloudlets, and the manager has to make the decision based on local information. Fig. 9 shows the result of average resource utilization at 9:00 and compares the results of two approaches: with and without SDN architecture (global and local optimality).
The balance of resource utilization is important to show the advantage of SDN architecture and can be evaluated according to the heterogeneity index. The heterogeneity index in this paper is based on the Lorenz curve and a Gini coefficient that describes income inequality in microeconomics [38] . Here, we employ the heterogeneity index H to evaluate the unbalance degree of resource utilization of cloudlets. Thus
Here,ȳ is the average value of utilization of all cloudlets. N is the number of cloudlets. The heterogeneity index of cloudlet utilization with and without SDN architecture is 0.1328 and 0.1765 respectively. This shows that the globally optimal solution is slightly better than the local solution of resource balance. Since the balanced result is better for utility, we come to the conclusion that with SDN architecture, the 5G-enabled vehicular network can reach the global optimality.
F. Performance Evaluation of Energy Cost
Fig . 10 shows the total operation time of nine cloudlets in the resource-sharing approach. Let us take the cloudlet L 1 for example. It has 12 h to turn on for work and 12 h to turn off for hibernation. The power-off duration is good for the lifetime of the cloudlet and also reduces the operation energy. If without resource sharing, the cloudlets need to keep on working. By combining with the result in Fig. 7 , we conclude that the 5G-enabled vehicular network increases the utilization of resources with lower power consumption.
VI. CONCLUSION
In this paper, we have proposed a new paradigm of a 5G-enabled vehicular network. The paradigm integrates the concept of EC-RAN, D2D communications, and SDN technologies. The main purpose is to provide efficient and elastic services for mobile applications, which requires large bandwidth resource and high computing capability. We have also discussed the cloudlet resource management approach, which includes resource allocation and sharing. The D2D approach was investigated to increase the bandwidth resource reuse and relieve the communications congestion. We employed a matrix game to solve the problem and used KKT conditions to work out the explicit solutions of global optimization. Through cloudlet resource sharing, the management approach of noncooperation game can significantly improve the resource utilization and reduce the operation cost for the cloudlet devices. In future work, communications security is also important in cloud computing [39] , [40] . Particularly for fast-moving vehicles, the cooperation between small cells is an effective approach to deal with the network topology change problem, such as rapid authentication of mobile terminals or fast switching between different wireless networks [41] .
