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The quasi-single energy peak in the conductance of the side contacted parallel
armchair nanotubes encapsulating dopants
Ryo Tamura
Faculty of Engineering, Shizuoka University, 3-5-1 Johoku, Hamamatsu 432-8561, Japan
The interlayer transmission rates of the side contacted parallel armchair nanotubes are calculated
by the perturbative calculations with the pi orbital tight binding model. One of the nanotubes encap-
sulates dopants and touches another undoped nanotube. The effect of the dopants is represented by
ε that is the difference between the two nanotubes in the site energy. In the isolated armchair nan-
otube, the wave functions are either symmetric (+) or anti-symmetric (−) with respect to the mirror
plane. The Landauer’s formula conductance is represented by (2e2/h)(T+,+ + T−,− + T−,+ + T+,−)
with the transmission rate Tσ′,σ from the left nanotube σ state to the right nanotube σ
′ state. When
the mirror planes of the two nanotubes do not coincide with each other, the off-diagonal T∓,± is
non-zero. The off-diagonal T∓,± and diagonal T±,± are proportional to the (E−
ε
2
)−2 sin2[C(E− ε
2
)]
and sin2[C(E − ε
2
) + ϕ], respectively, where C and ϕ do not depend on the Fermi level E. Among
the energy peaks of the former, that at E = ε
2
is much higher than the others . In other words,
the former has a quasi-single peak at E = ε
2
. The heights of the periodic energy peaks of T±,± are
reduced by increasing |ε|, while that of the quasi-single peak of T∓,± does not depend on ε. Thus
the quasi-single peak of T+,− + T−,+ is dominant over the periodic peaks of T+,+ + T−,− in the
conductance when |ε| is large enough.
1
I. INTRODUCTION
A large variety of quantum dots (QDs) are formed in
the GaAs/AlGaAs heterostructure,1 carbon nanotubes
(NT)2 and graphenes.3 A typical characteristic of the QD
is the oscillation of the conductance as a function of the
Fermi level E or the gate voltage Vg, where E is con-
trolled by Vg. When E approaches one of the resonant
levels {E1, E2, · · ·}, the resonant tunneling occurs. In
case the energy broadening of each level is much smaller
than the level spacing, the QD works as an electric switch
that is turned on at the resonant levels. The geometry
of the QDs in the GaAs/AlGaAs heterostructure has to
be controlled by the extrinsic lithographic pattern of the
attached electrodes. On the other hand, the NT and
graphene have their own shapes. Those of the NTs are
determined by the chiral vector (n1, n2) and the axial
length. The resonant level spacing of the metallic NT is
inversely proportional to the axial length.4 The conduc-
tance of the (n1, n2) NT is governed by whether n1−n2 is
a multiple of three or not. The solution-sorting methods
developed recently enable us to separate single chirality
NTs.5 Compared to the NTs, the influence of the edges
is more crucial in the graphene. The localized states spe-
cific to the zigzag edge have been investigated by the tight
binding (TB) model and the gauge field theory.6,7 The
energy gap of the armchair graphene ribbon is sensitive
to the ribbon width.8 Though the zigzag graphene ribbon
has zero energy gap irrespective of the ribbon width, the
dependence of the conductance on the ribbon length is
qualitatively changed by the ribbon width.9 In the gen-
eral graphene ribbon, the zigzag and armchair edges co-
exist and various band structures emerge.10 These re-
sults indicate that the control of the edge and width of
the graphene ribbon is crucial. Compared to the control
of the NT chiral vector, however, that is difficult in the
present technology.
In the two NTs contacted with the van der Waals force,
the overlap region can be considered a NT QD. The
modes of the contacts are classified into the telescoped
(t-), parallel side contacted (ps-) and crossing side con-
tacted (cs-) NTs. The inter-tube motions of t-NTs have
been investigated experimentally11 and theoretically.12
The interlayer conductance of the t-NTs bridging a nano
gap between a fixed electrode and a piezo driven elec-
trode has been measured.13 Compared to the t-NTs and
ps-NTs, the cs-NTs are more suitable for the multitermi-
nal junctions. The interlayer interactions are classified
into the Coulomb interaction and π orbital overlap. The
former causes the interwall screening14 while the latter
is relevant to the interlayer conductance and is repre-
sented by interlayer transfer integrals of the TB model.
Various theoretical results of the Landauer’s formula15
have been reported about the cs-NTs,16 t-NTs,17–20 and
ps-NTs.21,22 Comparisons between the t-NTs and ps-
NTs were also reported.23,24 When the interlayer con-
figuration is incommensurate, the conductance of the t-
NTs is much smaller than the metallic NT.18 Contrary
to it, the incommensurate double walled NTs can be
metallic.25 The current in the former case is forced to
flow between the interlayer region and thus it is remark-
ably suppressed compared to the latte case. In Ref.24,
t-NTs and ps-NTs of armchar nanotubes (ANTs) are dis-
cussed. The AB stacking contact is the most stable in
the ps-ANTs.26 The wave function of the isolated ANT
is classified into the symmetric (+) and anti-symmetric
(−) states with respect to the mirror plane including the
tube axis. With the interlayer transmission rate Tσ′,σ of
which σ′ (σ) indicates the symmetry in the right (left)
ANT, the Landauer’s formula conductance is represented
by (2e2/h)(T+,+ + T−,− + T+,− + T−,+). In case of the
AB stacking, the resonant levels of the diagonal Tσ,σ are
represented by Em = πat(3m + σl)/(2
√
3L) where m
is an integer, −t is the intralayer transfer integral be-
tween the nearest neighbors, L is the overlap length, a
is the lattice constant, 2L/a is limited to integers and
l = mod(2L/a, 3) = 0, 1, 2. The dependence of Em on l
originates from the wave number at the K and K’ points
in the same way as the mod(n1 − n2, 3) rule of the NT.
The susceptance of the ANT is also sensitive to l.27 In
the case of the t-ANTs, the off-diagonal terms T−σ,σ are
negligible compared to the diagonal Tσ,σ.
19 In the case
of the ps-ANTs, however, T−σ,σ is comparable to Tσ,σ
and is proportional to E−2 sin2
[
2LE/(
√
3ta)
]
, that is the
square of cardinal sine (sinc) of the argument E. Because
the first peak at E = 0 is about 21 times as high as the
second peak at E = ±2.25a√3t/L, the square of the sinc
function has a quasi-single energy peak. The singleness
of the T−σ,σ peak exhibits a striking contrast to plurality
of the resonant peaks of Tσ,σ. Nevertheless the diagonal
terms Tσ,σ remain comparable to the off-diagonal T−σ,σ
and thus the single peak is buried in the multiple peaks of
Tσ,σ. Reference
19 also shows that the site energy differ-
ence ε between the two ANTs reduces the diagonal terms
Tσ,σ of the t-ANTs. The difference ε can be induced by
the chemical doping. In the ps-ANTs of which only one of
the ANTs encapsulates dopants, ε can be increased. The
potassium encapsulation of the single wall NTs induces
a shift about 0.5 eV.28 It inspires us with the idea that
the quasi-single peak of T+,−+T−,+ is dominant over the
multiple peaks of T+,+ + T−,− in the conductance of the
ps-ANTs with non-zero ε. In the present paper, we look
at the idea with the perturbative method developed in
Ref.24.
II. GEOMETRICAL STRUCTURE AND TIGHT
BINDING MODEL
As is shown by Fig. 1 (a), the atomic z coordinates
in tubes ↓ and ↑ are aj/2 and aj/2 + ∆z, respectively,
with integers j, the lattice constant a = 0.246 nm and
a small translation |∆z| < a/4. In the overlap re-
gion D, 0 ≤ j ≤ N − 2 and ∆z ≤ z ≤ (N2 − 1)a.
2
The atomic y coordinates of tube ξ(=↓, ↑) are repre-
sented by Rξ sin θ
ξ
j,i with the tube radius Rξ =
√
3a
2pi nξ.
The angles θ↓j,i =
χj,i
n↓
and θ↑j,i =
χj,i
n↑
− 2pi3n↑ + ∆θ are
measured in the opposite direction with positive inte-
gers i, χj,i ≡ π(i − (−1)
i
6 − (−1)
j
2 ) and a small rota-
tion |∆θ| < π/n↑. Thus the atomic x coordinates are
R↓ cos θ
↓
j,i for tube ↓, and D + R↑ + R↓ − R↑ cos θ↑j,i for
tube ↑ with the interlayer distance D = 0.31 nm. For
example, Fig. 1 (b) shows the interlayer configuration
in case n↑ = 2n↓ and (∆θ,∆z) = (0, 0). The interlayer
configuration is similar to the AB stacking when ∆z = 0
and ∆θ = 0,−π/(3n↑).
The tight binding (TB) Hamiltonian is defined in the
same way as Ref.24. The TB equations in region D (0 ≤
j ≤ N − 2) are represented by
E~c
(D)
j =
1∑
∆j=−1
H(j,∆j)~c
(D)
j+∆j (1)
with the Hamiltonian matrix
H(j,∆j) =
(
h
(j,∆j)
↓ , 0
0, h
(j,∆j)
↑
)
+
(
0, W (j,∆j)
tW (j+∆j,−∆j), 0
)
. (2)
The first and second terms of Eq. (2) are in-
tralayerH
(j,∆j)
0 and interlayer V
(j,∆j) parts, respectively.
With the site number defined above and integers m,
h
(j,0)
ξ,2m−1,2m,h
(j,0)
ξ,2m,2m−1, h
(1,±1)
ξ,2nξ,1
, h
(1,±1)
ξ,m−1,m, h
(2,±1)
ξ,1,2nξ
and
h
(2,±1)
ξ,m,m−1 are equal to −t (= −2.75 eV) while h(j,0)↑,m,m = ε.
The other elements in H
(j,∆j)
0 equal zero. The element
of W (j,∆j) becomes non-zero only when the atomic dis-
tance r is shorter than 0.39 nm. The non-zero element
is defined by t1 exp[(d− r)/Lc] cos(θ↓ + θ↑) with param-
eters t1 = 0.36 eV, d = 0.334 nm and Lc = 0.045 nm.
29
The exact numerical calculation is performed in the same
way as Ref.24. The same TB Hamiltonian is applied to
both the exact numerical and the approximate analytical
calculations.
The energies with a wave number k of the periodic
system of which the unit cell is the same as region D are
the eigen values of the matrix H(k) = H0(k)+V (k) with
the notation
♠(k) =
( ♠(1,0), ♦
t♦∗, ♠(2,0)
)
(3)
where ♠ = H,H0, V and ♦ = ♠(1,1)+ e−ika♠(1,−1). The
eigen values and eigen vectors of H0(k) are represented
by
Eσ,ξ = σt
(
2 cos
ka
2
− 1
)
+ εδξ,↑ (4)
and
~b
[0](ζ)
σ,ξ =
(
~d
[0]
σ,ξ
− exp (ik2a) ~d [0]σ,ξ
)
, (5)
respectively, where δ↑,↑ = 1, δ↓,↑ = 0,(
~d
[0]
σ,↓, ~d
[0]
σ,↑
)
=
√
2
(
~g↓,σ, 0
0, ~g↑,σ
)
(6)
and
t~gξ,σ =
1√
8nξ
(1, σ, 1, σ, · · · , 1, σ) (7)
with σ being + (−) for the symmetric (antisymmetric)
states. The auxiliary index ζ = ± in Eq. (5) indicates
that k ≃ ζ2π/(3a). We introduce the factor (−1) in the
lower part of Eq. (5) in order to limit the range of k
to the Brillouin zone |k| < π/a. The wave number k
satisfying Eq. (4) with the positive velocity dE/dk > 0
is approximated by
kσ,ξ =
2
a
(
E − εδξ,↑√
3t
− σπ
3
)
(8)
when k is close to ±2π/(3a).
As we consider V (k) to be the perturbation, Eqs. (4)
and (5) represent the zero’th order states. Equation (7)
is the same notation as Ref.24. The factor
√
2 in Eq.
(6) is necessary for the orthonormality, t
(
~b
[0]
σ,ξ
)∗
~b
[0]
σ′,ξ′ =
δσ,σ′δξ,ξ′ . In contrast to the case of Ref.
24 , the linear
bands kσ,↑ and kσ,↓ are not degenerate and the first order
shift of the energy t(~b
[0]
σ,ξ)
∗V (k)~b[0]σ,ξ equals zero. The first
order shift ~b[1] in the wave function is represented by t~b[1],(ζ)+,↓
t~b
[1],(ζ)
−,↓
 = 2
 −w
(−ζ)
+,+
ε
,
w
(−ζ)
−,+
2E−ε
w
(−ζ)
+,−
2E−ε ,
−w(−ζ)−,−
ε

 t~b[0],(ζ)+,↑
t~b
[0],(ζ)
−,↑
 (9)
and t~b[1],(ζ)+,↑
t~b
[1],(ζ)
−,↑
 = 2
 w
(ζ)
+,+
ε
,
w
(ζ)
+,−
2E−ε
w
(ζ)
−,+
2E−ε ,
w
(ζ)
−,−
ε

 t~b[0],(ζ)+,↓
t~b
[0],(ζ)
−,↓
 (10)
where w
(−)
σ′,σ ≡ (1/2) t(~b[0],(+)σ′,↑ )∗V (2π/3a)~b[0],(+)σ,↓ and
w
(+)
σ′,σ = w
(−)∗
σ′,σ . The explicit definition is
w
(ζ)
σ′,σ =
2∑
j=1
2n↓∑
i=1
2n↑∑
i′=1
(W (j,0) − W˜ (j,1),(ζ))i,i′
8σi+1(σ′)i′+1√n↑n↓ (11)
where
W˜ (j,1)(±) = e±i
pi
3W (j,1) + e∓i
pi
3W (j,−1). (12)
The relation between wσ′,σ and W is the same as Ref.
24
. Figure 2 is a schematic diagram of Eq. (8) in case
3
k ≃ 2π/(3a) and helps us to derive Eqs. (9) and (10).
The Fermi level E is indicated by the dashed horizon-
tal line. The approximate eigen vectors ~b[0],(+) +~b[1],(+)
up to the first order are calculated along the correspond-
ing dotted vertical lines that indicate the Fermi wave
numbers −k+,ξ and k−,ξ. The four closed symbols on
the dashed horizontal line correspond to the unperturbed
wave function ~b[0],(+) at the energy E while the first or-
der shift ~b[1],(+) is the linear combination of the states
indicated by the open symbols. For example, the closed
diamond corresponds to ~b
[0],(+)
−,↓ while the first order shift
~b
[1],(+)
−,↓ caused by V (k−,↓) is the superposition of the open
diamonds.30 Since k−,↓ ≃ 2π/(3a), the matrix elements
of V (k−,↓) are approximated by those of V (2π/(3a)).
III. PERTURBATIVE APPROXIMATE
CALCULATIONS
When we neglect modes other than the ~b[0]+~b[1] states
defined by Eqs. (5), (9) and (10), the solution of Eq.
(1) can be approximated by the repetition of the reduced
vector ~c
′(D)
j as (~c
′(D)
j ,~c
′(D)
j , · · · ,~c ′(D)j ). The reduced vec-
tor ~c
′(D)
j is represented by
~c
′(D)
j =
(
U
[0]
D + U
[1]
D
)∑
s=±
Ξs(j+1)~γ(D)s (13)
The sign s = ± indicates the direction of the propagation.
The matrix U
[n]
D denotes the n’th order term for ~c
′(D)
−1 ,
U
[n]
D =
(
~d
′[n],(−)
+,↓ , ~d
′[n],(+)
−,↓ , ~d
′[n],(−)
+,↑ , ~d
′[n],(+)
−,↑
)
(14)
where ~d
′[0],(ζ)
σ,ξ does not depend on the sign ζ and is de-
fined by Eq. (6) of which ~gξ,σ is replaced by ~g
′
ξ,σ =
(1/
√
8nξ)
t(1, σ). Replacing ~b
[n],(ζ)
σ,ξ with
~d
′[n],(ζ)
σ,ξ in Eqs.
(9) and (10), we also obtain ~d
′[1],(ζ)
σ,ξ . The index ζ in Eq.
(14) is necessary only when n = 1 as ~d ′[0],(+) = ~d ′[0],(−)
and ~d ′[1],(+) = ~d ′[1],(−)∗. The phase factor matrix is de-
rived from Eq. (8) as
Ξ ≡ β
(
αΩ, 0
0, α∗Ω
)
(15)
where α = e
iN ε
2
√
3t , β = e
iN
2E−ε
2
√
3t and
Ω =
(
ei
2
3pi, 0
0, e−i
2
3pi
)
. (16)
Replacing U
[1]
D with zero in Eq. (13), we obtain
~c
′(L)
j =
v0√
n↓
∑
s=±
[βαΩ]
s(j+1)
~γ(L)s (17)
for region L (j ≤ −1),
~c
′(R)
j =
v0√
n↑
∑
s=±
[βα∗Ω]s(j−N+1) ~γ(R)s (18)
for region R (j ≥ N − 1), where
v0 =
1
2
(
1, 1
1, −1
)
. (19)
Equations (17), (18) and (13) enable us to transform
the boundary conditions ~c
′(D,↓)
0 , ~c
′(D,↑)
N−2
~c
′(D,↓)
−1 , ~c
′(D,↑)
N−1
~c
′(D,↑)
−1 , ~c
′(D,↓)
N−1
 =
 ~c ′(L)0 , ~c ′(R)N−2~c ′(L)−1 , ~c ′(R)N−1
0, 0
 (20)
into formulas (t~γ
(D)
+ ,
t~γ
(L)
− )
tXL = −(t~γ(D)− , t~γ(L)+ )tX∗L and
(t~γ
(D)
− Ξ
−N , t~γ(R)+ )
tXR = −(t~γ(D)+ ΞN , t~γ(R)− )tX∗R . Par-
titioning U
[n]
D as
tU
[n]
D = (
tU
[n]
L /
√
n↓, tU
[n]
R /
√
n↑) , we
derive the n’th order of Xµ matrix as
X [n]µ =
 U
[n]
µ Ξ0, −v0Ω∗δn,0
U
[n]
µ , −v0δn,0
U
[n]
−µ, 0
 (21)
with the notation −L =R and −R =L. In the derivation
of Eq. (21), E/t and ε/t are neglected and Ξ is replaced
by
Ξ0 =
(
Ω, 0
0, Ω
)
. (22)
The results of the perturbative calculation on the S ma-
trix Sµ = −X−1µ X∗µ are
SL =
 0, −F ∗+, 12− tF ∗+, −12, − tF+
12, −F+ 0
 (23)
and
SR =
 −12, −F−, −F ∗−− tF−, 0, 12
− tF ∗−, 12, 0
 (24)
where
F± = 2
 ∓w
(±)
+,+
ε
,
w
(+)
−,+
2E−ε
w
(−)
+,−
2E−ε ,
∓w(∓)−,−
ε
 . (25)
The derivation of Eqs. (23) and (24) is shown in Ap-
pendix. Equations (23) and (24) satisfy the time rever-
sal symmetry tSµ = Sµ, while the unitarity S
∗
µSµ = 16
holds up to the first order. Here 1n denotes the unit ma-
trix of n dimension. The transmission rate block in the
4
S matrix of the double junction L-D-R corresponding to
incidence from region L is represented by
tRL = tRΞ
N
∞∑
m=0
(
rLΞ
NrRΞ
N
)m ttL (26)
where Sµ matrixes in Eqs. (23) and (24) are partitioned
as
Sµ =
(
rµ,
ttµ
tµ, 0
)
. (27)
In the formula up to the first order, tRL = β
2ΩN t′RLΩ
N
where
t′RL =
tF ∗+(αβΩ)
N − tF+(αβΩ)−N
+(α∗βΩ)N tF− − (α∗βΩ)−N tF ∗− (28)
The first (second) row and column of Eq. (28) corre-
spond to symmetric + (antisymmetric −) channel. The
transmission rate |(tRL)σ′,σ|2 from (σ,L) to (σ′,R) is rep-
resented by
Tσ′,σ =
(
4|wσ′,σ| sin(η(−τ)σ′,σ N)√
3tη
(−τ)
σ′,σ
cos(η
(τ)
σ′,σN − φσ′,σ)
)2
(29)
with τ = σ′σ, the beeting wave numbers η(±)σ′,σ ≡ (kσ,↓ ±
kσ′,↑)a/4 and the phase φσ′,σ of the parameter w
(σ)
σ′,σ =
|w(σ)σ′,σ| exp(iφσ′,σ). The explicit formulas are
Tσ,σ =
64|wσ,σ|2
ε2
sin2
(
εN
2
√
3t
)
× cos2
[
φσ,σ −
(
E˜√
3t
− π
3
σ
)
N
]
(30)
for the diagonal transmission (τ = +) and
T−σ,σ =
16|w−σ,σ|2
E˜2
sin2
(
E˜N√
3t
)
× cos2
[
φ−σ,σ −
(
ε
2
√
3t
− π
3
σ
)
N
]
(31)
for the off-diagonal transmission (τ = −) with E˜ ≡ E− ε2
being the energy measured from the cross point between
the E
[0]
↓ and E
[0]
↑ bands.
IV. APPROXIMATION W+,− =W−,+ = 0
In this section, we neglect the off-diagonal elements
2w±,∓. In this case, the eigen value equationH(k)~b = E~b
for symmetry σ becomes
(
E − Eσ,↓, −2wσ,σ
−2w∗σ,σ, E − Eσ,↓ − ε
)(
d′σ,↓
d′σ,↑
)
=
(
0
0
)
(32)
where wσ,σ = w
(σ)
σ,σ and Eσ,↓ is determined by Eq. (4).
We derive the dispersion relation
E = σt
[
2 cos
(
km
2
a
)
− 1
]
+
ε+ (−1)mΓσ
2
(33)
from Eq. (32) where m = 1, 2 and
Γσ =
√
ε2 + 16|wσ,σ|2 . (34)
Whereas the first order shift of the energy is zero in Sec.
III, Eq. (33) depends on the interlayer element 2wσ,σ.
Here neglect of the off-diagonal w∓,± is the tradeoff for
the non-zero energy shift caused by wσ,σ. The wave func-
tion of region D is represented by(
c
′(D)
j,↓
c
′(D)
j,↑
)
=
∑
s=±
(
c
(s)
σ , −s(s)σ
s
(−s)
σ , c
(−s)
σ
)
Ξs(j+1)σ ~γ
(D)
s (35)
where
(c(±)σ , s
(±)
σ ) = e
±iφσ,σ2
(√
ε+ Γσ
2Γσ
, −
√−ε+ Γσ
2Γσ
)
(36)
and (Ξσ)m,m′ = −δm,m′ exp(ikma/2). In the following,
we use abbreviations cσ = c
(+)
σ and sσ = s
(+)
σ . When
km ≃ −2πσ/(3a), Ξσ is approximated by
Ξσ = − exp(iη(+)σ,σ )
(
e
i
Γσ
2
√
3t , 0
0, e
−i Γσ
2
√
3t
)
. (37)
By the replacement U
[n]
µ → (cσ,−sσ), U [n]−µ → (s∗σ, c∗σ),
v0 → 1, Ω∗δn,0 → exp(−2iσπ/3) and Ξ0 → Ξσ →
exp(2iσπ/3) in Eq. (21), we can obtain
Xσ,L =
 cσeiσ 23pi, −sσeiσ 23pi, −e−iσ 23picσ, −sσ, −1
s∗σ, c
∗
σ, 0
 (38)
where E˜/t and Γσ/t are approximated by zero. With-
out the perturbation expansion, we can easily calculate
Sσ,L = −X−1σ,LX∗σ,L as
Sσ,L =
 −s2σ, −cσsσ, c∗σ−cσsσ, −c2σ, −s∗σ
c∗σ, −s∗σ, 0
 (39)
Replacing cσ and sσ by sσ and −cσ, respectively, we also
obtain Xσ,R and Sσ,R. Using Eqs. (37) , (39) and Sσ,R
in Eq. (26), we can derive
Tσ,σ =
Yσ
Yσ +
[
1− 16|wσ,σ|2Γ2σ sin
2
(
ΓσN
2
√
3t
)]2 (40)
5
where
Yσ =
64|wσ,σ|2
Γ2σ
sin2
(
ΓσN
2
√
3t
)
cos2
(
φσ,σ − η(+)σ,σN
)
(41)
Equations (30) and (41) are transformed into each other
by the replacement ε ↔ Γσ. Though the higher order
terms m ≥ 2 in Eq. (26) are neglected in the pertur-
bative calculation of Sec. III, all the terms are included
in the non-perturbative calculation (40) according to the
formula
∑∞
m=0 x
m = 1/(1−x). In that sense, Eq. (40) is
a generalized formula of Eq. (30). As |wσ,σ/ε| decreases,
Eq. (40) approaches Eq. (30). On the other hand, gen-
eralization of Eq. (31) is more difficult and we have to
leave it for a future study. Since Eq. (40) is derived on
condition that w−σ,σ = 0, its validity becomes unclear
when w−σ,σ is comparable to wσ,σ. In contrast to Eq.
(30), however, Eq. (40) is always lower than unity as
the transmission rate should be. Furthermore Eq. (40)
coincides with the pertuabation formula of Ref.24 when
ε = 0. Thus Eq. (40) can be considered as an interpola-
tion between Eq. (30) and the formula of Ref.24.
V. RESULTS AND DISCUSSIONS
The system n↓ = 5, n↑ = 10 is considered as a typical
example. Firstly we discuss the AB stacking configura-
tion (∆θ,∆z) = (0, 0). When ∆z = 0, Eq. (11) is real
and thus φσ′,σ = 0, π. The effect of non-zero ∆θ, ∆z
will be shown latter. As is shown in Fig. 1, the ge-
ometrical overlap length equals (N − 2) in the unit of
a/2 while the overlap length in the analytical formulas
(30), (31) and (40) is equal to N . The difference be-
tween the two kinds of the overlap lengths comes from
the two margins at j = −1, N − 1. For the relation be-
tween the overlap length and the integer N , we should
refer to the TB model of (N −1) atoms aligned at z = jb
(j = 0, 1, 2, · · · , N − 2) with a constant tranfer inetgral
−t and a constant interval b. The eigen value E and
j’th component cj of the eigen vector ~c of the TB sec-
ular equation are represented by E = −2γ cos kmb and
cj = sin(kmb(j + 1)), respectively, where km = πm/L
with the integers m and the length L = Nb. Because of
the open boundary conditions c−1 = 0 and cN−1 = 0,
the geometrical atomic chain length (N − 2)b is 2b short
of L.
Figure 3 shows T−,− as a function of N for the en-
ergy E = 0.15 eV. The solid and dashed lines display the
exact results and appriximate formula (40), respectively,
for five values of ε = 0.07i eV (i = 0, 1, 2, 3, 4). The line
attached by the number 7i corresponds to the 0.07i eV.
The residue l with respect to N is defined by l = N−3m
with the integer m under the condition |l| ≤ 1. In each
panel of Fig. 3, N = 3m+l of whichm is varied while the
residue l is fixed to 0, 1 and −1 in the upper, middle and
lower panels, respectively. Classifying the data accord-
ing to the residue l in this way, we can remove the rapid
oscillation with the period ∆N = 3. The zero points of
Eq. (40) are represented by N = (6m− 3− 2l)λE/6 and
N = mλΓ with λE = π
√
3t/E˜, λΓ = 2π
√
3t/Γ and in-
tegers m. Accordingly the nodes of the dashed lines in
Fig. 3 are identified as those in Table I. When ε = 0.14
eV, all the lines approach zero at N = 200 corresponding
to the node λΓ = 201. When ε = 0.14 eV and l = −1,
the nodes λΓ = 201 and 5λE/6 = 156 are close to each
other, thus T−,− is remarkably suppressed between the
nodes 156 < N < 201 in the bottommost panel. The
topmost panel also shows the similar suppresion between
the nodes λΓ = 139 and λE/2 = 166 when ε = 0.21 eV.
We cannot discern the nodes N = 16.6, 21.7 and 31.2 in
the middle panel, whereas they cause the apparent de-
pletion of T−,− in the region N < 30 compared to the
other panels. The approximate formula (40) reproduces
the suppression of the exact T−,− by the increase of ε.
The supressed T−,− of ε = 0.21, 0.28 eV in the middel
panel is magnified in the inset. The lines with circles
correspond to case ε = 0.21 eV. Though Eq. (40) over-
estimates (underestimates) T−,− when ε = 0.21 eV and
N > 50 (ε = 0.28 eV and N > 100), the dashed and solid
lines share the important characteristic that they are re-
markably smaller than those for ε = 0.14, 0.07, 0 eV. In
the dashed lines of the inset, we can identify the nodes
λΓ = 139, but the nodes λΓ = 105 and
λE
6 = 55.4 are
very shallow. The latter shallows bear a close similarity
to the above-mentioned nodes N = 16.6, 21.7 and 31.2.
Overall agreement between the dashed and solid lines is
farily good. Although Eq. (40) is verified when ε = 0 or
|ε| ≫ 4|wσ,σ|, agreement between the solid and dashed
lines with ε = 0.07 eV manifests the effectiveness of Eq.
(40) in the interpolated region |ε| ≃ 4|wσ,σ|. The same
result is found in T+,+ (not shown in Figures).
ε [eV] 0 0.07 0.14 0.21 0.28
1
2
λE,
3
2
λE 49.9, 150 65.1, 195 93.5, * 166, * *, *
1
6
λE,
7
6
λE 16.6, 116 21.7, 152 31.2, * 55.4, * *, *
5
6
λE,
11
6
λE 83.1, 183 108, * 156, * *, * *, *
λΓ * * 201 139 105
TABLE I. table 1. The nodes of dashed lines in Fig. 3 .
They are 1
2
λE,
3
2
λE (l = 0),
1
6
λE ,
7
6
λE (l = 1),
5
6
λE,
11
6
λE
(l = −1) and λΓ. The nodes outside the region 0 < N < 200
are indicated by * except λΓ = 201.
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Equation (40) is effective not only in the ps-ANTs but
also in the t-ANTs. In this paragraph, we concentrate
our discussion into the diagonal transmission rate Tσ,σ of
the t-ANTs. In Ref.19, Author considered the averaged
transmission rate T (N) = 13 (T (N−2)+T (N)+T (N+2))
in order to remove the rapid oscillations and derived
Tσ,σ(Ref. 19) = 16
|wσ,σ|2
Γ2σ
sin2
(
ΓσN
2
√
3t
)
(42)
When |ε| ≫ 8|wσ,σ|, on the other hand, Yσ ≪ 1 and
Eq. (40) is close to Yσ. In that case, the averaged trans-
mission rate Y σ with the approximation cos
2(η
(+)
σ,σN −
φσ,σ) ≃ cos2(πN/3) is twice as large as Eq. (42). In
this way, the multiple reflection ignored in Ref.19 dou-
bles Tσ,σ when Tσ,σ ≪ 1. In the results displayed in
Ref.19 , we are aware that Eq. (42) is only half of the
exact averaged transmission rate when Tσ,σ ≪ 1. The
factor two in the formula Y σ ≃ Tσ,σ(Ref. 19) × 2 has
corrected this disagreement.31
In order to satisfy the condition T−σ,σ ≫ Tσ,σ for the
quasi-single peak, |ε| has to be large enough to suppress
Tσ,σ. In the following, we set ε at 0.3 eV. Under the
conditions |ε|, |E˜| ≪ √3t and ∆z = 0, Eqs. (30) and
(31) approximately satisfy the relations
Tσ′,σ(E˜,N) = Tσ′,σ(−E˜,NE) (43)
and
Tσ′,σ(E˜,N)|w−σ′,−σ|2 = T−σ′,−σ(E˜,Nw)|wσ′,σ|2 (44)
where NE and Nw are related to N as (N,NE , Nw) =
(3m+ l, 3m− σ′σl, 3m− l) with integers m and residues
l = 0,±1. Equation (40) also satisfies Eq. (43) under
the same conditions. We have to distinguish Eq. (43)
from the electron hole symmetry T (E) = T (−E) that has
been broken by the site energy shift ε and the interlayer
transfer integrals W . In contrast to the electron hole
symmetry, the inversion center of the energy E = E˜ + ε2
in Eq. (43) is not zero but ε2 . The origin of Eq. (43) can
be traced back to the phase η
(+)
σ′,σ defined just under Eq.
(29). On the other hand, Eq. (44) originates from the
first order shift of the wave function being proportional
to wσ′,σ as is shown by Eqs. (9) and (10). Thus increase
of |wσ,σ| weakens effectiveness of Eq. (44) for Eq. (40).
In the following, however, we discuss the results for ε =
0.3 eV being much larger than 4|wσ,σ|. In that case,
difference between Eqs. (40) and (30) is so small that
Eq. (40) also approximately satisfies Eq. (44).
Equations (31) and (40) in case l = 1 are exhibited in
Fig. 4 with the range N = 4, 7, 10, · · · , 100 and |E| < 0.3
eV. The diagonal (40) reaches a local maximum when
N ≃ λΓ(m− 12 ) and E = ε2 + π
√
3
(
m′ + σ3 l
)
/N with in-
tegersm andm′. As for the local maximums i ∼ iv in Fig.
4, m′ = 0,−1 and N ≃ λΓ/2. On the other hand, the lo-
cal maximums v and vi are those of the off-diagonal (31)
that appear when E = ε/2 and q tan(q − pi3σl) = 1 with
the notation q = εN/(2
√
3t). Figure 5 displays the exact
numerical data corresponding to Fig. 4. We are satis-
fied by the agreement between Fig. 4 and Fig. 5 when
we remember that there is no fitting parameter in Eqs.
(31) and (40). As the parameters wσ′,σ, that is shown in
Table II, are determined uniquely by Eq. (11) with the
interlayer transfer integrals W , we cannot modify wσ′,σ
in order to improve the agreement. For the quantitative
comparison between Fig. 4 and Fig. 5, numerical values
of (N,E, T ) at the local maximums are shown in Table
III. Discrete energies i meV with integers i are searched
for the local maximums in Fig. 5. Difference between
Fig. 4 and Fig. 5 in Table III is satisfactorily small,
though it gradually enlarges as |E| increases. The pos-
itive (negative) E suppresses (enhances) the exact T in
comparison to Eqs. (31) and (40). Figure 6 is the same
exact calculations as in Fig. 5 except the residue l = −1.
The analytical results corresponding to Fig. 6 can be
found in Fig. 4 with the transformation (44). According
to Eq. (44), T−σ′,−σ(wσ′,σ/w−σ′,−σ)2 is calculated with
Tσ′,σ of Fig. 4 and is shown in the rightmost column of
Table III. It coincides well with Tσ′,σ of Fig. 6. Since
E(ii) + E(iv) = ε, Eq. (43) can be applied to ii and iv.
It follows that T ( ii, Fig. 5) ≃ T ( iv, Fig. 6) and T (
ii, Fig. 6) ≃ T ( iv, Fig. 5). Figures 7 and 8 are the
approximate and exact calculations as in Fig. 4 and Fig.
5, respectively, in case l = 0. When l = 0, Nw = N
and T∓,− = T±,+(w∓,−/w±,+)2 in Eq. (44). It follows
that the surfaces (N,E, T∓,−) have the same shape as
(N,E, T±,+) in Eqs. (31) and (40) , thus we show only
T±,+ in Fig. 7. Figure 8 also shows that T±,+ and T∓,−
are similar in shape. Table IV shows a comparison be-
tween Figs. 7 and 8 in the same way as Table III. There
are eight local maximums labeled by •i ∼ •iv, (• = △,✷)
in Fig. 8. In comparison to •iii, the peak •iv is very low
and cannot be visible in Figs. 7 and 8. The local maxi-
mums△i ∼△iv in Fig. 8 are reproduced properly in Fig.
7. The heights of △ peaks of Fig. 7 are transformed into
the ✷ peaks by Eq. (44) in the rightmost column of Table
IV. Overall, the transformed values appropriately repro-
duce the ✷ peaks in Fig. 8, though that corresponding
to ✷iii exceeds unity.
w+,+ w−,− w−,+ w+,−
10.78 −12.62 −9.372 12.62
TABLE II. The parameter wσ′,σ [meV] in case
(n↓, n↑) = (5, 10) and (∆θ,∆z) = (0, 0).
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Fig. 4 (l = 1) Fig. 5 (l = 1) Fig. 6 (l = −1)
N E T N E T N E T
i 49 −54 0.078 49 −65 0.088 47 −62 0.111 0.107
ii 49 252 0.078 49 248 0.058 47 262 0.091 0.107
iii 49 −257 0.104 43 −297 0.121 47 −289 0.104 0.076
iv 49 48 0.104 46 43 0.099 47 37 0.071 0.076
v 52 150 0.116 49 147 0.122 50 145 0.165 0.210
vi 79 150 0.598 76 153 0.418 77 150 0.305 0.330
TABLE III. The local maximus in Figs. 4, 5 and 6. The
unit of E is meV. According to the transformation (44),
the rightmost column shows Tσ′,σ(w−σ′,−σ/wσ′,σ)
2 calculated
with Tσ′,σ of Fig. 4.
Fig. 7 (• = △) Fig. 8 (• = △) Fig. 8 (• = ✷)
N E T N E T N E T
•i 48 −162 0.078 48 −173 0.096 48 −153 0.117 0.107
•ii 48 150 0.078 51 145 0.067 51 152 0.098 0.107
•iii 108 150 0.675 105 151 0.520 105 151 0.683 1.224
•iv 27 150 0.020 27 129 0.025 24 165 0.027 0.036
TABLE IV. The local maximums of Figs. 7 and 8.
The unit of E is meV. The rightmost column shows
Tσ′,σ(w−σ′,−σ/wσ′,σ)
2 calculated with Tσ′,σ of Fig. 7.
Fig. 10 Fig. 11
T+,+ T−,− T−,+ T+,− T+,+ T−,− T−,+ T+,−
0.44 0.43 0.50 0.38 0.47 0.43 0.52 0.39
TABLE V. The height ratio between the 5th and 6th peaks
indicated by arrows in Figs. 11 and 12.
The exact dispersion relation near the corner point
k = 2pi3a is displayed in Fig. 9 for the discrete energies
0.101, 0.103, · · · , 0.199 with the constant interval 0.002
eV. In contrast to the approximate dispersion relation
in Fig. 2, the energy gap appears near the cross point at
E = ε/2 = 0.15 eV, or equivalently, E˜ = 0. In the energy
gap, propagating waves with the wave number (8) are re-
placed by the evanescent waves. Accordingly the phase
factor eika is replaced by e(ik±κ)a with a positive κ in the
exact calculation. The dacay factors e−κa are displayed
by the horizontal axes with the vertical axis E in the in-
set of Fig. 9. The long decay lengthes 1/κ suggest the
persistence of the propagating characteristic that enables
Eqs. (31) and (40) remain effective in the gap. This slow
decay has been reported in Ref.22. The evanescent waves
are also important in the transmission through a bound-
ary between monolayer and bilayer graphene.32 Figures
10 and 11 show (a) Tσ,σ and (b) T−σ,σ as a function of
N at the center of the gap E = ε/2. Black and grey lines
correspond to σ = + and σ = −, respectively. As for the
residue l, l = 1 in Fig. 10 and l = 0 in Fig. 11. In the
same way as Fig. 3, the solid lines correspond to the ex-
act numerical output while the approximate results (31)
and (40) are shown by dashed lines. Because increase
of N weakens effectiveness of Eq. (40), the dashed lines
of the off-diagonal T−σ,σ are not displayed in the large
N . The insets show the magnification of the off-diagonal
T−σ,σ. The local maximums △iv and ✷iv in Figs. 7 and
8 can be visible in the inset of Fig. 11. Agreement be-
tween the solid and dashed lines is satisfying in the range
N < 50. In wider range of N , the solid and dashed lines
do not necessarily coincide with each other, while the pe-
riods of the solid lines excellently coincide with that of
the dashed lines 2
√
3tπ/ε = 100. Though the ratio of the
(i+1)’th peak height Pi+1 to Pi in the solid line fluctuates
with i, Pi+1/Pi approaches e
−κ100a ≃ (0.992)100 = 0.45
as i increases. The 5th and 6th peaks are indicated by
arrows in Figs. 11 and 12. The ratio P6/P5 is close to
0.45 as can be seen in Table V . It comes from the decay
characteristic in the region N > 400. On the other hand,
Pi+1/Pi deviates from from 0.45 when i < 5 because the
quasi-propagating characteristic is dominant in the small
N .
As examples of the influence of ∆θ and ∆z, Fig.
12 shows the Landauer’s formula conductance G =
(2e2/h)
∑
σ,σ′ Tσ′,σ as a function of the energy E in case
(∆θ,∆z) = (0,±a/20), (−π/50, 0), (π/30, 0), N = 101,
102, 103. The black and gray lines correspond to ∆θ = 0
and ∆z = 0, respectively. The dashed lines are derived
from Eqs. (31) and (40), while the solid lines indicate
the exact results. Though wσ′,σ depends on (∆θ,∆z)
and becomes different from that of Table II, the condi-
tion |wσ′,σ| ≪ |ε| is still valid. Thus the off-diagonal
terms T+,−, T−,+ remain dominant and form the sinc
function peaks with the center E = ε/2. When the
∆θ = −π/30, the mirror planes of the two tubes coin-
cide with each other and thus w+,− = w−,+ = 0. It
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explains why the conductance of ∆θ = −π/50 is remark-
ably smaller than the other ∆θ in Fig. 12. The agree-
ment between the solid and dashed lines is fairly good
when ∆θ = −π/50. In the other cases, however, the
dashed lines show overestimated values of G. Neverthe-
less we confirm that the sinc function peak is not limited
to the AB stacking (∆θ,∆z) = (0, 0). Unless ∆θ is so
close to −π/(3n↑) , the sinc function peak survives. Fur-
thermore we are aware that the dependence of G on ∆z
is qualitatively reproduced by the dashed lines. When
N = 101 (N = 103), G(∆z = a/20) is smaller (larger)
than G(∆z = −a/20). On the other hand, G is insen-
sitive to ∆z when N = 102. So far as the black lines,
the absolute values |w−σ,σ| are almost the same as that
of Table II, while small change of the phase φ−σ,σ is the
origin of the effect of ∆z. The differential
dT−σ,σ
dφ−σ,σ
for Eq.
(31) is approximated by Cσ sin(2πσN/3) with the factor
Cσ = −16E˜−2|w−σ,σ|2 sin2(E˜N/
√
3t) where we use the
conditions |φ−σ,σ| ≪ 1, 2
√
3t/ε ≃ 100/π and N ≃ 100.
Thus the relation between the change of G and that of φ
is approximated by ∆G ≃ ∑σ Cσ sin(2πσN/3)∆φ−σ,σ.
This formula explains the dependence of the black dot-
ted lines on ∆z. Among the position, width and height
of the sinc function peak, only the height is influenced
by the shift (∆θ,∆z). We can detect (∆θ,∆z) by the
measurement of the height.
Equations (31) and (40) are effective in the energy re-
gion |E| < πt/n↓, |E − ε| < πt/n↑ where the channel
number is two in regions L and R. Outside the effective
energy region, resonant peaks of the subbands other than
the linear bands (8) emerge. It follows that small n↓ and
n↑ are suitable for the isolation of the sinc function peak.
Though the resonant peak at E = ε/2 emerges also in the
t-ANTs, it is obscured in the conductance by the large
background of T+,+ (not shown in Figures). The non-
zero terms in Eq. (11) are limited to the sites θi ≃ 0
in the ps-ANTs whearas they are distributed to the all
i in the t-ANTs. It follows that w+,+ and T+,+ of the
t-ANTs are much larger than those of the ps-ANTs. In
order to suppress the background of T+,+, |ε| must be
much larger than w+,+. When the sinc function level
ε/2 escapes from the effective energy region, however, it
is buried in the resonant levels of the subbands. Thus
the ps-ANTs are more suitable than the t-ANTs for the
isolation of the sinc function peak.
We consider the chemical doping as the physical origin
of ε. Though the diffrence in the curvature is also consid-
ered in Ref.19, it causes the shift of the linear bands along
the k axis rather than along the E axis and thus it might
be irrelevant to the present discussion.33 The constant ε
is assumed in our discussion. This assumption is justified
when encapsulated atoms are closely packed and the sum
of their potential energies is uniform on the NT layer. For
more realistic calculations with the detailed atomic struc-
ture, the first principle calculations are necessary. Since
the framework of the perturbative calculation is clear-cut
without a fitting parameter, we can incorporate it into
the first principle calculations.20 In our discussion, both
the temperature TK and the source drain voltage Vsd are
assumed to be zero. In that case, the energy window of
the current shrinks to the Fermi level. When non-zero
TK and Vsd make the width of the energy window larger
than the level spacing Em−Em+1, the current cannot be
switched off by the QD. This leak current can be avoided
in the quasi-single peak of the ps-ANTs. In a usual QD
with a fixed width, the density of the resonant levels per
unit energy increases as the QD becomes long. Single-
ness of the sinc function peak is exotic compared to this
usual case. Author expects that the present results of
the ps-ANTs stimulate the exploration for general sinc
function peaks.
APPENDIX A: DERIVATION OF EQS. (23) AND
(24)
The explicit formulas of Eq. (21) are
X
[0]
L = V0
 Ω, 0, −Ω∗12, 0, −12
0, 12 0
 , (A1)
X
[1]
L = V0
 0, F−Ω 00, F−, 0
tF+, 0 0
 , (A2)
X
[0]
R = V0
 0, Ω −Ω∗0, 12, −12
12, 0, 0
 , (A3)
X
[1]
R = V0
 tF ∗+Ω, 0, 0tF ∗+, 0, 0
0, F ∗−, 0
 (A4)
with the notation
V0 =
 v0, 0, 00, v0, 0
0, 0, v0
 (A5)
Inverse matrixes of Eqs.(A1) and (A3 ) are represented
by
(
X
[0]
L
)−1
=
−i√
3
 σz , −Ω∗σz , 00, 0, i√3
σz , −Ωσz, 0
V −10 (A6)
(
X
[0]
R
)−1
=
−i√
3
 0, 0, i√3σz , −Ω∗σz , 0
σz , −Ωσz, 0
V −10 (A7)
with the Pauli matrix σz . The following is the perturba-
tion series of Sµ = −X−1µ X∗µ up to the first order.
9
Sµ = −
(
X [0]µ
)−1
X [0]∗µ
+
(
X [0]µ
)−1 [
X [1]µ
(
X [0]µ
)−1
X [0]∗µ −X [1]∗µ
]
(A8)
From these equations, we obtain Eqs. (23) and (24).
FIG. 1. (a) The spatial configuration of the ps-ANTs (b)
The interlayer configuration when (∆θ,∆z) = (0, 0) and
n↑ = 2n↓.
FIG. 2. The schematic diagram of Eq. (8) in case
k ≃ 2pi/(3a).
FIG. 3. T−,− as a function of the integer overlap length
N for the energy E = 0.15 eV. The solid and dashed lines
display the exact results and Eq. (40), respectively. The line
attached by the number 7i corresponds to the ε = 0.07i eV.
In each panel, N = 3m + l of which the integer m is varied
while the residue l is fixed to 0, 1 and −1.
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FIG. 4. Three dimensional view of Eqs. (31) and (40) in
case l = 1.
FIG. 5. The exact numerical data corresponding to Fig. 4.
FIG. 6. The same exact numerical data as in Fig. 5 except
the residue l = −1.
FIG. 7. Three dimensional view of Eqs. (31) and (40) in
case l = 0.
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FIG. 8. The same exact numerical data as in Fig. 5 except
the residue l = 0.
FIG. 9. (main panel) The exact dispersion relation near
the corner point. (inset) The dacay factors e−κa.
FIG. 10. (a) Tσ,σ and (b) T−σ,σ at E = ε/2 = 0.15 eV in
case l = 1. The exact and approximate results are shown by
the solid and dashed lines, respectively. Black and grey lines
correspond to σ = + and σ = −, respectively. The ratios
between the neighboring peak heights indicated by arrows are
shown by Table V.
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FIG. 11. The same as Fig. 11 except l = 0.
FIG. 12. The
Landauer’s formula conductance G = (2e2/h)
∑
σ,σ′ Tσ′,σ in
case (∆θ,∆z) = (0,±a/20), (−pi/50, 0), (pi/30, 0), N = 101,
102, 103. The black and gray lines correspond to ∆θ = 0 and
∆z = 0, respectively. The dashed lines are derived from Eqs.
(31) and (40), while the solid lines indicate the exact results.
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