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WHICH HOMOTOPY ALGEBRAS COME FROM TRANSFER?
MARTIN MARKL AND CHRISTOPHER L. ROGERS
Abstract. We characterizeA∞-structures that are transfers over a chain homotopy equiva-
lence or a quasi-isomorphism, answering a question posed by D. Sullivan. We then generalize
this result to P∞-structures, for any quadratic Koszul operad P .
Contents
1. Introduction 1
2. Transfers recalled 3
3. Main results – the case study 5
4. The case of P∞-algebras, P quadratic Koszul 9
References 12
1. Introduction
Explicit formulas for transfers of A∞-structures over a chain map admitting a left homo-
topy inverse as given in [15] and recalled in Section 2 below1 became increasingly popular and
found applications in many contexts, e.g. in geometry [1, 4, 5, 6, 19], homological algebra [2, 3]
and mathematical physics [11, 20]. It is therefore natural to ask which A∞-structures ap-
pear in this way, the question posed to the first author by Dennis Sullivan during his visit
of Simons Center in June 2019. The aim of this note is to give an answer in case when the
chain map over which the transfer is performed is a chain homotopy equivalence which is,
when the ground ring is a field, the same as being a quasi-isomorphism2.
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Let us formulate Sullivan’s question precisely. Assume that
(1) (A′, d′′,µ′) = (A′, d′, µ′2, µ
′
3, . . .)
is an A∞-algebra, (A
′′, d′′) a chain complex, and f1 : (A
′, d′) → (A′′, d′′) a chain map which
is a chain homotopy equivalence. If the ground ring R is a field, this happens if and only if
f1 is a quasi-isomorphism. It is well known, cf. Section 2 and references therein, that in this
situation there exists a transferred, in the sense recalled below, A∞-structure
(2a) (A′′, d′′,ν) = (A′′, d′′, ν2, ν3, . . .)
on (A′′, d′′). Suppose that
(2b) (A′′, d′′,µ′′) = (A′′, d′′, µ′′2, µ
′′
3, . . .)
is another A∞-structure on (A
′′, d′′). We are going to address the following question.
In the situation above, is the A∞-structure µ
′′ = {µ′′2, µ
′′
3, . . .} on the complex
(A′′, d′′) a transferred structure?
We however need to specify first what precisely the verb “is” and the adjective “trans-
ferred” means in the above sentence. Let us start with the former one; transferred structures
will be treated in the next section. The verb “is” may mean that
(1) A∞-algebras (2a) and (2b) are the same, i.e. equal to each other, or
(2) A∞-algebras (2a) and (2b) are strictly isomorphic, or
(3) A∞-algebras (2a) and (2b) are isotopic, or
(4) A∞-algebras (2a) and (2b) are (weakly) isomorphic, or
(5) A∞-algebras (2a) and (2b) are quasi-isomorphic, or, finally
(6) A∞-algebras (2a) and (2b) are weakly equivalent.
In cases (1)–(4) one assumes the existence of an A∞-morphism
(3) φ = (φ1, φ2, φ3, . . .) : (A
′′, d′′,ν)→ (A′′, d′′,µ′′)
such that
• φ1 = idA′′ and φ2 = φ3 = · · · = 0 in case (1),
• φ1 is an automorphism of chain complexes and φ2 = φ3 = · · · = 0 in case (2),
• φ1 = idA′′ and the remaining φ
′
is are arbitrary in case (3), and
• φ1 is an automorphism of chain complexes and the remaining φ
′
is are arbitrary in
case (4).
In all the above cases, the morphism φ is a (weak) isomorphism.
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Case (5) breaks into two subcases, (5a) and (5b). Subcase (5a) means that there exists
an A∞-morphism as in (3) such that φ1 is a quasi-isomorphism of chain complexes and the
remaining φ′is are arbitrary, while (5b) requires the existence of an A∞-morphism
ψ = (ψ1, ψ2, ψ3, . . .) : (A
′′, d′′,µ′′)→ (A′′, d′′,ν)
such that ψ1 is a quasi-isomorphism of chain complex and the remaining ψ
′
is are arbitrary.
Finally, case (6) requires the existence of a zig-zag of morphisms as in (5a) or (5b) connecting
(A′′, d′′,µ′′) with (A′′, d′′,ν). Sullivan’s query therefore falls into seven cases, namely (1),
(2), (3) , (4), (5a), (5b) and (6), determined by how we want (A′′, d′′,µ′′) and (A′′, d′′,ν) to
be related.
Conventions. All algebraic objects in this article are defined over a commutative unital
ring R which is, in some specific situations, assumed to be a field. Conventions and notations
for A∞-algebras and their morphisms are taken from [15, Section 2]. In particular, we use
homological conventions for all dg objects.
2. Transfers recalled
We recall some basic features of transferred A∞-structures. The initial data are an A∞-
algebra in (1), a chain complex (A′′, d′′), and a chain map f1 : (A
′, d′) → (A′′, d′′). Our task
is to construct an A∞-structure (A
′′, d′′,ν) = (A′′, d′′, ν2, ν3, . . .) on A
′′ and an extension
(4) f = (f1, f2, f3, . . .) : (A
′, d′, µ′2, µ
′
3, . . .) −→ (A
′′, d′′, ν2, ν3, . . .)
of the chain map f1 into an A∞-morphism.
Definition 1. We call (A′′, d′′, ν2, ν3, . . .) a transfer of (A
′, d′, µ′2, µ
′
3, . . .) over f1.
There are two standard situations where transfers are known to exist.
2.1. Homology setup. A prototype of transfer theorems of this form was established by
T. Kadeishvili in his seminal paper [12]; a very general formulation together with a historical
account can be found in [18]. One proves the existence of transfers assuming that the basic
ring is a field and f1 a quasi-isomorphism of chain complexes. The A∞-structure (A
′′, d′′,ν)
and the extension f in (4) are constructed inductively via methods of obstruction theory, so
the resulting structures are non-canonical.
2.2. Homotopy setup. This approach, pioneered in [15], works over an arbitrary ground
ring R. One assumes the existence of a left homotopy inverse g1 to f1, and of a chain
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Figure 1. A tree in P7.
homotopy h : g1f1 ∼ idA′, i.e. of the data in the diagram
(A′, d′)h
'' f1 // (A′′, d′′)
g1
oo , g1f1 − idA′ = d
′h+ hd′.(5)
Given an A∞-structure (A
′, d′,µ′) = (A′, d′, µ′2, µ
′
3, . . .) on A
′, the formulas in [15] produce
an explicit A∞-structure (A
′′, d′′,ν) = (A′′, d′′, ν2, ν3, . . .) on A
′′, an explicit extension
(6a) f = (f1, f2, f3, . . .) : (A
′, d′, µ′2, µ
′
3, . . .) −→ (A
′′, d′′, ν2, ν3, . . .)
of the chain map f1, an explicit extension
(6b) g = (g1, g2, g3, . . .) : (A
′′, d′′, ν2, ν3, . . .) −→ (A
′, d′, µ′2, µ
′
3, . . .)
of the chain map g1, and an explicit extension h = (h, h2, h3, . . .) of the homotopy h.
Let us recall formulas for the transferred structure (A′′, d′′, ν2, ν3, . . .). According to the
Anzatz [15, Eqn. (1)], the structure operations νn are of the form
(7a) νn := f1 ◦ pn ◦ g
⊗n
1 , n ≥ 2,
where the p-kernels pn : A
′⊗n → A′ are defined as follows.
Following [15, Section 4], we use trees to encode maps and their compositions. Let Pn
denote the set of planar rooted trees whose vertices all have at least two incoming edges,
with internal edges decorated by the symbol ◦, and which have n leaves. An example is
given in Figure 1. To each tree T ∈ Pn we assign a map FT : A
′⊗n → A′ by interpreting T
as a “flow chart,” with ◦ denoting the homotopy h : A′ → A′ and a vertex with k incoming
edges symbolizing the map µ′k : A
′⊗k → A′. For example, the tree T in Figure 1 describes
the degree 5 map
FT = µ3(h ◦ µ2(idA′ ⊗ h ◦ µ2)⊗ idA′ ⊗ h ◦ µ3) : A
′⊗7 → A′
[May 29, 2020]
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which, evaluated at (a, b, c, d, e, f, g) ∈ A′⊗7, equals
FT (a, b, c, d, e, f, g) = (−1)
|a|µ3(hµ2(a, hµ2(b, c)), d, hµ3(e, f, g)).
Finally, we assign to each tree T ∈ Pn the sign ϑ(T ) as follows. For a vertex v of T with k
incoming edges and for 1 ≤ i ≤ k, let ri be the number of legs (= leaves) e of T such that
the unique path from e to the root of T contains the i-th input edge of v. We then define
ϑT (v) :=
∑
1≤i<j≤k
ri(rj + 1)
and ϑ(T ) :=
∑
v ϑT (v), the sum over all vertices of T . The p-kernels (7a) are then given by
(7b) pn :=
∑
T∈Pn
(−1)ϑ(T ) · FT , n ≥ 2.
Notice that, while
(8) ν2 = f1 ◦ µ
′
2 ◦ (g1 ⊗ g1),
the transferred operations νn depend, for n ≥ 3, not only on f1 ans g1, but also on the
homotopy h.
Remark 2. Formulas for the transferred structure (A′′, d′′,ν) and the extension g of g1
were given, without explicit signs, in [10] (non-inductive formulas) and in [17] (inductive
formulas). Kontsevich and Soibelman [10] however assumed (in our notation) that (A′′, d′′)
was a subcomplex of (A′, d′), f1 : (A
′, d′)→ (A′′, d′′) a projection and g1 : (A
′′, d′′) →֒ (A′, d′)
the inclusion. Merkulov [17] made similar assumptions and moreover assumed that (A′, d′,µ′)
was an ordinary dg-associative algebra, that is, µ′n = 0 for n ≥ 3.
3. Main results – the case study
In this section we address Sullivan’s question formulated in the Introduction. We will
distinguish cases (1)–(6) depending on how we want (A′′, d′′, µ′′2, µ
′′
3, . . .) to be related with
(A′′, d′′, ν2, ν3, . . .).
3.1. Cases (1) and (2). The related questions make no sense in the homology setup, since
the transferred A∞-algebras are not uniquely determined, not even up to an isomorphism.
In the homotopy setup, the only thing one can do is to check whether the structure operations
of (A′′, d′′, µ′′2, µ
′′
3, . . .) are given by (7a)–(7b) in Case (1), or whether the same is true for these
operations twisted by a vector space automorphism φ1 : A
′′ → A′′ in Case (2).
Cases (1) and (2) are the only ones where the explicit formula for the transfer matters. For
the remaining cases only the existence of an extension (6b) of the chain homotopy inverse
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of f1 is relevant, so the only difference between the homology and homotopy setup is the
assumption that R is a field in the former one. Yet, there is an interesting related
Question. Suppose that we are given an A∞-morphism
(9) f = (f1, f2, f3, . . .) : (A
′, d′,µ′) −→ (A′′, d′′,µ′′)
extending a quasi-isomorphism f1. Does there exists a choice of g1 and h in (5) such that
(A′′, d′′,µ′′) equals, or is strictly isomorphic, to the transfer of (A′, d′,µ′) over f1? The answer
is no in general, as the following example shows.
Example 3. Let (A′, d′,µ′) in (9) be the free associative R-algebra R
〈
x
〉
generated by an
element x of degree 0. Interpret R
〈
x
〉
as an A∞-algebra with the trivial differential and
all structure operations except µ′2 trivial. As (A
′′, d′′,µ′′) in (9) we take the free associative
R-algebra R
〈
x, u, u
〉
generated by x of degree 0, u of degree 2 and u of degree 1, with the
differential given by d′′x = d′′u := 0 and d′′u := u. Finally, f in (9) is the dg-algebra
morphism
(10) f : (R
〈
x
〉
, d′ = 0) −→ (R
〈
x, u, u
〉
, d′′), f (x) := x,
viewed as a linear A∞-morphism f = (f1, 0, 0, . . .) with f1 := f .
Let us inspect the left homotopy inverses g1 of f1. Since the differential of R
〈
x
〉
is trivial,
g1 must be a strict inverse, and we easily see that the only possibility is that g1(x
k) := xk for
k ≥ 0, while g1 is trivial on the remaining elements of R
〈
x, u, u
〉
. Moreover, the homotopy
h in (5) must be zero from degree reasons. Formulas of Section 2 then describe the structure
operations of the transferred A∞-structure as
ν2(a, b) :=
{
µ′′2(a, b) if a = x
k, b = xl for some k, l ≥ 0, and
0 otherwise,
while νn := 0 for n ≥ 3. It is easy to check that this transferred structure is neither the
same, not even isomorphic, with the original structure of R
〈
x, u, u
〉
.
3.2. Case (3). This the most interesting one. We give an answer, in Theorem 5 below, for
a general ground ring R, assuming that f1 is a chain homotopy equivalence. This is in par-
ticular true when f1 is a quasi-isomorphism and R a field. Let us quote [15, Proposition 11]:
Proposition 4. Let θ : (A′, d′,µ)→ (A′′, d′′,µ′′) be an A∞-morphism between A∞-algebras.
Suppose ψ1 : (A
′, d′) → (A′′, d′′) is a map of chain complexes that is chain homotopic to the
linear part θ1 : (A
′, d′)→ (A′′, d′′) of θ. Then there exists an A∞-morphism
(11) ψ : (A′, d′,µ′)→ (A, d′′,µ′′)
whose linear part equals ψ1.
[May 29, 2020]
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Proposition 11 of [15] which we quote above follows from “Move (M2)” [14, Proposition 31]
which assumes working over a field of characteristic zero. In the A∞-case one can however
write an explicit formula for the map ψ in (11), similar to that for the transferred structures
given in sections 3 and 4 of [15]. These formulas do not require any particular assumptions
on the ground ring R, thus Proposition 4 holds in that generality as well. In Section 4 we
prove that, when R is a field of characteristic zero, statements similar to Proposition 4 and
Theorem 5 below hold for P∞-algebras with P quadratic Koszul as well. Our answer to
Sullivan’s question is provided by
Theorem 5. The A∞-algebra (A
′′, d′′,µ′′) is isotopic to a transfer of (A′, d′,µ′) over a chain
homotopy equivalence f1 if and only if there exists an A∞-morphism
(12) F : (A′, d′,µ′)→ (A′′, d′′,µ′′)
extending f1.
Proof. Assume that F = (f1, F2, F3, . . .) is as in (12) and promote the chain homotopy
equivalence f1 to the data
(13) (A′, d′)h
'' f1 // (A′′, d′′) lggg1
oo , g1f1 − idA′ = d
′h+ hd′, f1g1 − idA′′ = d
′′l + ld′′.
Let (A′′, d′′,ν) be the structure transferred over f1 using the data f1, g1 and h in that diagram.
Recall that f1 can be extended into an A∞-morphism f : (A
′, d′,µ′) → (A′′, d′′,ν) in (6a)
and that also g1 can be extended into g : (A
′′, d′′,ν) → (A′, d′,µ′) in (6b). The linear term
(F ◦g)1 of the composition
F ◦g : (A′′, d′′,ν) −→ (A′′, d′′,µ′′)
in the diagram
(A′′, d′′,µ′′)
(A′, d′,µ′)
F
44
f ,, (A′′, d′′,ν)
φ
RR
✘
✛
✢
✤
✦
★
✫
gll
equals f1◦g1, which is homotopic to the identity automorphism idA′′ of A
′′ via the homotopy l
in (13). It then follows from Proposition 4, with F ◦g in place of θ and idA′′ in place of ψ1,
that there exists an A∞-morphism
φ = (idA′′, φ2, φ3, . . .) : (A
′′, d′′,ν)→ (A′′, d′′,µ′′).
It is the required isotopy between (A′′, d′′,µ′′) and the transferred structure (A′′, d′′,ν).
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The opposite implication is simple. If φ : (A′′, d′′,ν) → (A′′, d′′,µ′′) is an isotopy, then
F := φ ◦ f is an A∞-morphism extending f1. 
Corollary 6. Any two transfers over the same chain homotopy equivalence are isotopic,
i.e. their isotopy type does not depend on the choices of g1 and h in (5). Any A∞-structure
which is a codomain of a quasi-isomorphism is isotopic to a transferred one.
Remark 7. The conceptual implication of the above results is that even in the case when
one does not have explicit formulas for the transfer, or does not want to have ones, there
is still only one unique transferred structure, provided one interprets “one unique” in the
homotopical sense.
Exercise. Verify that the two A∞-structures on R
〈
x, u, u
〉
in Example 3 are isotopic.
3.3. Case (4). The answer is a simple modification of Theorem 5; we thus omit the proof:
Theorem 8. The A∞-algebra (A
′′, d′′,µ′′) = (A′′, d′′, µ′′2, µ
′′
3, . . .) is (weakly) isomorphic to
a transfer of (A′, d′,µ′) = (A′, d′, µ′2, µ
′
3, . . .) over a chain homotopy equivalence f1 if and
only if there exists an automorphism φ1 : (A
′′, d′′) → (A′′, d′′) of chain complexes and an
A∞-morphism
F : (A′, d′,µ′)→ (A′′, d′′,µ′′)
extending the chain map φ1f1.
3.4. The remaining cases. To give sensible answers, we need to assume here that the
ground ring R is a field, in which case f1 is a chain homotopy equivalence if and only if it
is a quasi-isomorphism. It then turns out that the answers for the cases (5a), (5b) and (6)
are the same. Recall that (A′′, d′′,ν) denoted the transfer of (A′, d′,µ′) over the chain map
f1 : (A
′, d′)→ (A′′, d′′), and (A′′, d′′,µ′′) an arbitrary A∞-structure on (A
′′, d′′). One has:
Proposition 9. The following six conditions are equivalent.
(i) There exists a quasi-isomorphism φ =: (A′′, d′′,ν)→ (A′′, d′′,µ′′),
(ii) there exists a quasi-isomorphism ψ : (A′′, d′′,µ′′)→ (A′′, d′′,ν),
(iii) the A∞-algebras (A
′′, d′′,ν) and (A′′, d′′,µ′′) are weakly equivalent,
(iv) there exists a quasi-isomorphism φ =: (A′′, d′′,µ′′)→ (A′, d′,µ′),
(v) there exists a quasi-isomorphism ψ : (A′, d′,µ′)→ (A′′, d′′,µ′′), and
(vi) the A∞-algebras (A
′, d′,µ′) and (A′′, d′′,µ′′) are weakly equivalent.
Proposition 9 would follow from
Lemma 10. For A∞-algebras (B
′, d′,ω′) and (B′′, d′′,ω′′), the two conditions
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(i) there exists a quasi-isomorphism α : (B′, d′,ω′)→ (B′′, d′′,ω′′), and
(ii) there is a quasi-isomorphism β : (B′′, d′′,ω′′)→ (B′, d′,ω′) in the opposite direction,
are equivalent.
Proof. The lemma follows from the fact that quasi-isomorphisms are homotopy equivalences
in the category of A∞-algebras, cf. [9, page 13]
3, but we include a short proof using the
transfer theorem. Let us prove that (i) implies (ii). Since we work over a field, there exists
a graded vector space B′o and a homology isomorphism p
′
1 : (B
′, d′)→ (B′o, 0) and, likewise,
one has a homology isomorphism p′′1 : (B
′′, d′)→ (B′′o , 0). Consider the diagram
(B′o, 0,ω
′
o) αo 22
q′

(B′′o , 0,ω
′′
o)
α−1o
rr
q′′

(B′, d′,ω′)
p′
WW
α 22
(B′′, d′′,ω′′)
β
rr ❭❴❜❡
p′′
GG
in which (B′o, 0,ω
′
o) is the transfer of the A∞-structure (B
′, d′,ω′) over p′1, and p
′, q′ are
quasi-isomorphisms of A∞ algebras accompanying the transfer. The A∞-algebra (B
′′
o , 0,ω
′′
o)
and quasi-isomorphisms p′′, q′′ have analogous meanings.
Define αo := p
′′ ◦α ◦ q′. Since αo is a composition of quasi-isomorphisms, it is a quasi-
isomorphism as well. Its linear part is a homology isomorphism (B′o, 0) → (B
′′
o , 0) of dg
vector spaces with trivial differentials, so it is an actual isomorphism, thus αo is a (weak)
isomorphism of A∞-algebras. As such, it has an inverse α
−1
o . We then put β := p
′′◦α−1o ◦q
′.
To prove that (ii) implies (i), just swap the roles of α and β. 
Proof of Theorem 9. Since f1 is a quasi-isomorphism of chain complexes by assumption,
(A′, d′,µ′) is weakly equivalent with its transfer (A′, d′′,ν). The weak equivalence is an
equivalence relation, therefore (iii) is equivalent to (vi).
By definition, a weak equivalence is a zig-zag of quasi-isomorphisms, and each arrow of
this zig-zag can be inverted by Lemma 10. This makes the remaining equivalences clear. 
4. The case of P∞-algebras, P quadratic Koszul
In this section we generalize Theorem 5 to P∞-algebras (a.k.a. homotopy P-algebras),
where P is a quadratic Koszul operad. L∞-algebras, C∞-algebras, and Ger∞-algebras are
all examples (as are A∞-algebras). While the proof of the analogous [14, Proposition 31]
3Notice that Keller in [9] also works over a field.
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was obstruction-theoretic, we use deformation theory, namely the properties of the simplicial
Maurer-Cartan spaces and the induced maps. This requires the ground ring to be a field of
characteristic 0.
In what follows, we adopt the conventions from [7, Section 2] for P∞-algebras and (weak)
P∞-morphisms. In particular, let C := P
!
denote the Koszul dual cooperad of P. Then,
by a P∞-algebra A := (A, d,Q), we mean a chain complex (A, d) paired with a degree −1
coderivation Q on the “cofree” C-coalgebra C(A) such that Q|A = 0 and (d + Q)
2 = 0. By
a P∞-morphism f : A
′ → A′′, we mean a morphism of dg C-coalgebras
F : (C(A′), d′+Q′)→ (C(A′′), d′′+Q′′).
For the familiar cases of A∞-algebras, L∞-algebras, etc., this is just the characterizations of
these homotopy algebras via their bar constructions, which are equivalent to the usual defini-
tions that involve multi-linear maps. (See, for example, [13, Sections 10.1–10.2].) We also re-
call [7, Definition 2.2] that there is a functorial assignment of any P∞-morphism f : A
′ → A′′
to a chain map f1 : (A
′, d′) → (A′′, d′′) between the underlying chain complexes. As in the
A∞-case, f is called a quasi-isomorphism if f1 is a homology isomorphism. Furthermore, if
we have A′ = A′′, then the morphism f is called an isotopy if f1 is the identity.
Remark 11. Geometers familiar with Kontsevich’s style of deformation quantization will
likely recognize the approach we adopt below. Neglecting the subtleties of dualization,
instead of the coalgebra C(A) one can equivalently consider C(A)∗ ∼= C∗(A∗), i.e. the free
algebra over the operad C∗ generated by the dual vector space A∗. For example, when
P = Lie , then C∗ = sCom is the suspension of the operad governing commutative algebras.
Thus C∗(A∗) ∼= Sym(A[1]∗) is just the ring of functions on the graded manifold A[1], and P∞-
structures are (formal) degree 1 cohomological vector fields (d∗+Q∗). The dg Lie algebra gP,A
introduced below is, in this case, the chain complex of linear maps
∏
n≥1 s
1−n hom(ΛnA,A)
equipped with the Nijenhuis-Richardson bracket.
Let f1 : (A
′, d′)→ (A′′, d′′) be a quasi-isomorphism of chain complexes andA′ = (A′, d′, Q′)
a P∞-structure on A
′. The map f1 is, thanks to the characteristic zero assumption, a chain
homotopy equivalence. If, in addition, f1 is an epimorphism, then there is an explicit formula
[13, Theorems 10.3.3, 10.3.6] giving a P∞-structure A
′′
ν := (A
′′, d′′, Q′′ν), and an explicit
formula for a P∞-morphism f : A
′ → A′′ν extending f1 [8, Theorem 5]. Following Definition 1,
we call A′′ν a transfer of A
′.
Remark 12. If f1 is not an epimorphism, it still has a left homotopy inverse, thus, by
Salvatore’s “Move (S)” of [14, Example 12], there exists a (non-explicit) P∞-structure A
′′
ν :=
(A′′, d′′, Q′′ν) and a P∞-morphism f : A
′ → A′′ν extending the chain map f1.
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Now suppose that A′′ := (A′′, d′′, Q′′) is another P∞-structure on (A
′′, d′′). We will prove
the following generalization of Theorem 5:
Theorem 13. The P∞-algebra A
′′ is isotopic to a transfer of A′ over a chain homotopy
equivalence f1 if and only if there exists an P∞-morphism
F : A′ → A′′
extending f1.
4.1. Deformation theory. To prove the above theorem, we will need to recall some results
concerning the dg Lie and L∞-algebras governing the deformation theory of P∞-algebras and
their morphisms. Let (A′, d′) be a chain complex. We denote by gP,A′ := Conv(C◦,EndA′)
the pronilpotent dg Lie algebra defined in [7, Section 2] whose Maurer-Cartan elements
MC(gP,A′) are in 1-1 correspondence with P∞-structures on (A
′, d′). On the other hand,
let MC•(gP,A′) ∈ KanCplx denote the simplicial Maurer-Cartan set [16, Definition 5.10]
associated to gP,A′. We recall the relationship between the gauge equivalence relation on
MC(gP,A′) and simplicial homotopy equivalence between vertices of MC•(gP,A′):
Proposition 14.
(1) Maurer-Cartan elements Qα, Qβ ∈ MC(gP,A′) are gauge equivalent if and only if
[Qα] = [Qβ ] ∈ π0MC•(gP,A′).
(2) Maurer-Cartan elements Qα, Qβ ∈ MC(gP,A′) are gauge equivalent if and only if there
exists an isotopy of P∞-algebras (A
′, d′, Qα)→ (A
′, d′, Qβ).
Proof. For statement (1), see, for example [16, Theorem 5.20]. Statement (2) is a result of
V. Dotsenko, S. Shadrin, and B. Vallette [8, Theorem 3]. 
Next, let (A′′, d′′) be another chain complex. We denote by LA′,A′′ := Cyl(C, A
′, A′′) the
filtered L∞-algebra as defined in [7, Section 3.1] whose Maurer-Cartan elements MC(LA′,A′′)
are triples (Q′, f , Q′′) where: Q′ (resp. Q′′) is a P∞-structure on (A
′, d′) (resp. (A′′, d′′)), and
f : (A′, d′, Q′)→ (A′′, d′′, Q′′) is a P∞-morphism.
Furthermore, if f1 : (A
′, d′)
∼
−→ (A′′, d′′) is a chain homotopy equivalence, then one can
consider the (complete) sub-L∞-algebra L
◦ f1
A′,A′′ ⊆ LA′,A′′, as defined in [7, Section 3.1], whose
Maurer-Cartan elements are triples (Q′, f , Q′′) where: Q′ (resp. Q′′) is a P∞-structure on
(A′, d′) (resp. (A′′, d′′)), and f : (A′, d′, Q′) → (A′′, d′′, Q′′) is a P∞-morphism extending f1.
We also recall from [7, Section 3.3] that there are canonical surjective L∞-morphisms
pr′ : L◦ f1A′,A′′ → gP,A′, pr
′′ : L◦ f1A′,A′′ → gP,A′′
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which induce the usual projection maps at the level of Maurer-Cartan elements. In the
present situation, we have
Proposition 15.
(1) The morphisms pr′ and pr′′ are surjective filtered L∞-quasi-isomorphisms.
(2) The induced maps of simplicial sets
MC•(pr
′) : MC•(L
◦ f1
A′,A′′)→ MC•(gP,A′), MC•(pr
′′) : MC•(L
◦ f1
A′,A′′)→ MC•(gP,A′′)
are acyclic Kan fibrations.
Proof. Statement (1) follows from [7, Proposition 3.2], while statement (2) follows from [21,
Theorem 2]. 
Proof of Theorem 13. As in the statement of the theorem, suppose that F : A′ → A′′ is
a P∞-morphism extending the chain homotopy equivalence f1. We have the P∞-morphism
f : A′ → A′′ν arising from the transfer theorem, which is also an extension of f1. Hence the
triples (Q′, f , Q′′ν) and (Q
′,F , Q′′) are vertices of the fiber
MC•(pr
′)−1({Q′}) ⊆ MC•(L
◦ f1
A′,A′′).
Since MC•(pr
′) is an acyclic Kan fibration, we deduce from the long exact sequence of
homotopy groups that the simplicial set MC•(pr
′)−1({Q′}) is contractible. Hence there is a
simplicial homotopy connecting (Q′, f , Q′′ν) and (Q
′,F , Q′′), i.e.,
[(Q′, f , Q′′ν)] = [(Q
′,F , Q′′)] ∈ π0MC•(L
◦ f1
A′,A′′).
Now we apply the function π0 MC•(pr
′′) : π0MC•(L
◦ f1
A′,A′′)
∼=
−→ π0MC•(gP,A′′) to the above
equivalence class. Since pr′′ is nothing but the projection map, we have the equalities
[Q′′ν ] = π0 MC•(pr
′′)
(
[(Q′, f , Q′′ν)]
)
= π0MC•(pr
′′)
(
[(Q′,F , Q′′)]
)
= [Q′′].
Hence, there is a simplicial homotopy connecting the Maurer-Cartan elements Q′′ν , Q
′′ ∈
MC(gP,A′′). Therefore, by Proposition 14, there exists an isotopy A
′′ → A′′ν .
The converse statement is simple and follows by the same argument given in the proof of
Theorem 5. This concludes the proof. 
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