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SUMMARY 
In this work, we present a new characterization 
of exponencial distribution by usinq the technique of conditi~ 
nal expectation and permutations, which are parallel to that 
used in the paper of Wang & Srivastava (1980) [91, we qeneral! 
ze their resu1t especia11y in the nart of exponencial distrihu 
tion. 
For this purpose, we consider a random sample 
> x1 ,x2 , ... ,Xn' where n- 2, and their corresnondinq order sta-
tistics Y1 < Y2 < ••• < Yn; we define two statistics 
1 n a 







, 2 < < k n 
where a is a positive inteqer, 
and we characterize the exponencial distrihution hy the follow 
ing properties. 
, q. c. ( dF) 
o r 
, q. c. ( dF) 
iii 
respective1y, where S is a positive constant. 
The way to present this work is divided in three parts 
which are from chapter 1 through chanter 3. 
Chapter 1 is an introduction of the inicial ideas which 
motivates this study and sketches the way throuqh which the work 
deve1ops. 
Chapter 2 presents the basic too1s which are necessary 
to the development of the princip1e theorems. In section 2.1 
varias notations and definitions which are foundamental to the 
technique to be used in the next chapter. In section 2.2, we es 
tab1ish the basic properties and pre1iminary 1emmas will he 
used 1ater in the development of the proofs. 
Chapter 3 contains the presentation of own work,with 
two princip1es theorems of the characterization of the expone~ 
cia1 distrihution expressed, and as well as their proofs. We 
first deve1op several lemmas to prove theorem 3.2.1. Then, the 
proof of the sufficient condition of theorem 3.2.2 is nara11el 
to theorem 1.2.1 whi1e to necessary condition is proved hy app1y 
ing theorem 3.2.1 . 
i v 
SUMÁRIO 
Pretendemos neste trabalho apresentar urna nova 
caracteri~ação da distribuição exponencial utilizando técni-
ca que envolve esperança condicional e permutações, paralela 
àquela usada por Wang e Srivastava(l980) !91, mas generaliza_!! 
do o seu resultado na parte específica da distribuição expo -
nencial. 
Para este fim consideramos urna amostra aleató-





<Y , definimos as estatisticas 
n 
1 n 
= E (Yi-Yk)a , 1 ~ k ~ n-1 
n-k i=k+l 
I 2 
onde a é um inteiro positivo 
Então caracterizamos a distribuição exponencial 
pelas seguintes propriedades: 
ou 
O esquema de apresentacão do presentP trabalho, 
foi dividido em tr~s partes que são as constituirias ·pelos cani 
v 
tulos 1 a 3. 
O capitulo 1 é introdutório das idéias iniciais 
que motivaram o estudo ora apresentado e delineia o caminho a 
través do qual ser~ ele desenvolvido. 
O capitulo 2 apresenta as ferramentas b~sicas 
necessárias ao desenvolvimento do terna principal, ou seja, co-
loca na secçao 2.1 as notações e definições que fundamentam a 
técnica a ser desenvolvida no próximo capitulo~ na secçao 2.2~ 
estabelece as propriedades básicas e lemas preliminares que 
serão usad.1s no desenvolvimento de nrovas posteriores. 
O capitulo 3 encerra a apresentação de nosso tra 
balho com o enunciado dos dois teoremas principais à caracteri 




Sejam x1 , x2 , ... ,Xn variáveis aleatórias indepe~ 
dentes e identicamente distribuidas com função de distribuição 
F(x) continua. Sem perda de qeneralidade podemos assumir suas 
estatísticas de ordem como 
( 1. 1) < • • • < y 
n 
Existem muitos trabalhos publicados referentes à 
caracterização de distribuição exponencial por propriedades da 
estatística de ordem. FISZ(l958) provou o seguinte teorema: 
TEOREMA 1.1 Sejam x1 ,x2 variáveis aleatórias indepe~ 
dentes com uma comum função de distribuição contínua F(x).Assuma 
que F(O) ~ O e que F(x) ~estritamente crescente pata todo x> O. 
Então, Y2 - Y1 e Y1 sao independentes,se e somente se 
(1. 2) F (X) = 
com algum b > o. 
1 - -bx e q. c. (dF) * 
Motivado pelo teorema acima, T.S. FERGUSON (1967) 
1,3] estendeu o teorema acima usando a condição 
( 1. 3) EfY 2-Y 1/Y 1=~ = constante, q.c. (dF) 
L 
ao inv~s da independência de Y2-Y1 e Y1 . Ferguson realmente obte 
* q.c. (dFI = quase certamente em distribuição 
2 
ve a mesma conclusão quando o tamanho da amostra nao está res-
trito a n = 2, isto é, em lugar de usar (1.3), tomou 
( l. 4) E [Y +l-Y I Y =yJ= constante, q.c. (dF) 
m m m 
Em [ 2 J / DALLAS mostrou o seguinte teorema: 
TEOREMA 1. 2 Se a distribuição F(x) de X é continua 
com E(X) finita, então 
( l. 5) 
é uma propriedade caracterizadora da distribuição exponencial, 
isto é, 
( l. 6) F(x) = 1 - I X > ll 
= O , em outros casos 
Onde - 00 < \1 < 00 1 e > ÜtSãO parâmetrOS. 
Y.H. WANG e R.C. SRIVASTAVA (1980) (9Jgenerali-
zaram os resultados acima considerando condições sobre 
(1. 7) , q.c. (dF) 
onde -oo < n < oo , B > , sao constantes e 




i=k+l i k 
No mesmo artigo, além de (1.7), também foi prova 
do paralelamente um outro teorema utilizanoo 
3 
(1. 9) , q. c. (dF) 
quando B - constantes a e sao e 
k-1 
(1.10) wk 1 
'"';-·1 
(Yk-Yi) = k-1 ·'------' i=1 
Agora, neste trabalho, tentamos qenernlizar o tr~ 
balho de Wang e Srivastava tomando em consideraç~o as estatisti-














(Y - Y )a 
i k 
onde a é um inteiro positivo 
A técnica empregada neste trabalho é paralela a 
utilizada no trabalho de Wang e Srivastava (1980). NÓs decornpo-
mos o conjunto {Yk = y} em urna sequência finita de conjuntos 
disjuntos A os quais definem alguma permutação especifica de a,s 
x1 ,, .. ,Xn e então ao invés de considerar E [zk/ Yk = yj ,cons! 
der amos cada urna das E lZk/ A I . Isto permite reduzir nos 
a,S 
so problema para a seguinte relação: 
( l. 13) 
Desenvolvendo a seguir o lado direito desta ex-
4 
pressao estabelecemos a equaçao diferencial 
(1.14) BF(a) (y) =a! [F(y)-1] 
Resolvendo então esta equaçao diferencial junto 
com algumas .condiç6es limitativas e propriedades da função de dis 
tribuição chegamos finalmente a determinar F(x). 
Por simples substituição direta obtemos a prova da 
condição necessária e por um método semelhante resolvemos a outra 
parte de nosso trabalho. 
CAPITULO 2 
NOTAÇÕES E DEFINIÇÕES PRELIMINARES E 
PROPRIEDADES BÂSICAS 
5 
RESUHO - Apresentaremos, no presente capitulo, as notações e de 
finições que serão utilizadas na exposição do presente trabalho, 
bem como as propriedades b~sicas, algumas das quais com suas de 
monstrações, necess~rias ao seu desenvolvimento. 
2. 1 - DEFI1HÇÕES E NOTACÕES 
Preliminarmente apresentaremos algumas definições 
Definição :~ .1.1 A funç~o de distribuição F(x) ~ abso-
lutamente continua se e somente se ela é di.ferenciável quase cer 
tamente e sua derivada f(x) é uma funçRo de densi.dade. 
Definição 2. 1. 2 Uma variável aleatória X tem uma distri 
buição exponencial se 
(2.1.1) 
-b (x-a) 
F (x) = P (X < x) = 1 - e x / a, b > O 
= O caso contrário 
onde -oo < a < oo, b > O são constantes. 
Através de todo este trabalho,quando dizemos que 
a variável aleatória X é continua, deve ser entendido que sua 
função de distribuição FX(x) é absolutamente contlnua,ou, equi-
valentemente, a função de densidade fX(x) existe e 
(2.1.2) f(t)dt , Vx €: R 
Definição :~. 1. 3 -Sejam x1 ,x2 , •.. ,Xn variáveis aleatórias 
independentes e com função de distribuição comum F(x). Rearran-
jemos os X's em ordem crescente 
/_ y 
n 
Então denominamos Y a r-ésima estatística de ordem. 
r 
Agora iremos introduzir algumas notações especi-
ficamente relativas à técnica que utilizaremos neste trahalho 
~_OT AÇÃO 2. 1. l Para k fixo tal que 1 < k S n-1 seja 
aC {1,2, ... ,n} 
um subconjunto de tamanho k e tomemos um particular a 
a 0 = {1,2, ..• ,k} 
NOTAÇÃO 2.1. 2 s 
€: a, denotamos 
[ X. < y,se j E: a e j -F sl J 
Aa,s = 1 ( xl ' ... ' xn l ' xs = y / 
J X. > y,se j i a J 
Para efeito de familiarização com estas noçÕP.s 
apresentar~~mos o seguinte exemplo 
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Exemplo 2 .1.1 
Temos 
a 0 = {112} I a 1 = {113} e cr 2 = {2 1 3} 
Ent~o construimos, os sequintes conjuntos disjuntos 
= { (Xl ,X2 ,X3): xl < y, X2=y, x3 > y } A 
O'() 2 
' ' 
A = { < xl 'x2 'x3) : x3 < y, Xl=y, x2 > y } 
crl, 1 
A = {(Xl,X2,X3): xl < y, X3=y, x2 > y } cr 1 ,3 
A 
cr 2 ,2 
= { (Xl,X2,X3): x3 < y, X2=y, xl > y } 
A = { < x1 1 x2 , x3 > : x2 < 0'2,3 y, X3=y, xl > y } 
~ interessante notar que 
U A = {Y =y} 
cr,S a,S 2 
2. 2 - PROP-'UEDADP.S RÂSICJ\S 
Nesta seçao vamos apresentar algumas proprieda-
des da distribuição exponencial e alguns Lemas que vamos usar 
no desenvolvimento de nossos teoremas do Capitulo 3. 
LEMA 2.2.1 Seja X ~ u urna vari~vel aleat6ria com a fun 
çao de distribuição F(x). Assuma que E(xj) é finita para algum 
j > O. Então, para qualquer u < y < oo, 
(2.2.1) 
PROVA 






= yj [l-F (y) J -t-j J 
y 
Seja y < N < +00 arbitrário. Então a inteqração 
porque 
-]. JN . 1 . j xJ- dx = yJ-N . Então ternos 
y 
rM 
= yj[l-F(y)J - Nj[l-F(N)]+ j j xj-l[l-F(x)]dx 
y 
Assim, para provar 2.2.1 basta provar que 








xj dF (x) 
y 
9 
e tomando o limite quando N~co, em ambos os lados da equaçao aci 
ma, temos como implicação que 
(2.2.2) lim N~co 
(co . 
J xJdF (x) = O 
N 
e por outro lado temos 
(2.2.3) 
N N 
Tendo em vista (2.2.2) e (2.2.3) obtemos 
lim Nj[l-F(N)j =O 
N~co 
Isto completa a prova do Lema 2.2.1 
Tendo em vista que a estatistica ne ordem é fer-
ramenta essencial a ser utilizada neste trabalho,daremos, a 
seguir a função de distribuição da r-ésima estatfstica de or-
dem Y ,ou seja 
r 
(2.2.4) Fr(y) = PLYr < y)j = 
- t n [F(y)jj[l-F(y)Jn-j 
-j=r i 
, F (y) 
= r(n) 1 tr-l(l-t)n-rdt,l <r~ n 
r -o 
lO 
e também colocaremos sua função de densidade conjunta. 
Para isto, sejam 1 ~ r 1 < r 2 < ••• < rk ~ n inteiros; seja F(x) 
absolutamente continua; então a densidade conjunta do vetor 
(Y ,Y , ... ,Y ) , onde Y é urna estatistica de ordern,existe e é 
rl r2 rk 
dada por 
(2.2.5) = n!r ~ f(y.)l 
·j=l J ' 
= n+l 
Para a distribuição exponencial nadronizada,urna 
direta substituição em (2.2.5) produz o seguinte resultado que 
foi inicialmente observado por P.V. SUKHATMR(lq37) [8] 
LEMA 2.2.2 -bx > Seja F(x)= l-e , x- O. 
Então as diferenças 
sao variáveis independentes exponenciais com 
P(dr < y) = 1- e-b(n-r)y ' y ~ O 
11 
Este Lema capacita-nos verificar que qualquer e~ 
tatística baseada em {d : r > k ~ 1} é independente da estatí~ 
r 
tica baseada em \dr: 1 ~ r < k} Então se nos apresenta urna 
questão interessante: Seria esta urna propriedade característica 
da distribuição exponencial quando ternos alguma estatistica es 
pecífica sob consideração? Responderemos parte desta questão no 
presente trabalho. 
LEMA 2.2.3 Sejam x1 ,x2 , ... ,Xn variáveis aleatórias 
contínuas. Então, sem perda de generalidade, podemos escrever 





~ suficiente mostrar que 
p (Xi = X.) J = o vi,j tal 
fato 
' I 
p (Xi = X.) = i dF i . tx ,y) J I , J ) 
{X=y} 
que i ~ j 
= \ f(x).f(y) dx dy =O 
,, { X=y} 
onde F .. (x,y) é a distribuição conjunta de (X. ,X.) e f(x) é a l.J 1. J 
densidade ce X, porque a medida bidirnensional de Lebesgue de urna 
12 
linha X:y é zero. 
Isto completa a prova do Lema 2.2.3. 
O seguinte Lema é fácil de ser observado através 
do exemplo 2.1.1. 
LEMA 2.2.4 
são disjuntos e 
U A 
a,s a,s 
Todos os coniuntos em {~ 5 } s a,. ar· 
Claramente, para S fixado existem (~:~)disjuntos 




PIA s I Yk= yJ 




P [Acr,sfl {Yk= y}J 
p fYk=yJ 
P (Acr, s) 






CARACTERIZAÇÃO DA DISTRIBUIÇÃO EXPONENCIAL 
RESUMO Dois teoremas de caracterização da distribui-
ção exponencial sao discutidos aqui, usando-se a técnica da es-
perança condicional e permutações. A técnica desenvolvida neste 
trabalho é paralela ~ usada no trabalho de Wanq e Srivastava 
(1980) [9] 
3.1 - INTRODUÇÃO 
tra aleatória de uma variável aleatória cuja função de distri-
buição é F(x) e Y 1 ~ Y 2 ~ ~Yn as correspondentes estatisti-
cas de ordeM. 
Consideremos a função de distribuição 
- !ex-~) 
(3.1.1) e - e ' X > F ( x) = 1 
= o 
onde - oo < \.1 < 00 J e > O sao narâmetros. 
Definamos as estatisticas: 
1 n (3.1.2) zk = n-k l. ( y. - Y ) a k= 1 ' ... ' n-1 i=k+l l k ' 
1 k-1 (3.1.3) l. (Yk a k 2 , ... , n w:k = k-1 - y i) ' = i=l 
Wang e Srivastava (1980) [9J provaram um resul-
tado mais qera1 do que o obtido por Dallas (19'37) L 7. \ ,usando 
14 
E [ Zk /Yk = y] = ay + b , q.c. (dF) quando a= l,o~ 
de a, b são constantes. Especialmente quando a = O é caracteri-
zada a distribuição exponencial. Nosso trabalho de caracteriza 
çao da distribuição exponencial é uma generalização daquele 
trabalho de Wang e Srivastava. 
3.2 - CARACTERIZAÇÃO DA DISTRIBUICÃO EXPONBNCIAL 
Nesta secçao apresentaremos e nrovaremos dois teo 
remas de caracterização da distribuição exponencial. 
TEOREMA 3. :·. 1 Suponha a função de distrihuição F 
da vari&vel aleat6ria X X - ~ ,continua, e que existe a E(Xa 
} 
para algum a inteiro positivo. Então oara alqum 1 S k $ n - 1 
E [zk /Yk = yj = 8 (3.2.1) - q.c. (dF) 
onde B > O é uma constante, se e somente se F é dada por (3.1.1) 
1/ 
com e = ( a~ /B) a e p f in i to 
TEOREMA 3 • 2....2. Suponha a função de distribuição F da 
vari&vel aleat6ria x,-x - ~ , continua, e que existe a E(~)pa­
ra algum a inteiro positivo. Então para alqum 2 ~ k $ n 
(3.2.2) E (wk /Yk = y ., = 8 a.c. (dF) 
onde 8 > O é uma constante, se e somente se, a função de distri 
buição de -X é como especificada em (1.1.1), isto é 
- e 
1 
- -(x-~) e 
15 
, -x > ~ > -ao 
A fim de monstrar estes teoremas precisamos pr~ 





Para Yk e A 5 como definidos anteriormente, a,, 
Desde que., pelo Lema 2.2.4 {Yk=y} = u5 A sonde a,. a,. 
{Aa,S}a,S são disjuntos, então sobre Aa,S temos a sequinte rela 
çao 
= (X.-y)a J 
n 
e isto possibilita-nos calcular a E[ r (Y -Y )a/Y = y] 
" . i k k . l=k+l 
pelo seguinte caminho: 
n 
r: 1:i~k+l (Y i-Yk) a /Yk=y_l 
L J ~ (Y.-y)a dP L x1 , ••• , xnJ = 
a,s i=k+l 1 p [_Yk=y_i A a,s 
= r JAcr,sj;cr (Xj-y)a 
dP{Xj;j,e'a} 
a,s PlYk=yJ 
= L I a dP {X. ; j .ta} Z: (X.-y) --~J~---jia J P(k 8 ) 
P(Aa,s) 




! L (X .-y) 
[ 
( a 




p [ A a , S n { y k =y} j 
P{Yk=y} 
= 
Isto prova o Lema 3.2.1. 
-Agora desde que x1 , ... ,Xn sao indenendentes e ide~ 
ticamente distribuidas,observamos aqui os dois seguintes fatos: 
para i>k 
onde a 0 = ~ 1 , 2 , ..• , k} • 
Na parte (a) o resultado é imediato porque 
{Xj;l ~ j < n} são identicamente distribuídas 
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A parte (b) vem do fato que 
Observe-se que no Lema 2.2.5 mencionamos que 
P [A /y -y-J = 1/n (kn-_11) a,s k-
isto junto com os dois fatos acima permite-nos provar o sequinte 
lema: 
LEMA 3.2.2 Para Zk' Yk como definido anteriormente, temos 
PROVA Usando o Lema 3.2.1, obtemos 
1 
= n-k E 
a,s 
E! l:(X.-yf /A 8 1 . P(A 5/Yk=y) '.J J a, . a,. ]1-a 
-1 
fn(~=i!J l-.n\/nk--11)]· r· ( a/ 'j E I X.-y) A k j,ta 0 J 0 0! 
1 
n-k 
= E [(X -y) a /X > iJ 
n n · 
lR 
Observe-se aqui que existem (n-k) termos sob o so 
mat6rio rc e que a ~ltima igualdade decorre do fato de Xn ser 
a, L' 
independente de todos os x1 , ... ,Xn-l" 
Isto completa a prova do presente Lema. 
LEMA 3.2.3 Se F é função de distribuição contínua de X,on-
de X > ~ > O e 8 é uma constante positiva e 
q.c. (dF) 
Então 
(3.2.6) 8P(a) (y) =a! [F(y)-lj 
19 
PROVA - Para fazer sentido, suponhamos que P(Xn> y)>O 




dF X (x) 
n 
P(x>y) 
Tornando FX = F porque as variáveis aleatórias 
n 
x1 , ... ,Xn sao identicamente distribuidas com função de distribui 
ção F e, corno a é um inteiro positivo, podemos escrever (X-y)a 
em urna expansao Binomial e obteremos então 
F [ (X -y)a /X ~ Y-/ 
n n 
1 foo a . . . 
=- . 2: 0 (-1) J (C:) x
1ya- 1dF (x) 1-F(y) y J= J 
-a . 00 1 . a . xj 
-· 1-F(y) j~O (-1) 1 (.) ya-J dF(x) J y 
Desde que E(Xa) existe, usando o Lema 2.2.1 pode-
mos escrever 
00 
a a a 1 a j a . a-j i l · 
·- Y .E 0 (-l}(.)+ l F( ).2: 1 (-l) (.)JY x- ll-F(x)jdx J= J - y J= l y 
Considerando, no entanto, que 
e que 
·j = a (a-1)! 
j!(a-j)! (j-1): (a-j): 
e, ainda mais, pela hipótese dada que 
Ej (X -y)a/X > yj =~~ , q.c.(dF') 
n n " 





= (a-1) a . 1 l-
?.() 
(3.2.7) B[l-F(y)) =a t (-l)j~~-l·) a-j j=l 'l-L y j xj-l [1-F(x)] dx 
-y 
onde a > l. 
Como F(x) é continua, então xj-ll 1-F(x) [também 
00 • 
é continua e isto significa que _! xJ- 1 [)-F(x)-[ dx é uma função 
y 
absolutamente continua de y. O lado direito de (3.2.7) é uma 
combinação linear de funç5es absolutamente continuas de y e no 
vamente é uma função absolutamente continua; isto siqnifica que 
o lado esquerdo ou ainda F(y) é absolutamente continua em y e 
logo podemos diferenciar ambas os lados de (3.2.7) com resnei 
to a y e temos 
UI'-JICAMpi .. 
?,IR' !••' '-~<::í.~( 
-BF'(y) 
. ()() 
a-J'-1 (a-j)y I · 1 'y xJ- 11-F (x) I dx} 
+ 
. ()() 
a j(a-1) a-J'-1 ~L: (-1) )._ 1 (a-j)y )=1 y 
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Como o primeiro termo da expressao acima é obvia-
mente nulo e no segundo termo podemos usar 




Pela mesma razao desenvolvida antes, o lado direi 
to da equaçao supra é absolutamente contínuo o que implica que 
F' (y) é absolutamente continua e portanto F'' (y) existe. 
Seja agora para y fixo 
(3.2.9) =a~ (-l)j(C:- 11 11 yet-jfooxj-li;1-F(x)J dx j=l ')- y 
Então (3.2.7) e (3.2.8) ficam como 
-SF 1 (y) = aG (a-1} y 
respectivamente. 
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Diferenciando, pelas razoes anteriores, ambos os 
lados da Última equação, em relação a y, obteremos 
-6F 1 1 (y} = a(a-1) Gy(a-2) 
Desde que Gy(t) é absolutamente continua para 
t ~ 1 continuaremos diferenciando ambos os lados até obtermos 
-BF (a-1} (y) = a(a-1) ... 2 G (1) y 
onde G (1) =-y J oo [ 1-F (x)] dx y 
ou seja 
-BF (a-l) (y) = - a! f oo ll-F (x) l dx 
y 
Como, ainda F(a-l) é absolutamente continua, obteremos finalmen-
te 
6F(a) (y) =a! \F(y)-lJ 
Isto completa a prova do presente Lema . 
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LEMA 3.2.4 - A equaçao diferencial 
(3.2.10) F(a) (y) =a! I_F(y) - 11 





F(y) = 1 - e 
De (3.2.6) obtemos 




~! = C e tomando F(a) (y) = 
Y > ll > -oo 
a -D F(y), temos a expressao 
(3.2.10) como 
(3.2.11) 
Resolvendo a equação homogênea 
(3.2.12) 
obtemos 
(3.2.13) r (y) a.~ (cos 2kn +i sen 2kn) Y a. a 
e a soluçã,J geral da equaçao não homoqênea é, portanto, 
(3.2.14) F (y) = F (y) + b 
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onde b é urna constante. Assim temos que 
(3.2.15) 




Considerando o Primeiro termo rtR expressão acima 
como nulo (conforme 3.2.12) e que Dab = O, ficamos com 
(3.2.17) -cb = -c 
o que implica b = 1. Obtemos, assim a solução da equação nao ho-
mogenea 
(3.2.18) F(y) a-1 ~ C 2kn 2k = 1 + r c e (cos --- + i sen n )y 




se a e ímpar 
a-1 grc (cos 2kn +i 2kn) 
+ r Cke V a sen --a- y 
kr!a/2 
se a e par 
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~ fácil observar que o segundo termo da Última ex-
pressao para F(y) quando a é par se justifica pois temos 
2kw 2kn 2kn a 
sen = 0 ~e k = O , scn = O e cos = -1 qe k = -2 a a a 
Considerando por outro lado, que F(y) somente as-
sume valor~s reais, ent~o Ck =O para k = 1, ... , a-l,k ~ a/2 e 






" - 2kTI 
e
"" C (cos -- + 
ck a. 
2k;r ) y 
a. 
i sen 2k;r) y 
a 
a! Sob estas considerações e tomando C = e- , podemos escrever 
(3.2.20) F(y) , se a. e impar 
.-
e par 
Determinaremos agora os valores das constantes C e 
o 
Considerando que X > p >- oo então F(JJ) = O e que o 




O l+c \a../B JJ = O e 
e 1sto imrlica 
l/a 
=e -(a!/8) p (3.2.22) co 
Também para a por temos 
F(~) = O, e logo por (3.2.20), obtemos 
(3.2.23) 
a--- -' 
-1 = C e·· a! I 8 C O + a/2 
0: , I 
-'.a!/8 ~ e . 
Como lim F(y) = 1, obtemos por (3.2.20} 
y-+oo 
(3.2.24) 
a '/ lim -\ a. 8 ) = y-+oo Coe Y + lim ca/2 y-+oo 
(l ' -
-i a! IR e , 
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e\a!/B y = 0 y-+oo 
o que implica que 
(3.2.25) 
Agora substituindo este valor de c0 em (3.2.23), obtemos 
<l / ----- ·- 'l 
e - va!/8 
ca/2 
o que imPli.ca 
(3.2.26) cet/2 = - e 
= 1 
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Finalmente, substituindo os valores das constan-
tes c0 e c~12 em (3.2.20) para a par, obtemos 
(3.2.27) F(y) = 1 - e 
a/ -'/B' 
- yrt. 
que e a mesma expressao encontrada para a impar em (3.2.20) to-
mando como (3.2.22) C 
o = -e 
-(a! /B) (l/a) 1-l 
Portanto, para algum a inteiro positivo podemos 
escrever flnalmente 
(3.2.28) F(y) - (a! /Bf/a (y-ll) = 1 - e , y>p>-oo 
= O , em outros casos 
Isto completa a prova do presente ~ema. 
Agora, com os ~emas apresentados e provados ante 
riormente, neste capÍtulo, poderemos efetuar a demonstração da 
condição suficiente do Teorema 3.2.1. 
DEMONSTRAÇÃO DO TEOREMA 3.2.1 
(I) CONDIÇÃO SUFICIENTE 
Parte(A): quando~ > O • Considerando que, por hipÓtese, a fun 
ção de distribuiç~o F das Xi, 1 ~ i ~ n, ~ continua e 
(3.2.29) q.c. (dF) 
onde B > O ~urna constante, e tendo em vista os Lemas 3.?.2 e 
3.2.3 obt~mos a equação diferencial 
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(3.2.30) 3F (a) (y) = a~ [F (y) -lj 
Através do Lema 3.2.4,conhecernos que esta equa-
çao diferencial tem a solução para urna função de distribuição 
(3.2.31) F(y) - !a~/8)1/a (y-lJ) = 1 - e y > lJ > -oo 
= O , em outros casos 
Parte (B) quando l1 < O 
Neste caso consideramos as variáveis aleatórias 
Xi- l-1, 1 S i S n . cujas estatisticas de ordem são 
obteremos 
(3.2.29') 
Agora, usando a parte (A), desde que X. - p > O 
~ 
o que implica que X - l1 tem distribuição exponencial com narâme 
tro (a!/8)l/aou seja 
FX_lJ(y) = 1- -(a!/B)l/ay e , y > o 
Isto é equivalente a dizer que a condição 
(3.2.30 ') , q. c. (dF) 
o que impllca que X tem a distribuição 
I (3.2.31) F(y) -(a!/B)l/a y = 1- e 
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As partes(A) e (B) juntas completam a prova da con-
dição suficiente 
(II) - CONDIÇÃO NECESSÂRIA 
Podemos verificar por cálculo direto que com F 
definida por (3.2.31) a equação (3.2.7) é verdadeira. 
De fato, substituindo (3.2.31) no lado direito 













fazendo (o!/B)~ =C para simolificar e utilizando a inteqração 
por partes sucessivamente obtemos 
Bl_1-F(y)] 
a . (a-1\ cll e-Cxl j-l (j-l)xj-2 
= a L (-1) J j-1/ e {(-C) x - - (-C) + 
j=l 
( j -1) ( j- 2) X j- 3 ( -1) i -l (i -1 )I ·1} 
- ... + . 1 
(-C) 2 (-C) 
l- _i 
a . (a- 1) p -C x . . 1 ( . 1 ) i - 2 
= a L ( -1) J j -1 e C {-e I x 1-- + J- x + 
j=l C L C 
(j-1) (i-2)xi- 1 










~ a a 1) -cY j-2 c j ( - a-1 e r j -1 (i -1) y 
= ae · ·}: (-1) · j-1. y {-c-_ Y + c - + 
j=l 
(j-1) (j-2)yj- 3 
c2 
+ ... + 
j-a (j-1) !y l} 
j-1 J 
c 
ou distribuindo o sornat6rio 
( a-1) ! 
a-1 c 
1-F(y) 
a (a-3' (a-1) (a-2) a-3 ._ ! (a-~} 
2 Y j~3 1 3 + .•. + a-1 
c c 
e evidente que, com excess~o do ultimo termo 
, todos os demais sao nulos e, portanto, podemos escrever 
Bl_l- F(y)] = a! -C(y-~) e 
ou tornando C pelo seu valor 
1 
a' ã 
- (-·) (y-~) 
B [) - F ( Y ) -, = B e B 
Tornando no lado esquerdo F(y) pelo seu valor em(3.2.31) 
obtemos urna identidade e isto cornnleta a prova da condição sufi-
ciente, ficando portanto comPletamente demonstrado o Teorema 3.2.1. 
31 
Agora iremos estabelecer condições preliminares 
para a prova do teorema 3.2.2. 
O processo que utilizaremos na demonstração do 
teorema 3.2.2 é análogo ao utilizado para o teorema 3.2.1. Pre 
cisamos semelhantemente estabelecer alquns lemas que servirão 
de base para sua demonstração, a saber: 





E[i~l (Yk-Yi)a /Yk = y] 
= L: 
a,S 
E [ L: (y-X.)a/A 5 J . P(A 5/Y . J a, a,. 
JEO 
= y) 
Desde que, pelo lema 2.2.4, {Yk=y} = U A 
a,S a,S 
onde {A0 5 } são disjuntas, então sob 
' a,s 
A ~ temos a seguinte a , ,-, 
relação 
(3.2.34) 





.L: (y-X.) )EO J 


















J E (l dP ( x 1 , ••• , xn) (y-Y. ) i=l l 
Aa,s P(Yk=y) 
j a dP{X.~jsa} E (y-Xj) 
5 jsa J A a,. P(Yk=y) 
a dP{X.;jsa} P(Aa,s> L ( y- X. ) )A jsa J 1 -
a,S P(A 5 ) P(Yk=y) a' 
f a dp{ X. ; j sa} p (Aa ,S {Yk=y}) . L (y-Xj) ) 
-A 
a,S J E: a . P(Aa,s> . fi (Y 1< =y) 
E [ L ( y- X . ) a/ A c] 
· l a,.) JE:a 
Isto prova o lema 3.2.5 
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Por analogia as explicaçÕes utilizaoas nara o 
desenvolvimento do lema 3.2.2, temos, tarnhém, evidentemente, 
os fatos 
(a) [j~a (y-Xj)a/Aa,sl E( E a J E = (y-X.) /A k 
. J a ]E:a . o o 
E [<y-Xj)a/Aa k.] = EI (y-Xl)a/AaokJ 
o -
(b) 
para j < k e ao = {1,2, ... ,k} 
Também aqui utilizaremos o fato demonstrado no lema 
2.2.5 que 
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Tudo isto possibilita-nos enunciar e demonstrar o 
seguinte lema 
LEMA 3.2.6 Para Wk' Yk já definidos ternos 
(3.2.25) 
PROVA Usando o lema 3.2.5, obtemos 
Isto completa a prova do lema 3.2.h 
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Antes de prosseguirmos e para efeito de simpli-
ficação de análise e dos cálculos posteriores, vamos comparar 
as expressões (3.2.5) e (3.2.35) que rescreveremos abaixo 
Verifica-se, facilmente, que as expressoes acima 
sao perfeitamente semelhantes diferindo essencialmente apenas 
no sinal das variáveis e, consequentemente tudo que se anlicou 
na demonstraç~o do teorema 3.2.1 nara a vari~vel X de (3.2.5) 
n 
também se aplica à variável -x1 de (3.2.35). Então o Lema 3.2.3 
pode agora ser expresso como 
LEMA 3.2.7 Se F é uma função de distribuição continua de 
-x1 , onde -X1 > ~ e 8 é uma constante positiva e 
(3.2.36) , q. c. ( dF) 
Então 
(3.2.37) 
Consequentemente, também o lema 3.2.4 pode seres 
crito como 
LEMA 3.2.8 -A equaçao diferencial (3.2.37) onde F_X( y) e 
uma função de distribuição tem a seguinte solução nara F_X( y) 
(3.2.38) - (a!/B)(l/a) (y-\1) = 1 - e 
DEMONSTRAÇ~O DO TEOREMA 3.2.2 
(I) CONDIÇÃO SUFICIENTE 
'35 
y > 11 
Considerando que, por hipótese, a função de dis-
tribuição F das -Xi, 1 ~ i : n, é continua e 
(3.2.39) , q. c. (dF) 
onde B > O é uma constante, e tendo em vista os lemas 3.2.6 e 
3.2.7 obtemos as equações diferenciais 
(3.2.40) 
Através do lema 3.2.R reconhecemos que esta equ~ 
çao diferencial tem a solução para a funcão de distribuição 
(3.2.41) y _, \1 
= O , em outros casos 
Isto completa a prova da condiç~o suficiente 
Sabemos que a variável aleatória -X tem a distri 
buição da forma (3.2.38), por hipótese do teorema 3.2.2. 
Por outro lado, também conhecemos pelo lema 3.2.6 
16 
que ~ verdad~ira a expressao (3.2.35), ou seja 
Então ~ e suficiente mostrar que 
(3.2.42) 
é verdadeira. 
Mas,pelo teorema 3.2.1 já sabemos que ~verdadeiro que 
(3.2.43) , q. c. ( dF) 
onde Zk ~a estatística correspondente das variáveis -x1 , ... ,-Xn. 
Então usando o lema 3.2.2 obtemos 
(3.2.44) E {[(-X )-yfx/(-X) > y} =R, q.c.(dF) n - n 
~ que e verdadeira para todo y. 
-Agora colocamos -y por y e tendo em vista que x 1 e Xn sao iden-
ticamente distribuidos, (3.2.44) fica corno 
(3.2.45) 
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