Abstract. We propose Eulerian and Lagrangian Gaussian beam methods for the Schrödinger equation with discontinuous potentials. At the quantum barriers where the potential is discontinuous, we derive suitable interface conditions to account for quantum scattering information. These scattering interface conditions are then built into the numerical fluxes in the Eulerian level set formulation of the Gaussian beam methods, and are also used in the Lagrangian formulation, including an interface condition for the Hessian matrix. We carry both 1D and 2D numerical examples to verify the accuracy of the method.
Introduction
This paper is concerned with the Schrödinger equation of the form with the WKB initial condition u 0 (x) = A 0 (x)e i S 0 (x) .
(1.2) Here u is the wave function, > 0 is the re-scaled Planck constant, and V (x) is a timeindependent potential function. The physical observables can be defined in terms of u (t, x): Generally speaking, the solution to the Schrödinger equation (1.1) is highly oscillatory when the Plank constant is small. Thus, when using numerical approximations, ie. the finite difference method and finite element method, the number of mesh points in each spatial direction should be at least o( −1 ) [29] , a typical order with the reasonable meshing strategy. If the potential is sufficiently smooth, and the initial data of the Schrödinger equation is compactly supported, the time-splitting spectral method in [2] was shown to be the best among the existing methods, with number of the spatial meshing points of almost optimal order O( −1 ) in each spatial direction. Unfortunately, this strategy is no longer valid for the Schrödinger equation with non-smooth potentials [15] .
Date: August 30, 2012. One alternative efficient approach for approximating the Schrödinger equation (1.1) is the classical WKBJ method. For the first order approximation, this method tries to seek an asymptotic solution:
u(t, x) = A(t, x)e iS(t,x)/ + O( ), S ∈ R, (1.6) where the amplitude A and the phase S are smooth functions independent of . Substituting (1.6) into the Schrödinger equation (1.1), one arrives at two equations satisfied by S and A:
7)
A t + ∇S · ∇A + 1 2 ∇ 2 SA = 0.
(1.8)
The eikonal equation (1.7) is of Hamilton-Jacobi type, which could be solved by the ray tracing method. The amplitude A is then determined along each specific ray, see [25] . Then the approximate wave function is computed with the expression (1.6).
Despite the tremendous success in handling various wave propagation problems, the classical WKBJ method has its own shortcomings. A serious drawback is that in general the classical solution to the eikonal equation (1.7) ceases to exist due to the formation of caustics at which points rays intersect and the amplitude A blows up. Beyond caustics, the correct semiclassical limit to the Schrödinger equation (1.1) contains several phases, namely, the asymptotic solution is actually a sum of functions of the form (1.6). Many approaches have been proposed to resolve this multi-phased solution /or their associated physical observables, such as the big ray tracing method [3] , the wave front method [8] , the moment method [6, 9, 10, 16] , and the level set method [4, 17, 18] . The readers are referred to [7, 14] for reviews of semiclassical computations.
The Gaussian beam method (GB), which was first developed for the Schrödinger equation by Heller in 1970s [11] , and independently developed by Popov for linear wave equation [32] , is an efficient asymptotic method allows accurate computation of the amplitude near caustics. Similar to the classical ray tracing method, the Gaussian beam solution in physical space also has a WKB form. The rays determined by the Hamiltonian system related to the eikonal equation serve as the centers of the Gaussian beams. The difference lies in that the Gaussian beam allows the phase function to be complex off its center, and the imaginary part of phase function is positive, which makes the solution decay exponentially away from the center. The validity of the Gaussian beam method at caustics was analyzed by Ralston in [34] . This advantage is very important in many applications, for example, in seismic imaging [12, 13] . The uniform convergence was proved by Robert [35] and Liu, Runborg and Tanushev [28] recently.
The accuracy of the beam depends on the truncation error of the Taylor expansion, and the approximate solution is given by a sum of all beams. The accuracy of the Taylor expansion was studied by Motamed and Runborg [30] , and Tanushev [39] . Higher order Gaussian beam methods giving better accuracy of the approximation for the linear wave equations were developed and analyzed in [39] . In the 1d Lagrangian formulation, Yin and Zheng [46] constructed a high order Gaussian beam method for the Schrödinger equations and derived the interface conditions for problems with discontinuous potentials. In [37] , Tanushev, Engquist and Tsai considered the interface condition of the Gaussian beam method to the wave equation.
The earliest numerical schemes based on the Gaussian beam method were Lagrangian numerical methods. They are based on ray tracing, thus are simple but may lose accuracy when the ray diverges, which will need re-interpolation to maintain a uniform numerical accuracy. The interpolation process can be very complicated. On the other hand, Eulerian methods based on solving PDEs on fixed grids have the advantage of a uniform accuracy. Recently, Eulerian Gaussian beam method has drawn increasing attentions. Based on the work of Tanushev, Qian and Ralston [38] , Leung, Qian and Burridge [27] designed an Eulerian Gaussian beam summation method for the Helmholtz equations and the Schrödinger equation [26] . In [21] a new Eulerian Gaussian beam method for the Schrödinger equation using the level set function was derived by Jin, Wu and Yang. A key idea is to contruct the Hessian matrix using the partial derivatives of the level set functions. They also extended the Eulerian Gaussian beam method to Schrödinger-Poisson [22] system and use the Bloch decomposition for the Schrödinger equation with periodic potentials [24] . More recently, they introduced Semi-Eulerian and high order Gaussian beam methods for the Schrödinger equation in the semiclassical regime [23] . Another important problem in the Gaussian beam approach is to decompose the initial data into the sum of Gaussian beams, see Tanushev, Engquist and Tsai [37] , Ariel, Engquist, Tanushev and Tsai [1] , Qian and Ying [33] and Yin and Zheng [47] .
In this paper, we extend Gaussian beam methods for the Schrödinger equations to the case of discontinuous potentials in both Eulerian and Lagrangian frameworks in general space dimension. We first derive the interface conditions to account for transmissions and reflections of Gaussian beams at the potential barriers. In particular, the interface conditions for the Hessian matrix is derived which will be used in the Lagrangian formulation. This approach is similar to the high frequency wave propagation in heterogeneous media in [42] . The interface conditions are then combined with the method in [40] , which decomposes the partial transmissions and partial reflections into a finite sum of solutions solving problems involving only complete transmissions and complete reflections, and the reinitialization technique for multiple transmissions and reflections. This method allows one to compute the reflections and transmissions across the potential barriers very efficiently. This paper is organized as follows. The Gaussian beam methods for the Schrödinger equation are sketched in Sect.2. In Sect.3, we derive the interface conditions for Gaussian beam methods at the discontinuous points of the potentials. Formulation and algorithm of Gaussian beam methods with the interface conditions are given in Sect. 4 . Numerical examples are given in Sect.5 to validate the accuracy of the interface conditions against the full simulation based on solving the original Schrödinger equation. Finally, we make some concluding remarks in Sect.6.
The Gaussian beam methods
In this section, we briefly review the Gaussian beam method for the Schrödinger equation.
2.1. The Lagrangian dynamics of Gaussian beams. Similar to the WKB method, the Gaussian beam solution is given in the form
where the variable y = y(t, y 0 ) is the center of the beam, to be determined below, and the phase T (t, x, y) is given by
This is reminiscent of the Taylor expansion of the phase S around the point y, upon identifying p = ∇S ∈ R d , M = ∇ 2 S, the Hessian matrix. The idea is now to allow the phase T to be complex-valued, and keep the imaginary part of M ∈ C n×n positive definite so that (2.1) indeed has a Gaussian profile.
Plugging the ansatz (2.1) into the Schrödinger equation (1.1), and ignoring the higher-order terms in both and x − y, one obtains the following system of ODEs:
2) dp dt
3) 6) where p, V, M, S and A are functions of (t, y(t, y 0 )). Equations (2.2)-(2.3) are the classical Hamiltonian system defining the ray-tracing algorithms. Equations (2.2)-(2.6) define the Lagrangian formulation of the Gaussian beams.
The Eulerian dynamics of Gaussian beams.
The Lagrangian Gaussian beam method can be reformulated in an Eulerian framework [21] . Define the linear Liouville operator as
and denote the level set function Φ := (φ 1 , · · · , φ d ). Using the Liouville operator and the level set function, Jin et al. [17] and Jin & Osher [18] showed that one can obtain from the original Lagrangian formulation (2.2)-(2.6) the following Liouville equations for velocity, phase and amplitude, respectively,
Note the zero of the real part of Φ gives the velocity. In addition, if one introduces the quantity [17] ,
then f (t, y, ξ) again satisfies the Liouville equation, i.e.,
Then the Eulerian Gaussian beam method is constructed by solving the following Liouville equations
14)
The Hessian Matrix M and amplitude A are computed by [21] 
According to [21] , the initial data for (2.12)-(2.14) are given by
The solution to (1.1)-(1.2) is approximated by the following Eulerian Gaussian beam summation formula [21] : 20) where r θ ∈ C ∞ 0 (R n ), r θ ≥ 0 is a truncation function with r θ ≡ 1 in a ball of radius θ > 0 from the origin, δ is the Dirac delta function, and
Interface conditions
In this section, we give formal derivations of the interface conditions of the Gaussian beams for the Schrödinger equation. For simplicity, we assume that the interface locates at y 1 = 0. For a more general interface, the argument can be applied in the normal direction. In order to give a simple and clear presentation of the derivation, we assume that the initial wave comes from the left of the interface, and hits the interface only once (the case of multiple barriers will be treated by the techniques described in subsection 4.2.2.). Under this setting, we can decompose the original problem into two parts, one only involves reflection, and the other only involves transmission. Applying the Gaussian beam ansatz, there are two separate systems that correspond to reflected and transmitted beams. We use the Eulerian Gaussian beam formulation to derive the interface conditions for both Eulerian and Lagrangian methods.
We introduce the following notations, see Figure 1 :
Region 2 : 
; the level set function Φ associated with the incident/transmitted/reflected beam :
the Hessian matrices of the incident/transmitted/reflected beam :
the function f associated with the incident/transmitted/reflected beam : 
This implies
where B is an n × n diagonal matrix with B 11 = −1 and B mm = 1, m ≥ 2. Applying the construction of the Hessian M = ∇ y Φ(∇ ξ Φ) −1 , we obtain the interface condition for the Hessian of reflected beams
This interface condition can be derived by the technique used in [31] , which obtained the interface condition for the Gaussian beam method to the wave equation in an inhomogeneous acoustic medium. By Snell's law, the reflection coefficient R and the amplitude of the reflected beam A r are given by
Therefore the interface condition for f is
Interface conditions for the transmitted beam. The Liouville equations for Φ i and Φ t are:
At the interface, we use the condition that Φ is continuous along the characteristic, which is
The conservation of Hamiltonian implies
That is
Without loss of generality, we assume ξ
A simple calculation yields:
That is,
Here G(ξ i ) is an n × n matrix with:
Next, we derive the interface condition for ∇ y Φ. At the interface
Combine this with (3.5), we find
In the simple case where V (y) is piecewise constant, the interface condition is reduced to
This yields
Here Q(ξ i ) is an n × n diagonal matrix with:
In the general case, where ∇ y V (y) = 0, we have
Applying the construction formula of the Hessian 10) combining it with the interface conditions (3.6) and (3.9), we find the interface condition for M
(3.11)
Remark 3.1. This interface condition consists of two parts. The first part QM i Q T is due to the jump of the potential. The remaining part is due to the jump of the first derivative of the potential. This interface condition for M will not be used in the Eulerian computation but will be used in the Lagrangian computation. By Snell's law, the transmission coefficient T and the amplitude of the beam A are given by
Similar to the reflected beam, the relation between f t (t, y + , ξ t ) and f i (t, y − , ξ i ) is given by
Remark 3.2. The Hessian construction formula (3.10) provides advantages in both numerical and analytical aspects. Without the formula (3.10): I. one has to solve 2n 2 more inhomogeneous equations to calculate the Hessian [26] ; II. it is hard to proceed when the beam hits the interface because the lack of the interface condition on the Hessian matrix.
Formulation and Algorithm
In this section, we formulate the Lagrangian and Eulerian Gaussian beam methods for the Schrödinger equation (1.1) with discontinuous potentials.
The Lagrangian formulation.
We apply interface conditions (3.1) and (3.11) to construct the Lagrangian Gaussian beam method. Whenever the y−trajectory of a beam hits the interface, the beam splits into two beams. We denote the hitting time by t c , p(t − c ) by ξ i , and everything associated with the reflected/transmitted beam by {·} r,t . After hitting the interface, the reflected beam at t 
For the transmitted beam, one proceeds in time with the following initial condition
4.2. The Eulerian Formulation. The construction of our Eulerian formulation is a combination of the interface condition and the technique proposed in [40] . An earlier level set approach to handle reflection can be found in [5] . We first give the method in a simple situation, where the initial wave comes from the left and hits interface only once. In this case, we decompose the problem into two parts: the reflected part and the transmitted part. The Hessian function, phase and amplitude for the two parts are solved by the Liouville equations (2.12), (2.13) and (2.14) respectively. The fluxes at the interface are connected by proper reflection and transmission conditions given in the proceeding section. Details for the evolution of Φ, S and f are given below. The level set functions Φ r , Φ t are obtained by solving the following Liouville equations with the corresponding interface condition at y 1 = 0,
where I is the characteristic function, which is used to capture the beams that are transmitted.
The phase functions and f satisfy
4.2.1. Algorithm. The numerical procedure is given as follows:
Step 1. Solve (4.3a)-(4.5b) with the interface conditions built into the numerical fluxes as in [19] . Step 2. Compute the Hessian function using the formulation (2.15) and the amplitude from formulation (2.16).
Step 3. Evaluate the summation integral u r GB and u t GB (formula (2.20)) by numerically discretizing the delta function using the techniques given in [43, 44, 45] . The solution of the original problem is u GB = u r GB + I {y 1 >0} u t GB .
4.2.2.
A decomposition method. Since (2.20) involves the Dirac-delta function, it is valid without interface, or for the case of complete transmission or reflection [20] . In order to deal with partial transmission or reflection, to construct an Eulerian method, one has to separate the level set functions to get the correct information of incident, transmitted and reflected beams. We follow the idea proposed in [40] . It consists of two steps: (i) decompose the original problem into finite many parts where the number of parts only depends on the geometry of the interface, each part is a complete reflection or transmission problem; (ii) reinitialize the problem frequently to capture and separate beams that hit the interface more than once.
For reader's convenience, we briefly describe the decomposition technique for a problem with one interface at y 1 = 0. For details of problems with more than one interfaces, and details of reinitialization technique, see [40] . Assume every single beam will only intersect the interface at most once in the time interval [0, τ ], we solve three problems subject to different initial data and interface conditions. We denote the level set function, the phase and amplitudes of these three problems by Φ r,t 1 ,t 2 , S r,t 1 ,t 2 and f r,t 1 ,t 2 respectively, then the initial data and interface conditions for them are
Numerical examples
In this section, we give numerical examples to verify the interface conditions and the numerical method. The decomposition and reinitialization techniques proposed in [40] have been applied to these examples.
Example 5.1. Consider the Schrödinger equation
In this example, the potential V (x) contains a single discontinuity at x = 0.2, thus one needs the interface condition to connect the reflected and transmitted GBs to the incident GB.
For the sake of comparison, a reference solution for the Schrödinger equation is computed by the characteristic expansion method as in [46] . Figure 2(a) shows the wave functions obtained by a direct simulation of the Schrödinger equation and our Gaussian beam summation method. In our computation, the mesh size of the Gaussian beam method is ∆x = 1/256, and the time step is chosen to be ∆t = 1 2 ∆x. When an incident wave hits the potential barrier, it splits into a reflected wave and a transmitted wave. Coupled with the interface conditions, the GB method captures the reflected wave and a transmitted wave correctly. Figure 2 (b), Figure 2 (c) and Figure 2(d) give the comparison of the position density, density flux and kinetic energy respectively between the reference solutions and the solutions by our Gaussian beam method. One can see that our Gaussian beam summation method can capture the physical observables very accurately. Figure 3 shows the l 1 and l 2 errors between the solution of the direct simulation of the Schrödinger equation and the solution computed by the GB method at time t = 0.4, where the mesh size ∆x = 1/256 and the time step ∆t = 1/512. The convergence rate of the error in is first order in l 1 and l 2 norms, which is higher than the error estimate of the Gaussian beam solutions for the Schrödinger equation in [28] , This is due to error cancellations between adjacent beams as analyzed in [30] .
In this example, the semiclassical limit of the Schrödinger equation will develop a cusp caustic. The potential V (x) is discontinuous at x = 0.4. We want to test the accuracy of the Gaussian beam method at caustics and the interface conditions.
In Figure 4 (a), we compare the wave functions of the reference solution and of the Gaussian beam method for time t = 1.2 and 1.5. One can see that the wave functions are highly oscillatory, and at the sampling point, the error of the Gaussian beam method is very small. This verifies the validity of our interface conditions and the accuracy of the Gaussian beamsolutions near the caustics. Figure 4(b) is the position density of the reference solution and the Gaussian beam summation method, which shows a good agreement. The error of the density flux is shown in Figure 4(c) .
In Figure 5 , we show the evolution of the wave functions of the reference solution and of our Gaussian beam summation method. There is a cusp caustic at time t = 0.2 and near x = 0. When the wave hits the potential barrier, there will generate a reflected wave and a transmitted wave. Our method can capture the caustic, the reflection and transmission at the potential barrier.
In Figure 6 , we show the convergence rate with respect to for the wave function and position density compared to the reference solution. In this computation, the mesh size ∆x = 1/512 and the time step is ∆t = 1/1024. The convergence rate is first order in both l 1 and l 2 norms. 
This potential appears in the resonant-tunneling diode (RTD) in nanostructure [36] . Figure  7 shows a diagram of the electric potential within the RTD. In this case, the potential V (x) contains many discontinuous points, and there will be multi-reflections and transmissions between the potential barriers. If one uses the Lagrangian Gaussian beam method to simulate the Schrödinger equation, the number of the Gaussian beams will grow exponentially due to the multi-reflections and transmissions. We take the mesh size ∆x = 1/512, and the time step is chosen to be ∆t = 1/1024. Figure 8 Since V (x) has a jump at x = 0, we need the interface conditions for the Gaussian beam method at this interface. In this example, a plan wave propagates form left to right, hits the interface and gives rise to a reflected wave and a transmitted wave. In our computation, the mesh sizes are chosen as ∆x = ∆y = ∆ξ 1 = ∆ξ 2 = 0.01, while ∆t = 1/200. Figure 10 (a) shows the wave functions given by a direct simulation using the Schrödinger and by our Gaussian beam solution. Figure 10(b) shows the position density of the exact solution and our Gaussian beam method. Thanks to the interface conditions, our method captures the reflected wave and transmitted wave accurately. Figure 11 (a) and Figure 11 (b) give respectively the density fluxes and kinetic energies of the exact solution and the solution of our GB method. Our Gaussian beam method can capture all reflections and transmissions accurately. The potential V (x) is discontinuous at |x| = 1/2. The interface is a circle, so the interface conditions for curved interface are needed in the Gaussian beam method. In our computation, the mesh sizes are chosen as ∆x = ∆y = ∆ξ 1 = ∆ξ 2 = 0.005, while ∆t = 1/256. Figure 12 (a) shows the wave functions given by a direct simulation using the Schrödinger and by our Gaussian beam solution. Figure 12(b) shows the position density of the reference solution and our Gaussian beam method. One can see a good agreement between the two solutions. Figure 13 (a) and Figure 13(b) give respectively the density fluxes and kinetic energies of the exact solution and the solution of our GB method. Our Gaussian beam method can capture all reflections and transmissions accurately.
Concluding remarks
In this paper, we generalize the Gaussian beam methods to solve the Schrödinger equation with discontinuous potentials. Motivated by the Hamiltonian preserving scheme developed in [19] , we construct the interface conditions for the reflection and transmission of Gaussian beams. Combining the interface conditions and the decomposition and reinitialization techniques proposed in [40] , we obtain the Gaussian beam methods that are able to handle quantum potential barriers. Both 1D and 2D numerical examples are given to verify the accuracy of this method.
In the future, we will extend our method to higher order, and explore its applications to other related problems, such as the quantum tunneling across potential energy levels. 
