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Abstract
We consider Lipschitz maps with values in quasi-metric spaces and
extend such maps to finitely many points. We prove that in this con-
text every 1-Lipschitz map admits an extension such that its Lipschitz
constant is bounded from above by the number of added points plus
one. Moreover, we prove that if the source space is a Hilbert space and
the target space is a Banach space, then there exists an extension such
that its Lipschitz constant is bounded from above by the square root of
the total of added points plus one. We discuss applications to metric
transforms.
1 Introduction
Lipschitz maps are generally considered as an indispensable tool in the
study of metric spaces. The need for a Lipschitz extension of a given Lips-
chitz map often presents itself naturally. Deep extension results have been
obtained by Johnson, Lindenstrauss, and Schechtman [JLS86], Ball [Bal92],
and Lee and Naor [LN05]. Non linear target spaces have also been studied,
see for example [LPS00; MN13]. In [LS05], Lang and Schlichenmaier present
a sufficient condition for a pair of metric spaces to have the Lipschitz ex-
tension property. The literature surrounding Lipschitz extension problems
is vast, for a recent monograph on the subject see [BB11; BB12] and the ref-
erences therein.
Before we explain our results in detail, we start with a short presentation
of what we will call the Lipschitz extension problem.
Let (X, dX) denote a metric space and let (Y, ρY) be a quasi-metric space,
that is, the function ρY : Y × Y → R is non-negative, symmetric and vanishes
on the diagonal, cf. [Sch38, p. 827]. Unfortunately, the term ”quasi-metric
space” has several different meanings in the mathematical literature. In the
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present paper, we stick to the definition given above. Let S ⊂ X be a subset.
A Lipschitz map is a map f : S→ Y such that the quantity
Lip(f) := inf
{
L > 0 : for all points x, x′ ∈ S : ρY(f(x), f(x′)) 6 LdX(x, x′)
}
is finite. We use the convention inf∅ = +∞. We consider the following Lip-
schitz extension problem:
Lipschitz Extension Problem. Let (X,dX) be a metric space, let (Y, ρY) be a
quasi-metric space, and suppose that S ⊂ X is a subset of X. Under what conditions
on S, X and Y is there a real number D > 1 such that every Lipschitz map f : S→ Y
has a Lipschitz extension f : X→ Y with Lip ( f ) 6 D Lip(f)?
Let e(X,S;Y) denote the infimum of the D’s satisfying the desired property
in the ’Lipschitz extension problem’.
Given integers n,m > 1, we define
en(X, Y) := sup
{
e(X,S;Y) : S ⊂ X, |S| 6 n},
em(X, Y) := sup
{
e(S ∪ T, S;Y) : S, T ⊂ X, S closed, |T | 6 m}.
We use | · | or card(·) to denote the cardinality of a set. The Lipschitz exten-
sion modulus en(X, Y) has been studied intensively in various settings. Nev-
ertheless, many important questions surrounding en(X, Y) are still open, cf.
[NR17] for a recent overview.
In the present article, we are interested in an upper bound for em(X, Y).
We get the following result.
Theorem 1.1. Let (X, dX) be a metric space and let (Y, ρY) be a quasi-metric space.
If m > 1 is an integer, then
em(X, Y) 6 m+ 1. (1.1)
A constructive proof of Theorem 1.1 is given in Section 3.
The estimate (1.1) is optimal. This follows from the following simple
example. We set Pm+1 := {0, 1, . . . ,m,m + 1} ⊂ R and we consider the subset
S := Y := {0,m + 1} ⊂ Pm+1 and the map f : S → Y given by x 7→ x. Suppose
that F : Pm+1 → Y is a Lipschitz extension of f to Pm+1. Without effort it
is verified that Lip(F) = (m + 1) Lip(f); hence, it follows that (1.1) is sharp.
The sharpness of Theorem 1.1 allows us to obtain a lower bound for the
parameter α(ω) of the dichotomy theorem for metric transforms [MN11,
Theorem 1], see Corollary 2.2.
If the condition that the subset S ⊂ X has to be closed is removed in the
definition of em(X,Y), then Theorem 1.1 is not valid. Indeed, if (X,dX) is not
complete and z ∈ X is a point contained in the completion X of X such that
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z /∈ X, then the identity map idX : X→ X does not extend to a Lipschitz map
idX : X ∪ {z} → X if we equip X ∪ {z} ⊂ X with the subspace metric. This is a
well-known obstruction.
As pointed out by Naor and Mendel, there is the following upper bound
of em(X,Y) in terms of em(X,Y) .
Lemma 1.2 (Claim 1 in [MN17]). Let (X,dX) and (Y,dY) be two metric spaces.
If m > 1 is an integer, then
em(X, Y) 6 em(X, Y) + 2.
By the use of Lemma 1.2 and [LN05, Theorem 1.10], one can deduce that
if (X,dX) is a metric space and (E, ‖·‖E) is a Banach space, then
em(X,E) .
log(m)
log
(
log(m)
)
for all integers m > 3, where the notation A . B means A 6 CB for some
universal constant C ∈ (0,+∞). As a result, for sufficiently large integers
m > 3 the estimate in Theorem 1.1 is not optimal if we restrict the target
spaces to the class of Banach spaces.
In Section 4, we present an example that shows that for Banach space
targets the estimate (1.1) is sharp if m = 1.
As a byproduct of the construction in Section 4, we obtain the lower
bound
e(ℓ2, ℓ1) >
√
2, (1.2)
where e(ℓ2, ℓ1) := sup
{
e(ℓ2, S; ℓ1) : S ⊂ ℓ2
}
. It is unknown if e(ℓ2, ℓ1) is finite
or infinite. This question has been raised by Ball, cf. [Bal92].
Let (Y, ρY) be a quasi-metric space and let F : [0,+∞) → [0,+∞) be a map
with F(0) = 0. The F-transform of Y, denoted by F[Y], is by definition the quasi-
metric space (Y, F ◦ ρY).
Our main result can be stated as follows.
Theorem 1.3. Let (H, 〈·, ·〉
H
) be a Hilbert space and let (E, ‖·‖
E
) be a Banach
space. Suppose that F : [0,+∞) → [0,+∞) is a map such that the composition F(√·)
is a stricly-increasing concave function with F(0) = 0.
If X ⊂ F[H] is a finite subset, S ⊂ X, and f : S → E is a map, then there is a
Lipschitz extension f : X→ conv(Im(f)) such that
Lip
(
f
)
6 sup
x>0
F
(√
m+ 1 x
)
F(x)
Lip(f), (1.3)
where m := |X \ S|.
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Theorem 1.3 is optimal if m = 1 and F = id, see Proposition 4.1. Via this
sharpness result we obtain that certain F-transforms of ℓp, for p > 2, do not
isometrically embed into ℓ2, see Corollary 2.1.
Let 0 < α 6 1 and L > 0 be real numbers. An (α,L)-Hölder map is a map
f : X→ Y such that
dY(f(x), f(x
′)) 6 LdX(x, x
′)α
for all points x, x′ ∈ X. By considering the function F(x) = xα, with 0 < α 6 1,
we obtain the following direct corollary of Theorem 1.3.
Corollary 1.4. Let (H, 〈·, ·〉
H
) be a Hilbert space, let (E, ‖·‖
E
) be a Banach space
and let 0 < α 6 1 and L > 0 be real numbers. If X ⊂ H is a finite subset, S ⊂ X, and
f : S→ E is an (α, L)-Hölder map, then there is an extension f : X→ conv(Im(f)) of
f such that f is an (α, L )-Hölder map with
L 6
(√
m+ 1
)α
L,
where m := |X \ S|.
Along the lines of the proof of Claim 1 in [MN17] one can show that if
(X, dX) and (Y, dY) are metric spaces, then for all integers m > 1 we have
em(X,Y) 6 sup
n>1
emn (X, Y) + 2,
where
emn (X,Y) := sup
{
e(S ∪ T, S;Y) : S, T ⊂ X, |S| 6 n, |T | 6 m}.
Thus, by the use of Theorem 1.3, we may deduce that if (H, 〈·, ·〉
H
) is a Hilbert
space and (E, ‖·‖
E
) is a Banach space, then
em(H,E) 6
√
m + 1 + 2 (1.4)
for all integers m > 1. In [LN05, Theorem 1.12], Lee and Naor demonstrate
that en(H,E) .
√
log(n) for all integers n > 2. Thus, via this estimate (and
Lemma 1.2) it is possible to obtain the upper bound
em(H,E) .
√
log(m)
that has a better asymptotic behaviour than estimate (1.4). However, since
Lee and Naor use different methods, we believe that our approach has its
own interesting aspects.
The paper is structured as follows. In Section 2, we derive some corol-
laries of our main results. In Section 3 we prove Theorem 1.1 and in Section
4 we show that our extension results are sharp for one point extensions. In
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[Bal92], Ball introduced the notions of Markov type and Markov cotype of
Banach spaces. To establish Theorem 1.3 we estimate quantities that are of
similar nature. The necessary estimates are obtained in Section 5 and Sec-
tion 6. In Section 6, we deal with M-matrices, which appear naturally in the
proof of Theorem 1.3. M-matrices have first been considered by Ostrowski,
cf. [Ost37], and since then have been investigated in many areas of math-
ematics, cf. [PB74]. The main result of Section 6, Theorem 6.1, may be of
independent interest for the general theory of M-matrices. Finally, a proof
of Theorem 1.3 is given in Section 7.
2 Embeddings and indices of F-transforms
In this section we collect some applications of our main theorems. Let (X, dX)
and (Y,dY) be metric spaces and let f : X → Y be an injective map. We set
dist(f) := Lip(f) Lip(f−1) and
cY(X) := inf
{
dist(f) : f : X→ Y injective }.
The sharpness of (1.3) if m = 1 allows us to derive a necessary condition for
an F-transform of an ℓp-space to embed into a Hilbert space.
Corollary 2.1. Let (H, 〈·, ·〉
H
) be a Hilbert space and suppose that F : [0,+∞) →
[0,+∞) is a function such that F(0) = 0 and
sup
x>0
F(x)
x
< +∞.
If p ∈ [1,+∞] is an extended real number and
sup
{
cH(A) : A ⊂ F[ℓp], A finite
}
6 2ε, where ε ∈ [0, 1
2
)
,
then p 6
(
1
2
− ε
)−1
.
If 2 < p < +∞ is a real number and the F-transform F[ℓp] embeds isometri-
cally into a Hilbert space, then
F(x) = Fa(x) =
{
0 x = 0
a x > 0
where a > 0;
this follows essentially by combining a result of Kuelbs [Kue73, Corollary
3.1] with a classical result relating isometric embeddings to positive definite
functions, cf. for example [WW12, Theorem 4.5]. The proof of Corollary 2.1
is given at the end of Section 4 and does not make use of positive definite
functions.
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We proceed with an application of Theorem 1.1. Let F : [0,+∞) → [0,+∞)
be a function with F(0) = 0. Suppose that F is subadditive and strictly in-
creasing. We define
DF(α) = sup
x>0
F(αx)
F(x)
for all α > 0. Clearly, the function DF : [0,+∞) → [0,+∞) is finite, submutli-
plicative and non-decreasing. Moreover,
F(αx) 6 DF(α)F(x)
for all real numbers x, α > 0. The upper index of F is defined by
β(F) = lim
α→+∞
log(DF(α))
log(α)
. (2.1)
The existence of the limit (2.1) may be deduced via the general theory of
subadditive functions, since DF is submultiplicative and non-decreasing, cf.
[Mal85, Remark 1.3 (b)]. We have 0 6 β(F) 6 1, for F is subadditive.
If (X,dX) is a metric space, we set
cF(X) := inf
{
cF[Y](X) : (Y, dY) metric space
}
.
In [MN11, Theorem 1], Mendel and Naor obtained a dichotomy theorem for
the quantity cF(X), if F is concave and non-decreasing. The upper index of
F allows us to obtain lower bounds for the rate of growth of cF(Pn), where
Pn := {0, 1, . . . , n} ⊂ R.
Corollary 2.2. Let F : [0,+∞) → [0,+∞) be a strictly-increasing subadditive fun-
cion with F(0) = 0. If 0 6 α < 1−β(F) is a real number, then there exists an integer
N > 1 such that
nα 6 cF(Pn)
for all n > N.
Proof. We may assume that β(F) < 1. Let (Y, ρY) be a quasi-metric space and
let (X, dX) be a metric space. We may employ Theorem 1.1 to conclude that
em
(
F[X], Y
)
6 sup
x>0
F
(
(m+ 1)x
)
F(x)
, (2.2)
for all integers m > 0. We set Ym := {0,m} ⊂ Pm. Since
em−1
(
Pm, Ym
)
= m,
inequality (2.2) asserts that
m 6 sup
x>0
F(mx)
F(x)
cF(Pm) = DF(m)cF(Pm) (2.3)
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for all m > 1. Let ε > 0 be a real number such that α < 1 − β(F) − ε. By the
virtue of Theorem 1.2 in [Mal85] there exists a real number C > 0 such that
DF(α) 6 α
β(F)+ε
for all α > C. Consequently, by the use of (2.3) we obtain for all n > N := ⌈C⌉
that
nα 6 n1−β(F)−ε 6 cF(Pn),
as desired. 
As a consequence of Corollary 2.2, we conclude that if β(F) < 1, then the
second possibility of the dichotomy [MN11, Theorem 1] holds. Thus, there
is the following natural question: If β(F) = 1, is it true that, then cF(X) = 1
for all finite metric spaces (X,dX)?
3 Proof of Theorem 1.1
In this section, we derive Theorem 1.1.
Proof of Theorem 1.1. Let f : S → Y be a Lipschitz map. In what follows
we construct for each ε > 0 a map Fε : X→ Y that is a Lipschitz extension of
f to X such that Lip(Fε) 6 ((1+ ε)m+ 1) Lip(f).
We start with a few definitions. Fix ε > 0. Let F ⊂ S be a finite subset
such that for each point z ∈ X \ S there is a point x ∈ F with
dX(z, x) 6 (1+ ε)dX(z, S). (3.1)
Since S is closed and X \ S is finite, such a set F clearly exists. We set
E :=
{
{u, v} : u 6= v with (u, v ∈ X \ S) or (u ∈ X \ S, v ∈ F) }.
Let G := (V, E) denote the graph with vertex set V := F∪X \ S and edge set E.
We say that a subset E′ ⊂ E is admissible if the graph G′ := (V, E′) contains no
cycles and has the property that if v, v′ ∈ F are distinct, then there is no path
in G′ connecting them.
For each edge {u, v} ∈ E we set ω({u, v}) := dX(u, v). Furthermore, let
N > 0 denote the cardinality of E. Let e : {1, . . . ,N} → E be a bijective map
such that the composition ω ◦ e is a non-decreasing function. We construct
the sequence {Eℓ}Nℓ=0 of subsets of E via the following recursive rule:
E0 := ∅, Eℓ :=
{
{e(ℓ)} ∪ Eℓ−1 if {e(ℓ)} ∪ Eℓ−1 is admissible
Eℓ−1 otherwise.
(3.2)
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We claim that for each point z ∈ X \ S there exists an integer Lz > 1 and
a unique injective path γz : {1, . . . , Lz} → EN connecting z to a point xz in F.
Indeed, the uniqueness part of the claim follows directly, as EN is admissible.
Now, we show the existence part. Let z ∈ X\S be a point. Choose an arbitrary
point x ∈ F. If the edge {x, z} is contained in EN, then an injective path γz with
the desired property surely exists. Suppose now that {x, z} /∈ EN. It follows
from the recursive construction of EN that in this case there either exists a
path in EN from z to x of length greater than or equal to two or there exists
a path in EN from z to a point x′ ∈ F distinct from x. Thus, in any case an
injective path γz with the desired properties exists.
We define the map Fε : X→ Y as follows
Fε(x) := f(x) for all x ∈ S
Fε(z) := f(xz) for all z ∈ X \ S.
Let z ∈ X \ S and x ∈ S be points. By the use of the triangle inequality, we
compute
ρY(Fε(x), Fε(z)) = ρY(f(x), f(xz)) 6 Lip(f)dX(x, xz)
6 Lip(f)
(
dX(x, z) +
Lz∑
ℓ=1
ω(γz(ℓ))
)
.
(3.3)
Let x′ ∈ F be a point such that the pair (z, x′) satisfies the estimate (3.1). By
the recursive construction of EN, it follows that ω(γz(ℓ)) 6 d(x′, z) for all
ℓ ∈ {1, . . . , Lz}, since the function ω ◦ e is non-decreasing. Hence, by the use
of (3.3) we obtain
ρY(Fε(x), Fε(z))
6 Lip(f)
(
dX(x, z) + LzdX(x
′, z)
)
6 Lip(f) (1+ Lz(1+ ε))dX(x, z)
6 Lip(f) ((1+ ε)m+ 1)dX(x, z).
Now, let z, z′ ∈ X\S be points. If xz = xz′ , then Fε(z) = Fε(z′), by construction.
Suppose now that xz 6= xz′ . We compute
ρY(Fε(z), Fε(z
′)) = ρY(f(xz), f(xz′)) 6 Lip(f)dX(xz, xz′)
6 Lip(f)
 Lz∑
ℓ=1
ω(γz(ℓ)) + dX(z, z
′) +
Lz′∑
ℓ=1
ω(γz′(ℓ))
 . (3.4)
The edge {z, z′} is not contained in EN; thus, by the recursive construction of
EN we obtain that ω(γz(ℓ)) 6 ω({z, z′}) for all ℓ ∈ {1, . . . , Lz} and ω(γz′(ℓ)) 6
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ω({z, z′}) for all for all ℓ ∈ {1, . . . , Lz′ }. By virtue of (3.4) we deduce
ρY(Fε(z), Fε(z
′))
6 Lip(f) (Lz + 1+ Lz′)dX(z, z
′)
6 Lip(f)(m+ 1)dX(z, z
′).
The last inequality follows, since EN is admissible and the paths γz, γz′ are
injective; thus, Lz + Lz′ 6 m. We have considered all possible cases and we
have established that
Lip(Fε) 6 ((1+ ε)m+ 1) Lip(f),
as desired. This completes the proof. 
4 Lower bounds for one point extensions of Banach
space valued maps
The collection of examples that we construct in this section is inspired by
[Grü60]. We define the sequence {Wk}k>0 of matrices via the recursive rule
W0 := 1,
Wk+1 :=
(
Wk Wk
Wk −Wk
)
.
The matrices Wk are commonly known as Walsh matrices. For each integer
k > 1 let W ′k denote the (2
k − 1) × 2k matrix that is obtained from Wk by
deleting the first row of Wk. Further, for each integer k > 1 and each integer
ℓ ∈ {1, . . . , 2k} we set
v
(k)
ℓ
:= ℓ-th column of the matrix W ′k. (4.1)
By construction, v(k)ℓ ∈ R2
k−1 for all k > 1 and ℓ ∈ {1, . . . , 2k}. Clearly, v(k)ℓ ∈
ℓp for all p ∈ [1,+∞] via the canonical embedding. The goal of this section
is to prove the following proposition.
Proposition 4.1. Let p ∈ [1,+∞] be an element of the extended real numbers and
let k > 1 be an integer. If F :
(
{v
(k)
1 , . . . , v
(k)
2k
} ∪ {0}, ‖·‖p
)
→ (ℓ1, ‖·‖1) is a Lipschitz
extension of the function
f :
(
{v
(k)
1 , . . . , v
(k)
2k
}, ‖·‖p
)
→ (ℓ1, ‖·‖1)
v
(k)
ℓ 7→ v(k)ℓ ,
then it holds that
Lip(F) >
(
2−
1
2k−1
) 1
p⋆
Lip(f),
where 1/p⋆ := 1− 1/p if p 6= +∞ and 1/p⋆ := 1 otherwise.
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Note that Proposition 4.1 implies in particular that e(ℓ2, ℓ1) >
√
2. The key
component in the proof of Proposition 4.1 is the following geometric lemma.
Lemma 4.2. Let k > 1 be an integer and suppose that w ∈ R2k−1 is a vector such
that
‖v(k)ℓ −w‖1 6 ‖v(k)ℓ ‖1 for all ℓ ∈ {1, . . . , 2k}, (4.2)
then it holds that w = 0.
Proof. By the use of a simple induction it is straightforward to show that
2k∑
ℓ=1
v
(k)
ℓ = 0 (4.3)
for all integers k > 1. Thus, we may use (4.3) to compute
2k∑
ℓ=1
‖v(k)ℓ −w‖1 = 2k−1
2k−1∑
r=1
(|1 −wr| + |−1−wr|) . (4.4)
By the use of Equations (4.2) and (4.4) we obtain
2k−1
2k−1∑
r=1
(|1−wr|+ |−1 −wr|) 6 2
k
2k−1∑
r=1
1. (4.5)
As |1− x| + |−1 − x| > 2 for all x ∈ R, the inequality in (4.5) implies that
‖v(k)ℓ −w‖1 = ‖v(k)ℓ ‖1 for all ℓ ∈ {1, . . . , 2k}.
For each integer ℓ ∈ {1, . . . , 2k} the function
t 7→ ‖v(k)ℓ − tw‖1
is convex on [0, 1]. Hence, the above implies that
‖v(k)ℓ − tw‖1 = ‖v(k)ℓ ‖1 for all ℓ ∈ {1, . . . , 2k}, t ∈ [0, 1].
We set r := ‖v(k)1 ‖1. Choose a real number ε > 0 such that for each integer
ℓ ∈ {1, . . . , 2k} the intersection ∂B‖·‖1r (0) ∩ B‖·‖1ε (v(k)ℓ ) is contained in the affine
hyperplane
H
v
(k)
ℓ
:=
{
x ∈ R2k−1 : 〈x− v(k)ℓ , v
(k)
ℓ 〉
R2
k−1
= 0
}
,
where 〈·, ·〉
R2
k−1
denotes the standard scalar product on R2
k−1. Choose a real
number t ∈ (0, 1] such that t‖w‖1 6 ε. By the choice of t and ε, it follows that
〈−tw, v(k)ℓ 〉
R2
k−1
= 0 for all ℓ ∈ {1, . . . , 2k};
thus, as (for instance) the vectors v(k)2 , . . . , v
(k)
2k
form a basis of R2
k−1, we
obtain w = 0, as desired. 
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Having Lemma 4.2 at our disposal, Proposition 4.1 can readily be verified.
Proof of Proposition 4.1. To begin, we compute Lip(f). We claim that
Lip(f) =
(
2k−1
) 1
p⋆ . (4.6)
First, suppose that p ∈ [1,+∞). A simple induction implies that two distinct
columns of Wk are orthogonal to each other. Since the entries of Wk consist
only of plus and minus one, we obtain that
‖v(k)i − v(k)j ‖pp = 2p card
({
ℓ ∈ {1, . . . , 2k − 1} : (v(k)i )ℓ 6= (v(k)j )ℓ
})
= 2p2k−1,
where we use card(·) to denote the cardinality of a set. Hence, if p ∈ [1,+∞),
then the identity (4.6) follows. Since the p-norms ‖·‖p converge pointwise to
the maximum norm ‖·‖∞ if p → +∞, the identity (4.6) follows also in the
case p = +∞, as was left to show.
By considering the contraposition of the statement in Lemma 4.2, we
may deduce that there is an index ℓ ∈ {1, . . . , 2k} such that
‖v(k)ℓ − F(0)‖1 > ‖v(k)ℓ ‖1.
As a result, we obtain that
Lip(F) >
‖v(k)ℓ − F(0)‖1
‖v(k)ℓ ‖p
>
‖v(k)ℓ ‖1
‖v(k)ℓ ‖p
= (2k − 1)
1
p⋆ .
Hence, it follows that
Lip(F)
Lip(f)
>
(2k − 1)
1
p⋆
(2k−1)
1
p⋆
=
(
2−
1
2k−1
) 1
p⋆
;
as desired. 
We conclude this section with the proof of Corollary 2.1.
Proof of Corollary 2.1 . Let δ > 0 be a real number. Let k > 1 be an integer
and let
gF :
(
{v
(k)
1 , . . . , v
(k)
2k
}, F ◦ ‖·‖p
)
→ (ℓ1, ‖·‖1)
denote the map such that v(k)i 7→ v
(k)
i . The vectors v
(k)
i are given as in (4.1)
and interpreted as elements of ℓp via the canonical embedding. It is readily
verified that
Lip (gF) =
A
F(A)
Lip (gid) ,
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where A := ‖v(k)i −v(k)j ‖p. Theorem 1.3 (for the map F = id) tells us that there
is a map GF :
(
{v
(k)
1 , . . . , v
(k)
2k
} ∪ {0}, F ◦ ‖·‖p
)
→ (ℓ1, ‖·‖1) that extends gF such
that
Lip (GF) 6 (1+ δ)2
ε
√
2 Lip (gF) .
We define the map T :
(
{v
(k)
1 , . . . , v
(k)
2k
} ∪ {0}, ‖·‖p
)
→ (ℓ1, ‖·‖1) via x 7→ GF(x).
We calculate
Lip(T ) 6 (1+ δ)2ε
√
2 max
{
F(A)
A
,
F(B)
B
}
Lip (gF) ,
where B := ‖v(k)i − 0‖p. Since the map T is a Lipschitz extension of gid,
Proposition 4.1 tells us that
Lip(T ) >
(
2 −
1
2k−1
) 1
q
Lip (gid) =
A
B
(
1−
1
2k
)
Lip (gid) ,
where 1/q := 1 − 1/p if p 6= +∞ and 1/q := 1 otherwise. We set γ := AB .
Thus, by putting everything together and via a simple scaling argument, we
obtain for all x > 0
γ
(
1−
1
2k
)
F(γx)
γx
6 (1+ δ)2ε
√
2 max
{
F(x)
x
,
F(γx)
γx
}
.
Thus, since
sup
x>0
F(x)
x
< +∞
we obtain
q
√
2
p
√
1 − 1
2k
(
1 −
1
2k
)
= γ
(
1 −
1
2k
)
6 (1+ δ)2ε
√
2.
Consequently, as k > 1 and δ > 0 are arbitrary, we deduce p 6
(
1
2
− ε
)−1
.
This completes the proof. 
5 Minimum value of a quadratic form in Hilbert space
based on an M-matrix
Let (H, 〈·, ·〉
H
) be a Hilbert space, let I denote a finite set and let x : I → H be
a map. Suppose that λ : I× I→ R is a symmetric, non-negative function. Fur-
ther, assume that G : [0,+∞) → [0,+∞) is a convex, non-decreasing function
with G(0) = 0. We define
Φ(x,λ, G) :=
∑
(k,ℓ)∈I×I
λ
(
k, ℓ
)
G
(‖x(k) − x(ℓ)‖2
H
)
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and for each subset J ⊂ I we set
m(x,λ, G, J) := inf
{
Φ(z,λ, G) : where z : I→ H is a map such that z|Jc = x|Jc
}
.
The remainder of this section is devoted to calculate the quantitym(x,λ, id, J).
Let J ⊂ I be a proper subset. We may suppose that J = {1, . . . ,m}, where
m := card(J). To ease notation, we set λkℓ := λ(k, ℓ) and we define the matrix
M(λ, J) :=

∑
k∈Jc
λ1k +
m∑
j=1
λ1j −λ12 . . . −λ1m
−λ21
∑
k∈Jc
λ2k +
m∑
j=1
λ2j . . . −λ2m
...
...
. . .
...
−λm1 −λm2 . . .
∑
k∈Jc
λmk +
m∑
j=1
λmj

.
(5.1)
The matrices M(λ, J) appear naturally in the proof of Theorem 1.3.
If the symmetric matrixM := M(λ, J) is strictly diagonally dominant, that
is, for each integer 1 6 i 6 m, it holds
|mii| >
m∑
j 6=i
∣∣mij∣∣ ,
it follows via Gershgorin’s circle theorem that M is positive definite. As a
result, the matrix M(λ, J) is non-singular if∑
k∈Jc
λik > 0 for all 1 6 i 6 m.
Next, we deduce the minimum value of m(x,λ, id, J).
Proposition 5.1. Let (H, 〈·, ·〉
H
) be a Hilbert space, let I be a finite set and let
x : I → H be a map. Suppose that λ : I × I → R is a symmetric, non-negative
function and let J ⊂ I be a proper subset. If the matrix M := M(λ, J) given by (5.1)
is strictly diagonally dominant and λkℓ = 0 for all k, ℓ ∈ Jc, then
m(x,λ, id, J) =
∑
i∈J
∑
j∈J
∑
k∈Jc
∑
ℓ∈Jc
λikcijλjℓ‖x(k) − x(ℓ)‖2H (5.2)
where C := M−1. Moreover,
|J|∑
j=1
cij
∑
k∈Jc
λjk = 1 (5.3)
for all integers 1 6 i 6 |J|.
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Proof. We setm := |J|. We may suppose that J = {1, . . . ,m}. Since D−1Mj = j,
where j := (1, . . . , 1) ∈ Rm and D := (dij)16i,j6m is a diagonal matrix with
dii :=
∑
k∈Jc
λik, for all 1 6 i 6 m,
we obtain CDj = j, that is,
m∑
j=1
cij
∑
k∈Jc
λjk = 1 (5.4)
for all 1 6 i 6 m. Thus, (5.3) follows. Let the map Φ : Hm → R be given by
the assignment
(z1, . . . , zm) 7→
m∑
i=1
∑
k∈Jc
λik‖zi − x(k)‖2H +
1
2
m∑
i=1
m∑
j=1
λij‖zi − zj‖2H .
Note that
2 infΦ = m(x,λ, G, J).
Thus, to conclude the proof we calculate the minimum value of the map Φ.
Let U ⊂ H denote the span of the vectors (x(k))
k∈Jc
. Clearly, infΦ|U = infΦ.
In the following, we compute the minimal value of Φ|U.
The subset U ⊂ H is linearly isometric to (Rd, ‖·‖
2
) for some integer
1 6 d 6 card(Jc). Consequently, we may suppose (by abuse of notation) for
all k ∈ Jc that x(k) ∈ Rd, say x(k) = (xk1, . . . , xkd), and that the function
Φ|U : (R
d)m → R is given by the assignment
(p1, . . . , pm) 7→
d∑
t=1
 m∑
i=1
m∑
j=1
pitmijpjt − 2
m∑
i=1
pit
∑
k∈Jc
λikxrk +
m∑
i=1
∑
k∈Jc
λikx
2
kt
 ,
where pi := (pi1, . . . , pid) for all integers 1 6 i 6 m. Using elementary anal-
ysis, one can deduce that the minimum value of Φ|U is equal to
d∑
t=1
− m∑
i=1
m∑
j=1
n∑
r=1
n∑
s=1
λjscijλirxstxrt +
m∑
i=1
n∑
r=1
λirx
2
rt
 . (5.5)
Thus, via (5.5) and (5.4) we conclude that the minimum value of Φ is equal
to
d∑
t=1
 m∑
i=1
m∑
j=1
∑
k∈Jc
∑
ℓ∈Jc
λjℓcijλik
(
−xℓtxkt + x
2
kt
)
=
1
2
m∑
i=1
m∑
j=1
∑
k∈Jc
∑
ℓ∈Jc
λjℓcijλik
(
d∑
t=1
(xℓt − xkt)
2
)
=
1
2
m∑
i=1
m∑
j=1
∑
k∈Jc
∑
ℓ∈Jc
λjℓcijλik‖x(ℓ) − x(k)‖2H ,
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as claimed. This completes the proof. 
6 An inequality involving the entries of an M-matrix
and its matrix inverse
A matrix M ∈ Mat(m × m;R) with non-positive off-diagonal elements is
said to be an M-matrix if M is non-singular and each entry of M−1 is non-
negative, cf. [Mar72, Definition 1.1]. There are several equivalent definitions
of an M-matrix, cf. [FP62]. M-matrices and their matrix inverses are gener-
ally well understood, cf. [PB74; Joh82] for a survey of the theory.
A primary example of M-matrices are matrices M := M(λ, J). Indeed,
such matrices are strictly diagonally dominant (thus non-singular) and via
Gauss elimination it is straightforward to show that each entry of the inverse
of M(λ, J) is non-negative.
It is worth to point out that a matrixM ∈Mat(m×m;R)with non-positive
off-diagonal elements is an M-matrix if and only if there are matricesW,D ∈
Mat(m×m;R) such that W is a strictly diagonally dominant M-matrix, D is
a diagonal matrix with positive diagonal elements and M = WD. This is a
classical result of Fiedler and Pták, cf. [FP62, Theorem 4.3].
The following result will play a major role in the proof of Theorem 1.3.
Theorem 6.1. Let m > 2 and let M ∈ Mat(m×m;R) be a symmetric invertible
matrix with non-positive off-diagonal elements. We set C := M−1. If M is an M-
matrix, then
1
2
m∑
i=1
m∑
j=1
∣∣mij∣∣ ∣∣cikcjℓ − cjkciℓ∣∣ 6 (m− 1)ckℓ (6.1)
for all integers 1 6 k, ℓ 6 m with k 6= ℓ.
The estimate in Theorem 6.1 is sharp. This is the content of the following
example.
Example 6.2. Let m > 2 be an integer and let M ∈ Mat(m × m;R) be the
tridiagonal matrix given by
mij :=


3 if i = j
−1 if i = j− 1
−1 if i = j+ 1
0 otherwise.
Clearly,M is a symmetric M-matrix. As usual, we set C := M−1. Since det (M)C =
adj(M), where adj(M) is the adjugate matrix of M, it follows
c1m =
1
detM
. (6.2)
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Furthermore, via Jacobi’s equality [Jac41], see (6.7), we get
∣∣ci1cjm − cj1cim∣∣ = ∣∣detM[[m] \ {1,m}, [m] \ {i, i+ 1}]∣∣detM = 1detM (6.3)
for all pairs of integers (i, j) with i = j− 1. By virtue of (6.2) and (6.3) we obtain
1
2
m∑
i=1
m∑
j=1
∣∣mij (ci1cjm − cj1cim)∣∣ = m− 1detM = (m− 1)c1m.
Consequently, the estimate (6.1) is best possible.
This section is structured as follows. To begin, we gather some infor-
mation that is needed to prove Theorem 6.1. At the end of the section, we
establish Theorem 6.1.
We start with a lemma that calculates the sum in (6.1) if the absolute
values from the 2× 2-minors are removed.
Lemma 6.3. Let m > 2 and let M ∈ Mat(m × m;R) be an M-matrix. We set
C := M−1. If 1 6 k, ℓ 6 m are distinct integers, then
m∑
j=1
∣∣mkj∣∣ (ckkcjℓ − cjkckℓ) = ckℓ, (6.4)
and for all integers 1 6 i 6 m with i 6= k, ℓ,
m∑
j=1
∣∣mij∣∣ (cikcjℓ − cjkciℓ) = 0. (6.5)
Proof. Since C is the matrix inverse of M, we compute
m∑
j=1
mijcikcjℓ = δiℓcik,
m∑
j=1
mijcjkciℓ = δikciℓ
for all 1 6 i 6 m. As a result, we obtain
m∑
j=1
mij(cikcjℓ − cjkciℓ) = δiℓcik − δikciℓ.
Therefore, the desired equalities follow, since mij 6 0 for all distinct integers
1 6 i, j 6 m. 
We proceed with the following corollary.
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Corollary 6.4 (zero pattern of inverse M-matrices). Letm > 2 and letM ∈
Mat(m×m;R) be an invertible matrix with non-positive off-diagonal elements. We
set C := M−1. If M is an M-matrix and k, ℓ ∈ {1, . . . ,m} are two distinct integers
such that ckℓ = 0, then
(i) for all integers i ∈ {1, . . . ,m}, mki = 0 or ciℓ = 0. In particular, mkℓ = 0.
(ii) for all integers i ∈ {1, . . . ,m}, mki = 0 or miℓ = 0.
(iii) the matrix M has at least m − 1 zero entries.
Proof. Clearly, item (ii) is a direct consequence of item (i) and item (iii) is a
direct consequence of item (ii). To conclude the proof we establish item (i).
Lemma 6.3 tells us that
m∑
i=1
|mki| (ckkciℓ − cikckℓ) = 0.
Thus, we obtain
|mki| ckkciℓ = 0 (6.6)
for all integers 1 6 i 6 m. Since each principal submatrix of C is the inverse
matrix of an M-matrix, cf. [Joh82, Corollary 3], it follows ckk 6= 0. Thus, via
Equation (6.6) we obtain mki = 0 or ciℓ = 0 for all i ∈ {1, . . . ,m}, as desired.
Theorem 6.1 will be established via a density argument. As it turns out, it
will be beneficial to approximate C by matrices with non-vanishing minors.
To this end, we need the following genericity condition.
Definition 6.5 (generic matrix). Letm > 1 be an integer and let A ∈Mat(m×
m;R) be a matrix. Suppose that 1 6 k 6 m is an integer and let I, J ⊂ {1, . . . ,m} be
two subsets such that card (I) = card (J) = k.
We use the notation A[I, J] ∈Mat(k×k;R) to denote the matrix that is obtained
from A by keeping the rows of A that belong to I and the columns of A that belong
to J. We say that A is generic if
det(A[I, J]) 6= 0
for all non-empty subsets I, J ⊂ {1, . . . ,m} with card (I) = card (J).
The subsequent lemma demonstrates that being generic is a ’generic prop-
erty’ as used in the context of algebraic geometry.
Lemma 6.6. Let m > 1 be an integer and let A ∈ Mat(m ×m;R) be a matrix.
The following holds
(i) if A is generic, then A−1 is generic as well.
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(ii) the set of generic matrices is open and dense in Mat(m×m;R).
Proof. The first item is a direct consequence of Jacobi’s equality, cf. [Jac41],∣∣det(A−1[I, J])det(A)∣∣ = ∣∣det (A[[m] \ J, [m] \ I])∣∣ , (6.7)
where I, J ⊂ [m] := {1, . . . ,m} with card (I) = card (J) and A[∅,∅] is by def-
inition equal to the identity matrix. Next, we establish the second item. A
matrix A ∈Mat(m×m;R) is generic if and only if
p(A) :=
∏
I,J⊂[m],|I|=|J|
det(A[I, J]) 6= 0.
Clearly, p is a non-zero polynomial in the entries of A. It is straightforward to
show that the complement of the zero set of a non-zero polynomial q : RN →
R is an open and dense subset of RN, for all N > 1. Therefore, the set of
generic matrices is an open and dense subset of Mat(m×m;R), as was to be
shown. 
We proceed with the following lemma, which is the key component in the
proof of Theorem 6.1.
Lemma 6.7. Let m > 2 and let A ∈ Mat(m×m;R) be a non-negative matrix. If
A is a generic matrix, then for all distinct integers 1 6 k, ℓ 6 m the skew-symmetric
matrix A(k,ℓ) ∈Mat(m×m;R) given by
a
(k,ℓ)
ij := aikajℓ − ajkaiℓ,
has the property that each two rows of A(k,ℓ) have a distinct number of positive
entries.
Proof. We fix two distinct integers 1 6 k, ℓ 6 m. If m = 2, then each two
rows of A(k,ℓ) have a disinct number of positive entries, since A is generic.
Now, suppose that m = 3. The matrix A(k,ℓ) is skew-symmetric; hence, as A
is generic we obtain that A(k,ℓ) can have 23 different sign patterns. If
a
(k,ℓ)
12 , a
(k,ℓ)
23 , a
(k,ℓ)
31 > 0 or a
(k,ℓ)
12 , a
(k,ℓ)
23 , a
(k,ℓ)
31 < 0, (6.8)
then each row of A(k,ℓ) has the same number of positive entries and the
statement does not hold. For the other 6 sign patterns it is straightforward
to check that each row of A(k,ℓ) has a different number of positive entries.
In the following, we show that (6.8) cannot occur. For the sake of a con-
tradiction, we suppose a
(k,ℓ)
12 , a
(k,ℓ)
23 , a
(k,ℓ)
31 > 0. Since a
(k,ℓ)
12 > 0, we obtain
a1k >
a2ka1ℓ
a2ℓ
. (6.9)
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Since a
(k,ℓ)
31 > 0, we estimate via (6.9)
a3ka1ℓ > a1ka3ℓ >
a2ka1ℓ
a2ℓ
a3ℓ. (6.10)
Thus, (6.10) tells us that
a3ka2ℓ > a2ka3ℓ;
which contradicts a
(k,ℓ)
23 > 0. Hence, the case a
(k,ℓ)
12 , a
(k,ℓ)
23 , a
(k,ℓ)
31 > 0 cannot
occur. The other invalid sign pattern can be treated analogously . Therefore,
(6.8) cannot occur, as claimed. By putting everything together, we conclude
that the statement is valid if m = 3.
We proceed by induction. Let m > 4 be an integer and suppose that the
statement is valid for all 2 6 m′ < m.
Before we proceed with the proof we introduce some notation. For every
matrix B ∈ Mat(m×m;R) we denote by Bij ∈ Mat((m− 1) × (m − 1);R) the
matrix that is obtained from B by deleting the i-th row and the j-th column
of B. Moreover, for all integers 1 6 i, j 6 m with i 6= j we set
n+i (B) := number of positive entries of the i-th row of B,
n+i,j(B) := number of positive entries of (bi1, . . . , b̂ij, . . . , bim).
We use b̂ij to indicate that the entry bij is omitted.
Since the non-negative (m − 1) × (m − 1)-matrix Aij is generic for all
1 6 i, j 6 m, we obtain via the induction hypothesis that each row of
(
A(k,ℓ)
)
ii
has a different number of positive entries for all 1 6 i 6 m.
For simplicity of notation, we abbreviate B := A(k,ℓ) for the rest of this
proof. We have to show that each two rows of B have a distinct number of
positive entries.
Let p ∈ {1, . . . ,m} \ {m} denote the unique integer such that n+p,m(B) =
(m− 1) − 1, that is, the p-th row of Bmm has the most positive entries.
Suppose that bpm > 0. This implies n+p (B) = m − 1. Consequently, the
p-th column of B has no positive entries; hence, as each two rows of Bpp
have a distinct number of positive entries and the number of positive entries
of each row of Bpp is strictly smaller than m − 1, we obtain that all rows of
B have a distinct number of positive entries. Hence, the statement follows if
bpm > 0.
Now, we suppose that bpm < 0. This implies n+p (B) = m − 2. There is
precisely one integer q ∈ {1, . . . ,m} \ {p} such that n+q,p(B) = (m− 1) − 1.
Suppose that q = m. Since bmp > 0, we obtain that n+m (B) = m − 1.
Thus, we obtain as before via the induction hypothesis that all rows of B
have a distinct number of positive entries. Therefore, the statement follows
if q = m.
6. An inequality involving the entries of an M-matrix and its matrix inverse 20
We are left with the case bpm < 0 and q 6= m. Note that in this case
n+p (B) = n
+
q (B) = m− 2 and bqp < 0. (6.11)
As a result, for each integer r ∈ {1, . . . ,m} \ {p, q,m} both entries bpr and bqr
are positive. But via (6.11) this implies
n+p,r (B) = n
+
q,r (B) = m− 3,
for all r ∈ {1, . . . ,m} \ {p, q,m} which is not possible due to the induction
hypothesis. Therefore, the case bpm < 0 and q 6= m cannot occur.
We have considered all cases and thus the statement follows by induc-
tion. The lemma follows. 
We conlude this section with the proof of Theorem 6.1.
Proof of Theorem 6.1. Fix k, ℓ ∈ {1, . . . ,m} with k 6= ℓ. Lemma 6.6 and a
diagonal sequence argument tell us that there is a sequence {Cr}r>1, where
Cr := (c
(r)
ij )16i,j6m , of non-negative generic matrices such that Cr → C with
r → +∞. By passing to a subsequence (if necessary) we may assume that
the matrices C
(k,ℓ)
r , defined in Lemma 6.7, all have the same sign pattern. For
each integer r > 1 let Tr ∈Mat(m×m;R) be the matrix given by
t
(r)
ij := |m
(r)
ij |
(
c
(r)
ik c
(r)
jℓ − c
(r)
jk c
(r)
iℓ
)
,
whereMr := C−1r . Due to the first item in Lemma 6.6, it follows thatm
(r)
ij 6= 0.
Thus, the matrices Tr and C
(k,ℓ)
r have the same sign pattern.
Therefore, by the virtue of Lemma 6.7, each row of Tr has a distinct
number of positive entries. Fix an integer r > 1. For each integer 1 6 p 6 m
let c(p) be the unique integer such that the c(p)-th row of Tr has exactly
m − p positive entries. Since all matrices Tr have the same sign pattern, the
definition of c is independent of the integer r > 1. The map c : {1, . . . ,m} →
{1, . . . ,m} is a bijection and
 t
(r)
c(p)j
< 0 if j ∈ {c(1), . . . , c(p− 1)}
t
(r)
c(p)j
> 0 if j ∈ {c(p+ 1), . . . , c(m)}
for all integers r > 1. Let T ∈Mat(m×m;R) be the matrix given by
tij :=
∣∣mij∣∣ (cikcjℓ − cjkciℓ) .
Clearly, Tr → T with r→ +∞. As a result,
 tc(p)j 6 0 if j ∈ {c(1), . . . , c(p− 1)}tc(p)j > 0 if j ∈ {c(p+ 1), . . . , c(m)}. (6.12)
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By Lemma 6.3 and (6.12) we obtain that
p−1∑
j=1
tc(j)c(p) =
m∑
j=p+1
tc(p)c(j) (6.13)
for all integers 1 6 p 6 m with c(p) 6= k, ℓ, since T is skew-symmetric.
In [Mar72, Theorem 3.1], Markham established that every almost princi-
pal minor of C is non-negative. Hence,∣∣mkj∣∣ (ckkcjℓ − cjkckℓ) > 0 and ∣∣mℓj∣∣ (cℓkcjℓ − cjkcℓℓ) 6 0
for all integers 1 6 j 6 m. Consequently, we obtain that c(1) = k and c(m) =
ℓ. For each integer 2 6 h 6 m − 1 we compute via (6.13),
h∑
p=2
m∑
j=p+1
tc(p)c(j) =
h∑
p=2
p−1∑
j=1
tc(j)c(p)
=
h∑
j=2
tc(1)c(j) +
h−1∑
j=2
h∑
p=j+1
tc(j)c(p)
6
h∑
j=2
tc(1)c(j) +
h−1∑
p=2
m∑
j=p+1
tc(p)c(j).
(6.14)
Note that
1
2
m∑
i=1
m∑
j=1
∣∣mij (cikcjl − cjkcil)∣∣ = m∑
p=1
m∑
j=p+1
tc(p)c(j).
Therefore, by the use of (6.14) we obtain
1
2
m∑
i=1
m∑
j=1
∣∣mij (cikcjl − cjkcil)∣∣
6
m∑
h=2
h∑
j=2
tc(1)c(j) 6 (m− 1)
m∑
j=1
tc(1)c(j).
Lemma 6.3 tells us that
m∑
j=1
tc(1)c(j) = ckℓ;
therefore, the theorem follows. 
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7 Proof of Theorem 1.3
Proof of Theorem 1.3. Without loss of generality we may assume (by scal-
ing) that Lip(f) = 1. We set I := X, T := X \ S and let the map x : I → H be
given by the identity.
Let G : [0,+∞) → [0,+∞) denote the function such that x = F(√G(x)) for
all real numbers x ∈ [0,+∞). Observe that the function G is convex, strictly-
increasing and G(0) = 0. We say that ξ : I× I→ R lies above f if there is a map
f : X→ conv(Im(f)) such that f(s) = f(s) for all s ∈ S and
G
(‖f(x(i))− f(x(j))‖
H
)
6 ξ(i, j) for all i, j ∈ I.
We use conv to denote the closed convex hull. Let Ef ⊂ RI×I be the set of all
ξ ∈ RI×I that lie above f. Moreover, let v : I× I→ R be the map given by
v(i, j) := ‖x(i) − x(j)‖2
H
. (7.1)
Suppose that L ∈ [1,+∞) is a real number. If Lv ∈ Ef, then the map f
admits a Lipschitz extension f : X→ E such that
Lip(f) 6 sup
x>0
F(
√
Lx)
F(x)
.
Indeed, if Lv ∈ Ef, then (by definition) there exists a function f : X→ conv(Im(f))
such that
G
(‖f(x(i))− f(x(j))‖
H
)
6 Lv(i, j) for all i, j ∈ I;
consequently, by applying the function F (
√·) on both sides, we obtain
‖f(x(i))− f(x(j))‖
H
6 F
(√(
L‖x(i) − x(j)‖2
H
))
6 sup
x>0
F(
√
Lx)
F(x)
F
(‖x(i) − x(j)‖
H
)
for all i, j ∈ I. Since X ⊂ F[H] the map f is a Lipschitz extension of f such that
Lip(f) has the desired upper bound. Thus, to prove the theorem it suffices to
show that if L > (m+ 1), then Lv ∈ Ef.
To this end, we suppose that Lv /∈ Ef and we show that L < (m + 1).
Since the function G is strictly-increasing and convex, the set Ef is closed
and convex; thus, by the hyperplane separation theorem we obtain a real
number ε > 0 and a non-zero vector λ ∈ RI×I such that
〈Lv,λ〉
RI×I + ε < 〈ξ,λ〉RI×I for all ξ ∈ Ef. (7.2)
We claim that each entry of λ is non-negative. Indeed, if ξ ∈ Ef, then the
point (ξ1, . . . , ξk−1, cξk, ξk+1, . . . , ξN), where N := card(I× I), is contained in
Ef for all integers 1 6 k 6 N and real numbers c ∈ [1,+∞). Hence, a simple
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scaling argument implies that the k-th entry of λ is non-negative for each
integer 1 6 k 6 N, as claimed.
In the following, we estimate 〈Lv,λ〉RI×I from below. We may assume
that λ is symmetric. By adjusting ε > 0 if necessary, we may assume that∑
k∈S λik 6= 0 for all i ∈ T . Let the matrix M := M(λ, T ) be given as in (5.1).
Since each entry of the vector λ is non-negative and
∑
k∈S λik 6= 0 for all
i ∈ T , the matrix M(λ, T ) is non-singular. We set C := M−1. Proposition 5.1
tells us that
m := m(x,λ, id, T ) =
∑
r∈S
∑
s∈S
η(r, s)‖x(r) − x(s)‖2
H
, (7.3)
where η : I× I→ R is given by
η(r, s) := λrs +
∑
i∈T
∑
j∈T
λircijλjs.
Clearly,
Lm 6 〈Lv,λ〉RI×I . (7.4)
Next, we estimate 〈Lv,λ〉RI×I from above. We set
λ¯i :=
1
‖λi‖1
λi ∈ ∆card(S)−1
for each i ∈ T , where λi := (λik)k∈S. By (5.3),∑
j∈T
cij‖λi‖1 =
∑
j∈T
cij
∑
k∈S
λjk = 1 (7.5)
for all i ∈ T . For each i ∈ T we define
wi :=
∑
j∈T
cij
(∑
k∈S
λjk
)
y
λ¯j
, where y
λ¯j
=
∑
r∈S
λ¯jrf(r).
Using (7.5) we obtain wi ∈ conv(Im(f)) for all i ∈ T . Equation (7.2) tells us
that
〈Lv,λ〉RI×I < A+ B+ C; (7.6)
where,
A := 2
∑
i∈T
∑
r∈S
λirG (‖f(r) −wi‖E) ,
B :=
∑
i∈T
∑
j∈T
λijG
(‖wi −wj‖E) ,
C :=
∑
r∈S
∑
s∈S
λrsG (‖f(r) − f(s)‖E) .
7. Proof of Theorem 1.3 24
By convexity of the strictly-increasing function G and the use of (7.5), we
estimate
A+ C
6 2
∑
i∈T
∑
r∈S
∑
j∈T
λircij‖λj‖1 G
(
‖f(r) − y
λ¯j
‖
E
)
+ C
6 2
∑
r∈S
∑
s∈S
η(r, s)G (‖f(r) − f(s)‖
E
) .
Thus, if
B =
∑
i∈T
∑
j∈T
λijG
(‖wi −wj‖E) 6 (m−1)∑
r∈S
∑
s∈S
η(r, s)G (‖f(r) − f(s)‖
E
) , (7.7)
then we obtain via (7.6) and (7.4) that
Lm < (m+ 1)
∑
r∈S
∑
s∈S
η(r, s)G (‖f(r) − f(s)‖
E
) .
Since
‖f(r) − f(s)‖
E
6 F
(√‖r− s‖2
H
)
for all r, s ∈ S,
it follows
G(‖f(r) − f(s)‖
E
) 6 ‖r − s‖2
H
for all r, s ∈ S;
as a result, we obtain
Lm < (m+ 1)m.
By virtue of Corollary 6.4 every entry of the matrix C is positive, hence
m > 0 and consequently L < m + 1. Thus, to conclude the proof we are left
to establish the estimate (7.7). It is readily verified that
wi −wj =
1
2
∑
k∈T
∑
ℓ∈T
‖λk‖1‖λℓ‖1
(
cjℓcik − ciℓcjk
) (
y
λ¯k
− y
λ¯ℓ
)
.
Since
1
2
∑
k∈T
∑
ℓ∈T
‖λk‖1‖λℓ‖1
∣∣cjℓcik − ciℓcjk∣∣ 6∑
k∈T
|cik| ‖λk‖1
∑
ℓ∈T
|cjℓ| ‖λℓ‖1 = 1,
we can use the triangle inequality, the convexity of the strictly-increasing
map G and G(0) = 0 to estimate
B =
∑
i∈T
∑
j∈T
λijG
(‖wi −wj‖E)
6
∑
i∈T
∑
j∈T
λij
1
2
∑
k∈T
∑
ℓ∈T
‖λk‖1‖λℓ‖1
∣∣cjℓcik − ciℓcjk∣∣ G (‖yλ¯k − yλ¯ℓ‖E)
=
∑
k∈T
∑
ℓ∈T
‖λk‖1‖λℓ‖1
1
2
∑
i∈T
∑
j∈T
λij
∣∣cikcjℓ − cjkciℓ∣∣
G (‖y
λ¯k
− y
λ¯ℓ
‖
E
)
.
(7.8)
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As pointed out in the beginning of Section 6, M(λ, T ) is a symmetric M-
matrix. Hence, we may invoke Theorem 6.1 and obtain
1
2
∑
i∈T
∑
j∈T
λij
∣∣cikcjℓ − cjkciℓ∣∣ 6 (m− 1)ckℓ
for all distinct k, ℓ ∈ T . Using (7.8) we deduce∑
i∈T
∑
j∈T
λijG
(‖wi −wj‖E)
6 (m − 1)
∑
k∈T
∑
ℓ∈T
‖λk‖1‖λℓ‖1ckℓ G
(‖y
λ¯k
− y
λ¯ℓ
‖
E
)
.
By convexity,
G
(‖y
λ¯k
− y
λ¯ℓ
‖
E
)
6
∑
r∈S
∑
s∈S
λ¯krλ¯ℓrG
(‖f(r) − f(s)‖
E
)
;
thereby, the desired estimate (7.7) follows, as was left to show. This com-
pletes the proof. 
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