This paper introduces a technique for automatically generating potential training data from sentences in which entity pairs are not apparently presented in a relation extraction. Most previous works on relation extraction by distant supervision ignored cases in which a relationship may be expressed via null-subjects or anaphora. However, natural language text basically has a network structure that is composed of several sentences. If they are closely related, this is not expressed explicitly in the text, which can make relation extraction difficult. This paper describes a new model that augments a paragraph with a "salient entity" that is determined without parsing. The entity can create additional tuple extraction environments as potential subjects in paragraphs. Including the salient entity as part of the sentential input may allow the proposed method to identify relationships that conventional methods cannot identify. This method also has promising potential applicability to languages for which advanced natural language processing tools are lacking.
Introduction
As the demand for structured knowledge has increased, considerable interest has emerged for relation extraction (RE) from a large number of documents written in natural language. RE aims to identify and classify semantic relations between pairs of entities extracted from free text. In particular, distant supervision involves extracting relations without human manual annotation by using a knowledge base (KB) [1] - [3] . The distant supervision approach addresses the problem of creating a significant number of training examples by heuristically aligning entities of text for a given KB to learn a relation extractor. For example, suppose that the tuple sport(Los Angeles Dodgers, baseball) is in the KB and assume the sentence "The Los Angeles Dodgers is an American professional baseball team. . . " We can then select this sentence as a training instance of the relation sport.
Although the distant supervision strategy is a more effective method of automatically labeling training data than directly supervised labeling, it can only extract relations that are limited to a single complete sentence containing two target entities. Because null subject languages can often leave the subject of a sentence unexpressed, it is difficult to obtain the subject and object entities participating in the KB that can be omitted from a single sentence, particularly in null subject languages such as Korean, Japanese, Arabic, and Swedish. As an example, the first two sentences in Korean Wikipedia articles for "Los Angeles Dodgers" are shown below with their English translations, where the omitted words are specified by the symbol φ.
• S 1 : Los Angeles Dodgers is a professional baseball team based in Los Angeles, California, USA. S 1 contains a subject, object, and predicate. Conversely, the subject entity of φ 1 is "Los Angeles Dodgers," which is eliminated in the second sentence. In fact, S 2 is clearly a positive training example for the tuple affiliations(Los Angeles Dodgers, National League West) or sport(Los Angeles Dodgers, Major League Baseball), but we cannot label the training instance S 2 according to an existing distant supervision paradigm based on KB projection for one sentence.
There have been studies on tackling these constraints on RE in two or more sentences [4] , [5] , where the number of possible paths between entities present in other sentences is increased by integrating dependency graphs generated in a single sentence. The dependency graph, which is the key element of these studies, is known to be effective for RE [1] . However, it is difficult to acquire a highly efficient parser for all languages; thus, practical applications cannot extract relationships in various language environments. As another solution, we can apply a pipelined model to first perform a co-reference resolution [6] or zero-anaphora resolution [7] and then perform RE. However, error propagation between processes is a common problem for many natural language processing (NLP) tasks [8] - [11] .
In this paper, we focus on creating additional learning data for improved RE by identifying missing entities with KB-driven zero subject resolution. More specifically, we demonstrate a relation classifier that uses the KB in distant supervision to find the salient entity in a paragraph (i.e., any kind of sequence of contiguous sentences from the text) based on centering theory [12] and use it as a supplementary entity for an incomplete sentence (i.e., subjectless sentence fragment) without parsing.
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Proposed Framework
Zero Subject Resolution at the Paragraph Level
Normally, a paragraph that consists of a group of sentences deals with a coherent topic, so any reference can be omitted as long as the context provides the subject to which it is referring. In this paper, we attempt to deal with the nullsubject problem to process RE beyond the sentence level. Because the subjectivity of an entity can be determined by how it is expressed in a paragraph, the "salience" can be used to identify the subject entity among the entities in the paragraph.
There are certain cues for identifying salience. Unsurprisingly, salient entities tend to be mentioned in the title or first sentence and are then mentioned frequently throughout. However, being included in the title (or first sentence) is neither necessary nor a sufficient condition for salience. Based on these observations, we believe that a KB-based projection of a paragraph that already contains a variety of evidence for an entity is better than developing simple heuristics. The key premise is that the distribution of entities present in a paragraph can be projected into a directedweighted graph composed of nodes (i.e., KB entities) and edges (i.e., relationships between entities). Salient entities are nodes in a graph that are considered to have salience with regard to some criteria. In general, a node's salience is measured in various ways depending on its application. In this paper, we define salient entities as those with a major effect on the cohesion that occurs in a graph. This assumption is not arbitrary; some of these regularities have been recognized in centering theory. The proposed approach automatically abstracts a paragraph into a set of tuples derived from entities within the paragraph. This is a representation that reflects the referential information and salience of entities with a predefined KB.
To illustrate the problem, Fig. 1 (a) shows a single paragraph with an incomplete sentence (i.e., the second sentence); entities are marked with parenthesized boundaries. When entities of a given paragraph are identified, an entity degree matrix is created ( Fig. 1 (c) ) by retrieving corre- sponding entity pairs that exist in the KB tuple ( Fig. 1 (b) ). For example, the gray tile portion of the entity degree matrix in Fig. 1 (c) shows that the "Los Angeles" entity is referenced once for the head entity position and twice for the tail position. Because salience is related to the reference of entities in a paragraph, "Los Angeles Dodgers," which is the most frequently appearing head entity at five times in this paragraph, is selected as a salient entity for assigning the latent subject entity.
Accordingly, a pair of entities that appear together in a single sentence or head a salient entity and appear within a paragraph is considered a potential relation instance. In the case of the second sentence in Fig. 1 , the concealed subject φ 1 becomes "Los Angeles Dodgers" and provides an opportunity for acquiring possible labeled instances via heuristic alignments, such as affiliations(Los Angeles Dodgers, National League West) or sport(Los Angeles Dodgers, Major League Baseball). Creating numerous training examples is useful, even for relations between two entities that are not explicitly included in one sentence. In this stage, we may derive a relatively large weight for the context feature associated with affiliations such as ". . . belongs to. . . " that are ignored in conventional distant supervised training steps.
Sentence Vector for RE
We succeeded in culling omitted entity candidates extracted from the paragraph, as described in the previous sub-section, but it is difficult to resolve an omitted entity's exact position in a sentence without parsing. Therefore, placing the omitted entity at an arbitrary position in the training phase may contaminate the context of the existing sentence. We tackle this issue by presenting a new way of constructing quadruple subsequences based on each entity making up a relation to learning context representations. To do this, we convert each sentence into a word-level matrix where each row is a sentence vector extracted from our model. Figure 2 is an overview of the proposed architecture. A sentence with two annotated entities is first divided into four subsequences based on the two marked entities to focus on each entity part and independently learn each subsequence's context representation: the left context subsequence of e 1 (L e 1 ), the right context subsequence of e 1 (R e 1 ), the left context subsequence of e 2 (L e 2 ), and the right context subsequence of e 2 (R e 2 ). Each subsequence may contain sentences in which related paired entities are not explicitly mentioned directly; this is completely excluded in conventional distant supervised RE methods. That is, a sentence augmented to include a pair of related entities by the salient entity can participate in developing context information with two null context subsequences such as (null, null, L e 2 , R e 2 ) without contamination of the existing sentence.
The model computes distributed representations for the context subsequences by using a distributed memory model of paragraph vectors (PV-DM, i.e., Document Vectors [13] ). In this work, we use PV-DM for sentence encoding, but other sentence embedding models may also be used. PV-DM is an extension of Word2Vec [14] for learning document embedding and was first applied to training with the entire corpus completely unsupervised. The main difference in Word2Vec is the use of an additional paragraph token from the previous sentence in the document in the context window. This paragraph token maps to a vector space when a different matrix from that employed to map the word is used. More specifically, given the set of a sentence p = {s 1 , s 2 , . . . , s n } and the sequence of words y(s i ) = {w i 1 , w i 2 , . . . , w i m } sampled from the sentence s i ∈ p, PV-DM learns the ρ dimensional embeddings of the sentence s i ∈ p, and each word w j sampled from y( f i ), i.e., s i ∈ R ρ and − → w j ∈ R ρ , respectively. The model works by considering the word w j ∈ y(s i ) that occurs in the context of the sentence s i and tries to maximize the following loglikelihood:
log Pr(w j |s i ).
(
The probability is defined as
where V is the vocabulary of all words across all sentences in p.
Distantly Supervised RE
We define our RE task as follows: Given a sentence s that is a complementary form of an incomplete (e.g. subject-less) sentence s with marked entities e 1 and e 2 and a set of relations R = {r 1 , . . . , r n }, we formulate the task of identifying the semantic relation as the following standard classification problem:
where P is the set of all paragraphs, the paragraph p ∈ P is the set of contiguous sentences {s 1 , s 2 , . . . , s m }, and E is the set of entity pairs. Our training objective is to learn a representation of the sentences in a paragraph such that a regression layer can predict the correct label. Basically, RE has three main feature types: contextual (or lexical), semantic, and syntactic information. In this paper, we only focus on contextual information that can be obtained from the sentence itself to analyze the effect of the RE architecture that learns the embedding of a word sequence after compensating for sentences with zero subject entity resolution. In other words, we construct sentence feature vectors from the words themselves in s at the training stage. We use the following values for all experiments: initial learning rate (α = 0.025) and minimum learning rate (α min = 0.002). The learning rate decreases linearly in each epoch from the initial rate to the minimum rate. We use the following parameters during training: (1) we optimize the embedding vector size to 400, (2) we optimize the left/right fixed context window size to five, (3) we use the min count (β) to 1, and (4) we run the experiment with the 20 training epochs. We set β to 1 in our model to ensure that we treat all tokens in the context as meaningful and use them for training. All PV-DM training is done with the Gensim library. A multi-class logistic regression classifier is employed in the next step given the sentence embedding inferred from the vectorized model. Once the model is trained, each paragraph in the test dataset is inferred directly from the model.
Experiments
Dataset
We evaluated the performance of our proposed method by training and testing Spanish, Polish, Korean, and Greek versions of Wikipedia as the textual corpus. Specifically, we used a snapshot from July 2017 † . We used DBpedia [15] as background knowledge for supervision; this is a large KB of entities and relationships. Because DBpedia provides tuple downloads in multiple languages † † , it is advantageous for building an efficient RE model with several languages.
Implementation Details
Distantly supervised RE can be viewed as a two-step process: (A) detecting entities of interest and (B) determining the relationship between the possible set of entities. We explain this in detail in the following sub-sections.
Entity Detection
We processed the Wikipedia text by using the following steps. First, paragraphs consisting of two or more consecutive sentences and that were separated by blank lines or different section names were extracted from a Wikipedia article. Second, entity detection of a given paragraph was performed by using WikiLinks, which links one page to another to provide inter-entity access. Because a Wikipedia article is collaboratively co-edited by a large number of people worldwide, it can be considered as a kind of crowd-sourcingbased entity detecting system. Each DBpedia entity is directly derived from the URL of the source Wikipedia article. For Table 1 Statistics of dataset. Standard denotes the labeling results of two entities in a sentence according to the existing distant supervision paradigm. A(title) interprets the title of the Wikipedia document as the head entity because the title is the protagonist in the document, whereas A(Salient) represents the extension of the salient entity in the paragraph as the subject entity. 466 represent the WikiLink. In this snippet, there are three DBpedia entities: "dbr † :Steve Jobs," "dbr:Businessmen," and "dbr:United States." We intend to detect these as entities. In practice, an alternative entity detection system may be required because Wikipedia links relatively little text; however, that endeavor is beyond this paper's scope.
Languages Data #(Sentences)
Greek Standard 52,687 A(Title) 125,705 A(Salient) 187,607 Korean Standard 163,658 A(Title) 414,825 A(Salient) 590,644 Polish Standard 390,661 A(Title) 1,199,276 A(Salient) 1,573,486 Spanish Standard 1,231,759 A(Title) 2,791,537 A(Salient) 3,631,
Relation Classification
Once entities are detected, salient entities are selected from each paragraph by calculating the out-degree centrality based on the entity degree matrix derived from the DBpedia tuple. Then, as described earlier, the training data are automatically generated from a sentence containing a pair of related entities exists in a single sentence range, or a sentence containing a single tail entity that can be related to a salient entity in a paragraph. These labeled training data were leveraged for sentence embedding to generate a feature vector.
The statistics of the training data constructed under the distant supervision assumption are shown in Table 1 . We made one conventional labeling scheme and two extensions (one is proposed salient-based extension and the other is an extension with the title). Experimental results show that the amount of training data required for RE is significantly increased in all four languages. The number of relation types used for in the case of the Korean experimental data, totaling 228 DBpedia relations are used. The number of relationship types for the other languages were 239, 131, and 271 in Greek, Polish, and Spanish, respectively. Details about target relations used as distant supervision are described in Appendix.
To further demonstrate the effectiveness of the salient entity method, we performed an additional experiment with two added heuristic extension methods for Korean data, as presented in Table 2 . As presented in Table 2 , because the method of sentence augmentation by adding the omitted entity to the sentences had a higher score than Standard, † Prefix used in this paper: dbr='http://dbpedia.org/resource/'. the proposed sentence augmentation method increased the positive learning instances for RE. In particular, the use of salience to achieve the best coherent paragraph-drivengraphs yielded a better RE performance than other heuristic methods.
Evaluation
There is no gold-standard annotated dataset with distant supervision, so evaluations typically use the held-out strategy. This was done automatically by withholding half of the DBpedia relationship knowledge during training and comparing the newly discovered relationship instances against the withheld data. The ratio of training and testing in our experiment was 8 : 2. We conducted several baselines to validate the approach in the experiments. We obtained the precision, recall, and F1 scores for each relation type in the experiment. Then, we obtained the sum of the weighted averages for each performance measure from each relationship type rather than simply the harmonic mean. Table 3 shows the results in terms of the precision (P), recall (R), and F1 score (F). The proposed approach outperformed the baseline for the four experimental languages (Greek, Korean, Polish, and Spanish) by 9%, 4%, 2%, and 5%, respectively, according to the F1 score. We conducted the paired t-test to confirm the significance of the salience-based zero subject resolution quality improvements over title-based subject resolution. For Greek, Korean, Polish and Spanish, p values for A(Salient) against A(Title) are 8.11E-10, 4.51E-11, 1.78E-9, and 1.24E-5. When p values are less than 0.05, the results are statistically significant. Although there is much room for improvement in precision and recall, our results indicated that our approach can be useful for extracting a large number of relationship types by using labeled data in a KB without using advanced NLP tools such as parsers.
To comprehensively evaluate the performance of the proposed approach, we compared our algorithm with several variants of RE model with respect to the augmented sentence of the zero entity as follows. In this experiment, sentences used for training in augmented form from a salient entity of the paragraph added the salient entity to the beginning of the original sentence.
• TF-IDF consists of the vector in which every sentence represents the calculation of the term frequency-inverse document frequency value for each word. We fed this vector to the logistic regression classifier to classify the relationship. • AvgWord2Vec averages the word embeddings (Word2Vec) in a sentence to generate sentence representations as features for the logistic regression classifier.
• Sen2Vec is an unsupervised sentence vector framework that is used to learn distributed representations for texts; here, the basic PV-DM was used to obtain sentence representations. We tested this feature with the logistic regression classifier.
• SubSeq2Vec is the proposed model, in this paper, created by integrating subsequence embeddings with the logistic regression classifier. The superscripts at the end indicate the type of integration: Q for integrating to the four subsequences with the proposed method and T for integrating to the three subsequences, such as 1) a word sequence in front of the head entity, 2) a word sequence between the head and tail entities, and 3) a word sequence behind the tail entity.
• CNN, LSTM represent the results of performing RE with the deep neural network frameworks convolutional neural network (CNN) and long short-term memory (LSTM), respectively. Both models used pretrained word embedding from Korean Wikipedia (including only sentences for which the omitted subject had not been resolved). The parameter settings of CNN and RNN were the same as those in [16] and [17] , respectively.
The proposed model exhibited a higher classification performance than several classification models. In particular, SubSeq2Vec showed a 35%-52% improvement in the F1 score compared Sen2Vec. The results indicate that the integrating architecture of the four subsequence embeddings effectively captured the semantic meanings and their inherent relations and obtained more accurate sentence representations for RE. Although deep neural network-based RE models record highly effective performances in recent years, it can be seen that the missing information in the pre-trained word embedding is an obstacle in completing an effective RE. We have found that we can improve relationship extraction performance by adding new information that is not explicitly revealed in the sentence range. In other words, if the hidden subject or object is identified in the text and the cross-reference problem is solved, we expect to be able to generate more robust word embedding referring to the deep neural network-based RE. 
Conclusion
We focused on the distant supervision paradigm for RE from passages not containing both entities expected to participate in a relation. We showed that a distant supervisionbased model that does not require labeling can be used to represent the context of sentences and the surrounding relationship mentions to enable relation classification at the paragraph level. Experiments were conducted with four different languages-Spanish, Korean, Greek, and Polish-to demonstrate the model's effectiveness for practical application without the use of natural language processing tools in various language data.
Appendix: Implementation Details
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