In this paper, an optimal control scheme for a class of nonlinear systems with time delays in both state and control variables with respect to a quadratic performance index function is proposed using a new iterative adaptive dynamic programming (ADP) algorithm. By introducing a delay matrix function, the explicit expression of the optimal control is obtained using the dynamic programming theory and the optimal control can iteratively be obtained using the adaptive critic technique. Convergence analysis is presented to prove that the performance index function can reach the optimum by the proposed method. Neural networks are used to approximate the performance index function, compute the optimal control policy, solve delay matrix function, and model the nonlinear system, respectively, for facilitating the implementation of the iterative ADP algorithm. Two examples are given to demonstrate the validity of the proposed optimal control scheme. Key words Adaptive dynamic programming (ADP), approximate dynamic programming, time delay, optimal control, nonlinear system, neural networks
The optimal control problem of nonlinear systems has always been a key focus in the control field in the last several decades. Coupled with this is the fact that nothing can happen instantaneously, as is so often presumed in many mathematical models. So strictly speaking, time delays exist in the most practical control systems. Time delays may result in degradation in the control efficiency even instability of the control systems. So there have been many studies on the control systems with time delay in various research fields, such as electrical, chemical engineering, and networked control [1−2] . The optimal control problem for the time-delay systems always attracts considerable attention of the researchers and many results have been obtained [3−5] . In general, the optimal control for the timedelay systems is an infinite-dimensional control problem [3] , which is very difficult to solve. So many analysis and applications are limited to a very simple case: the linear systems with only state delays [6] . For nonlinear case with state delays, the traditional method is to adopt fuzzy method and robust method, which transforms the nonlinear time-delay systems to linear systems [7] . For systems with time delays both in states and controls, it is still an open problem [4−5] . The main difficulty lies in the formulation of the optimal controller which must use the information of the delayed control term so as to obtain an efficient control. This makes the analysis of the system much more difficult, and there is no method strictly facing this problem even in the linear cases. This motivates our research.
Adaptive dynamic programming (ADP) is a powerful tool in solving optimal control problems [8−9] and has attached considerable attention from many researchers in recent years, such as [10−16] . However, most of the results focus on the optimal control problems without delays. To the best of our knowledge, there are no results discussing how to use ADP to solve the time-delay optimal control problems. In this paper, the time-delay optimal control problem is solved by the iterative ADP algorithm for the first time. By introducing a delay matrix function, the explicit expression of the optimal control function is obtained. The optimal control can iteratively be obtained using the proposed iterative ADP algorithm which avoids the infinite-dimensional computation. Also, it is proved that the performance index function converges to the optimum using the proposed iterative ADP algorithm. This paper is organized as follows. Section 1 presents the preliminaries. In Section 2, the time-delay optimal control scheme is proposed based on iterative ADP algorithm. In Section 3, the neural network implementation for the control scheme is discussed. In Section 4, two examples are given to demonstrate the effectiveness of the proposed control scheme. The conclusion is drawn in Section 5.
Preliminaries
Basically, we consider the following discrete-time affine nonlinear system with time delays in state and control variables as follows:
with the initial condition given by x x x(s) = φ φ φ(s), s = −σ, −σ + 1, · · · , 0, where x x x(k) ∈ R n is the state vector, f : R n × R n → R n and g0, g1 : R n × R n → R n×m are differentiable functions and the control u u u(k) ∈ R m . The state and control delays σ and τ are both nonnegative integral numbers. Assume that
is Lipschitz continuous on a set Ω in R n containing the origin, and that system (1) is controllable in the sense that there exists a bounded control on Ω that asymptotically stabilizes the system. In this paper, how to design an optimal state feedback controller for this class of delayed discrete-time systems is mainly discussed. Therefore, it is desired to find the optimal control u u u(x x x) satisfying u u u(x x x(k)) = u u u(k) to minimize the generalized performance functional as follows:
where
is the utility function. Let V * (x x x) denote the optimal performance index function which satisfies
According to the Bellman s optimal principle, we can get the following Hamilton-Jacobi-Bellman (HJB) equation
For the optimal control problem, the state feedback control u u u(x x x) must not only stabilize the system on Ω but also guarantee that (2) is finite, i.e., u u u(x x x) must be admissible [17] . Definition 1. A control u u u(x x x) is defined to be admissible with respect to (3) (0)) is finite.
Properties of the iterative ADP approach
Since the nonlinear delayed system (1) is infinitedimensional [3] and the control variable u u u(k) couples with u u u(k − τ ), it is nearly impossible to obtain the expression of the optimal control by solving the HJB equation (1). To overcome the difficulty, a new iterative algorithm is proposed in this paper. The following lemma is necessary to apply the algorithm. Lemma 1. For the delayed nonlinear system (1) with respect to the performance index function (2), if there exists a control u u u(k) = 0 at time point k, then there exists a bounded matrix function M (k) that makes
hold for j = 0, 1, · · · , n. Proof. As u u u(k) and u u u(k − τj), j = 0, 1, · · · , n are bounded real vectors, can construct a function that satisfies
where j = 0, 1, · · · , n. Then, using the method of undetermined coefficients, let M (u u u(k)) satisfy h(u u u(k)) = M (u u u(k))u u u(k)
Then, we can obtain M (u u u(k)) expressed as
where u u u(k)u u u T (k) −1 means the generalized inverse matrix of u u u(k)u u u T (k) . On the other side, u u u(k) and u u u(k − τ ) are both bounded real vectors, then we have h (u u u(k) ) and u u u(k)u u u T (k) −1 are bounded. So M (k) = M (u u u(k) ) is the solution.
According to Lemma 1, the HJB equation becomes
