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 Abstract: - An unmanned aerial system capable of finding 
world coordinates of a ground target is proposed here. The main 
focus here was to provide effective methodology to estimate 
ground target world coordinates using aerial images captured by 
the custom made micro aerial vehicle (MAV) as a part of visual 
odometery process on real time. The method proposed here for 
finding target’s ground coordinates uses a monocular camera 
which is placed in MAV belly in forward looking/ Downward 
looking mode. The Binary Robust Invariant Scalable Key points 
(BRISK) algorithm was implemented for detecting feature points 
in the consecutive images. After robust feature point detection, 
efficiently performing Image Registration between the aerial 
images captured by MAV and with the Geo referenced images is 
the prime and core computing operation considered. Precise 
Image alignment is implemented by accurately estimating 
Homography matrix. In order to accurately estimate 
Homography matrix which consists of 9 parameters, this 
algorithm solves the problem in a Least Square Optimization 
way. Therefore, this framework can be integrated with visual 
odometery pipeline; this gives the advantage of reducing the 
computational burden on the hardware. The system can still 
perform the task of target geo-localization efficiently based on 
visual features and geo referenced reference images of the scene 
which makes this solution to be found as cost effective, easily 
implementable with robustness in the output. The hardware 
implementation of MAV along with this dedicated system which 
can do the proposed work to find the target coordinates is 
completed. The main application of this work is in search and 
rescue operations in real time scenario. The methodology was 
analyzed and executed in MATLAB before implementing real 
time on the developed platform. Finally, three case studies with 
different advantages derived from the proposed framework are 
represented. 
Keywords—Geo-localization; autonomous navigation; Visual 
odometery; BRISK; Homography Estimation 
I. INTRODUCTION  
Globally, Aerial robotics grabs the attention of the various 
departments starting from defense, civilian missions, 
photography, to video surveillance. Specifically, unmanned 
aerial system can address large number of problems persisting 
in this world .UAVs are proving to be the best solution when it 
comes to surveillance and reconnaissance. But still it is 
challenging when it comes to GPS denied unknown 
environments. Out of many approaches, vision based 
navigation is one of the trending topic because of its low cost 
and user friendliness. One of the major requirements in vision 
based navigation is to find the ground target location in terms 
of world coordinates which is a complex issue faced during the 
search and rescue operations in GPS denied environment. 
There are many ways to address this target Geo-localization 
problems [1,2,3]. Of which, this paper deals with the vision 
odometery based approach for estimating the ground target 
parameters .Some of the classic methods used optical flow 
algorithm for autonomous navigation which uses passive 
sensors like FLIR to detect and avoid obstacles but this is 
limited to certain range of operation. 
 
Most of the target geo-location system uses GPS to find the 
location of the target. But the GPS signals are not available in 
the indoor as well as in urban environment due to the presence 
of tall structures reflect the signals from reaching the receivers 
which makes it less reliable. Another technique to geo locate 
target in the GPS denied environments is to use low MEMS 
INS to compute the body orientation to perform coordinate 
transformation as described in [1]. It may not be the efficient 
method due to the inherent IMU drift property. Most of the 
target geo location system either use active sensor like laser 
scanner to estimate depth or will use complex Satellite data 
which is very costly and not available to all.  
Another important and primary step in feature based target 
Geo-location system is the need of robust and fast feature 
detection. The Scale invariant feature transform is widely 
known method for tracking the pixels of the interest points with 
respect to time. But this method will be slow in processing 
which lead to introduction of Speed up robust features (SURF). 
While the SIFT use laplacian of Gaussian for the 
approximation of scale space while the SURF uses the same 
with box filter. But when it comes to target geo location from 
MAV, both of them failed to give robust results in terms of 
error in key point matching. We used the new feature 
descriptor which is called BRISK [4] which can efficiently 
detect interest points from multiple images. BRISK reduces the 
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framework. 
 
The paper is organized as follows: First, 
target geo location problem in GPS denied e
the proposed framework and its implement
in the section 3 and 4.The last section is de
results in real time scenario with three diffe
illustrating the advantages of the proposed fr
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Still target Geo-localization from the UAV 
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main motivation behind the proposed work i
search and rescue operation. This system 
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to the mission operator. Also this proposed s
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The component of ଵܺ    in nor
between the plane and the came
ே೅
ௗ ଵܺ    = 1                                   
Substitute ሺ2ሻ in ሺ1ሻ,  
 
ܺଶ = ܴ ଵܺ ൅ ܶ ቈ
்ܰ
݀  ଵܺ቉ 
ܺଶ = ቀܴ ൅ ଵௗ ்ܶܰቁ ଵܺ = ܪ ଵܺ 
ܪ = ܴ ൅ ଵௗ ்ܶܰ      ߳ ܴଷ௑ଷ W
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Consider a plane equation 
 ܽܺ ൅ ܾܻ ൅ ܼܿ = 1                
which can be rewritten in ்ܰ ଵܺ
where the surface   of a plane is
the observed 3D world coord
ଵܺ = ሾܺ ܻ ܼሿ ;  ்ௗ = 1  up
ambiguity issue which is alway
 
ሾܽ ܾ ܿሿ ൥
ܺ
ܻ
ܼ
൩ = 1                    
Insert  ሺ5ሻ  in  ሺ1ሻ   
൥
ܺ ′
ܻ′
ܺ′
൩ = ܴ ൥
ܺ
ܻ
ܼ
൩ ൅ ܶሾ ܽ ܾ ܿ ሿ ൥
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ܺ
ܻ
ܼ
൩ 
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After rearranging 
൥
ܺ′
ܻ′
ܼ′
൩ = ܣ ൥
ܺ
ܻ
ܼ
൩                                                                                   ሺ6ሻ 
Where ܣ =  ܴ ൅ ܶሾ ܽ ܾ ܿ ሿ               A ܴ߳ଷ௑ଷ   
 ܣ = ൭
ܽଵ ܽଶ ܽଷ
ܾଵ ܾଶ ܾଷ
ܿଵ ܿଶ ܿଷ
൱  
൭
ܺ′
ܻ′
ܼ′
൱ = ൭
ܽଵ ܽଶ ܽଷ
ܽସ ܽହ ܽ଺
ܽ଻ ଼ܽ ܽଽ
൱ ൭
ܺ
ܻ
ܼ
൱ 
ܺ’ = ܽଵܺ ൅ ܽଶܻ ൅ ܽଷܼ  
ܻ’ = ܽସܺ ൅ ܽହܻ ൅ ܽ଺ܼ                                                               ሺ7ሻ 
ܼ’ = ܽ଻ܺ ൅ ଼ܻܽ ൅ ܽଽܼ   
 
Here ܺ’ ܻᇱܼԢ and ܺ ܻ ܼ are 3D world coordinates of a point p 
when observed from different camera locations and they are 
unknowns in this particular problem. In order to solve above 
equation, the perspective transformation condition is used.  
We know that the perspective transformation between world 
coordinate point p to image coordinates is given by   
  x’=X’Zᇲ ;   yᇱ =
Yᇲ
Zᇲ with focal length = -1                                 ሺ8ሻ                    
Substituting equation ሺ8ሻ in   ሺ7ሻ, 
 
xᇱ = ୟభXାୟమYାୟయZ ୟళXାୟఴYାୟవZ       ;   y
ᇱ = ୟరXାୟఱYାୟలZୟళXାୟఴYାୟవZ  
 
 xᇱ = ୟభ୶ାୟమ୷ାୟయୟళ୶ାୟఴ୷ାୟవ       ;   y
ᇱ = ୟర୶ାୟఱ୷ାୟలୟళ୶ାୟఴ୷ାୟవ                        ሺ9ሻ 
 
Note that all terms in the above equations are known since 
they are image coordinates which are obtained from BRISK 
algorithm which have detected the interest point along with 
2D coordinates of those interest points in two image frame 1 
and frame 2 .Due to inherent scale ambiguity, assume 
aଽ = 1 = Tୢ  , Equation ሺ9ሻ becomes 
 
Xᇱ = AXାୠCTXାଵ                                                                           ሺ10ሻ                                                   
 
where  Xᇱ = ൤xԢyԢ൨ ; X = ቂ
x
yቃ   A =ቂ
aଵ aଶ
aସ aହቃ ; b =ቂ
aଷ
a଺ቃ ; c =ቂ
a଻
a଼ቃ 
 
An Affine transformation is special case of  ܺ ′ , and is 
obtained when c = 0. Hence by applying linear least square 
technique, we can solve for A, b, c matrix to obtain 
Homography matrix. The equation ሺ9ሻ can be written and 
arranged to obtain in the following form  
 
a଻xxᇱ ൅ a଼yxᇱ ൅ xᇱ =  aଵx ൅ aଶy ൅ aଷ;  
 a଻xyᇱ ൅ a଼yyᇱ ൅ yᇱ =  aସx ൅ aହy ൅ a଺ 
 
Hence each point like “p” in the plane gives two equations. 
Therefore using a minimum of 4 points pairs, we can generate 
8 equations with 8 unknowns which are easily solvable using 
linear algebra techniques.  
 aଵx ൅ aଶy ൅ aଷ െ a଻xxᇱ െ a଼yxᇱ =  xᇱ;  
 aସx ൅ aହy ൅ a଺ െ a଻xyᇱ െ a଼yyᇱ = yᇱ 
 
Rewriting the above equation in matrix form, 
 
 A X =  b;                                                                                     ሺ11ሻ 
The above equation is a non homogenous Linear equation 
which can be solved by performing pseudo inverse on ܣ  that 
is by taking AT on both sides of equation ሺ11ሻ, 
 
ATA X =  ATb ;  
 
Therefore the Homography matrix X is given by 
 
 X =  ሺATAሻିଵ ATb                                                             ሺ12ሻ 
 
The goal of geo localizing a target from image captured from 
the MAV can be achieved by estimating the homography 
matrix more precisely. We have the geo referenced reference 
frame in which pixel points are expressed with corresponding 
3D world coordinates. The input images from MAV with 
unknown frame coordinates can be geo-referenced with 
reference image by performing a precise image registration 
leading to creation of image Mosaics. The precise alignment is 
performed by warping function wሺxଵ, πሻ of the input image on 
to reference images using the calculated Homography matrix 
parameters consisting of the rotation, normal vector and the 
ratio of translation to offset. The method to decouple these 
parameters from Homography matrix is beyond the scope of 
this work. Nevertheless, the visual odometery methods will 
definitely have this decoupling step in the pipeline, in order to 
recovery these parameters to solve structure from motion 
problem efficiently.  
 
C. Special case of the proposed algorithm 
 
The proposed algorithm can be used to geo localize MAV 
when flying in the GPS denied environment. The novelty is 
that, by solving for the scale ambiguity problem mentioned 
earlier which is inherently present in the 3D reconstruction 
problem, it is possible to localize MAV position accurately in 
locations where GPS is not present but good in features points. 
A low cost gimbal camera is also used for such an application 
proving its purpose in such a scenario. The gimbaled camera is 
responsible to align the camera optical axis always 
perpendicular to Ground plane which means that camera’s 
image plane and earth surface (which is assumed as plane) are 
parallel. Most of the research work neglect scale estimation 
step but the proposed work considers the open sources 
framework developed by [9] and same was implemented in the 
Matlab. This scale estimation technique is well proven and 
easy to use and fits exactly to our framework, is the reason 
behind the adaptation to that particular framework. Moreover 
the scale estimation methodology was created for Multirotor 
MAVs which uses IMU and air pressure sensor. These two 
International Con
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system. By calculating the offset from the 
ground plane it is possible to project the cam
body frame to corresponding MAV positio
plane which is given by  
 
ሺX, Y, Zሻ୵୭୰୪ୢ =  λ ሺX, Y, Zሻୡୟ୫ୣ୰ୟ                  
 
Where λ is given by Scale parameter. The w
point xଵ to transfer the same point to ano
given by 
wሺxଵ, πሻ = Hxଵ                                              
 
Where π  is the transformation (Homogra
warping function contains a scale, rotation 
the pixel from one frame to another and is gi
 
wሺxଵ, πሻ =  λRxଵ ൅ T                                    
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way that first 10 frames are considered for
again 10 following frames of data are not co
to reduce the computational load on t
processor. The prime goal in this proposal 
time simple system to find target coordin
reason for using less complex algorithm 
estimation with a counter balance by choosin
extraction and description technique, BRIS
fast and needs good computational reso
heuristic method should be chosen to equa
computational resources when processin
proposed system is easily executable us
products leading to providing a low cost s
geo location application. 
 
Testing was conducted at different sub urba
GPS signal is not available. The aerial ima
section below as input image is one such ex
captured in between tall structures where G
not strong. The scenario is such that the 
sufficient altitude to conduct a mission for g
of interest in GPS denied environments. At t
reference images which can be from previo
from the different MAV or from same 
captured the optimal coverage of the same 
available. This is very much cost effectiv
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