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Zusammenfassung
Die Vorhersage von Ort und Intensität potenziell verheerender, konvektiver Wette-
rereignisse ist eine der größten Herausforderungen der numerischen Wettervorher-
sage. Moderne Ensemble-Vorhersagesysteme auf konvektiver Skala berücksichtigen
zwar unterschiedliche Unsicherheitsquellen, haben jedoch häufig Probleme, die Vor-
hersageunsicherheit einzuschätzen. Die Störung relevanter, aber unterrepräsentier-
ter Prozesse kann die Darstellung der Vorhersageunsicherheit verbessern. Die Un-
tersuchung der Wichtigkeit verschiedener Prozesse zur Vorhersage von Konvektion
steht jedoch noch am Anfang. Zum Beispiel ist das Vorzeichen der Bodenfeuchte-
Niederschlags-Kopplung und deren Skalenabhängigkeit immer noch umstritten.
Der erste Teil dieser Arbeit untersucht den kollektiven Einfluss der Bodenfeuchte-
biase, sowie deren Heterogenität auf verschiedene Längenskalen, auf die Vorhersage
konvektiver Niederschläge in realen Wetterszenarien über Mitteleuropa. Mittels des
Consortium for Small-scale MOdeling (COSMO)-Modells mit einer Gitterweite von
2.8 km wurde eine Reihe von Experimenten für mehrere Sommertage durchgeführt,
welche sich in ihren synoptischen Bedingungen unterscheiden. Verschiedene Län-
genskalen der Heterogenität zwischen 30 und 110 km werden durch Schachbrettmus-
ter eingeführt und mit einem Bias von ±25 % überlagert. Die Experimente zeigen
insbesondere bei schwachem synoptischem Antrieb eine nichtlineare, aber positive
Korrelation zwischen einem großräumigen Bodenfeuchtebias und dem gebietsgemit-
telten Niederschlag. Im Gegensatz dazu wird eine negative, lokale Bodenfeuchte-
Niederschlags-Kopplung mit erhöhtem Niederschlag über den trockenen Feldern des
Schachbrettes gefunden. Diese räumliche Kopplung ist auf eine Wechselwirkung zwi-
schen thermisch induzierten Zirkulationen und dem Hintergrundwind zurückzufüh-
ren, die eine persistente Aufwindregion an der Abwindflanke trockener Felder verur-
sacht. Diese Zellen mit intensivierter Zirkulation dominieren bei Schachbrettgrößen
von 40 bis 80 km, was zu einer bevorzugten Initiierung von Konvektion und zu einer
geringeren Variabilität zwischen den Fallstudien führt. Die räumliche Verknüpfung
der Konvektionsauslösung bei anderen Längenskalen oder synoptischen Bedingungen
ist jedoch schwächer.
Im zweiten Teil werden die Auswirkungen von drei spezifischen Unsicherheits-
quellen betrachtet, indem der relative Einfluss von Störungen der Bodenfeuchte,
der Grenzschicht - und der Konzentration von Kondensationskeimen auf die Vor-
hersage von konvektivem Niederschlag und dessen Variabilität untersucht wird. Da-
zu werden für zehn aufeinanderfolgende Tage mit unterschiedlichen synoptischen
Bedingungen, welche aus einer Unwetterperiode im Sommer 2016 über Mitteleu-
ropa stammen, mehrere COSMO Experimente durchgeführt. Während die Menge
des akkumulierten Niederschlags für alle Störparameter nahezu unverändert bleibt,
weist die räumliche Variabilität und akkumulierte Ensemblevariabilität des Nieder-
schlags deutliche Unterschiede auf. Auch wenn alle gestörten Parameter-Ensembles
ein nicht zu vernachlässigendes Maß an Variabilität erzeugen, gibt es zwei Merkma-
le, welche die Bodenfeuchtestörungen von den übrigen Parametern unterscheiden.
Bodenfeuchteheterogenität führt zu einem Anstieg der Variabilität während der In-
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itiierungsphase von Konvektion, was zu einer steileren Zunahme der normalisierten
Niederschlagsausbreitung führt. Stochastische Grenzschichtstörungen und Störun-
gen der Anzahl an Kondensationskeimen wirken sich jedoch ab Modellinitiierung
auf die räumliche Niederschlagsvariabilität aus. Darüber hinaus zeigt die Boden-
feuchteheterogenität die höchste Sensitivität gegenüber dem synoptischen Regime,
wobei der stärkste Effekt bei schwachem Antrieb zu beobachten ist.
Die Ergebnisse dieser Arbeit legen daher nahe, dass systematische Bodenfeuch-
tigkeitsstörungen den Mangel an Variabilität in konvektivskaligen Ensemblevorher-
sagen mindern können.
Abstract
Forecasting the location and intensity of potentially devastating convective weather
events is one of the major challenges of numerical weather prediction. Modern
convective-scale ensemble prediction systems account for different sources of uncer-
tainty but often have problems to adequately represent the forecast uncertainty.
Perturbation of relevant but underrepresented processes can mitigate this underdis-
persion. However, research on the relative role of various convective-scale uncer-
tainties is in its infancy. For example, opposing signs in soil moisture-precipitation
coupling (SMP coupling) and its scale-dependence are still under debate.
The first part of this thesis examines the collective impact of soil moisture bias, as
well as its heterogeneity on various length-scales on the forecast of convective precip-
itation in real-case scenarios over Central Europe. A series of experiments performed
with the Consortium for Small-scale MOdeling (COSMO) model at 2.8 km grid
spacing is conducted for several summer cases differing in their synoptic conditions.
Various heterogeneity length-scales between 30 km and 110 km are introduced by
chessboard patterns and superposed with a bias of ±25 %. The experiments reveal
a nonlinear yet positive correlation between a large-scale soil moisture bias to the
domain-averaged precipitation, especially during weak synoptic forcing. In contrast,
a negative local SMP coupling with increased precipitation over the dry patches is
found. This spatial coupling is traced back to an interaction between thermally in-
duced circulations and the background wind, causing a persistent updraft region on
the downwind flank of dry patches. These enhanced circulation cells are dominant
for tile sizes of 40 km to 80 km, leading to preferential initiation of convection and
result in a smaller day-to-day variability. The spatial locking of convection initiation
is weaker at other heterogeneity scales or synoptic conditions.
The second part assesses the effect of three specific sources of uncertainty by exam-
ining the relative impact of soil moisture, stochastic Boundary-Layer (BL), and cloud
condensation nuclei perturbations on the forecast of convective precipitation and its
variability. Therefore, several COSMO experiments for ten consecutive days with
different synoptic conditions chosen from a high impact weather period in summer
2016 over Central Europe are conducted. While the amount of daily accumulated
precipitation remains almost unchanged for all perturbed-parameter ensembles, the
spatial and ensemble variability of precipitation exhibits pronounced differences.
While all perturbed-parameter ensembles generate a non-negligible amount of vari-
ability, there are two features discerning soil moisture perturbations from the remain-
ing parameters. Soil moisture heterogeneity primarily introduces variability during
convection initiation, causing a steeper increase in normalized rainfall spread before
the onset of afternoon precipitation. Stochastic BL perturbations and perturbed
aerosol concentrations, however, impact spatial precipitation variability from the
model start onwards. Furthermore, soil moisture heterogeneity shows the strongest
sensitivity to the synoptic regime with the largest impact during weak forcing.
The results of this thesis thus suggest that systematic initial soil moisture pertur-
bations can potentially mitigate lack of spread in convective-scale ensembles.
Parts of this thesis are included in:
Baur, F., Keil, C., Craig, G.C.: Soil moisture–precipitation coupling over Central
Europe: Interactions between surface anomalies at different scales and the dynam-
ical implication. Quarterly Journal of the Royal Meteorological Society. 2018; 144
(717): 2863– 2875. doi:10.1002/qj.3415.
Keil, C., Baur, F., Bachmann, K., Rasp, S., Schneider, L., Barthlott, C.: Rel-
ative contribution of soil moisture, boundary layer and microphysical perturbations
on convective predictability in different weather regimes. Quarterly Journal of the
Royal Meteorological Society. 2019; (accepted), doi:10.1002/qj.3607
Contributions: Conduction of the ensembles with perturbed initial soil mois-
ture, as well as the reference ensembles. Analysis of precipitation time series,
normalized standard deviation and spatial variability (Fractions Skill Score) of
the perturbed-parameter ensembles and the ensemble forecasts. Furthermore,
there were several contributions to the text.
Arnault J., Rummler T., Baur, F., Lerch S., Wagner S., Fersch B., Zhang Z.,
Kerandi N., Keil C., Kunstmann H.: Precipitation Sensitivity to the Uncertainty of
Terrestrial Water Flow in WRF-Hydro: An Ensemble Analysis for Central Europe.
2018; Journal of Hydrometeorology, 19, 1007–1025, doi:10.1175/JHM-D-17-0042.1.
Contributions: Advice on the application and description of the convective
adjustment timescale.
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1. Introduction
Deep moist convection is one of the most hazardous small-scale events globally caus-
ing the largest number of insured financial losses (Mills, 2005; Kunz et al., 2009).
Local thunderstorms producing hail, strong gusts, and heavy precipitation do not
only affect the location of occurrence but also threaten larger regions by flash floods
in river catchment areas or by landslides. Those issues concern many socioeconomic
sectors, such as tourism, finance, energy, or agriculture (Jahn, 2015). Accurate fore-
casts of such convective events can reduce socioeconomic losses since then individual
measures could secure private properties, or civil protection could better prepare for
potentially dangerous weather situations. According to Gunasekera (2010) or Frei
(2010), the financial benefits exceed the investments in the weather services provid-
ing the forecasts. However, despite tremendous technical advances, improvements
in the parameterization of physical processes, and reduction of grid spacing, quanti-
tative forecasting of convective precipitation remains a major challenge for today’s
Numerical Weather Prediction (NWP) (Clark et al., 2016). This challenge has sev-
eral reasons, as described in the following section.
1.1. The challenge of forecasting deep convection
Forecasts of the atmosphere face fundamental limits hampering predictability of the
weather. Lorenz (1963, 1982) experienced the importance of initial conditions by
rapidly growing small errors leading to fundamentally different realizations. This
behavior is referred to as the nature of the chaotic atmosphere (Yoden, 2007) and
implies that the predictability of numerical weather predictions is intrinsically lim-
ited. Lorenz (1982) describes this limit as an upper bound of predictability. This
is a theoretical limit, coined intrinsic predictability, given a perfect model and in-
finitesimally small initial condition errors. In contrast to the intrinsic predictability,
practical predictability describes the predictability based on the available prognos-
tic system. In other words, it quantifies a particular forecasting system’s ability to
predict the weather and is affected by initial and boundary condition uncertainty, as
well as uncertainties in the model physics. Initial condition uncertainty is a crucial
limiting factor for the predictive skill for mid-latitude weather prediction. A recent
study by Zhang et al. (2019) showed that a reduction of this uncertainty could gain
one additional day of predictable forecast time. However, modern NWP systems are
not only challenged by initial conditions but also by physical and small-scale pro-
cesses not adequately resolved. A prominent example of a poorly resolved process
and a major contributor to the loss in predictability is moist convection (Hohenegger
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Figure 1.1.: Schematic showing the principle of an ensemble prediction accounting for dif-
ferent sources of uncertainty. Initial condition and model uncertainties (i.e. uncertainty
in the representation of, for example, sub-grid processes in the model) are visualized.
Those uncertainties cause a divergence of the individual realizations of the ensemble
over time (blue lines). Aim of the ensemble forecast is to adequately represent the fore-
cast uncertainty (blue area) lying within the range of climatologically possible states.
This graphic is taken from Slingo and Palmer (2011).
and Schär, 2007). Small-scale disturbances introduced by misrepresentation of con-
vection quickly grow in the presence of latent heat release and convective instability
towards larger scales affecting synoptic-scale predictability (Selz and Craig, 2015).
Ensemble Prediction Systems (EPSs) are a way to deal with the chaotic nature of the
atmosphere in a statistical sense by predicting the forecast’s probability rather than
a single deterministic forecast. An ensemble comprises a set of different realizations
deduced from slightly different initial conditions to sample the probability distribu-
tion of a particular weather situation (e.g., Slingo and Palmer, 2011). A schematic
describing the basic principle is shown in Figure 1.1. As those uncertainties grow
throughout time, an accurate representation of, for example, convection and related
processes affect both the forecast skill of local and synoptic-scale weather.
As already mentioned, another issue for convective-scale NWP is the representa-
tion of convection. The representation of convection is, among others, continuously
improved by parallel advances in computational resources and physical descriptions,
enabling a regular reduction of model grid spacing (Clark et al., 2016). Until the
early years of the 21st Century, models used for forecasting local weather were re-
stricted to a horizontal grid spacing in the order of 10 km to 20 km. Deutscher
Wetterdienst (DWD), for example, made the step from a Consortium for Small-
scale MOdeling (COSMO) model with a grid spacing of 7 km and parametrized
convection (i.e. COSMO-EU) towards a convection-permitting model with 2.8 km
(i.e. COSMO-DE) in 2007. However, convection remains despite all the improve-
ments very challenging to forecast as intensity, location, and timing depend on
highly nonlinear and local processes (Barthlott et al., 2011b). Even though mod-
ern weather models operate with a grid spacing of a few km, which permits the
explicit representation of convection, the small-scale processes of moist convection,
such as single convective updrafts or initiation processes, are poorly captured. To
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adequately resolve those mechanisms, the grid spacing should be an order of magni-
tude smaller (i.e. O(100 m); Bryan et al. (2003); Craig and Dörnbrack (2008)) than
the grid spacing of approximately 2.8 km operationally used in the local area model
at DWD. Small-scale Boundary-Layer (BL) processes, such as convergence lines,
differential or elevated heating, or land-surface–atmosphere interactions, are hardly
resolved by this model resolution. Thus, despite the convection-permitting model
resolution, critical processes potentially triggering convection remain unresolved,
which leads to a lack of predictive skill at small scales (Clark et al., 2016).
The lack of forecasting skill should be represented in the ensemble’s confidence.
This means that, assuming a reliable representation of the sources of uncertainty, the
variability within the ensemble (for example measured as spread) should correlate
with the mean error of the forecast. Hence, the spread of an ensemble is supposed to
provide information on the forecast’s uncertainty. Modern EPSs, however, often face
the problem of underdispersion. The spread of an underdispersive ensemble is too
small, and the model is too confident about the forecast. Introducing a better repre-
sentation of the uncertainty of individual processes by particular perturbations can
improve the variability within the model to better account for the actual uncertainty.
State-of-the-art convection-permitting EPSs are, for example, often underdispersive
for near-surface variables (Berner et al., 2015; Hally et al., 2014). This is in line with
Klasa et al. (2018) recently diagnosing an underdispersion of afternoon precipitation
examining three different convective events over Switzerland. Concerning forecasts
of convective precipitation, studies from Romine et al. (2014) or Dey et al. (2016)
support this overconfidence of convective-permitting EPSs.
Modern EPSs attempt to generate reliable dispersion of the forecast by accounting
for the three general sources of uncertainty, namely, initial and boundary condition
uncertainties, as well as uncertainties in the model physics. This is why the next two
paragraphs describe different influences of the three sources of uncertainty on the en-
semble forecast. Representation of the uncertainty related to unresolved small-scale
processes by initial condition perturbations is a crucial issue for operational weather
forecasting. Many convective-scale EPSs account for initial condition uncertainty
(see also Fig. 1.1) by downscaling of coarser-resolution large-scale driving models.
The convective-scale EPS of the DWD (COSMO-DE-EPS, operational from 2012
till 2017), for example, obtained its initial conditions from different global NWP
systems (Kühnlein et al., 2014; Theis et al., 2015). Coarse-resolution, global driv-
ing models, however, hardly capture convective-scale uncertainties (Raynaud and
Bouttier, 2016). Despite the positive impact of those downscaled initial condition
perturbations on precipitation forecasts shown in several studies (e.g., Hohenegger
et al., 2008; Peralta et al., 2012), they require about 9–12 h to grow downscale and
produce small-scale variability (Raynaud and Bouttier, 2016). Since this spin-up
time is often too long for operational convection forecasts, convective-scale initial
condition perturbations are necessary. In 2017, COSMO-DE-EPS was replaced by
a more sophisticated system obtaining its initial conditions by ensemble data as-
similation. The ensemble Kalman filter generates an ensemble of initial states by
estimating error statistics and is able to introduce small-scale variability (Evensen,
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1994; Schraff et al., 2016). Note that the procedure of ensemble data assimilation
is beyond the scope of this thesis. Even though data assimilation is already op-
erationally used by some weather services (i.a. at DWD), the procedure remains,
according to Raynaud and Bouttier (2016), computationally very expensive for the
use on convective scales. Another way to represent small-scale initial uncertainty
is to directly introduce perturbations on the forecasting model’s grid (Johnson and
Wang, 2016). Raynaud and Bouttier (2016), for example, suggest random pertur-
bations drawn from an unbiased normal distribution as an affordable alternative
to computationally expensive data assimilation systems. In their study, both tech-
niques provided comparably skillful predictions of precipitation or 2 m temperature.
This is supported by Vié et al. (2011) reporting about the beneficial impact of
convective-scale initial condition perturbations on the precipitation forecast.
Besides the impact of initial conditions, small-scale uncertainty can also arise from
an insufficient representation of lateral boundary conditions or model physics. By
investigating several experiments using convective-scale ensembles with a forecast
horizon of 12 h, Zhang (2019) found a different behavior of initial condition uncer-
tainty compared to the other two primary sources of uncertainty. While exclusively
perturbing model physics or lateral boundary conditions results in perturbation
growth for all variables, initial condition perturbations mainly altered precipitation
and showed less influence on the remaining variables. Moreover, a combination
of only model physics and lateral boundary condition uncertainty may act on all
spatial scales but still fails to represent the forecast uncertainty adequately. There-
fore, they recommend applying a combination of all three sources of uncertainty in
ensemble systems. This is important as the relative impact of initial and lateral
boundary condition perturbation depends on the spatial scale of the forcing, or, in
other words, on the synoptic regime (Stensrud et al., 2000; Vié et al., 2011; Kühnlein
et al., 2014). For weather conditions dominated by synoptic-scale processes, lateral
boundary conditions quickly control the forecast. In contrast, initial conditions un-
certainties are dominant in the absence of synoptic forcing when the initiation of
convection crucially depends on small-scale processes. However, the influence of lat-
eral boundary conditions gradually increases and is dominant after approximately
12 h lead time (Vié et al., 2011).
The previous two paragraphs described the different influence of the three sources
of uncertainty affect the precipitation forecast on different temporal and spatial
scales. Since this thesis focuses on locally triggered convective precipitation on daily
timescales, we will only consider initial condition and model uncertainty, as lateral
boundary conditions are not likely to significantly affect locally triggered convection.
A way to mitigate the underdispersion is to specifically perturb relevant processes
that are insufficiently represented in the model. Those processes can act as po-
tential sources of predictability for convection as they extend the range of skillful
forecasts. Examples for those processes are synoptic-scale triggers of convection,
such as large-scale lifting (Bauer et al., 2015; Yano et al., 2018), or the ability
of orography to initiate convection by flow distortion, forced lifting, or elevated
heating (i.a. Kirshbaum et al., 2018; Bachmann et al., 2019). This paragraph lists
1.2. Basic theory 5
three insufficiently represented processes that can be used to mitigate underdisper-
sion of convective-scale ensembles. The first two processes introduce variability in
the near-surface atmosphere. Since many convective-scale phenomena are forced
from the lower boundary condition, surface and soil properties represent an impor-
tant uncertainty source that has been mostly overlooked by the weather forecasting
community (Santanello et al., 2019). While soil moisture and lateral terrestrial
water flow are often considered as an uncertainty source as they are poorly repre-
sented in operational weather models (e.g., Hauck et al., 2011; Arnault et al., 2018),
they have the potential to influence the precipitation forecast. First, soil moisture
anomalies stemming from seasonal variability or evoking from preceding precipita-
tion anomalies can fundamentally impact convection on a daily timescale. The soil
moisture-precipitation coupling (SMP coupling), however, is highly variable due to
the complexity of processes and the non-linearity of coupling mechanisms and is
still under debate (Seneviratne et al., 2010). Furthermore, since processes acting on
the soil moisture itself are usually slow, and anomalies remain persistent over long
periods, Guo et al. (2012) found that good representation of soil moisture in spring
can significantly improve the predictability of summer precipitation forecasts over
Northern America. Second, there is increasing evidence in literature that the under-
dispersion of convective precipitation in convective-scale weather models may also
be mitigated by stochastic perturbation schemes (e.g., Buizza et al., 1999; Bouttier
et al., 2012; Rasp et al., 2018). A stochastic BL perturbation scheme introduces
small-scale variability in the BL and, by doing that, increases the variability in con-
vection initiation. A third alternative is the perturbation of the concentration of
cloud condensation nuclei (CCN) in the atmosphere (e.g., Hally et al., 2014; Grant
and van den Heever, 2014). This introduces variability in the formation of clouds
and precipitation. To our knowledge, neither stochastic BL perturbation nor micro-
physics perturbations are currently used for operational ensemble forecasting.
This introductory section presented challenges of operationally forecasting con-
vective precipitation. It furthermore showed three specific sources of uncertainty
acting on different stages of convection that can be used to alleviate the underdispe-
rion ensembles. The following Section 1.2 describes the basic concept of convection
initiation. Moreover, general concepts of soil-atmosphere interaction, stochastic BL
perturbations, and microphysical uncertainties implemented by CCN perturbations
are presented. Since this thesis mainly focuses on the SMP coupling, further de-
tails about the influence of soil moisture on moist convection are provided in the
literature overview in Section 1.3.
1.2. Basic theory
The previous section described some challenges of convective-scale weather forecast-
ing and stated the importance of interactions between soil moisture and precipita-
tion. Important physical processes underlying the challenging forecast of convection
are presented in the following subsection by providing an overview of the parcel
concept of convection initiation. Afterwards, three specific sources of uncertainty
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influencing convection triggering and formation of precipitation, as well as their in-
terconnections and their potential usage for ensemble perturbation, are presented.
Thus, we describe principles of soil-atmosphere interaction, the influence of stochas-
tic perturbations, and the influence of CCN on cloud formation.
Concept of convection initiation
The basic concept of convection initiation provides important insight into the phys-
ical reasoning behind the challenge of forecasting locally triggered deep convection.
The thermodynamic sounding shown in Figure 1.2 summarizes the parcel concept
of convection initiation in an unstable environment. It shows the pathway of an
air parcel that experiences a mechanism inducing forced lifting. As indicated by
the black line, a rising air parcel cools dry adiabatically until it reaches saturation
at the lifting condensation level (LCL). Thus, a further ascent happens moist adi-
abatically. This means that latent heat release due to condensation of water vapor
reduces the vertical temperature gradient. The energy consumed to reach the level
of free convection (LFC) is equal to the area between the environmental tempera-
ture (red curve) and the parcel ascent (black line) defining the convective inhibition
energy (CIN) (blue area). Above the LFC, the air parcel is warmer than its sur-
rounding, can rise freely until the level of neutral buoyancy (LNB) and convective
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Figure 1.2.: Example of a thermodynamic skew-T, log-p diagram. The lines are the
logarithmically scaled pressure (horizontal, dotted), the isotherms (dotted lines tilted
towards the upper right), the dry adiabats (dashed, red), the moist adiabat (dashed,
blue) and the saturation mixing ratio (green dashed). The diagram shows the envi-
ronmental air temperature (red) and dew point temperature (green). Additionally, the
lifting condensation level (LCL), level of free convection (LFC) and level of neutral
buoyancy (LNB) are indicated. The shaded areas between the environmental temper-
ature and a theoretical ascent of an air parcel starting from the surface (black, solid)
indicate the convective available potential energy (CAPE) (red area) and convective
inhibition energy (CIN) (blue area). The plot was produced using a code provided in
May et al. (2008).
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available potential energy (CAPE) (red area) is released. Hence, the crucial step
deciding about the release of CAPE and the initiation of deep moist convection is
the mechanism necessary to overcome CIN .
It is often an interplay of processes lowering the CIN and mechanisms caus-
ing a forced lifting of near-surface air. On large scales, modifications of the mid-
tropospheric lapse rate associated with, for instance, synoptic lifting, differential
heating, upper-level divergence or low-level moistening may decrease CIN and fa-
vor convection initiation (Kottmeier et al., 2008; Markowski and Richardson, 2010).
Mechanical lifting by mountain slopes or differential heating in complex terrain in-
ducing slope wind circulations and confluence over mountain ridges represent the
importance of orographic effects on convection initiation (Kirshbaum et al., 2018).
Local discontinuities in the BL represent another prominent ingredient for convec-
tion triggering (Weckwerth and Parsons, 2006; Markowski and Richardson, 2010).
Heterogeneities in surface heat fluxes, convergence lines, or the interaction of out-
flow boundaries and gust fronts emerging from the downdraft of mature convective
systems can initiate such air mass boundaries. Hence, triggering processes are,
apart from the synoptically controlled mechanisms, local processes closely linked to
surface and BL conditions. Those small-scale processes constitute a challenge for
state-of-the-art NWP in predicting convective storms. Improving the understand-
ing and representation of those processes is of major importance for the prediction
of intensity and location of deep convection. Three specific sources of uncertainty
for moist convection and potential perturbation approaches connected to them are
briefly described in the following subsections.
Basic concepts of soil–atmosphere interactions
In order to understand processes driving SMP coupling mechanisms, it is crucial
to describe some basic concepts relating the heat and water budgets at the earth’s
surface. The heat budget at the earth’s surface is externally forced by the net
radiative flux (i.e. radiative flux accounting for incoming and reflected shortwave,
as well as incoming and outgoing longwave radiation) and is mainly partitioned into
sensible (SH) and latent (LH) surface heat fluxes. LH is the portion of net radiative
flux expended on evaporation (vaporization of water from non-biologic surfaces),
transpiration (vaporization of water from biologic surfaces) or melting of ice. Thus,
the partitioning of surface heat is dependent on the availability of moisture at the
surface. Sensible heat flux, instead, heats the BL from below and mainly depends
on both, the vertical gradient of temperature near the surface and the near-surface
wind speed. Characteristics of the soil, such as vegetation, land-use, or soil moisture,
are crucial factors defining the partitioning of surface heat fluxes (e.g., Wallace and
Hobbs, 2006; Markowski and Richardson, 2010). The fact that evaporation is not
only a substantial part in the surface heat budget but is also an important sink
term in the surface water budget underlines the importance of soil moisture for
the near-surface atmosphere resulting in an important coupling with precipitation
(Seneviratne et al., 2010).
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Since evapotranspiration physically couples soil moisture and atmosphere, it is
an essential factor for the interaction between those entities. Evapotranspiration is
especially crucial for synoptic situations when local mechanisms provide moisture
supply instead of atmospheric advection. According to, for example, Budyko (1974),
the evaporative fraction (EF = LH
SH+LH
= 1
1+β
, Bowen ratio: β = SH
LH
) can be used
to divide evapotranspiration into a moisture and an energy limited regime. For a
dry soil regime, evapotranspiration is increasing with increasing soil moisture. In
contrast to that, evapotranspiration is not sensitive upon changes in soil moisture
for generally wet soil conditions. For this energy-limited regime, evapotranspiration
is less dependent on soil moisture but on the available energy. Since plants get water
stressed for dry soil conditions, they close their stomata to reduce the water loss by
transpiration. By contrast, this does not happen if the soil is wet and the stomatal
aperture is maximal (Koster et al., 2009).
The linkage between evapotranspiration and subsequent precipitation is highly
nonlinear since dynamical and microphysical effects are included. Both positive or
negative impact on precipitation depending on the stratification within the BL and
its dynamical modifications are possible (Seneviratne et al., 2010; Guillod et al.,
2014). Precipitation is closely correlated to evapotranspiration on long temporal
ranges, and large spatial scales (e.g., Seneviratne et al., 2010), but its small-scale
influence on short-range forecasting of convective precipitation is still under debate.
This complex behavior and its implications for convection initiation are elaborated
in more detail during the literature overview provided in the following Section 1.3.
Initial condition perturbations of the soil moisture are increasingly considered
as being potentially beneficial for ensemble forecasting systems (Gustafsson et al.,
2018). In a pre-operational version of the AROME-EPS, the forecasting system
operationally used at Météo-France, Bouttier et al. (2016) evaluated the influence
of ten different initial surface and soil perturbations. They found that multiplica-
tive initial perturbation of soil moisture turned out to be among the most beneficial
factors improving 2m temperature and humidity. Furthermore, the pre-operational
forecasting system run at DWD contains random perturbations of initial soil mois-
ture with correlation length-scales of 10 km and 100 km. First investigations implied
the improvement of near-surface prognostic variables due to those perturbations
(Schraff et al., 2016). According to Yano et al. (2018) or Bauer et al. (2015), such
coupling mechanisms like the SMP coupling, however, require further understanding
of spatial scales assigned to them for a better representation of its uncertainty and
thus increase the spread of the ensemble by physically meaningful processes.
Stochastic Boundary-Layer perturbations
Application of small-scale initial condition perturbations is not the only way to
deal with the uncertainty proceeding from insufficiently resolved scales and pro-
cesses. Stochastic perturbations can account for uncertainties emerging from im-
perfect model design or underrepresented processes (see also Fig. 1.1). Especially
partly resolved processes, like convection, can benefit from those mode physics per-
turbations (Berner et al., 2017). In fact, they are valuable methods capable of
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reintroducing small-scale variability into convective-scale models (Kober and Craig,
2016). Various approaches are applied containing methods perturbing, for exam-
ple, tuning parameters (Bright and Mullen, 2002) or input fields (Lin and Neelin,
2003). Another widely used method adds multiplicative noise with a specific tem-
poral and spatial correlation to parameterized tendencies (Buizza et al., 1999; Leut-
becher et al., 2017). Those stochastic perturbation approaches showed increased
ensemble spread (Buizza et al., 1999) and improved skill (Lin and Neelin, 2003) but
often lack in consideration of different contributions of physical processes depending
on the synoptic situation (Kober and Craig, 2016) and might increase spread in
regions with an initially good representation of uncertainty.
The physically-based stochastic Boundary-Layer perturbations (PSP) scheme de-
fines the perturbation amplitude by obtaining subgrid-scale standard deviations of
temperature, humidity, and vertical wind from the turbulence scheme (Kober and
Craig, 2016). Perturbations amplified with this standard deviation are added to
the resolved part of each variable. Those perturbations add variability to the BL
that would, in reality, arise from interactions between the soil or surface with the
atmosphere. Inhomogeneities in the BL cause additional turbulence or small-scale
convergence zones that can trigger convection (Kober and Craig, 2016). This leads
to variability in the location of convection initiation in the ensemble and, by doing
that, increases ensemble spread (Rasp et al., 2018).
Microphysical uncertainties
Up to now, this introduction mainly dealt with macrophysical uncertainties affecting
the initiation of deep moist convection. However, there are inherent uncertainties
associated with microphysical processes affecting the aerosol-cloud-precipitation in-
teractions. Aerosols consisting of a mixture of hydrophilic and soluble compounds
are indispensable for the formation of cloud droplets and precipitation. In perfectly
clean air, droplets could only grow by homogeneous nucleation of supersaturated
water. When starting with a tiny embryo droplet, its strongly curved surface has
a higher equilibrium vapor pressure as compared to a flat surface. In other words,
this so-called Kelvin effect causes increased evaporation rate over small droplets.
For this effect to grow cloud or rain droplets, it would require high supersaturation
as the achievable droplet radius is too small. Aerosols support the growth process
in two ways. On the one hand, hydrophilic aerosols increase the radius of droplets
countering the Kelvin effect. Soluble aerosols, on the other hand, decrease the equi-
librium vapor pressure reducing the required supersaturation. This is described by
the ”Raoult effect” (Wallace and Hobbs, 2006).
Uncertainty in the aerosol-cloud-precipitation interactions is not only caused by
physical processes but also by heterogeneous spatial distribution and varying resi-
dence time and transport mechanisms depending on the region of atmosphere (e.g.,
Devara and Manoj, 2013). In general, it is thought that additional aerosols act-
ing as CCN lead to more numerous, but smaller cloud droplets, which can impact
the precipitation formation via the collision-coalescence process (e.g., Hoose et al.,
2009). Tao et al. (2012), however, summarizes several observational studies stating
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both, enhancement and suppression of rain processes depending on the existence
of an ice phase in the rain process and the concentration of CCN. Very clean air
(i.e. low concentration of CCN) result in an enhancement of warm rain processes
(i.e. absence of ice phase) whereas cold rain processes are suppressed. Interestingly,
the opposite is true for high CCN concentrations. Furthermore, the mixed-phase
region is deeper for the latter aerosol concentrations as compared for clean condi-
tions. Seifert et al. (2012) show that in convection-permitting simulations for three
summer seasons across Central Europe, the average effect of varying aerosol con-
centrations on precipitation is negligible due to buffering effects, although the cloud
properties themselves (like, e.g., condensate amounts) are strongly influenced.
Perturbing the aerosol concentration influences cloud formation by altering the
collision-coalescence process and reducing required supersaturation of the air. More-
over, it varies cloud-radiation and radiation-aerosol interactions thus indirectly feed-
ing back to the radiation budget at the earth’s surface (Seifert et al., 2012; Betts
and Silva Dias, 2010; Fan et al., 2016).
The previous subsections described three specific sources of uncertainty in con-
vection initiation and formation of precipitation but acting on different steps in
the convection process. The three methods share processes physically linking them
to each other as they all act on or are influenced by the earth’s surface radiation
budget. Heterogeneous perturbations in the initial soil moisture conditions intro-
duce uncertainties at the surface affecting the growth and structure of the BL by
radiative processes and thus is directly linked to convection initiation and precipi-
tation. While soil moisture perturbations modify the BL via surface heat budget,
physically-based stochastic Boundary-Layer perturbations (PSP) directly perturb
the BL structure. Perturbing the aerosol concentration affects the earth’s surface
radiation budget thus indirectly feeding back to the BL (Seifert et al., 2012; Betts
and Silva Dias, 2010; Fan et al., 2016). Since the main focus of this thesis, how-
ever, is on the interaction between soil moisture and convective precipitation, the
following literature review presents further details about the SMP coupling.
1.3. The role of land surface processes in the
initiation of convection
Land surface processes, such as the processes described in the previous section, play a
crucial role in the initiation of deep convection and subsequent precipitation and are
of major importance for weather and climate (e.g., Schär et al., 1999; Pielke, 2001).
Spatial and temporal anomalies in surface characteristics, like surface roughness,
orography, leaf area index, vegetation, or, particularly, soil moisture can result in
anomalies in surface energy budget (e.g., Taylor et al., 2011) by determining the
partitioning of the surface heat flux into latent and sensible heat. The partitioning
of the surface heat flux strongly influences the diurnal evolution of the BL. The SMP
coupling has been found to be relevant on many timescales and encompasses long-
term memory effects caused by the seasonal storage of water affecting continental
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climate (e.g., Schär et al., 1999; Koster et al., 2004) as well as the daily timescale
by triggering cumulus convection (e.g., Clark et al., 2004; Barthlott et al., 2011b).
Likewise, SMP coupling covers spatial scales ranging from continental-scale down
to the convective-scale. Presently, SMP coupling at convective-scales poses a major
challenge in NWP concerning the initiation of deep convection and the subsequent
formation of precipitation. In the present thesis, we focus on the SMP coupling
at convective scales [O(10 km)] on daily timescales. The complexity related to the
SMP coupling is discussed in the following literature review.
Observational evidence
The sign of SMP coupling and its scale-dependence have been controversial issues
when examining soil-atmosphere interactions. Based on findings and methods devel-
oped in Taylor et al. (2012) concerning spatial soil moisture-precipitation coupling,
Guillod et al. (2015) presented additional observational evidence on the coupling
of soil moisture characteristics before afternoon precipitation. Using 10 years of
global satellite observations at 0.25° spatial and 3-hourly temporal resolution, the
interplay of spatial soil moisture heterogeneity and temporal soil moisture anomaly
was examined. They found a positive SMP coupling (more precipitation over wet-
ter soils) for temporal soil moisture anomalies (i.e. an anomaly compared to the
mean seasonal cycle) and, in contrast, a negative SMP coupling for spatial anoma-
lies. Thus, locally, heterogeneous soil conditions exhibit rainfall maxima over dry
anomalies. This different influence of temporal and local soil moisture anomalies
was recently proved by Welty and Zeng (2018) or Moon et al. (2019) using different
regional and global observation data sets and global climate modeling. The role of
spatial discontinuities in soil moisture was additionally emphasized by Taylor et al.
(2018) as they observed the initiation of convective systems over dry regions near soil
moisture gradients. However, those convective cells weakened as they were advected
over adjacent wetlands in the sub-Saharan African region. However, Welty and Zeng
(2018) hypothesized about an impact of the synoptic regime on the SMP coupling
potentially inverting the coupling sign during strong synoptic forcing. Hsu et al.
(2017) furthermore found a locally positive SMP coupling for locally dry anomalies
embedded in very wet large-scale soil moisture conditions.
While numerous studies (e.g., Koster et al., 2004; Taylor et al., 2011) show that
the SMP coupling is more pronounced in dry and semi-humid climates of the globe,
Yang et al. (2016) found anomalous springtime soil moisture conditions influencing
summer precipitation over Central European and Central Northern American re-
gions. Besides this seasonal coupling, Taylor (2015) linked convection initiation to
soil moisture based on satellite observations of cloud top and land surface tempera-
ture as well as soil moisture over Europe. According to them, convection initiation
seems to be favored on the downstream side of dry surfaces, close to wetter areas.
Those observational studies report about two important features of soil moisture
affecting precipitation in different ways. On the one hand, a seasonal anomaly is
mostly positively coupled with precipitation while, on the other hand, convective
precipitation is often linked to heterogeneity in soil moisture. Furthermore, those
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studies predominantly deal with large spatial and long temporal scales. The in-
fluence of soil moisture anomalies on convective precipitation on daily timescales,
however, is hardly covered. Moreover, they give evidence for the different influence
of large- and small-scale soil moisture anomalies but are not able to give information
about dominant heterogeneity length-scales or mechanisms leading to the different
coupling signs.
Numerical modeling studies in idealized settings
Although all the advances based on statistical evaluations of observations, those
studies have difficulties in demonstrating causal relationships as mechanisms causing
precipitation are often upstream of the location of precipitation (Ford et al., 2018).
Much of the numerical modeling work on SMP coupling was based on the applica-
tion of uniform soil moisture perturbations. A positive coupling between uniform
soil moisture perturbations and subsequent precipitation was found in simulations
with horizontally homogeneous atmospheric initial conditions using a convection-
permitting model resolution (Schlemmer et al., 2012; Imamovic et al., 2017) and
Large Eddy Simulations (Cioni and Hohenegger, 2017).
Other studies focus on the effect soil moisture heterogeneity on the SMP coupling
and elucidate dominant processes starting from those spatial anomalies (e.g., Froide-
vaux et al., 2014; Lee et al., 2019). For the same surface heat flux, dry patches show
lower latent heat fluxes in comparison with nearby moist patches. The resulting
surplus in sensible surface heat flux leads to an increased buoyancy over dry patches
resulting in a deeper BL and compensating thermally induced circulation between
the differentially heated dry and moist land areas (Mahfouf et al., 1987). Those cir-
culations alter the location and timing of convection especially under weak synoptic
forcing conditions (e.g., Pielke, 2001; Birch et al., 2015) and occur at heterogeneity
length-scales in the meso-β-scale (20−200 km) (Segal and Arritt, 1992).
The influence of gradients in soil moisture on the dynamics in the lower tropo-
sphere has almost exclusively been studied using model setups with horizontally
homogeneous atmospheric initial conditions. Convection-permitting 2D simulations
(Robinson et al., 2008) and highly idealized 3D simulations (Cronin et al., 2015;
Lee et al., 2019) found a preferential initiation of moist convection over dry spa-
tial anomalies having a scale of O(10 km). Froidevaux et al. (2014) studies the
interaction between local soil moisture anomalies and the background wind by run-
ning simulations with horizontally homogeneous atmospheric initial conditions on a
convection-permitting resolution. Varying horizontal wind speed, it has been found
that the background wind shifts the preferred region of convection triggering to the
upstream side of areas with positive soil moisture anomaly. Moreover, Lee et al.
(2019) find the ability of a strong background wind (> 2 ms−1) to suppress thermal
circulations and the impact of soil moisture heterogeneity on convection initiation
based on highly idealized large-eddy simulations (LESs).
Those idealized studies emphasize the importance of soil moisture gradients for the
dynamics of the lower troposphere, as well as interactions of thermally induced cir-
culations with the background wind. However, those studies cannot answer whether
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those mechanisms still hold for operationally used models with a grid-spacing of a
few km and realistic spatially variable surface or atmospheric conditions.
Regional numerical modeling studies in real-case scenarios
Similar to the above mentioned observational studies, regional studies under real-
case scenarios mostly concentrate on semi-arid to semi-humid regions of the globe,
which are considered to be preferentially affected by soil moisture-precipitation in-
teractions. Regional modeling studies over the Great Plains (Northern America)
support the importance of soil moisture heterogeneities interacting with deep con-
vection. Sensitivity analysis simulating convection embedded in quasi-stationary
fronts benefited from an accurate description of the initial soil moisture state (Chang
and Wetzel, 1990). Spatial variations in soil moisture caused differential heating,
which enhanced lifting near the gradient and improved the realistic representation of
the convective events compared to observations. While soil moisture heterogeneity
has an important impact on the initiation of convection, its effect is almost negligi-
ble concerning regional-scale average precipitation (Trier et al., 2008). Supporting
above mentioned studies over Northern America, Adler et al. (2011) found the tran-
sition from shallow to deep convection predominantly occurring near the upwind
part of circulation cells thermally induced by differential heating of the surface by
exploiting convection-permitting COSMO simulations over Western Africa. In a
different study by Cheng and Cotton (2004), the dependence on soil moisture ac-
curacy, however, was minor, as large-scale synoptic forcing had a more pronounced
influence. Nevertheless, they found that an accurate representation of soil moisture
on a spatial scale of 40 km or finer improves the forecast of rainfall.
In general, the effect of soil moisture anomalies on convective precipitation in the
European region in real-case scenarios using convection-permitting NWP models is
rarely examined. Among the few studies that were published, Hohenegger et al.
(2009) and Barthlott et al. (2011a) show a strong case-dependence of the SMP cou-
pling in various mountainous regions in Central Europe. Likewise, Koukoula et al.
(2019) could not find consistent feedback after performing several case studies over
Southern France using 1 km model resolution initialized with different soil moisture
conditions of varying accuracy. Nevertheless, they found a strong influence of ini-
tial soil moisture on intensity and location spatial distribution of deep convection.
They concluded that an accurate representation of soil moisture leads to a better
representation of local circulations driven by soil moisture. In contrast to that,
Van Weverberg et al. (2010) reported only a vanishing beneficial impact of accu-
rate soil moisture representation simulating two cases of convection driven by strong
buoyancy, and strong wind shear over Belgium. Nevertheless, the majority of those
real-case studies report about a beneficial impact of accurate representation of soil
moisture on the forecast of precipitation.
Regional numerical modeling studies thus indicate that orographic and atmo-
spheric complexity hampers the clarity of a potential SMP coupling in real-case
scenarios. While most studies conclude that an accurate representation of soil mois-
ture has a beneficial impact on the precipitation forecast, systematic studies focusing
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on the influence of the heterogeneity length-scale of soil moisture anomalies are miss-
ing. This, however, would provide valuable information about the potential impact
of heterogeneous soil moisture perturbations in EPSs.
Soil moisture-precipitation coupling in the context of the synoptic regime
and analyzed scale
Another underrepresented issue of the SMP coupling is the consideration of multi-
scale interactions as well as the synoptic regime of the weather situation. On the one
hand, there are observationally based studies (e.g., Taylor and Ellis, 2006; Taylor
et al., 2013) or studies based on idealized simulations (e.g., Froidevaux et al., 2014;
Lee et al., 2019) focusing on spatial scales in the order of O(10 km). Prominent
processes are linked to thermally induced circulation cells near the surface, as well
as low-level stratification and humidity (Findell and Eltahir, 2003a). On large scales,
on the other hand, studies like Koster et al. (2004) or Schär et al. (1999) mostly
report a positive coupling dominated by surface evaporation. A pioneering study
by Guillod et al. (2015) unites those two scales in a global observational study
reporting a positive SMP coupling for large scale soil moisture anomalies and, in
contrast, a negative SMP coupling for spatial anomalies. Even though a subsequent
study proved their concept using observations and coarse-resolution, global, climate
modeling, evidence on a regional scale using convective-scale modeling on daily
timescales under real-case scenarios is still missing.
The literature review showed evidence for the synoptic situation weakening the
SMP coupling for single case studies over Europe (Van Weverberg et al., 2010) or
America (Cheng and Cotton, 2004). According to a recent study evaluating more
than 16000 convective events over the Great Plains by Ford et al. (2018), the interac-
tion between soil moisture, atmosphere, and subsequent precipitation significantly
weakens for increasing synoptic forcing. In fact, large-scale conditions can also
change the sign and intensity of SMP coupling on a local scale (Ford et al., 2015).
Therefore, it is important to consider the synoptic situation when investigating the
SMP coupling.
1.4. Aims and outline of this thesis
The assessment of the scale-dependent, as well as the relative impact of heteroge-
neous soil moisture perturbations in convective-scale NWP is now possible due to
important scientific advancements. Developments in convective-scale modeling and
improvements of computational power enable us to transfer knowledge gained in
highly idealized and observational studies to a state-of-the-art, operationally used
convection-permitting numerical weather model and to real-case application.
The literature review presented in the previous sections revealed a lack of under-
standing of amplitude and sign of SMP coupling mechanisms considering different
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spatial scales and synoptic conditions. Furthermore, the scientific community real-
ized the importance of surface-atmosphere coupling mechanisms and increasingly in-
corporates surface perturbations in modern EPSs to mitigate underdispersion of en-
sembles by perturbing those relevant, but poorly represented sources of uncertainty.
This, however, still requires a more in-depth knowledge of coupling mechanisms and
their representation in convection-permitting numerical weather models. Moreover,
the multi-scale aspect of heterogeneous soil moisture initialization in the Central
European region is barely addressed by current literature. Systematic studies fo-
cusing on the influence of the heterogeneity length-scale of soil moisture anomalies
in real-case scenarios including the full complexity of the surface and atmosphere
are missing. Understanding dominant coupling mechanisms, relevant spatial length-
scales, and the relative impact of heterogeneous soil moisture compared to other
perturbation approaches are of major importance regarding the design of future
EPSs.
This dissertation focuses on assessing dynamical processes and the relative impact
of heterogeneous soil moisture initial condition on convection initiation and subse-
quent precipitation in the Central European region. The representation of physical
mechanisms in a modern, convective-permitting numerical weather model is of spe-
cial interest. This thesis will aim at the identification of the scale-dependent impact
of heterogeneous soil moisture perturbations on convection initiation and subsequent
precipitation. Doing that, we will describe relevant processes in real-case scenarios,
and assess the relative impact of soil moisture perturbations compared to stochas-
tic Boundary-Layer perturbations and aerosol perturbations. The lack of research
concerning the influence of the SMP coupling and its potential importance for un-
certainty representation and mitigation of underdispersion in future EPSs motivates
the following research questions addressed throughout this thesis:
RQ-1 How does an initial soil moisture bias affect convective precipitation consid-
ering different synoptic regimes?
RQ-2 What is the collective and regime dependent impact of soil moisture bias and
heterogeneity on different spatial scales on the precipitation forecast?
RQ-3 What is the relative impact of soil moisture, stochastic Boundary-Layer, and
aerosol perturbations on convective precipitation considering different synop-
tic regimes?
The following Chapter 2 comprises the research strategy applied to answer the ques-
tions stated above. Furthermore, it describes the used weather model, the performed
experiments, as well as measures to evaluate the experiments and characterize the
synoptic conditions. Results aiming to answer the research questions are presented
in Chapter 3 starting with uniform bias experiments and proceeding via the evalu-
ation of heterogeneous soil moisture perturbations to the assessment of the relative
impact of three specific, major sources of uncertainty in the convection initiation
process. Chapter 4 discusses the results in light of a broader context and provides
some future implications.

2. Methodology
The following section presents the research strategy utilized to answer the questions
posed in the previous chapter before it describes the procedures and methods used
in this thesis in more detail. It provides a description of the COSMO model and
the designs of the three different sets of experiments before two benchmark sim-
ulations are described. Furthermore, the convective adjustment timescale used to
characterize the case studies, as well as the case studies themselves, are presented.
Further detail about the choice of case studies and the underlying convective adjust-
ment timescale are presented. Finally, the reader finds information about metrics to
describe spatial variability and the thermodynamic state of the lower troposphere.
2.1. Research strategy
The literature review provided in the previous chapter exposes a lack of under-
standing concerning the impact of heterogeneous soil moisture perturbations on
deep convection considering different synoptic situations. This lack is especially evi-
dent, considering real-case scenarios in a convection-permitting model environment.
Furthermore, it is essential to assess the relevance of the SMP coupling by compar-
ing the influence of soil moisture perturbations to other perturbation methods, such
as stochastic BL perturbations or perturbations of the CCN concentration. This
comparison is important concerning potential applications in future EPSs.
Assessing the impact of different perturbation approaches on convective precip-
itation in real-case scenarios requires a convection-permitting NWP model. We
chose the Consortium for Small-scale MOdeling (COSMO) model, which is opera-
tionally used at DWD in a convection-permitting configuration for daily forecasts
over the Central European region. It is furthermore applied in numerous highly
idealized (e.g., Bachmann et al., 2019), and real-case (e.g., Barthlott and Kalthoff,
2011) studies with great success in accurately reproducing the atmospheric state
and physical processes. By choosing this model, we can build on studies dealing
with the coupling between surface processes and precipitation in highly idealized
setting (e.g., Imamovic et al., 2017), and on studies applying uniform initial soil
moisture perturbations (e.g., Barthlott and Kalthoff, 2011). We intentionally run
the model in its operational configuration to remain as close as possible to problems
in everyday weather forecasting and to identify dominant, resolved processes being
relevant for the operational service.
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A difference to the operational model configuration is the application of the
double-moment microphysics scheme (Seifert and Beheng, 2006). This scheme en-
ables a more accurate description of cloud properties and will potentially be in-
corporated in future operational modeling systems at DWD. More importantly, it
exclusively enables us to vary the concentration of cloud condensation nuclei (CCN)
in the model. This is important in the context of research question RQ-3 and allows
to compare perturbations of the impacts of the initial soil moisture, stochastic BL
perturbations and microphysical perturbations affecting autoconversion processes
and the activation of cloud droplets (i.e. CCN).
Along with the quasi-operational setting of COSMO, we adopt the model domain
centered over Germany and containing parts of its neighboring countries. This
region provides the opportunity to study the sensitivity of the results to orography
as the domain contains a relatively flat northern and an orographically structured
southern part. Since we are assuming similar synoptic conditions across the entire
domain, differences in the impact of perturbations can be attributed to the terrain’s
complexity as orography can strongly influence the location of convection triggering.
We carefully selected case studies in order to identify the sensitivity of the results
to the synoptic regime. The focus lies on locally triggered deep moist convection,
which is challenging to predict for modern NWP. Thus, case studies must exhibit
a pronounced daily cycle of convective precipitation spread over the entire model
domain. Even though omitting situations directly affected by frontal activity, we
collected case studies revealing local heavy precipitation under different synoptic
conditions. An objective classification of the synoptic regime is performed by ap-
plying the convective adjustment timescale (Done et al., 2006; Keil et al., 2014, see
Section 2.5). A framework introduced by Findell and Eltahir (2003a) provides in-
formation about the thermodynamic preconditioning according to which initiation
of convection is favored over dry or wet soils (see Section 2.8). Among others, we
chose a ten-day period of high impact weather comprising daily heavy precipitation
under varying large-scale conditions. This period is of high interest as it caused high
financial losses by local convective precipitation events (Piper et al., 2016), and it
is the basis for comparisons in research question RQ-3.
We apply three sets of experiments specifically tailored to the three research ques-
tions posed in Section 1.4. The first set, relating to RQ-1, comprises uniform bias
perturbations providing valuable information about the impact of soil moisture per-
turbations on convective precipitation and its spatial variability considering different
synoptic conditions.
The second set of experiments is designed to introduce soil moisture heterogeneity
at well-defined length-scales systematically. Chessboard patterns with different tile
sizes are linked to the previous experiments by superposing heterogeneous initial
soil moisture conditions with a uniform offset. Those experiments are suited to
provide insight into the collective impact of soil moisture bias and heterogeneity on
convective precipitation, considering the prevailing synoptic conditions (RQ-2). The
introduced soil moisture pattern enables us to investigate the dynamical response
of the lower troposphere to sharp soil moisture gradients. This setting is, to our
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knowledge, the first transferring findings from highly idealized studies into a real-
case application and enables us to identify dominant length scales of soil moisture
perturbations in an operationally used convection-permitting weather model. Since
our focus is on the influence of heterogeneous initial soil moisture on convective
precipitation, we chose to have a short spin-up time for the simulations as gradients
and heterogeneity length-scale might lose sharpness after longer forecasting time.
The third set of experiments realizes more realistic initial condition perturba-
tions. High-, Low-, and Band-pass filtered soil moisture conditions unify domi-
nant length-scales found in the previous chessboard experiments with perturbation
length-scales used in the Kilometre-Scale Ensemble Data Assimilation (KENDA)
scheme. KENDA provides initial conditions for the new EPS used operationally at
DWD since March 2017 (Schraff et al., 2016; Theis et al., 2017). We compare the in-
fluence of this perturbed-parameter ensemble featuring spatial inaccuracy in initial
soil moisture with two other major sources of uncertainty in convection initiation
and formation of precipitation. While soil moisture perturbations affect the trigger-
ing of deep convection via differential surface heating, stochastic BL perturbations
introduce small-scale variability directly affecting the BL structure. Perturbing the
aerosol concentration influences, on the one hand, the cloud formation by perturb-
ing the autoconversion process via different concentrations of cloud condensation
nuclei (CCN). Since cloud formation is influenced, cloud-radiation interactions, on
the the other hand, affect the earth’s surface radiation budget and thus indirectly
feeds back to the BL (e.g., Seifert et al., 2012; Fan et al., 2016). This choice of pertur-
bation parameters features important specific sources of uncertainty related to the
initiation and formation of deep moist convection. The relevance of the comparison
of those specific uncertainty sources is given by important physical processes linking
them with each other but affect convection at different stages. Performing separate
COSMO experiments with a single type of perturbation allows for the accountabil-
ity of differences between the ensembles to the respective perturbation. To assess
the relevance of the variability caused by the perturbations, we introduce a lower
and upper benchmark for spatial and ensemble variability by a white noise ensemble
(WNoise) and the operational COSMO-DE-EPS. Assessing the relative impact of
different perturbation methods is of high importance as future NWP systems might
increasingly incorporate multi-parameter perturbations to mitigate underdispersion
of ensembles. By using those perturbed-parameter ensembles, we are eventually able
to assess the relative impact of soil moisture, stochastic BL, and CCN perturbations
on convective precipitation (RQ-3).
To assess the ensemble and spatial variability of the precipitation forecasts, we
apply two different measures. The normalized ensemble spread is a widely used
measure to quantify the ensemble variability, and itself is insensitive of the ensemble
size as it is divided by N − 1. Spatial variability is measured by means of the
Fractions Skill Score (FSS). The FSS is commonly used as a measure of predictive
skill. We, however, interpret the FSS as a measure of spatial variability within a
perturbed-parameter ensemble.
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Note that we do not attempt to represent realistic soil moisture error distributions.
These are likely to have complex structures projecting on many length-scales, leading
to changes in the atmospheric flow that are difficult to interpret. Instead, by under-
standing how the atmospheric response varies with the analyzed spatial scale and
the weather regime, we aim to enable future research to focus on the soil moisture
uncertainties that are most relevant to precipitation forecasts. Another limitation
of this study is the ensemble size, which had to be limited due to computational
constraints. However, Clark et al. (2011) diagnosed statistically indistinguishable
results for small ensemble sizes (3-9 members) compared to their full 17-member en-
semble investigating precipitation forecast skill in convection-permitting ensembles.
Thus, despite limited and variable ensemble sizes, we are convinced that sensitivities
of precipitation forecasts are attributable to the different perturbation approaches.
The selection of parameters chosen for perturbations does not imply other param-
eters’ unimportance. We intend to feature different sources of uncertainty linked
to deep moist convection and leave the exploration of other parameters, as well as
synergistic effects of different parameters to future research.
2.2. Model setup
The numerical experiments are conducted using the operational COSMO-DE fore-
cast model (Version 5.3) (Baldauf et al., 2011). The fully compressible equations of
motion are solved on an Arakawa-C grid with a horizontal resolution of 0.025° and a
model time step of 25 s. The domain covers the area shown in Figure 2.1 and is dis-
cretized in 461 by 421 horizontal grid cells and 50 vertical levels. This results in an
approximate grid-spacing of 2.8 km or a domain size of roughly 1300 km× 1200 km.
The COSMO-DE experiments are started daily at 00 UTC with 24 h forecast lead
time and driven by hourly COSMO-EU analysis data available on a 7 km grid and
interpolated on our grid using the preprocessor INT2LM (Version 2.03) (Schättler
and Blahak, 2017). The horizontal grid spacing of approximately 2.8 km allows for
the explicit representation of deep convection, whereas shallow convection is param-
eterized using a mass flux scheme (Tiedtke, 1989). 1-D turbulence is parameterized
based on a prognostic equation of Turbulent Kinetic Energy (TKE) using a level
2.5 closure scheme. The two-moment microphysics scheme (Seifert and Beheng,
2006) is applied to benefit from the more accurate representation of cloud proper-
ties (see, e.g., Igel et al., 2014), the availability of additional cloud quantities and
the possibility to perturb the concentration of CCN. Unless otherwise noted, a typ-
ical CCN amount for continental conditions over Central Europe of 1700 cm−3 is
used. The Harmonized World Soil Database provides external parameters for soil
characteristics (HWSD), for topographical information by the 30 arcsec gridded,
quality-controlled Global One-km Base Elevation Project (GLOBE) and land use
by the GLOBECOVER Database.
Figure 2.1a shows the topographic situation with the gray shading. We divide the
domain into a fairly flat northern and an orographically structured southern part.
Throughout the thesis, the German subdomain is divided into a plain northern part
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Figure 2.1.: Topographical map (a) and distribution of soil types (b) of the entire
COSMO-DE domain, as well as the German subdomain consisting of a Northern Ger-
man (black box) and Southern German subdomain (gray box). Political boundaries are
shown in dotted and coastlines in black solid lines.
(i.e. Northern German subdomain), and a southern part showing complex terrain
(i.e. Southern German subdomain). Mountain ranges, such as the Alps, Vosges, and
the Central German Uplands characterize the topographic structure of the southern
part. The latter low mountain range marks the division to the comparatively flat
northern subdomain.
Soil processes are simulated using the multi-layer soil model (TERRA-ML) with
seven soil layers as described in Doms et al. (2011). The soil model considers pre-
cipitation and the formation of rime and dew as sources while runoff, evaporation,
and transpiration represent sink terms of water in the soil. For thermal interaction
between soil and atmosphere, COSMO considers the radiation budget at the surface,
as well as sensible and latent heat fluxes. Surface heat fluxes are computed using a
bulk transfer coefficient based on similarity theory and dependent on the stability
of the atmospheric surface layer. The latent heat flux is determined by the evap-
oration that depends, among others, on the degree of saturation of the soil, which
is mostly defined by the local soil type. Dominant soil types are loam and sand in
the German domain (see Fig. 2.1b). Sensible heat fluxes are determined by surface
temperatures in TERRA-ML. Thus, surface heat fluxes are largely dependent on
local soil conditions.
2.3. Experimental Design
This section provides a detailed description of the performed sets of initial soil
moisture perturbations used to identify dominant mechanisms in SMP coupling and
relevant heterogeneity length scales. Furthermore, three perturbed-parameter en-
sembles are presented consisting of soil moisture perturbations (Soil), stochastic
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Figure 2.2.: COSMO-DE domain covering Central Europe juxtaposed with political
boundaries shown in dotted and coastlines in black solid lines. Different of initial
soil moisture conditions including the unperturbed reference (REF, a), positive bias
(B125, b), uniform soil moisture (UNI, c), chessboard patches with 10 (C100_28k, d),
20 (C100_56k, e) and 40 (C100_112k, f) grid cells patch sizes, as well as filtered initial
conditions showing high-pass (LP56k, g), low-pass (HP56k, h) and band-pass (HP50k,
i) filtered initial conditions are shown in shadings. The yellow box in (f) exemplarily
shows the sliding window to compute mean vertical cross-sections depicted in Figures
3.12, 3.14 and 3.15.
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Boundary-Layer perturbations (PSP), and different realizations of cloud condensa-
tion nuclei (CCN). Note that, especially during the evaluation of the high impact
weather (HIW) period in Section 3.3, the perturbed-parameter ensembles are for
simplification often referred to as ”ensembles”.
2.3.1. Soil moisture perturbations
To study the role of soil moisture bias and heterogeneity, we modulate the soil mois-
ture at the initial time by choosing pragmatic perturbations. For the construction
of soil moisture fields, we define a relative soil moisture (wso)
wsoi,j =
wli,j
Vpi,j ∆z
(2.1)
calculated based on the pore volume (Vp) specified for the soil type present at an
individual grid cell i, j. The liquid water content of the soil layer in a grid cell is
denoted wli,j with ∆z being the thickness of the soil layer. This definition is similar
to the degree of saturation for a specific soil type as described in Hillel (1998).
Next to an unperturbed reference simulation (REF) (Fig. 2.2a), we conducted
three different sets of experiments each contributing to one of the research questions.
The first set with constantly reduced / increased soil moisture allows to inspect the
influence of bias in initial soil moisture state on the forecast of deep convection
(see RQ-1). Each grid cell’s soil moisture is multiplied by a factor of 0.75 (1.25)
to simulate a soil moisture bias of ±25 % (as in Barthlott et al., 2011a). Those
experiments are named B075 and B125. Mean deviations between observations and
the COSMO model amounting to 20-30 % in the area of interest (Hauck et al.,
2011) additionally motivate this value. An example of a B125 initial soil moisture
distribution is shown in Figure 2.2b. Note that the word “bias” relates to a bias
relative to the reference state as a comparison to observations is beyond the scope
of this study.
The second set of experiments focuses on the collective impact of initial soil mois-
ture bias and heterogeneity on convective initiation and precipitation (see RQ-2).
Chessboard patterns in initial relative soil moisture are introduced to imprint spa-
tial variability at well-defined spatial scales. The dry (moist/wet) patches devi-
ate from the domain averaged soil moisture (wso) by 25 % (−25 %). This no-bias
(C100) set of experiments includes six chessboard patterns with patch lengths of
28 km (C100_028k), 42 km (C100_042k), 56 km (C100_056k), 84 km (C100_084k),
112 km (C100_112k) and 140 km (C100_140k). Note that initial relative soil mois-
ture is identical for all C100 experiments and is also equal to REF. Examples of
chessboard patterns are shown in Figure 2.2(d-f). In addition to that, there are
similarly set up experiments with a temporal soil moisture anomaly (i.e. large-scale
anomaly) is mimicked by a bias of ±25 % in relative soil moisture (Barthlott et al.,
2011a). This setting results in moist-bias experiments with 25 % more domain-
averaged initial relative soil moisture (C125), and dry-bias experiments with 25 %
less domain-averaged initial relative soil moisture (C075). Heterogeneity length
scales are identical to the C100 experiments, and the naming is analogous.
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Since the focus in RQ-2 is on the influence of the heterogeneity length-scale,
we introduce a control simulation UNI without any gradients in relative soil mois-
ture. The initial relative soil moisture of every soil layer is uniformly replaced by
its domain-averaged value (wso) to create UNI. This control simulation necessary
for representative comparison with the chessboard experiments, which then enables
conclusions about the influence of soil moisture heterogeneity and its length-scale.
While no gradients in relative soil moisture are present (see also Fig. 2.2c) there
are still gradients in surface heat fluxes possible as the soil type, and thus abso-
Table 2.1.: List of COSMO-DE experiments indicating the experiments’ name (set of
experiment (SoE)), bias (B), perturbation length scale (patch size, cutoff length scale,
respectively) and a short description of the perturbation. Listed are single experiments,
such as the two simulations with a homogeneous bias (Dry Bias B075, Moist Bias B125),
the unperturbed reference simulation (REF), as well as the uniform control simulation
(UNI). The lower part of the table shows several sets of experiments. The six different
chessboard patch sizes are applied to all bias experiments (Chessboard Dry Bias C075,
- No Bias C100, - Moist Bias C125). The last group lists the spatially filtered initial
conditions comprising a set of high-pass (HP), low-pass (LP) and band-pass filtered
experiments with three cutoff length scales in each case.
SoE Bias Description
B075 0.75 uniform negatively biased initial soil moisture conditions
REF – – unperturbed reference simulation
B125 1.25 uniform positively biased initial soil moisture conditions
UNI – –
control simulation with initial relative soil
moisture uniformly replaced by its
domain-averaged value (wso)
Patch sizes wso dry patch wso dry patch
C075 0.75 28 km, 42 km, 56 km,
84 km, 112 km,
140 km
(B wso) 0.75 (B wso) 1.25
C100 1.00 (B wso) 0.75 (B wso) 1.25
C125 1.25 (B wso) 0.75 (B wso) 1.25
Cutoff length scales Description
HP – 10 km, 50 km,
100 km
High-pass filtered initial soil moisture conditions
LP – 10 km, 50 km,
100 km
Low-pass filtered initial soil moisture conditions
BP – 14 km, 28 km, 56 km Band-pass filtered initial soil moisture conditions
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lute soil moisture content, is still spatially varying (cf. Fig. 2.1b). Note that initial,
domain-averaged relative soil moisture is equal for UNI, REF, and C100 simulations.
The third set of experiments, often referred to as perturbed-parameter ensemble,
is intended to bridge the gap from pragmatic soil moisture initialization structures to
inaccuracies in the spatial representation of initial soil moisture, which is more rele-
vant for operation. Those experiments are conducted to assess the relative impact of
soil moisture perturbation compared to other perturbed-parameter ensembles (see
RQ-3). Experiments with spatially-filtered initial soil moisture conditions enable to
study the influence of perturbations at particular spatial scales and mimic spatial
misrepresentation of soil moisture observations. Spatial filtering is based on a dis-
crete cosine transform. In order to produce the spatially filtered initial conditions,
specific wavenumbers are cut off from the spectrum before applying the inverse
transform. Three different types of spatial filters are performed, namely, High-,
Low-, and Band-pass filters. The band-pass filtered experiments apply windows
with a bandwidth of 4 grid cells (i.e. 11.2 km) centered around the respective cutoff
scales in order to produce initial conditions comprising specific spatial scales. Note
that this bandwidth is close to the effective resolution of 4 to 5 times the horizontal
grid spacing whereas smaller scales are not accurately resolved in COSMO (Bierdel
et al., 2012). Two band-pass filtered experiments are produced applying the length-
scales used in the KENDA system (Schraff et al., 2016). Those cover two orders
of magnitude as 10 km (BP010k) and 100 km (BP100k). Additionally, we perform
a third band-pass experiment cutting length scales around 50 km (BP050k). We
choose this length-scale as a result of the chessboard experiments that are described
in Section 3.2. In addition to the three band-pass filtered experiments, we also ap-
plied three low- and three high-pass filters. Cut-off length scales for the high- (HP)
and low-pass (LP) filters are on scales of 14 km (HP14k / LP14k), 28 km (HP28k /
LP28k) and 56 km (HP56k / LP56k). This third set of soil moisture experiments
amounts to nine spatially filtered initial soil moisture conditions used to generate
an ensemble of soil moisture perturbations. Note that the initial domain averaged
soil moisture wso remains constant throughout all spatially filtered experiments.
Since the relative soil moisture is restricted to values well below 1, no local over-
saturation of the soil is possible, and no extra runoff can be generated (see also wso
in Table 2.2). No hydrological or atmospheric process is perturbed beyond the ini-
tial time, and the soil model can evolve freely during the entire simulation. Keeping
the spin-up time short allows for the evaluation of the direct influence initial soil
moisture heterogeneity exerts on deep convection. Longer spin-up times would re-
sult in a weakening of spatial gradients and blurring of precise length scales. A loss
in sharpness of the gradients would hamper the detection of physical mechanisms.
After 24 h forecast the soil moisture perturbation pattern is still dominant and only
exhibits minimal reductions in magnitude. In total, the three sets of experiments
add up to 30 COSMO-DE simulations per case, as summarized in Table 2.1.
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2.3.2. Physically-based stochastic Boundary-Layer
perturbations
One central task of this thesis is it to assess the relative impact of soil moisture per-
turbation compared to other perturbation methods. The physically-based stochas-
tic Boundary-Layer perturbations (PSP) for BL turbulence was first described in
Kober and Craig (2016); an updated description of this model physics perturbation
approach can be found in the appendix of Rasp et al. (2018). The primary moti-
vation follows from the observation that convective triggering in situations of weak
synoptic forcing depends crucially on BL turbulence. In km-scale models, convection
is treated explicitly while BL turbulence is parameterized. These parametrizations,
however, only represent the mean effect of sub-grid turbulence and not fluctuations
around the mean, which can be on the same order of magnitude. The PSP scheme
aims to re-introduce the missing variability by perturbing the tendencies of tem-
perature, humidity and vertical velocity based on a horizontal random field with
a correlation length of five grid boxes, and a temporal correlation of 10 min. The
amplitude of the perturbations is scaled to the physical sub-grid variances of the
respective variables, which are diagnosed in the 2nd order local closure scheme of
the COSMO model (Mellor and Yamada, 1982). From this follows that the most
substantial impact of the PSP scheme occurs in situations with considerable BL
turbulence, for example on a convective summer day. A PSP ensemble with 20
members, which differ only in their random field, was computed for each day of the
high impact weather period (see Sec. 2.6).
The PSP scheme is complementary to the initial soil moisture perturbation as
it also causes variability in the BL. Although having temporal and spatial correla-
tions, variability PSP are produced by stochastic noise rather than direct physical
processes, such as radiative interactions. Therefore, PSP scheme directly perturbs
the BL structure, whereas soil moisture perturbations modify the boundary layer
via the surface heat budget.
2.3.3. Perturbation of cloud condensation nuclei
So far, only macrophysical uncertainties affecting the soil atmosphere interaction
and BL are considered. Important additional sources of uncertainty are microphys-
ical processes affecting the aerosol-cloud-precipitation interactions. The basis to
analyze the effect of aerosols on the precipitation forecast is set by the applica-
tion of a sophisticated two-moment microphysics scheme (Seifert and Beheng, 2006)
in the model setup (see Section 2.2) as it allows for varying the concentration of
aerosols in the domain homogeneously. The use of preprocessed activation ratios
(Segal and Khain, 2006) facilitates the computation of the activation of CCN from
aerosol particles considering the properties of the aerosol and vertical velocity at
cloud base. To investigate aerosol-cloud interactions, we conducted experiments
with Maritime (NCN = 100 cm−3, CCN_mar), Intermediate (NCN = 500 cm−3,
CCN_int), Continental (NCN = 1700 cm−3, CCN_con, reference case), Continental
Polluted (NCN = 3200 cm−3, CCN_pol) conditions. Note that, unless otherwise
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specified, Continental conditions are used in the experiments as those conditions are
most prevalent over Central Europe. Consequently, there is a four-member ensemble
containing different aerosol conditions.
Perturbing the aerosol concentration influences, on the one hand, the cloud for-
mation. On the other hand, it affects the earth’s surface radiation budget by varied
cloud-radiation interactions and thus feeds back to the surface (Betts and Silva Dias,
2010; Fan et al., 2016). In the COSMO configuration, radii of cloud droplets cal-
culated in the microphysics scheme are passed to the two-stream radiation scheme
(Ritter and Geleyn, 1992) where they modify radiative fluxes by emission, absorp-
tion, and single scattering (Seifert et al., 2012). Aerosol scattering, however, is
considered in the radiation scheme but concentrations are based on climatological
values (Doms et al., 2011) and are not altered by our perturbations.
2.4. Variability benchmarks
In order to assess the relative impact of the three different perturbation approaches
on the HIW period, namely initial soil moisture perturbations, perturbation of
aerosol concentration (CCN) and physically-based stochastic Boundary-Layer per-
turbations (PSP), we introduce two benchmark simulations. Furthermore, radar
observations are used to assess the simulations’ capability to capture the precipita-
tion during the high impact weather period generally.
2.4.1. Lower variability benchmark ensemble (WNoise)
We designed a lower benchmark ensemble by adding spatially uncorrelated, unbiased
Gaussian noise with a standard deviation of 0.01 K to the atmospheric temperature.
Similar to the error growth experiments of Selz and Craig (2015), the initial tem-
perature in the entire model atmosphere is perturbed to generate the 10-member
WNoise ensemble. The purpose of this WNoise ensemble is to evaluate the relevance
of the variability caused by the different types of perturbation. It thus is to ensure
that variability is not based on chance but is the result of processes initiated by the
considered aspects of uncertainty. The general model setup is equal to the remaining
perturbed-parameter ensembles.
2.4.2. Upper variability benchmark ensemble (EPS)
The COSMO-DE-EPS (EPS) is based on the convective-permitting COSMO-DE
(see Section 2.2) and has been running operationally between 2012-2017. The fore-
casting system constitutes the operational 20-member ensemble forecasts of DWD
also applied during the HIW period, and is performed using the same domain and
grid as our experiments (see also Fig. 2.1). Apart from the double-moment micro-
physics scheme exclusively applied in our experiments, EPS is similarly set up as
our simulations. Henceforth, it also resolves deep convection on a 2.8 km grid and
applies the same parameterizations as our model configuration. Since this highly
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sophisticated ensemble accounts for uncertainties stemming from initial and lat-
eral boundary conditions, as well as deficiencies in the parameterization schemes,
it provides an upper benchmark for spatial and ensemble variability caused by our
perturbed-parameter ensembles.
The multi-model ensemble is driven by four downscaled global models from DWD
(Global Modell Erde, GME), European Centre for Medium-Range Weather Fore-
casts (ECMWF; Integrated Forecasting System, IFS), National Centre for Environ-
mental Prediction (NCEP; Global Forecast System, GFS) and Japanese Meteoro-
logical Agency (JMA; Global Spectral Model, GSM). Next to the uncertainties in
lateral boundary conditions, the initial state of atmospheric variables (e.g., horizon-
tal wind components, temperature, cloud water content) is perturbed. Near-surface
variables, however, are excluded. Model physics is perturbed by manipulating tun-
able parameters representing shallow convection, cloud microphysics, BL, and turbu-
lence. Since 2014, initial soil moisture perturbations are implemented in an ad-hoc
way for different members in COSMO-DE-EPS. Difference soil moisture fields de-
rived from the COSMO-EU analysis and deterministic COSMO-DE are applied as
additive (positive or negative) perturbations. This forecasting system featuring pri-
mary sources of uncertainty is initialized twice a day (00 UTC and 12 UTC). More
details about the operational forecasting system can be found in e.g. Theis et al.
(2015), Kühnlein et al. (2014) or Gebhardt et al. (2011).
2.4.3. Radar observation
The simulations are validated using the Radar Online Aneichung (RADOLAN)
quality-controlled radar observations (EY product) provided by the DWD (DWD,
2018a,b). It covers the Central European region with a spatial resolution of 1 km and
a temporal resolution of 5 min. The radar-derived observations are coarse-grained
to the COSMO-DE grid and cover the entire German subdomain (cf. Fig. 2.1).
2.5. Convective adjustment timescale
The large-scale flow has an important influence on the characteristics of moist con-
vection by determining the required source to trigger convection. For the case of
large-scale ascent, conditional instability is formed over large regions and is often
collocated with small values of CIN . Conditional instability thus is continuously
removed by convection within a short timescale in the order of a few hours and
convection can reach an equilibrium state (Done et al., 2006; Keil et al., 2014). In
contrast to those synoptically strongly forced conditions, the removal of CAPE is
inhibited by large values of CIN during synoptically weakly forced conditions. Trig-
gering of convection relies on mesoscale mechanisms such as convergence lines in the
BL, or forced lifting along a slope or cold pools. An equilibrium state of convection
is unlikely for those situations (Done et al., 2006).
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In order to determine the character of convection, Done et al. (2006) and Keil
et al. (2014) introduced an objective measure evaluating the time necessary for the
depletion of conditional instability (mean layer CAPE) by convective precipitation
τc =
CAPE
d(CAPE)/dt
= 0.5
(
Lvg
ρ0cpT0
P
)−1
CAPE (2.2)
as the ratio between CAPE and its rate of change. Heating of the atmospheric
column is mainly responsible for the depletion of CAPE. Condensation correlating
with the precipitation rate provides a significant contribution to this heating. The
rate of change of CAPE can thus be estimated by the expression in brackets in
Equation 2.2 containing the precipitation rate (P [kgm−2s−1])) and the constant
values of the latent heat of vaporization (Lv), the gravitational acceleration (g),
a reference temperature (T0), the specific heat of air at constant pressure and a
reference air density (ρ0) (Done et al., 2006). The scaling factor 0.5 accounts for the
negligence of modifications of the BL in the calculation of CAPE and prevents an
overestimation of τc (Keil and Craig, 2011).
Assuming that the large-scale synoptic flow evolves within a timescale in the or-
der of O12 h, a threshold to determine the characteristics of convection and the
synoptic situation can be estimated. If the value of τc is small compared to that
timescale, CAPE is quickly removed by convection favoring equilibrium convection
and strong synoptic forcing. In contrast to that, similar or longer timescales than
O12 h imply that the time necessary to remove instability is longer than its genera-
tion. Locally triggered, non-equilibrium convection is accountable for the depletion
of CAPE under synoptically weakly forced conditions. Hence, a plausible threshold
to categorize the synoptic regime would be between 3 and 12 h (Keil et al., 2014).
Following Done et al. (2006); Molini et al. (2011); Kühnlein et al. (2014) or Zeng
et al. (2018) a threshold of 6 h is chosen throughout this thesis. A case study is
consequently categorized as synoptically weakly forced if the domain-averaged value
of τc exceeds this threshold once a day.
2.6. Choice of case studies
This thesis analyses the influence of different perturbation methods on 17 precipitat-
ing summer cases distributed over four years and featuring different synoptic condi-
tions (Tab. 2.2). The subjective classification was carried out by inspecting weather
charts and the spatial distribution of precipitation. Visual inspection showed an
intermittent and spotty spatial distribution of precipitation during weakly forced
conditions. In contrast, the amount and coverage of domain-averaged precipitation
are higher during moderate synoptic forcing. In these cases, the wind speed is gen-
erally higher and predominantly westerly, whereas wind velocities are often smaller
in magnitude and variable in direction for weak synoptic forcing conditions. The
convective adjustment timescale (τc; see Section 2.5) is applied as an objective mea-
sure to classify the predominant weather regime. Following Kühnlein et al. (2014),
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a day was classified to be weakly forced if the domain-averaged τc exceeds 6 h once
throughout a day. Accordingly, the 17 case studies were split into eight weakly and
nine moderately forced cases. Furthermore, we incorporate a ten-day episode in
2016 with daily severe thunderstorms in Central Europe as described in Piper et al.
(2016) in the selection of case studies.
Note that moderate synoptic forcing will for the sake of brevity often be abbrevi-
ated as mod. synoptic forcing. Even though moderate synoptic forcing might seem
to be used synonymously to strong synoptic forcing, large-scale synoptic events, like
passing cold fronts or strong midlevel troughs, are omitted in this study. By contrast,
Table 2.2.: List of summer case studies indicating the date and mean values averaged
over the German subdomain at 12 UTC: the horizontal wind speed and direction in
500 hPa (V , dir), the daily accumulated precipitation (prec), the fractional coverage of
precipitating grid cells exceeding 1 mm (frac) and the daily maximum of the convec-
tive adjustment timescale (τc). The domain-averaged relative soil moisture in the last
column (wso) is averaged over the entire COSMO-DE domain. The low-level humidity
index (HIlow) and Convective Triggering Potential (CTP ) are domain averaged values
valid at 06 UTC. The upper part of the table lists case studies categorized as weak
synoptic forcing, whereas moderately forced cases are in the lower part. All values are
calculated based on unperturbed numerical simulations (i.e. REF). Case studies con-
taining the high impact weather period are highlighted in gray. The two case studies
marked with * are additionally simulated with higher model resolution in Appendix A.
Case Study V dir prec frac τc wso HIlow CTP
30 June 2009* 2.3 ms−1 353° 1.79 mm 4.2 % 31.7 h 0.48 7.6 ◦C 85 Jkg−1
01 July 2009 3.3 ms−1 32° 1.80 mm 4.3 % 43.3 h 0.49 9.5 ◦C 138 Jkg−1
20 May 2011 9.2 ms−1 242° 2.14 mm 5.0 % 26.1 h 0.43 10.2 ◦C 100 Jkg−1
23 July 2013* 5.3 ms−1 294° 1.62 mm 4.1 % 72.1 h 0.35 21.3 ◦C 228 Jkg−1
04 June 2016 5.3 ms−1 90° 3.55 mm 5.8 % 6.6 h 0.49 8.2 ◦C 108 Jkg−1
05 June 2016 5.6 ms−1 66° 3.79 mm 6.1 % 13.0 h 0.48 10.0 ◦C 134 Jkg−1
06 June 2016 1.8 ms−1 19° 1.69 mm 4.4 % 27.2 h 0.47 13.2 ◦C 150 Jkg−1
07 June 2016 4.8 ms−1 293° 2.58 mm 6.6 % 82.7 h 0.44 16.0 ◦C 151 Jkg−1
11 Sept 2011 22.9 ms−1 220° 8.04 mm 19.6 % 0.7 h 0.45 14.2 ◦C 86 Jkg−1
28 July 2013 21.3 ms−1 217° 5.91 mm 8.8 % 1.8 h 0.38 16.1 ◦C 139 Jkg−1
11 Sept 2013 6.3 ms−1 297° 5.45 mm 10.5 % 1.2 h 0.54 4.4 ◦C 0 Jkg−1
29 May 2016 9.1 ms−1 165° 9.96 mm 13.2 % 1.4 h 0.47 7.8 ◦C 111 Jkg−1
30 May 2016 8.3 ms−1 115° 11.25 mm 18.0 % 1.0 h 0.51 4.0 ◦C 44 Jkg−1
31 May 2016 9.2 ms−1 108° 3.89 mm 5.5 % 2.6 h 0.50 5.8 ◦C 0 Jkg−1
01 June 2016 8.9 ms−1 61° 9.17 mm 12.6 % 1.0 h 0.51 4.1 ◦C 22 Jkg−1
02 June 2016 7.0 ms−1 71° 6.42 mm 14.2 % 3.8 h 0.51 4.3 ◦C 50 Jkg−1
03 June 2016 7.8 ms−1 88° 5.20 mm 7.4 % 4.8 h 0.51 5.1 ◦C 66 Jkg−1
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those synoptic conditions refer to gentle large-scale lifting or increased influence of
advection. The distinction of synoptic regimes allows for a focused analysis of in-
teractions between different perturbation approaches, heterogeneity length scales in
soil moisture, the strength of background wind, large-scale destabilization of the
atmosphere and locally triggered deep convection.
2.7. Fractions Skill Score
A widely used technique to spatially verify quantitative precipitation forecasts com-
pares a forecast and an observation by matching a particular region around the
verification point rather than performing a point by point comparison. Such a
neighborhood method allows for spatial and temporal inaccuracy in the forecast by
considering a neighborhood around the verification point (Ebert, 2008). A famous
and very efficiently computable (Faggian et al., 2015) representative is the Fractions
Skill Score (FSS) as introduced by Roberts and Lean (2008).
In the first step, a binary field is produced based on a forecast and observation by
applying a threshold to both fields. Choosing a precipitation rate (e.g., [mmh−1])
as a threshold enables to assess differences in amplitude and spatial displacement
of precipitation whereas a percentile value reduces the effect of bias in precipitation
amounts and gives more weight to the spatial accuracy of the forecasts (Roberts
and Lean, 2008). A fraction of grid cells exceeding the threshold is then calculated
for several squared neighborhood regions with edge lengths of n = 2N − 1 with
N being the number of grid cells in the largest horizontal, spatial dimension. The
fraction of precipitating grid cells above a certain threshold is calculated for each
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Figure 2.3.: Binary field of precipitation after applying a precipitation threshold. Blue
boxes show grid cells with precipitation above a certain precipitation threshold and
white boxes illustrate non-precipitating grid cells or those with precipitation below the
threshold. The red and green boxes show two different neighborhood sizes. This figure
is adapted from Roberts and Lean (2008).
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neighborhood size as conceptually illustrated in Figure 2.3. On grid scale, there
is no agreement in the two experiments (red box in Figure 2.3) whereas there is a
perfect match when considering a larger neighborhood of 5× 5 grid cells (green box
in Fig. 2.3) (Mittermaier and Roberts, 2010). The squared shape of the filter leads
to a dependency on the displacement direction besides the displacement distance
(Skok and Roberts, 2016). The effect on the FSS value, however, is small and does
not rectify the additional computational cost and complexity of a circular mean filter
or Gaussian filter (Roberts and Lean, 2008). The calculation of the FSS is based
on the Mean Square Error (MSE) for the wet fractions of the experiment / forecast
(O(n),i,j) and the reference / observation (M(n),i,j)
MSE(n) =
1
NxNy
Nx∑
i=1
Ny∑
j=1
(
O(n),i,j −M(n),i,j
)2 (2.3)
for a domain with size Nx × Ny and neighborhood size n × n. The FSS is then
defined relative to the MSE of the worst forecast possible
MSE(n),ref =
1
NxNy
(
Nx∑
i=1
Ny∑
j=1
O2(n),i,j +
Nx∑
i=1
Ny∑
j=1
M2(n),i,j
)
(2.4)
by
FSS(n) = 1−
MSE(n)
MSE(n),ref
(2.5)
taking any value between 0 for a forecast with zero skill and 1 for a perfect forecast
considering a certain neighborhood and threshold. The value of the FSS is in-
creasing with neighborhood size until it asymptotically converges against 1 for large
neighborhood sizes if the forecast is unbiased. This characteristic of the FSS allows
defining a spatial scale above which the forecast is considered as skillful. Roberts
and Lean (2008) defined this useful scale as the smallest spatial scale ns where the
following holds
FSS(ns) = FSSFSSd50 ≥ 0.5 + 0.5f0 (2.6)
(f0 is the fraction of precipitating grid cells above a certain threshold across the
entire domain).
Different studies use other notations depending on the context. On the one hand,
studies comparing model simulations with observations refer to that scale as ”skillful”
scale (e.g., Roberts and Lean, 2008; Mittermaier et al., 2013). Comparing numerical
simulations among each, on the other hand, studies use the term ”believable” scale
(c.f. Dey et al., 2014, 2016). In principle, we will apply the scale in the latter
context. However, we will exclusively use the FSS to quantify spatial variability of
experiments compared to reference simulations and do not aim for quantification of
forecast skill. Thus, in order to prevent confusion, it is appropriate to rename the
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scale as the spatial dispersion scale (FSSd). The spatial dispersion scale describes
the spatial scale at which a certain level of spatial variability compared to a reference
(quantified by FSS) is reached. In other words, it defines a spatial scale below which
the experiments of the perturbed-parameter ensemble deviates from the reference to
a certain degree (measured by FSS). This happens by displacement and differences
in amplitude of precipitation and thus loses spatial similarity. The equivalent to the
“believable” scale would thus be the low dispersion scale FSSd50 quantifying the
spatial scale below which the spatial agreement of the simulations reduces to a value
of FSS ≈ 0.5. We furthermore propose two additional scales to visualize the change
in spatial variability throughout different scales. Similar to the FSSd50 defining the
scale where the FSS is in the center between a random and perfect forecast, FSS
thresholds describing higher spatial agreement between the compared simulations
are chosen as the medium (FSS ≈ 0.75; FSSd75) and high (FSS ≈ 0.90; FSSd90)
dispersion scales. As a consequence, the three spatial dispersion scales estimate
spatial scales at which particular levels low, medium, and high spatial agreement
are obtained.
2.8. Assessing the low-level thermodynamic
structure
The evolution of the BL, land-surface atmosphere interactions, and thus the trig-
gering of convection, are primarily affected by the thermodynamic structure of the
lower troposphere in the early morning. In a framework to evaluate the preferred
state of the soil – wet or dry – with regard to triggering convection, Findell and
Eltahir (2003a) proposed the usage of the Convective Triggering Potential (CTP )
[Jkg−1] and low-level humidity index (HIlow) [◦C].
The CTP is defined as the area between the environmental temperature and an
air parcel lifted moist-adiabatically from a level 100 hPa above ground level (agl)
and up to a level 300 hPa agl. This atmospheric layer is likely to be integrated into
the growing BL during the day depending on the vertical temperature structure and
the heat flux partitioning near the surface. If the surrounding temperature profile
is close to the dry adiabatic lapse rate (Γd), CTP results in a large, positive value.
With respect to the limited duration of daylight, the BL has to grow high enough
to reach the LFC quickly. For rapid and deep growth of the BL large portion of
sensible heat flux is necessary, which is preferentially the case for dry soil conditions.
However, if the environmental temperature is closer to being moist adiabatically but
still unstably stratified, values of CTP are smaller positive values as compared to
the case above. Those conditions require a lowering of the LFC by a growth in
equivalent potential temperature (θe) which is closely linked to the moisture content
of the air. Wet soil and BL conditions favor this scenario by an increase of latent
heat flux manifesting in an increase of Moist Static Energy (Se) within the BL. To
describe the moisture content of the BL more closely, Findell and Eltahir (2003a)
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additionally applied the HIlow. The dew point depressions computed 50 hPa agl and
150 hPa agl are aggregated
HIlow =
(
TPsurf−50 hPa − Td;Psurf−50 hPa
)
+
(
TPsurf−150 hPa − Td;Psurf−150 hPa
)
(2.7)
to form a simple metric describing the moisture content in the BL.
Analyzing atmospheric soundings from several summer periods across the United
States, Findell and Eltahir (2003a,b) developed thresholds distinguishing conditions
favoring wet-, or dry-couplings, transitional region, as well as atmospherically con-
trolled convection as shown in Figure 2.4. Surface-based triggering of convective
precipitation thus generally requires an unstable atmosphere (i.e. positive values of
CTP ) and sufficient moisture content in the lower atmosphere. For intermediate
values of HIlow (approximately 5 ◦C 6 HIlow 6 10 ◦C) convective precipitation is
more likely to be triggered over wet soils. Low and intermediate values of CTP are
sufficient under those conditions. The requirements to initiate convection over dry
soils are high values ofHIlow (approximately 10 ◦C 6 HIlow 6 15 ◦C), as well as large
instability (i.e. CTP larger than approximately 200 Jkg−1). Note that those regions
are representative for the region of the United States and may not be applicable to
other regions (Findell and Eltahir, 2003a; Ferguson and Wood, 2011; Roundy et al.,
2012). The values listed here thus provide a feeling of low, intermediate, or high
values rather than providing precise thresholds.
Figure 2.4.: Categorization of surface based initiation of convective precipitation de-
pending early-morning atmospheric conditions and soil moisture conditions using CTP
(x-axis) and HIlow (y-axis). Four convective regimes are represented: atmospherically
controlled, wet soil advantage, dry soil advantage and a transition region. This figure
is taken from Findell and Eltahir (2003a).
3. Results
This chapter consists of three sections, each contributing to one of the three re-
search questions posed in the introduction (Section 1.4). It starts introducing a ho-
mogeneous bias in initial soil moisture conditions of several weakly and moderately
forced cases (Section 3.1). Those bias perturbations will then be combined with soil
moisture perturbations with different heterogeneity length-scales using chessboard
patterns (Section 3.2). Finally, Section 3.3 applies more realistic initial soil moisture
perturbations to produce a perturbed-parameter ensemble and to elaborate on the
relative impact compared to other major sources of uncertainty for convective initia-
tion and formation of precipitation including stochastic BL and CCN perturbations.
3.1. Influence of initial soil moisture bias on
convective precipitation
To get a first impression of the model’s sensitivity to soil moisture perturbations
the following section will evaluate the influence of a bias in initial soil moisture for
different synoptic regimes (see RQ-1 posed in Section 1.4). We apply homogeneous
initial soil moisture bias of ±25 % to eight weakly and nine moderately forced case
studies. By doing that, we will extend the small body of literature dealing with
SMP coupling on a diurnal time scale by focusing on the influence of the synoptic
situation and orographic characteristics of the surface.
3.1.1. Changes in precipitation rate
Since the partitioning of surface heat fluxes is mainly driven by soil moisture con-
tent, its perturbations will first manifest in sensible and latent surface heat fluxes.
The distributions of the sensible surface heat fluxes evaluated for a synoptically
weakly forced case study (i.e. 6 June 2016) are shown in the first row of Figure 3.1.
A clear diurnal cycle is visible for all three experiments (B075 (a), Ref (b), B125
(c)) while the peak values (12 UTC) increase (decrease) by 35 % when decreasing
(increasing) the initial soil moisture content in the domain. However, relative to the
absolute numbers, the spread of the values remains similar for the three simulations.
Latent surface heat fluxes (second row in Fig. 3.1) reveal a reversed behavior. Peak
values of latent heat flux decrease (increase) with increasing (decreasing) initial soil
moisture in the domain. Unlike the sensible heat fluxes, the change in absolute
values of the medians is not linear. A reduction in soil moisture reduces latent heat
fluxes by about 30 %, whereas an increase only translates into a 21 % increase of
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Figure 3.1.: Time series of box-whisker plots showing the distributions of sensible surface
heat flux (a-c) latent surface heat flux (d-f), surface evaporation (g-i), absolute soil
moisture (j-l) and horizontal wind at 10 m a.g.l. (uv =
√
u2 + v2, m-o). The dry bias
experiment (B075) is shown in the first, reference simulation in the second and the
moist bias experiment (B125) in the last column. Boxes represent the lower (25 %) and
upper (75 %) quartile whereas the whiskers are defined as 1.5 times the interquartile
range. Points outside this range are considered as outliers. Lake- and sea-areas are
excluded from the computations. Evaluations are performed for a synoptically weakly
forced case (06 June 2016).
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Figure 3.2.: Same as in 3.1 but evaluated for a synoptically forced case (29 May 2016).
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Figure 3.3.: Daily accumulated precipitation for reference simulations (a, d), as well as
differences between dry bias experiments (b, e) / moist bias experiments (c, f) and the
respective reference simulation. Computations are depicted for 06 June 2016 (a-c) and
29 May 2016 (d-f). The fraction of precipitating grid cells exceeding a daily value of
1.0 mm/24h is listed above each graphic.
latent heat. Similar values are valid for the changes in surface evaporation (Fig. 3.1
(g-i)). As the net radiation at the surface remained similar, this hints on the tran-
sition from a moisture-limited (B075, Ref) to an energy-limited (B125) evaporation
regime. Consequently, further moistening of the soil would not significantly increase
evaporation. Similar behavior is true for domain averaged values (not shown). In-
versely to the median and average values, the spread in latent heat flux, as well as
surface evaporation, increases with decreasing initial soil moisture. In combination
with the small absolute values, the increased spread in evaporation leads to an in-
crease in the spread of the absolute soil moisture values and a moderate increase
in domain averaged soil moisture throughout time (Fig. 3.1(j)). High evaporation
rates for the positively biased initial soil moisture experiments lead to a continuous
drying of the soil during the day. The increased sensible heat fluxes in the dry bias
experiment lead to higher surface wind speed (Fig. 3.1m) whereas magnitudes of
horizontal wind decrease with increasing initial soil moisture (Figs. 3.1m-o).
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Figure 3.4.: Time series of domain averaged hourly precipitation evaluated for the dry
bias (B075, green), reference (Ref, black) and moist bias (B125, magenta) experiment
averaged over all synoptically weakly (a) and moderately (b) forced case studies listed
in Table 2.1. The average ratios between the aggregated precipitation between 09 h and
21 h of each bias experiment, and the related reference simulation are listed within the
respective figure.
The synoptically moderately forced case differs from the weakly forced case ex-
amined above by larger fractional coverage of precipitation (comparing 06 June and
29 May 2016 in Table 2.2). Compared to 06 June 2016, a reduction of surface heat
fluxes (i.e. sensible + latent heat flux) by about 40 % is evident in Figure 3.2. Even
though the absolute values of heat fluxes are smaller during moderate synoptic con-
ditions, the relative change for altering initial soil moisture is comparable to the
weakly forced case. While sensible heat fluxes decrease by about 30 % when in-
creasing the initial soil moisture (Figure 3.2 b, c), the evaporation only experiences
an increase by 22 % (Figure 3.2 h, i). This behavior again hints on a transition
from moisture-limited to the energy-limited regime from Ref to B125. Interest-
ingly, the upper quartile (75th percentile) remains similar for the three experiments
(Figs. 3.2(g-i)) whereas the lower quartile (25th percentile) decreases with increasing
initial soil moisture. The less efficient evaporation for the dry bias experiment leads
to moistening of the soil by about 25 % after 24 h simulation time probably caused
by precipitation. The domain averaged absolute soil moisture hardly changes during
the moist bias experiments as the increased amount of negative evaporation values
can compensate for a large amount of positive evaporation values. Finally, surface
winds are generally higher as compared to the weakly forced case (Fig. 3.1) but
similarly reveals higher magnitudes with higher values for the dry bias experiments
(along with higher sensible heat fluxes, m) and lower magnitudes for the moist bias
experiments (o).
Figure 3.3 indicates a noticeable difference in the precipitation fields of different
synoptic forcing conditions. The weakly forced case shows local convective cells,
whereas precipitation covers larger areas for the moderately forced case. Conse-
quently, the fraction of precipitating grid cells is smaller for weak synoptic forcing
(15.7 %) as compared to the moderately forced case (65.6 %). Furthermore, precipi-
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Figure 3.5.: Histogram of precipitation accumulated between 09 h and 21 h incorporating
all weakly (a) and moderately (b) forced case studies evaluated over the German subdo-
main for dry bias (B075, green), reference (Ref, black) and moist bias (B125, magenta)
experiments. The fraction of non-precipitating grid cells is listed within the respective
figure.
tation amplitude is also increased for moderate synoptic forcing. Those findings are
also evident for the remaining case studies listed in Table 2.2. When comparing the
effect of the bias experiments, both, the areas covered by the differences in precipi-
tation (b, c, e, f) and the fraction of precipitating grid cells remain similar in both
case studies. Due to the increased influence of surface heat fluxes in the weakly
forced case, there is a slight change in precipitating area in the order of 1 % (a-c)
whereas there is hardly any change for the moderately forced case (d-f). Further-
more, changes in daily precipitation relative to the absolute values of the reference
simulations are larger for the weakly forced case. A redistribution and amplification
of precipitation are thus more evident than changing the location of convective cells.
Comparison of the two exemplary case studies thus hints on a larger influence of
a bias in initial soil moisture on surface heat fluxes and precipitation during weakly
forced weather regimes. To quantify the average influence of an initial soil mois-
ture bias on precipitation, Figure 3.4 depicts the domain-averaged hourly rainfall
averaged over all weakly (a) and moderately (b) forced cases. Comparing the two
synoptic regimes again reveals generally higher precipitation rates for moderate syn-
optic forcing. The simulations are similarly stratified for both synoptic regimes with
the moist bias experiments showing the highest and the dry bias experiment showing
the smallest precipitation rates. However, the diurnal cycle peaks one hour earlier
(i.e. 15 UTC) in the dry bias experiments as compared to the reference and moist
bias simulations (i.e. 16 UTC). Artificially high precipitation rates during the first
simulation hours are due to the fact that we used downscaled analysis data for the
simulations leading to spin-up effects. We, therefore, omit the time before 05 UTC
for the calculation of aggregated precipitation amounts spin up effects might still act
before that time. Furthermore, no solar radiation is apparent to induce differences
in surface heat budget before that time. Aggregated precipitation amounts support
the larger impact of initial soil moisture bias for weakly forced conditions on aver-
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age reducing (increasing) aggregated precipitation by 16 % (12 %) for a dry (moist)
initial bias (Fig. 3.4a). In contrast to that, moderately forced cases only show a
reduction (increase) in aggregated precipitation by 8 % (5 %) for a dry (moist) ini-
tial bias (Fig. 3.4b). This difference again shows the nonlinear impact of a moist
and dry bias in initial soil moisture on precipitation as moist bias experiments show
smaller impact as dry bias simulations compared to the unperturbed reference.
Similar to the modulation of accumulated precipitation described above and sup-
ported by Figure 3.3, the fraction of non-precipitating grid cells listed in Figure 3.5
is more sensitive to initial soil moisture bias during weak synoptic forcing. Frac-
tional coverage of precipitation is not only increasing by 6 %, but the frequency
of occurrence in each precipitation bin is also increasing for B125 as compared to
B075 (Fig. 3.5a). Both effects, however, are reduced for moderate synoptic forcing.
Consequently, the histograms in Figure 3.5b are very similar, and the fraction of
non-precipitating grid cells differ just a little. Note that the histogram depicted in
Figure 3.5 is based on all real-case studies and both bias experiments. This large
database increases the reliability of small differences between the experiments. In
general, however, the dry fraction is smaller for moderate synoptic forcing (≈ 30 %)
as for weak synoptic forcing (≈ 50 %). While the change in the number of dry grid
cells is approximately linear considering the 12-hour period, the modification of an
initial soil moisture bias causes in each precipitation bin is not linear. A dry bias
more drastically reduces the precipitation of a particular bin, whereas a moist bias
increases it.
3.1.2. Spatial variability caused by initial soil moisture bias
The previous paragraphs suggest that precipitation differences stem from amplifica-
tion of different convective cells rather than from variations of the basic precipitation
pattern. To assess the influence of a soil moisture bias on the spatial variability of
precipitation, we use the FSS at a scale of 30.8 km (i.e. 11 grid cells). For our
application, a decreasing FSS does not relate to a loss in skill but to increased
spatial variability. Comparing the two synoptic conditions, the increase in variabil-
ity is approximately one hour earlier (i.e. 9 UTC) for weakly forced cases, as shown
in Figure 3.6a. Additionally, the decrease rate is slightly steeper for weakly forced
conditions leading to generally higher spatial variability and a more pronounced in-
fluence of soil moisture perturbations. The average low dispersion scale (FSSd50)
depicted in Figure 3.6d describes the spatial scale at which a spatial variability corre-
sponding to FSS ≈ 0.5 is reached. The low dispersion scale shows good accordance
between the bias experiments and the reference simulation until noon. Substantial
differences arise in the time when spatial variability starts to increase. During weak
synoptic forcing, spatial variability on average starts to increase at about 13 UTC
and approximately 3 h before the moderately forced cases. Spatial scales where the
simulations are considerably dissimilar to the reference are almost double for weak
forcing. The strong soil-atmosphere interaction for weakly forced cases leads to a
redistribution of convection over Germany, lowering the FSS. Spatial variability
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Figure 3.6.: Time series of Fractions Skill Score (FSS) (upper row, a-c) and low dispersion
scale (lower row, d-f) relative to the reference simulation averaged over all weakly (solid)
and moderately (dashed) forced case studies listed in Table 2.2. Calculations were
performed for B075 (green) and B125 (magenta) experiments using the 95th percentile
precipitation as threshold. The spatial scale for the FSS is 11 grid cells (30.8 km).
Evaluations are depicted for the German (a,d), Northern-German (b,e) and Southern-
German (c,f) subdomains. See Figure 2.1 for the definition of subregions.
is increased, and bias perturbations affect the forecast earlier in the case of weak
synoptic forcing. Nevertheless, FSSd50 remains below 10 km for both synoptic
conditions, which is considered as small spatial variability.
Dividing the German subregion into a fairly flat northern part (Fig. 3.6(b,e)) and
a mountainous southern part (Fig. 3.6(c,f)) reveals both, regional differences and
the importance of orography. Spatial variability is slightly more pronounced for the
dry bias as compared to the moist bias experiments as the green (B075) lines mostly
show smaller values as the magenta lines (B125). Differences arise from the compar-
ison of the synoptic situations in the two subdomains. While weak synoptic forcing
evokes only slightly higher spatial variability over northern Germany (Fig. 3.6b,e),
differences are more pronounced over the southern part (Figs. 3.6c,f). Estimations
of the low dispersion scale in Figure 3.6f reveal about 5 km during moderate forc-
ing whereas weakly forced cases display an earlier and steeper increase resulting in
scales of about 10 km. Thus, the sensitivity to the synoptic regime is larger over the
orographically structured Southern subdomain. The absence of orographic trigger
mechanisms explains the relatively larger influence of initial soil moisture perturba-
tions over the flat Northern subdomain during weak synoptic control.
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3.1.3. Discussion and summary
The previous section showed the influence of a bias in initial soil moisture on con-
vective precipitation by evaluating several case studies with positively (negatively)
biased initial soil conditions. Concerning the real-case application of those experi-
ments, we interpret the bias as a temporal (seasonal, climatological) or large-scale
anomaly. Inclusion of the synoptic regime as an essential factor in the SMP coupling
is similarly innovative as the amount of included case studies involved in a study
focusing on short-range forecasts of convective precipitation.
Regime dependent, nonlinear SMP coupling
Evaluating the average precipitation time series of eight weakly and nine moderately
forced cases in Figure 3.4 on average showed a positive SMP coupling for large-scale
initial soil moisture anomalies. Decreased initial soil moisture results in a decrease in
domain averaged precipitation and vice versa. This is in good accordance to existing
literature evaluating long-range forecasts of monthly precipitation over Europe by,
e.g., Schär et al. (1999) or Gallus and Segal (2000).
Looking closely, accumulated precipitation is more sensitive to a negative bias for
both synoptic conditions. We relate this observation to differences in surface heat
budget. Figures 3.1 and 3.2 show surface heat fluxes, as well as evapotranspiration
comparing the bias experiments with the reference simulation for a typical weakly
and moderately forced case. The comparison reveals a more pronounced decrease
(increase) in sensible (latent) surface heat flux for a negative bias as compared
to the increase (decrease) in sensible (latent) for increasing initial soil moisture.
This correlates with the nonlinear behavior of the SMP coupling. We found the
reasoning for that in the moisture content of the soil defining the magnitude plant
transpiration. Below a certain soil moisture content, transpiration linearly correlates
to soil moisture. For very moist overall soil conditions, transpiration does not further
increase with increasing soil moisture. As the incoming solar radiation is equal for
the experiments of the same case study, the evaporation regime is changing from
moisture to energy-limited. In other words, transpiration is not further increasing
as the stomata of the plants are opened maximally. This directly feeds back on the
precipitation and leads to a nonlinear SMP coupling. Additionally, the histograms
shown in Figure 3.5 shows a linear behavior in the modification if dry grid cells
but, comparing to the reference simulation, reveal less change for B125 as for B075
for each precipitation bin. Consequently, we find a nonlinear but positive SMP
coupling. A case study performed by Barthlott and Kalthoff (2011) supports this
behavior. They gradually increase initial soil moisture from −50 % to 50 % in steps
of 5 % over a small region in southern Germany. For dry anomalies, they found
a linear increase in daily accumulated precipitation with increasing soil moisture
whereas the increase rapidly decayed for moist anomalies. Pal and Eltahir (2001)
found similar nonlinearity simulating two summer periods with altering initial soil
moisture content over the Central United States.
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Next to the sign and nonlinearity of average SMP coupling, Figure 3.4 reveals a
different magnitude of the bias influence depending on the synoptic situation. By
evaluating several case studies, we found a larger influence of initial soil moisture
bias for weak synoptic forcing. A glance in the synoptic preconditioning summarized
in Table 2.2 reveals reduced domain averaged CTP and either high or low low-
level humidity (HIlow) which hints on reduced importance of soil-related trigger
mechanisms. The surface heat budget is another crucial factor distinguishing the
synoptic situations and shows smaller heat fluxes for moderate synoptic forcing (see
Figs. 3.1 and 3.2). Less energy leads to smaller absolute energy gradients between
differentially heated surfaces caused by differences in soil moisture and a reduction
of surface-induced BL heterogeneities. Those factors do not favor a dominant role
of the surface in triggering convection. Furthermore, increased average wind speeds
shown in Table 2.2, as well as Figures 3.1 and 3.2 suppress the vertical growth of BL
anomalies and emphasize the influence of advection. In other words, main trigger
mechanisms of convection are based on large-scale effects, such as synoptic lifting.
Regional differences in SMP coupling
Assessing the spatial variability applying the FSS reveals a regime dependent be-
havior with larger variability for weak forcing. Strong soil-atmosphere interaction
over both subdomains results in an increased spatial impact of homogeneous soil
moisture perturbations during weak synoptic control (Fig. 3.6). This interaction
leads to a redistribution of convection and impacts the spatial structure of the pre-
cipitation field, resulting in lower FSS. The impact is generally smaller during
moderate synoptic forcing. Nevertheless, spatial variability is considered small for
the bias experiments, whereas a soil moisture bias predominantly influences the
intensity of the precipitation.
Dividing the German subdomain into a northern and southern part in Figure 3.6
additionally shows pronounced regional differences in the regime dependent SMP
coupling with a stronger influence of the synoptic conditions over the south. As-
suming that the atmospheric conditions are similar for the two subdomains, the main
difference between the subdomains is orography. The strong soil-atmosphere inter-
action during weak synoptic forcing leads to a similar impact of homogeneous soil
moisture perturbations over both subdomains. For moderate synoptic forcing, how-
ever, orography plays a more important role in varying the initiation of convection,
whereas soil moisture is more important during weak synoptic forcing. Indication
for differences stemming from the initiation phase is given by the steeper decrease in
FSS and low dispersion scale between 09 h and 15 h (Fig. 3.6c,f). Thus, orography
acts as a powerful trigger mechanism and by doing that suppresses the effect of
perturbed soil moisture. This emphasizes the importance of synergistic interactions
between soil orography and convective precipitation.
This section supports a positive SMP coupling sign but suggests that daily accu-
mulated precipitation is nonlinearly dependent on domain-averaged latent surface
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heat flux. Nonlinearity mainly arises from the evaporative regime of the soil. The
intensity of the coupling is dependent on the synoptic regime and the orography.
Although this section shows a good correlation between large-scale evaporation
and precipitation, small-scale processes are crucial for the initiation of convection
and thus for the response of convective precipitation on changes in initial soil mois-
ture. Consequently, the questions arise whether results described above are sen-
sitive to the model resolution and correlations change with finer model resolution
and, thus, an improved representation of those small-scale processes. To investi-
gate the importance of the grid spacing, we repeat the bias experiments for two
exemplary case studies with COSMO simulations at 500 m model resolution in Ap-
pendix A. Those experiments show a slightly quicker response of domain-averaged
precipitation with increased model resolution. The net effect of an earlier increase
(decrease) of precipitation for dry (moist) initial soil moisture bias combined with
an earlier decrease (increase) in the evening leads to a slightly reduced overall im-
pact as compared to low-resolution simulations. However, it is hard to determine
whether differences arise from the increased model resolution or the more sophisti-
cated turbulence scheme was applied in the high-resolution simulations.
Furthermore, this section only covers homogeneous soil moisture perturbations but
does not account for the influence of the heterogeneity length-scale and dominant
processes captured by the model. The following section will, therefore, build on
the general idea of a domain averaged soil moisture bias but replaces natural soil
moisture heterogeneity by pragmatic chessboard patterns with varying tile sizes.
This setting allows us to examine mechanisms influencing convection initiation and a
scale-dependent SMP coupling by simulating the collective impact of heterogeneous
and homogeneous soil moisture perturbations.
3.2. Influence of soil moisture heterogeneity on the
initiation of moist convection
In the previous section, we found a nonlinearly positive, regime-dependent correla-
tion between a homogeneously distributed initial soil moisture bias and precipitation.
This setting, however, cannot give implications for the influence of soil moisture het-
erogeneity on different spatial scales on magnitude and sign of the SMP coupling.
Furthermore, the setting does not allow to study scale-dependent and dynamical
processes that are implicitly acting when soil moisture heterogeneity is present. As
the representation of those mechanisms on currently used convective-scale weather
models are still under debate, we will combine the setting used in the previous
section with variously sized chessboard patterns. Therefore, we introduce several
chessboard patterns superposed with a domain averaged bias in the initial soil mois-
ture. This setting allows us to investigate the collective influence of spatially sharp
soil moisture gradients and soil moisture bias of ±25 % on the SMP coupling. This
experimental setup is tailored to answer the research question RQ-2.
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Figure 3.7.: Time series of average sensible surface heat flux (a-c), latent surface heat
flux (d-f), evaporative fraction (g-h) and surface temperature (j-l). The UNI (dashed,
black), C075_056k (first column), C100_056k (second column) and C125_056k (third
column) experiments of eight weakly forced cases are incorporated into the average.
Evaluations for the heterogeneous simulations are shown for the entire domain (black,
solid), wet (blue) and dry (green) patches. Lake and sea areas are excluded from the
computations. The gray shaded areas mark the timespan where sensible heat flux in
UNI on average is not negative.
3.2.1. Influence on surface fluxes
As already discussed in the previous Section 3.1, soil moisture anomalies first man-
ifests in surface fluxes. Therefore, this section begins with elaborating on the com-
bined impact of soil moisture heterogeneity and bias on the surface heat budget.
The prescribed chessboard patterns group the experiments into three sets defined
by the initial bias (C075, C100, C125). Starting with a medium patch size of 56 km,
average surface heat fluxes show a nonlinear behavior with the sensible (latent) sur-
face heat fluxes changing by about +47 % (−33 %) in C075_056k (Figure 3.7(a,d))
and changing by about −19 % (+15 %) in C125_056k (Figure 3.7(c,f)) compared
to the uniform control simulation (UNI), respectively. The impact of soil mois-
ture perturbations on domain-averaged sensible and latent surface heat fluxes in the
C100_056k experiments, however, is negligible. While the sign of the changes in
surface heat fluxes goes in the expected direction, the magnitude of the soil mois-
ture perturbations relates nonlinearly to the surface fluxes. The nonlinearity again
hints on changing evaporation regimes from moisture to energy-limited. Not only
the fraction of energy transferred into evaporation (Figure 3.7(g-i)) increases with
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Figure 3.8.: Average difference in midday surface temperature between wet and dry
patches (〈TS,dry〉 − 〈TS,wet〉 = ∆TS) evaluated for the C075, C100, C125 experiments
and averaged over seven weakly (a) and nine moderately (b) forced cases.
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Figure 3.9.: Same as Figure 3.7 but evaluated for nine moderately forced cases.
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increasing overall soil moisture, but the phase difference between peak latent and
sensible fluxes slightly increases. Sensible heat fluxes reach their peaks earlier with
increasing soil moisture whereas a slight delay is visible for latent heat fluxes. This
can also be deduced from the increasing asymmetry of the evaporative fraction with
increasing soil moisture. Time series of the surface temperature (Figure 3.7(j-l))
shows the close correlation between the magnitude sensible heat flux and tempera-
ture. Therefore, the midday surface temperature also shows a nonlinear response to
bias perturbations in soil moisture. Simulations reveal an average change in midday
surface temperature by +1.62 K (−1.08 K) when decreasing (increasing) domain av-
eraged initial soil moisture compared to UNI, respectively. Similar to surface heat
fluxes, temperature differences between UNI and C100_056k are negligible. Since
Figure 3.7j-l only show three chessboard experiments, Figure 3.8(a) depicts dif-
ferences in surface temperature between wet and dry patches for all three sets of
experiments. The average difference of about 2.5 K compares well with land surface
temperature anomalies during the initiation of moist convection in Europe (Tay-
lor, 2015). Differences in surface temperature are systematically larger (smaller)
for increased (decreased) overall initial soil moisture. The persistent behavior of
temperature differences suggests that the influence of heterogeneous soil moisture
perturbations on surface fluxes described above also hold for different patch sizes.
The influence, however, is reduced for the large patch size (112 km & 140 km).
Similar to the simple bias experiments examined in the previous Section 3.1, mod-
erately forced cases reveal smaller absolute values for sensible and latent heat fluxes.
The relative change, however, is very similar for both synoptic conditions as moder-
ately forced cases on average reveals sensible (latent) surface heat fluxes increasing
(decreasing) by about 42 % (34 %) in C075_056k (Figure 3.9(a,d)) and decreasing
(increasing) by about 18 %(17 %) in C125_056k (Figure 3.9(c,f)) compared to UNI,
respectively. The no-bias simulations show, similarly to the weakly forced cases, an
increase (decrease) of sensible (latent) heat fluxes in the order of 5 %. This is also
why the evaporative fraction hardly changes between the two synoptic situations,
as Table 3.1 shows. According to this table, evaporative fraction ranges between
Table 3.1.: Average evaporative fraction evaluated at 12 UTC for weak (left part) and
moderate (right part) forcing. C075_056k, C100_056k and C125_056k experiments
are considered. Values are listed for the total domain (first row), wet (second row)
and dry patches (third row). Lake and sea areas are excluded from the computation.
Values correspond to the time series of the evaporative fractions in Figures 3.7(g-i) and
3.9(g-i).
Weak Strong
C075_56k C100_56k C125_56k C075_56k C100_56k C125_56k
total 0.42 0.59 0.69 0.43 0.61 0.71
wet 0.59 0.72 0.80 0.61 0.76 0.83
dry 0.22 0.44 0.57 0.24 0.44 0.68
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about 0.45 (dry) and 0.75 (wet) for C100_056k experiments. Closely related to the
sensible heat fluxes, surface temperatures are on average 5 K smaller as for weakly
forced cases. The reduced absolute difference in sensible heat fluxes between wet
and dry patches as compared to weakly forced cases results in smaller differences
in surface temperatures between the different tiles of about 1.5 K to 2 K as well as
the smaller discrepancy between the sets of experiments (Fig. 3.8(b)). The reduced
patch differences for larger tile sizes (e.g., 140 km) described for the weakly forced
cases still holds for synoptically moderately forced conditions.
This section reviewed the impact of heterogeneous initial soil moisture perturba-
tions on the surface heat budget. Interestingly, surface heat fluxes strongly alter
with the synoptic regime and initial soil moisture bias. Patch differences are more
prominent for tile sizes below 112 km whereas differences decrease above. Like-
wise, differences between the sets of experiments characterized by the bias are also
consistent for patch sizes below 112 km and decrease above. Besides the striking
dependence on the synoptic regime and initial soil moisture bias, findings suggest
that the heterogeneity length-scale also has an influence surface heat budget.
3.2.2. Influence on the dynamical and thermodynamic
structure
The previous section, we describe the influence of soil moisture heterogeneity on the
surface heat budget, implying scale-dependent influence on surface temperature.
This section elaborates on the question of how changes in surface heat budget in-
duced by soil moisture heterogeneities influence the thermodynamic preconditioning
and dynamic structure of the lower troposphere.
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Figure 3.10.: Early morning (06 UTC, a) and morning (10 UTC, b) thermodynamic pre-
conditioning plotting Convective Triggering Potential (CTP ) against low-level humidity
index (HIlow) (similar to Fig. 2.4) exemplary evaluated for C100_056k. Values are av-
eraged over all wet (blue) and dry (green) patches and depicted for all weakly (circles)
and moderately (diamonds) forced case studies.
50 3. Results
The CTP–HIlow framework described in Section 2.8 evaluates the preconditions
according to which convection is favored over dry or wet soil conditions, or whether
convection is generally unlikely or probable to happen over any soil conditions.
Findell and Eltahir (2003a) proposed to quantify the early-morning deviation from
the lapse rate in a region which is likely to be incorporated in the BL during the day
and the humidity content near the surface. Figure 3.10a shows the average CTP
and HIlow computed over all wet and dry patches for all C100_056k experiments
at 06 UTC in the morning. Most of the moderately forced cases appear in the lower
left corner showing high low-level humidity and small CTP whereas some reveal
dry low-level conditions and high CTP . Thus, values for moderately forced cases
cover a vast region in this diagram. By contrast, all weakly forced cases cluster
in the upper right corner showing higher moisture deficit and CTP . Interestingly,
the difference between wet and dry patches is for all case studies small. While
CTP hardly shows any difference, changes in HIlow are below 1 ◦C. Thus, the early-
morning preconditioning determining the preferred soil state for convection initiation
does on average not change between the wet and dry patches. This is similar for
other patch sizes (not shown). Even though differences in HIlow slightly increase
for weakly forced case studies until the beginning of convection triggering phase
starting at about 10 UTC, they remain small (Fig. 3.10b). While average HIlow of
wet and dry patches slightly drift apart for weak synoptic forcing, differences are
vanishingly small for moderate forcing. This hints on convection triggering being
more indifferent of the soil conditions for moderate forcing as for weak forcing.
However, those difference evolving before 10 UTC are so small that they could not
explain potential differences in convective precipitation.
As the CTP–HIlow framework does not reveal a fundamental change in preferred
surface condition for convection triggering, the following paragraphs evaluate the im-
pact of differentially heated surfaces and differences in evaporation on the dynamics
in the troposphere below 7 km during the day. The distribution of thermodynamic
energy can be described by the Se
Se = cpT + Lvqv + gz (3.1)
which is the sum of the dry static energy (cpT ) and the latent energy (Lvqv). It
is calculated using the specific heat of air cp = 1005 Jkg−1K−1, the latent heat of
vaporization Lv = 2.6 106Jkg−1, the temperature T , the specific humidity qv, the
gravitational constant g and the altitude z. Convective available potential energy
(CAPE) closely correlates with the Se near the surface (Froidevaux et al., 2014).
The differences in the vertical distribution of Se and its components is computed
between wet and dry patches:
∆Se = cp∆T + Lv∆qv = cp(Twet − Tdry) + Lv(qv,wet − qv,dry) (3.2)
Despite lower temperatures above wet patches, increased evaporation leads to an
increase in moisture and a surplus of Se below average BL height (≈1200 m) over
wet patches (Fig. 3.11). The portion of Se driven by latent energy is higher for the
smaller patch size in Figure 3.11a as compared to Figure 3.11b. The sign of ∆Se
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Figure 3.11.: Vertical distribution of horizontally averaged difference in Moist Static
Energy (∆Se), specific humidity (Lv∆qv) and temperature (cp∆T ) between wet and dry
patches (wet - dry, see Eqn. 3.2) for C100_084k (a) and C100_112k (b). Additionally,
the average BL heights over wet (zi,moist, blue circle) and dry patches (zi,dry, green
circle) are indicated.
above the average BL height is reversed as air is drier over wet patches and vice
versa. Again, the difference in Se is mostly driven by the moisture content of the
air, whereas the temperature differences (cp∆T ) are small. The vertical structure of
Se is similar to the one found in Froidevaux et al. (2014).
This vertical distribution of Se can be explained by the influence of the soil mois-
ture heterogeneity on dynamical processes in the lowest 4 km of the troposphere. The
introduced soil moisture heterogeneity is expected to induce compensating thermally
induced circulations near the borders of the patches as a result of differential surface
heating. We created mean vertical cross-sections centered over wet patches to illus-
trate those circulation cells. An averaging box centered over wet patches including
half of the dry patches on the east and west side (see the yellow box in Figure 2.2(f))
was shifted through the entire domain to get a large dataset for the averaging. The
mean cross-sections shown in Figure 3.12 are constructed by meridionally averaging
the vertical distribution of different quantities and taking the difference between the
C100_084k (C100_112k) experiment and the control experiment UNI on 6 June
2016 at 12 UTC. Both snapshots show subsidence over wet patches (in the center of
Figure 3.12) and upward motion over adjacent dry patches. Due to mass continuity,
this results in near-surface divergence and weak upper-level convergence over the
wet patches. Consequently, compensating circulations develop at the interfaces of
wet and dry patches. The vertically averaged horizontal Moisture Flux Convergence
(MFC; MFC = −u ∂q
∂x
−v ∂q
∂y
− q
(
∂u
∂x
+ ∂v
∂y
)
) shows strong low-level divergence (be-
low 1 km height above ground) over the wet patches and a weak convergence aloft
(between 1−2 km height above ground) (see Fig. 3.12b,e). This circulation deter-
mines the distribution of Se (Eqn. 3.1) below 4 km. Over wet patches, increased
evaporation leads to an excess of Se of more than 400 J in the BL. Aloft, subsidence
leads to drying and a deficit of Se. This sequence is inverted over dry patches,
whereas the near-surface surplus region is deeper and the vertical gradient above is
weaker as compared to wet patches.
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Figure 3.12.: Mean meridionally averaged vertical cross-sections with the wet patch in the
center and half of the adjacent dry patches (according to the zonally shifted yellow box in
Figure 2.2(f)) displaying the difference of Moist Static Energy (Se) between the control
simulation (UNI) and the C100_084k (a) and C100_112k (d) experiment evaluated on
6 June 2016 at 12 UTC. Yellow colors show an excess and purple colors a deficit in Se
compared to UNI. The arrows show the differences in the u and 10w components of
the wind. The white dotted line indicates the average BL height. The contour lines
indicate specific cloud water content (qc). Panels (b) and (e) show vertically averaged
difference in Moisture Flux Convergence below 1000 m above ground (low-level MFC)
and between 1000 m and 2000 m (upper-level MFC). The average hourly precipitation
(RR) is depicted in panels (c) and (f). Note that the background wind was easterly on
6 June. The dashed vertical lines in all panels indicate the borders between the patches.
The background wind plays a crucial role in the redistribution of Se. In the
example shown in Figure 3.12 the domain-averaged wind at 850 hPa is from easterly
directions. Superposed with the convergent motion over dry patches, this leads to
increased convergence near the downstream flank of the dry patch and increased
divergence near its upstream flank as shown by the local extrema at the interface
of wet and dry patches (Fig. 3.12a,b,d,e). There is a narrow updraft collocated
with the region of increased low-level convergence. This updraft exports energy by
lifting humid BL air with high Se. This pattern is similar at both patch sizes but
more intense at the smaller patch size (C100_084k) shown in Figure 3.12a. The
narrow updraft region is indicated by the wind arrows, the region of higher Se and
the higher specific cloud water content. This amplified updraft leads to a peak in
hourly precipitation in this region, as shown in Figure 3.12c. The spatial locking of
precipitation maxima to soil moisture gradients is less evident at larger patch sizes
(C100_112k, Fig. 3.12f) due to scattered, freely developing small updraft regions
across wet patches. The interaction between the background wind and the soil
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Figure 3.13.: Spatial distributions of hourly precipitation on 6 June 2016 evaluated at
12 UTC for UNI (a), C100_084k (b) and C100_112k (c) experiments. The zoomed in-
sets show the hourly precipitation (a) and difference in hourly precipitation (b, c) for the
Central German and border regions to Belgium, Luxembourg and France. Additionally,
the initial relative soil moisture is shown for the zoomed region.
moisture heterogeneity influencing the dynamics in the lower troposphere seems to
be less distinct at a horizontal scale of around 100 km.
Figure 3.13 depicts the spatial distribution of hourly precipitation corresponding
to the experiments shown in Figure 3.12 revealing that the general regions covered
by precipitation are similar and that the perturbations do not induce additional
precipitating clusters. Precipitation mainly spreads over the Central German region
including the border regions to Belgium and Luxembourg in the west as well as the
Czech Republic and Austria towards the east. Zooming into that region and overlay
the precipitation difference between UNI and each experiment in Figures 3.13b,c
with the initial soil moisture supports the interactions between soil moisture and
convection as described based on Figure 3.12. Both experiments predominantly
show reddish colors over wet patches standing for a reduction of precipitation com-
pared to UNI. In contrast to that, dry patches and preferably eastern and north-
ern flanks of dry patches often show an increase in precipitation (blueish colors).
Those features are discernible for both experiments, although more prominent for
the smaller patch size experiment (C100_084k, Fig. 3.13b) as compared to the larger
patches (C100_112k, Fig. 3.13c). Precipitation is concentrated near the windward
flanks of the dry patches whereas for the smaller patch sizes precipitation is more
evenly distributed over flank regions and dry patches for the larger patch size. The
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Figure 3.14.: Mean horizontal convergence (averaged below 1 km height above ground;
a-e) and vertical cross-sections (f-j) of Se, wind and cloud condensates (as in Fig. 3.12)
for different patch lengths and averaged over all eight weakly forced case studies valid
at 12 UTC. The white dotted lines indicate the average BL height. Panels (k-o) depict
the vertically averaged moisture flux convergence (below 1000 m above ground (low-
level MFC) and between 1000 m and 2000 m (upper-level MFC)) averaged over all
experiments. Note that the data of the eight weakly forced case studies are rotated so
that the mean wind in 850 hPa at 12 UTC is always westerly (coming from the left).
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Figure 3.15.: As Figure 3.14, but averaged over all nine synoptically moderately forced
case studies listed in Table 2.2.
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stronger determination of precipitation differences by soil moisture heterogeneity
for the smaller patch size again hints on a scale-dependent interaction between the
background wind and soil moisture perturbations influencing the dynamics in the
lower troposphere.
To test this hypothesis, the same diagnostics as for Figure 3.12 are applied to
all eight weakly forced cases and chessboard experiments (Fig. 3.14). The pattern
of the vertical velocity with predominantly ascending motion over dry patches and
descending motion over wet patches, as well as the characteristic distribution of Se
and Moisture Flux Convergence (MFC) (Fig. 3.14f-o) confirm previous findings and
show a clear but scale-dependent dipole structure. The structure is less pronounced
for smaller patch sizes (C100_028k, C100_042k). For the medium size experiments
(C100_056k, C100_084k), a clear convergence and updraft region are present near
the downstream flank of the dry patch collocated with a region of increased values of
liquid cloud condensates. This preferred scale is similar to findings from the single
case study discussed in Figure 3.12a. Additionally to the horizontal structure of the
multi-day mean Se, vertically averaged (over the lowest 1 km height above ground)
horizontal convergence is depicted in Figure 3.14a-e (note this is no difference plot).
There is predominantly divergent motion over the central wet patches and conver-
gence over adjacent dry patches. However, this structure is increasingly blurred and
broken up for C100_112k by individual convergence zones within the wet patch
(Fig. 3.14e). These numerous small updraft regions within the wet patch lead to the
more variable distribution of precipitation, as discussed earlier (see Fig. 3.12f).
Application of the same diagnostics on the moderately forced cases reveals a
similar structure of Se in the BL but a rapid weakening further aloft (Fig. 3.15).
Furthermore, differences in average BL height between the patches are visible, but
differences are less pronounced as under weakly forced conditions. This can be
traced back to the less distinct strength of the circulation cells (Fig. 3.15f-j). The
magnitude of low-levelMFC for moderately forced cases is about half of that of the
weakly forced cases, and the differences between wet and dry patches are smaller for
all patch sizes (Fig. 3.15k-o). The background wind mainly influences the low-level
MFC insofar as divergence is decreased at the upstream gradient but increased near
the downstream gradient. Horizontal cross-sections of mass flux convergence show
weaker convergence over dry and divergence over wet patches during moderate syn-
optic forcing (Fig. 3.15a-e). At the largest patch size, there is hardly any difference
discernible between dry and wet patches.
In summary, spatial anomalies in soil moisture strongly influence the energy dis-
tribution in the troposphere (up to a height of 7 km). Thermally induced circulation
cells play a crucial role in redistributing Se gradients emerging from differentially
heated surfaces. Dependent on the synoptic control, this largely influences the dy-
namics in the lowest few kilometers. A superposition of those circulation cells with
the background wind leads to persistent updraft regions at the downstream side of
dry anomalies during weakly forced weather conditions. These updraft regions are
preferred locations of deep convection and are most distinct for heterogeneity length
scales between 40 km and 80 km.
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Figure 3.16.: Time series of vertical distribution of liquid (shaded) and ice (gray contours)
water mixing ratio horizontally averaged over the German subdomain. The horizontal
black dashed line indicates an altitude of 5.5 km, whereas the vertical dashed black line
marks the transition time from shallow to deep convection. Evaluation is shown for the
control experiment (UNI) (a), as well as experiments C100_028k (b), C100_042k (c),
C100_056k (d), C100_084k (e) and C100_112k (f) on 06 June 2016.
3.2.3. Influence on clouds
To examine how those dynamical mechanisms affect cloud formation, we focus the
investigation on the no-bias experiments (C100) with patch sizes ranging from 28 km
to 112 km. We start with the influence of soil moisture perturbations on the verti-
cal cloud structure. Figure 3.16 exemplarily shows the time series of the domain-
averaged vertical distribution of liquid cloud water and ice condensates in the UNI
and C100 experiments for the 6 June 2016 weakly forced case. At first glance, the
vertical distribution of the cloud quantities only shows negligible differences with
a slightly longer presence of high ratios of cloud condensates in experiments with
large patches. Using MFASIS (a Method for FAst Satellite Image Simulation Scheck
et al., 2016), we produce synthetic visible satellite images from the model output.
Visually inspecting snapshots of three consecutive time steps of UNI (Fig. 3.17a-c)
and C100_084k Fig. 3.17d-f) reveals that white areas are growing faster for the
heterogeneous experiment especially throughout the first two hours. To quantify
this faster growth, we introduce transition time from shallow to deep convection.
Similar to Rieck et al. (2014), we define the transition time as the first time be-
tween 6 and 12 UTC when the ratio of liquid cloud condensates exceeds a value
of 10−6 kg kg−1 at an altitude of 5.5 km. Comparing the transition time between
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Figure 3.17.: Synthetic visible satellite imaged produced by MFASIS for three consecutive
hours (11, 12, 13 UTC) on 6 June 2016 focusing on Central Germany. UNI experiments
are depicted in the first (a-c) and C100_084k in the lower row (d-f). Initial soil moisture
field for C100_084k is shown in the background all graphics (dry patches are hatched).
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Figure 3.18.: Average transition time from shallow to deep convection relative to the
control simulations evaluated for all experiments across all patches on five weakly forced
case studies (black). For the chessboard experiments the transition time is separately
shown for wet patches (blue) and dry patches (green).
the control simulation and the different patch sizes reveals an earlier transition of
approximately half an hour over heterogeneous soil conditions (Fig. 3.16a vs. b-f).
The earlier transition time from shallow to deep convection and the slightly longer
lifetime of clouds in the heterogeneous soil moisture experiments comprise the most
important differences when inspecting the time series of the vertical distribution of
cloud quantities.
Applying this diagnostic on data with 5-min output frequency for six weakly
forced cases shows an approximately 15 min earlier transition time from shallow to
deep convection over heterogeneous surface conditions (black circles in Figure 3.18).
The transition starts over dry patches (additionally 15 min earlier) and is followed
half an hour later over wet patches. The time lag of the transition from shallow to
deep convection between dry and wet patches amounts to merely 30 min in the cloud
signal. There is a small yet systematic scale-dependent difference in the transition
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Figure 3.19.: Mean meridionally averaged horizontal cross-sections displaying the differ-
ence in LWP between the control simulation (UNI) and C100_028k (a,f), C100_042k
(b,g), C100_056k (c,h), C100_084k (d,i) and C100_112k (e,j) experiment at 12 UTC
with the wet patch in the center and half of the adjacent dry patches (according to
the zonally shifted yellow box in Fig. 2.2(f)). Evaluations are shown averaged over all
weakly (a-f) and moderately (f-j) forced case studies. Red colors show an excess and
blue colors a deficit in LWP compared to UNI. Dashed vertical lines in all panels in-
dicate the borders between the patches. Note that data are rotated so that the mean
wind in 850 hPa is always westerly (left side in graphic).
time with the earliest appearance at 42 km patch size and continuously later times
at larger scales eventually approaching the uniform experiment UNI. Note that the
4 and 5 June, as well as the moderately forced case studies, are excluded in this
analysis since those were cloudy throughout the day resulting in transition times
not representative for summertime afternoon convection. Extensive cloud cover-
age lasting the entire day is also the reason why this method is not applicable for
synoptically moderately forced situations.
The average effect of different transition times over dry and wet patches is visu-
alized by computing an advanced mean horizontal cross-section of the difference in
Liquid Water Path (LWP) between the C100_* experiments and the control simu-
lation UNI (∆ LWP) (Fig. 3.19). Those mean horizontal cross-sections are similarly
constructed as those in Figures 3.12, 3.14, or 3.15 and thus are centered over wet
patches and include half of the neighboring dry patches. For weakly forced cases,
the transition is not only earlier but is also more efficient over dry tiles. For all
patch sizes, the central patch (i.e. wet) reveals blueish colors pointing on a deficit
on LWP whereas the reddish colors over the dry parts hint on an excess. Two main
features are additionally discernible. The difference between patches is becoming
less pronounced since the pattern gets slightly noisier with increasing patch size.
This is especially true for C100_112k in Figure 3.19e. It also clearly correlates with
the decreasing differences in transition time with increasing patch sizes shown in
Figure 3.18. Additionally, the left dry part shows darker red colors as the whereas
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colors are lighter on the other side. Note that all data are rotated such that the
mean wind in 850 hPa is coming from the left side in the graphic. Thus, the un-
equal response of LWP depending on the location relative to the prevailing wind
conditions implies that the mid-tropospheric wind has an important impact on the
soil-atmosphere interaction.
In contrast to that, moderate synoptic forcing lead to the weaker influence of
heterogeneous soil moisture conditions in C100_* experiments (Fig. 3.19f-j). There
is some influence for mid-size patches between 42 km and 84 km discernible, but the
pattern is very noisy. Even though the chessboard patterns do not show a major
local impact, mainly reddish colors point on soil moisture heterogeneity having an
amplifying effect on general LWP.
Summarizing, the wet patches have a suppressive influence on LWP, while LWP
is increased over dry patches. Synthetic satellite images produced based on UNI and
C100_084k simulations for 6 June 2016 (Fig. 3.17) support this effect. The single
convective cell that appears in the red box of Figure 3.17a is continuously growing
throughout time in the UNI simulation. However, this cell is partly suppressed in
C100_084k simulation (Fig. 3.17d). It still grows in this scenario but remains far
below its original intensity in UNI. Besides that, cloud amount and intensity are
increased for the dry patches in C100_084k. This is most pronounced at 11 UTC
(Fig. 3.17e) and 12 UTC (Fig. 3.17f). This influence of dry patches in cloud forma-
tion leads, in the case of weak synoptic forcing to an earlier transition from shallow
to deep convection of merely 30 min. Whether the spatial influence of soil mois-
ture heterogeneity and the earlier transition time affects convective precipitation is
discussed in the following subsection.
3.2.4. Influence on precipitation
This subsection collects the findings of the previous sections to discuss the combined
impact of soil moisture bias and heterogeneity introduced by chessboard patterns
with varying tile sizes on precipitation. Time series of the domain-averaged accu-
mulated precipitation relative to the control simulation averaged over eight weakly
forced cases and all experiments are shown in Figure 3.20a for each set of experi-
ments (C075, C100, C125). The no-bias experiments (C100) show a similar amount
of domain-averaged 24 h accumulated precipitation as the control run (UNI). Thus,
the introduced soil moisture heterogeneity does, on average, not alter the domain-
averaged precipitation amount. Noticeable variability in precipitation is discernible
from 15 UTC onwards. The moist-bias experiments (C125) show the highest precip-
itation rates in the afternoon leading to an increase in daily precipitation of about
10 %. The opposite holds for the heterogeneous dry-bias experiments (C075). Those
experiments produce, on average, about 15 % less precipitation than the control sim-
ulation. Different amounts of precipitation changes for C075 and C125 show that
the magnitude of the soil moisture perturbations relates nonlinearly to the surface
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Figure 3.20.: (a) Time series of the domain-averaged accumulated precipitation relative
to the domain-averaged 24 h accumulated precipitation of the control simulation (UNI)
evaluated for the German subdomain averaged for eight weakly forced cases. All het-
erogeneity length scales are incorporated in each set of experiments. (b) Same as (a)
but evaluated for dry (green) and wet (blue) patches separately. Panels (c) and (d) are
the same as (a) and (b) but evaluated for nine moderately forced case studies. Note
that the local noon is shortly after 13 UTC.
fluxes (as elaborated in Section 3.2.1) which in turn relates nonlinearly to the precip-
itation. Relative differences shown in Figure 3.20 well coincide with findings shown
for the bias simulations (see Figure 3.4 in Section 3.1).
However, distinguishing the domain-averaged precipitation between wet and dry
patches reveals two noticeable differences (Fig. 3.20b). The rate of afternoon pre-
cipitation is higher over dry patches than over wet patches from about 11:30 UTC
onwards. This increase is mainly generated by the earlier increase in precipitation
rate over dry patches which occurs about 3 h before the increase over wet patches
(11:30 versus 14:30 UTC) which is based on an earlier transition from shallow to
deep convection as described in Section 3.2.3. While the time lag of the transition
from shallow to deep convection between dry and wet patches amounts to merely
30 min in the cloud signal, the steepest increase in precipitation rates is lagged by
3 h across the different patches. As a result, separately considering wet and dry
patches shows more precipitation over dry patches than over wet patches.
To address the scale-dependent impact of the SMP coupling, we focus on the
day-to-day variability of accumulated daily precipitation. The patch size depen-
dent, daily precipitation of C100 averaged over all seven cases hardly exhibits any
difference to the control experiment UNI (black dots in Figure 3.21a). Likewise, the
positive SMP coupling on the overall soil moisture bias is evident as the mean daily
precipitation of C125 (C075) is again about 10 % (15 %) higher (lower), respectively.
In contrast, the day-to-day variability, depicted by the shading in Figure 3.21a in-
dicates a scale-dependence. The experiments with soil moisture perturbations at
56 km and 84 km patch size show a decreased day-to-day variability. The day-to-
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Figure 3.21.: (a) Mean (dots) and range (shaded area) of daily accumulated precipitation
of the eight weakly forced case studies relative to the control simulation (UNI) as a
function of patch size averaged over the German subdomain. (b) Patch-size dependent
standard deviation (σ) of precipitation accumulated between 9 h and 18 h for seven
weakly forced case studies evaluated for C100 experiments. Panels (c) and (d) are the
same as (a) and (b) but evaluated for nine moderately forced case studies.
day standard deviation of precipitation accumulated between 9 h and 18 h – the
period of heaviest convective precipitation – indicates that C100 experiments with
soil moisture perturbations between 42 km and 84 km patch size show the smallest
day-to-day variability (Fig. 3.21b). This coincides with the scale range at which
dynamical effects described in Section 3.2.2 are most prominent. According to that,
subsidence over wet patches hampers and convergence over dry patches, especially
in the vicinity of thermally induced circulation cells near the sharp soil moisture gra-
dients, foster convection initiation. The gentle mid-tropospheric background wind
even amplifies those circulation cells. The superposition of bias and heterogene-
ity effects lead to the increased day-to-day standard deviation for C075 and C125
experiments and vanished scale dependence.
As the SMP coupling is expected to depend on the synoptic control, we also
applied the diagnostics on four moderately forced case studies. The time series of
accumulated precipitation in Figure 3.20c,d as well as the accumulated precipitation
in Figure 3.21c only show minimal differences compared to the control simulation.
There is only a small decrease of about 5 % in precipitation of C075 experiments.
Furthermore, the day-to-day variability also reveals smaller values (Fig. 3.21d) for
each set of experiments. This is in line with results from previous sections re-
porting that the surface energy budget, as well as thermodynamic and dynamic
modifications, are less prominent during moderate synoptic control. Strong mid-
tropospheric winds, as well as generally reduced surface heat fluxes, hamper the
interaction between soil and atmosphere. Hence, the atmosphere’s response to soil
moisture perturbations is feeble for moderately forced case studies.
In summary, the overall soil moisture bias shows a positive SMP coupling, whereas
locally there is a negative coupling resulting in more precipitation over drier soils.
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Secondly, local soil moisture perturbations with scales between 40 km and 80 km
lead to a lower day-to-day variability of area-averaged accumulated precipitation.
3.2.5. Discussion and summary
In the present section, we examined the scale- and case-dependent influence of soil
moisture perturbations on the triggering of deep convection and the subsequent
convective precipitation based on convection-permitting simulations of eleven real
case scenarios over Central Europe using the COSMO model. We replaced the
initial soil moisture by chessboard patterns with different patch sizes ranging from
about 30 km to 140 km and superposed by a soil moisture bias of ±25 %. This
methodology has been motivated by recent findings exploiting a multi-year dataset
of satellite observations (Guillod et al., 2015; Taylor, 2015) and idealized convection-
permitting modelling studies (Froidevaux et al., 2014).
Based on over 300 COSMO-DE experiments for real case scenarios, we conclude:
• Evaluating the evaporative fraction (Figures 3.7 and 3.9 as well as Table 3.1) we
find values of approximately 0.75 (0.45) for wet (dry) patches in our C100_056k
experiments. This difference is in good accordance with the observed contrast
between grassland and cropland obtained based on turbulence and energy flux
measurements (Zhang et al., 2017). It is also in line with with the perturbation
setup used in idealized LES performed by Lee et al. (2019). They constructed their
dry (wet) chessboard patterns by subtracting 30 % from the latent (sensible) and
adding this portion to its counterpart. This good agreement further strengthens
the relevance of our initial soil moisture perturbations not only representing the
mean deviation between COSMO model and observations but also resembling a
naturally relevant gradient.
• Soil moisture bias and soil moisture heterogeneities affect the precipitation fore-
cast in different ways. Firstly, there is a positive SMP coupling concerning the
soil moisture bias. Perturbations of the initial soil moisture by ±25 % dominate
the overall effect and result in differences in daily domain averaged precipitation
of ±10−15 % compared to the control simulation. Those values compare well
to the findings described in Section 3.1 for the simple bias simulations (B075,
B125). While the domain-averaged impact is slightly larger for the heterogeneous
bias simulations evaluated in this section, the magnitude, sign, and nonlinearity
are very similar to the homogeneous bias experiments for both synoptic forcings.
In contrast, we find a local negative SMP coupling with respect to soil moisture
heterogeneity. Differential heating over dry and wet soil patches generates circula-
tion cells at the patches’ boundaries accompanied with convergence over dry and
divergence over wet patches within the BL, respectively. Convergence over dry
areas leads to an earlier transition from shallow to deep convection [O(30 min)]
and hence preferred convection triggering and more precipitation. Spatial analysis
of the Liquid Water Path (LWP) reveals generally higher values over dry patches.
Furthermore, visually inspecting synthetic satellite images of three consecutive
time steps during the initiation phase proved earlier and preferential triggering
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over dry patches, and suppression wet patches. This influence on the transition
from shallow to deep convection agrees with Rieck et al. (2014), who also found
earlier transition times over heterogeneous surfaces. Due to their higher model
resolution and highly idealized domain setting the transition time occurs even
earlier and the heterogeneity length scale with the most definite impact is slightly
smaller as compared to our experiments using an operational weather forecasting
model. According to experiments with high spatial resolution and horizontally
homogeneous atmospheric initial conditions conducted by Cioni and Hohenegger
(2017), the earlier triggering of convection over dry areas extend the duration
of precipitation while soil moisture availability controls the area-averaged precip-
itation amount. As the latter effect is more dominant, the longer duration of
precipitation across dry patches is not able to compensate for the smaller precip-
itation intensity and thus results in a positive domain-averaged SMP coupling.
The different signs of SMP coupling described above show the importance of the
analyzed scale for the sign of SMP coupling with a negative local and positive
regional scale coupling.
• Vertical cross-sections point to the importance of the mean background wind in the
lower troposphere. Superposition of the background wind with convergent motion
over a dry patch within the BL enhances the low-level convergence downstream
of the dry patch close to the adjacent wet patch. This dynamic mechanism leads
to an intensification of the thermally induced vertical circulation. In conjunction
with the reservoir of high Se air above the wet patch, this results in preferred
convective triggering and increased precipitation at the downstream side of the
dry patch. This amplified circulation also coincides with the region of the highest
surplus in LWP. In contrast, the same mechanism decreases low-level moisture
flux convergence at the upstream side of the dry patch. Thus, the interplay of soil
moisture gradients with the background wind represents an important mechanism
that causes an earlier transition from shallow to deep convection over heteroge-
neous soil conditions and an earlier increase in convective afternoon precipitation
over dry patches. This result is in agreement with findings of Froidevaux et al.
(2014), and Lee et al. (2019) using horizontally homogeneous atmospheric ini-
tial conditions. Rochetin et al. (2016) conducted LES of a 50 km wide anomaly
in surface sensible heat flux integrated in an idealized domain with horizontally
homogeneous atmospheric initial conditions. Investigating the interaction with
convection triggering, their simulations also reveal an asymmetry in thermally in-
duced circulations induced by interaction with the mid-tropospheric background
wind determining the location of convection initiation. Furthermore, our results
support the observational analysis of Taylor (2015).
• There is a scale-dependent influence of soil moisture perturbations on the effec-
tiveness of triggering deep convection and the amount of subsequent convective
precipitation. The smallest day-to-day variability in accumulated precipitation
computed over eight different real cases emerges for patch sizes between 42 and
84 km. Similarly, the earliest transition from shallow to deep convection occurs in
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this scale range. During synoptically weakly forced situations, the average resi-
dence time of an air parcel traveling across an individual patch of 56 km amounts to
roughly 3 h given a typical background wind of about 5 ms−1. This residence time,
in conjunction with the vertical circulation forced at the soil moisture interfaces,
allows for fully developed thermally induced circulation cells consistently affecting
the patches at these spatial scales. Towards smaller patch sizes (28 /42 km corre-
sponding to 10/15 grid cells, respectively) the interaction of the thermally induced
circulations cells and the background wind decreases. The circulation cells are too
close to each other so that their influence is not individually discernible. Rieck
et al. (2014) observed similar behavior in their simulations. They found a negligi-
ble impact of soil moisture heterogeneity for the smallest patch sizes [O(5 km)] as
the thermally induced circulation cells collided too early and before the transition
time from shallow to deep convection. On the other hand, the residence time of
an air parcel traveling across the patch is too short to fully adapt to the thermo-
dynamics over the individual patch. For patch sizes above 100 km, however, air
parcels have fewer constraints (i.e. enough time and space) and can spontaneously
rise within single patches resulting in a less structured precipitation distribution
and, ultimately, in a larger day-to-day variability. The thermodynamical trigger
mechanism resulting from the interplay of prescribed soil moisture gradients in
the presence of a weak ambient wind is not as dominant as on scales between
40 km and 80 km.
A recent study applying chessboard shaped initial conditions in simulations with
a horizontal resolution of about 20 m and horizontally homogeneous atmospheric
initial conditions support the smallest resonant scale of 5 km (Lee et al., 2019).
Since this hints on a strong influence of the model resolution on the preferential
length scale of soil moisture perturbations, two of the real-case studies have been
performed using the COSMO model at 500 m grid spacing in Appendix A. Results
presented in the appendix hint on a shift of the range of resonant scales towards
smaller patch sizes. However, due to the high computational costs of the finer
grid-scale, only two days with two experiments were possible, which complicates
conclusions. Furthermore, the assignment of the results to either the increased
model resolution or the improved turbulence scheme applied to the high-resolution
simulations is not possible. This means that it is not clear whether differences
arise from an improved representation of dynamical processes due to the finer grid
spacing or if the better turbulence scheme is more dominant.
• The interaction of soil moisture bias and soil moisture heterogeneities on precip-
itation is weather regime dependent and its influence decreasing with increasing
synoptic forcing. Averaging over the moderately forced cases results in a precipi-
tation difference of merely ±5 % from the respective uniform control simulations
that are about half the value as for weakly forced regimes. With increasing syn-
optic control, the mean tropospheric wind speed, low-level wind shear, and large-
scale instability are generally increasing, and local triggering mechanisms due
to soil moisture perturbations are less important. In high-resolution simulations
initialized with heterogeneous surface conditions and varying vertically uniform
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horizontal wind speeds, Lee et al. (2019) found vanishing thermally induced cir-
culation cells with increasing wind speed. Froidevaux et al. (2014) additionally
reported a change in the sign of SMP coupling for increasing background wind
from negative for vanishing winds to positive for strong winds. Furthermore,
analysis of surface heat fluxes implies smaller influences of surface conditions for
moderate synoptic forcing resulting from increased cloud amount negatively in-
fluencing surface heat fluxes. Those factors explain the reduced importance of
soil moisture heterogeneity during moderate synoptic forcing. However, spatial
analysis of LWP still reveals a small, overall positive influence of soil moisture
heterogeneity during moderate synoptic forcing.
In summary, our numerical simulations confirm the observational findings of a posi-
tive temporal coupling (herein mimicked by soil moisture bias) and a negative spatial
coupling (herein mimicked by soil moisture heterogeneity) as suggested by Guillod
et al. (2015). Furthermore, the exploitation of the consistent model-based four-
dimensional dataset allows for the inspection of the dynamical implications of the
soil moisture gradients. The background wind establishes a region of persistent up-
draft at the downstream flank of dry patches exporting air with high Se from the BL
above the wet patch. Employing the COSMO model with a horizontal grid spacing
of 2.8 km the vertically enhanced circulation cells have a dominant influence at scales
between 40 km and 80 km leading to preferential triggering of convective precipita-
tion near the downstream side of the dry patch. This mechanism optimally locks the
triggering of convective precipitation near soil moisture gradients leading to spatial
redistribution of precipitation with maxima at the soil moisture interfaces and to an
overall reduction of the day-to-day variability of area-averaged precipitation.
Accounting for the uncertainty in triggering deep convection during weak synoptic
control has been a long-standing issue in convection-permitting ensemble modeling.
In convective-scale ensemble prediction systems this is presently accounted for by
perturbing soil moisture values and patterns (Bouttier et al., 2016; Schraff et al.,
2016). The results of our study suggest that the most important uncertainties for
local precipitation forecasts are those with scales of 40–80 km, owing to the strong
atmospheric response. The characterization of soil moisture errors on these scales
and their representation in ensemble prediction systems will be an important focus
for future research.
3.3. Relative influence of soil moisture
perturbations on precipitation
As the previous sections showed, heterogeneous initial soil moisture perturbations
can influence the intensity and location of precipitation by modifying the thermo-
dynamic structure of the BL. By applying a general soil moisture bias or chessboard
patterns, perturbations discussed so far are based on very idealistic approaches suit-
able for process-oriented studies. In order to test whether those processes can lead to
relevant variability in a perturbed-parameter ensemble, heterogeneous soil moisture
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perturbations are generated using spatially filtered initial conditions in the following
section to simulate different levels of spatial accuracy of soil moisture. The follow-
ing section focuses on the relative contribution of three major sources of uncertainty
in convection initiation and formation of precipitation (see RQ-3 in Section 1.4).
Heterogeneous soil moisture perturbations are performed using spatially filtered ini-
tial conditions. Experiments initialized with High-, Low- and Band-pass filtered
surface conditions introduce uncertainties in the lower boundary of the model by
differential surface heating. Note that we use those nine spatially filtered initial soil
moisture conditions to generate an ensemble of simulations with initial soil moisture
perturbations. For doing that, we chose meaningful heterogeneity length-scales mo-
tivated by results in Section 3.2 and the length-scales used in KENDA. Thus, those
are not used for further investigation of the scale-dependent SMP coupling, but for
generating an ensemble based on meaningful initial soil moisture perturbations.
We will compare the impact of those soil moisture perturbations to two other
major sources of uncertainty in convection initiation and formation of precipita-
tion. They will be compared to the impact of uncertainties in the boundary layer
introduced by stochastic boundary layer perturbations (PSP) and microphysical un-
certainties realized by variations in CCN concentrations. Soil moisture perturbations
modify the boundary layer via the surface heat budget, whereas the PSP scheme
directly perturbs the structure of the BL. Perturbations of the aerosol concentration
influences, on the one hand, the cloud formation. On the other hand, it affects the
earth’s surface radiation budget by cloud-radiation interactions and thus indirectly
feeds back to the BL (e.g., Seifert et al., 2012; Fan et al., 2016). Performing separate
COSMO experiments with a single type of perturbation allow the accountability of
differences between the ensembles to each the three types of uncertainty. A white
noise ensemble (WNoise) and the operational COSMO-DE-EPS provide a lower and
upper benchmark for spatial and ensemble variability.
The following section concentrates on a HIW period in May/June 2016 and the
German subregions (see Fig. 2.1). Note that we differentiate two types of averages
by marking spatial averages with 〈·〉 and ensemble averages with an overbar ·.
The first part (Section 3.3.1) revisits the characteristics of the synoptic situation
during the HIW period applying descriptive measures, like convective adjustment
timescale (τc), precipitating fraction or low-level humidity index (HIlow). Ensemble
variability of precipitation will be assessed in the second part (Section 3.3.2) applying
normalized standard deviation while spatial variability will be evaluated in Section
3.3.3 using Fractions Skill Score (FSS). We will additionally evaluate ensemble and
spatial variability with respect to regional and synoptic differences.
3.3.1. Synoptic classification of the high impact weather
period 2016
During a 10-day high impact weather (HIW) period in May/ June 2016, Central
Europe was daily affected by severe convection causing high financial losses. During
that period, a persistent atmospheric blocking over Central Europe characterized
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Figure 3.22.: Time series of area-averaged, daily maximum convective adjustment
timescale (〈τc〉, a), domain accumulated daily precipitation (b), fractional coverage
of precipitation (c), 95th percentile of precipitation amount (d), horizontal wind speed
(vh =
√
u2 + v2) at 500 hPa (e), and the low-level humidity index (HIlow) (f) for 10 days
from 29 May to 7 June 2016. Evaluations were performed for the German subdomain
(blue), as well as the northern (black with circles) and southern (gray with triangles)
German subdomains using unperturbed reference simulations. The horizontal, gray,
dotted line in a indicates the threshold value of 6 h used to classify weather regimes
using the convective adjustment timescale (τc). Note that the dependent variables are
given in logarithmic scale. The HIW episode is divided into a synoptically moderately
forced regime (29 May to 3 June) and a weakly forced regime (4 to 7 June) optically
separated by the vertical, gray, dotted line in each figure.
the synoptic situation. Two upper-level troughs built the blocking and were located
between Iceland and the Azores in the west and from northern Scandinavia to the
black sea flanked a high-pressure system ranging from Iceland to central Scandinavia.
A weak pressure gradient over Central Europe dominated the scenery between the
deviated flow over Northern Europe and the fairly zonal flow over the Mediterranean
region. This weak pressure gradient leads to low thermal stability and low mid-
tropospheric wind speed, providing a convection-favoring weather situation. In the
first part of the period, however, a weak upper-level trough produced some synoptic
lifting (see Piper et al., 2016, for further details about the synoptic situation).
We introduced the convective adjustment timescale (τc) as an objective measure
to classify precipitation regimes according to their synoptic forcing. During weak
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synoptic forcing local triggering processes are necessary to release CAPE. For
this non-equilibrium type of convection, the time between the buildup of CAPE
and its depletion is long after that τc increases. In contrast to that, convective
precipitation continuously destroys instability (CAPE), for example, produced by
large-scale lifting, during moderate synoptic forcing. This leads to small values of
τc. Following previous publications (e.g., Done et al., 2006; Kühnlein et al., 2014),
a threshold of τc = 6 h is applicable to classify these two weather regimes (see
Sec. 2.5 for further details). The daily maximum of domain averaged τc is depicted
in Figure 3.22a. Applying the threshold of 6 h on the German subdomain (blue
line) divides the period into a moderately (29 May – 03 June), and a weakly (04 –
07 June) forced period. Note that we consider this subdomain for the classification
of weather regimes in the HIW period. Even though characteristics are similar,
the regime change is slightly earlier over the Northern subdomain (black line) while
being delayed over the south (gray line).
In line with the change in the synoptic regime, the spatial sum of daily accumu-
lated precipitation (Fig. 3.22b) decreases by about 60 %. While the domain-averaged
value is similarly distributed between the northern and southern subdomains dur-
ing the first phase of the HIW, more precipitation occurs over the southern part of
Germany (gray line) for weak synoptic forcing. Similarly, the precipitating fraction
(Fig. 3.22c) decreases during the second phase of the HIW whereas the regional
differences are less pronounced. Interestingly, daily peak precipitation (i.e. the 95th
percentile of hourly precipitation) is slightly increasing throughout the period in
all three domains (Fig. 3.22d). Hence, convection over the northern part of Ger-
many covers smaller regions but is similarly intense as compared to the south. The
decreasing mid-tropospheric wind speed (Fig. 3.22e) reduces the influence of advec-
tion. This reduction supports stationary convective cells not covering large areas
but generating locally high precipitation amounts. The low-level humidity index (see
Sec. 2.8) shown in Figure 3.22f reveals another important feature of the HIW period.
After the lower atmosphere is quickly moistening during the first day, remains wet
throughout the first, moderately forced, phase. With the regime change, dry air
reaches the domain leading to an increase in HIlow. This drying further changes
the expected intensity of the soil atmosphere interaction as atmospheric moisture
availability is limited over a fairly large region. According to that, the importance
of local evaporation as a source of atmospheric moisture is increasing. The expected
intensity of soil-atmosphere interaction increases along with the change in moisture
sources during the weakly forced phase of the period.
We furthermore evaluate the ability of COSMO to generally represent the weather
situation by comparing the spectral structure of the precipitation fields using wavelet
spectra. As opposed to the Fourier transform, which assumes spatial stationarity,
wavelet spectra preserves spatial information of the analyzed field. Since a descrip-
tion of the wavelet method is beyond the scope of this thesis, the reader may find
a comprehensive overview in Daubechies (1992) or Kaiser (1994). Similar to Brune
et al. (2018), we use a Daubechies wavelet, however, using a Daubechies 4 wavelet
instead of a Haar wavelet (Daubechies 1; as in Brune et al. (2018)) might decrease
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Figure 3.23.: Time series of domain-averaged wavelet spectra of hourly precipitation de-
rived from Radar observations (a,c,e) and the unperturbed reference simulation (REF)
(b,d,f). Displayed are the North-South (a,b), East-West(c,d) and Diagonal (e,f) di-
rections. (g) Mean spectral energy averaged over all directions for Radar observations
(black) and Ref (blue), as well as squared, domain-averaged hourly rain rates (dashed
lines) are displayed. (h) Scale ratio 〈El〉/(〈El〉+ 〈Es〉) with 〈El〉 being the average spec-
tral energy for scales from 44.8 km to 358.4 km and 〈Es〉 from 5.6 km to 22.4 km. A
12-hourly rolling average is applied to increase readability of g and h.
the sensitivity towards discontinuities in the signal (in our case a precipitation field)
but increases frequency resolution of the spectral analysis (Kaiser, 1994). According
to, for example, Sharif and Khare (2014), the Daubechies 4 wavelets are superior to
characterize spatial data retrieved from remote sensing while Brunsell and Gillies
(2003) successfully applied those wavelets to analyze patterns of surface heat fluxes
spatially. Recently, Buschow et al. (2019) reported about Daubechies 4 as the opti-
mal trade-off in describing intermittency and smoothness in precipitation fields. A
drawback of this method, as for any other wavelet method, is that analyzed scales
are in powers of 2, which leads to rapidly increasing analyzed scales. We used zero-
padding to increase the field size to the next higher power of two. The algorithm
based on Eckley and Nason (2011) calculates the directional wavelet analysis in
North-South, East-West, and diagonal directions.
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Time series of the domain-averaged spectra are displayed in Figure 3.23 for Radar
observations (a,c,e) and REF (b,d,f). The re-occurring dark patches in the time
series reflect the daily cycle of convective precipitation with its maximum in the late
afternoon. Similar to the domain-averaged precipitation rate (Fig. 3.22d), the color
gradients decay throughout the HIW period in all directions of Radar observation
and REF simulation. Even though REF slightly overestimates the East-West orga-
nization of convective precipitation, patterns in the spectra match reasonably well.
Inspecting the magnitude of spectral energy, however, reveals that REF overesti-
mates the sharpness and intensity of convective cells, which is why spectral energy
is generally increased. This difference is even more prominent in the mean spectral
energy displayed in Figure 3.23g (solid lines) according to which REF continuously
shows higher spectral energy as the Radar observations. A comparison of mean
spectral energy with the squared, domain-averaged precipitation rate (dashed lines)
reveals reasonably good accordance meaning that the wavelet spectra are trustwor-
thy (e.g., Brune et al., 2018). Figure 3.23h shows the ratio between spectral energy
on small (i.e. 5.6 km to 22.4 km) and large (i.e. 44.8 km to 358.4 km) scales. This
ratio provides information about the average size distribution of convective precip-
itation fields throughout time and reveals important characteristics of the synoptic
conditions in the HIW period. On the one hand, the scale ratio shows a continuously
smaller ratio for REF, meaning that the spatial extent of convective cells tends to
be too small. The regime change, on the other hand, is more rapid in the obser-
vations. While the ratio continuously changes towards smaller values in REF, this
transition happens faster in the Radar-derived observations. This transition thus
shows that with the synoptic regime, the average size of convective cells changes
from larger clusters during moderate synoptic control towards smaller convective
cells during the synoptically weakly forced phase. Furthermore, radar observations
generally show higher values of this scale ratio hinting on an increased organization
of convection to larger clusters as compared to REF. Thus, the HIW period offers
the opportunity to examine the relative impact of various perturbations comprising
different aspects of uncertainty, conditional to different synoptic forcing conditions.
3.3.2. Precipitation rate and local variability
To get a first impression of the domain-averaged relative influence of the three dif-
ferent perturbation approaches, Figures 3.24a,b show time series of domain averaged
precipitation for the two synoptic regimes. High precipitation rates in the morn-
ing hours (before 6 UTC) originate from spin up effects caused by the downscaled
COSMO-EU initial conditions used for the experiments. The initialization using
analysis data also explains the differences between the EPS and the experiments.
Apart from those spin up effects, both, operational forecasts and experiments de-
velop a diurnal convective cycle with low precipitation rates in the morning and a
pronounced maximum in afternoon precipitation. Comparing the radar observed
with our experiments and the operational forecasts, however, reveals a time shift
of 1 h too late (2 h too early) for weak (moderate) forcing in the experiments and
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Figure 3.24.: Time series of hourly precipitation (a, c) and normalized precipitation
spread 〈Sn〉 (b, d) averaged over six moderately (a, b) and four weakly (c, d) forced
cases evaluated for different COSMO ensembles: prescribed soil moisture heterogeneities
(Soil), stochastic boundary layer perturbations (PSP), variations in aerosol concentra-
tion (CCN), the operational COSMO-DE-EPS ensemble (EPS) and a reference ensem-
ble perturbed with white noise (WNoise). The daily accumulated radar observations
(dashed) separately aggregated over weak (left) and moderate (right) synoptic control
provide an informative basis.
operational forecasts paired with higher observed precipitation rates. The use of
analysis data to drive our experiments as well as the double-moment microphysics
better compares to the observations as the operational forecasts. With a maximum
precipitation of about 0.28 mmh−1 (0.47 mmh−1) our experiments reach 90 % (95 %)
of the radar observations’ peak precipitation for weak (moderate) forcing whereas
the operational EPS forecast only reach 70 % (85 %). Similar to the peak values,
precipitation rates are generally higher for moderate synoptic forcing.
The boxplots in Figure 3.25 visualize the variability in precipitation amount ac-
cumulated between 9 and 21 UTC – the period of main convective precipitation –
depicting the mean deviation from an unperturbed reference simulation (REF), as
well as its median and interquartile range. Values larger (smaller) than one stand
for an increase (decrease) in precipitation of the respective perturbed-parameter en-
semble compared to REF. The following evaluation will consider the topographical
structure of the German domain by dividing it into a relatively flat northern and
a mountainous southern subdomain to examine the role of orography paired with
different perturbation methods. Note that for both synoptic conditions, comparing
all perturbed-parameter experiments with the lower benchmark ensemble (WNoise)
reveals both, a broader interquartile range and envelope. The perturbed-parameter
ensembles thus produce more variability as compared to white noise perturbations
implying a physical cause of the variability.
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Figure 3.25.: Relative change in precipitation accumulated from 09 UTC to 21 UTC for
all Soil, CCN, PSP, and WNoise perturbed-parameter ensembles grouped in weak (a)
and moderate (b) forcing. Evaluations are performed for the German (G), as well as
the Northern (N) and Southern (S) German subdomains. The upper and lower whiskers
show the envelope of all experiments, the boxes the interquartile range (25th and 75th
percentile) and the orange lines the median. Red circles indicate the mean values.
Among all perturbed-parameter ensembles, CCN shows the smallest variability
over all three subdomains. The large spread for weakly forced conditions over north-
ern Germany (Fig. 3.25a) originates from the simulation with maritime aerosols
underestimating precipitation on 6 June 2016 and overestimating precipitation on
7 June 2016 over Northern Germany. This misrepresentation broadens the dis-
tribution, whereas the mean and median remain close to one. Furthermore, it
does not show a strong dependence on the synoptic regime as the distributions
are only slightly broader for weak forcing (Fig. 3.25a) as compared to moderate
forcing (Fig. 3.25b). Stochastic boundary layer perturbations (PSP) generate the
largest variability among all perturbation approaches over the German subdomain.
Both the interquartile range and envelope surpass the other ensembles. Additional
heterogeneity in the BL shows a larger impact over the fairly flat northern part of
Germany as compared to the mountainous south resulting in a broadening of the
distribution and a shift of mean and median towards about 10 % (5 %) increase for
weak (Fig. 3.25a) (moderate; Fig. 3.25b) forcing. In contrast to that, the mean and
median center around one for the southern subdomain. Similar to Figure 3.24, the
perturbed initial soil moisture conditions (Soil) reveal the most considerable regime
dependence. While the mean and median remains close to one for the German sub-
domain as the domain-averaged soil moisture remains equal for all simulations, the
interquartile range almost doubles for weak as compared to moderate forcing. The
entire envelope, however, is similar for both ensembles. Regional differences are,
as already seen for the PSP ensemble, large for the Soil ensemble. Over Northern
Germany, where terrain variability is limited, soil moisture perturbations generate
large variability and produce on average above 5 % more precipitation for both syn-
optic regimes. Note that the respective median value for moderate synoptic forcing
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remains close to one, implying that the average increase is due to the skewed distri-
bution illustrated by the envelope. The variability over the southern subdomain is,
similar to PSP, comparably small.
While the mean precipitation rates of the sets of experiments only vary within a
range of 5 %, ensemble variability varies between different perturbation approaches.
In order to assess the local ensemble variability, we calculate the normalized standard
deviation
Sn(x, y) =
1
P (x, y)
√√√√ 1
N − 1
N∑
i=1
(
Pi(x, y)− P (x, y)
)2
(3.3)
withN being the number of ensemble members, Pi(x, y) each member’s rain rate and
P (x, y) the ensemble mean precipitation rate (Hohenegger et al., 2006) in Figures
3.24c,d. Generally, the division by N − 1 rather than N compensates for the fact
that the individual members are, on average, closer to their sample mean than to
the true population mean (Wilks, 2011). The ensemble spreads of all perturbed-
parameter ensembles are well distributed between the two benchmark simulations
WNoise and EPS. Since statistical white noise generates the variability in WNoise,
being larger as WNoise indicates that the processes leading to ensemble variability
are physically based. The CCN ensemble causes steadily increasing variability from
the beginning of the simulation but ends having the smallest ensemble spread. Since
microphysical processes continuously take place during the formation of clouds and
precipitation, CCN perturbation shows constant influence notwithstanding different
stages within the cycle of convection. PSP, instead, shows rapid growth in variability
at the beginning and reaches about 85 % of the EPS’s variability at the time of
simulated peak precipitation (about 16 UTC) as the direct perturbation of tendencies
in the BL is very effective. Therefore the PSP ensemble outperforms the other
perturbed-parameter ensembles. While all ensembles show a fairly steady increase
throughout the day, the Soil ensemble reveals an exciting feature. Before sunrise
(about 4 UTC), there hardly is an increase in ensemble spread. A period of very
gentle increase follows before Figure 3.24c shows a rapid increase in ensemble spread
just before the onset of convective precipitation between 9 and 12 UTC (11 and
14 UTC) for weak (moderate; Fig. 3.24d) forcing. Since heterogeneous soil moisture
perturbations mainly influence the convection initiation via secondary dynamical
effects, like thermally induced circulation cells and boundary layer rolls (see Section
3.2), the most substantial increase in variance is discernible during this period.
Therefore it outperforms the CCN ensemble throughout the day and amounts to
about 55 % (50 %) of the EPS’s spread at 16 UTC for weak (moderate) forcing. With
the EPS ensemble employing perturbations all three major sources of uncertainty
accounting for initial and boundary condition uncertainty as well as the model error,
it outperforms all other experiments.
Comparing the different weather regimes shows a similar stratification of simu-
lations but reveals a regime dependent impact of perturbations. While ensemble
spread is generally larger for weak synoptic forcing the differences are not equal for
all simulations. Again, soil moisture perturbations show a striking behavior as its
74 3. Results
spread is about 50 % larger for weak synoptic forcing (Fig. 3.24c) as compared to
moderate synoptic forcing (Fig. 3.24d). In contrast to that, the remaining ensembles
show a reduction in spread amount to roughly 25 % to 30 %. As already discussed in
Section 3.2, soil moisture perturbations are primarily dependent on solar radiation
and the background wind, which partly explains the regime dependence.
The effect of the different ensemble sizes was further tested by applying a resam-
pling method with replacement. Drawing 1000 times four individual model runs
in each ensemble (Soil, PSP, CCN, WNoise, and EPS) on each day results in 1000
samples per perturbed-parameter ensemble (each consisting of 4 members). The
application of this method to compute the domain-averaged precipitation rate and
normalized ensemble spread gives qualitatively very similar results with the same
order in the importance of the different perturbations (not shown).
In summary, aerosol and stochastic boundary layer perturbations reshuﬄe the
location of precipitation from the model start onwards hence leading to increasing
local precipitation variability from the beginning. Soil moisture perturbations, in-
stead, show the largest generation of variability during convection initiation. In
general, stochastic boundary layer perturbations are most efficient and produce the
largest local variability, almost reaching the upper benchmark (EPS). Moreover,
all perturbed-parameter ensembles, in particular, the soil moisture perturbations,
show a clear weather regime dependence. While ensemble spread shows differences
between the perturbation approaches, domain and ensemble-averaged precipitation
amounts are hardly affected by the different perturbations. This hints on the per-
turbations are mainly redistributing convection within the domain rather than gen-
erally modifying the magnitude of convective precipitation. Furthermore, perturba-
tion methods directly acting on the BL and thus causing additional heterogeneity
generates a larger variability in 12 hourly accumulated precipitation over the oro-
graphically less structured northern part of the German domain.
3.3.3. Spatial precipitation variability
To investigate the relative spatial impact of the different perturbed-parameter en-
sembles, we will apply the FSS (see Section 2.7) to evaluate the spatial variability
of deep convection caused by the perturbations. We produce the binary field us-
ing the 95th percentile precipitation as threshold and, unless mentioned differently,
allow for a spatial inaccuracy of 11 grid cells (30.8 km). For the calculation of the
FSS compare the perturbed-parameter ensembles with REF. While a FSS of one is
considered to be a perfect forecast, smaller values stand for increasing spatial vari-
ability. The FSS values are averaged over both the ensemble members and all case
studies categorized as the same synoptic regime. Since the computation of FSS for
the operational EPS relative to REF driven with analysis would result in an unfair
comparison, we excluded it from this application.
The ensemble mean FSS (Fig. 3.26) reveals that the stochastic boundary layer
perturbations cause variability from the initialization time onwards and exerts the
largest influence on convective precipitation among the perturbations. This is similar
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Figure 3.26.: Time series of the ensemble mean Fractions Skill Score (FSS) relative to
REF for all perturbed-parameter ensembles for the HIW period. The shaded regions
illustrate the differences between the weakly (solid) and moderately (dashed) forced
cases. Calculations were performed using the 95th percentile precipitation as threshold
and a spatial scale of 11 grid cells (roughly 30 km).
to the normalized standard deviation (Figs. 3.24b,d). Spatial variability is steadily
increasing throughout the simulation time. However, unlike the normalized spread,
it does not show any significant dependence on the synoptic forcing as the solid
(weak) and dashed (moderate) behave similarly. Spatial variability generated by
perturbations of the aerosol concentrations (CCN) is delayed as compared to the
ensemble spread but also shows a constant increase after 6 UTC. Similar to the
ensemble spread (Fig. 3.24b,d), the Soil ensemble hardly shows any change in vari-
ability before 9 UTC but afterward executes a rapid increase prior to the onset of
afternoon precipitation.
Similar to the PSP ensemble, CCN shows a small weather regime dependence.
In contrast to those, soil moisture perturbations show a pronounced regime depen-
dence. Different initial conditions in soil moisture result in variations in the ini-
tiation location of convection being more efficient for weak synoptic forcing where
soil-atmosphere interactions are more pronounced. There still is a steeper increase
in spatial variability before main afternoon convective precipitation for moderate
synoptic forcing whereas it is slightly delayed and less distinct. After 18 UTC (after
peak precipitation in Fig. 3.24a,b) FSS values stagnate for both synoptic regimes.
Relaxing the constraint of a fixed spatial scale for the computation of the FSS
leads to Figure 3.27 showing the FSS score similarly computed as in Figure 3.26 but
for scales ranging from 5.6 km to 84 km. For both synoptic situations, the WNoise
ensemble only reveals small FSS values for scales below 30 km (Figs. 3.27d,h). Fur-
thermore, the difference between weak and moderate synoptic forcing (Fig. 3.27l) is
close to zero and thus supports WNoise being independent on the synoptic regime
across all spatial scales. Perturbed aerosol concentrations (Figs. 3.27c,g) mainly
show large FSS for small spatial scales, whereas the decrease towards larger FSS
is very smooth, and the increase of spatial scales showing spatial variability is con-
tinuously increasing from the initialization onwards. A very efficient perturbation of
convective precipitation across all scales is generated by stochastic BL perturbation
(Figs. 3.27b,f). Only slightly dependent on the synoptic regime (Figs. 3.27j), the
color shading reveals a rapid growth of scales showing spatial variability in PSP.
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Figure 3.27.: Time series of FSS computed relative to a reference using the 95th per-
centile precipitation as threshold for different window sizes ranging from 5.6 km to 84 km
(y-axis). The mean ensemble FSS averaged over all weakly (first row, a-d) and mod-
erately (second row, e-h) forced case studies evaluated for the Soil (first column), PSP
(second column), CCN (third column) and WNoise (fourth column) ensembles. Colder
colors (decreasing values) stand for an increase of spatial variability. Additionally, the
useful (FSSd50, black, solid line), 75 % (FSSd75, white, dash-dotted line) and 90 %
(FSSd90, gray, dash-dotted line) scales are displayed considering the same precipita-
tion threshold. The third row (i-k) provides the difference of FSS (∆FSS) between the
different forcings. Positive (negative) values (blueish (brownish) colors) describe more
variability for moderate (weak) forcing. The lowest two rows (m-t) depict regional dif-
ferences between northern and southern Germany for weak (m-p) and moderate (q-t).
Positive (negative) values (blueish (brownish) colors) describe more variability over the
southern (northern) subdomain. The 30.8 km scale applied in Figures 3.26 and 3.28 is
marked by the gray dotted line.
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Findings described for Soil in Figure 3.26 are transferable to other spatial scales.
Following the color gradient for weak synoptic forcing (Fig. 3.27a) reveals a steeper
increase of perturbed scales as compared to moderate forcing (Fig. 3.27e). Accord-
ingly, larger scales are perturbed under weak synoptic forcing. Consistently negative
values in the difference plot (Fig. 3.27i) support the strong regime dependence with
more efficient perturbation for weak synoptic forcing.
Inspection of the low dispersion scales (FSSd50) confirms the distinguished regime
dependence of the Soil ensemble. The spatial dispersion scales describe the spatial
scale at which a particular level of spatial variability (quantified by FSS) is reached
(see Section 2.7). While the Soil experiments substantially diverge only until a spa-
tial scale of about 10 km for moderately forced situations, the low dispersion scale
is 20 km for weak synoptic forcing (Fig. 3.27a,e). By contrast, this scale is almost
insensitive to the synoptic regime for the remaining two perturbed-parameter en-
sembles amounting to about 30 km (PSP; Fig. 3.27b,f) or 10 km (CCN; Fig. 3.27c,g).
The lower benchmark experiment (WNoise), instead, does hardly show growth in
the lower dispersion scale. Amending the concept of the low dispersion scale by
applying different thresholds provides insight into the growth of particular levels
of spatial inaccuracy in scale throughout time. This is based on the assumption
that deviations in fractional coverage and displacement in precipitation are neces-
sary to reduce the FSS to a certain value (i.e. approximately 0.75 (FSSd75) or
approximately 0.90 (FSSd90; see Section 2.7). The rate of change in spatial scale
at which a specific spatial variability occurs can be tracked throughout time. The
75 %- and 90 %-scale is shown by the white and gray dash-dotted lines in Figures
3.27a-h. Similar to FSSd50, FSSd75 is almost regime independent for CCN, PSP
and WNoise and levels off at about 30 km (CCN), 70 km (PSP) and 20 km (WNoise).
Again, Soil shows a pronounced regime dependence whereupon FSSd75 is 60 km for
weak synoptic situations (Fig. 3.27a) and about 30 km for moderately forced cases
(Fig. 3.27e). During the forecast lead time of 24 h, not all experiments reach a
stagnation of high dispersion scale (FSSd90). While FSSd90 keeps growing larger
for CCN (reaches up to 150 km), it just decelerates for PSP and reaches almost
200 km. Soil settles at about 150 km (weak; Fig. 3.27a) and approximately 100 km
(moderate; Fig. 3.27e), respectively. Note that Figure 3.27 only shows scales up to
84 km.
Differences in the three regarded scales mainly arise from a different growth rate.
Thus, small spatial variability values show more rapid growth than higher spatial
variability. While CCN and WNoise reveal comparably small growth rates, PSP
shows the quickest growth. Interestingly, FSSd90 for Soil starts growing at about
09 h and gradually accelerates until it reaches its final scale at about 18 h. Further-
more, its fastest growth rate is comparable to PSP.
The orographic structure of the German domain provides the opportunity to ex-
amine the role of orography paired with different perturbation methods. For sim-
plicity, we confine the spatial scale to 30.8 km in Figure 3.28 (cf. Fig. 3.26) and
we omit the CCN and WNoise ensembles as Figure 3.26 reveals less pronounced
effects on spatial variability. For both subdomains, the PSP ensemble causes spatial
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Figure 3.28.: Regional difference of the ensemble averaged FSS for the Soil (a) and PSP
(b) ensembles in northern and southern subdomains using the same thresholds as in
Figure 3.26. The low dispersion scale (FSSd50) using the 95th percentile precipitation
as a threshold is displayed in the second row for the Soil (c) and PSP (d) ensembles in
northern and southern subdomains. (e,f) shows the same as (c,d) but applying the 80th
percentile precipitation as a threshold.
variability from the start onwards with a similar descent in FSS hinting on a small
regional dependency. Looking at the low dispersion scale (FSSd50) in Figure 3.28d
confirms the rapid growth in low dispersion scales until about 17 h. Afterwards,
however, FSSd50 keeps growing over the northern subdomain for moderate forcing
while it slightly descents for weak forcing resulting in a maximum difference in low
dispersion scales of 20 km. This might imply that grid-scale inhomogeneities in the
absence of orography are more efficient for moderate as for weak synoptic forcing.
For the southern subdomain, instead, FSSd50 grows for both synoptic regime al-
though there is an increased growth discernible for weak synoptic forcing. This hints
on the increased influence of orographic triggers during weak forcing conditions.
This characteristic differentiates the Soil ensemble from the other perturbed-
parameter ensembles. During weak synoptic forcing, there is a similarly large impact
of heterogeneous soil moisture perturbations due to the strong soil-atmosphere inter-
action over both domains (Fig. 3.28a). This leads to a redistribution of convection
and impacts the spatial structure of the precipitation field, resulting in a reduced
FSS. The impact is generally smaller during moderate forcing. However, the ab-
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sence of orographically induced variability over flat terrain leads to a relatively larger
impact of soil moisture heterogeneity on spatial precipitation variability over the flat
northern subdomain during moderate synoptic control. Another aspect distinguish-
ing Soil from the other two perturbed-parameter ensembles is the broad range of
spatial scales FSSd50 involves considering the collective impact of orography and
synoptic situation (Fig. 3.28c). Before 12 h, FSSd50 does not show any change.
Regional differences are, on average, very small for weak synoptic conditions show-
ing a scale of about 30 km. Interestingly, spatial variability caused by soil moisture
perturbations over the northern subdomain is higher as generated by PSP. This dif-
ferent behavior of Soil and PSP experiments might be caused by the larger spatial
correlation of the soil moisture perturbations more efficiently generating small-scale
dynamical triggers as opposed to the grid-scale perturbations caused by PSP. Regime
dependence, however, shows large regional differences. Similar to the FSS in Fig-
ure 3.28a, there is larger regime dependence over the southern subdomain. While
differences in FSSd50 of about 15 km occur over the North, discrepancies amount
up to 30 km over the orographically structured southern subdomain. This again
underlines orographic triggers being more important as compared to soil moisture
perturbations during moderate synoptic forcing.
Figure 3.27m-t depict regional differences for multiple spatial scales and different
synoptic situations. Negative outliers for CCN (weak forcing) are visible throughout
all spatial scales in Figure 3.27o. This supports the misrepresentation of individual
convective cells over the northern subdomain, as mentioned above. Similar to that,
the remaining experiments, especially PSP, show increased spatial variability for the
orographically more structured southern part of Germany for weak synoptic forcing.
In contrast to that, the sign is reversed for moderate synoptic forcing (Figs. 3.27q-t).
While the effect is very small for CCN and WNoise, Soil and PSP show a definite
increase in variability across all spatial scales for moderate synoptic forcing. For
Soil, the increase in spatial variability during moderate synoptic forcing is mainly
constrained to the afternoon and evening hours. As those perturbation methods
both act directly on the BL, this again hints on the regime dependent effect of
orography, soil and BL perturbations on the initiation of deep convection.
Applying the 95th percentile precipitation as a threshold for the computation of
FSS only features the peak values of convective precipitation. Relaxing that thresh-
old to the 80th percentile allows to assess broader-scale features represented in the
Soil and PSP ensembles (Fig. 3.28e,f). For the two displayed perturbed-parameter
ensembles, the low dispersion scale (FSSd50) reveals a smoother increase through-
out time as already hypothesized by Dey et al. (2016). Additionally, both ensembles
still support the results described above for the more restrictive precipitation thresh-
old in Figures 3.28c,d. The smooth increase leads to a spatial variability is small for
the PSP ensemble (Fig. 3.28f). However, the largest spatial variability appears over
the orographically structured southern part during weak synoptic control. Despite
the weaker constraining precipitation threshold, heterogeneous soil moisture pertur-
bations still cause spatial variability during weak synoptic forcing especially over the
northern subdomain (Fig. 3.28e). During moderate synoptic forcing, no increase in
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FSSd50 is discernible. This again supports that heterogeneous soil moisture per-
turbations predominantly alter the triggering mechanism locally forced convection
during weak synoptic forcing and shows minor effects during moderate synoptic
forcing when large-scale triggers are more dominant. Furthermore, the reduced low
dispersion scale supports our hypothesis that heterogeneous soil moisture perturba-
tions predominantly affect local triggering mechanisms rather than changing general
precipitation.
3.3.4. Discussion and summary
The previous Section 3.2 showed a strong coupling between heterogeneous soil mois-
ture and convective precipitation on daily time scales by evaluating the effect of
chessboard patterns on convective initiation. Even though findings are based on
real-case scenarios and introduced gradients are shown to relevant dynamical ef-
fects, heterogeneous soil moisture initializations are pragmatically chosen to identify
dominant processes and heterogeneity length-scales. That way, we learned about dy-
namical processes strongly influencing convective precipitation on a local scale. A
step further towards realistic perturbations is to adopt the spatial scales found in
the previous section for spatial filtering using High-, Low- and Band-pass filters.
Furthermore, we additionally chose to include perturbation length-scales used in
the new, KENDA based ensemble system at DWD (Schraff et al., 2016; Theis et al.,
2017). Several studies argued that proper representation of the spatial distribution
of initial soil moisture is essential by showing that forecast quality of specific pre-
cipitation events suffers from inadequate representation (e.g., Chang and Wetzel,
1990; Trier et al., 2004; Cheng and Cotton, 2004; Koukoula et al., 2019). Therefore,
spatial inaccuracy is expected to increase variability in convection hence increasing
ensemble spread. Note that we did not alter domain averaged soil moisture as this
would lead to a bias in average precipitation. Another open issue is the relevance of
soil moisture perturbations, which can be assessed by comparing with other major
sources of uncertainty, like CCN and PSP. Important physical mechanisms are link-
ing those specific sources of uncertainty for deep convection. We computed those
perturbed-parameter ensembles for ten days of daily occurring high impact weather
across Central Europe featuring different synoptic conditions. Furthermore, the
operational COSMO-DE-EPS forecasts are available for the sake of comparison.
Dependence on the synoptic regime and temporal evolution of variability
The area- and ensemble mean hourly precipitation rates of the different ensembles
closely agree but show differences conditional to the synoptic regime. Differences
in average 12-h accumulated precipitation (09-21 UTC) remain below 5 % and are
generally smaller for moderate synoptic forcing (O(1 %)). This overall robustness of
precipitation is in agreement with a study of Seifert et al. (2012) who find aerosol
effects on 12-h accumulated area-averaged precipitation below 5 % in a 3-yr clima-
tology of summertime precipitation over Germany as simulated by the COSMO
model. Furthermore, previous Sections 3.1 and 3.2 showed small average effects of
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heterogeneous soil moisture perturbations on mean precipitation as long as domain
averaged soil moisture remains unchanged.
Ensemble (Sn) and spatial spread (FSS, FSSd50) support the regime dependent
influence of perturbations on convective precipitation with larger variability dur-
ing weak forcing. The operational COSMO-DE-EPS forecasts sampling the main
sources of uncertainty present the highest variability. This is in agreement with
earlier studies pointing towards the importance of initial and lateral boundary con-
dition uncertainty in convection-permitting EPSs (e.g., Surcel et al., 2017). Physical
relevance of the three perturbed-parameter ensembles is implied by outperforming
the lower benchmark ensemble (WNoise) initialized with white noise perturbations
of the temperature. Both, stochastic boundary layer perturbations and CCN vari-
ations induce variability shortly after the beginning of the simulation regardless of
the onset of the main convective precipitation around noon. While PSP produces
about 85 % of the total EPS ensemble precipitation variability, the CCN ensemble
accounts for approximately 40 % during weak forcing. Note that those values are
not generally applicable and are restricted to the configurations in this thesis while
giving a first estimation of the relative influence of different perturbation methods
on the ensemble spread. Those values mainly show that the effect of all perturbed-
parameter ensembles is not negligible. Interestingly, heterogeneous soil moisture
perturbation shows two characteristics differentiating it from the other perturbed-
parameter ensembles. Its ensemble variability shows the largest regime dependence
among the ensembles being capable of accounting for about half of the operational
EPS variability during the most intense rainfall period in the afternoon. Since het-
erogeneous soil moisture perturbations mainly influence the convection initiation,
the largest increase in variance is discernible at this time (between 09 and 21 UTC).
Furthermore, it does not cause major spatial or ensemble variability from the be-
ginning of the simulation. After a period of hardly discernible increase, variabil-
ity sharply increases in spread prior to the onset of heavy afternoon precipitation.
Those results are also supported by the FSS quantifying the spatial variability of
the perturbed-parameter ensembles.
Furthermore, evaluation of the temporal change of characteristic dispersion scales
(FSSd50, FSSd75, FSSd90) also supports the delayed increase in spatial variability
caused by soil moisture perturbations. Irrespective of the dispersion scale, variability
starts to increase just before the onset of convective precipitation. The growth-
rate of spatial inaccuracy expressed by different spatial deviation scales is generally
higher the smaller the respective spatial inaccuracy is. However, the time when the
deviation scale starts to grow is hardly changing for the Soil ensemble. In contrast to
that, the growth starts significantly earlier, considering smaller spatial inaccuracies
for the remaining perturbed-parameter ensembles. This comparison further supports
the soil moisture perturbations’ unique characteristic to start generating variability
just before convection initiation.
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Regional differences
Manipulations of the concentration of CCN show a similar impact for both German
subdomains. Differences in spatial variability over the Northern part probably stem
from misrepresentations of convective precipitation for the simulation with maritime
aerosol concentration (i.e. the cleanest conditions of the four options). According to
Tao et al. (2012) and references therein, this favors the suppression of warm rain.
A more in-depth evaluation of this issue, however, is beyond the scope of this the-
sis. Interestingly, the regime dependent impact of the remaining two perturbations
shows remarkable regional differences. While ensemble variability generally shows
larger variation between the members over the northern part, the influence of the
perturbations on spatial variability behaves differently for the perturbation meth-
ods. Regime differences over the Southern subdomain are comparably small for PSP.
Only after 18 UTC, FSS starts to diverge and reveals larger variability for weak syn-
optic forcing. Over Northern Germany, stochastic BL perturbations generally show
a larger impact for moderate synoptic forcing. Following the low spatial dispersion
scale (FSSd50) reveals large differences of almost 20 km during that period, also
implying higher spatial variability moderate synoptic forcing. This hints on the
stochastic BL perturbations, on the one hand, amplify with small-scale, orographic
effects. On the other hand, they do not efficiently cause variability in the absence
of orography. In contrast, Soil perturbations hardly show a regional dependence for
weak synoptic forcing neither for a fixed scale (i.e. FSS30 km), nor across different
scales (FSSd50). Since spatial dispersion scale keeps growing in the afternoon, the
Soil ensemble reveals even higher spatial variability over the North as that generated
by PSP. During moderate synoptic forcing, instead, there are substantial regional
differences for the Soil ensemble. While the low dispersion scale if about 20 km
over the North, it remains below 10 km over the South. In other words, soil mois-
ture perturbations hardly show impact over orographically structured terrain during
moderate synoptic forcing. Over the Northern part, where orographic triggers are
missing, it still produces substantial spatial variability even though synoptic condi-
tions would not favor a strong soil-atmosphere interaction. Henceforth, the small
dynamical disturbances produced by different initial soil moisture realizations can –
in the absence of orography – still provide important triggering mechanisms for deep
convection. Orographic effects in the South suppress the effect of those small-scale
disturbances.
Furthermore, comparing values of FSSd50 for the Soil ensemble and the bias ex-
periments in Section 3.1 supports our hypothesis after what initial soil moisture bias
predominantly amplifies different convective cells rather than causing substantial
spatial variability. Values FSSd50 for the bias experiment remained below 10 km
(Fig. 3.6), low spatial dispersion scale is more than double in case of heteroge-
neous soil moisture perturbations applies in Soil (Figs. 3.27a-h). Those differences
in spatial variability distinguishing homogeneous and heterogeneous soil moisture
perturbations emphasizes the fundamental influence of soil moisture gradients exert
on convective precipitation.
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In summary, this section shows the complex interplay between synoptic conditions
comprising thermodynamic stratification and available net radiation modulating the
influence of different perturbations on convective precipitation. Soil moisture per-
turbations can generate variability comparable with stochastic BL perturbations or
varied CCN concentrations. Thus, its variability can account for almost half of that
produced by the operational COSMO-DE-EPS. We found exciting features of initial
soil moisture perturbations discerning them from the other two perturbed-parameter
ensembles. Soil perturbations show the most considerable dependence on the syn-
optic regime and generated the most substantial uncertainty during weak synoptic
forcing where soil-atmosphere interactions are most prominent. For those synop-
tic conditions, the lack of small-scale variability in the lower boundary condition of
convective-scale NWP is shown to cause major issues, especially during the initiation
phase of convection (e.g., Kühnlein et al., 2014). We hypothesize that perturbations
of soil moisture mainly unfold their impact exactly during that phase as hetero-
geneities mainly influence the convection initiation via secondary dynamical effects,
like thermally induced circulation cells and boundary layer rolls. Consequently, spa-
tial and ensemble variability increases just before the onset of afternoon convective
precipitation. While the impact of heterogeneous soil moisture perturbations is small
over Northern Germany, the southern subdomain shows larger regime dependence.
During moderate synoptic forcing, orographic triggers tend to suppress the effect of
heterogeneous soil conditions. For weak synoptic control, however, heterogeneities
in soil generate substantial variability in convective precipitation.
A limitation of this study might be the differently sized and partly small ensem-
bles. The results appeared robust when testing the effect of different ensemble sizes
using a resampling method with replacement. This is supported by Clark et al.
(2011) who found statistically indistinguishable results for small ensemble sizes (3-9
members) compared to their full 17-member ensemble investigating precipitation
forecast skill in convection-permitting ensembles. We are, therefore, convinced that
the differently sized perturbed-parameter ensembles give evidence on the sensitivities
of precipitation forecasts to different types of perturbations. Thus, heterogeneous
soil moisture perturbations cause valuable variability in regions and during synoptic
situations where sufficient small-scale variability in the lower boundary conditions
is missing in current NWP models.

4. Conclusion
Deep moist convection is one of the most hazardous small-scale events affecting
many socioeconomic sectors (Jahn, 2015) and causing the largest number of insured
financial losses (Mills, 2005; Kunz et al., 2009). The potentially dramatic impact on
general public arouses great interest in an accurate weather forecast. Even though
modern Numerical Weather Prediction benefits from tremendous scientific advances,
the quantitative forecast convective precipitation remains a major challenge (Clark
et al., 2016). Motivated by the chaotic nature of the atmosphere, Ensemble Predic-
tion Systems predict the probability density function rather than performing a single
deterministic forecast. An ensemble generates a set of forecasts and accounts for the
three major sources of uncertainty including, initial conditions, lateral boundary
conditions, and physical descriptions of the model (e.g., Slingo and Palmer, 2011).
The ensemble spread is supposed to adequately represent the forecast uncertainty
and should, therefore, give the forecaster guidance about the forecast’s accuracy.
However, those ensembles are often underdispersive for locally triggered, convective
precipitation.
A way to mitigate this underdispersion is to improve the representation of the
uncertainty in small-scale processes. Convection is mainly triggered as a reaction
of local, small-scale mechanisms. To adequately resolve those mechanisms the grid
spacing should be an order of magnitude smaller (i.e. O(100 m); Bryan et al. (2003))
than the grid spacing of approximately 2.8 km operationally used in the local area
model at DWD. Hence, small-scale Boundary-Layer processes, such as convergence
lines, differential or elevated heating, or land surface-atmosphere interactions, are
hardly resolved in current weather models. For example, modern convective-scale
Ensemble Prediction Systems often attempt to represent initial condition uncer-
tainty by downscaling of coarser-resolution large-scale driving models. However,
convective-scale uncertainties are hardly captured by coarse-resolution driving mod-
els whereas resolved uncertainties require about 9–12 h to grow downscale and pro-
duce small-scale variations (Raynaud and Bouttier, 2016). This time is often too
long to fundamentally affect a forecast of locally triggered convective precipitation
on a daily timescale.
Improving the uncertainty representation by applying perturbations on convec-
tive scales is a promising way to improve ensemble spread of precipitation fore-
casts. Coupling processes, such as the soil moisture-precipitation coupling (SMP
coupling), base on dynamical modifications of the lower troposphere by differential
heating. Heterogeneous soil moisture affects precipitation on different spatial and
temporal scales. However, sign and magnitude of the SMP coupling on different
spatial scales, as well as the collective effect of soil moisture anomalies with different
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heterogeneity length-scales, are still under debate. Furthermore, existing literature
rarely discusses those processes regarding real-case scenarios in operationally used
convection-permitting weather models.
SMP coupling, however, has the potential for operational weather forecasting
as applying targeted perturbations in initial soil moisture conditions might in-
crease variability in location and intensity of convective precipitation by altering
the strength and location of low-level triggering mechanisms. Those small-scale pro-
cesses are poorly resolved in operationally used convective-scale forecasting models.
In this thesis, particular focus is laid on the influence of soil moisture heterogene-
ity on convective precipitation by modifications of the lower troposphere’s dynamics.
We addressed this by a hierarchy of convection-permitting COSMO simulations over
the Central European region simulating several real-case scenarios with different syn-
optic conditions. The first part focuses on the exclusive impact of different artificial
initial soil moisture perturbations on the initiation of convection and subsequent
precipitation. In this part, we investigate the impact of homogeneous perturba-
tions, as well as its combination with soil moisture heterogeneity at different spatial
scales on convective precipitation.
The second part of the thesis concentrates on the relative influence of soil moisture
heterogeneity on precipitation in comparison to the influence of two other specific
sources of uncertainty in the process of convection initiation and formation of pre-
cipitation. The first source of uncertainty comprises the missing spatial variability in
the Boundary-Layer (BL). Stochastic perturbations of the BL reintroduce this miss-
ing small-scale variability. Those BL perturbations influence the initiation process of
convection and hence potentially increases the ensemble spread. Second, Perturba-
tions of the CCN concentration in the atmosphere influence convection in two ways.
On the one hand, this generates variability in cloud formation and, on the other
hand, influences the surface heat budget by cloud-radiation interactions. Comparing
those perturbed-parameter ensembles with a state-of-the-art, operational Ensemble
Prediction System is meant to prove the relevance of the perturbations. A more
in-depth understanding of the relative impacts of these different perturbation meth-
ods in the light of varying synoptic situation is essential for the design of future
Ensemble Prediction Systems.
By elaborating on those issues, this thesis provides a first step in transferring find-
ings from highly idealized modeling studies into a real-case application and gives in-
sight into the relative contribution of soil moisture heterogeneity in an operationally
used convection-permitting weather model. The following three subsections provide
short answers to the research questions posed in the introduction. Furthermore,
those subsections also summarize the findings of this thesis according to the re-
search questions. Finally, an outlook and implications for future research will be
provided at the end of this chapter.
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RQ-1: How does a bias in initial soil moisture conditions affect convective
precipitation under different synoptic regimes?
A bias in initial soil moisture leads to a nonlinear, but positive coupling
with convective precipitation on a daily timescale. The influence is larger
for weak synoptic forcing. This contributes to the general understanding
as it proves the importance of initial soil moisture conditions for the
forecast of convective precipitation. The influence, however, is dependent
on the synoptic regime.
This question was addressed by simulating several weakly and moderately forced
case studies with a homogeneous initial soil moisture bias of ±25 %. The evalua-
tion of 17 real-case scenarios reveals a nonlinear effect on the forecast of convective
precipitation within a time horizon of one day. Analyzing domain-averaged evap-
oration rate, surface heat budget, and precipitation reveals a larger negative effect
of a dry soil moisture bias as compared to a positive effect of moist bias. Moisture
supply by surface evapotranspiration is nonlinearly increasing with soil moisture.
In other words, the magnitude of an increase in evaporation due to a positive soil
moisture bias is less than the decrease caused by a negative soil moisture bias. Since
this mechanism changes available, atmospheric moisture it thus influences average
precipitation. Barthlott and Kalthoff (2011) support the effect of this nonlinear be-
havior over Central Europe simulating precipitation with gradually increased initial
soil moisture from −50 % to 50 % in steps of 5 % for a single case study. Similar to
our study, their study did not show a further increase in precipitation for positive
soil moisture biases.
This thesis extends current literature by including several real-case studies differ-
ing in their synoptic conditions. The focus on the influence of initial soil moisture
perturbations during the different synoptic conditions, on average, revealed a more
considerable impact of soil perturbations during weak synoptic forcing. Thus, near-
surface variability caused by differential surface heating is more prominent during
weak synoptic forcing. In contrast, moderate synoptic forcing is often accompanied
by increased cloud coverage, which reduces surface heat fluxes. Furthermore, in-
creased mid-tropospheric background wind increases the importance of atmospheric
advection. Those two characteristics of intensified synoptic control reduce the effect
of near-surface variability during moderate synoptic forcing.
Combined effects of initial soil perturbations and orographic differences in the
German domain reflect the relative importance of the underlying terrain concerning
the regime-dependent SMP coupling. Spatial variability over the fairly flat northern
subdomain showed less sensitive to the synoptic regime. While spatial variability
is more prominent for weak synoptic conditions, the absence of orographic triggers
increases the importance of alternative triggering mechanisms, like gradients in sur-
face heating. Because of the greater presence of local triggers over the orographically
structured southern subdomain, synoptic sensitivity is more pronounced. While
spatial variability is high for weak synoptic forcing, orographic triggers suppress the
influence of soil moisture perturbations during moderate synoptic forcing.
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RQ-2: What is the combined and regime dependent impact of soil moisture
bias and heterogeneity on different spatial scales on the precipitation
forecast?
Despite all atmospheric and orographic complexities involved in the
real-case scenarios, we found a locally negative SMP coupling. Interac-
tions between thermally induced circulation cells near soil moisture gra-
dients and the background wind lead to a preferred triggering of convec-
tion persistent updraft regions over dry patches which is most prominent
for heterogeneity length-scales in the range of 40 km to 80 km. Despite
the sharp heterogeneities, domain-averaged precipitation is more depen-
dent on large-scale soil moisture anomalies, which is why precipitation
positively correlates with domain-averaged soil moisture.
Introducing additional heterogeneities with well-defined length-scales and sharp
gradients allows investigating the collective impact of a uniform bias and heterogene-
ity in initial soil moisture on convection initiation in real-case scenarios. Chessboard
patterns with different patch sizes are superposed with a uniform bias of ±25 % to
create initial conditions with fixed heterogeneity length-scales. Despite the presence
of sharp gradients on soil moisture, the domain-averaged effect of bias in soil mois-
ture remains similar to the simple bias experiments from the previous set of experi-
ments. The resulting positive domain-averaged SMP coupling shows that large-scale
precipitation is more dependent on large-scale soil moisture perturbations.
In contrast to that, there is a negative local SMP coupling. This means that more
precipitation occurs over dry patches. Differential heating over adjacent moist and
dry tiles invoke differences in surface temperature and pressure. As a consequence,
divergence over moist and convergence over dry patches accompanied with thermally
driven circulation cells near the soil moisture gradients evolve. This dynamic mech-
anism results in higher Liquid Water Path (LWP), an earlier transition from shallow
to deep convection and increased precipitation over dry patches. This result is in
line with findings from Rieck et al. (2014) evaluating high-resolution simulations in
a highly idealized domain.
The background wind strongly modulates circulation cells induced by differential
surface heating. Superposition of the background wind with opposing convergent
stream of the dry patches close to the adjacent moist patch leads to the inten-
sification of thermally induced circulation cells. As a result, deep convection is
preferentially triggered in the vicinity of those persistent updrafts. This mecha-
nism depends on two main factors. First, the intensity of the circulation cells is
most prominent for patch sizes between 40 km and 80 km. The predetermination
of the region of preferential initiation of convection most efficiently reduces day-to-
day variability in accumulated precipitation in this range of heterogeneity length-
scales. Second, the intensity of the background wind plays an important role and,
by that, the synoptic regime. Synoptic differences manifest, among others, in am-
plification of the mid-tropospheric background wind and reduced surface heat flux.
Therefore, thermodynamic differences in the lower troposphere remain present but
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are less pronounced for moderate synoptic forcing. The weakened circulation cells
show a smaller vertical extent and thus provide less potential for convection trigger-
ing. With increasing synoptic forcing atmospheric advection is gaining importance.
Thus, the SMP coupling is reduced for moderate synoptic forcing. Lee et al. (2019)
recently also found a vanishing effect of thermally induced circulation cells for in-
creasing background wind while examining large-eddy simulations with horizontally
homogeneous atmospheric initial conditions.
RQ-3: What is the relative impact of soil moisture, stochastic
Boundary-Layer, and aerosol perturbations on convective precipitation
considering different synoptic regimes?
While domain-averaged precipitation hardly changes, the perturbed-
parameter ensembles produce a substantial, non-negligible amount of
variability. In contrast to PSP and CCN, soil moisture perturbations
show the largest dependence on the synoptic regime and generate most
variability during the initiation phase of convective precipitation. Thus,
soil moisture perturbations show their largest impact during weak syn-
optic conditions.
After describing relevant mechanisms defining the SMP coupling in real-case sce-
narios using a state-of-the-art, convection-permitting weather model, question RQ-3
aims at comparing more realistic initial soil moisture perturbations building upon
previous experiments with two other specific sources of uncertainty influencing con-
vection triggering and cloud formation. Furthermore, Soil, stochastic BL (PSP) and
cloud condensation nuclei (CCN) perturbations are compared with two benchmark
simulations including the operational COSMO-DE-EPS (EPS) and an ensemble ini-
tialized with white noise perturbations of temperature (WNoise) to assess their
relevance.
Thus, the perturbations hardly change general precipitation amounts but still
show a dependence on the synoptic regime with slightly increased 12-hourly accu-
mulated precipitation during weak synoptic forcing. Regime-dependence, however,
is more prominent in the ensemble (Sn) and spatial (FSS) variability. All perturbed-
parameter ensembles show variability larger than the WNoise ensemble supporting
that differences in forecasts rely on physical reasons based on the respective param-
eter. Compared to the operational EPS, all three perturbed-parameter ensembles
show a substantial, non-negligible amount of variability.
Two dominant features contrast the soil moisture perturbations from the remain-
ing. First, heterogeneous soil moisture perturbations predominantly affect the initi-
ation process of convection by dynamical modifications of the lower troposphere due
to differential heating. Therefore, it shows a steep increase in the ensemble and spa-
tial spread during the initiation phase of convection (i.e. from 09 UTC to 12 UTC
for the HIW period). Second, it shows the most pronounced regime dependence
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with higher variability during weak and smaller variability during moderate synop-
tic forcing. Those features distinguish soil perturbations from the other perturbation
methods applied in this thesis.
Aside from the regime-dependence, the influence of different perturbations also
alters with the underlying terrain. Since CCN perturbations mainly affect cloud
formation, resulting variability is hardly sensitive to orographic influences. PSP
also shows only small regime dependence with slightly higher variability for weak
synoptic forcing over the southern subdomain. Over the northern part of Germany,
however, differences in the impact dependent on the synoptic regime are larger and
show a slightly increased influence during moderate synoptic forcing. While soil het-
erogeneity generates variability insensitive to the underlying terrain during weakly
forcing conditions, regional differences appear during moderate synoptic forcing. In
the absence of orographic triggers over the flat, northern subdomain, the influence
of soil perturbations is more substantial as compared to the southern part where
orographic mechanisms suppress the effect of soil moisture perturbations.
Outlook and implications for future research
The research presented in this thesis highlights some unique characteristics of het-
erogeneous initial soil moisture perturbations that other considered perturbation
methods do not show. Regarding deep convection on a daily timescale, soil moisture
perturbations alter the location of convection initiation due to dynamical modifi-
cations of the lower troposphere induced by differential surface heating. We hy-
pothesize that this reduces the possible locations where convection initiation can
occur. In that respect, accurate representation of soil moisture conditions can act
as a source of predictability. This is especially true in the absence of other trig-
gering mechanisms, such as orography, or large-scale lifting, and when the synoptic
forcing is weak. Therefore, such perturbations mostly affect situations and regions
where local, small-scale variability is shown to be missing in operational, convection-
permitting forecasting systems (e.g., Kühnlein et al., 2014). The effect, however, is
strongly dependent on the heterogeneity length-scale or the spatial anomalies.
Results in this thesis are achieved exploiting COSMO simulations with a grid
spacing of 2.8 km. This resolution permits the representation of convection but is
coarse in comparison with the small-scale processes driven by soil moisture-induced
differential surface heating. Thus, the results presented in this thesis are poten-
tially dependent on the model resolution. Therefore, simulations are repeated for
two case studies with finer model resolution (i.e. 0.5 km) to investigate the sensi-
tivity of the results to the model resolution. The results presented in Appendix A
show a slightly faster response of precipitation on initial soil moisture bias across all
analyzed spatial scales. Differences in precipitation timing, however, are below an
hour. Furthermore, experiments simulating two of the initial chessboard patterns
(i.e. 42 km and 56 km patch sizes) hint on a shift of the spatial range of resonant
scales towards smaller patch sizes. However, as the high-resolution simulations are
computationally very expensive, the results are based on a small number of exper-
iments and case studies, which hampers conclusiveness. Furthermore, results are
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hard to assign to the resolution as a more sophisticated turbulence scheme was ap-
plied in the high-resolution simulations. This means that it is not clear whether
differences arise from an improved representation of dynamical processes due to the
finer grid spacing, or from the better turbulence scheme. Hints provided by those
preliminary results, however, support further investigations.
Another limitation of this thesis is the number of real-case studies, which had
to be limited to 17 due to computational constraints. Even though this number
and characteristics of real-case studies in this study are, compared to literature,
exceptional, more cases, or a longer period including more differently forced pre-
cipitation events would be beneficial for firm conclusions. Nonetheless, we believe
that the classification by weather situation and the ensuing regime dependent av-
eraging reflects a general atmospheric behavior of SMP coupling during different
synoptic control and thus provides a robust basis for future research. Furthermore,
the perturbed-parameter ensembles do not adequately sample the probability distri-
bution of atmospheric states and do not represent an ensemble forecast in a statis-
tical sense. However, perturbations applied in this thesis account for uncertainty in
processes relevant to the formation of convective precipitation in a physically mean-
ingful way. Therefore, we consider the results gathered in this thesis as encouraging
for future research dealing with the different perturbation approaches in conjunction
with the principal sources of uncertainty being initial and lateral boundary condition
uncertainty, as well as model error as implemented in modern EPS.
In addition to that, this thesis only considers experiments applying the exclusive
perturbation of one parameter. Beyond that, it would be beneficial to investigate
the combined influence of various perturbation methods as different processes might
compensate or enhance each other. Highly idealized LES with horizontally homo-
geneous initial conditions performed by Jiang and Feingold (2006) emphasize the
importance of coupled surface and aerosol-radiative processes. They find the cou-
pling between aerosol-radiative effects and surface heat fluxes to be an important
mechanism determining the intensity and duration of deep convection. Grant and
van den Heever (2014) simulated tropical convection triggered by sea-breeze circu-
lations with convection-permitting resolution in an idealized setup with horizontally
homogeneous atmospheric initial conditions. They report that strong perturbations
of CCN or soil moisture individually strongly influence convective precipitation. In
the case of collective perturbations, however, nonlinear interactions lead to more
affect convective rainfall more effective when relative perturbations are moderate.
Those studies demonstrate the importance of collective effects coupling aerosol and
soil moisture. Also, note that our choice of perturbed-parameters does not imply
their exclusive importance. We picked three major sources of uncertainty concerning
deep moist convection, however other parameters are also important and might be
considered in future research.
Based on the findings of this thesis, it is likely that systematic initial condition
perturbations of the surface state offer the opportunity to increase ensemble spread
of prognostic variables, such as temperature, humidity, or precipitation. Potential
perturbation parameters, such as surface roughness, leaf area index, or soil mois-
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ture, influence the partitioning of surface heat fluxes. Those perturbations evoke
modifications of the low-level dynamics based on differential surface heating. Inert
processes acting on, for example, soil moisture require solar radiation to unfold their
impact on the lower troposphere’s dynamic. Thus, those perturbations are expected
to show the largest impact during the initiation phase of convection around noon
when choosing perturbations with a spatial correlation in the order of a few 10 km.
Since those inert physical processes are not likely to be dependent on the model
configuration, we expect this to hold for different model settings, as well. Since
those processes mainly influence the location of convection, the increased spread in
convective precipitation can only be verified using spatial techniques as an unbiased
perturbation predominantly reshuﬄes the location of convection initiation. In con-
trast to that, the orographic dependency shown in this thesis might, according to
Appendix A, be sensitive to the model configuration.
Concerning future applications, Bauer et al. (2015) anticipates beneficial effects of
EPSs featuring aerosol and surface uncertainty. This further encourages future in-
vestigation of the influence of the soil moisture initial state on the quality of weather
forecasting. First studies implementing satellite-based soil moisture measurements
in data assimilation found a beneficial impact on near-surface variables (e.g. 2 m tem-
perature) and precipitation over Central United States (Lin et al., 2017) and Eurasia
(Draper and Reichle, 2019). This is why the Japanese Meteorological Agency (JMA)
operationally assimilates satellite soil moisture observations in their Limited Area
Model since January 2017 (Ikuta, 2017). Since we showed in this thesis that the
state of the surface is able to affect convection initiation, its accurate representation
is a crucial precondition for a precise forecast of convection.
Finally, let us take a look into the future. Since regions of strong coupling between
soil moisture and precipitation are most significantly confined to transitional regions
between humid and arid climates (e.g., Koster et al., 2004; Taylor et al., 2011), cli-
mate change is very likely to alter the susceptibility to soil moisture-precipitation
interactions. Exploiting more than 60 years of reanalysis data, Gu et al. (2019)
encountered a significant drying trend with the largest gradients over Central Eu-
rope, Sahel zone, as well as Northern and Eastern Asia. This trend is expected to
continue throughout the present century (Dirmeyer et al., 2012; Gu et al., 2019).
Furthermore, Dirmeyer et al. (2012) reports increased the probability of extreme
precipitation anomalies in most regions of the globe, which increases the danger of
flash-floods and dryness. As many studies, including ours, showed a pronounced
positive impact of large-scale soil moisture anomalies on large-scale precipitation,
it can be expected that SMP coupling will be increasingly important. Moreover,
our study showed a noticeable impact of local soil moisture anomalies on convective
precipitation. As preceding precipitation, especially in transitional climate zones,
leads to pronounced small-scale soil moisture anomalies, local SMP coupling will
gain importance, as well. This shows that in-depth knowledge about mechanisms
connecting soil processes with the atmosphere combined with regional effects over
Central Europe is of high importance for today’s forecast of convective precipitation
and prepares for future challenges in a changing climate.
A. Soil moisture-precipitation
coupling with finer model
resolution
In this thesis, we intentionally use the operational model resolution of 2.8 km for the
COSMO simulation to remain as close as possible to arising problems in everyday
weather forecasting, and to identify dominant, resolved processes being relevant for
the operational service. This resolution permits the representation of convection
but is coarse in comparison with the small-scale processes driven by soil moisture
induced differential surface heating. Thus, the results presented in this thesis are
potentially dependent on the model resolution. Furthermore, by performing several
simulations with chessboard-like initial soil moisture conditions with varying patch
sizes, we found that soil moisture perturbations with a heterogeneity length-scale
between 40 km and 80 km (Section 3.2). Studies investigating the scale-dependent
SMP coupling with higher model resolution and horizontally homogeneous atmo-
spheric initial conditions, however, report about smaller resonant scales in the order
of a few tens of kilometers. Thus, this indicates that the spatial scales found in this
thesis are partly dependent on the comparably coarse model resolution. Therefore,
the following chapter repeats some experiments with a finer model resolution to as-
sess the influence of model resolution on the SMP coupling. Section A.1 describes
the model configuration for the 500 m COSMO simulations, as well as reasons for
necessary adaptations. A wavelet-based method to quantify the influence of soil
moisture perturbations on different spatial scales is introduced in Section A.2. The
influence of increased model resolution on experiments initialized with a moist and
dry soil moisture bias, as well as two different initial chessboard patterns are shown
in the results Section A.3 before the chapter closes with a summary (Section A.4).
The results presented in this appendix, however, are difficult to interpret as a more
sophisticated turbulence scheme was used in addition to the finer model resolution.
A.1. High resolution COSMO simulations
To investigate the influence of model grid spacing on the soil moisture-precipitation
interaction, we repeated some simulations on a finer grid of 500 m for a subset of the
experiments. Those high-resolution simulations applying a similar model configura-
tion as used in Schneider et al. (2018) were conducted with support from colleagues
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Figure A.1.: Domain accumulated daily precipitation for two different weakly forced
case studies illustrating the impact of the model time step. Values are shown for the
unperturbed reference simulation, as well as simulations with altered initial soil moisture
conditions, such as the uniform control (Uni), two bias simulations with ±25 % initial
soil moisture, and 42 km and 56 km chessboard simulations. The leftmost bar indicates
simulations with the operationally used 25 s times step, while the central bar indicates
the low-resolution simulation with 3 s times step and the rightmost bar shows the high-
resolution simulation.
at Karlsruhe Institute of Technology (KIT). To enable a consistent dataset, high-
resolution (i.e. 500 m) simulations are configured as similar as possible ro the low-
resolution (i.e. 2.8 km) simulations. The high-resolution simulations are initiated at
00 UTC and driven by hourly initial and boundary conditions delivered from the
low-resolution simulations (i.e. 2.8 km). The increase in model resolution requires a
reduction of the domain to an approximate size of 750 km by 650 km (1510 × 1300
horizontal grid cells) covering the German subdomain in Figure 2.1. Furthermore,
the number of vertical levels is increased to 80. In contrast to the low-resolution
simulations, shallow convection is fully resolved, and turbulence is parameterized us-
ing a 3-D closure scheme (Doms et al., 2011). For the reason of numerical stability,
the model time step was reduced from 25 s to 3 s. The high sensitivity of the model
results on the model time step (Barrett et al., 2019) required the repetition of the re-
spective low-resolution simulations with a reduced model time step, as well. Figure
A.1 impressively shows the impact of the model time step in our experiments. While
the high-resolution experiments reveal a deviation from the experiments applying
the operationally used 25 s model time step of 15 to 25 %, adjusting the internal
model time step of the low-resolution simulations to 3 s substantially reduces the
deviations. This is an important measure to allow for a comparison of the different
model resolutions.
All experiments performed for the resolution comparison are constructed simi-
larly to the corresponding experiments listed in Section 2.3.1. The collection of
experiments contains an unperturbed reference simulation (REF), an uniform con-
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trol simulation (UNI), simulations with an initial soil moisture bias of ±25 % (B075;
B125), as well as chess board experiments with tile sizes of 42 km (C100_42k) and
56 km (C100_56k). The nomenclature of the experiments is similar to Table 2.1 but
extended by suffix (*_LR / *_HR) differentiating the high- and low-resolution ex-
periments from each other and the simulations conducted using a model time-step
of 25 s. Those experiments are performed for two case studies marked with * in
Table 2.2 (i.e. 30 June 2009 and 23 July 2013).
A.2. Wavelet based, scale-decomposition
validation method
Neighborhood verification methods for precipitation fields, such as the Fractions
Skill Score (FSS) presented in Section 2.7, quantify the spatial agreement between
a reference and a forecast at a particular spatial scale. This spatial scale resem-
bles a smoothing scale, which means that all smaller scales are also considered.
This feature, however, is not optimal when comparing simulations with different
spatial resolutions as the number of resolved scales for a particular analyzed scale
changes with model resolution. For that purpose, a scale separation method, such
as the Intensity-Scale Score (ISS), is advantageous (Casati et al., 2004; Mittermaier,
2006). Similar to the FSS, the first step is to produce a binary field by applying a
precipitation threshold. Afterwards, scale decomposition is performed using the 2D
Haar wavelet method. The Haar wavelet is a widely used, robust wavelet optimally
resembling the step functions of the binary field. The inverse wavelet decomposition
is then applied individually to every single wavelet scale to obtain the scale com-
ponents of the binary field. Precipitation features are thus decomposed in several
spatial scales. The skill assessment then considers differences in this reconstructed
field between a reference simulation and an experiment. We, however, use this ap-
proach to quantify the forecasting bias at different spatial scales. For that purpose,
the average of the squared reconstructed binary fields at scale l applying a threshold
u are calculated. Those values are then aggregated to a relative energy difference
Endiff =
Enu,l(F )− Enu,l(O)
Enu,l(F ) + Enu,l(O)
(A.1)
between a forecast (F , in our case an experiment) and an observation (O, in our case
a reference simulation) (Casati, 2010). The resulting value ranges between -1 and 1,
whereas negative values describe an underforecasting and positive values mark an
overforecasting of precipitation at a particular threshold and scale (Gilleland et al.,
2009; Casati, 2010). Please refer to Casati et al. (2004) and Casati (2010) for further
details about the method.
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A.3. Influence of model resolution on soil moisture
atmosphere interaction
We first analyze the spatial distribution of daily accumulated precipitation for the
unperturbed reference simulations (REF) to visually assess the spatial agreement
of the two model resolutions in Figure A.2. While the general regions with precipi-
tation remain roughly unchanged when increasing model resolution, high-resolution
simulations show a broader and smoother distribution of precipitation. This is es-
pecially visible on 30 June 2009 over Northern Germany, where more grid points
with precipitation are present in the 500-m simulations than in the 2.8-km simu-
lations. This results in an increase in precipitating grid cells by 10 % on 30 June
2009 (5 % on 23 July 2013). The change in domain accumulated daily precipitation,
however, is below 5 % for both case studies (Fig. A.1). Removing heterogeneity in
relative soil moisture in the Uni simulations even reduces the differences between
the experiments and REF_LR. Even though the onset of afternoon precipitation in
the HR simulations is slightly earlier (later) on 30 June 2009 (23 July 2013), timing
is generally very similar (Fig. A.3). Thus, domain-averaged, the combined impact
of model resolution and altered turbulence scheme is small for the reference and
control simulations.
Figure A.2.: Daily accumulated precipitation for the low (upper) and high (lower) res-
olution unperturbed reference simulations (REF) on 30 June 2009 (left) and 23 July
2013 (right).
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Figure A.3.: Time series of domain averaged, accumulated precipitation for an unper-
turbed reference simulation (REF), uniform initial soil moisture (Uni), dry and moist
initial soil moisture bias, and chessboard experiments with 42 km (C100_42k) and 56 km
(C100_56k) patch sizes. Evaluations are shown for low (LH, solid) and high (HR,
dashed) model resolution on 30 June 2009 (a) and 23 July 2013 (b).
A.3.1. Bias Experiments (B075, B125)
Considering the bias experiments, differences arise between the model resolutions
and the different case studies. In both case studies, the sign of SMP coupling is
equal and describes an increase in daily precipitation for moist and a decrease for
dry bias experiments. The magnitude, however, is very different in two ways. On
the one hand, the impact of initial soil moisture bias is larger for the low-resolution
simulations. The general impact, on the other hand, is larger for the 2013 case
(±O30 %) as compared to 30 June 2009 (±O10 %) (Figs. A.3 and A.3). This differ-
ence can be explained by differences in the thermodynamic structure as displayed in
Figure A.4 (see also Section 2.8). Since the large low-level humidity index (HIlow)
on 23 June hints on very dry conditions, precipitation is very sensitive to available
soil moisture. Furthermore, large mid-level instability (Convective Triggering Po-
tential (CTP )) favors strong convection. Both these metrics decrease throughout
the day, which hints on low-level moistening by convective precipitation. The 2009
case, instead, shows small values of HIlow and CTP in comparison to the 2013 case.
The fact that both values increase during the day hints on atmospheric instability
being too small to efficiently trigger convection considering the prevailing moisture
and radiative conditions.
The relative difference in domain-averaged, wavelet-based energy (see Eqn. A.1)
relative to the unperturbed reference (REF) is shown in Figure A.5. Negative values
qualitatively resemble a negative, while positive values show a positive bias in pre-
cipitation for a certain precipitation threshold at the particular scale. The general
response of spatial precipitation is most pronounced for the dry bias experiments
on 23 July 2013 (Fig. A.5e,g) showing positive precipitation bias throughout all
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Figure A.4.: Time series (colors) of domain averaged CTP and HIlow evaluated for the
unperturbed reference simulation (REF) of 30 June 2009 (circles) and 23 July 2013
(diamonds). Early morning conditions are marked in red.
scales during the beginning of afternoon precipitation (i.e. from 9 UTC to 15 UTC)
and a negative bias during the evening (i.e. from 15 UTC to 21 UTC) for small pre-
cipitation thresholds (i.e. 1.0mm/h and 4.0mm/h). While the signs are switched for
the moist bias simulations (i.e. positive bias during the early afternoon and nega-
tive bias during the evening), the magnitude of the precipitation bias still increases
with spatial scale for small precipitation thresholds. Thus, a negative bias in initial
soil moisture leads to an earlier increase in precipitation but also an earlier decay
in the evening. The opposite is valid for the effect of positively biased in initial
soil moisture conditions on hourly precipitation. This temporal dipole structure,
however, is, especially for the 2013 case, more pronounced for increased model res-
olution. Thus increased model resolution, as well as a more accurate description of
BL turbulence, leads to a faster response to changes in soil moisture. Differences
in domain-accumulated precipitation (Fig. A.1) are unlikely to rely on differences
in small precipitation values entirely. Considering higher precipitation thresholds
(i.e. 16.0mm/h, 32.0mm/h) reveals large discrepancies between the model resolutions.
According to that, the response is more prominent for the medium precipitation
threshold (16.0mm/h) for the high-resolution simulations. In contrast, the effect on
medium precipitation is more constrained to larger spatial scales, whereas intense
precipitation is affected on all spatial scales in the low-resolution simulations. The
latter is more dominant for low model resolution and explains the substantial differ-
ences in domain-accumulated precipitation. This contrast leads to a reduced impact
of initial soil moisture bias with increased model resolution. The same is valid for
30 June 2009 (Fig. A.5a-d) however, the magnitude of the differences is smaller due
to reduced interaction between soil and atmosphere as already described using the
CTP -HIlow framework.
A.3.2. Chessboard Experiments (C100_42k, C100_56k)
The domain-averaged, daily impact of chessboard patterns in initial soil moisture is
small in comparison with the influence of initial soil moisture bias. This is in line
with findings from Section 3.2 supporting that the domain-averaged precipitation
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Figure A.5.: Relative difference in domain averaged energy (see Eqn. A.1) between dry
(B075, left column) and moist (B125, right column) bias experiment evaluated for dif-
ferent precipitation thresholds (subplots, i.e. 1.0mm/h, 4.0mm/h, 16.0mm/h, 32.0mm/h)
and scales (x-axis) from 9 UTC to 21 UTC (y-axis). Evaluations are performed for the
30 June 2009 (a-d) and 23 July 2013 (e-f). The first row on each day depicts the
low-resolution simulations while the high-resolution simulations are in the second row.
Negative values qualitatively resemble a negative (blueish), while positive (reddish) val-
ues show a positive bias in precipitation compared to the unperturbed reference (REF)
for a certain precipitation threshold at the particular scale.
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generally remains similar if domain-averaged initial soil moisture remains the same.
Differences, however, arise from soil moisture heterogeneity, altering the intensity
and location of convective precipitation by thermally induced, secondary circulation
cells induced by differential surface heating. In Section 3.2, we elaborated on the
hypothesis that this process is most efficient for heterogeneity length-scales rang-
ing from 50 km to 80 km. This scale range, however, might be dependent on the
model resolution. To assess the influence of model resolution on this mechanism,
we repeated two different chessboard patterns (i.e. C100_42k and C100_56k) with
higher model resolution. Note that the chessboard patterns are equally set up, but
simulations are realized with the different model resolutions.
Evaluating the relative difference in wavelet-based energy (Fig. A.6) reveals ear-
lier intensification for both patch sizes (reddish colors) in the early afternoon and
an underestimation of precipitation in the evening (blueish colors). Differences in
precipitation are most prominent for high precipitation thresholds. This means that
heterogeneous soil moisture perturbations predominantly perturb the triggering pro-
cess. Furthermore, single convective cells are intensified but show shorter duration,
which is why differences increase in magnitude for higher precipitation thresholds.
Apart from higher variability on 23 July 2013 (Figs. A.6 e-h), general differences
between the two case studies are small.
In Section 3.2, we found that differential surface heating results in compensat-
ing thermally induced circulations near the borders of the patches. To assess the
influence of model resolution on these circulation cells we visualized mean vertical
cross-sections of Se, and wind (cf. Fig. 3.12, 3.14 and 3.15 in Section 3.2 for fur-
ther detail about the averaging method). The mean cross-sections are shown in
Figure A.7 are constructed by meridionally averaging the vertical distribution of
different quantities and taking the difference between the C100_42k (C100_56k)
experiment and the control experiment UNI on 30 June 2009 and 23 July 2013 at
12 UTC in Figures A.7 and A.8. The general structure of the thermally induced
circulation cells with subsidence over moist and ascent over dry patches, as well as
the gradients in Se differences, are captured by both model resolutions but are am-
plified in the high-resolution simulations. The regions of amplified qc are similar for
both resolutions (especially the highest (black) contour). Moisture flux convergence
shows a less smooth distribution due to higher model resolution. Especially the
56 km patch on 30 June 2009 (comparing Figs. A.7d,h) shows a very noisy structure
of low-level MFC for high model resolution caused by many small scale downdrafts
over the wet patch.
Additional to the differences in CTP and HIlow leading to higher evaporative
demand for 23 July 2013, the 2013 case shows higher mid-tropospheric wind speed
(see Table 2.2). This leads, relative to the 2009 case in Figure A.7, to a drasti-
cally amplified updraft region on the west side of the moist patch on 23 July 2013
(Fig. A.8). The strong wind hampers differences between moist and dry patches in
MFC for the 56 km patch (Fig. A.8d). While this is not the case for the smaller
patch size (Fig. A.8b), differences in Se almost vanish as Se deficit from the upwind
dry patch is advected over the moist patch (Fig. A.8a). Increasing model resolution
A.3. Influence of model resolution on soil moisture atmosphere
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Figure A.6.: Same as Figure A.5, but for C100_042k (left column) and C100_056k (right
column) experiments relative to an uniform control simulation (Uni). Purple circles in
f,g,h mark interesting regions.
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Figure A.7.: Mean meridionally averaged vertical cross-sections with the moist patch in
the center and half of the adjacent dry patches (according to the zonally shifted yellow
box in Figure 2.2(f)) displaying the difference of Moist Static Energy (Se) between
the control simulation (UNI) and the C100_42k (a,e) and C100_56k (c,g) experiments
evaluated on 30 June 2009 at 12 UTC. Yellow colors show an excess and purple colors
a deficit in Se compared to UNI. The arrows show the differences in the u and 10w
components of the wind. The white dotted line indicates the average BL height. The
contour lines indicate specific cloud water content (qc). Panels (b,f) and (d,h) show
vertically averaged difference in Moisture Flux Convergence below 1000 m above ground
(low-level MFC) and between 1000 m and 2000 m (upper-level MFC). Low-resolution
simulations (a-d) are depicted in the upper, whereas high-resolution simulations (e-h)
are shown in the lower half of the graphic. The dashed vertical lines in all panels indicate
the borders between the patches.
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Figure A.8.: Same as Figure A.7 but evaluated for 23 July 2013.
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for this case improves the representation of the dipole structure in Se, especially for
the smaller patch size (Fig. A.8e,g). Furthermore, increased wind speeds lead to a
strongly amplified updraft on the windward side of the wet patch and a pronounced
maximum in specific cloud water content (qc). For this case, the coarser model reso-
lution and less accurate turbulence scheme are not able to develop those pronounced
patterns.
The improved response of the circulation cells to surface heterogeneity is visible
in the relative difference of wavelet energy in Figure A.6 e-h. The C100_56k ex-
periment shows a weak local maximum between 12 and 15 UTC for spatial scales
ranging from 11.2 km to 44.2 km (i.e. approximately the range of the heterogene-
ity length scale) as marked by the purple circle in Figure A.6f. The smaller patch
size (C100_42; Fig. A.6e), however, does not show such a local maximum but an
increase in precipitation throughout all spatial scales during this time. Applying
the same metric to the high-resolution again shows the improved representation of
precipitation influenced by soil heterogeneity (Figs. A.6g,h). Both patch sizes show
pronounced local maxima in precipitation scales ranging from 8.0 km to 16.0 km
during the initiation phase (from 12 UTC to 15 UTC; marked by the purple circles).
A.4. Discussion and summary
While, compared to the operational model resolution, increased model resolution in
principle produces similar precipitating regions, precipitation is wider distributed
(by up to 10 %) and peak precipitation is slightly reduced. This results in a neutral,
or a slightly reduced amount of daily, domain-averaged impact of soil moisture
perturbations for higher model resolution. Especially the bias simulations show
substantial differences in the influence on domain-averaged precipitation. Due to
the improved representation of dynamic processes on the lower troposphere with
finer grid spacing, the model reacts faster on a soil moisture bias. This leads to a
quicker increase (decrease) in precipitation for a dry (moist) bias during the early
afternoon but also a much faster decrease (increase) in the evening. Differences in the
timing of precipitation, however, is smaller than an hour. The net effect, however,
is a slight reduction of the domain-averaged influence of initial soil moisture bias for
increased model resolution.
The improved representation of lower tropospheric dynamics and thermodynam-
ics also improves the representation of thermally induced circulation cells, especially
for conditions with strong mid-tropospheric background wind. Thus, a more pro-
nounced influence of chessboard-like initial soil moisture conditions is visible. This
is especially true for the smaller patch size (i.e. C100_42k). While this hints on a
shift of spatial scales optimally determining the initiation of precipitation to the am-
plified updraft regions near the upwind side of moist patches as found in Section 3.2
towards smaller scales with an increasing model resolution, further experiments with
smaller patch sizes are required to further elaborate on this.
Note that it is hard to distinguish to what extent the more sophisticated turbu-
lence scheme used for the high-resolution simulations influences the findings. This
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means that it is not clear whether differences arise from an improved representation
of dynamical processes due to the finer grid spacing, or from the more sophisticated
turbulence scheme. Furthermore, the issue concerning the dependence of the results
on the model time step makes it hard to refer the findings back to the operational
setup.
The results presented in this appendix, however, indicate hints on the important
dependence of the SMP coupling on model resolution. Since weather services tend
to increase the resolution of their operational models continually, preliminary results
presented here encourage further research with an increased number of case studies,
as well as experiments with smaller patch sizes. The interpretation of the results
would furthermore be facilitated when the same turbulence scheme would be applied
to all simulations.
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