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ний інститут», м. Київ, Україна 
 
Знайдені формули для розрахунку спектра функції розподілу та другого енергетичного 
спектра похибки з заданою довірчою ймовірністю. Створені математичні моделі зв’язку 
випадкової похибки з довірчою ймовірністю на підставі моментів розподілу. Отримані фор-
мули для проведення інженерних розрахунків 
 
Вступ 
Для оцінки величини розкиду випадкових похибок відносно центру на 
практиці використовуються різні прийоми, котрі приводять до суттєво різних 
результатів. Частіше за все використовуються квантильна оцінка випадкових 
похибок [1]. При квантильній оцінці, виходячи з того, що площа, котра містить-
ся під кривою щільності розподілу (функції розподілу) дорівнює одиниці, поді-
ляється на частини вертикальними лініями, абсциси яких називають квантиля-
ми. Інтервал значень величини між квантилями є міжквантильним проміжком 
при довірчій ймовірності, що відповідає площі, обмеженій вертикальними 
лініями з абсцисами – квантилями. Отже, довірче значення випадкової похибки 
є її максимальним значенням з вказівкою довірчої ймовірності. 
Але довірче значення випадкової похибки не може використовуватись при 
підсумовуванні похибок, тому що довірчий інтервал суми не дорівнює сумі до-
вірчих інтервалів складових. Для того, щоб окремі складові похибки засобів 
вимірювання можна було підсумовувати розрахунками, вони повинні бути 
представлені своїми середньоквадратичними значеннями. При цьому можна 
розрахунковим шляхом не тільки складати будь-яку кількість складових похиб-
ки, що необхідно при аналізі точності непрямих вимірювань або складних ви-
мірювальних пристроїв, але також обчислювати похибки, що необхідно при си-
нтезі методів вимірювань або складних пристроїв із заданою результуючою по-
хибкою. 
Підсумовування середньоквадратичних відхилень потребує здійснення пе-
реходу від довірчого значення похибки до середнього квадратичного відхи-
лення кожної складової похибки перед підсумовуванням і подальшого переходу 
до довірчого значення похибки після підсумовування. Такі переходи 
здійснюються за допомогою складних розрахунків, тим не менше 
підсумовування середніх квадратичних відхилень не забезпечує високої 
точності результату. 
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Випадкова похибка як будь-який випадковий процес має свої числові харак-
теристики, однією з котрих є дисперсія. Отже, середнє квадратичне відхилення 
є також числовою характеристикою випадкового процесу. Числові характери-
стики випадкового процесу (моменти розподілу) дають про нього значно менше 
інформації, ніж функції розподілу [2]. Але у низці випадків це задовольняє. При 
визначенні сумарної похибки підсумовуванням середніх квадратичних 
відхилень складових похибки також втрачається частина інформації про 
поведінку окремих складових похибки. Тому для більш точної оцінки сумарної 
випадкової похибки потрібно використовувати не числові характеристики цьо-
го випадкового процесу, а іншу його характеристику — функцію розподілу, 
котра дає повну характеристику випадкового процесу [2]. В [3 – 6] запропоно-
вано для оцінки випадкових процесів використовувати не тільки функцію 
розподілу, а її спектр Фур’є — спектр функції розподілу (СФР). Покажемо, що 
такий підхід дозволить врахувати особливості поведінки окремих складових 
випадкової похибки. 
 
Квантильна оцінка випадкової похибки 
При практичних розрахунках точними виразами для довірчого не завжди 
зручно користуватись через їх громіздкість. Тому СФР при квантильній оцінці 
випадкової похибки, а також другий енергетичний спектр можна розкласти в 
ряд Маклорена, обмежуючись п’ятьма членами ряду. Виходячи з структури 
СФР в такому вигляді [3]: 






10 ξωξωξωξωξω mmjmmjmS p ++−−=    (1) 
де { }ξnm  – початкові моменти,  – довірча ймовірність, яка 
при 





∞=X  дорівнює 1. 
Розкладення в ряд Маклорена фактично зводиться до знаходження моментів 
функції розподілу різних порядків. Для СФР при квантильній оцінці випадкової 
похибки початковий момент n-го порядку 






Аналіз структури виразу (1) показує, що кожний член більш високого по-
рядку від змінної ωj  без постійного коефіцієнта є інтегралом від попереднього 
члена: 
   ( ); ∫= ωω jdj ( ); 2








⎛−= ωωω jdj  
На підставі теореми про інтегрування спектру [8] можно перейти до функції 
розподілу 
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Зворотне перетворення Фур’є від (1) дає можливість отримати (2) в іншому 
вигляді: 

















xdmxxp δξδξδξδξδ +−+−=          (3) 
Порівнюючи (2) та (3), отримаємо наступні співвідношення: 
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Знайдемо довірчу ймовірність похибки X . Для цього обчислимо інтеграл в 
границях X−  до X  від (2) 
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Враховуючи те, що (1) лише приблизно апроксимує СФР при частотах, кот-
рі знаходяться близько до нульової частоти, пряме рішення (4) призведе до ду-
же великої похибки визначення довірчої ймовірності через те, що стискання 
спектра імпульсу з метою підвищення точності вимірювання частоти неминуче 
супроводжується розтяганням сигналу в часі. Неможливість одночасно сконце-
нтрувати сигнал в вузькій смузі частот та короткому інтервалі часу являє собою 
один з проявів у фізиці принципу невизначеності. Тому використаємо одну з 












→= πδ , 
але при оптимальних значеннях параметра , коли він є досить малим, та все ж 
не дорівнює нулю. Тоді 
a









−≈ πδ .               (5) 
Підставивши (5) в (4), отримаємо: 
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erf π  (7) – функція похибок (інтеграл ймовірності від 
2a
X
), причому, як відомо [7] 












δ ,    (8) 
а (8) є першим членом (6). На рис. 1 та 2 приведені графіки зміни інтеграла 




Рис. 1. Графік зміни інтеграла ймовір-
ностей (19) від параметрів  та a X . 
 
Рис. 2. Графік зміни довірчої ймовірно-
сті (18) від параметрів  та a X  при { } { } 142 == ξξ mm . 
 
Як бачимо, при дуже малих значеннях параметра  інтеграл ймовірності (7) 
не залежить від параметра 
a
X  і дорівнює одиниці. А ця складова виразу довір-
чої ймовірності несе інформацію про довірчу ймовірність без квантильної оцін-
ки, тобто повинна дорівнювати одиниці. Тому відхилення її значення від оди-
ниці означає з’явлення похибки, обумовленої відхиленням параметра  від ну-a
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ля. На підставі залежності інтеграла ймовірностей від параметра  (рис. 1) мо-
жна зробити висновок, що для зменшення похибки довірчої ймовірності пара-
метр  повинен бути обмеженим зверху і знизу, тобто мати оптимальне зна-
чення і знаходитись в діапазоні приблизно 0,55 – 0,7. 
a
a
Для встановлення оптимального значення параметра  вирішимо рівняння 
, тобто прирівняємо (6) одиниці при 
a( ) 1,д =XaP ∞=X відн
т ь
осно a . Рішення цьо-









Зрозуміло з виразу(6), що при квантильній оцінці похибки довірча ймовір-
ність не залежить від непарних моментів розподілу, тобто при прийнятій апро-
ксимації п’ятьма членами ряду Маклорена — від математичного сподівання і 
моменту третього порядку. 
Підставивши отримане оптимальне значення параметра  в (6), отримаємо 
зв’язок довірчої ймовірності з граничною абсолютною похибкою 
a
X : 


















mN = . 
Отже при квантильній оцінці похибки довірча ймовірність повністю визна-
чається парними моментами розподілу і не залежить від непарних. 
В існуючих методиках оцінки похибок вимірювань, наприклад [1], для зна-
ходження цього зв’язку використовують тільки момент другого порядку. 
Тоді (6) спрощується: 
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         (10) 
Але при цьому похибка визначення зв’язку між параметрами зростає, тому 
що точність апроксимації спектра меншою кількістю членів ряду зменшується. 
Через це величина довірчої ймовірності не досягає одиниці, а оптимальне зна-
чення параметра  зростає (рис. 3). a
Оцінимо довірчу ймовірність на підставі СФР. Виходячи з [8] використаємо 
СФР, розкладений в ряд Маклорена (1). Але через те, що при інтегруванні в 
границях  окремі інтеграли можуть прагнути до ∞± ∞ , обмежимо границі інте-
грування значенням Ω±  і запишемо вираз в наступному вигляді: 
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Рис. 3. Графік зміни довірчої ймовірності з врахуванням 
впливу тільки моменту другого порядку (9) від параметрів 
 та a X . 
 
Як результат отримуємо вираз, де початкові моменти n-го порядку 
: { } ( )  nnm x p x
∞
−∞
ξ = ∫ dx
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    (11) 
Границя від першого члену виразу дає (13), тобто 
( ) { } { } { } { } ( )































Отже, при квантильній оцінці похибки СФР змінюється на величини, які ви-
значаються другим, третім і четвертим членами (11). При цьому перший член є 
СФР при , другий – характеризує зміну цієї довірчої ймовірності при вве-
денні квантильної оцінки похибки, третій – характеризує зміну математичного 
сподівання при введенні квантильної оцінки похибки, а четвертий — зміну ди-
сперсії. При цьому зміна математичного сподівання, крім інтерквантильного 
проміжку, залежить від асиметрії функції розподілу, яка описується моментом 
розподілу 
1д =P
{ }ξ3m , а зміна дисперсії – крім інтерквантильного проміжку залежить 
від протяжності розподілу, яка описується моментом розподілу { }ξ4m . На зміну 
довірчої ймовірності, як видно з другого члену (11), впливають моменти розпо-
ділу { }ξ2m  та { }ξ4m . 
Границі другого, третього та четвертого членів (11) прагнуть до , тому 
розрахувати ці вирази можна тільки приблизно. Для цього задамося таким зна-
ченням аргументу 
∞
XΩ , при котрому ( ) 0cos =ΩX . Таких значень багато, але 
найменшим є 
2
π=ΩX . При цьому ( ) 1sin =ΩX . Тоді другий член (11) 
  
( ) { } ( ) ( ) { } ( )














































       (12) 
третій член 
( ) { },2 233 X
mjS pД π
ξωω =           (13) 
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і четвертий член 
  ( ) { },2 2324 X
mS pД π
ξωω =             (14) 
Отже оцінка зміни довірчої ймовірності на підставі СФР підтверджує отри-
маний раніше іншим способом висновок про те, що при квантильній оцінці по-
хибки довірча ймовірність не залежить від непарних моментів розподілу (12). 
При цьому змінюються математичне сподівання (13) і момент другого порядку 
(14), а величина цієї зміни крім інтерквантильного проміжку залежить тільки 
від початкового моменту третього порядку. 
Таким чином довірча ймовірність 














mXP ,           (15) 
довірче математичне сподівання (математичне сподівання при довірчій ймовір-
ності )  дP
{ } { } { }2311 2 X
mmm Д π
ξξξ −= ,           (16) 
причому зміна математичного сподівання обумовлена внесенням систематичної 







довірчий початковий момент другого порядку (момент при довірчій ймовірнос-
ті ) дP
{ } { } { }2322 2 X
mmm Д π
ξξξ −= .           (17) 
При нульовому математичному сподіванні також вноситься систематична 







де { }ξ3M  – центральний момент третього порядку, 
змінюється дисперсія: 






ξ−= ,            (18) 
де  – дисперсія при довірчій ймовірності D 1д =P , 
а довірча ймовірність 












DXP ,           (19) 
де { }ξ4
Як відомо [1], вважається, що випадкова похибка розподіляється симетрич-
но, тому в СФР випадкової похибки непарні моменти відсутні і систематичні 
M  – центральний момент четвертого порядку. 
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похибки під дією випадкових частіше за все не виникають. 
З структури (6) та (15) можна зробити висновок про те, що збільшення мо-
менту другого порядку зменшує довірчу ймовірність, а збільшення моменту че-
твертого порядку навпаки її збільшує, тобто компенсує вплив моменту другого 
порядку. 
Отже, порівнюючи результати, отримані при різних математичних моделях 
процесів, можна зробити висновок, що вирази, отримані на підставі аналізу 
СФР, є більш простими і тому більш зручними для розрахунків. На рис. 4 для 
порівняння показані залежності довірчої ймовірності  від випадкової похиб-
ки 
дP
X  при { } { } 142 == ξξ mm . Як видно з рис. 4 кожна з математичних моделей 
дає свою похибку, тому криві 1 та 2 не співпадають. Але відхилення цих кривих 




Рис. 4. Залежність довірчої ймовірності від випадкової похибки X  при { } { } 142 == ξξ mm  виходячи з виразів для функції розподілу (9) та СФР (15) 
 
Звичайно при розрахунках похибок задаються довірчою ймовірністю і по її 
величині знаходять випадкову похибку. Тому рівняння (9) та (15) бажано мати 
у вигляді залежності  випадкової  похибки X  від довірчої ймовірності. Але для 
(9) це зробити важко. Виходячи з (19) з урахуванням неможливості існування 
комплексної похибки випадкова похибка: 














,  (20) 
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а при врахуванні тільки другого моменту, тобто { } 04 =ξM  
     ( ) ( )ДД PP
DX −=−= 11 π
σ
π ,   (21) 
де σ  – середньоквадратичне відхилення. 
В [1] приводяться співвідношення, аналогічні (21), в яких зв’язок між похи-
бкою X  та середнім квадратичним відхиленням σ  визначається постійним ко-
ефіцієнтом, який залежить від довірчої ймовірності. Так для  цей коефі-
цієнт дорівнює 1,6. Підставивши це значення довірчої ймовірності в (21) отри-
маємо значення коефіцієнта 1,784, що є близьким, але трошки більшим. Проте з 
врахуванням впливу моменту четвертого порядку (вираз (20)) похибка 
9,0д =P
X  зме-
ншується і наближається до значення, що приводиться в [1]. 
При бажанні використати першу математичну модель доведеться користу-
ватися безпосередньо виразом (9). 
Отримані результати також показують, що рекомендовані в літературі, на-
приклад [1], методи оцінки випадкових похибок з довільним значенням довір-
чої ймовірності, є дуже неточними, бо не враховують зміни моментів розподілу 
в результаті квантильної оцінки похибок, а також не враховують особливостей 
поведінки дисперсій при підсумовуванні похибок [9]. 




Квантильна оцінка похибки може здійснюватись за допомогою спектра фу-
нкції розподілу. 
Похідною -го порядку від функції Дірака  є n





xd δδ =  
За допомогою спектра функції розподілу зручно встановити зв’язок між до-
вірчою ймовірністю, моментом розподілу та інтерквантильним проміжком. 
Вирази для оцінки зв’язку довірчої ймовірності та інтерквантильного про-
міжку (подвоєної випадкової похибки) є більш простими і тому більш зручними 
для розрахунків. 
Довірча ймовірність при визначенні її зв’язку з інтерквантильним проміж-
ком не залежить від значень непарних моментів розподілу і визначається тільки 
значеннями парних моментів розподілу. При збільшенні моменту другого по-
рядку вона зменшується, а при збільшенні моменту четвертого порядку – зме-
ншується. 
Зміна інтерквантильного проміжку призводить до зміни моментів розподі-
лу. Ця зміна обумовлена моментами розподілу, котрі характеризують асимет-
рію розподілу (при оцінці законів розподілу за допомогою чотирьох моментів – 
третім моментом). Якщо третій момент розподілу дорівнює нулю, тобто розпо-
діл є симетричним, зміна інтерквантильного проміжку не змінює моменти роз-
166                     Вісник НТУУ “КПІ”. Серія ПРИЛАДОБУДУВАННЯ. – 2008. – Вип. 36 
Гіпотези. Нестандартні методи рішення наукових та інженерних проблем 
 приладобудування 
 
поділу. Якщо третій момент розподілу відрізняється від нуля, змінюється пер-
ший та другий моменти розподілу. 
При зміні інтерквантильного проміжку зміна математичного сподівання (сис-
тематичної похибки) в 4 рази більше ніж зміна моменту другого порядку. При 
зростанні інтерквантильного проміжку вказані моменти зменшуються, а при ну-
льовому математичному сподіванні з’являється тільки систематична похибка. 
Прийняті в спеціальній літературі методи оцінки випадкових похибок з до-
вільним значенням довірчої ймовірності є дуже неточними, бо не враховують 
зміни моментів розподілу в результаті квантильної оцінки похибок, а також не 
враховують особливостей поведінки дисперсій при підсумовуванні похибок. 
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заданной доверительной вероятностью 
Найдены формулы для расчета спектра 
функции распределения и второго энерге-
тического спектра погрешности с заданной 
доверительной вероятностью. Созданы ма-
тематические модели связи случайной по-
грешности с доверительной вероятностью 
на основании моментов распределения. По-
лучены формулы для проведения инженер-
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function of distribution and second power 
spectrum of an error with the given confiden-
tial probability are found. The mathematical 
models of communication connection) of a 
casual error with confidential probability are 
created on the basis of the moments of distri-
bution. The formulas for realization of engi-
neering accounts are received. 
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