We present a simple method for obtaining reliable angular and energy distributions of electrons ejected from arbitrary condensed biomaterials by proton impact. Relying on a suitable description of the electronic excitation spectrum and a physically motivated relation between the ion and electron scattering angles, it yields cross sections in rather good agreement with experimental data in a broad range of ejection angles and energies, by only using as input the target composition and density. The versatility and simplicity of the method, which can be also extended to other charged particles, make it especially suited for obtaining ionization data for any complex biomaterial present in realistic cellular environments. DOI: 10.1103/PhysRevLett.114.018101 PACS numbers: 87.53.-j, 78.70.-g, 79.20.-m, 87.14.gk A precise knowledge of the angular and energy distribution of secondary electrons ejected from biological materials after swift ion impact is a matter of paramount importance in the development of current radiobiological models aimed at understanding the mechanisms underlying ion beam cancer therapy. It is well known that energetic ions have a characteristic depth-dose curve, with a sharp maximum at the end of their trajectories (the so-called Bragg peak), where the ionization efficiency is maximum. This fact makes ion beam cancer therapy one of the most outstanding techniques for oncological treatment nowadays [1,2], due to the concentration of the radiation-induced damage in the desired tumor volumes, while sparing the healthy surrounding regions. Among the different phenomena involved in the multiscale mechanism of ion beam-induced biodamage [3] , production of secondary electrons is especially relevant [4, 5] , since they transport through nanometer to micrometer distances the energy lost by the projectile around its track, giving place to very sharp and intense radial dose distributions [6, 7] . This fact explains the increased radiobiological efficiency of ions compared with photons, for which the microscopic patterns of dose deposition are much more homogeneous [2, 8] . Moreover, it has been shown in recent years that very lowenergy electrons are responsible for especially harmful interactions in DNA (and other biological targets), such as dissociative electron attachment [9] [10] [11] . Thus, an accurate knowledge of the spatial and energetic distribution of electrons around ion tracks becomes crucial, particularly near the Bragg peak, where most of the biodamage is expected to take place.
We present a simple method for obtaining reliable angular and energy distributions of electrons ejected from arbitrary condensed biomaterials by proton impact. Relying on a suitable description of the electronic excitation spectrum and a physically motivated relation between the ion and electron scattering angles, it yields cross sections in rather good agreement with experimental data in a broad range of ejection angles and energies, by only using as input the target composition and density. The versatility and simplicity of the method, which can be also extended to other charged particles, make it especially suited for obtaining ionization data for any complex biomaterial present in realistic cellular environments. A precise knowledge of the angular and energy distribution of secondary electrons ejected from biological materials after swift ion impact is a matter of paramount importance in the development of current radiobiological models aimed at understanding the mechanisms underlying ion beam cancer therapy. It is well known that energetic ions have a characteristic depth-dose curve, with a sharp maximum at the end of their trajectories (the so-called Bragg peak), where the ionization efficiency is maximum. This fact makes ion beam cancer therapy one of the most outstanding techniques for oncological treatment nowadays [1, 2] , due to the concentration of the radiation-induced damage in the desired tumor volumes, while sparing the healthy surrounding regions. Among the different phenomena involved in the multiscale mechanism of ion beam-induced biodamage [3] , production of secondary electrons is especially relevant [4, 5] , since they transport through nanometer to micrometer distances the energy lost by the projectile around its track, giving place to very sharp and intense radial dose distributions [6, 7] . This fact explains the increased radiobiological efficiency of ions compared with photons, for which the microscopic patterns of dose deposition are much more homogeneous [2, 8] . Moreover, it has been shown in recent years that very lowenergy electrons are responsible for especially harmful interactions in DNA (and other biological targets), such as dissociative electron attachment [9] [10] [11] . Thus, an accurate knowledge of the spatial and energetic distribution of electrons around ion tracks becomes crucial, particularly near the Bragg peak, where most of the biodamage is expected to take place.
A realistic calculation of track-structure-dependent magnitudes in biological targets needs as input both the energy and angular distributions of electrons produced by the incoming ions. Although these spectra are reasonably well known for water [12] [13] [14] [15] [16] , it is necessary to accurately know them for a great variety of organic materials present in cells [17, 18] , and for a wide range of incident ion and secondary electron energies. For these purposes, several existing theoretical models can be used to calculate these distributions. For example, quite simple methods such as the binary encounter approximation [19] or the Rudd model [20] yield electron energy spectra with reasonable accuracy, but for a limited range of energies and some selected targets [4] . Moreover, in some cases the angular distributions of ejected electrons are not provided. More sophisticated and very accurate methods exist, such as the ab initio continuum distorted wave (CDW) and continuum distorted wave eikonal initial state (CDW-EIS) methods [17, [21] [22] [23] [24] , which can also be applied to arbitrary biomolecules [17] ; nonetheless, their use for very large macromolecules or condensed phase targets (such as those found in biological environments) requires some computational efforts that can be reduced by using analytical expressions, as proposed in this work.
As an alternative, the dielectric formalism [25, 26] has been also used to calculate the angular and energy distributions with reasonable accuracy [13, 27] . Nonetheless, these analyses have so far been restricted to water, and some methodologies need to evaluate the wave functions of the escaping electrons [27] , which complicates the calculations, while others make use of a number of empirical approximations [13] .
It is also possible to use the dielectric formalism, together with physically motivated approximations and a suitable description of the electronic excitation spectrum of biological materials, to obtain accurate electron energy spectra and total ionization cross sections (TICS) for ion impact in arbitrary condensed biological materials, by only knowing their atomic composition and density [28] . Since the spectrum of the electronic excitations depends both on their energy and momentum, the dielectric formalism is able to produce not only energy distributions [i.e., singly differential cross sections (SDCS)], but also angular distributions [i.e., doubly differential cross sections (DDCS)] of secondary electrons, which are linked to the momentum transferred by incident projectiles.
The aim of this Letter is to develop a method to calculate angular, as well as energy, distributions of secondary electrons (DDCS) emitted from arbitrary biomaterials impacted by swift protons, using only a minimum of essential information about the biological target (composition and density). An essential point of this work is the proposal of a relation between the momentum transfer and the ejection angle of secondary electrons produced by proton impact.
Based on the dielectric formalism [25, 26] , we write the DDCS for ionizing an electronic shell j as a function of the secondary electron energy W and the momentum transfer to the target k as [28, 29] 
where T, M, and Z are, respectively, the kinetic energy, mass, and atomic number of the projectile, and ρðkÞ is the Fourier transform of its electronic density. The target is characterized by its molecular density N and the energy loss function (ELF), Im½−1=ϵðk; EÞ, which represents its electronic excitation spectrum; E ¼ B j þ W is the transferred energy in an ionizing collision, B j being the binding energy of a given electronic inner shell, or the mean binding energy of the outer shell electrons [28, 30] . The subscript j in the ELF refers to the contribution coming from the specific shell j. The ELF is usually obtained from experimental data in the optical limit (k ¼ 0), being extended to arbitrary values of the momentum transfer through different dispersion relations [31] . We will use here the Mermin energy loss function (MELF) generalized oscillator strength (GOS) method [32] , which employs Mermin dielectric functions [33] for describing the outer-shell electron excitations, while inner shells are accounted for by hydrogenic generalized oscillator strengths [34] . By making use of this procedure the experimental ELF of liquid water [35] and other materials is accurately reproduced over the whole energy and momentum transfers plane [36] .
It is straightforward to rewrite the DDCS(W; k) in Eq.
(1) as a function of the scattering angle ϕ of the projectile by using its relation with the momentum transfer,
In order to obtain the DDCS(W; θ) as a function of the ejected angle θ of the secondary electron, we will assume that both angles are related by ϕ ¼ αθ. The proportionality constant α can be obtained by bearing in mind that the DDCSðW; θÞ for ejection of electrons is dominated by the so-called binary encounter peak, located at θ BE ¼ arccos ( ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi W=ð4μTÞ p ) [20] , at which the collision process can be regarded as a binary collision between free particles; μ ¼ m=M, where m is the mass of the electron. The DDCSðW; ϕÞ as a function of the scattering angle of the projectile is also dominated by a maximum, at an angle that we will call ϕ max . If this maximum also corresponds to the binary peak angle, given by ϕ
To test this hypothesis, we have plotted in Fig. 1 the position of ϕ BE as a function of W, for 1 MeV and 10 MeV protons. The ϕ max values obtained from the DDCSðW; ϕÞ using the MELF-GOS fitting to the experimental ELF of liquid water [35] are also shown in Fig. 1 . It can be seen that both angles are very similar, and have the same behavior. Therefore, as ϕ max ≃ ϕ BE , we conclude that the maximum in DDCSðW; ϕÞ also corresponds to the binary encounter peak, so we will consider that the proportionality constant relating ϕ and θ can be obtained analytically as
Although the proportionality constant α is obtained from the binary encounter peak angle, we assume that it is also valid for all the θ range. Proceeding in this way, α provides the correct position of the binary peak in the angular spectrum, while its structure is determined by the momentum transfer distribution accounted for by the electronic excitation spectrum of the target through its ELF. 
which is the DDCSðW; θÞ for ejecting electrons from the j shell in the angle θ, per unit energy and solid angle. In order to check the feasibility of this expression, we compare its results with the experimental DDCSðW; θÞ for proton impact in water vapor [37] . Since data for liquid water are not available, we use the gas phase data just to check the general performance of the method. Figure 2 (a) shows our calculations by dashed lines, together with experimental data depicted by symbols, for 300 keV protons in water, as a function of the ejection angle, for two kinetic energies of the escaping electrons, W ¼ 9.6 eV and W ¼ 200 eV. As can be seen, the main characteristics of the calculations (order of magnitude and features) are in qualitatively good agreement with the experimental data. The meaning of the other curves will be discussed in what follows, where further improvements will be introduced. Given the simple assumption upon which Eq. (3) is based, two corrections can be introduced to achieve a better agreement with the experiments. First of all, it is well known that the first Born approximation (on which the dielectric formalism is based) is not very accurate for calculating DDCS, since it does not take into account two and three center effects (the ejected electron being attracted by the projectile and/or the residual ion after the collision). Such a situation can be consistently accounted for by CDW calculations [21] . Within the dielectric formalism, in which the present calculations are based, the number of electrons ejected in the forward direction, attracted by the field of the projectile after the collision (a process known as electron capture to the continuum), has to be semiempirically corrected multiplying Eq. (3) by the so-called Salin's factor [13, 20, 40] . Dotted lines in Fig. 2(a) represent the results of Eq. (3) when the Salin's factor is taken into account, showing an improvement in the results for 200 eV electrons in the forward direction (i.e., small angles θ).
The discrepancy observed for W ¼ 9.6 eV could come from the small differences between ϕ BE and ϕ max observed in Fig. 1 , which are more relevant (in relative terms) at low ejection energies. Therefore, an obvious correction might be to replace ϕ BE by ϕ max in Eq. (2), i.e., α ¼ ϕ max =θ BE . We will refer to this as the "peak tuning" correction. The fully improved calculations obtained with Eq. (3) when using Salin's factor and the peak tuning correction are depicted by thick solid lines in Fig. 2(a) . Now the agreement between the calculations and the experiments is rather good for both ejection energies and in a wide range of ejection angles. For comparison, we also show in Fig. 2(a) CDW-EIS calculations [38] by solid lines with symbols. It can be seen that our results are quite similar to these ab initio calculations, despite the simplicity of our methodology with respect these quantum calculations, as well as the possible phase effects. Figure 2 (b) shows, by solid lines, the calculations obtained with the previous prescription [Eq. (3) with Salin's factor and peak tuning correction] for all the secondary electron energies reported in the experiment for 300 keV H þ impact in water [37] , which are depicted by symbols. The good agreement holds for this broader range of ejected electron energies W. [38] . (b) Results for all the ejection energies reported in Ref. [37] are shown by symbols. Curves are our fully improved calculations obtained when the electronic excitation spectrum of liquid water is described using the MELF-GOS method (solid lines) [32] or the extended Drude method (dashed lines) [39] .
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The dashed curves in Fig. 2(b) are plotted to discuss the role played by a proper description of the target electronic excitation spectrum through its ELF, as it appears in Eq. (3). The solid curves were obtained by using the MELF-GOS method [32] , where the extension to k ≠ 0 values is automatically accounted for by the analytical properties of the Mermin ELF [33] . Nonetheless, a widely employed extension algorithm (referred to as the extended Drude method [39] ) consists of a quadratic k dependence of the excitation spectrum resonance energies, which leads to substantial differences from the MELF-GOS results [23, 31, 36] . The DDCS obtained with the extended Drude method, depicted by dashed curves in Fig. 2(b) , cannot reproduce the experimental data, due to the simpler k ≠ 0 extension algorithm. Therefore, it is clear that a suitable description of the target electronic excitation spectrum over the whole momentum and energy transfer surface, through its ELF, is essential for obtaining angular distributions of secondary electrons in good agreement with experimental data.
An advantage of the proposed model, besides its simplicity, is its predictive power, since it can easily be applied to any biological material for which the ELF is provided, either experimentally, theoretically or semiempirically. This is particularly relevant for radiobiological models, which need the angular and energetic distributions of secondary electrons generated in realistic biomaterials around the tracks of swift ions, as the ones currently used in hadron therapy [1] or unavoidably present in manned space missions [41] . Although there are no experimental data for all the relevant biological materials, it is possible to predict their ELF in the optical limit making use of an empirical parametrization [42] , which only needs as input the atomic composition and density of the material. The feasibility of this parametrization to predict the SDCS and TICS of biomaterials with good accuracy has been already demonstrated [28] . Therefore, the methodology proposed in this work, together with the parametric approach for obtaining the optical ELF, virtually allows us to obtain DDCS, as well as SDCS and TICS, for electrons generated by swift ions incident on any biological material (independently of its complexity).
To illustrate the capabilities of the present procedure, Fig. 3 shows the DDCS for electrons generated by 1 MeV proton impact in the DNA base adenine, as a function of their ejection angle [ Fig. 3(a)] and energy [Fig. 3(b) ]. Solid lines are calculations using the experimental optical ELF of solid adenine [43] extended to k ≠ 0 by the MELF-GOS method, while symbols represent experimental data in the gas phase [44] . The agreement is rather good, especially in Fig. 3(b) , taking into account the simplicity of the method and the possible experimental uncertainties and phase effects. Since the value of α has been obtained from the BE peak assumption of Eq. (2), the results presented in this work should be restricted to ejection angles far from the backward direction. Nonetheless, as the DDCS are dominated by this peak, vanishing at high angles and energies, the present approximation yields good results over the angular range where the DDCSs are more significant. The peaked structures appearing at high W and θ values are due to Auger electrons, which are not accounted for in the present calculations, although they could be [45] , since the probability of ionizing inner shells can be calculated.
Although we have used the experimentally available optical ELF of adenine, in order to show the predictive power of the method we also show in Fig. 3 by dashed lines the results obtained from the ELF provided by the empirical parametric model [42] . It can be seen that the results are in a similar level of accuracy, a fact which is very promising taking into account the possibility of calculating DDCS even when experimental information for the electronic excitation spectrum of the target is lacking.
In conclusion, we have presented a method to obtain analytically the energy and angular dependence of the DDCS for electrons ejected after proton impact on any kind of biological target. This procedure relies on the proposed relation between the scattering angle of the incident ion and the ejection angle of the secondary electron, which is obtained by making physically motivated approximations, and supported by the good agreement of our results with the available experimental data. Because this method is based on the dielectric formalism, the only needed input is the electronic excitation spectrum of the target through its optical ELF (which can be obtained either from experimental data or by a semiempirical parametrization), properly extended to k ≠ 0. Due to its simplicity, versatility, and predictive power, the method proposed in this work is especially suited for calculating differential ionization cross sections in processes involved in ion beam damage in realistic cellular environments. Also, this methodology can be easily extended for other charged particles, such as heavier ions or electrons, by simply accounting for electron exchange effects or the ion charge state in Eq. 
